Abstract. In this paper we study the zero-flux chemotaxis-system
. For any v ≥ 0 the chemotactic sensitivity function is assumed to behave as the prototype χ(v) =
Introduction and motivations
The expression chemotaxis indicates the movement of cells occupying a space, which are stimulated by a chemical signal produced by a substance therein inhomogeneously distributed. Different studies and experiments on bacteria show how they direct their natural motion and change randomly their course precisely depending on the intensity of the chemical gradient stimulus.
In 1971, Keller and Segel (see [9] ) proposed a model for the description of the traveling band behavior of bacteria due to the chemotactic response; its mathematical formulation defined in an interval I ⊂ R reads: (1) u t = u xx − χ(uv −1 v x ) x x ∈ I, t > 0, v t = εv xx − uf (v)
x ∈ I, t > 0.
In this model, the distribution of the cells and the concentration of the chemical signal in a point x of I and at an instant t of time are, respectively, identified with the functions u = u(x, t) and v = v(x, t). In addition, ε > 0 represents the diffusion coefficient of the chemical substance, χ is called chemosensitivity and essentially measures the drift velocity of the bacteria through the direction of the gradient of concentration of the chemoattractant and f (v) denotes a kinetic function describing the chemical reaction between bacteria and the chemical. In terms of the value of the constant ε and the expression of the function f , some results concerning the existence of traveling wave solutions to system (1) have been established, under proper boundary and initial conditions. For instance, the same [9] corresponds to the limit case ε = 0 and f (v) = α > 0, [18] to ε > 0 and f (v) = α > 0 and [13] to ε > 0 and f (v) = αv > 0, with α > 0.
A possible extension to higher dimensions of (1) is described by this initialboundary value problem (2)        u t = ∆u − χ∇(u · ∇v)
x ∈ Ω, t > 0, v t = ∆v − uv x ∈ Ω, t > 0, ∂u ∂ν = ∂v ∂ν = 0 x ∈ ∂Ω, t > 0, u(x, 0) = u 0 (x) ≥ 0 and v(x, 0) = v 0 (x) ≥ 0 x ∈ Ω, where χ > 0, Ω ⊂ R n , with n ≥ 2, is a bounded domain with smooth boundary, and u 0 (x) = u(x, 0) and v 0 (x) = v(x, 0) are the initial cells distribution and chemical concentration. Moreover, since ∂ ∂ν indicates the outward normal derivative on ∂Ω, with zero-flux boundary conditions on both u and v, (2) describes the dynamic of a cells population in response to a chemical substance which mutually interact in a totally insulated domain.
Let us observe that for positive cells and chemical distributions, the term −uv in the second equation of (2) shows that in such a model the signal is progressively consumed by cells; this, naturally, suggests that v remains bounded through the time. This situation is far to be similar in the classical Keller-Segel model (see [8] ), where −uv reads −v + u and, hence, the corresponding formulation
manifests how an increasing of the cells favors a production of the signal, so that no bound for v is a priori expected. Thereafter, even though they are deeply connected, the two models (2) and (3) present different properties. In particular, for system (3), which has been widely discussed from many authors, it is known that in a one-dimensional domain its solutions are global and uniformly bounded in time (see [19] ), while in the n-dimensional context, with n ≥ 2, unbounded solutions idealizing the so called chemotactic collapse (an uncontrolled gathering of cells in proximity of some zones of the space occurring in a certain blow-up time) have been detected e.g. in [6] and [33] . In accordance with this, estimates from below for the blow-up time of unbounded solutions to (3) are explicitly derived in [20] . Now, in order to better contextualize this present investigation in the frame of the existent literature, we precise that an analysis of the previous last contributions highlights as, in higher dimensions (n ≥ 2) and under suitable smallness assumptions on the initial data u 0 and v 0 , the solution to model (3) is global and bounded while there exist blow-up solutions to model (3) for large initial data u 0 . On the opposite side, it has been shown that the global existence or blow-up of solutions to model (2) is independent of the initial data u 0 . Specifically, Tao (see [21] ) proves that, for sufficiently regular u 0 and v 0 , if
, then the corresponding initial-boundary value problem (2) possesses a unique global solution that is uniformly bounded, remaining indeed still open the question whether there exist blow-up solutions to the same system for large initial data v 0 or large chemotactic parameter χ not complying with (4) . Moreover, continuing on the state of the art of the chemotaxis-consumption model (2) , for the three-dimensional setting, in [23] weak solutions that become smooth after some time are constructed. Further, by interpreting the same system as the special case of the general coupled chemotaxis-fluid model, proposed by Goldstein in [24] , where exactly the fluid does not give any direct contribution, in [32] the existence of global classical and weak solutions for n = 2 and n = 3, respectively, is discussed while [34] deals with the stabilization properties of these two-dimensional solutions (we also cite [35] and [36] for existence results to systems close to the same (2) but involving matrix-valued sensitivities). Exactly in order to contrast undesired blow-up singularities, which as mentioned above may emerge in both models (2) and (3), more complete formulations to these systems with nontrivial sources have been considered; precisely, a complementation of these models through largely used logistic-type effects seems totally natural (see also [15] and [25] for another expression for the source). For instance, for the system
defined in a convex smooth and bounded domain Ω of R n , n ≥ 1 and endowed with homogeneous Neumann boundary conditions, in [11] the existence of global weak solutions for χ = τ = 1 and g(u) = ku − µu 2 , for k ∈ R and µ positive constant (the classical logistic source), is established for any nonnegative and sufficient regular initial data (u 0 , v 0 ) and arbitrarily small values of µ > 0; moreover, if n = 3, these solutions become classical after some time and provided that k is not too large. On the other hand, under the same assumptions on the domain and the boundary conditions, for a source g generalizing the logistic source and verifying g(0) ≥ 0 and g(s) ≤ k − µs 2 , for s ≥ 0, k ≥ 0 and µ, τ positive and χ ∈ R, in [30] the author proves that if µ is big enough, for all sufficiently smooth and nonnegative initial data u 0 and v 0 , system (5) possesses a unique bounded and global-in-time classical solution. Additionally, for the same problem (5), also defined in a convex smooth and bounded domain Ω of R n , n ≥ 1, but with source term g such that −c 0 (s + s α ) ≤ g(s) ≤ a − bs α , for s ≥ 0, and with some α > 1, a ≥ 0 and χ, b, c 0 > 0, global existence of very weak solutions, as well their boundedness properties and long time behavior are discussed in [26] , [27] and also [28] . Finally, for the sake of completeness, it is worth to precise that even though in the logistic source the term −µu 2 , with µ > 0, corresponds to a death rate of the cells distribution and generally contrasts blow-up phenomena, in [31] is shown that under radially symmetric assumptions there exist initial data such that the corresponding solution of systems type (5) blows up (we also refer to [14] for techniques used to estimate the blow up time of unbounded solutions to system related to (5)).
To the best of our knowledge, deserving results in the direction of this present investigation which are tied to (2) under a perturbation for the evolution of u through a logistic source, are the following. In a bounded and smooth domain of R n , n ≥ 1, and under homogeneous Neumann boundary conditions, the system 
6(n+1) a global and bounded classical solution (see [37] 
2 , and sufficiently regular initial data (u 0 , v 0 ), admits for µ larger compared to χ v 0 L ∞ (Ω) a global and bounded classical solution and a weak one for arbitrary µ > 0 (see [12] ).
Remark 1.
As shown in the corresponding proofs, we conclude this section observing that the contribution summarized in iii) explicitly provides conditions which connects v 0 to the coefficient µ of the logistic term g; this does not hold for the items i) and ii). Nevertheless, the term χ v 0 L ∞ (Ω) appears in these same works (as well in the mentioned assumption (4) of [21] ), so that it seems a very proper quantity which coherently characterizes the nature of models type (6); consequently it will play a crucial role also in our main result.
Main result and structure of the paper
In agreement with all of the above, this paper is dedicated to the following problem
defined in a bounded and smooth domain Ω of R n , n ≥ 1, where (u 0 , v 0 ) is a pair of nonnegative functions from (W 1,r (Ω)) 2 , for some r > max{n, 2}, and m, k, µ ∈ R with µ > 0. Moreover, we assume that
and that the function χ generalizes the standard chemotactic sensitivity
) and satisfies for any v ≥ 0 this growth condition
Specifically, the aim of the present article is to prove the existence of global and bounded classical solutions to (7) under some largeness assumption on µ (whose value will depend on n, m and α) with respect to some combination of powers of χ 0 v 0 L ∞ (Ω) , precisely in accordance to Remark 1 of the previous section.
Remark 2. The problem studied in this paper generalizes some of the aforementioned examples. For instance, starting from the case in which no logistic source affects the system (i.e. k = µ = 0), in (7) the limit values m = α = 1 and χ(v) = χ > 0 recover (2); further, in presence of logistic perturbations, the models discussed in items i), ii) and iii) are also easily deducible from (7) through evident choices of its data.
Additionally, we also observe that the first equation of (7) can be equivalent rewritten as
where in view of assumption (10) we have that Θ(v) = − ∞ v χ(s)ds is finite. In this sense, it could be checked that the main result herein applies whenever Θ is smooth and nondecreasing on [0, ∞) and satisfies Θ(s) = s β 1 + as β a ≥ 0, β > 0 and s ≥ 0. This last expression for Θ includes also the cases below, which are biologically coherent (see [16] and [17] ), Θ(s) = s 1 + as and Θ(s) = s 2 1 + as 2 and s ≥ 0, the first one behaving actually as our prototype (9).
The rest of the paper is organized as follows. Once in §3 some preparatory and well-known preliminaries are given, §4 is focused on the derivation of a result concerning local-in-time existence of a classical solution (u, v) to system (7) and on some crucial properties tied to the u-and v-components. Thereafter, in §5, we define a sort of energy for such a local solution, which for some suitable p > 1 is defined as
In this way, by relying on general functional and algebraic relations, we establish that this energy satisfies a differential inequality, under a certain initial condition, whose right hand side is a power function which possesses a positive root. Subsequently, by means of a comparison principle, we provide a local-in-time independent bound for Φ(t), and hence in particular for u in L p (Ω) and ∇v in L 2p (Ω). Finally, also in the same §5, an application of a general and extensively used boundedness result for parabolic equations allows us to deduce from these gained estimates that the local classical solution is actually bounded and, then, also global. This represents exactly our main assertion: Theorem 2.1. Let Ω be a smooth and bounded domain of R n , with n ≥ 1. For given m, k ∈ R, and µ positive, let us assume that χ ∈ C 2 ([0, ∞)) satisfies relation (10) for some α as in (8) . Then for any couple of nonnegative functions (u 0 , v 0 ) ∈ (W 1,r (Ω)) 2 , with r > max{n, 2}, it is possible to find two positive constants
, problem (7) admits a unique global classical solution (u, v) which is uniformly bounded; more precisely, there exists a positive constant C such that
Some preparatory tools
The following Lemmas are used through the paper to prove the main theorem. In particular, we mainly summarize some general functional inequalities, other proper technical results, and we close the section by adjusting some parameters which are necessary in our logical steps. Lemma 3.1. Let Ω be a bounded and smooth domain of R n , n ≥ 1, and q ≥ 1. For all f ∈ C 2 (Ω), we have
and for all f ∈ C 2 (Ω) satisfying f
where D 2 f represents the Hessian matrix of f and
Proof. Straightforward calculations infer
and that
Relations (13) and (14) are so shown. As to (15) , this is Lemma 2.2 of [12] .
Lemma 3.2. (Gagliardo-Nirenberg inequality) Let Ω be a bounded Lipschitz domain of R n , 1 ≤ q, r ≤ ∞ and j and m integers satisfying 0 ≤ j < m. Moreover, let be p ∈ R + and j m ≤ θ ≤ 1 such that this equality
We also make use of these general results. 
we have
Proof. Two applications of the Young inequality with exponents 
and
Finally, plugging these last inequalities into
valid for any A, B ≥ 0 and k > 0, we conclude. We have to observe that for i = 1, 2 it holds that (17) is meaningful for both i = 1, 2. 
Then these relations hold: (21) is attained. In addition, the remaining inequalities are clearly verified for any p ≥p oncep is defined as in (20) .
Existence of local-in time solutions and their properties
Let us firstly give a result concerning local-in-time existence of classical solutions to system (7); its proof is obtained by well-established methods involving standard parabolic regularity theory and an appropriate fixed point framework (see, for instance, [4] and [7] ).
Lemma 4.1. Let Ω be a smooth and bounded domain of R n , with n ≥ 1. For given m, k ∈ R, and µ positive, let us assume that χ ∈ C 2 ([0, ∞)) satisfies relation (10) for some α as in (8) . Then for any couple of nonnegative functions (u 0 , v 0 ) ∈ (W 1,r (Ω)) 2 , with r > max{n, 2}, problem (7) admits a unique local-in-time classical
where T max denotes the maximal existence time. Moreover, we have
and if T max < ∞ then
Proof. In line with the works [3] and [5] , let us rewrite the initial-boundary value problem (7) as
where w = (u, v) and
Then, Theorems 14.4 of [1] warrants that problem (30) possesses a maximal weak W 1,r -solution. In turn, Theorem 14.6 of the same [1] asserts that actually such a solution is classical and that the equation is indeed verified point-wise. In addition, if the extensibility criterion (29) holds, Theorem 15.5 of (again) [1] allows us to conclude that T max = ∞, namely that the solution is global. Accordingly, since u 0 ≥ and v 0 ≥ 0 the maximum principle and F ≥ 0 (see [10] ) apply to yield both expressions in (28).
Remark 3.
As it can be observed, the hypothesis for the proofs of Theorems 14.4, 14.5 and 14.6 of [1] are more general that those fixed in our Lemma 4.1, so that it holds also under weaker restrictions on the data of problem (7). Nevertheless, for the ease of reading, we consider that in this present investigation it is more appropriate to fix also for the aforementioned initiatory Lemma all the suitable assumptions which are necessary to the demonstration of the main Theorem 2.1.
Lemma 4.2.
Let Ω be a smooth and bounded domain of R n , with n ≥ 1. For any couple of nonnegative functions (u 0 , v 0 ) ∈ (W 1,r (Ω)) 2 , with r > max{n, 2}, let (u, v) be the local-in-time classical solution of problem (7) provided by Lemma 4.1. Then we have
where
Proof. Taking into consideration the no-flux boundary conditions for problem (7), an integration of its first equation over Ω and an application of the Hölder inequality provide
so that (31) is a consequence of an ODI-comparison argument.
As to (32) , from the second equation of (7), and again through an integration over Ω, the Young inequality, the bound for v given in (28) and (31) entail that for all t ∈ (0, T max )
On the other hand, from the equality in (33) we arrive at
for all t ∈ (0, T max ). Thereafter, by adding (34) to (35) and by virtue of (31), we obtain this inequality for h(t) :
so that we can conclude thanks to a further comparison argument.
A priori estimates and proof of the main theorem
In this section our principal objective is to gain some uniform bounds for both u and v. In particular, we aid to control with a suitable positive and time independent constant u L p (Ω) and ∇v L 2p (Ω) , for p sufficiently large and on the whole interval (0, T max ); this is attained by establishing an absorptive differential inequality for
Lemma 5.1. Let Ω be a smooth and bounded domain of R n , with n ≥ 1. For any couple of nonnegative functions (u 0 , v 0 ) ∈ (W 1,r (Ω)) 2 , with r > max{n, 2}, let (u, v) be the local-in-time classical solution of problem (7) provided by Lemma 4.1. Then, for any p ≥p,p being the constant given in (20) , and ǫ 1 , ǫ 2 , ǫ 3 positive real numbers, we have
Proof. Forp as in (20) , let p ≥p and ǫ 1 , ǫ 2 , ǫ 3 positive real numbers which will be properly chosen through the paper. Testing the first equation of problem (7) by p(u + 1) p−1 , using its boundary conditions and relation (10) provide
on (0, T max ). Now, the Young inequality entails for all t ∈ (0, T max )
Since from (22) we have that 0 < p+2α−m−1 p < 1, applications of the Young inequality give on (0, T max )
As to the contribution from the logistic source, for all t ∈ (0, T max ) we can write
where we have employed the inequality −u 2 ≤ −(u + 1) 2 + 2(u + 1). Successively, the Young inequality enables us to deduce that on (0, T max )
Taking into account that
and that (15) , with q = p, and the bound for v in Ω × (0, T max ) in (28) imply
our thesis is justified once (37)- (43) are collected.
The main idea of the following lemma is not new but comes from Lemma 4.2 of [12] ; despite, we have to adapt those steps to our scope.
Lemma 5.2.
Let Ω be a smooth and bounded domain of R n , with n ≥ 1. For any couple of nonnegative functions (u 0 , v 0 ) ∈ (W 1,r (Ω)) 2 , with r > max{n, 2}, let (u, v) be the local-in-time classical solution of problem (7) provided by Lemma 4.1. Then, for any p ≥ 1 and δ 1 > 0, we have that for all t ∈ (0, T max )
Proof. From the second equation of (7), we derive this equality valid for all x ∈ Ω and t ∈ (0, T max ):
Successively, multiplying this last relation by |∇v| 2p−2 and integrating over Ω lead to
Hence, an integration by parts to the right hand side term produces, also thanks again to (28),
In addition, the Young and (13) inequalities allow us to derive
and similarly
Now, for δ 1 > 0, the Young inequality with exponents p+1 p−1 and
By virtue of (43), we have the claim introducing (46)-(49) into (45).
Lemma 5.3. Let Ω be a smooth and bounded domain of R n , with n ≥ 1. For any couple of nonnegative functions (u 0 , v 0 ) ∈ (W 1,r (Ω)) 2 , with r > max{n, 2}, let (u, v) be the local-in-time classical solution of problem (7) provided by Lemma 4.1. Let also assume that for any p ≥p, wherep is the constant given by (20) , µ satisfies the following relation
2 . Then there exists a positive constant L 1 such that for any p ≥p
Proof. For this particular choice of the constants ǫ i (i = 1, 2, 3) and δ 1 introduced above,
let us multiply expression (44) by χ 2p 0 and, then, let us add the result to relation (36) . Hence, for Φ(t) = Ω (u + 1)
which in view of assumption (50) reads
where c 1 = |Ω|p((2µ + k + )C 3 (ǫ 3 ) + c 0 (p − 1)χ 0 ) and where, thanks to (14) we have employed
Now, the Gagliardo-Nirenberg inequality (16) with j = 0, p = 
Subsequently, we get
, where c 2 = (2C GN ) 2p m+p−1 and having also taken into consideration (19) . Hence, recalling bound (31) and introducing c 3 = c 2 max{(m + |Ω|)
(1−θ1)p , (m + |Ω|) p } the last inequality entails
In a similar way, again the Gagliardo-Nirenberg inequality (16) allows us to write, for j = 0, p = 2, m = 1, r = 2 and
,
with c 5 = c 4 max{M
(1−θ2)p , M p }, M being the constant provided by (32) . As a consequence of all of the above, by making first use of inequality (19) in (53) and (54) and then inserting both results into (52), we obtain thanks also to (18) that Φ verifies this initial problem
Consequently, again an application of an ODE comparison principle implies that
, and we conclude.
After these preparations, the proof of our main result consists in organizing the above statements and other facts as follows.
Proof of Theorem 2.1. Let Ω be a smooth and bounded domain of R n , with n ≥ 1. For given m, k ∈ R, µ positive and χ ∈ C 2 ([0, ∞)) satisfying relation (10) for some α as in (8) , let (u, v) be the local-in-time classical solution of problem (7) emanating from any couple of nonnegative functions (u 0 , v 0 ) ∈ (W 1,r (Ω)) 2 , whose existence is ensured by Lemma 4.1. Forp defined in (20) of Lemma 3.4, let us set K 1 (n, m, α) = k 1 (p, n) and K 2 (n, m, α) = k 2 (p, n), where k 1 (p, n) and k 2 (p, n) have been introduced in Lemma 5.3; since (11) is satisfied, we have by continuity reasons that there exists p >p such that
Subsequently, assumption (50) holds so that relation (51) implies that u ∈ L ∞ ((0, T max ); L p (Ω)).
Hereafter, coherently to the nomenclature used by Tao and Winkler, the solution u of system (7) provided by Lemma 4.1 also classically solves in Ω×(0, T max ) problem (A.1) of Appendix A of [22] with D(x, t, u) = (u + 1) m−1 , f (x, t) = −(u + 1) α χ(v)∇v, g(x, t) = k 2 4µ .
Hence we deduce that (A.2)-(A.5), the second of (A-6) for any choice of q 2 and (A-7) with p 0 = p are as well verified on (0, T max ). As to the first condition of (A-6), relation (23) allows us to apply the Hölder inequality with exponents , so that f ∈ L ∞ ((0, T max ); L q1 (Ω)), and q 1 > n + 2. Moreover, by virtue of (24), (25) and (26), also (A.8), (A.9) for q 2 > n+2 2 , and (A-10) of Lemma A.1. of [22] are valid, so we get for some L 2 > 0 Now we invoke standard estimates for the Neumann heat semigroup (see Lemma 1.3 of [29] ) which warrant the existence of positive constants C S and µ 1 such that for all t > 0 and p ≤ q ≤ ∞
and for all t > 0 and 2 ≤ p < ∞
Thereafter, from (56), relying on (55) and the second bound in (28), we have for r > max{n, 2} and on (0, T max )
(1 + (t − s)
2 )e −µ1(t−s) ds,
where we have applied (57) for p = q = ∞ and (58) for p = r. Subsequently, with the introduction of the Gamma function Γ we get for t ∈ (0, T max )
This last inequality, in conjunction with (55) and the uniform bound for v in (28) , yield the boundedness for u(·, t) L ∞ (Ω) + v(·, t) W 1,r (Ω) on (0, T max ). In turn, the extensibility criterion (29) of Lemma 4.1 shows that T max = ∞. Finally, the independence of the obtained estimates with respect to t ∈ (0, T max ) = (0, ∞) establishes (12) for a proper choice of C.
