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Abstract
In the present work low energy excitations in various antiferromagnetic systems are investi-
gated.
The first part is devoted to the antiferromagnetic Heisenberg chain with two different alter-
nating magnetic ions having spins SA and SB. The system can be characterised as a ferrima-
gnet with a long range ordered ground state. Linear spin wave theory (LSWT) leads to a
qualitatively correct description of two excitation branches. The low energy spectrum con-
tains ferromagnetic magnons which are discussed in the introductory chapter. The LSWT
results are compared with the numerical data from exact diagonalisation for the case SA = 1
and SB = 1/2.
In the second part of the thesis, the quantum phase transitions from the Ne´el phase to the
Heisenberg phase and from the Ne´el phase to the Haldane phase for half-odd-integer spins
S = 1/2, 3/2 and integer spins S = 1, 2, respectively, are studied in context of the Halda-
ne conjecture. The models are analysed by means of high-order series expansions for the
ground state properties and excitation energies. The expansion parameter is the anisotropy
λ where the unperturbed case λ = 0 corresponds to the Ising model.
For the integer-S systems the following scenario is obtained: The phase transitions from the
Ne´el phase to the Haldane phase are determined by the condensation of the so-called spin
zero defects (SZD) at finite anisotropy. These domain wall type excitations can be characte-
rised as Sz = 0 states embedded in the antiferromagnetic order. The critical exponents β of
the order parameter and η of the correlation function are those of the two-dimensional Ising
model.
In contrast to the above scenario, the half-odd-integerS = 1/2 chain undergoes the Kosterlitz-
Thouless phase transition at the isotropic point. In the case of the S = 3/2 chain the critical
behaviour of the static structure factorS(zz)(π) is consistent with the exponentially divergent
correlation length at the isotropic point.
Finally, kink excitations of the S = 1/2 Heisenberg antiferromagnet chain with nearest
and next nearest neighbour interactions (the zigzag chain) are investigated. Here a kink is
defined as a free spin S = 1/2 mediating two dimerised ground states. The phase diagram
of the zigzag chain contains the Majumdar-Ghosh model as well as the S = 1/2 spin ladder
and the S = 1 Heisenberg antiferromagnet. Starting from the Majumdar-Ghosh model, a
two-kink variational wave function with Stot = 1 is constructed. The variational parameter
is the characteristic distance between the two kinks. The variational wave function describes
the low energy triplet excitation of the gapped zigzag chain in a qualitatively correct way.
Within this approach, the elementary excitation of the spin ladder as well as the Haldane
triplet of the S = 1 chain appears as a bound state of two kinks.
The phase diagram of the zigzag chain contains the incommensurate phase where the wave
vector of the lowest mode k0 runs from k0 = 0 to k0 = π. At the qualitative level, this
behaviour is correctly described by the variational approach.
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Kurzzusammenfassung
In der vorliegenden Arbeit werden niederenergetische Anregungen verschiedener eindimen-
sionaler Antiferromagneten untersucht.
Der Heisenberg-Antiferromagnet mit zwei verschiedenen, alternierenden magnetischen Zen-
tren SA und SB wird im ersten Teil der Arbeit betrachtet. Dieses System ist ein Ferrimagnet
und kann qualitativ korrekt durch lineare Spinwellentheorie (LSWT) beschrieben werden.
Das niederenergetische Spektrum wird durch ferromagnetische Magnonen beschrieben, de-
ren Eigenschaften im ersten Kapitel diskutiert werden. Die LSWT-Ergebnisse werden mit
numerischen Daten fu¨r den Fall SA = 1, SB = 1/2 verglichen.
Vor dem Hintergrund der Haldane’schen Vermutung werden im zweiten Teil dieser Arbeit
die Quantenphasenu¨berga¨nge Ne´el-Phase→Heisenberg-Phase und Ne´el-Phase→Haldane-
Phase in Heisenberg-Ising-Antiferromagenten mit den halbzahligen Spins S = 1/2, 3/2
beziehungsweise den ganzzahligen Spins S = 1, 2 untersucht. Es werden Sto¨rungsreihen
nach der Anisotropie λ, wobei λ = 0 dem Ising-Modell entspricht, fu¨r Grundzustandser-
wartungswerte und Anregungsenergien numerisch berechnet.
Fu¨r die Modelle mit ganzzahligem S fu¨hrt die Analyse der Reihenentwicklungen auf fol-
gendes Szenario: Der Quantenphasenu¨bergang Ne´el-Phase → Haldane-Phase wird durch
Kondensation sogenannter Spin-Zero-Defekte (SZD) bei endlichen Anisotropien hervorge-
rufen. Diese Doma¨nenwandanregungen sind als Sz = 0 Projektionen in antiferromagneti-
scher Ordnung definiert. Die kritischen Exponenten β des Ordnungsparameters und η der
Korrelationsfunktion entsprechen denen des zweidimensionalen Ising-Modells.
Im Gegensatz dazu durchla¨uft die integrable S = 1/2 Kette am isotropen Punkt λ = 1 einen
Kosterlitz-Thouless-Phasenu¨bergang. Fu¨r das S = 3/2 System deutet das kritische Ver-
halten des statischen Strukturfaktors S(zz)(π) ebenfalls auf eine exponentiell divergierende
Korrelationsla¨nge am isotropen Punkt hin.
Thema des letzten Teils dieser Arbeit ist die Untersuchung von Kinks inS = 1/2 Heisenberg-
Antiferromagneten mit alternierender na¨chster-Nachbar-Wechselwirkung und u¨berna¨chster-
Nachbar-Wechselwirkung (Zick-Zack-Ketten). Kinks sind hier als freie Spins S = 1/2 zwi-
schen zwei dimerisierten Grundzusta¨nden definiert. Da das Phasendiagramm der Zick-Zack-
Kette das Majumdar-Ghosh-Modell, die Spinleiter und die S = 1 Kette entha¨lt, besteht die
Mo¨glichkeit, einen Zusammenhang zwischen den Anregungen dieser Systeme herzustel-
len. Ausgehend vom Majumdar-Ghosh-Modell wird eine 2-Kink-Variationswellenfunktion
mit Stot = 1 aufgestellt. Variationsparameter ist der charakteristische Abstand der beiden
Kinks. Diese Variationswellenfunktion beschreibt die niederenergetische Triplettanregung
des numerischen Spektrums in dem Bereich des Phasendiagramms, der durch eine endliche
Anregungslu¨cke charakterisiert ist, qualitativ korrekt. Die Triplettanregung der Spinleiter
sowie das Haldane-Triplett der S = 1 Kette stellen sich als gebundene Zusta¨nde zweier
Kinks dar. Das Phasendiagramm beinhaltet eine inkommensurable Region, in welcher der
Wellenvektor der niedrigsten Mode von k0 = 0 nach k0 = π wechselt. Dieser Wechsel von
k0 wird von der Variationswellenfunktion qualitativ korrekt wiedergegeben.
Schlagworte: Heisenberg-Antiferromagnet, Spinketten, Spinleitern
PACS: 75.10.Jm, 75.50.Ee, 75.40.Mg
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Einleitung
Die Untersuchungen eindimensionaler Antiferromagneten gehen auf die Arbeit [1] von
H. Bethe aus dem Jahr 1931 zuru¨ck. In dieser Arbeit stellte H. Bethe eine Vielteilchen-
wellenfunktion fu¨r den S = 1/2 Heisenberg-Antiferromagneten auf [2], welche in die
Schro¨dinger-Gleichung eingesetzt auf die sogenannten Bethe-Ansatz-Gleichungen fu¨hrt.
Die Berechnung der Grundzustandsenergie aus den Bethe-Ansatz-Gleichungen gelang L.
Hulthe´n 1938 im thermodynamischen Limes [3].
Die niederenergetischen Anregungen des S = 1/2 Heisenberg-Antiferromagneten wurden
1962 von J. Des Cloizeaux und J. J. Pearson im Rahmen des Bethe-Ansatz-Formalismus
analysiert [4]. Sie konstruierten eine Triplett-Anregung mit der Dispersionsrelation ǫ(k) =
Jπ/2| sin(k)| und interpretierten diese Anregung als antiferromagnetisches Magnon. Anti-
ferromagnetische Magnonen sind Anregungen, welche durch die Wirkung der lokalen Ope-
ratoren S±q =
∑N
n=1 e
iqnS±n auf den antiferromagnetischen Grundzustand erzeugt werden.
Im Hinblick auf die von Holstein und Primakoff [38] entwickelte lineare Spinwellentheorie
(LSWT), die im Grenzfall S → ∞ die Dispersion ω(k) = J2S| sin(k)| fu¨r das antiferro-
magnetisches Magnon ergibt, schien das Ergebnis von J. Des Cloizeaux und J. J. Pearson
plausibel. Der Unterschied zwischen dem Quanten-Grenzfall S = 1/2 und dem klassischen
Grenzfall S →∞ resultierte in unterschiedlichen Spinwellengeschwindigkeiten. L. D. Fad-
deev und L. A. Takhtajan konnten 1981 jedoch zeigen, daß die von J. Des Cloizeaux und
J. J. Pearson berechnete Anregung die untere Grenze eines Kontinuums zweier elementa-
rer Anregungen, sogenannter Spinonen, ist [5]. Spinonen sind S = 1/2 Anregungen, die
nur in Paaren auftreten und die Dispersionsrelation ǫSpinon(q) = Jπ/2| sin(q)|, 0 ≤ q ≤ π
besitzen. In Anwesenheit einer Ising-artigen Anisotropie ist das niederenergetische Spek-
trum durch ein Kontinuum zweier Doma¨nenwa¨nde mit einer endlichen Energielu¨cke gege-
ben [6]. Diese Doma¨nenwa¨nde konnten fu¨r den Fall starker Ising-artiger Anisotropie als
Verbindung der beiden Ne´el-Zusta¨nde, den Grundzusta¨nden des Ising-Modells, charakteri-
siert werden [7], [8]. Obwohl sich fu¨r die beiden Grenzfa¨lle S = 1/2 und S → ∞ unter-
schiedliche elementare Anregungen ergaben, nahm man ein masseloses Spektrum fu¨r den
Spin S Heisenberg-Antiferromagneten an. Diese Annahme konnte von I. Affleck und E.
Lieb fu¨r Systeme mit halbzahligem S bewiesen werden [9].
Entgegen dieser Annahme stellte F. D. M. Haldane 1983 die bemerkenswerte Hypothe-
se auf, daß Heisenberg-Antiferromagneten mit ganzzahligem S eine endliche Energielu¨cke
und einen Grundzustand mit exponentiell zerfallenden ra¨umlichen Korrelationen aufwei-
sen [10]. Diese Eigenschaften definieren die sogenannte Haldane-Phase. Haldanes Ver-
mutung beruhte auf einer Abbildung des Heisenberg-Antiferromagneten auf ein nichtli-
neares Sigma-Modell. Daru¨berhinaus sagte F. D. M. Haldane fu¨r die Spin-Modelle mit
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ganzzahligem S einen Quanten-Phasenu¨bergang bei endlicher Ising-artiger Anisotropie mit
den kritischen Exponenten des zweidimensionalen Ising-Modells voraus. Im Gegensatz da-
zu weist der anisotrope S = 1/2 Heisenberg-Antiferromagnet einen Kosterlitz-Thouless-
Phasenu¨bergang in die Heisenberg-Phase am isotropen Punkt auf [11], [12]. Diese Phase
ist durch algebraisch zerfallenden ra¨umliche Korrelationen und eine verschwindende An-
regungslu¨cke charakterisiert. Die Haldane’sche Vermutung bildete die Grundlage fu¨r eine
Vielzahl experimenteller und theoretischer Arbeiten, die das oben beschriebene Szenario
besta¨tigten. Hervorzuheben ist das Affleck-Kennedy-Lieb-Tasaki-Modell (AKLT-Modell),
ein S = 1 Heisenberg-Antiferromagnet mit zusa¨tzlicher biquadratischer, isotroper Spin-
Spin-Wechselwirkung [13]. Die Konstruktion dieses Modells basiert auf der Idee von C. K.
Majumdar und D. K. Ghosh [14], den Hamilton-Operator als Summe lokaler Projektoren
zu formulieren. Der exakte Grundzustand des AKLT-Modells kann in geschlossener Form
angegeben werden und besitzt exponentiell zerfallende Korrelationen. Weiterhin konnte die
Existenz einer endlichen Anregungslu¨cke bewiesen werden.
Nachdem Anfang der 90’er Jahre antiferromagnetische S = 1/2 Heisenberg-Spinleitern
in den Mittelpunkt des experimentellen wie auch des theoretischen Interesses geru¨ckt wa-
ren [15], gelang es, die Haldane’sche Vermutung auf diese Systeme zu verallgemeinern [16],
[17]. Demnach entsprechen Spinleitern mit einer geraden Anzahl von Holmen Heisenberg-
Antiferromagneten mit ganzzahligem S, Spinleitern mit einer ungeraden Anzahl von Hol-
men entsprechen Heisenberg-Antiferromagneten mit halbzahligem S. Die antiferromagne-
tische S = 1/2 Spinleiter mit zwei Holmen (im folgenden als Spinleiter bezeichnet) ist
ein Spezialfall einer antiferromagnetischen S = 1/2 Heisenberg-Kette mit alternierender
na¨chster-Nachbar-Wechselwirkung (nn) und u¨berna¨chster-Nachbar-Wechselwirkung (nnn).
Dieses Modell wird auch als verallgemeinerte Spinleiter oder Zick-Zack-Kette bezeichnet.
Das Phasendiagramm der Zick-Zack-Kette entha¨lt insbesondere den S = 1/2 Heisenberg-
Antiferromagneten, das Majumdar-Ghosh-Modell [14], die Spinleiter sowie den S = 1
Heisenberg-Antiferromagneten. Mit der Untersuchung dieses Phasendiagramms war es mo¨g-
lich zu zeigen, daß die Spinleiter und der S = 1 Heisenberg-Antiferromagnet in derselben
Phase liegen [18]. Fu¨r den Fall einer homogenen nn-Wechselwirkung und einer hinreichend
kleinen nnn-Wechselwirkung ist die Zick-Zack-Kette kritisch, d.h. sie besitzt einen Grund-
zustand mit algebraisch zerfallenden Korrelationsfunktionen und einer verschwindenden
Anregungslu¨cke. Wa¨chst die nnn-Wechselwirkung u¨ber einen kritischen Wert hinaus, so
durchla¨uft das System einen Kosterlitz-Thouless-Phasenu¨bergang [19], [20].
Unabha¨ngig von der oben geschilderten Entwicklung gelang es Mitte der 80’er Jahre Sub-
stanzen mit zwei verschiedenen, alternierenden magnetischen Ionen zu synthetisieren [21].
Solche Substanzen ko¨nnen durch eindimensionale Heisenberg-Antiferromagneten der Form
−SA − SB − SA − SB − SA − SB − SA − SB−
beschrieben werden. Diese ferrimagnetischen Systeme besitzen einen langreichweitig ge-
ordneten Grundzustand mit einer makroskopischen Magnetisierung [22].
3Die vorliegende Arbeit wurde in vier Kapitel untergliedert.
Im einfu¨hrenden Kapitel werden die Eigenschaften von 1-Magnon- und 2-Magnonzusta¨nden
in Spin S Heisenberg-Ferromagneten wiederholt (siehe z.B. [23]). Anschließend wird im
zweiten Kapitel ein antiferromagnetisches System untersucht, dessen elementare Anregun-
gen ausschließlich durch Magnonen gegeben sind. Es ist dies der Heisenberg-Antiferromag-
net mit zwei verschiedenen, alternierenden magnetischen Zentren SA und SB . Es wird li-
neare Spinwellentheorie angewendet, die auf ein qualitativ korrektes physikalisches Bild
zweier Anregungszweige fu¨hrt. Magnonanregungen, die sich durch Reduktion der Grundzu-
standsmagnetisierung um eine Einheit ergeben, werden mit den Magnonen des Heisenberg-
Ferromagneten verglichen. Fu¨r den Quanten-Grenzfall SA = 1 und SB = 1/2 wird das
niederenergetische Spektrum numerisch mit einem Lanczos-Algorithmus berechnet und mit
den im Grenzfall S →∞ gu¨ltigen LSWT-Resultaten verglichen.
Die Untersuchungen des dritten Kapitels schließen vor dem Hintergrund der Haldane’schen
Vermutung an die Arbeit [24] von R. R. P. Singh an. Es werden Sto¨rungsreihen fu¨r Heisenberg-
Ising-Modelle (xxz-Modelle) mit S = 1/2, 1, 3/2, 2 berechnet. Entwicklungsparameter ist
die Ising-artige Anisotropie λ, wobei λ = 0 dem Ising-Modell entspricht. Diese Sto¨rungs-
reihen ermo¨glichen eine Analyse der Quanten-Phasenu¨berga¨nge Ne´el-Phase→Heisenberg-
Phase fu¨r S = 1/2, 3/2 und Ne´el-Phase → Haldane-Phase fu¨r S = 1, 2. Zu diesem Zweck
werden Reihenentwicklungen fu¨r Grundzustandserwartungswerte (Ordnungsparameter, sta-
tischer Strukturfaktor), antiferromagnetische Magnonen und niederenergetische Doma¨nen-
wa¨nde ermittelt. Die Extrapolation der Reihen mittels Pade´-Approximanden und D-log-
Pade´-Approximanden fu¨hrt auf kritische Punkte und kritische Exponenten. Es wird insbe-
sondere untersucht, welche Rolle den Doma¨nenwandanregungen in Modellen mit halbzah-
ligem beziehungsweise ganzzahligem Spin bei den Quanten-Phasenu¨berga¨ngen zukommt.
Abschließend wird der Zusammenhang zwischen antiferromagnetischen Magnonen (im fol-
genden als Magnonen bezeichnet) und Doma¨nenwa¨nden diskutiert.
Im letzten Kapitel wird ein Zusammenhang zwischen der elementaren Anregung des S = 1
Heisenberg-Antiferromagneten, die als Haldane-Triplett bezeichnet wird, der elementaren
Anregung der S = 1/2 Spinleiter und der des Majumdar-Ghosh-Modells hergestellt. Zu
diesem Zweck wird das Phasendiagramm der Zick-Zack-Kette untersucht, was an die Arbeit
[18] von S. R. White anschließt. Vom Majumdar-Ghosh-Modell ausgehend wird zuna¨chst
eine Singlett-Variationswellenfunktion aufgestellt, die den Grundzustand in der Spinflu¨ssig-
keitsphase, die durch exponentiell zerfallende Korrelationen definiert ist, beschreiben kann.
Die von B. S. Shastry und B. Sutherland konstruierten Kinks stellen eine hervorragende
Na¨herung zur Beschreibung der elementaren Anregungen des Majumdar-Ghosh-Modells
dar [25]. Diese Kinks bilden den Ausgangspunkt einer 2-Teilchenwellenfunktion, die durch
einen Parameter - die Ausdehnung der Bindung der beiden Kinks - charakterisiert ist. Diese
Wellenfunktion, die den Gesamtspin Stot = 1 als gute Quantenzahl besitzt, ist orthogo-
nal zu der Singlett-Variationswellenfunktion des Grundzustands. Aus diesem Grund wird
die 2-Teilchenwellenfunktion als Variationswellenfunktion mit dem Variationsparameter ξ
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zur Beschreibung der elementaren Anregungen in der Spinflu¨ssigkeitsphase des Phasendia-
gramms herangezogen.
KAPITEL 1
Der Ferromagnet
Der eindimensionale isotrope Heisenberg-Ferromagnet mit periodischen Randbedingungen
wird durch den Hamilton-Operator
H = −J
N∑
n=1
[
SznS
z
n+1 +
1
2
(
S+n S
−
n+1 + S
−
n S
+
n+1
)]
J > 0 , ~SN+1 = ~S1 (1.1)
beschrieben [2]. Die Operatoren Sαn , α = +,−, z sind Spinoperatoren, d.h sie erfu¨llen
die Drehimpulsalgebra mit {S(S + 1),m = −S, (S − 1), . . . , (S − 1), S} als Eigenwerten
fu¨r die Operatoren { ~Sn2, Sˆzn}. Energieeigenwerte sollen in Einheiten des Austauschintegrals
(J/~2 → 1), La¨ngen in Einheiten der Gitterkonstante a angegeben werden. Der Hamilton-
Operator vertauscht, bedingt durch seine Rotationssymmetrie, mit dem Quadrat des Gesamt-
spins ~S2tot , ~Stot =
∑N
n=1
~Sn. Weitere Erhaltungsgro¨ßen sind der Magnetisierungsoperator
Sˆztot =
∑N
n=1 S
z
n, dessen Eigenwerte mit Sztot bezeichnet werden, und der Translationsopera-
tor T ( ~SnT = T ~Sn+1 ), dessen Eigenwerte durch exp(ik) gegeben sind. Dabei bezeichnet
die Quantenzahl k den Wellenvektor. Die Zusta¨nde werden hier durch die Sz-Projektionen
m an jedem Platz dargestellt. Fu¨r S = 1/2 werden die Quantenzahlen m oftmals durch
Pfeile repra¨sentiert (m = ±1/2 =ˆ ↑, ↓).
Die Physik dieses Systems ist im wesentlichen verstanden [23]: Der vollsta¨ndig polarisierte
Zustand |Stot = N/2, Sztot = N/2〉 = |S, S, . . . S〉 ist trivialerweise Eigenzustand von (1.1).
Indem man (1.1) zu
H = −
N∑
n=1
[
~Sn + ~Sn+1
]2
+ const
umschreibt, erkennt man, daß |S, S, . . . S〉 den gro¨ßten Eigenwert von−H liefert und damit
der Grundzustand von (1.1) ist. Aufgrund der Rotationssymmetrie des Hamilton-Operators
ist jeder Zustand des Multipletts {Stot = N/2 , Sztot = −N/2 . . . N/2} Grundzustand des
Ferromagneten. Da der Grundzustand |Stot = N/2, Sztot = N/2〉 die kontinuierliche Sym-
metrie des Hamilton-Operators bricht, findet das Goldstone-Theorem Anwendung [26]: Zu
jeder gebrochenen kontinuierlichen Symmetrie existiert eine masselose Mode. Im Fall des
Ferromagneten la¨ßt sich diese Anregung durch Twisten des Operators S−tot einfach konstru-
ieren:
|ψk〉 = 1
N
N∑
n=1
eikn|S, . . . , S, (S − 1)n, S, . . . S〉 k = 2π
N
l , l = 1, . . . , N − 1 (1.2)
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Diese Anregung wird als Magnon oder Spinwelle bezeichnet und hat die Dispersion ω(k) =
2S(1− cos(k)), wobei ω(k) die Energiedifferenz zur Grundzustandsenergie ist.
Fu¨r den Fall S = 1/2 kann das Spektrum mittels Bethe-Ansatz [1], [27] vollsta¨ndig berech-
net werden. Die Anregungen werden durch sogenannte Strings klassifiziert, die wiederum
Lo¨sungen der Bethe-Ansatz-Gleichungen im thermodynamischen Limes sind (eine Diskus-
sion der Bethe-Ansatz-Gleichungen des Ferromagneten befindet sich in [27]). Ein (2M+1)-
String ist durch die Punktmenge {λm = x + im|x ∈ R , m = −M, . . . ,M , m ∈ 12 · N}
definiert und bestimmt den Impuls und die Anregungsenergie durch die Gleichungen:
p(λ−M , . . . , λM ) = −2 arctan
(
x
M + 1
2
)
+ π (1.3)
h(λ−M , . . . , λM ) =
M + 1
2
x2 + (M + 1
2
)2
(1.4)
Ein String der La¨nge 2M + 1 beschreibt einen gebundenen Zustand von 2M + 1 Magno-
nen, wobei M = 0 dem Zustand (1.2) fu¨r S = 1/2 entspricht. Betrachtet man nun einen
Unterraum mit Sztot = N/2 − l, so lassen sich die Anregungen als Streuzusta¨nde (M = 0)
und gebundene Zusta¨nde (M > 0) von l Magnonen charakterisieren. Im Intervall x < ∞
beziehungsweise p(λ−M , . . . , λM ) > 0 in Formel (1.3) liegen die gebundenen Zusta¨nde fu¨r
alle Wellenvektoren unter dem Kontinuum der Streuzusta¨nde.
Fu¨r allgemeine Werte des Spins S kann die Energie und die Wellenfunktion im Sztot =
NS − 2 Unterraum (zwei Magnonen) berechnet werden. Zuna¨chst soll die Wellenfunktion
fu¨r den Fall S = 1/2 diskutiert werden:
|ψ〉 =
N∑
n=1
eikn(
N/2−1∑
r=1
ar|n, r〉+ a0|n, 0〉) (1.5)
|n, r〉 = | ↑ . . . ↑↓n↑ . . . ↑↓n+1+r↑ . . . ↑〉 (1.6)
|n, 0〉 = | ↑ . . . ↑↓n↓↑ . . . ↑〉
Die Schro¨dingergleichung fu¨hrt auf das Gleichungssystem:
0 = a0(1− ω) + a1
2
(1− e−ik) (1.7)
0 =
a0
2
(1− eik) + a1(2− ω) + a2
2
(1− e−ik) (1.8)
0 = ar(2− ω) + ar−1
2
(1− eik) + ar+1
2
(1− e−ik) r ≥ 2 (1.9)
Die Gleichungen (1.9) beschreiben zwei unabha¨ngig propagierende Magnonen und ko¨nnen
mit dem Ansatz ar = a± e±iqr gelo¨st werden. An dieser Stelle ist es sinnvoll, Schwerpunkts-
und Relativkoordinate einzufu¨hren: ks = k , qr = q − k/2. Aus (1.9) ergibt sich somit die
Anregungsenergie
ω(k, qr) = 2− 2 cos(qr) cos(k/2) (1.10)
7fu¨r das 2-Magnonenkontinuum. Zur Untersuchung gebundener Zusta¨nde setzt man fu¨r den
Relativimpuls einen nichtverschwindenden Imagina¨rteil an: a±r = a± ei(k/2±(q˜r+iκr))r. Das
negative Vorzeichen im Exponenten fu¨hrt auf unphysikalische Amplituden. Aus der Forde-
rung ℑ(ω(k, q˜r, κr)) = 0 ergibt sich q˜r = 0, π. Gebundene Zusta¨nde, die energetisch unter
dem Kontinuum liegen, erfordern q˜r = π und damit ω(k, κr) = 2(1 − cosh(κr) cos(k/2)).
Mit der Ersetzung V = e−κr erha¨lt man aus dem lokalen Gleichungssystem (1.7, 1.8) eine
Determinante zur Bestimmung der mo¨glichen Werte fu¨r V .∣∣∣∣ (1− ω) −V cos(k/2)cos(k/2) V 2 cos(k/2) − V (2− ω)
∣∣∣∣ = cos(k/2)V (V − cos(k/2)) = 0
⇒ V = cos(k/2) , ωb(k) = sin2(k/2) , ξ = 1/κr = − 1
ln(cos(k/2))
Die Energie des gebundenen Zustandes ωb(k) liegt fu¨r alle k > 0 unter dem Kontinuum.
Die charakteristische La¨nge ξ(k) beschreibt die Ausdehnung des ra¨umlichen Bereiches,
u¨ber den die beiden gebundenen Magnonen verteilt sind (Bindungsla¨nge der Magnonen).
Wie in Abb. (1.1) dargestellt divergiert ξ(k) ∝ 1/k2 fu¨r k → 0, d.h. die Bindungsenergie
geht gegen null, die gebundenen Zusta¨nde fallen mit dem Kontinuum zusammen. Fu¨r die
Wellenfunktion des gebundenen Zustands erha¨lt man:
|ψk〉 = 1
N
N∑
R=1
eikR|ψR〉 , |ψR〉 =
√
1− e−2/ξ(k)
N/2∑
r=0
e−2r/ξ(k)|R, r〉 (1.11)
Betrachtet man den Erwartungswert
〈ψR|Szn|ψR〉 = 1/2
√
1− e−2/ξ(k)(1− e−2|n−R|/ξ(k)) , |n−R| = 1/2, 3/2, . . . ,
so erinnern die exponentiell abfallenden Flanken dieser Verteilung an die Solitonlo¨sung des
klassischen Ferromagneten (siehe [23] und Referenzen darin). In diesem Bild entspricht die
charakteristische La¨nge ξ(k) der Pulsbreite des Solitons. Tatsa¨chlich gilt auch fu¨r die klas-
sische Lo¨sung die Dispersion ω(k) ∝ sin2(k/2). Es ist jedoch nicht sinnvoll, die Analogie
zur klassischen Lo¨sung u¨berzustrapazieren, da die Zusta¨nde |ψR〉 keine Eigenvektoren zu
(1.1) sind.
Zur Berechnung des gebundenen 2-Magnonzustandes fu¨r den S > 1/2 Ferromagneten muß
der Ansatz (1.7) zu
|ψ〉 =
N∑
n=1
(
N/2∑
r=1
ar|n, r〉+ a0|n, 0〉+ a˜0|n〉1) (1.12)
|n, r〉 = |S . . . S (S − 1)n S . . . S (S − 1)n+1+r S . . . S〉 (1.13)
|n, 0〉 = |S . . . S (S − 1)n (S − 1)S . . . S〉 (1.14)
|n〉1 = |S . . . S (S − 2)n S . . . S〉 (1.15)
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erweitert werden. Die Rechnung verla¨uft analog zum S = 1/2 Fall. Das lokale Gleichungs-
system fu¨hrt auf die Determinante einer 3 × 3 Matrix, die folgendes charakteristisches Po-
lynom zur Bestimmung der mo¨glichen κr(k) beziehungsweise ξ(k) Werte liefert:
V 3 + 2cos(k/2)(S − 1)V 2 + V − 2S cos(k/2) = 0 , V = e−κr (1.16)
ωb(k) = 2S
[
2−
(
V (k) +
1
V (k)
)
cos
(
k
2
)]
, S >
1
2
(1.17)
Fu¨r alle S existiert genau eine reelle Lo¨sung. Beispielsweise nimmt diese Lo¨sung fu¨r S = 1
die kompakte Form
V (k) = A(k)/3− 1/A(k) , A(k) =
(
27 cos(k/2) + 3
√
3 + 81 cos2(k/2)
)1/3
an. Die charakteristischen La¨ngen ξ(k) = −1/ ln(V (k)) dieser gebundenen Zusta¨nde sind
fu¨r verschiedene Werte des Spins in Abbildung (1.1) dargestellt.
pi/4 pi/2 pi4pi/30
k
0.0
10.0
20.0
ξ(k
)
S=1/2
S=1
S=2
Abbildung 1.1: Charakteristische La¨ngen ξ(k) fu¨r gebundene 2-
Magnonzusta¨nde im Unterraum Sztot = NS − 2. Fu¨r k → 0 divergieren die
ξ(k).
Der Wellenvektor k = π nimmt eine besondere Position ein: Das Polynom (1.16) redu-
ziert sich zu V (V 2 + 1) = 0, die beiden Magnonen sind maximal gebunden (ξ = 0). Die
Wellenfunktion nimmt eine sehr einfache Form an:
|ψk=pi〉 =
N∑
n=1
(−1)n|n, 0〉 ∀S (1.18)
Die Energie dieses Zustands entspricht der Energie des Ising-Anteils (∑n SznSzn+1) von (1.1)
ω(π)/(2S) = ω(Ising) = 2− 1/(2S).
9Fu¨r große Werte des Spins S verringert sich die Bindungsenergie, was sich in gro¨ßeren ξ-
Werten fu¨r festes k a¨ußert. Gleichzeitig schmiegen sich die Dispersionsrelationen der gebun-
denen Zusta¨nde dem Kontinuum (ξ → ∞) an. Im klassischen Grenzfall S → ∞ reduziert
sich (1.16) zu V 2 − 1 = 0 ⇒ κr = 0, d.h. es existieren keine gebundenen Zusta¨nde
(bis auf den Zustand (1.18) fu¨r k = π!). Dies ist konsistent mit der linearen Spinwellen-
theorie fu¨r den Ferromagneten (siehe z.B. [23]). Eine anschauliche Erkla¨rung dieser Tatsa-
che ergibt sich aus den ω(Ising)-Energien der Zusta¨nde (1.13), (1.14) und (1.15): Die Energie
ω(Ising) zweier nicht benachbarter Magnonen betra¨gt 4S. Benachbarte Magnonen senken die-
se Energie auf 4S(1− 1/S) ab und ermo¨glichen somit den gebundenen Zustand. Springen
nun beide Magnonen auf einen Platz (was fu¨r S = 1/2 nicht mo¨glich ist), so findet keine
weitere Absenkung der Energie statt, die Energie ω(Ising) betra¨gt wiederum 4S. Fu¨r S → ∞
verschwindet die Absenkung der Energie 4S(1 − 1/S) → 4S des Zustandes |n, 0〉 , die
Bindung der beiden Magnonen bricht auf (ξ →∞).
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KAPITEL 2
Der Ferrimagnet
Thema dieses Kapitels ist die Untersuchung eindimensionaler Heisenberg-Antiferromagneten
mit zwei verschiedenen, alternierenden magnetischen Zentren (vgl. Abb. (2.1)). Diese Sy-
steme werden auch als gemischte antiferromagnetische Spinketten bezeichnet. Mit den Me-
SASA SB SB
J’=J δ
a
JJ
(n+1)-te Einheitszellen-te Einheitszelle
Abbildung 2.1: Schematische Darstellung eines eindimensionalen Ferrima-
gneten.
thoden der anorganischen Molekularchemie gelang es 1981 erstmals ferrimagnetische Spin-
ketten zu synthetisieren (einen ¨Ubersichtsartikel findet man in [21]). Die erste strukturell
realisierte Substanz ist CuMn(S2C2O2)2 · 7.5 H2O, wobei die paramagnetischen Ionen
Mn2+ (S = 5/2) und Cu2+ (S = 1/2) die magnetischen Zentren bilden [22]. Daru¨berhin-
aus gelang es 1988 ferrimagnetische Ketten mit alternierender Wechselwirkung J, J ′ (vgl.
Abbildung (2.1)) mit Mangan und Kupfer als magnetischen Zentren herzustellen [28]. Ei-
ne ganz andere Motivation zur Untersuchung gemischter antiferromagnetischer Spinketten
ergab sich vor dem Hintergrund integrabler Modelle. Die Quanten-Inverse-Streumethode
konnte auf Systeme mit verschiedenen Spins angewandt werden. Im Rahmen dieses For-
malismus konstruierten de Vega und Woynarovich 1992 eine Familie integrabler gemischter
Spinketten [29]. Der ferrimagnetische Aspekt tritt bei diesen Arbeiten jedoch in den Hin-
tergrund, da die Hamilton-Operatoren dieser Systeme u¨ber die Heisenberg-Wechselwirkung
hinaus komplizierte 3-Platz-Wechselwirkungen enthalten.
Der eindimensionale Heisenberg-Ferrimagnet mit periodischen Randbedingungen wird durch
den Hamilton-Operator
H = J
L∑
n=1
[
~Sn~sn + δ ~sn~Sn+1
]
J > 0, δ = 1, ~SL+1 = ~S1, ~sL+1 = ~s1 , (2.1)
11
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der schematisch in Abb. (2.1) dargestellt ist, beschrieben. Das SA-Untergitter wird durch
die Spinoperatoren ~S mit SA = S = 1, 〈Sz〉 = (↑, 0, ↓) definiert. Entsprechend entha¨lt
das SB-Untergitter die SB = s = 1/2, 〈sz〉 = (↑,↓) Spinoperatoren ~s. L bezeichnet
die Anzahl der Einheitszellen, N = 2L die Anzahl der Spins. Dieser isotrope Hamilton-
Operator vertauscht wie (1.1) mit ~S2tot, dem Magnetisierungsoperator Sˆztot und dem durch
(~Sn~sn)T = T (~Sn+1~sn+1) definierten Translationsoperator. Energieeigenwerte werden in
Analogie zum ersten Kapitel in Einheiten des Austauschintegrals J angegeben, La¨ngen in
Einheiten der magnetischen Einheitszelle 2a. Die Berechnung thermodynamischer Gro¨ßen,
insbesondere der Suszeptibilita¨t waren Gegenstand der ersten theoretischen Untersuchungen
dieses Systems. Dabei wurde einerseits exakte Diagonalisierung von bis zu 10 Spins [30],
sowie eine Na¨herungsmethode, bei welcher der lange Spin SA als klassische Gro¨ße behan-
delt wird [22], verwendet. In ju¨ngeren Arbeiten zu diesem Thema wurden die Grundzu-
standsordnung, elementare Anregungen sowie die Thermodynamik untersucht ( [31], [32],
[33], [34], [35], [36]).
2.1 Grundlagen
Der Gesamtspin S(Gz)tot des Grundzustands eines Heisenberg-Modells auf einem bipartiten
Gitter mit antiferromagnetischer Wechselwirkung zwischen den Untergittern ist gema¨ß dem
Lieb-Mattis-Theorem [37] durch S(Gz)tot = |S˜A− S˜B| bestimmt. Dabei bezeichnen S˜A, S˜B die
maximalen Gesamtspinwerte der beiden Untergitter. Fu¨r den Fall des Quanten-Ferrimagneten
(2.1) ergibt sich damit S(Gz)tot = L/2, was eine (L + 1)-fache Entartung des Grundzustands
zur Folge hat. Aus diesem ersten Ergebnis lassen sich folgende Schlu¨sse ziehen:
• In Analogie zum Ferromagneten bricht der Grundzustand die Rotationssymmetrie des
Hamilton-Operators. Daraus la¨ßt sich in Analogie zum ersten Kapitel auf die Existenz
einer masselosen Anregung schließen [26]. Diese Anregung sollte in Unterra¨umen mit
Sztot < L/2 auftreten. Diese Unterra¨ume werden im folgenden als ferromagnetischen
Zweig bezeichnet.
• Im Gegensatz zum Ferromagneten ist der langreichweitig geordnete Zustand
| ↑ ↓ ↑ ↓ . . . ↑ ↓〉 kein Grundzustand, da er kein Eigenzustand zum Operator ~S2tot ist.
Fu¨r den Fall eines alternierenden Ferrimagneten J > J ′ bzw. δ < 1 beha¨lt das Lieb-Mattis-
Theorem seine Gu¨ltigkeit (J < J ′ bzw. 1/δ < 1 beschreibt ebenfalls den alternierenden
Ferrimagneten). Tatsa¨chlich ist der Fall starker Dimerisierung δ ≪ 1 sehr instruktiv zum
Versta¨ndnis des ferromagnetischen Zweiges. Es erweist sich als sinnvoll, die Zusta¨nde als
Dubletts und Quartetts der Einheitszellen darzustellen:
Dubletts : |D+〉 = 1√
3
(
|0 ↑〉 −√2| ↑ ↓〉
)
|D−〉 = 1√
3
(
|0 ↓〉 − √2| ↓ ↑〉
)
Quartetts : |Q3〉 = | ↑ ↑〉 |Q1〉 = 1√
3
(√
2|0 ↑〉 + | ↑ ↓〉
)
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|Q−3〉 = | ↓ ↓〉 |Q−1〉 = 1√
3
(√
2|0 ↓〉 + | ↓ ↑〉
)
Fu¨r δ ≪ 1 liegen die Quartettzusta¨nde energetisch sehr hoch. Der Grundzustand und die nie-
derenergetischen Anregungen ko¨nnen durch Dublettzusta¨nde, die effektive Spins S = 1/2
darstellen, beschrieben werden. Der Hamilton-Operator (2.1) weist im Dublett-Unterraum
ausschließlich ferromagnetische Wechselwirkungen auf:
〈D+ D+|H|D+D+〉 = 〈D−D−|H|D−D−〉 = −δ1
9
+ const (2.2)
〈D+ D−|H|D+D−〉 = 〈D−D+|H|D−D+〉 = δ1
9
+ const (2.3)
〈D+ D−|H|D−D+〉 = 〈D−D+|H|D+D−〉 = −δ2
9
+ const (2.4)
Die Konstanten ergeben sich aus den Wechselwirkungen innerhalb der Elementarzellen. Je-
des Dublett trag¨t mit der Energie J bei. Die Matrixelemente (2.2-2.3) fu¨hren auf eine effek-
tive Wechselwirkungssta¨rke von Jeff = δ4/9. Auf diese Weise ko¨nnen der Grundzustand
und die niederenergetischen Anregungen des stark dimerisierten Ferrimagneten mit dem
Grundzustand und den Magnonanregungen des Ferromagneten identifiziert werden. Fu¨r die
Grundzustandsenergie und die Magnondispersion folgt:
E(Gz) = −L
(
1 +
δ
9
)
ωf-mag(k) = δ
4
9
(1− cos(k)) . (2.5)
Die Goldstone-Mode des Ferrimagneten wird in diesem Grenzfall also durch eine ferro-
magnetische Spinwelle beschrieben. Die Energieausdru¨cke (2.5) ko¨nnen natu¨rlich als die
1-te Ordnung einer Sto¨rungsentwicklung in δ betrachtet werden. Im antiferromagnetischen
Zweig, d.h. fu¨r Magnetisierungen ≥ L/2, la¨ßt sich eine Spinwelle auf folgende Weise kon-
struieren:
|ψk〉 = 1√
L
L∑
n=1
|D+〉 . . . |Q3〉n . . . |D+〉 , Sztot =
L
2
+ 1 (2.6)
Die Dispersionsrelation dieser Anregung nimmt in 1-ter Ordnung Sto¨rungstheorie in δ die
Form
ωaf-mag(k) =
3
2
+ δ
(
7
18
− 2
3
cos(k)
)
+O(δ2) , ωaf-mag(0)|δ=1 = 11
9
(2.7)
an. Im gesamten Intervall 0 ≤ δ ≤ 1 hat diese Spinwelle eine verha¨ltnisma¨ßig große Anre-
gungslu¨cke. Obwohl dies nur ein Resultat der Sto¨rungstheorie in 1-ter Ordnung ist, wird sich
herausstellen, daß (2.7) die Dispersion dieses Magnons, welches im folgenden als antiferro-
magnetisches Magnon bezeichnet werden soll, qualitativ korrekt beschreibt. Abschließend
sei darauf hingewiesen, daß die Bezeichnung antiferromagnetischer Zweig beziehungswei-
se antiferromagnetisches Magnon sich ausschließlich auf den Wert der Magnetisierung be-
zieht. Es ist keinesfalls richtig zu behaupten, die Anregungen des Ferrimagneten wu¨rden fu¨r
Sztot ≥ L/2 qualitativ mit denen eines Antiferromagneten u¨bereinstimmen. Vielmehr stellt
das antiferromagnetische Magnon des Ferrimagneten eine optische Mode dar.
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2.2 Lineare Spinwellentheorie
Die lineare Spinwellentheorie (LSWT) kann ein System qualitativ korrekt beschreiben,
wenn der exakte Grundzustand des Systems genau wie der klassische Grundzustand lang-
reichweitig geordnet ist. Ist dies der Fall, so kann die Energieabsenkung des Grundzustandes
durch Quantenfluktuation, sowie die Dispersion von Spinwellen fu¨r den Grenzfall 1/S ≪ 1
richtig wiedergegeben werden. Zuna¨chst werden die Spinoperatoren gema¨ß der Holstein-
Primakoff-Transformation [38] durch Boseoperatoren beschrieben, anschließend nach 1/S
entwickelt. Ausgehend vom klassischen Grundzustand ergibt sich folgende Transformation
( [23], [31], [33]):
A : Szn = gS − a†nan S†n =
√
2gS an
√
1− a
†
nan
2gS
S→∞−→
√
2gS an (2.8)
B : szn = −S + b†nbn s†n =
√
2S b†n
√
1− b
†
nbn
2S
S→∞−→
√
2S b†n (2.9)
Der Parameter g ist durch g = (La¨nge A-Spin)/(La¨nge B-Spin) definiert. Der Grenzfall
g → 1 entspricht der LSWT fu¨r den Antiferromagneten. Der eindimensionalen Antifer-
romagnet kann aus folgendem Grund nicht durch LSWT beschrieben werden: Die bei-
den Ne´el-Zusta¨nde sind in der Na¨herung (2.9) entkoppelt, d.h. Matrixelemente der Art
〈↑n, ↓n+1 |(S+n S−n+1)2S| ↓n, ↑n+1〉 ; ↑, ↓ =ˆ± S verschwinden stets. Somit kann der Trans-
versalteil des Hamilton-Operators keine Doma¨nenwa¨nde, d.h. Zusta¨nde vom Typ
. . .
x y x y x y︸ ︷︷ ︸
Ne´el 1
∣∣∣∣
Ne´el 2︷ ︸︸ ︷y x y x . . .y x y x ∣∣∣∣ x y x yx y . . .︸ ︷︷ ︸
Ne´el 1
erzeugen. Es wird jedoch im na¨chsten Kapitel gezeigt, daß gerade diese Anregungstypen die
Untergitterordnung des isotropen Antiferromagneten zersto¨ren und die Dynamik bei T = 0
bestimmen. Im Ferrimagneten ko¨nnen solche Anregungen nicht auftreten. Doma¨nenwa¨nde
ko¨nnen wie beim Ferromagneten nur in statischer Form auftreten, da jede Form von Propa-
gation die Quantenzahl Sztot vera¨ndern wu¨rde. Aus diesem Grund kann man erwarten, daß
LSWT den Ferrimagneten qualitativ korrekt beschreibt: Quantenfluktuationen fu¨hren wie
beim zwei- und dreidimensionalen Antiferromagneten zu einer endlichen Untergitterma-
gnetisierung und damit zu einer endlichen Spinreduktion.
Es erweist sich als sinnvoll, die Fouriertransformation durch
a†n =
1√
L
∑
k
eik(n−1/4)a†k und b
†
n =
1√
L
∑
k
e−ik(n+1/4)b†k (2.10)
zu definieren. Der dimensionslose Wellenvektor (2a → 1) durchla¨uft die Werte k =
2πm/L , m = −L/2+1, . . . , L/2. Der Hamilton-Operator (2.1) wird im GrenzfallS →∞
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bilinear in den Boseoperatoren und nimmt nach Fouriertransformation die Form
HLSWT = −2gS2L+ 2S
∑
k
[
a†kak + g b
†
kbk +
√
g cos(k/2)
(
a†kb
†
k + akbk
)]
(2.11)
an. Dieser Hamilton-Operator kann mittels der Bogoljubov-Transformation (siehe z.B. [23])
α†k = cosh(ηk)a
†
k + sinh(ηk)bk β
†
k = sinh(ηk)ak + cosh(ηk)b
†
k
mit tanh(2ηk) = γ cos(k/2) γ =
2
√
g
1 + g
(2.12)
diagonalisiert werden und fu¨hrt auf zwei Anregungszweige:
HLSWT = E0 + 2S
∑
k
[
ω−k α
†
kαk + ω
+
k β
†
kβk
]
(2.13)
E0 = S
∑
k
(√
(1 + g)2 − 4g cos2(k/2) − (1 + g)
)
− 2gS2L (2.14)
ω±k =
1
2
(√
(1 + g)2 − 4g cos2(k/2) ± (g − 1)
)
(2.15)
Die durch α†k erzeugte Spinwelle erniedrigt die Magnetisierung des Grundzustands um
eine Einheit und wird aus diesem Grund als ferromagnetisches Magnon bezeichnet. Ent-
sprechend erho¨ht die durch β†k erzeugte Spinwelle die Magnetisierung des Grundzustands
um eine Einheit und wird als antiferromagnetisches Magnon bezeichnet. Fu¨r kleine Werte
des Wellenvektors ist die Dispersionsrelation des ferromagnetischen Magnons erwartungs-
gema¨ß proportional zu k2
ω−k =
g
4(g − 1)k
2 + . . . Sztot =
L
2
− 1 ,
die des antiferromagnetischen Magnons weist eine Anregungslu¨cke auf. Damit ergibt sich
fu¨r die Anregungen dasselbe Szenario wie im ersten Abschnitt (s. (2.5), (2.7)). Die Spinwel-
lensteifigkeit v, welche durch ω−k = vk2 definiert ist, nimmt gema¨ß (2.5) fu¨r δ = 1 den Wert
v = 4/9 an, wohingegen LSWT den Wert v = 1/2, (g = 2) liefert. Die Anregungslu¨cke
der antiferromagnetischen Anregung betra¨gt in der Na¨herung (2.7) ωaf−mag(k = 0)|δ=1 =
11/9; LSWT fu¨hrt auf den Wert ω+k=0 = 1.
Die Energielu¨cke des Ferrimagneten hat ihren Ursprung in einem effektiven Magnetfeld,
sowie einem effektiven Staggered-Feld, welches die Spinwelle erfa¨hrt.
. . .
x ↓ x ↓ x ↓ x ↑ x ↓ x ↓ x ↓ . . . Sztot = L2 + 1
✛ Spinwelle
Um sich diese Situation der Anregungen im Ferrimagneten zu verdeutlichen, betrachte man
einen Spin S˜ Antiferromagneten in einem Magnetfeld B und in einem Staggered-Feld b:
H˜ =
N∑
n=1
~Sn~Sn+1 +B
N∑
n=1
Szn + b
N∑
n=1
(−1)nSzn ~S2n = S˜(S˜ + 1) ∀ n (2.16)
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In LSWT ergeben sich zwei Zweige fu¨r die Anregungsenergien:
ω˜±k = 2S˜
(√
b(b+ 2) + 1− cos2(k/2) ±B
)
(2.17)
In diesen Formeln wurde die La¨nge der magnetischen Einheitszelle 2a (a: Gitterkonstante)
auf eins fixiert. Fu¨r die Wahl
S˜ = S
√
g B2 = b(b+ 2) =
(g − 1)2
4g
ergeben sich genau die Anregungsenergien (2.15) des Ferrimagneten, und die LSWT-Na¨he-
rung von (2.16) geht in (2.11) u¨ber.
Schließlich soll die Ordnung des Grundzustandes in LSWT untersucht werden. Dazu wird
zuna¨chst die Untergittermagnetisierung betrachtet, die durch
〈MA〉Gz =
L∑
n=1
Szn = L −
L∑
n=1
〈a†nan〉Gz = L(1− τ ) , S =
1
2
, g = 2 (2.18)
definiert ist. Die Gro¨ße τ bezeichnet die Spinreduktion, die in beiden Untergittern wegen
Sztot = 〈MA〉 + 〈MB〉 = LS(g − 1) gleich ist. Im thermodynamischen Limes liegen die k-
Werte unendlich dicht, und die Spinreduktion kann durch ein elliptisches Integral dargestellt
werden:
τ =
1
π
pi∫
0
dk sinh2(ηk) = −1
2
+
1
2π
pi∫
0
dk√
1− γ2 cos2(k/2) ≈ 0.305 , g = 2 (2.19)
Im Gegensatz zum Antiferromagneten gibt es im Ferrimagneten eine endliche Spinredukti-
on, was letztlich durch den Faktor γ = 2√g/(1 + g) < 1 fu¨r g > 1 (s. 2.12) bewirkt wird.
Die Untergitterordnung des klassischen Ferrimagneten bleibt also auch im quantenmecha-
nischen Fall korrekt.
Um dieses Ergebnis zu untermauern und die Grundzustandsordnung genauer zu analysieren,
sollen nun noch die Korrelationsfunktionen
〈SznSzn+r〉 = (1− τ )2 + f(r) , A-Untergitter (2.20)
〈S+n S−n+r〉 =
√
f(r) , A-Untergitter (2.21)
f(r) =
1
L2
∑
k,q
sinh2(ηk) cosh
2(ηk+q) (2.22)
berechnet werden. Im thermodynamischen Limes kann die Funktion f(r) unter Ausnutzung
von (2.12) durch das Integral
√
f(r) =
1
4π
pi∫
−pi
dk
eikr√
1− γ2 cos2 (k
2
) = 14π
pi∫
−pi
dk
ei2kr√
1− γ2 cos2(k) (2.23)
2.3. Numerische Resultate 17
dargestellt werden. Mit der Substitution z = ei2kr wird aus diesem Integral das Kurveninte-
gral
√
f(r) = − 1
πγ
∮
C
z2r dz√
z4 + 2z
(
1− 2
γ2
)
+ 1
= − 1
πγ
∮
C
z2r dz√
(z2 − z2+)(z2 − z2−)
z2± =
1
2γ2
(
4− 2γ2 ±
√
1− γ2
)
(2.24)
u¨ber den Einheitskreis C in der komplexen Ebene. Die Nullstellen z2± = x2± liegen sa¨mtlich
auf der reellen Achse. Fu¨r g > 1 liegen die Nullstellen z+ (z−) außerhalb (innerhalb)
des Einheitskreises. Nun ist es mo¨glich, den Integrationsweg dieses komplexen Integrals
vom Einheitskreis auf die reelle Achse schrumpfen zu lassen (infinitesimaler Einschluß der
Singularita¨ten), was wiederum auf ein reelles Integral fu¨hrt:
√
f(r) = 2 · 1
πγ
x−∫
−x−
x2r√
(x2 − x2+)(x2 − x2−)
(2.25)
Der Grenzfall r → ∞ ist im wesentlichen durch die beiden Singularita¨ten ±x− bestimmt.
Fu¨r die Korrelationsla¨ngen der asymptotischen Korrelationsfunktionen aus (2.20) und (2.21)
ergibt sich: √
f(r) ∝ e−r/ξtrans , ξtrans = 2ξlong , ξlong = − 1
2 ln(x2−)
(2.26)
Fu¨r den hier diskutierten Fall g = 2 ergibt sich eine sehr kurze Korrelationsla¨nge von
ξlong = 1/(2 ln(2)) ≈ 0.72 in Einheiten der magnetischen Einheitszelle. Fu¨r den antifer-
romagnetischen Grenzfall g → 1 geht sowohl γ als auch x− gegen eins, d.h. ξlong und ξtrans
divergieren.
2.3 Numerische Resultate
Das physikalische Bild, das bis hierher qualitativ korrekt beschrieben wurde, soll nun mit
numerischen Methoden genauer untersucht werden. Es werden Ergebnisse einer von S. Ya-
mamoto [31] durchgefu¨hrten Quanten-Monte-Carlo (QMC) Simulation vorgestellt, die mit
Dispersionsrelationen und Spektren exakter Diagonalisierung verglichen werden.
Exakte Diagonalisierung bezieht sich hier auf die Berechnung der kleinsten Energieeigen-
werte mit dem Lanczos-Algorithmus. Es wurden ausschließlich periodische Randbedingun-
gen verwendet. Die Diagonalisierung wurde in Unterra¨umen mit festem Wellenvektor k und
fester Magnetisierung Sztot durchgefu¨hrt. Es wurden die Systemla¨ngen L = 4, 8, 10, 12 Ein-
heitszellen untersucht. Die gro¨ßten Unterra¨ume (z.B.: L = 12 , Sztot = L/2−1 = 5) setzten
sich aus ca. 10 Millionen Basiszusta¨nden zusammen. Die Speicherung dieser Zusta¨nde so-
wie die Matrix-Vektor-Multiplikation wurden parallelisiert, die gesamten Rechnungen auf
18 Kapitel 2. Der Ferrimagnet
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Abbildung 2.2: QMC Korrelationsfunktionen zwischen den S = 1 Spins
(a) und den s = 1/2 Spins (b) in den Unterra¨umen Sztot = M = L/2 −
1, L/2, L/2 + 1 fu¨r 32 Spins.
einer MPP CRAY-T3D 256 SC durchgefu¨hrt. Eine ausfu¨hrliche Beschreibung dieses Algo-
rithmus sowie dessen Implementierung findet man beispielweise in [39].
Daru¨berhinaus wird eine durch die QMC-Simulation motivierte Sto¨rungsentwicklung des
Grundzustandes pra¨sentiert.
2.3.1 Resultate einer Quanten-Monte-Carlo-Simulation
Die Berechnung der Grundzustandsenergie bei festem Sztot durch eine QMC-Simulation
wird durch Vorwahl einer hinreichend kleinen Temperatur mo¨glich. Es ist jedoch zu be-
denken, daß eine Erniedrigung der Temperatur eine gro¨ßere Anzahl von QMC-Schritten,
d.h. mehr Rechenaufwand erfordert. Bei einer Temperatur von kBT/J = 0.02 findet man
einen Finite-Size-extrapolierten Wert von EGz(L/2) = −1.455± 0.001.
Die Anregungslu¨cke des antiferromagnetischen Zweigs folgt aus der Differenz
∆ = E(Gz)(L/2+1)−E(Gz)(L/2) = 1.767±0.003 , wobei es sich auch hier um einen extra-
polierten Wert handelt. Der große Wert dieser Anregungslu¨cke unterscheidet sich deutlich
von dem des LSWT-Resultats.
Fu¨r die Korrelationsla¨ngen ergibt sich ein der LSWT sehr a¨hnliches Bild. In Abb. (2.2) sind
die longitudinalen Korrelationsfunktionen zwischen den S = 1 Spins und den s = 1/2
Spins dargestellt. Die Korrelationsfunktionen zerfallen innerhalb weniger Gitterpla¨tze auf
den asymptotischen Wert (〈Szn〉)2 bzw. (〈szn〉)2. Dies besta¨tigt die Vorhersage der LSWT,
d.h. eine Korrelationsla¨nge, die kleiner als die Einheitszelle ist. Aufgrund dieses starken
Zerfalls ist es nicht mo¨glich, die asymptotischen Korrelationen aus den Daten in Abbildung
(2.2) zu berechnen. Jedoch kann man aus Abb. (2.2) eine Spinreduktion von τ ≈ 0.21
ablesen, was deutlich geringer als das LSWT-Resultat in (2.19) ist. An dieser Stelle zeigt
sich, daß LSWT ungeeignet ist, wenn es darum geht, quantitative Aussagen zu machen.
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Dies ist jedoch keineswegs u¨berraschend, wenn man sich den Gu¨ltigkeitsbereich (S → ∞)
der LSWT vor Augen fu¨hrt.
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Abbildung 2.3: Quantenfluktuationen in einem Snapshot bei einer Temperatur
von kBT/J = 0.02
Als anschauliches Nebenprodukt erha¨lt man bei einer QMC-Simulation einen sogenann-
ten Snapshot. Die Abszisse eines solchen Snapshots stellt die ra¨umlich Richtung des Spin-
systems dar, die Ordinate die imagina¨re Zeit oder auch Trotter-Richtung. Jeder diskrete
Zeitschritt stellt eine Spinkonfiguration mit “relevantem Gewicht” bei einer vorgegebenen
Temperatur dar. Wa¨hlt man die Temperatur nun hinreichend klein (was vom Spektrum des
Modells abha¨ngt), so kann man den durch Quantenfluktuationen verunreinigten Grundzu-
stand anschaulich darstellen (vgl Abb.: (2.3)). Betrachtet man den Snapshot etwas genauer,
so stellt man fest, daß im wesentlichen folgende Typen von Quantenfluktuationen auftreten:
2-Platz-Fluktuationen : . . .
x ↓ x ↓ 0 ↑ x ↓ x ↓ . . . (2.27)
3-Platz-Fluktuationen : . . .
x ↓ x ↑ y ↑ x ↓ x ↓ . . . (2.28)
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4-Platz-Fluktuationen : . . .
x ↓ x ↓ 0 ↑ 0 ↑ x ↓ x ↓ . . . (2.29)
2.3.1.1 Sto¨rungsrechnung
Die Quantenfluktuationen (2.27),(2.28) und (2.29), die auf wenige Einheitszellen beschra¨nkt
sind, treten in sto¨rungstheoretischen Rechnungen niedriger Ordnung auf.
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Abbildung 2.4: Lanczos-Daten fu¨r 16 Spins im Vergleich zur Sto¨rungsreihe.
Das Ising-Modell stellt den ungesto¨rten Operator dar, der transversale Anteil die Sto¨rung:
Szns
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−
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−
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)→ Sznszm + λ12 (S+n s−m + S−n s+m) , 0 ≤ λ ≤ 1 (2.30)
Die Energien werden als Potenzreihen des Sto¨rparameters λ berechnet. Auf Durchfu¨hrung
und Implementation der stationa¨ren Sto¨rungstheorie wird ausfu¨hrlich im na¨chsten Kapitel
eingegangen. Beginnt man mit dem vollsta¨ndig geordneten Zustand . . . ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓ . . .
so ergibt sich
EGz
L
= −1− 1
2
λ2 +
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48
λ4 + 0.05136λ6 − 0.02809λ8 +O(λ10) (2.31)
als Reihenentwicklung fu¨r den Grundzustand. In Abb. (2.4) wird die Energie dieser Ent-
wicklung mit Lanczos-Daten verglichen. Dabei wurden die Lanczos-Daten nicht mehr ex-
trapoliert (zum thermodynamischen Limes), da sie mit den extrapolierten Werten schon bis
auf drei Nachkommastellen u¨bereinstimmen (vgl. Abb. (2.5). Die Grundzustandsenergie der
Reihenentwicklung in 8-ter Ordnung liegt 0.1% unter dem Lanczos-Resultat (2.33).
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Abbildung 2.5: Finite-Size-Extrapolation von Lanczos-Daten fu¨r die La¨ngen
L = 4, 8, 10, 12. Links fu¨r den Grundzustand mit Sztot = L/2, rechts fu¨r die
Anregungslu¨cke ∆ = E(Sztot = L/2 + 1) −E(Sztot = L/2)
2.3.2 Exakte Diagonalisierung
Im Gegensatz zur QMC-Simulation ist exakte Diagonalisierung eine temperaturunabha¨ngi-
ge Methode zur Berechnung niederenergetischer Spektren endlicher Systeme. Die Finite-
Size-Extrapolation des Ferrimagneten mit den oben erwa¨hnten Systemgro¨ßenL = 4, 8, 10, 12
Einheitszellen ist absolut unproblematisch wegen der kleinen Korrelationsla¨nge des Sy-
stems. Die Lanczos-Daten fu¨r den Grundzustand mitSztot = L/2 und fu¨r die Anregungslu¨cke
des antiferromagnetischen Magnons ∆ wurden gema¨ß
f(L) = f(∞) + ae−bL 1
L
(2.32)
extrapoliert. Die Fit-Parameter a, b wiesen beim Anpassen einen typischen quadratischen
Fehler von ca. 10−10 auf. Fu¨r die extrapolierten Werte erha¨lt man eine gute ¨Ubereinstim-
mung mit den QMC-Daten, die bei einer kleinen aber endlichen Temperatur berechnet wur-
den.
E(Gz) = −1.454093 (L =∞) a = 0.619926 , b = 1.0901 (2.33)
∆ = 1.759142 (L =∞) a = 3.267051 , b = 0.9201 (2.34)
Der Parameter 1/b hat die Dimension und Gro¨ßenordnung der Korrelationsla¨nge. Der hier
gefundene Wert 1/b = 0.91734 zeigt eine sehr gute ¨Ubereinstimmung mit dem LSWT-
Resultat. Gema¨ß Abb. (2.5) stimmen die Grundzustandsenergien der endlichen System L =
8, 10, 12 bereits drei Nachkommastellen mit dem extrapolierten Wert u¨berein. Diese Tatsa-
che soll bei der Darstellung der Dispersionsrelationen ausgenutzt werden: Bei einer La¨nge
von L = 10 ergeben sich 5 verschiedene Werte fu¨r den Wellenvektor k. Fu¨r L = 12 erha¨lt
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man 6 verschiedene Werte, die sich jedoch von denen des 10-er Systems unterscheiden. In-
dem man alle k-Werte in einer Abbildung darstellt, gewinnt man eine bessere Vorstellung
der Dispersion im thermodynamischen Limes. In Abb. (2.6) sind Dispersionsrelationen fu¨r
das ferro-/antiferromagnetische Magnon im Vergleich zu den Spinwellenresultaten darge-
stellt. Die Bandbreiten beider Dispersionen werden durch LSWT gut wiedergegeben. Fu¨r die
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Abbildung 2.6: Dispersionsrelationen fu¨r das ferro-/antiferromagnetische Ma-
gnon. Die Kreise (Diamanten) sind Lanczos-Daten; Durchgezogene Linien
sind LSWT-Dispesionen. Die gestrichelten Linien dienen als Orientierungs-
hilfen.
Spinwellensteifigkeit v ergibt sich aus den niederenergetischen Niveaus (k = 0, π/6, π/5)
v ≈ 0.37 im Gegensatz zu dem LSWT-Wert vLSWT = 1/2 und dem sto¨rungstheoretischem
Ergebnis vST = 2/9. Die exakten Daten der antiferromagnetischen Anregung scheinen ge-
genu¨ber der LSWT-Kurve um einen gewissen Betrag nach oben verschoben. Gema¨ß (2.17)
ko¨nnte man diese Verschiebung durch ein gro¨ßeres effektives Magnetfeld, welches das an-
tiferromagnetische Magnon im Quanten-Ferrimagneten (2.1) erfa¨hrt, erkla¨ren.
2.3.2.1 Gebundene Zusta¨nde im Unterraum Sz
tot
= L/2− 2
Um die Analogie des Ferrimagneten zum Ferromagneten bei niedrigen Temperaturen wei-
ter zu untermauern, soll das Spektrum fu¨r Sztot = L/2 − 2 auf gebundene Zusta¨nde unter-
sucht werden. Tatsa¨chlich treten im Spektrum dieses Unterraums Energieniveaus auf, die
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sich nicht auf Kontinuumszusta¨nde beziehen lassen. In Abb. (2.7) sind die niedrigsten Ener-
gieniveaus fu¨r L = 8, 10 getrennt nach Kontinuumszusta¨nden und gebundenen Zusta¨nden
aufgetragen. Die Eigenschaft eines Niveaus, einem gebundenen oder Kontinuumszustand
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Abbildung 2.7: Gebundene und Kontinuumszusta¨nde fu¨r L = 8, 10 im Unter-
raum Sztot = L/2− 2
zugeho¨rig zu sein, wurde aus den Daten des niedrigliegenden Spektrums fu¨r Sztot = L/2−1
berechnet. Dies soll am Beispiel L = 8, k = π demonstriert werden: In dem Unterraum
Sztot = L/2− 2, k = π ergibt sich fu¨r die beiden niedrigsten Eigenwerte
∆1 = 0.8131 ∆2 = 1.1823 . (2.35)
Fu¨r L = 8 gibt es folgende 2-Magnon Kontinuumszusta¨nde (q1, q2) mit Schwerpunkt-
simpuls k = π: (0, π), (π/4, 3π/4), (π/2, π/2). Die zugeho¨rigen Energien ω(q1, q2) =
ω(q1) + ω(q2) +O(1/L) ergeben sich aus den Daten des Spektrums mit Sztot = L/2− 1:
ω(0, π) = 1.1816 ω(π/4, 3π/4) = 1.2055 ω(π/2, π/2) = 1.2571
Ein Vergleich dieser Energien mit (2.35) zeigt, daß∆2 = 1.1823 der Kontinuumszustand mit
den Einteilchenimpulsen (q1, q2) = (0, π) ist. Der geringe Unterschied der beiden Zahlen-
werte∆2 und ω(0, π) ist auf Wechselwirkungseffekte der OrdnungO(1/L) zuru¨ckzufu¨hren.
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Abbildung 2.8: Lanczos-Daten des alternierenden Ferrimagneten im Vergleich
zur Sto¨rungstheorie erster Ordnung fu¨r: a.) ferro.-Magnon ,b.) antiferro.-
Magnon.
2.3.2.2 Alternierende Wechselwirkung
Abschließend soll das im ersten Abschnitt dieses Kapitels vermittelte Bild des alternieren-
den Ferrimagneten numerisch verifiziert werden. Dazu sind in Abb. (2.8) numerische Da-
ten fu¨r das ferro-/antiferromagnetische Magnon mit den sto¨rungstheoretischen Ausdru¨cken
(2.5) und (2.7) verglichen worden. Die ¨Ubereinstimmung fu¨r δ = 0.2 ist sehr gut, fu¨r δ = 0.6
sind ho¨here Ordnungen notwendig, um eine bessere ¨Ubereinstimmung zu erzielen. Tatsache
ist jedoch, daß sich der Ferrimagnet fu¨r das gesamte Interval 0 < δ ≤ 1 bei hinreichend
niedrigen Temperaturen wie ein Ferromagnet verha¨lt.
KAPITEL 3
Der Heisenberg-Ising-Antiferromagnet
Der anisotrope Hamilton-Operator
H = J
N∑
n=1
[
SznS
z
n+1 +
λ
2
(
S+n S
−
n+1 + S
−
n S
+
n+1
)]
, ~SN+1 = ~S1 (3.1)
mit J > 0 und 0 ≤ λ < 1 wird als Heisenberg-Ising-Antiferromagnet oder auch xxz-
Modell bezeichnet. Die Operatoren Sαn , α = +,−, z sind Spin S = 1/2, 1, 3/2, 2, . . .
Drehimpulsoperatoren. Energieeigenwerte werden in Einheiten des Austauschintegrals J ,
La¨ngen in Einheiten der Gitterkonstante a angegeben. Aufgrund der Anisotropie (λ 6= 1)
vertauscht (3.1) nicht mit dem Operator (~Stot)2. Der Magnetisierungsoperator Sˆztot und der
Translationsoperator vertauschen mit (3.1). Im Limes S → ∞, 0 ≤ λ < 1 kann (3.1)
durch lineare Spinwellentheorie (LSWT) beschrieben werden. Die LSWT-Ergebnisse fu¨r
(3.1) sollen hier noch einmal zusammengefaßt werden:
HLSWT = E0 + 2JS
∑
k
ωk
[
α†kαk + β
†
kβk
]
(S →∞) (3.2)
EGz = −JNS(1 + S) + 2JS
∑
k
ωk (3.3)
ωk =
√
1− λ2 cos2(k) (3.4)
Die durch die Boseoperatoren α†k, β
†
k erzeugten Spinwellen besitzen dieselbe Anregungs-
energie ωk und unterscheiden sich durch den Wert der Magnetisierung Sztot = 1 beziehungs-
weise Sztot = −1. Die Spinreduktion τ (λ) ist durch die Untergittermagnetisierung, die der
Ordungsparameter der Ne´el-Phase ist, des Untergitters A bzw. B definiert,
〈MA/B〉Gz =
∑
n∈A/B
Szn = ±
N
2
(S − τ (λ)) (3.5)
τ (λ) = −1
2
+
π
2
pi∫
0
dk√
1− λ2 cos2(k) . (3.6)
Mit wachsender Sta¨rke des transversalen Teils von (3.1) enthalten die Ne´el-Zusta¨nde
|Ne´el1〉 = | ↑↓↑↓ . . . ↑↓〉 und |Ne´el2〉 = | ↓↑↓↑ . . . ↓↑〉 (3.7)
zunehmend Quantenfluktuation, was sich in einer anwachsenden Spinreduktion widerspie-
gelt. Die LSWT-Grundzusta¨nde sind im Intervall 0 ≤ λ < 1 langreichweitig geordnet. Im
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Grenzfall λ → 1 wird die volle Rotationssymmetrie des Hamilton-Operators wiederher-
gestellt. Die Anisotropie-Energielu¨cke ωk=0(λ) in (3.4) schließt sich in diesem Grenzfall,
wa¨hrend die Spinreduktion als Folge der Na¨herung divergiert. Diese Divergenz deutet auf
einen Quanten-Phasenu¨bergang am isotropen Punkt λ = 1 hin. Ein solcher Phasenu¨bergang
ist durch das Verschwinden des Ordnungsparameters (3.5) charakterisiert und wird durch
das Verschwinden der Energielu¨cke einer sogenannten Soft-Mode hervorgerufen. Diese An-
regungen kondensieren im Grundzustand, d.h. es findet eine Neuformierung des Grundzu-
stands statt.
Fu¨r den S = 1/2 Heisenberg-Ising-Antiferromagneten konnte ein solcher Phasenu¨bergang
als Kosterlitz-Thouless-Phasenu¨bergang von der Ne´el-Phase in die sogenannte Heisenberg-
Phase am isotropen Punkt λ = 1 identifiziert und berechnet werden [11], [12]. Tatsa¨chlich
nimmt das S = 1/2 xxz-Modell eine besondere Stellung ein, da es fu¨r alle Werte von
λ integrabel ist. Im Zusammenhang mit dem Sechs-Vertex-Modell konnten J. D. Johnson,
S. Krinsky und B. M. McCoy [6] die niedrigliegenden Anregungen von (3.1) mit Bethe-
Ansatz-Methoden berechnen und im Sztot = ±1 Unterraum als zweiparametrige Dispersi-
onsrelation charakterisieren:
∆E(q1, q2) = ǫ(q1) + ǫ(q1) , 0 ≤ q1, q2 ≤ π (3.8)
ǫ(q) =
√
1− λ2K(k)
π
√
1− k2 cos2(q) (3.9)
K(k) =
1∫
0
dt√
(1− t2)(1− k2t2) mit K
′(k) = K(k′) , k′ =
√
1− k2
Das vollsta¨ndige elliptische Integral K(k) liefert den Zusammenhang zwischen der Aniso-
tropie λ und dem Modul k:
1
λ
= cosh
(
π
K ′
K
(k)
)
(3.10)
Der Grenzfall starker Anisotropie λ ≪ 1 wurde von J. Villain [7] sowie von N. Ishimura
und H. Shiba [8] in erster Ordnung entarteter Sto¨rungstheorie in λ beschrieben. Das Auf-
treten einer Entartung spiegelt hier die Tatsache wider, daß das niederenergetische Spek-
trum des S = 1/2 xxz-Modells im Grenzfall λ → 0 aus zwei elementaren Anregungen
- Doma¨nenwa¨nden - besteht. Abbildung (3.1) illustriert den Zusammenhang zwischen ei-
ner 2-Doma¨nenwandkonfiguration und einer lokalen Spinabweichung im Ising-Grenzfall
λ→ 0. Fu¨r diesen Grenzfall, der den Ausgangspunkt der Sto¨rungstheorie in [8] bildet, sind
die Zusta¨nde in Abbildung (3.1) fu¨r alle Entfernungen r der beiden Doma¨nenwa¨nde ent-
artet. Entwickelt man nun die Dispersionsrelation (3.8) nach λ (vgl. Anhang A), so ergibt
sich in niedrigster Ordnung das Resultat von N. Ishimura und H. Shiba. Damit lassen sich
die elementaren Anregungen aus (3.8) als magnetische Doma¨nenwa¨nde charakterisieren,
die insbesondere am isotropen Punkt λ = 1 zu den von L. D. Faddeev und L. A. Takhtajan
eingefu¨hrten Spinonen werden [5].
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Abbildung 3.1: Eine lokale Spinabweichung (a) setzt sich aus zwei
Doma¨nenwa¨nden (b) zusammen
Diese oft auch als Soliton oder Kink bezeichneten Anregungen treten in Ketten mit gera-
der Anzahl von Gitterpla¨tzen (d.h. N gerade) und periodischen Randbedingungen nur als
Paare auf. Eine einzelne Doma¨nenwand kann in Ketten mit ungeradem N und periodischen
Randbedingungen realisiert werden und besitzt die Magnetisierung Sztot = 1/2. Am isotro-
pen Punkt wird diese Doma¨nenwand zu einem Spinon, das insbesondere durch Stot = 1/2
charakterisiert ist. Das niederenergetische Anregungsspektrum von S = 1/2 Ketten mit ge-
rader Anzahl von Gitterpla¨tzen ist durch ein 2-Teilchen-Kontinuum gegeben, welches fu¨r
verschiedene Werte der Anisotropie in Abbildung (3.2) dargestellt ist: Auf der Ordinate ist
die Anregungsenergie fu¨r verschiedene Werte des Relativimpulses q = (q1 − q2)/2, auf
der Abszisse der Schwerpunktsimpuls k = q1 + q2 aufgetragen. (Fixiert man den Relati-
vimpuls q = q0, so ist der Schwerpunktsimpuls wegen 0 ≤ q1, q2 ≤ π auf das Intervall
2q0 ≤ k ≤ 2(π − q0) beschra¨nkt). Deutlich zu erkennen ist das Anwachsen der Ener-
gielu¨cke und die Verkleinerung der Bandbreite fu¨r λ → 0. Im Grenzfall λ = 0 wird (3.1)
ein Ising-Modell, d.h. die durch den transversalen Teil des Hamilton-Operators hervorgeru-
fene Dynamik verschwindet. Als Folge davon kollabiert das Kontinuum in Abbildung (3.2)
zur Linie ∆E = 1.
Die Frage nach den elementaren Anregungen im S = 1 Heisenberg-Ising-Antiferromagnet
war von großer Bedeutung, nachdem F. D. M. Haldane 1983 die Hypothese aufstellte, daß
das eindimensionale isotrope antiferromagnetische Heisenberg-Modell mit ganzzahligem
Spin eine Anregungslu¨cke und exponentiell zerfallende ra¨umliche Korrelation aufweist [10].
Haldane’s Vermutung basiert auf einer Abbildung des Spin-S-Antiferromagneten auf ein
nichtlineares Sigma-Modell. Im Rahmen dieser Abbildung entwickeln Systeme mit ganz-
zahligem Spin eine dynamisch erzeugte Masse ∆ ∝ e−piS . Der Begriff dynamisch erzeugte
Masse ist folgendermaßen zu verstehen: Mit zunehmender Sta¨rke der Quantenfluktuationen
wird aus dem langreichweitig geordneten Ne´el-Zustand ein ungeordneter Grundzustand,
d.h. ein Zustand mit exponentiell zerfallenden Spin-Spin-Korrelationsfunktionen, mit der
Korrelationsla¨nge ξ ∝ epiS. Zusta¨nde, wie sie zum Beweis des Lieb-Schulz-Mattis-Theorem
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Abbildung 3.2: Das 2-Doma¨nenwandkontinuum fu¨r verschiedene Anisotropi-
en λ.
konstruiert wurden [9], sind im ungeordneten Grundzustand enthalten, d.h. haben nichtver-
schwindende Matrixelemente mit dem Grundzustand. Die elementaren Anregungen u¨ber
dem ungeordneten Grundzustand sind von Haldane als Triplett (Haldane-Triplett) charakte-
risiert worden. Die Triplettanregung des S = 1 Antiferromagneten wurde sowohl numerisch
als auch mit analytischen Methoden untersucht. Der Wert fu¨r die Anregungslu¨cke dieses
Tripletts betra¨gt ∆S=1 ≈ 0.41J , die Korrelationsla¨nge ξS=1 des Grundzustands ist ca. 6
Gitterpla¨tze lang [40], [41], [42], [43], [44], [45], [46], [47].
Ein weiterer von Haldane vorhergesagter Unterschied zwischen antiferromagnetischen Ket-
ten mit halbzahligem/ganzzahligem Spin ist das Auftreten eines Quanten-Phasenu¨bergangs
bei endlicher Anisotropie 0 < λc < 1 fu¨r Ketten mit ganzzahligem Spin [10]. Haldane ver-
mutete, daß die kritischen Exponenten dieses Quanten-Phasenu¨bergangs denen des zweidi-
mensionalen Ising-Modells entsprechen. Das Heisenberg-Ising-Modell mit S = 1weist - im
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Gegensatz zu dem mit S = 1/2 - einen solchen Quanten-Phasenu¨bergang zweiter Ordnung
bei λc ≈ 0.84 auf [48], [49], [24]. Fu¨r λ < λc besitzt die S = 1 Kette einen Ne´el-geordneten
Grundzustand, der sich durch Kondensation von sogenannten Spin-Zero-Defekten (SZD) am
Phasenu¨bergangspunkt λc zu einem ungeordneten Grundzustand entwickelt. Ein SZD am
Gitterplatz n ist als Nullprojektion von Szn zwischen zwei unterschiedlich orientierten Spins
( . . . ↓↑↓↑ 0 ↓↑↓↑ . . . oder . . . ↑↓↑↓ 0 ↑↓↑↓ . . .) definiert. Die elementare Bedeutung
von SZD’s als Soft-Moden wurde von G. Go´mez-Santoz [48] und H.-J. Mikeska [50] durch
ein effektives Fermionenmodell analysiert. Der Grundzustand in der sogenannten Haldane-
Phase λ > λc wird auch als Spinflu¨ssigkeit bezeichnet und kann durch eine sogenannte
verborgene Ordnung
. . . ↑ ↓ ↑ 0 0 ↓ ↑ ↓ ↑ 0 ↓ 0 ↑ ↓ ↑ ↓ 0 0 0 0 0 ↑ ↓ . . . (S = 1) (3.11)
charakterisiert werden. Streicht man in (3.11) die Nullprojektionen heraus, so bleibt ein
antiferromagnetisch geordneter Zustand u¨brig. Im isotropen S = 1 Antiferromagneten ist
diese Ordnung nicht vollsta¨ndig ausgebildet. Der zur verborgenen Ordnung (3.11) geho¨rige
nichtlokale Ordnungsparameter
T z,z(n) = 〈Szi exp
(
iπ
i+n∑
j=i+1
Szj
)
Szi+n〉 . (3.12)
wurde von M. Den Nijs und K. Rommelse [51] eingefu¨hrt und als String-Order-Parameter
bezeichnet.
T. Kennedy und H. Tasaki stellten eine nichtlokale unita¨re Transformation auf, die (3.12)
in eine lokale Gro¨ße transformiert [52]. Die verborgene Ordnung (3.11) transformiert sich
in gewo¨hnliche ferromagnetische Ordnung. Die Transformation erha¨lt die Symmetrien des
Hamilton-Operators, der nach der Transformation die Symmetrie der Drehung um jede Ko-
ordinatenachse im Spinraum um den Winkel π besitzt. Diese drei Rotationen erzeugen ei-
ne diskrete Z2 × Z2 Symmetrie. Nach Kennedy und Tasaki lassen sich die verschiedenen
Phasen der S = 1 Kette mit offenen Randbedingungen durch diese diskrete Symmetrie cha-
rakterisieren. In der Ne´el-Phase ist der Grundzustand zweifach entartet und bricht somit die
Symmetrie der Drehungen um die x-Achse. In der Haldane-Phase dagegen herrscht eine
vierfache Grundzustandsentartung im thermodynamischen Limes, d.h. die Z2×Z2 Symme-
trie ist vollsta¨ndig gebrochen. Der Verlauf von T α,α(n) , α = x, y, z in der Haldane-Phase
wird in [53] diskutiert. I. Affleck, T. Kennedy, E. Lieb und H. Tasaki (AKLT) gelang es
1988 einen S = 1 Antiferromagneten mit exaktem Grundzustand, der perfekte verborgene
Ordnung aufweist, zu konstruieren [13]. Der Hamilton-Operator dieses Valence-Bond-Solid
(VBS) ist eine Summe von lokalen Projektoren:
HAKLT =
N∑
n=1
[
~Sn~Sn+1 +
1
3
(
~Sn~Sn+1
)2
+
2
3
]
. (3.13)
Eine Diskussion des AKLT-Modells (3.13) in Verbindung mit Spinleitern ist Thema des
na¨chsten Kapitels. In diesem Zusammenhang wird auf das Haldane-Triplett, welches mit
der elementaren Anregung der Spinleiter eng verknu¨pft ist, eingegangen.
30 Kapitel 3. Der Heisenberg-Ising-Antiferromagnet
Die Untersuchungen von Heisenberg-Ising-Modellen mit S > 1 beschra¨nken sich auf-
grund der großen Zahl von Freiheitsgraden dieser Modelle im wesentlichen auf numerische
Methoden. Dabei sind hohe Anforderungen an diese Methoden zu stellen, da die beno¨tig-
ten Systemgro¨ßen N mit wachsendem S ebenfalls anwachsen. Beispielsweise betra¨gt die
Korrelationsla¨nge des S = 2 Heisenberg-Antiferromagneten ξS=2 ≈ 49. Eine Korrelati-
onsla¨nge dieser Gro¨ße erfordert Systemla¨ngen von bis zu N ≈ 300 zur korrekten Finite-
Size-Extrapolation der Daten [54], [55]. Der S = 2 Antiferromagnet konnte mit Quanten-
Monte-Carlo-Simulationen (QMC) und Dichtematrix-Renormierungsgruppen-Rechnungen
(DMRG) untersucht werden. Fu¨r die Anregungslu¨cke des Haldane-Tripletts wurde der Wert
∆S=2 ≈ 0.085 berechnet [54]. Die Absenkung der Energielu¨cke ∆S=2 gegenu¨ber ∆S=1 ei-
nerseits sowie die Verschiebung von λc,S=2 in Richtung des isotropen Punktes gegenu¨ber
λc,S=1 andererseits besta¨tigen Haldane’s Sigma-Modell-Analyse: Im Grenzfall S →∞ ver-
schwindet die Anregungslu¨cke, die Korrelationsla¨nge divergiert und λc → 1.
Ebenfalls mit DMRG konnte das kritische Verhalten des isotropen S = 3/2 Antiferroma-
gneten bestimmt werden [56]. Der durch
〈Sz0Szr 〉 ∝
√
ln(Br)
rη
(3.14)
definierte Exponent η nimmt wie bei der S = 1/2 Kette den Wert η = 1 an. Dispersions-
relationen elementarer Anregungen fu¨r isotrope S = 3/2, 2 Antiferromagneten wurden mit
QMC durch Auswertung der Korrelationsfunktionen in Trotter-Richtung berechnet [57].
Gegenstand dieses Kapitels ist die Untersuchung des Grundzustands sowie elementarer An-
regungen von (3.1) mit der Methode der stationa¨ren Sto¨rungstheorie in λ. Im ersten Ab-
schnitt werden verschiedene Formen der stationa¨ren Sto¨rungstheorie pra¨sentiert und die
Mo¨glichkeit der Computer-Implementation diskutiert. Eine Beschreibung des Algorithmus
zur rekursiven Formulierung der Sto¨rungstheorie befindet sich in Anhang B. Anschlie-
ßend werden Methoden zur Extrapolation singula¨rer Potenzreihen erla¨utert. Die Grundzu-
standserwartungswerte der Energie, der Untergittermagnetisierung und des statischen Struk-
turfaktors werden im dritten Abschnitt untersucht. Ausgangspunkt des vierten Abschnitts
ist die Klassifikation der niederenergetischen Anregungen im Ising-Grenzfall. Es werden
Sto¨rungsreihen verschiedener Anregungstypen im Hinblick auf die Quanten-Phasenu¨berga¨nge
Ne´el-Phase → Heisenberg-Phase in Systemen mit halbzahligem Spin und Ne´el-Phase →
Haldane-Phase in Systemen mit ganzzahligem Spin analysiert.
3.1 Sto¨rungstheorie fu¨r eindimensionale Spinsysteme
Es werden zwei Typen nicht entarteter, stationa¨rer Sto¨rungstheorie vorgestellt: Einerseits
Rayleigh-Schro¨dinger-Sto¨rungstheorie (RSST), andererseits rekursive Sto¨rungstheorie (RST)
[58]. Ziel ist es, einen effektiven Computeralgorithmus fu¨r die Sto¨rungstheorie zu ent-
wickeln, der es ermo¨glicht, Potenzreihen fu¨r den Grundzustand, Anregungen und Erwar-
tungswerte bis zu hohen Ordnungen zu berechnen. Ausgangspunkt der Sto¨rungstheorien ist
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die Aufspaltung von (3.1) in einen ungesto¨rten Operator (Ising-Anteil) und einen Sto¨rope-
rator (transversaler Anteil):
Hxxz = HI + λHT (3.15)
Die Zusta¨nde werden durch die Sz-Projektionen der Spins dargestellt und sind Eigenvekto-
ren des Ising-Modells: HI |i〉 = ǫi|i〉. Die Energieeigenwerte werden als Potenzreihen in λ
entwickelt. Fu¨r ein beliebiges Energieniveau j gilt die stationa¨re Schro¨dinger-Gleichung:
H|ψj〉 = Ej|ψj〉 (3.16)
Ej =
∞∑
µ=0
λµe(j)µ (3.17)
3.1.1 Rayleigh-Schro¨dinger-Sto¨rungstheorie
Zuna¨chst zur RSST (Die Herleitung der RSST-Formeln findet man in Standardlehrbu¨chern
wie z.B. [59]): Die Zusta¨nde |ψj〉werden in der Basis {|i〉} entwickelt, wobei der ungesto¨rte
Zustand |j〉 nicht entartet sein soll:
|ψj〉 =
∑
i
c
(j)
i |i〉 = |j〉+
∑
i6=j
c
(j)
i |i〉 (3.18)
Damit folgt fu¨r die Entwicklungskoeffizienten c(j)p :
p 6= j : 〈p|H|ψj〉 = c(j)p ǫp + λ〈p|HT |ψj〉+ λ
∑
i6=j
c
(j)
i 〈p|HT |i〉
→ c(j)p = λ
〈p|HT |ψj〉
Ej − ǫp (p 6= j) (3.19)
Auf diese Weise erha¨lt man einen Ausdruck fu¨r den zu entwickelnden Zustand:
|ψj〉 = |j〉 + λ
∑
i6=j
〈i|HT |ψj〉
Ej − ǫi |i〉 (3.20)
Dieser Ausdruck ist als Iterationsformel aufzufassen, da die rechte Gleichungsseite von
(3.20) sowohl den Zustand selbst als auch die Energie Ej entha¨lt. Die Iterationsformel fu¨r
die Energie ergibt sich aus (3.19), indem man p = j setzt:
Ej = ǫj + λ〈j|HT |ψj〉 (3.21)
Die beiden Formeln (3.20) und (3.21) werden nach folgendem Schema iteriert: Die nullte
Na¨herung fu¨r den Zustand |ψj〉 ist der ungesto¨rte Zustand |ψ(0)j 〉 = |j〉, die nullte Na¨herung
der Energie Ej ist die ungesto¨rte Energie E(0)j = e
(j)
0 = ǫj. Indem man |ψ(0)j 〉 und E(0)j in
der rechten Gleichungsseite von (3.20) und (3.21) substituiert, ergeben sich die Na¨herungen
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|ψ(1)j 〉 und E(1)j . Substitution von |ψ(1)j 〉 in der rechten Gleichungsseite der zweiten Iterati-
onsformel (3.21), fu¨hrt auf E(2)j . Diesem Iterationsschema folgend ergeben sich allgemeine
Ausdru¨cke fu¨r den unnormierten Zustand |ψj〉 und die Energien Ej (sei 〈i1|HT |i2〉 = Ui1,i2):
|ψ(a−1)j 〉 = |j〉+ λ
∑
i1 6=j
Ui1,j
E
(a−2)
j − ǫi1
|i1〉
+ λ2
∑
i1,i2 6=j
Ui1,i2Ui2,j
(E(a−3)j − ǫi1)(E(a−3)j − ǫi2)
|i1〉
.
.
. (3.22)
+ λa−1
∑
i1,...,ia−1 6=j
Ui1,i2Ui2,i3 . . . Uia−1,j
(ǫj − ǫi1)(ǫj − ǫi2) . . . (ǫj − ǫia−1)
|i1〉
E
(a)
j = ǫj + λUj,j + λ
2
∑
i1 6=j
Uj,i1Ui1,j
E
(a−2)
j − ǫi1
.
.
. (3.23)
+ λa
∑
i1,...,ia−1 6=j
Uj,i1Ui1,i2 . . . Uia−1,j
(ǫj − ǫi1)(ǫj − ǫi2) . . . (ǫj − ǫia−1)
Es ist zu beachten, daß die Ausdru¨cke (3.22) und (3.23) keine Reihenentwicklungen nach
dem Sto¨rparameter λ darstellen. Die entsprechenden Potenzreihen, die als RSST-Formeln
bezeichnet werden, folgen aus der Entwicklung der Nenner nach λ in (3.22) und (3.23).
Beispielsweise ergibt sich fu¨r die Grundzustandsenergie in 4-ter Ordnung die Entwicklung
( Ui,i = 0 fu¨r den Grundzustand):
E
(4)
j = ǫj + λ
2
∑
i1 6=j
Uj,i1Ui1,j
ǫj − ǫi1
(3.24)
+ λ4
( ∑
i1,i2,i3 6=j
Uj,i1Ui1,i2Ui2,i3Ui3,j
(ǫj − ǫi1)(ǫj − ǫi2)(ǫj − ǫi3)
− e(j)2
∑
i1 6=j
Uj,i1Ui1,j
(ǫj − ǫi1)2
)
Der Koeffizient e(j)4 setzt sich aus einem Anteil mit vier Wechselwirkungsmatrixelementen
Ui1,i2 und einem aus der 2-ten Ordnung (zwei Wechselwirkungsmatrixelemente) stammen-
den Anteil zusammen. Tatsa¨chlich sind diese beiden Terme notwendig, da Beitra¨ge ∝ N2
durch sie eliminiert werden. In ho¨heren Ordnungen treten Terme∝ N2, ∝ N3, . . . , ∝ Na/2
auf, wobei a die ho¨chste Ordnung der Entwicklung bezeichnet. Dieses Beispiel verdeutlicht,
daß die Koeffizienten e(j)µ nicht in geschlossener Form angegeben werden ko¨nnen. Dies ist
ein großer Nachteil der RSST und macht die Berechnungen hoher Ordnungen zu einem
ernsthaften Problem. Andererseits ist die Implementierung des Computeralgorithmus un-
kompliziert. RSST-Entwicklungen wurden bis zur 8-ten Ordnung fu¨r Grundzustandsenergi-
en und fu¨r Magnondispersionen berechnet.
Bei der Berechnung von Anregungsenergien sto¨ßt man auf entartete Zusta¨nde. Dies soll am
Beispiel des Magnons erla¨utert werden: Im Grenzfall λ → 0 kann ein Magnon am Platz n
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als lokale Spinabweichung charakterisiert werden (die exakte Definition dieser Anregung
befindet sich in Abschnitt 3.4):
S+n |Ne´el1〉 ∝ | ↑↓↑↓ . . . ↓↑ ↓n ↑↓ . . . ↑↓〉 (↑, ↓ =ˆ ± S, ↓ =ˆ − (S − 1)) (3.25)
Im durch Sztot = 1 definierten Unterraum gibt es N/2 entartete Zusta¨nde (3.25) mit Spi-
nabweichungen an den Pla¨tzen n = 2, 4, . . . , N . Da der Hamilton-Operator aufgrund der
periodischen Randbedingungen mit dem Translationsoperator vertauscht, ist es mo¨glich,
eine Basis aus Eigenzusta¨nden zum Hamilton-Operator und zum Translationsoperator zu
finden. Diese Eigenzusta¨nde sind durch die Quantenzahlen Energie, Wellenvektor k und
Sztot klassifiziert. Aus diesem Grund wird aus den Zusta¨nden (3.25) eine Linearkombination
konstruiert, die Eigenzustand des Translationsoperators ist:
|ψk〉 = 1√
N
N/2∑
n=1
eik2n| ↑↓↑↓ . . . ↓↑ ↓2n ↑↓ . . . ↑↓〉 . (3.26)
Die Eigenwerte des Translationsoperators sind durch exp(i2k) mit k = (2π/N)l, l =
1, 2, . . . N/2 gegeben. Die Entartung der Zusta¨nde |ψk〉 fu¨r verschiedene k wird fu¨r endliche
λ durch den transversalen Teil des Hamilton-Operators aufgehoben. Die Zusta¨nde |ψk〉 stel-
len die geeigneten Ausgangszusta¨nde fu¨r die Sto¨rungstheorie dar. Prinzipiell muß zu jedem
Wellenvektor k eine Potenzreihe fu¨r die Energie berechnet werden. Indem man jedoch die
Berechnung der Koeffizienten der Reihenentwicklung in verschiedene Fa¨lle untergliedert,
ist es mo¨glich, die Vorfaktoren der Terme cos(2k), cos(4k) . . . in den einzelnen Ordnungen
anzugeben. Diese Untergliederung soll schematisch dargestellt werden:
|n〉 = | ↑↓↑↓ . . . ↓↑↑n↑↓ . . . ↑↓〉(∑
n
e−ikn〈n|
)
HT |i1〉 Ui1,i2 . . . 〈ip|HT |
(∑
n
e−ikn|n〉
)
→ cos(0)(∑
n
e−ikn〈n|
)
HT |i1〉 Ui1,i2 . . . 〈ip|HT |
(∑
n
e−ikn|n± 2〉
)
→ cos(2k)(∑
n
e−ikn〈n|
)
HT |i1〉 Ui1,i2 . . . 〈ip|HT |
(∑
n
e−ikn|n± 4〉
)
→ cos(4k)
.
.
.
3.1.2 Rekursive Sto¨rungstheorie
Nun soll auf die RST, die im Zusammenhang mit Cluster-Entwicklungen von M.P. Gelfand,
R.R.P. Singh und D.A. Huse aufgestellt wurde, eingegangen werden. Die Koeffizienten cji
in (3.18) werden folgendermaßen entwickelt:
cji =
∞∑
µ=0
c(µ,j)i → |ψj〉 =
∞∑
µ=0
λµ|ψ(j)µ 〉 mit |ψ(j)µ 〉 =
∑
i6=j
c(µ,j)i |i〉 (3.27)
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Gema¨ß RSST gilt |ψ(j)0 〉 = |j〉 und 〈j|ψ(j)µ 〉 = 0 fu¨r µ > 0. Der Beitrag der Ordnung λµ zur
Schro¨dinger-Gleichung lautet:
HI |ψ(j)µ 〉 +HT |ψ(j)µ−1〉 =
1
λµ
∑
ν,ν′
e(j)ν |ψ(j)ν′ 〉λν+ν
′
∣∣∣
ν+ν′=µ
=
µ∑
ν=0
e(j)ν |ψ(j)µ−ν〉
⇒ e(j)µ = 〈j|HT |ψ(j)µ−1〉 =
∑
i6=j
c
(µ−1,j)
i 〈j|HT |i〉 (3.28)
Die Koeffizienten der Potenzreihe fu¨r die Energie e(j)µ sind durch die Entwicklungskoeffi-
zienten c(µ−1,j)i bestimmt. Ebenfalls durch Koeffizientenvergleich erha¨lt man eine Rekursi-
onsformel fu¨r die c(µ,j)i :
i 6= j : 〈i|HI |ψ(j)µ 〉 + 〈i|HT |ψ(j)µ−1〉 =
µ∑
ν=0
e(j)ν 〈i|ψ(j)µ−ν〉
⇒ c(µ,j)i =
1
ǫi − ǫj
(
µ−1∑
ν=1
e(j)ν c
(µ−ν,j)
i −
∑
l
c
(µ−1,j)
l 〈i|HT |l〉
)
(3.29)
Die Rekursionsformel (3.29) bildet den Kern des Computeralgorithmus, der in Anhang B
erla¨utert wird. Setzt man die Koeffizienten aus (3.29) sukzessive ineinander ein, so folgen
mit (3.28) die Energieausdru¨cke der RSST. Die RST eignet sich insbesondere zur Berech-
nung hoher Ordnungen: Der Grundzustand des S = 1/2 xxz-Modells konnte bis zur 28-
ten Ordnung, der des S = 1 Modells bis zur 20-ten Ordnung und fu¨r S = 3/2, 2 bis zur
18-ten Ordnung berechnet werden. Der maximale Speicheraufwand betrug nicht mehr als
ca. 100MB, der maximale Zeitaufwand betrug weniger als vier Stunden auf einem Alpha-
Prozessor. Ein weiterer Vorteil der Methode ist, daß nicht nur die Energie, sondern auch
die unnormierte Wellenfunktion (bzw. die c(µ,j)i ) aus den Formeln (3.28) und (3.29) folgen.
Damit ist die Berechnung von Potenzreihen fu¨r Erwartungswerte fast ohne Mehraufwand
mo¨glich. Der einzige jedoch unwesentliche Nachteil gegenu¨ber RSST ist die Fixierung des
Wellenvektors k bei angeregten Zusta¨nden von Beginn an. Der Computeralgorithmus entha¨lt
eine Routine zur Berechnung von Matrixelementen 〈i|HT |l〉, die den numerischen Wert des
Wellenvektors beno¨tigt. Das heißt, daß man fu¨r jeden k-Wert eine Entwicklung berechnen
muß.
Ein allgemeiner Vorteil sto¨rungstheoretischer Methoden ist die Gu¨ltigkeit der Entwicklung
im thermodynamischen Limes. Dabei ist zu bedenken, daß die Berechnung des Koeffizi-
enten der Ordnung λa eine bestimmte Mindestgro¨ße des Systems erfordert. Im Fall der
Ising-artigen Sto¨rungstheorie fu¨r (3.1) ist diese Mindestgro¨ße fu¨r den Grundzustand durch
Nmin = a + 1 gegeben. Diese Relation la¨ßt sich auf anschauliche Weise erkla¨ren: Ein be-
liebiger Koeffizient der Sto¨rungsreihe entha¨lt Beitra¨ge von Zusta¨nden mit endlich vielen
Quantenfluktuationen. Da dieser Koeffizient im thermodynamischen Limes gu¨ltig sein soll,
la¨ßt sich folgern, daß es nicht zu einer Kopplung mit dem zweiten Ne´el-Zustand kommen
darf, d.h. es darf keine Matrixelemente mit dem zweiten Ne´el-Zustand geben. Die Min-
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destla¨nge der a-ten Ordnung ergibt sich dann aus der Forderung, daß die a/2-fache Wir-
kung des Sto¨roperators nicht auf den zweiten Ne´el-Zustand fu¨hrt. Der eigentliche Grund fu¨r
die Beziehung Nmin = a + 1 ist jedoch die Tatsache, daß nur zusammenha¨ngende Cluster
zur Energie beitragen. Diese Eigenschaft sowie die Definition zusammenha¨ngender Cluster
werden in Anhang B erla¨utert.
Einen prinzipiellen Nachteil bringt das Konzept der Sto¨rungstheorie mit sich: Der sto¨rungs-
theoretische Zustand stellt eine adiabatische Entwicklung des ungesto¨rten Zustands dar.
Dies bedeutet aber, daß eine Reihenentwicklung nicht u¨ber eine Phasengrenze hinaus gu¨ltig
sein kann. Reihenentwicklungen fu¨r Energielu¨cke, Korrelationsla¨nge, Strukturfaktor etc.
weisen daher Singularita¨ten an den Phasenu¨bergangspunkten auf.
Abschließend noch eine Bemerkung zur Einschra¨nkung auf eindimensionale Systeme: Die
durchgefu¨hrten Rechnungen konnten bis zu Ordnungen gefu¨hrt werden, wie sie mit Cluster-
Algorithmen mo¨glich sind [60], [61], [12], [58], [24]. Die oben vorgestellten Methoden
RSST und RST sind in keiner Weise auf irgendeine Dimension beschra¨nkt. Fu¨r ho¨here
Raumdimensionen wu¨rden jedoch mehr und mehr nichtzusammenha¨ngende Cluster in die
Rechnungen einfließen und damit die Effektivita¨t herabsetzen. Dies erfordert Cluster-Algo-
rithmen, welche die nichtzusammenha¨ngenden Terme ausschließen.
3.2 Extrapolation singula¨rer Potenzreihen
In diesem Abschnitt werden Methoden zur Extrapolation singula¨rer Potenzreihen beschrie-
ben. Die hier vorgestellten Methoden wurden in den sechziger Jahren zur Analyse divergen-
ter thermodynamischer Gro¨ßen im Zusammenhang mit der Theorie der Phasenu¨berga¨nge
entwickelt. Diese Methoden ko¨nnen auch zur Bestimmung kritischer Kopplungskonstan-
ten und kritischer Exponenten bei Quanten-Phasenu¨berga¨ngen herangezogen werden. Es
werden die Ratio-Methode, Pade´-Approximanden und Differentielle-Approximanden vor-
gestellt. Die Theorie und Anwendung der Ratio-Methode sowie der Pade´-Approximanden
werden in [62] im Zusammenhang mit kritischen Pha¨nomenen dargestellt. Eine ausfu¨hrli-
che Diskussion der Grundlagen von Pade´-Approximanden findet man in dem Buch von G.
A. Baker Jr. und J. L. Gammel [63]. Differentielle-Approximanden werden in [64] und [65]
diskutiert.
Gegeben sei eine Potenzreihe
F (z) =
∞∑
n=0
anz
n mit lim
n→∞
|an|−1/n = zc .
Es folgt, daß F (z) fu¨r |z| < zc konvergiert, fu¨r |z| > zc divergiert und daher mindestens
eine Singularita¨t auf dem Konvergenzkreis |z| = zc hat.
Haben alle Koeffizienten an dasselbe Vorzeichen, so kann die Ratio-Methode zur Bestim-
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mung der kritischen Gro¨ßen herangezogen werden:
µn = an/an−1 ≈ 1
zc
[
1 +
g
n
+O
(
1
n2
)]
(n→∞) (3.30)
Indem man die Paare (1/n, µn) durch eine Gerade approximiert, kann man zc bzw. g aus y-
Achsenabschnitt und Steigung bestimmen. Als Beispiel fu¨r eine Anwendung auf Quanten-
Spinmodelle sei die Arbeit [61] zum eindimensionalen und zweidimensionalen S = 1/2
Heisenberg-Modell zitiert. Kritische Punkte und Exponenten wurden aus der Suszeptibilita¨t,
dem Strukturfaktor und dem Quadrat der Korrelationsla¨nge bestimmt.
Die Pade´-Approximande einer Funktion F (z) ist durch die gebrochen rationale Funktion
[L,M ]F =
p0 + p1z + p2z2 + . . .+ pLzL
q0 + q1z + q2z2 + . . .+ qMzM
, (q0 = 1) (3.31)
gegeben. Dabei sind die Koeffizienten p0, p1, p2, . . . , pL und q1, q2, . . . , qL so zu wa¨hlen, daß
F (z) = [L,M ]F +O(zL+M+1) (3.32)
erfu¨llt ist. Die Koeffizienten {pi} und {qj} sind damit eindeutig festgelegt und ko¨nnen fol-
gendermaßen berechnet werden: Die Koeffizienten der Potenzen zL+1 bis zL+M in (3.32)
fu¨hren auf ein lineares Gleichungssystem fu¨r die {qj}
M∑
m=1,r−m≥0
qm ar−m = 0 , r = L + 1, . . . , L +M (q0 = 1) . (3.33)
Aus (3.33) la¨ßt sich das Nennerpolynom in (3.31) fu¨r den Fall einer nichtverschwindenden
Determinante des Gleichungssystems berechnen. Es ist zu bedenken, daß die {an} vom
Computer berechnete Fließkommazahlen sind. Daher wird der Wert dieser Determinante
niemals exakt null sein. Es ist daher notwendig, die Approximande zu entwickeln und mit
der urspru¨nglichen Funktion F (z) zu vergleichen. Aus den Koeffizienten der Potenzen z1
bis zL ergeben sich die {pi} in Abha¨ngigkeit der {qj}:
pl =
M∑
m=1,l−m≥0
qm al−m , l = 1 . . . L (3.34)
Die sogenannten diagonalen Pade´-Approximanden [n, n], n = 1, 2, . . . sind invariant unter
Euler-Transformationen z → aw
1+bw
. Aus diesem Grund weisen die Sequenzen [n, n] und die
Sequenzen der nahe-diagonalen Approximanden [n+ j, n] , j ≪ n das beste Konvergenz-
verhalten auf (vgl. [62]). Als Beispiel fu¨r diese Eigenschaft wird die singula¨re Potenzreihe
der Anregungslu¨cke ∆(λ) eines S=2 SZD’s diskutiert. Diese Doma¨nenwandanregung wird
im vierten Abschnitt definiert. Die Potenzreihe 14-ter Ordnung, sowie verschiedene Pade´-
Approximanden sind in Abbildung (3.3) dargestellt: Die Potenzreihe [14, 0]∆ ist im Inter-
vall 0 < λ . 0.2 gu¨ltig. Die Approximanden [12, 2]∆ , [10, 4]∆ verbessern die Konvergenz
3.2. Extrapolation singula¨rer Potenzreihen 37
0.0 0.5 1.0
λ
0.0
2.0
4.0
6.0
8.0
∆
[8,6]∆
[10,4]∆
[12,2]∆
[14,0]∆
S=2 SZD
Ph
as
en
gr
en
ze
Abbildung 3.3: Konvergenz verschiedener Pade´-Approximanden der Ener-
gielu¨cke des S = 2 SZD’s.
sukzessive bis zur nahe-diagonalen Approximande [8, 6]∆, welche die beste Na¨herung von
∆(λ) im Intervall 0 < λ ≤ λc darstellt. Die Approximande [7, 7] existiert nicht, da die Po-
tenzreihe lediglich gerade Potenzen in λ entha¨lt. Pade´-Approximanden sind im Gegensatz
zur Ratio-Methode nicht an einen Vorzeichentyp gebunden. Daru¨berhinaus beschreiben sie
die singula¨re Funktion F (z) im gesamten Bereich |z| ≤ zc. Pade´-Approximanden eignen
sich zur Analyse von Funktionen vom Typ
F (z) ≈
(
1− z
zc
)−η
A(z) , A(z) regula¨r fu¨r z = zc .
Ist der Exponent η ≪ 1, so fu¨hrt die sogenannte D-log-Pade´-Approximande
[L,M ]D , D(z) =
d
dz
ln(F (z)) ≈ −η
z − zc (1 +O(z − zc))
zu einer genaueren Abscha¨tzung fu¨r den kritischen Exponenten.
Im Fall eines Kosterlitz-Thouless-Phasenu¨bergangs [11] ist es sinnvoll, eine Approximande
fu¨r ln(F (z)) zu berechnen. Als Beispiel eines solchen Phasenu¨bergangs sei die Energielu¨cke
der S = 1/2 xxz-Kette diskutiert: Die Anregungslu¨cke ist gema¨ß (3.9) durch
∆(λ) =
√
1− λ2 K(k)
π
√
1− k2 = √1− λ2 K
′(k′)
π
|k′| (3.35)
gegeben. Indem man (3.10) nach dem komplementa¨ren Modul k′ entwickelt, erha¨lt man
(vgl. Anhang A):
∆(λ) ≈ 2πe−
pi2
2
√
2(1/λ−1) , 1− λ≪ 1 . (3.36)
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Abbildung 3.4:
Verschiedene Approximanden fu¨r die Energielu¨cke der S = 1/2-Kette. Im Bildeinsatz des
rechten Teils wurde [6, 6]ln(∆) (Ordinate) gegen
√
1/λ− 1 (Abszisse) aufgetragen.
In Abbildung (3.4) sind verschiedene Approximanden fu¨r ∆(τ ) dargestellt. Das exponenti-
elle Verschwinden der Lu¨cke gema¨ß (3.36) wird durch die logarithmische Pade´-Approximan-
de [6, 6]ln(∆) hervorragend wiedergegeben. Im Bildeinsatz des rechten Teils von Abbildung
(3.4) wurde die Approximande [6, 6]ln(∆) (Ordinate) gegen
√
1/λ− 1 (Abszisse) aufgetra-
gen. Somit kann der Faktor π2/
√
8 auf ≈ 3.31 gescha¨tzt werden.
Nun soll kurz auf Differentielle-Approximanden eingegangen werden. Es werden Singula-
rita¨ten vor einem Hintergrundterm B(z) untersucht:
F (z) =
(
1− z
zc
)−η
A(z) +B(z) (3.37)
Die Funktionen A(z) und B(z) sind regula¨r am kritischen Punkt z = zc. Eine Funkti-
on vom Typ (3.37) kann durch eine sogenannte inhomogene Differentielle-Approximande
FJ/L,M(z) = [J/L,M ]F gena¨hert werden, die als Lo¨sung der inhomogenen Differential-
gleichung
UJ(z) + PL(z)FJ/L,M(z) = QM(z)
dFJ/L,M(z)
dz
(3.38)
mit der Anfangsbedingung FJ/L,M(0) = F (0) = a0 definiert ist. UJ(z), PL(z), QM(z)
sind Polynome der Ordnungen J , L, M und ko¨nnen durch die Amplitude A(z) und den
Hintergrundterm B(z) ausgedru¨ckt werden (s. [64]). Diese Polynome werden in Analogie
zu den Pade´-Approximanden durch die Bedingung
F (z) = FJ/L,M(z) +O(zL+J+M+2) (3.39)
bestimmt. Der Grenzfall QM = 0 fu¨hrt auf Pade´-Approximanden, fu¨r UJ = 0 ergeben sich
D-log-Pade´-Approximanden. In diesem Sinne stellt FJ/L,M(z) eine Verallgemeinerung der
verschiedenen Pade´-Approximanden dar.
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Abschließend noch eine Bemerkung zur Extrapolation von Potenzreihen: Kritische Werte
des Entwicklungsparameters und kritische Exponenten werden in dieser Arbeit aus diago-
nalen und nahe-diagonalen Pade´- bzw. D-log-Pade´-Approximanden bestimmt. Aus der Dif-
ferenz der Resultate von [n, n] und [n+ j, n− j] , j ≪ n ergeben sich Fehlerintervalle, die
umso kleiner sind, je besser die Approximanden konvergiert sind. Die Gro¨ße dieser Fehler-
intervalle ha¨ngt jedoch davon ab, welche nahe-diagonalen Approximanden man einbezieht.
Aus diesem Grund stellen die auf diese Weise ermittelten Intervalle lediglich eine Scha¨tzung
dar.
3.3 Grundzustandseigenschaften von xxz-Modellen
Thema dieses Abschnitts ist die Berechnung und die Diskussion von Grundzustandserwar-
tungswerten fu¨r die Spinwerte S = 1/2, 1, 3/2, 2. Fu¨r S = 1/2 konnten Potenzreihen bis
zur 28-ten Ordnung berechnet und mit Bethe-Ansatz-Ergebnissen fu¨r die Grundzustands-
energie und die Untergittermagnetisierung verglichen werden. Die Potenzreihen fu¨r S = 1
konnten bis zur 20-ten Ordnung, die fu¨r S = 3/2, 2 bis zur 18-ten Ordnung berechnet
werden. Kritische Werte fu¨r den Entwicklungsparameter λ wurden mit Pade´- bzw. D-log-
Pade´-Approximanden berechnet. Fu¨r die Bestimmung kritischer Exponenten wurden D-log-
Pade´-Approximanden verwendet.
3.3.1 Grundzustandsenergie
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Abbildung 3.5: Aus Reihenentwicklungen bestimmte Grundzustandsenergien
im Vergleich mit exakten Resultaten (Symbole). Im rechten Teil der Abbil-
dung ist ein Ausschnitt fu¨r λ . 1 dargestellt.
Zuna¨chst soll die Grundzustandsenergie diskutiert werden. Mittels RSST la¨ßt sich folgender
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fu¨r allgemeine S gu¨ltiger Ausdruck analytisch berechnen:
EGz
N
= −S2 − λ2 S
2
4S − 1 + λ
4
{
−S2(96S3−108S2+38S−3)
4(4S−1)3(8S−3) , S >
1
2
1
16
, S = 1
2
}
+O(λ6)
Bei der Berechnung des Koeffizienten a-ter Ordnung mu¨ssen die Fa¨lle S = 1/2, S =
1, . . . , S = (a/2 − 1)/2 und S > (a/2− 1)/2 unterschieden werden. Der Grund fu¨r diese
Fallunterscheidungen ist die Tatsache, daß die a-fache Wirkung des Sto¨roperators HT auf
die beiden Ne´el-Zusta¨nde fu¨r große Werte des Spins auf mehr Zusta¨nde fu¨hrt, die zum Wert
dieses Koeffizienten beitragen. Beispielweise bestimmen Matrixelemente zwischen dem er-
sten Ne´el-Zustand und Zusta¨nden der Art |S,−S, . . . , S,−(S−1), (S−1),−S, . . . , S,−S〉
den Wert des Koeffizienten 2-ter Ordnung. Diese Zusta¨nde ko¨nnen fu¨r Systeme mit allge-
meinem Spin S erzeugt werden. In 4-ter Ordnung ergeben sich jedoch auch Beitra¨ge durch
Zusta¨nde der Art |S,−S, . . . , S,−(S−2), (S−2),−S, . . . , S,−S〉. Solche Zusta¨nde treten
ausschließlich in Systemen mit S > 1/2 auf.
Die Berechnung ho¨herer Ordnungen erfordert Computeralgorithmen. RST-Potenzreihen fu¨r
die Grundzustandsenergien sind in Anhang C tabelliert. Die Koeffizienten der S = 1/2
Entwicklung wurden mit der Bethe-Ansatz-Formel
EGz
N
= −
√
1− λ2
∞∑
n=1
e−2nν tanh(nν) ν = arcosh
(
1
λ
)
(3.40)
verglichen [66]. Die Koeffizienten der Sto¨rungsreihe stimmen sa¨mtlich mit den Entwick-
lungskoeffizienten von (3.40) u¨berein, die Genauigkeit betra¨gt 4 Nachkommastellen fu¨r die
ho¨chste Ordnung. Die Reihenentwicklungen wurden mittels Pade´-Approximanden extrapo-
liert, die Ergebnisse fu¨r die Grundzustandsenergien am isotropen Punkt sind in Tabelle (3.1)
aufgefu¨hrt. Die in der vierten Spalte von Tabelle (3.1) aufgefu¨hrten Abweichungen ergeben
Spin EGz/N (extrapol.) EGz/N (exakt) Abweichung (EGz−ENe´el)/NS (exakt)
1
2
−0.443146 ± 10−6 −0.443147 5 · 10−3% −0.3863
1 −1.41± 10−2 −1.4069 1.4% −0.4069
3
2
−2.826± 3 · 10−3 −2.8283 0.14% −0.3855
2 −4.7554± 10−4 −4.7612 0.25% −0.3806
∞ —– —– —– 2/π − 1
Tabelle 3.1: Extrapolierte Werte der Grundzustandsenergien pro Spin und
Platz im Vergleich zu numerisch exakten (DMRG) Daten am isotropen Punkt.
sich aus dem Vergleich der nahe-diagonalen Pade´-Approximanden. Die Extrapolation der
S = 1 Kette erweist sich als problematisch, da die nahe-diagonalen Pade´-Approximanden
Singularita¨ten im Intervall 0 ≤ λ ≤ 1 haben. Tatsa¨chlich ist es nicht sinnvoll, die Grund-
zustandsenergie der S = 1, 2 Kette am isotropen Punkt aus den Reihenentwicklungen zu
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bestimmen, da man die Potenzreihen nicht u¨ber die Phasengrenze zur Haldane-Phase hin-
aus extrapolieren kann. Der exakte Grundzustand in der Haldane-Phase entha¨lt beide Ne´el-
Zusta¨nde, was mit einer vom Ising-Grenzfall ausgehenden Sto¨rungstheorie nicht erreicht
werden kann. Die in Tabelle (3.1) angegebenen Grundzustandsenergien fu¨r S = 1, 2 sind
daher als Abscha¨tzungen zu betrachten. In Abbildung (3.5) ist die Absenkung der Grund-
zustandsenergie gegenu¨ber dem klassischen Beitrag −NS2 aufgetragen. Die Linien stellen
nichtextrapolierte Reihenentwicklungen, die Symbole exakte Energien (DMRG) dar [67],
[56], [54]. Im Intervall 0 ≤ λ . 0.9 sind die Energien gema¨ß EGz,S(λ) < EGz,S+1/2(λ)
angeordnet. Fu¨r λ > 0.95 liegt die Grundzustandsenergie der S = 1 Kette deutlich unter
den Grundzustandsenergien der u¨brigen Systeme.
3.3.2 Ordnungsparameter
Weiterhin soll der Ordnungsparameter der Ne´el-Phase - die Untergittermagnetisierung pro
Spin 〈MA〉S - untersucht werden. In Abbildung (3.6) sind die normierten Approximanden
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Abbildung 3.6: Approximanden fu¨r die Untergittermagnetisierungen
fu¨r 〈MA〉S dargestellt. Im Fall des S = 1/2 Modells ist diese Gro¨ße durch die Formel
〈MA〉1/2 = 1
2
∞∏
n=1
(
1−Q2n
1 +Q2n
)2
= 2
√
1− k2 K(k)
2π
(3.41)
Q2 = e−pi
K′(k)
K(k) , λ =
2Q
1 +Q2
(3.42)
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gegeben [68]. Analog zur Anregungslu¨cke der S = 1/2 Kette (3.35), (3.36) kann man
zeigen, daß 〈MA〉S in der Umgebung des isotropen Punktes exponentiell verschwindet (vgl.
Anhang A):
〈MA〉1/2 = 2|k′|K
′(k′)
2π
∝ e−
pi2
4
√
2(1/λ−1) , 1− λ≪ 1 (3.43)
Dieses Verhalten kann hervorragend mit der Approximanden e[14,14]ln(〈MA〉1/2) extrapoliert
werden. Aus den Approximanden der Reihenentwicklungen des S = 3/2 Systems war
es nicht mo¨glich, auf ein exponentielles Verschwinden der Untergittermagnetisierung zu
schließen. Der kritische Punkt λc ≈ 1 dieses Systems wurde aus Pade´-Approximanden be-
stimmt.
Fu¨r die Systeme mit ganzzahligem Spin ist es mo¨glich, kritische Parameter λc sowie kri-
tische Exponenten βS mit 〈MA〉S ∝ (λc − λ)βS zu bestimmen. Die extrapolierten Werte
sind in Tabelle (3.2) aufgefu¨hrt. Die Abweichungen sind aus nahe-diagonalen Approximan-
Spin λc βS
1
2
1± 0.01 0
1 0.85± 0.01 0.12± 0.01
3
2
1.00± 0.02 ?
2 [≈ 0.99] [≈ 0.12]
Tabelle 3.2: Kritische Werte und Exponenten der Untergittermagnetisierung
den bestimmt worden. Es ist nicht zu erwarten, daß die aus der Untergittermagnetisierung
(Einpunktfunktion) ermittelten kritischen Werte sehr pra¨zise sind. Bessere Werte fu¨r die kri-
tischen Punkte ergeben sich aus der Analyse der Soft-Moden. Die Daten in Tabelle (3.2)
sind daher als Abscha¨tzung der λc sowie deren Exponenten zu betrachten.
Der fu¨r S = 1 ermittelte Exponent β1 stimmt mit dem aus [60] u¨berein. Dies besta¨tigt die
von Haldane vorhergesagte Zugeho¨rigkeit des S = 1 Systems zur Universalita¨tsklasse des
zweidimensionalen Ising-Modells. Der Exponent des Ordnungsparameters dieses Modells
besitzt den Wert β = 1/8 [69]. In Abbildung (3.6) ist zu erkennen, daß der kritische Punkt
fu¨r S = 2 bei kleineren λ liegen muß als der des S = 3/2 Systems, da sich die beiden
Kurven in der Umgebung des isotropen Punktes schneiden. Fu¨r den kritischen Punkt so-
wie den entsprechenden Exponenten erha¨lt man die ungefa¨hre Scha¨tzung (s. Tabelle (3.2))
λc ≈ 0.99, β2 ≈ 0.12. ( Fu¨r diese Werte wurden keine Fehlergrenzen angegeben, da die
nahe-diagonalen Pade´-Approximanden große Abweichungen von den diagonalen Approxi-
manden aufweisen.)
Abschließend sei bemerkt, daß sich 〈MA〉S fu¨r große Werte des Spins immer mehr einer
Stufenfunktion anna¨hert. Daher konzentriert sich das durch β = 1/8 charakterisierte kri-
tische Verhalten der Systeme mit ganzzahligem Spin fu¨r große S auf ein immer kleineres
Intervall um λc. Aus diesem Grund ist 〈MA〉2 schwieriger zu extrapolieren als 〈MA〉1.
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3.3.3 Doma¨nenwandkonzentrationen
Um eine Vorstellung davon zu bekommen, wie sich die vollkommen geordneten Ne´el-
Zusta¨nde fu¨r anwachsende λ mit Quantenfluktuationen anreichern, sollen nun Doma¨nen-
wanderwartungswerte fu¨r die Systeme mit S = 1/2, 3/2 berechnet werden. Es handelt sich
dabei nicht um singula¨re Funktionen zur Bestimmung kritischer Punkte, sondern die Be-
trachtung dieser Erwartungswerte dient ausschließlich dem Versta¨ndnis des physikalischen
Bildes. Doma¨nenwa¨nde ko¨nnen im Grenzfall λ → 0 als lokale ¨Uberga¨nge zwischen den
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Abbildung 3.7: Normierte Doma¨nenwanderwartungswerte fu¨r S = 1/2, 3/2
beiden Ne´el-Zusta¨nden charakterisiert werden (die exakte Definition dieser Anregungsty-
pen befindet sich in Abschnitt 3.4). Diesen lokalen ¨Uberga¨ngen entsprechen folgende Spin-
konfigurationen:
(i) S =
1
2
: ↑↑ und ↓↓ (Sz = ±1
2
=ˆ ↑↓)
(ii) S =
3
2
:
xx und yy (Sz = ±3
2
=ˆ
xy)
(iii) S =
3
2
:
x↑ , ↑x , y↓ , ↓y (Sz = ±3
2
=ˆ
xy, Sz = ±1
2
=ˆ ↑↓)
Die Konzentration dieser Spinkonfigurationen im Grundzustand kann durch die Berechnung
der Erwartungswerte
(i) S = 1
2
:
1
2S2
〈 (S2 + SznSzn+1) 〉 (3.44)
(ii) S = 3
2
: ( 4405 )〈 ( 94+SznSzn+1)(34+SznSzn+1)( 34−SznSzn+1)( 14+SznSzn+1)( 14−SznSzn+1) 〉 (3.45)
(iii) S = 3
2
: −( 23)3〈 ( 34+SznSzn+1)( 94+SznSzn+1)( 94−SznSzn+1)( 14+SznSzn+1)( 14−SznSzn+1) 〉(3.46)
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gemessen werden. Die Berechnung von (3.44) fu¨r die S = 3/2 Kette mißt nicht das Auf-
treten einer einzelnen Doma¨nenwand, sondern ein Gemisch verschiedener Konfigurationen.
Die nichtextrapolierten Potenzreihen der Erwartungswerte (3.44) und (3.46) sind in Abbil-
dung (3.7) dargestellt. ((3.44) wurde bis zur 28-ten, (3.46) bis zur 18-ten Ordnung berech-
net). Die Gro¨ße (3.45) wurde nicht in Abbildung (3.7) aufgefu¨hrt, da die Zahlenwerte sehr
klein sind. Fu¨r das S = 1/2 System ergibt sich am isotropen Punkt eine Doma¨nenwand-
konzentration von (3.44)= 0.205± 0.001. Der exakte Wert dieser Gro¨ße ergibt sich aus der
Grundzustandsenergie EGz/N :
S =
1
2
:
1
2S2
〈 (S2 + SznSzn+1) 〉 =
2
3
(1− ln(2)) ≈ 0.20456 (3.47)
3.3.4 Statischer Strukturfaktor
Zur weiteren Analyse der Grundzustandsordnung wurden Korrelationsfunktionen berech-
net. In der Ne´el-Phase nehmen die asymptotischen Korrelationsfunktionen die Form
(−1)r〈SznSzn+r〉 = (〈MA〉)2 +A
e− r
ξ
rηS
, (r→∞) (3.48)
〈SznSzn+r〉′ := 〈SznSzn+r〉 − 〈Szn〉〈Szn+r〉 (3.49)
an. Der Exponent ηS = ηS(λ) ist eine Funktion der Anisotropie; an den kritischen Punk-
ten tritt universelles Verhalten auf. Theoretisch ist es mo¨glich, die Korrelationsla¨nge ξ(λ)
und den Exponenten ηS(λ) aus (3.49) fu¨r verschiedene Werte von r zu bestimmen. Dabei
treten jedoch zwei Probleme auf: Fu¨r kleine Werte von r ko¨nnen die Korrelationsfunktio-
nen nicht durch die asymptotische Form (3.48) beschrieben werden. Fu¨r gro¨ßere Absta¨nde
r verschwinden die niedrigen Ordnungen von (3.49), d.h. 〈SznSzn+r〉′ = 0 + O(λa(r)). Aus
diesen Gru¨nden ist es nicht mo¨glich, zuverla¨ssige Extrapolationen fu¨r ξ(λ) und ηS(λ) aus
den Korrelationsfunktionen (3.49) direkt abzuleiten. Beispiele fu¨r die Ordnung a(r) sind in
Spin a(2) a(3) a(4) a(5) a(6) a(7) a(8) a(9)
1
2
4 4 6 6 8 8 10 10
1 4 4 6 6 8 8 10 10
3
2
4 4 6 6 8 10 12 14
2 4 4 6 6 10 12 14 18
Tabelle 3.3: Die Ordnungen a(r), die durch 〈SznSzn+r〉′ = 0+O(λa(r)) definiert
sind, fu¨r verschiedene S .
Tabelle (3.3) angegeben. Der Strukturfaktor
Szz(π) =
∞∑
r=0
(−1)r〈SznSzn+r〉′ ∝
ξ∫
0
e−r/ξ
rηS
dr ∝
{
ln(ξ) : ηS = 1 , (ξ →∞)
ξ1−ηS : ηS 6= 1 , (ξ →∞) (3.50)
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erweist sich als geeignete Gro¨ße zur Untersuchung des kritischen Verhaltens der Korrela-
tionen (vgl. z.B. [60], [61], [12]). Zur Berechnung des Strukturfaktors wurden die Auto-
korrelationen (r = 0) nicht mit einbezogen. Die Werte der kritischen Punkte sowie der
kritischen Exponenten werden dadurch nicht beeinflußt, jedoch zeigen die Potenzreihen ein
besseres Konvergenzverhalten. Pade´-Approximanden fu¨r die Kehrwerte der Strukturfakto-
ren sind in Abbildung (3.8) dargestellt. Fu¨r S = 1/2 konnte das Ergebnis von [12] besta¨tigt
werden, fu¨r S = 1 wurden Potenzreihen bis zur 18-ten Ordnung berechnet. Sto¨rungsrei-
hen fu¨r S = 3/2, 2 konnten bis zur 16-ten Ordnung bestimmt werden. Die Berechnung
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Abbildung 3.8: Pade´-Approximanden fu¨r die Kehrwerte der Strukturfaktoren.
der Strukturfaktoren bis zu einer bestimmten Ordnung erfordert Korrelationsfunktionen von
r = 1 bis zu einem maximalen r = rmax gema¨ß Tabelle (3.3). Beispielsweise werden
Korrelationsfunktionen bis rmax = 9 fu¨r den S = 2 Strukturfaktor bis zur 16-ten Ord-
nung beno¨tigt. Die kritischen Punkte des Strukturfaktors sowie die kritischen Exponenten
σzzS , S
zz(π) ∝ 1/(λc − λ)σzzS wurden mit D-log-Pade´-Approximanden berechnet und sind
in Tabelle (3.4) aufgefu¨hrt.
Spin λc σzzS
1
2
0.99± 0.02 1.1± 0.1
1 0.84± 0.01 0.73± 0.07
3
2
0.99± 0.01 1.02± 0.03
2 [≈ 1] [≈ 0.87]
Tabelle 3.4: Kritische Werte und Exponenten des Strukturfaktors
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Zuna¨chst sollen die Systeme mit halbzahligem Spin diskutiert werden. Der Exponent σzz1/2 =
1.1± 0.01 stimmt mit dem von R. R. P. Singh berechneten Wert u¨berein und fu¨hrt zu einer
Kontroverse von longitudinaler und transversaler Korrelation [12]. Dieses scheinbar wider-
spru¨chliche Verhalten wird durch das Einbeziehen multiplikativer logarithmischer Korrek-
turen zu (3.48) erkla¨rt. Gema¨ß [56] geho¨ren die S = 1/2 Kette und S = 3/2 Kette zur
selben Universalita¨tsklasse, die unter anderem durch η = 1 am kritischen Punkt charakte-
risiert ist. In ¨Ubereinstimmung damit ergibt sich aus den Approximanden na¨herungsweise
σzz3/2 ≈ σzz1/2 am isotropen Punkt.
Im folgenden werden die Exponenten ηS fu¨r die Ketten mit den ganzzahligen Spins S = 1, 2
bestimmt. Zur Berechnung dieser Exponenten beno¨tigt man weitere Informationen u¨ber das
kritische Verhalten der Korrelationsla¨ngen. Die Korrelationsla¨ngen ko¨nnen in Zusammen-
hang mit den Energielu¨cken gebracht werden:
Eindimensionale Heisenberg-Antiferromagneten werden im Kontinuums-Limes durch Lo-
rentz-invariante Feldtheorien beschrieben. Aus der Lorentz-Invarianz dieser effektiven Be-
schreibungen folgt, daß das kritische Verhalten der Korrelationen in Raum- und Zeitrich-
tung gleich ist. Da die Energielu¨cke proportional zum Kehrwert der Korrelationsla¨nge in
Zeitrichtung ist, ergibt sich ∆ · ξ = c in der Umgebung des kritischen Punktes, wobei ∆
die Energielu¨cke ist. Im Rahmen der effektiven Beschreibung gilt diese Beziehung fu¨r alle
Werte des Spins. Man nimmt an, daß die Beziehung ∆ · ξ = c auch fu¨r Gittermodelle gu¨ltig
ist. Fu¨r die Korrelationsla¨ngen der xxz-Modelle gilt unter dieser Annahme ξ ∝ 1/∆ in der
Umgebung des kritischen Punktes λc.
Diese Relation la¨ßt sich anhand zweier Beispiele fu¨r Gittermodelle analytisch u¨berpru¨fen.
Einerseits folgt ξ ∝ 1/∆, λ→ λc = 1 fu¨r die S = 1/2 Kette aus Bethe-Ansatz-Resultaten
(vgl. (3.36)), andererseits gilt die Relation im Grenzfall S → ∞ fu¨r LSWT. Gema¨ß Glei-
chung (3.4) ergibt sich fu¨r die Energielu¨cke des Magnons ∆ ∝ √τ , τ = 1 − λ ≪ 1. Die
Korrelationsla¨nge la¨ßt sich analog zu (2.26) berechnen: 1/ξlong ∝ √τ , τ = 1− λ≪ 1.
Indem man die Information u¨ber das kritische Verhalten der Energielu¨cke ∆ ∝ (λc − λ)ν
verwendet, die in Abschnitt 3.4 analysiert wird, ist es mo¨glich, den Exponenten η zu bestim-
men. Aus (3.50) sowie der Relation ξ ∝ 1/∆ ergibt sich der Zusammenhang ν(1 − ηS) =
σzzS , der in der Umgebung des kritischen Punktes gu¨ltig ist. Fu¨r die S = 1 Kette findet
man gema¨ß Tabelle (3.5), Abschnitt 3.4, den Exponenten ν = 1.01± 0.02. In ¨Ubereinstim-
mung mit Haldane’s Vermutung ergibt sich der Exponent η1 ≈ 0.25. Dieser Exponent geho¨rt
wie der des Ordnungsparameters β1 ≈ 1/8 zur Universalita¨tsklasse des zweidimensionalen
Ising-Modells. Fu¨r die S = 2 Kette ergibt sich aus Tabelle (3.5), Abschnitt 3.4, ν ≈ 1. Aus
der Relation ν(1 − ηS) = σzzS (s. Tabelle (3.4)) folgt der Exponent η2 ≈ 0.13, der deutlich
von η1 abweicht. Daraus la¨ßt sich jedoch nicht folgern, daß es sich um eine Abweichung
vom kritischen Verhalten des zweidimensionalen Ising-Modells handelt. Es ist zu beden-
ken, daß die Reihenentwicklung von S(zz)(π), S = 2 bis zur 16-ten Ordnung lediglich
Korrelationsfunktionen 〈SznSzn+r〉 bis zu einem maximalen Abstand von rmax = 9 entha¨lt.
Aus dieser Reihenentwicklung ergibt sich mittels Pade´- und D-log-Pade´-Approximanden
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nur eine ungefa¨hre Scha¨tzung des kritischen Punktes von λc ≈ 1. Man kann nicht erwarten,
aus derselben Potenzreihe einen pra¨zisen Wert fu¨r den Exponenten η2 zu erhalten.
3.4 Elementare Anregungen in xxz-Modellen
Um den Unterschied zwischen xxz-Modellen mit halbzahligem und ganzzahligem Spin wei-
ter herauszuarbeiten, sollen nun die niederenergetischen (elementaren) Anregungen unter-
sucht werden.
3.4.1 Klassifikation der niederenergetischen Anregungen
Ziel dieses Unterabschnitts ist die Klassifikation der niederenergetischen Anregungen fu¨r
das antiferromagnetische Spin S Heisenberg-Ising-Modell im Grenzfall λ → 0. Die be-
trachteten Zusta¨nde werden durch die Sz-Projektionen der Spins dargestellt und sind Ei-
genvektoren des Ising-Modells (λ = 0). Die Energieeigenwerte des Ising-Modells werden
gema¨ß Abschnitt 3.1 mit ǫ bezeichnet.
Der Grundzustand sowie die niederenergetischen Anregungen werden durch die Randbe-
dingungen und die Magnetisierung Sztot klassifiziert. Dabei mu¨ssen Ketten mit N ungerade
von Ketten mit N gerade, wobei N die Anzahl der Gitterpla¨tze ist, unterschieden werden.
3.4.1.1 N ungerade
Zuna¨chst soll N ungerade mit periodischen Randbedingungen untersucht werden. Fu¨r die-
sen Fall sind die beiden in (3.7) definierten Ne´el-Zusta¨nde |Ne´el1〉 und |Ne´el2〉 nicht die Grund-
zusta¨nde. Die Spinkonfigurationen zum niedrigsten Eigenwert des Ising-Modells sind durch
einen lokalen ¨Ubergang zwischen den Ne´el-Zusta¨nden charakterisiert. Dabei sind die Kon-
figurationen zu unterscheiden, an denen dieser ¨Ubergang an einem geraden/ungeraden Platz
lokalisiert ist (↑, ↓ =ˆ ± S):
Ne´el1︷ ︸︸ ︷
↑↓↑↓ . . . ↑↓↑↓m2n ↑↓↑↓ . . . ↑↓↑↓︸ ︷︷ ︸
Ne´el2
Ne´el1︷ ︸︸ ︷
↑↓↑↓ . . . ↑↓↑↓↑m2n′+1 ↓↑↓ . . . ↑↓↑↓︸ ︷︷ ︸
Ne´el2
(3.51)
↓↑↓↑ . . . ↓↑↓↑︸ ︷︷ ︸
Ne´el2
m2n
Ne´el1︷ ︸︸ ︷
↓↑↓↑ . . . ↓↑↓↑ ↓↑↓↑ . . . ↓↑↓↑↓︸ ︷︷ ︸
Ne´el2
m2n′+1
Ne´el1︷ ︸︸ ︷
↑↓↑ . . . ↓↑↓↑ (3.52)
DieSz-Projektion nimmt an den Pla¨tzen 2n beziehungsweise 2n′+1 die Wertem2n,m2n′+1 =
−S,−(S − 1), . . . , S − 1, S an. Fu¨r den Fall |m2n|, |m2n′+1| = S gleichen sich die beiden
Konfigurationen in (3.51) beziehungsweise (3.52) bis auf eine Translation. Die Entartung
der Konfigurationen (3.51) und (3.52) betra¨gt jeweils 2SN .
Die Energie der diesen Konfigurationen entsprechenden Zusta¨nden betra¨gt ǫ = (N − 2)S2.
Diese Energie soll auf die Energie pro Platz ǫNe´el/N = −S2 der beiden Ne´el-Zusta¨nde
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bezogen werden: ∆ǫodd = −(N − 2)S2 + NS2 = 2S2. Es sei nochmals betont, daß die
Ne´el-Zusta¨nde als Grundzusta¨nde in Ketten mit einer ungeraden Anzahl von Pla¨tzen nicht
existieren. Dennoch ist die Definition von ∆ǫodd sinnvoll, da die Spinkonfigurationen (3.51)
und (3.52) in Systemen mit N gerade paarweise auftreten ko¨nnen. Die Anregungsenergie
∆ǫ eines solchen Paars ist 2∆ǫodd.
Die Konfigurationen (3.51) und (3.52) sind durch die Magnetisierung Sztot,odd, dem Eigen-
wert des Operators Sˆztot,odd =
∑N
n=1 S
z
n, N ungerade charakterisiert. Diese Magnetisie-
rung wird durch den Wert der Sz-Projektion am ¨Ubergangsplatz bestimmt, d.h. Sztot,odd =
m2n,m2n′+1. Wie in (3.26) erla¨utert, ist es notwendig, Eigenzusta¨nde zum Translationsope-
rator T zu konstruieren. T bezeichnet den Operator, der Translationen um einen Gitterplatz
erzeugt. Aufgrund der periodischen Randbedingungen existieren Matrixelemente zwischen
den Spinkonfigurationen (3.51) und (3.52):
| ↑↓↑↓↑↑↓〉 (HT )2S−→ | ↑↓↑↓↑↓↑〉 (HT )2S−→ | ↓↑↑↓↑↓↑〉
Die zu konstruierenden Linearkombinationen ko¨nnen daher nicht unabha¨ngig fu¨r (3.51) und
(3.52) aufgestellt werden.
Die Fa¨lle |Sztot,odd| = S, 0 < |Sztot,odd| < S und |Sztot,odd| = 0 sollen separat betrachtet
werden. Die resultierenden Zusta¨nde werden als Doma¨nenwa¨nde bezeichnet.
|Sz
tot,odd| = S: Bei vorgegebener Magnetisierung Sztot,odd findet man 2 · N/2 entartete
Zusta¨nde; Eigenzustand zu T ist die Linearkombination
|DW; k, Sztot,odd = S〉 =
√
2
N
N/2∑
n=1
eik(2n−1)| ↑↓ . . . ↓↑2n−1↑↓ . . . ↑↓〉 (3.53)
+
√
2
N
N/2∑
n=1
eik(2n)| ↓↑ . . . ↓↑2n↑↓ . . . ↓↑〉 . (3.54)
Entsprechend ist der Zustand |DW; k, Sz
tot,odd=−S〉 definiert. Die Entartung der Zusta¨nde
|DW; k,±S〉 fu¨r verschiedene k-Werte wird fu¨r endliche λ durch Propagation des ¨Ubergangs
der beiden Ne´el-Zusta¨nde aufgehoben. Durch die Wirkung von [(S+n S−n+1 + S−n S+n+1)]2S
wird dieser ¨Ubergang um zwei Pla¨tze versetzt. Somit entha¨lt die Sto¨rungsreihe fu¨r die Di-
spersionsrelation ω(k) einen Term . . . cos(2k) in der Ordnung λ2S.
0 < |Sz
tot,odd| < S: Bei vorgegebener Magnetisierung Sztot,odd findet man 4·N/2 entartete
Zusta¨nde; geeigneter Ausgangszustand fu¨r die Sto¨rungstheorie ist die symmetrische/antisym-
metrische Linearkombination (↑, ↓ =ˆ ± S, ↑ =ˆ m)
|DW±; k, Sztot,odd = m〉 = (3.55)
1√
N
N/2∑
n=1
eik2n {| ↑↓ . . . ↑↓ ↑2n−1 ↑↓ . . . ↑↓〉 ± | ↑↓ . . . ↓↑ ↑2n ↓↑ . . . ↑↓〉}+
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1√
N
N/2∑
n=1
eik(2n+1) {| ↓↑ . . . ↑↓ ↑2n ↑↓ . . . ↓↑〉 ± | ↓↑ . . . ↓↑ ↑2n+1 ↓↑ . . . ↓↑〉}
wobei m die Werte m = 1/2, 3/2, . . . , S − 1 fu¨r Systeme mit halbzahligem Spin und m =
1, 2, . . . , S−1 fu¨r Systeme mit ganzzahligem Spin annimmt. Die Zusta¨nde |DW±; k, Sz
tot,odd=m˜〉
mit m˜ = −1/2,−3/2, . . . ,−(S − 1) beziehungsweise m˜ = −1,−2, . . . ,−(S − 1) werden
auf analoge Weise konstruiert. Fu¨r endliche Anisotropien λ ergeben sich entsprechend der
symmetrischen/antisymmetrischen Linearkombination zwei Anregungszweige ω±(k). Die
Sto¨rungsreihen der Dispersionsrelationen ω±(k) enthalten in der Ordnung λS+m, (λS−m˜)
einen Term . . . cos(2k), der aus der Propagation des ¨Ubergangs der beiden Ne´el-Zusta¨nde
um zwei Gitterpla¨tze resultiert.
|Sz
tot,odd| = 0: Fu¨r die Magnetisierung Sztot,odd = 0 findet man 4 ·N/2 entartete Zusta¨nde.
Als SZD wird folgende symmetrische/antisymmetrische Linearkombination bezeichnet:
|SZD±; k〉 = (3.56)
1√
N

N/2∑
n=1
eik(2n−1)| ↑↓ . . . ↑↓ 02n−1 ↑↓ . . . ↑↓〉 ±
N/2∑
n=1
eik2n| ↑↓ . . . ↓↑ 02n ↓↑ . . . ↑↓〉

+
1√
N

N/2∑
n=1
eik2n| ↓↑ . . . ↑↓ 02n ↑↓ . . . ↓↑〉 ±
N/2∑
n=1
eik(2n+1)| ↓↑ . . . ↓↑ 02n+1 ↓↑ . . . ↓↑〉


Fu¨r endliche Anisotropienλ ergeben sich entsprechend der symmetrischen/antisymmetrischen
Linearkombination zwei Anregungszweige ω±(k). Die Dispersionsrelationen enthalten in
der Ordnung λS einen Term . . . cos(k), der aus der Propagation
. . . ↓↑ 0n ↓↑ . . . (HT )
S−→ . . . ↑↓ 0n+1 ↑↓ . . .
resultiert. Somit sind die Dispersionsrelationen ω±(k) des SZD’s im Gegensatz zu denen
der oben diskutierten Doma¨nenwa¨nde 2π-periodisch.
Ein weiterer Unterschied zu den Dispersionsrelationen der durch 0 < |Sztot,odd| < S definier-
ten Doma¨nenwa¨nde ist die Beziehung ω+(k) = ω−(k+π) zwischen den Anregungszweigen
des SZD’s. Diese Beziehung resultiert aus der Tatsache, daß die Sto¨rungsreihen der Disper-
sionsrelationen Terme der Art . . . cos(k(2i − 1)), . . . cos(k2i) mit i = 1, 2, . . . sowie kon-
stante Terme enthalten. Die cos-Terme ergeben sich aus der Propagation der Nullprojektion
um eine gerade/ungerade Anzahl von Pla¨tzen:
. . . cos(k(2i− 1)) : . . . ↓↑ 0n ↓↑ . . . (HT )
rS−→ . . . ↑↓ 0n+r ↑↓ . . . (r = 2i− 1) (3.57)
. . . cos(k(2i)) : . . . ↓↑ 0n ↓↑ . . . (HT )
rS−→ . . . ↓↑ 0n+r ↓↑ . . . (r = 2i) (3.58)
Die Matrixelemente, die der Propagation (3.57) entsprechen, enthalten das ± Vorzeichen
der symmetrischen/antisymmetrischen Linearkombination in (3.56). Somit unterscheiden
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sich die Reihenentwicklungen fu¨r ω±(k) ausschließlich durch die Terme . . . ± cos(k(2i −
1)). Indem man das negative Vorzeichen als Phase in der cos-Funktion beru¨cksichtigt, folgt
ω+(k) = ω−(k + π).
3.4.1.2 N gerade, S > 1/2
Nun soll der Fall N gerade mit periodischen Randbedingungen fu¨r Systeme mit S > 1/2 be-
trachtet werden. Die Grundzustandsenergie ǫNe´el = −NS2 ist zweifach entartet, die Grund-
zusta¨nde sind die beiden Ne´el-Zusta¨nde |Ne´el1〉 und |Ne´el2〉. Die niedrigste Anregung ist ei-
ne Spinabweichung, die durch die lokalen Operatoren S+l oder S−l′ erzeugt wird ( ↑, ↓
=ˆ ± S, ↑, ↓ =ˆ ± (S − 1)) :
S+2n|Ne´el1〉 ∝ | ↑↓↑↓ . . . ↓↑ ↓2n ↑↓ . . . ↑↓〉 , S+2n′+1|Ne´el2〉 ∝ | ↓↑↓↑ . . . ↓↑ ↓2n′+1 ↑↓ . . . ↓↑〉
S−2m+1|Ne´el1〉 ∝ | ↑↓↑↓ . . . ↑↓ ↑2m+1 ↓↑ . . . ↑↓〉 , S−2m′ |Ne´el2〉 ∝ | ↓↑↓↑ . . . ↑↓ ↑2m′ ↓↑ . . . ↓↑〉
Insgesamt findet man 2N entartete Zusta¨nde mit einer lokalen Spinabweichung. Die Anre-
gungsenergie dieser Zusta¨nde betra¨gt ∆ǫ = 2S, wobei ∆ǫ die Energiedifferenz zwischen
dem angeregten Zustand und den Ne´el-Zusta¨nden bezeichnet. Die durch S±n erzeugten Spin-
abweichungen unterscheiden sich durch die Quantenzahl Sztot = ±1. Wie in (3.26) erla¨utert,
ist es notwendig, Eigenfunktionen zum Translationsoperator T˜ zu konstruieren:
|MAG; k, Sztot = 1〉 =
√
2
N
N/2∑
n=1
eik2n| ↑↓↑↓ . . . ↓↑ ↓2n ↑↓ . . . ↑↓〉 (3.59)
|MAG; k, Sztot = −1〉 =
√
2
N
N/2∑
n=1
eik(2n−1)| ↑↓↑↓ . . . ↑↓ ↑2n−1 ↓↑ . . . ↑↓〉 (3.60)
Diese Zusta¨nde werden als Magnonen oder Spinwellen bezeichnet und stellen die geeigne-
ten Ausgangszusta¨nde fu¨r die Sto¨rungstheorie dar. T˜ bezeichnet hier den Translationsopera-
tor, der Translationen um zwei Gitterpla¨tze erzeugt. Eine Translation um einen Gitterplatz,
angewendet auf (3.59) oder (3.60), fu¨hrt auf Magnonen, die sich aus dem zweiten Ne´el-
Zustand ergeben und mit (3.59), (3.60) entartet sind. Diese Entartung ist jedoch belanglos,
da weder die beiden Ne´el-Zusta¨nde noch die aus ihnen resultierenden Magnonen in der
Sto¨rungstheorie miteinander koppeln (d.h. Matrixelemente miteinander haben).
Die Propagation der oben definierten Spinabweichung wird im Fall einer endlichen Aniso-
tropie λ mo¨glich. Entsprechend entha¨lt der Koeffizient a-ter Ordnung der Reihenentwick-
lung fu¨r die Dispersionsrelation Terme der Art . . . cos(2k), . . . cos(4k), . . . , . . . cos(ak).
Mittels RSST findet man folgende Reihenentwicklung fu¨r die Dispersionsrelation [70]:
ω(k) = 2S + λ2
(
S
4S − 1 −
2S2
2S − 1 cos
2(k)
)
+O(λ4) S > 1
2
(3.61)
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3.4.1.3 N gerade, S = 1/2
Die Grundzusta¨nde des S = 1/2 Systems mit periodischen Randbedingungen und einer
geraden Anzahl von Gitterpla¨tzen N sind ebenfalls die beiden Ne´el-Zusta¨nde |Ne´el1〉 und
|Ne´el2〉. Zur Anregungsenergie ∆ǫ = 2S existieren jedoch mehr entartete Zusta¨nde als fu¨r
die Systeme mit S > 1/2 (↑, ↓ =ˆ ± S):
| ↑↓ . . . ↓↑2n+1↑↓ . . . ↓↑2p↑↓ . . . ↑↓〉 | ↓↑ . . . ↓↑2n′↑↓ . . . ↓↑2p′+1↑↓ . . . ↓↑〉 (3.62)
| ↑↓ . . . ↑↓2m↓↑ . . . ↑↓2l+1↓↑ . . . ↑↓〉 | ↓↑ . . . ↑↓2m′+1↓↑ . . . ↑↓2l′↓↑ . . . ↓↑〉 (3.63)
Die lokale Spinabweichung beziehungsweise das durch Sztot = 1 charakterisierte Magnon
des S = 1/2 Systems, welches sich in (3.62) fu¨r p = n + 1, (p′ = n′ + 1) ergibt, ist Teil
eines 2-Doma¨nenwandzustands. Entsprechendes gilt fu¨r das durch Sztot = −1 charakteri-
sierte Magnon. Aufgrund der periodischen Randbedingungen sind die beiden Typen von
Spinkonfigurationen in (3.62) nicht unabha¨ngig voneinander. Beispielsweise gilt
| ↑↓ . . . ↓↑2n+1↑↓ . . . ↓↑2p↑↓ . . . ↑↓〉
∣∣∣
2n+1=1
2p=N
=
| ↓↑ . . . ↓↑2n′↑↓ . . . ↓↑2p′+1↑↓ . . . ↓↑〉
∣∣∣
2n′=N
2p′+1=1
∝ S+1 |Ne´el2〉 .
N. Isihimura und H. Shiba [8] stellten den Ansatz
|ψ〉 = 2
N
N/2∑
n=1
eik(2n−1)
N/2∑
r=1
cr| ↑↓ . . . ↓↑2n−1↑↓ . . . ↓↑2(n+r−1)↑↓ . . . ↑↓〉 (3.64)
zur Berechnung der Sto¨rungstheorie in erster Ordnung auf. Dabei handelt es sich um entar-
tete Sto¨rungstheorie zur Bestimmung der Koeffizienten cr. Die Anregungsenergie des Zu-
stands (3.64) ist die Summe der Anregungsenergien zweier Doma¨nenwa¨nde |DW; k, Sz
tot,odd=1/2〉.
Fu¨r Systeme mit S > 1/2 gibt es ebenfalls Mo¨glichkeiten Magnonen mit 2-Doma¨nenwand-
zusta¨nden zu koppeln. Der Zusammenhang zwischen Magnonen und Doma¨nenwa¨nden wird
in Unterabschnitt 3.4.4 diskutiert.
3.4.2 Doma¨nenwa¨nde
Fu¨r Doma¨nenwandanregungen konnten RST-Reihen bis zur 16-ten Ordnung berechnet wer-
den. Eine Ausnahme stellen die Zusta¨nde |DW±; k, Sz
tot,odd=±1〉 und |SZD±; k〉 des S = 2 Sy-
stems dar, deren Reihenentwicklungen bis zur 14-ten Ordnung bestimmt wurden. Im Fall des
S = 1/2 Systems wurde die RST-Reihe fu¨r die niedrigste Mode mit einer Entwicklung des
Bethe-Ansatz-Resultats (3.9) verglichen (s. Anhang A). Sa¨mtliche Koeffizienten der beiden
Reihenentwicklungen stimmen u¨berein. Die Sto¨rungsreihe fu¨r den SZD des S = 1 Systems
wurde bis zu 10-ten Ordnung mit einer Entwicklung von R. R. P. Singh verglichen [24].
Auch hier stimmen sa¨mtliche Koeffizienten u¨berein. In Abbildung (3.10) sind die niedrig-
sten Anregungsenergien der Doma¨nenwa¨nde fu¨r S = 1, 2 denen der S = 1/2, 3/2 Ketten
gegenu¨bergestellt.
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3.4.2.1 Ganzzahlige S
Bei beiden Systemen mit ganzzahligem Spin sind die Soft-Moden durch die SZD’s gegeben.
Zur Verdeutlichung dieser Tatsache wurden die SZD’s in Abbildung (3.10) hervorgehoben.
Fu¨r die S = 2 Kette ergibt sich ein dem S = 1 System analoges physikalisches Bild: Der
Phasenu¨bergang von der Ne´el-Phase in die Haldane-Phase wird durch Kondensation von
SZD’s bewirkt.
Im S = 1 Modell liegt die Anregungsenergie des Zustands |DW; k = 0, Sz
tot,odd=1〉 deutlich
u¨ber der niedrigsten Mode ω+(π) des SZD’s und ist fu¨r den Phasenu¨bergang ohne Bedeu-
tung.
Im S = 2 Modell liegt die niedrigste Mode ω−(π) des S = 2 SZD’s im Bereich 0 ≤ λ . 0.1
u¨ber der Anregungsenergie des Zustands |DW−; k = 0, Sz
tot,odd=1〉, da die Potenzreihe dieser
Anregung im Gegensatz zu der des SZD’s eine nichtverschwindende negative 1-te Ordnung
entha¨lt. Die Anregungsenergie der durch S = Sztot,odd = 2 klassifizierten Doma¨nenwand
liegt deutlich u¨ber der des Zustands |DW−; k = 0, Sz
tot,odd=1〉, lediglich in der Na¨he des kriti-
schen Punktes lassen sich fu¨r diese beiden Anregungen keine Aussagen treffen. (Die nahe-
diagonalen Pade´-Approximanden weisen fu¨r λ ≈ 0.9 große Abweichungen voneinander
auf). Die Approximanden fu¨r die Mode ω+(0) des Zustands |DW+; k = 0, Sz
tot,odd=1〉 wei-
sen bereits fu¨r λ ≈ 0.6 große Abweichungen voneinander auf, weshalb diese Mode nicht
dargestellt wurde.
1 6 11 16
Ordnung
0.74
0.79
0.84
λ c
S=1
Abbildung 3.9: Konvergenz des kritischen Punktes fu¨r S = 1. Die durchgezo-
gene Linie ist eine Orientierungshilfe.
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Der kritische Wert λc kann fu¨r die S = 1 Kette in 16-ter Ordnung bis auf 4 Nachkommastel-
len genau bestimmt werden und betra¨gt λc = 0.84316± 0.00005. Abbildung (3.9) illustriert
die Konvergenz der aus den verschiedenen Ordnungen bestimmten λc. Die λc wurden aus
den [a/2, a/2]∆ Approximanden bestimmt, wobei a die Ordnung bezeichnet.
Der kritische Punkt der S = 2 Kette kann bei weitem nicht so exakt wie der des S =
1 Modells bestimmt werden. In 6-ter Ordnung ergibt sich λc ≈ 0.77, in 10-ter Ordnung
λc ≈ 0.89 fu¨r die Lage des kritischen Punktes. In 14-ter Ordnung wird der Wert durch
die Approximande [8, 6]∆ auf λc ≈ 0.96 verbessert. Im Vergleich mit den Ergebnissen der
Untergittermagnetisierung und des statischen Strukturfaktors ist λc ≈ 0.96 als untere Grenze
fu¨r die Lage des kritischen Punktes zu betrachten. Es ist zu erwarten, daß sich der Wert durch
Untersuchungen ho¨herer Ordnungen in Richtung des isotropen Punktes verschiebt.
Tatsa¨chlich handelt es sich bei der Sto¨rungsreihe fu¨r die Anregungslu¨cke der S = 2 Kette
um eine Entwicklung bis zur 7-ten Ordnung nach dem Parameter x = λ2. Der Grund fu¨r das
Verschwinden der ungeraden Ordnungen ha¨ngt mit der Propagation des SZD’s zusammen:
Der S = 1 SZD kann durch die Wirkung des transversalen Hamilton-Operators um einen
Platz nach links oder rechts springen, der S = 2 SZD beno¨tigt die zweifache Wirkung fu¨r
diesen Vorgang. Dies ist einer der Gru¨nde, warum die Berechnung von λc, S = 2 sehr viel
ho¨here Ordnung als im S = 1 Fall erfordert.
Der in Abschnitt 3.3 eingefu¨hrte Exponent ν, ∆ ∝ (λc − λ)ν kann fu¨r S = 1 durch D-log-
Pade´-Approximanden zu ν = 1.01 ± 0.02 bestimmt werden. Fu¨r die S = 2 Kette zeigen
diese Approximanden eine sehr schlechte Konvergenz. Der Exponent ν kann lediglich durch
eine log-log-Darstellung von [8, 6]∆ auf ν ≈ 1 gescha¨tzt werden.
3.4.2.2 Halbzahlige S
In der S = 1/2 xxz-Kette existieren ausschließlich die durch |Sztot,odd| = 1/2 charakterisier-
ten Doma¨nenwandanregungen. Gema¨ß (3.35) zeigt die niedrigste Mode ω(π/2) = ∆ das
fu¨r einen Kosterlitz-Thouless-Phasenu¨bergang typische exponentielle Verschwinden
∆(λ) ≈ 2πe−
pi2√
8(1/λ−1) , 1− λ≪ 1 ,
welches, wie in Abbildung (3.4) gezeigt wurde, durch die logarithmische Approximan-
de exp([6, 6]∆) gena¨hert werden kann. Die Singularita¨t am isotropen Punkt beeinflußt die
Kru¨mmung von ∆(λ) im gesamten Intervall 0 ≤ λ < 1.
Die Extrapolation der Doma¨nenwa¨nde des S = 3/2 Modells gestaltet sich weniger ein-
deutig. Pade´-Approximanden fu¨hren auf das kritische Verhalten ω−(π/2) ∝ (λc − λ)ν
mit λc = 1.00 ± 0.02, ν = 1.0 ± 0.15 fu¨r den Zustand |DW−; k = π/2, Sztot,odd=1/2〉
und ω(π/2) ∝ (λc − λ)ν mit λc = 1.01 ± 0.03, ν ≈ 0.4 fu¨r den Zustand |DW; k =
π/2, Sz
tot,odd=3/2〉. Die Exponenten wurden mit D-log-Pade´-Approximanden berechnet. Da
die S = 3/2 Kette am isotropen Punkt derselben Universalita¨tsklasse wie die S = 1/2
Kette angeho¨rt, erwartet man eine exponentiell verschwindende Energielu¨cke ∆, S = 3/2
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Abbildung 3.10: (a): Anregungslu¨cken ∆/2S2 der Doma¨nenwandanregungen
fu¨r Ketten mit ganzzahligen Spins S = 1, 2. Die Soft-Moden (SZD’s) wurden
hervorgehoben. (b): Die Lu¨cken der entsprechenden Anregungen in Ketten
mit halbzahligen Spins S = 1/2, 3/2. Die logarithmischen Approximanden
fu¨r S = 3/2 wurden du¨nn gedruckt dargestellt.
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am isotropen Punkt. Aus diesem Grund wurden die niedrigsten Moden auf exponentielles
Verschwinden hin untersucht. Die Approximande exp([8, 8]ln(ω−(pi/2))) der Doma¨nenwand
|DW−; k = π/2, Sz
tot,odd=1/2〉 sowie die Approximande exp([8, 8]ln(ω(pi/2))) der Doma¨nenwand
|DW; k = π/2, Sz
tot,odd=3/2〉 fu¨hren jedoch auf λc, die deutlich gro¨ßer als der isotrope Punkt
sind. Diese Approximanden sind du¨nn gedruckt in Abbildung (3.10,b) dargestellt. Die Ab-
weichungen der exp([n+j, n−j]ln, j = ±1,±2 Approximanden voneinander sind zu groß,
als daß man ein Aussage u¨ber ein exponentielles Verschwinden der Energielu¨cke machen
ko¨nnte. An dieser Stelle la¨ßt sich folgern:
• Eine exponentiell divergierende S = 3/2 Korrelationsla¨nge ist konsistent mit den
Daten des statischen Strukturfaktors Szz(π).
• Existiert eine am isotropen Punkt exponentiell verschwindende Doma¨nenwandmode,
so wu¨rde die entsprechende Singularita¨t den Verlauf dieser Mode nur in unmittelbarer
Na¨he des kritischen Punktes λc = 1 beeinflussen. Im Gegensatz dazu bestimmt die
Singularita¨t des S = 1/2 Modells am isotropen Punkt die Kru¨mmung der niedrigsten
Mode in der gesamten Ne´el-Phase 0 ≤ λ < 1.
Die kritischen Eigenschaften der S = 1/2, 1, 3/2, 2 Systeme wurden der ¨Ubersichtlichkeit
halber in Tabelle (3.5) zusammengefaßt.
Spin 1
2
1 3
2
2
∆ exp(− pi2√
8(λc/λ−1)
) (λc − λ)ν ? (λc − λ)ν
λc 1 0.84316 ± 0.00005 1.00± 0.02 ≈ 0.96
ν —— 1.01± 0.02 —— ≈ 1
Tabelle 3.5: Kritische Punkte und Exponenten der Energielu¨cken fu¨r
S = 1/2, 1, 3/2, 2.
3.4.3 Magnonen
Fu¨r Magnonanregungen wurden einerseits RSST-Potenzreihen mit expliziter k-Abha¨ngig-
keit bis zur 8-ten Ordnung, andererseits RST-Reihen mit fixierten k-Werten bis zur 16-ten
Ordnung berechnet (Anhang C). Die Sto¨rungsreihen zeigen ein gutes Konvergenzverhal-
ten: Beispielsweise fu¨hrt die Approximande [4, 4] der ωS=3/2(0) Magnonmode auf λ(mag)c ≈
1.04. In 16-ter Ordnung wird dieser Wert mit [8, 8] um 3% auf λ(mag)c ≈ 1.01 verbessert.
Dabei bezeichnet λ(mag)c den Wert der Anisotropie, fu¨r den das Magnon instabil wird. Die
nichtextrapolierten Zahlenwerte weichen von den durch Pade´-Approximanden extrapolier-
ten Daten um ca. 1% ab.
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3.4.3.1 Dispersion
Zuna¨chst sollen die RST-Reihen fu¨r die niedrigsten Magnonmoden ωS(k = 0) diskutiert
werden. In Abbildung (3.11,a) sind Approximanden fu¨r diese Moden zusammen mit dem
LSWT-Resultat ωLSWT(0)/S = 2
√
1− λ2 dargestellt. Im gesamten Intervall 0 ≤ λ . 1
gilt ωS(0)/S < ωS+1(0)/(S + 1). Dabei ist zu bedenken, daß die Spinwelle als Anregung
u¨ber einem der Ne´el-Zusta¨nde nur in der Ne´el-Phase existiert. Aus diesem Grund wurden
die S = 1, 2 Phasengrenzen zwischen Ne´el-Phase und Haldane-Phase in Abbildung (3.11)
dargestellt. Im Fall des S = 3/2 Systems verla¨uft die Anregungslu¨cke der Spinwelle in der
Umgebung des isotropen Punktes wie
ωS=3/2 ∝ (λ(mag)c − λ)νmag , mit λ(mag)c = 1.00± 0.02, νmag = 0.64± 0.05 ,
im Gegensatz zum LSWT-Resultat νmag = 1/2, S →∞.
In Abbildung (3.11,b) sind nichtextrapolierte RSST-Reihen (8-te Ordnung) fu¨r Magnondi-
spersionen abgebildet. Die Dispersionsrelationen unterscheiden sich durch eine abnehmen-
de Bandbreite mit zunehmendem Spin. Die funktionale Form von ω(k) ist na¨herungsweise
unabha¨ngig von der Gro¨ße des Spins. Insbesondere am isotropen Punkt erwartet man fu¨r
Systeme mit halbzahligem S eine Dispersionrelation ω(k) ∝ | sin(k)|.
3.4.3.2 S = 3/2 Spinwellengeschwindigkeit
Die Spinwellengeschwindigkeit γS ist fu¨r isotrope Systeme mit halbzahligem Spin durch
ωS(k) = 2S γS k, k ≪ π definiert. Nimmt man an, daß das klassische Spinwellenspektrum
ωLSWT = 2S | sin(k)| durch die Quantenfluktuationen in Systemen mit endlichem Spin S
fu¨r alle k-Werte gleichermaßen renormiert wird, so ist es mo¨glich, die Spinwellengeschwin-
digkeit aus ωS(k) = 2S γS | sin(k)| zu bestimmen. In Abbildung (3.12) ist zu erkennen, daß
die ωS(π/2) Mode im Vergleich zur ωS(0) in der Umgebung des isotropen Punktes weniger
variiert. Aus diesem Grund eignet sich die ωS(π/2) Mode zur Bestimmung der Spinwellen-
geschwindigkeit [24].
Fu¨r S = 1/2 ergibt sich aus der Spinon-Dispersion [5] bzw. aus Gleichung (3.9) γ1/2 = π/2.
Im klassischen Grenzfall sinkt dieser Wert gema¨ß der LSWT-Dispersion (3.4) auf γLSWT =
1. Im Fall des S = 3/2 Systems wurde eine RST-Reihe fu¨r die ωS(π/2) Mode berechnet:
S =
3
2
: ωS(π/2) = 3 +
3
10
λ2 + 0.1042λ4 + 0.0594λ6 + 0.0093λ8 (3.65)
+ 0.0078λ10 + 0.0059λ12 + 0.0046λ14 + 0.0038λ16
Pade´-Approximanden dieser Reihe fu¨hren auf eine Spinwellengeschwindigkeit von
S =
3
2
: γS =
1
2S
ωS
(π
2
)
= 1.17± 0.007 . (3.66)
Der mit QMC berechnete Wert betra¨gt γ3/2 ≈ 1.2 [57]. Das DMRG-Resultat γ3/2 ≈ 1.29
[56] stimmt besser mit den in CsVCl3 experimentell ermittelten Daten γ3/2 = 1.26 ± 0.2
u¨berein [71].
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Abbildung 3.11: (a): Pade´-Approximanden von RST-Reihen (16-te Ordnung)
fu¨r die niedrigsten Magnonmoden. (b): RSST-Reihen fu¨r Magnondispersionen
in 8-ter Ordnung fu¨r verschiedene Werte des Spins.
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Abbildung 3.12: Pade´-Approximande fu¨r die Magnonmoden ωS=3/2(0) und
ωS=3/2(π/2)
3.4.4 Zusammenhang zwischen Magnonen und Doma¨nenwa¨nden
Die lokale Spinabweichung beziehungsweise das Magnon der S = 1/2 Kette wurde in
(3.62,3.63), (3.64) als Teil eines 2-Doma¨nenwandzustands charakterisiert. Fu¨r Systeme mit
S > 1/2 gibt es in den Unterra¨umen |Sztot| = 1 ebenfalls einen Zusammenhang zwischen
Magnonen und Doma¨nenwa¨nden. In diesen Unterra¨umen ko¨nnen 2-Doma¨nenwandzusta¨nde
auftreten, die durch |m(1) +m(2)| = 1, (m(1) < m(2)) charakterisiert sind. Dabei bezeich-
nen m(1),m(2) den Wert der Sz-Projektion an den ¨Ubergangspla¨tzen zwischen den Ne´el-
Zusta¨nden.
S = 1 : . . . ↑↓↑↓
m(1)︷︸︸︷
0 ↑↓↑↓ . . . ↑↓↑︸ ︷︷ ︸
l Pla¨tze
m(2)︷︸︸︷
↑ ↓↑↓↑↓ . . . (↑↓ =ˆ ± 1) (3.67)
Die aus den 2-Doma¨nenwandzusta¨nden gebildeten Eigenzusta¨nde zum Translationsopera-
tor enthalten neben dem Schwerpunktswellenvektor k einen Wellenvektor q, welcher der
Impuls der Relativbewegung der beiden Wa¨nde ist. Dieser zusa¨tzliche Freiheitsgrad fu¨hrt
im niederenergetischen Spektrum zu einem Energiekontinuum, welches im folgenden als
Kontinuum bezeichnet wird. Diese Kontinua sollen durch Sztot = m(1) + m(2) klassifiziert
werden. Beispielsweise wird das Kontinuum der Zusta¨nde (3.67) durch Sztot = 0+1 = 1+0
charakterisiert.
Da es nichtverschwindende Matrixelemente zwischen 2-Doma¨nenwandzusta¨nden und Ma-
gnonen gibt, enthalten die sto¨rungstheoretischen Wellenfunktionen der Magnonen diese
Zusta¨nde. Beispielsweise schließt die Wellenfunktion des S = 1 Magnons in a-ter Ord-
nung die Zusta¨nde (3.67) mit l = 1, 2, . . . , a/2 ein. In diesem Sinn kann das Magnon als
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gebundener Zustand zweier Doma¨nenwa¨nde angesehen werden.
3.4.4.1 Magnonen als gebundene Zusta¨nde
Es soll die Frage diskutiert werden, ob Magnonen als gebundene Zusta¨nde in der gesam-
ten Ne´el-Phase 0 ≤ λ < λc existieren. Zu diesem Zweck werden in den Abbildungen
(3.13) und (3.14) die niedrigsten Magnonmoden mit 2-Doma¨nenwandkontinua fu¨r die Spin-
werte S = 1/2, 1, 3/2, 2 im Sztot = 1 Unterraum verglichen. Die Magnonmoden wurden
durch [8, 8]ωS(0) gena¨hert. Die Energien der Kontinuumszusta¨nde wurden jeweils durch
Summation der einzelnen Approximanden fu¨r die Anregungsenergien gebildet, d.h. Wech-
selwirkungseffekte wurden vernachla¨ssigt. Dabei wurden fu¨r die Doma¨nenwa¨nde die in
den Legenden von Abbildung (3.10) aufgefu¨hrten Approximanden verwendet. Die oberen
Ra¨nder der Kontinua werden nicht betrachtet, da die Extrapolationen der ho¨herenergetischen
Doma¨nenwandmoden problematisch sind.
Das S = 1/2 Modell unterscheidet sich von den Systemen mit S > 1/2 offensichtlich
durch das Fehlen eines gebundenen Zustands in der gesamten Ne´el-Phase 0 ≤ λ < 1. Somit
wird das niederenergetische Verhalten der S = 1/2 Kette in der Ne´el-Phase durch Paare
elementarer Doma¨nenwandanregungen bestimmt. Im Gegensatz dazu stellt die Spinwelle
in den Unterra¨umen |Sztot| = 1 die elementare Anregung fu¨r S > 1/2 im Intervall 0 ≤
λ ≪ λc dar. In der Umgebung des kritischen Punktes na¨hert sich die Kurve der ωS(0)
Mode des Magnons dem Kontinuum in den Abbildungen (3.13) und (3.14) an, d.h. die
Bindungsenergie der beiden Doma¨nenwa¨nde verringert sich.
S = 1 xxz-Modell: Die niedrigste Magnonmode schneidet die niedrigste Kontinuums-
mode am kritischen Punkt (innerhalb der Fehlergrenzen). Aus diesem Grund existiert das
Magnon als gebundener Zustand in der gesamten Ne´el-Phase 0 ≤ λ . 0.84. Am kriti-
schen Punkt kondensieren die SZD’s, der Grundzustand der Ne´el-Phase wird instabil und
das Magnon existiert nicht mehr als Anregung u¨ber dem Ne´el-Grundzustand.
S = 3/2 xxz-Modell: Analog zum Fall des S = 1 Systems existiert das Magnon als ge-
bundener Zustand in der gesamten Ne´el-Phase 0 ≤ λ . 1 (innerhalb der Fehlergrenzen).
Die Frage nach der Soft-Mode ist ungekla¨rt, es ist lediglich zu beobachten, daß die Anre-
gungsenergie des Zustands |DW−; k = π/2, Sz
tot,odd=1/2〉 im gesamten Intervall 0 ≤ λ . 1
unter der des Zustands |DW; k = π/2, Sz
tot,odd=3/2〉 verla¨uft.
S = 2 xxz-Modell: Der Fall der S = 2 Kette ist mit dem des S = 1 Systems vergleich-
bar: Die Spinwelle existiert als gebundener Zustand eines SZD’s und einer Doma¨nenwand,
die durch die Sz-Projektionm = 1 am ¨Ubergangsplatz zwischen den beiden Ne´el-Zusta¨nde
charakterisiert ist, in der gesamten Ne´el-Phase 0 ≤ λ . 0.96. Die Soft-Mode des Systems
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Abbildung 3.13: Sztot = 1 Unterraum: (a) S = 1/2: 2-Doma¨nenwandkontinu-
um gema¨ß (3.8). (b) S = 3/2: Die ωS=3/2(0) Magnonmode unter dem durch
Sztot = 3/2− 1/2 definierten Kontinuum.
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Abbildung 3.14: Sztot = 1 Unterraum: Die niedrigste Magnonmode im Ver-
gleich zum 2-Doma¨nenwandkontinuum. Sowohl fu¨r S = 1 als auch fu¨r S = 2
wurde das durch Sztot = 1 + 0 definierte Kontinuum betrachtet.
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ist der SZD. In Abbildung (3.14) ist jedoch augenfa¨llig, daß die Kurve der Magnonmo-
de ωS=2(0) die Kurve der niedrigsten Kontinuumsmode nicht am kritischen Punkt schnei-
det. Dies ko¨nnte folgende Gru¨nde haben: Einerseits ist λc ≈ 0.96, S = 2 lediglich eine
Abscha¨tzung fu¨r die untere Grenze des kritischen Punktes, andererseits weisen die Appro-
ximanden der Zusta¨nde |DW±; k = 0, Sz
tot,odd=1〉 in der Umgebung des kritischen Punktes
große Abweichungen voneinander auf.
Abschließend sei bemerkt, daß es neben den in Abbildung (3.13) und (3.14) dargestellten
Kontinua sowohl fu¨r S = 3/2 als auch fu¨r S = 2 weitere 2-Doma¨nenwandkontinua gibt:
• S = 3/2: Sztot = 3/2− 1/2 (Abbildung (3.13)) und Sztot = 1/2 + 1/2.
• S = 2: Sztot = 1 + 0 (Abbildung (3.14)) und S = 2− 1.
Die Untersuchung der Kontinua Sztot = 1/2 + 1/2 fu¨r S = 3/2 und Sztot = 2− 1 fu¨r S = 2
fu¨hrt jedoch auf keine neuen Resultate.
3.4.4.2 Crossover in Ketten mit ganzzahligem Spin
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Abbildung 3.15: Die niedrigste Magnonmode im Sztot = 1 Unterraum im Ver-
gleich mit den niedrigsten Moden der durch Sztot = 0 + 0 und Sztot = 1 + 0
definierten Kontinua fu¨r (a) S = 1, (b) S = 2.
Betrachtet man zusa¨tzlich zu den Unterra¨umen |Sztot| = 1 die Anregungen im Unterraum
Sztot = 0 in Ketten mit einer geraden Anzahl von Gitterpla¨tzen, so ergibt sich in Systemen
mit ganzzahligem Spin ein Crossover: Die niedrigste Mode des Kontinuums Sztot = 0 + 0,
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welches im Sztot = 0 Unterraum aus den Anregungsenergien zweier SZD’s gebildet wird,
schneidet die niedrigste Magnonmode ωS(0) an dem Punkt λcross (λcross < λc). Im Intervall
0 ≤ λ < λcross ist die niedrigste Anregung durch das Magnon gegeben. Im Intervallλcross <
λ < λc stellen SZD’s im Sztot = 0 Unterraum die elementaren Anregungen dar.
Abbildung (3.15) illustriert dieses Verhalten fu¨r die Systeme mit S = 1, 2. Analog zu
(3.4.4.1) wurden die Magnonmoden durch [8, 8]ωS(0) gena¨hert. Die Energien der Konti-
nuumszusta¨nde wurden jeweils durch Summation der einzelnen Approximanden gebildet
(s. Legende in Abbildung (3.10)). Im Fall des S = 1 Systems ergibt sich λcross ≈ 0.57,
fu¨r die S = 2 Kette verschiebt sich dieser Wert in Richtung des isotropen Punktes zu
λcross ≈ 0.91. Dieser Crossover-Effekt existiert ausschließlich in Modellen mit ganzzah-
ligem Spin, da die ωS(0) Mode des Magnons dieser Systeme am kritischen Punkt λc ei-
ne endliche Anregungslu¨cke aufweist. Im Gegensatz dazu verschwindet die Magnonmode
ω3/2(0) am kritischen Punkt λc ≈ 1 fu¨r das S = 3/2 Modell.
KAPITEL 4
S = 1/2 Zick-Zack-Ketten
In diesem Kapitel werden elementare Anregungen im eindimensionalen S = 1/2Heisenberg-
Modell mit antiferromagnetischer, alternierender na¨chster-Nachbar-Wechselwirkung (nn)
und antiferromagnetischer u¨berna¨chster-Nachbar-Wechselwirkung (nnn) untersucht. Die-
se Wechselwirkungen sind schematisch in Abbildung (4.1) dargestellt. Dieses als Zick-
1 11+γ
α/2
α/2 aα/2
α/2
1+γ
2l-1
2l
2l+1
2l+2
Abbildung 4.1: Wechselwirkungen der S = 1/2 Zick-Zack-Kette. Die Pfeile verdeutlichen
die Kettenrichtung.
Zack-Kette oder verallgemeinerte Spinleiter bezeichnete Modell wird durch den SU(2)-
invarianten Hamilton-Operator
H = Hrung + (1 + γ)Hdiag +
α
2
H leg (4.1)
Hrung =
L∑
l=1
~S2l−1~S2l Hdiag =
L∑
l=1
~S2l ~S2l+1
H leg =
L∑
l=1
[
~S2l−1~S2l+1 + ~S2l~S2l+2
]
beschrieben [18], [72], [73], [74]. In Analogie zu den vorherigen Kapiteln wird die Energie
in Einheiten des Austauschintegrals der Sprossenwechselwirkung angegeben. Es werden
periodische Randbedingungen verwendet. Die Einheitszelle besteht aus zwei Spins. Fu¨r die
in Abbildung (4.1) definierte Gitterkonstante soll a → 1 gelten. N bezeichnet die Anzahl
der Spins, L = N/2 die Anzahl der Einheitszellen. Im folgenden numeriert der Index l =
1, . . . , L die Sprossen, l′ = 1, . . . , L bezeichnet die Diagonalen in Abbildung (4.1). Das
durch die Parameter α, γ aufgespannte Phasendiagramm ist in Abbildung (4.2) dargestellt.
Die obere Halbebene des Phasendiagramms γ > 0 ist mit dem Streifen −1 < γ < 0 durch
die Transformation
γ → − γ
1 + γ
, α→ − α
1 + γ
(4.2)
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Abbildung 4.2: Phasendiagramm der S = 1/2 Zick-Zack-Kette.
verbunden. Auf der Linie (α ≤ αc, γ = 0) , αc ≈ 0.4822 ist das System kritisch, im
verbleibenden Bereich des Phasendiagramms (α > 0) ist die Zick-Zack-Kette durch einen
ungeordneten Grundzustand (Spinflu¨ssigkeit) und eine endliche Anregungslu¨cke charakte-
risiert. Der Phasenu¨bergang von der Spinflu¨ssigkeitsphase auf die kritische Linie ist ein
¨Ubergang 2-ter Ordnung und durch eine exponentiell divergierende Korrelationsla¨nge cha-
rakterisiert [19], [20], [75], [76]. Folgende Punkte (α, γ) des Phasendiagramms seien her-
vorgehoben:
• (0, 0): S = 1/2 Heisenberg-Antiferromagnet (HAFM). Der eindeutige Grundzustand
ist ein Singlett mit algebraisch zerfallenden ra¨umlichen Korrelationsfunktionen. Ele-
mentare Anregungen sind Stot = 1/2 Spinonen, die nur in Paaren auftreten (vgl.
Kapitel 3).
• (1, 0): Majumdar-Ghosh-Modell (MG) [14]. Dieses VBS-Modell hat die beiden ent-
arteten Grundzusta¨nde:
|0r〉 =
L∏
l=1
|s〉l und |0d〉 =
L∏
l′=1
|s〉l′ (4.3)
|s〉l = 1√
2
(| ↑2l−1↓2l〉 − | ↓2l−1↑2l〉)
|s〉l′ = 1√
2
(| ↑2l′↓2l′+1〉 − | ↓2l′↑2l′+1〉)
Die von Shastry und Sutherland eingefu¨hrten Kinks (SS-Kinks) sind eine sehr gute
Na¨herung fu¨r die elementaren Anregungen [25]. Ein Kink ist als freier Spin zwischen
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den beiden Grundzusta¨nden des MG-Modells definiert (vgl. Abbildung (4.3,a.)). Die-
se Soliton-artigen Zusta¨nde sind durch Stot = 1/2 charakterisiert und ko¨nnen nur in
Paaren auftreten.
• (0,−1): Dimer-Modell (D). Die Sprossen der Leiter sind entkoppelt, der Grundzu-
stand ist trivialerweise ein Produkt aus Sprossen-Singletts. Anregungen ergeben sich
durch das Ersetzen eines Sprossen-Singletts durch ein Triplett.
• (0 ≤ α < 1 , γ = α − 1): Sutherland-Shastry-Linie (SS-Linie). Einer der beiden
Grundzusta¨nde des MG-Modells |0r〉 ist eindeutiger Grundzustand auf der gesamten
SS-Linie. Am MG-Punkt findet ein Phasenu¨bergang 1-ter Ordnung (Crossover) statt.
• (−1, 2): Spinleiter (L). Dieses Modell wurde aufgrund seiner experimentellen Rele-
vanz intensiv untersucht [77], [78], [79], [80], [81], [82]. Ein ¨Ubersichtsartikel sowie
eine ausfu¨hrliche Referenzenliste befinden sich in [15]. Der eindeutige Grundzustand
ist ein Singlett (Lieb-Mattis-Theorem). Als elementare Anregung findet man ein Tri-
plett. Die Dispersionsrelation stimmt qualitativ mit der des S = 1 Haldane-Tripletts
u¨berein, wobei die Anregungslu¨cke der Leiter gro¨ßer als die des Haldane-Tripletts ist
(siehe z.B. Abbildung 4 in [73]).
• (α = konst., γ → −∞): Die Singletts auf den Diagonalen liegen energetisch un-
endlich hoch, das System wird zum S = 1 HAFM. Elementare Anregung ist das
Haldane-Triplett.
Ziel dieses Kapitels ist die Formulierung einer Variationswellenfunktion, welche die ele-
mentaren Anregungen in dem nichtkritischen Bereich des α-γ-Phasendiagramms qualitativ
korrekt wiedergibt. Es soll der Zusammenhang zwischen den SS-Kinks, dem Leiter-Triplett
und dem Haldane-Triplett untersucht werden [84].
Im ersten Abschnitt werden Matrix-Produkt-Wellenfunktionen (MP) [85], [86] fu¨r den Grund-
zustand und fu¨r die elementare Anregung konstruiert. Es wird die Berechnung von Erwar-
tungswerten erla¨utert (s. Anhang D). Die Diskussion der Energieerwartungswerte ist Thema
des zweiten und dritten Abschnitts. Die Ergebnisse der Variationsrechnungen werden mit
von U. Neugebauer berechneten Lanczos-Daten aus [73] und [83] verglichen.
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4.1 Matrix-Produkt-Variationswellenfunktionen
4.1.1 Grundzustand
Zuna¨chst soll eine Variationswellenfunktion fu¨r den Grundzustand konstruiert werden. Den
Ausgangspunkt bildet das MG-Modell. Die beiden Grundzusta¨nde ko¨nnen folgendermaßen
als MP-Wellenfunktion dargestellt werden [73]:
|0d〉 = Tr
[
L∏
l′=1
g(MG1)l′
]
, g(MG1)l′ =
( |s〉l′ 0
0 |s〉l′
)
(4.4)
|0r〉 = 1√
2
Tr
[
L∏
l′=1
g(MG2)l′
]
, g(MG2)l′ =
( | ↑↓〉l′ −| ↑↑〉l′
| ↓↓〉l′ −| ↓↑〉l′
)
(4.5)
Im Fall von (4.4) handelt es sich offensichtlich um eine Singlett-Produkt-Wellenfunktion.
Mittels vollsta¨ndiger Induktion kann gezeigt werden, daß (4.5) eine Darstellung der Singlett-
Produkt-Wellenfunktion |0r〉 ist. Die Spurbildung in (4.4) und (4.5) fu¨hrt auf Eigenzusta¨nde
zum Translationsoperator, der aufgrund der periodischen Randbedingungen mit dem Hamilton-
Operator vertauscht. Es kann gezeigt werden, daß (4.4) und (4.5) Spezialfa¨lle der einpara-
metrigen Familie
|ψ(u)〉 = Tr
[
L∏
l′=1
gl′
]
, gl′ =
(
a|t0〉l′ + b|s〉l′ −a
√
2|t+〉l′
a
√
2|t−〉l′ −a|t0〉l′ + b|s〉l′
)
(4.6)
von Singlett-MP-Wellenfunktionen mit u = a/b sind [32]. Die Tripletts in (4.6) sind durch
|t+〉l′ = | ↑2l′↑2l′+1〉 , |t−〉l′ = | ↓2l′↓2l′+1〉 , (4.7)
|t0〉l′ = 1√
2
(| ↑2l′↓2l′+1〉 + | ↓2l′↑2l′+1〉) (4.8)
definiert. Die Wellenfunktion (4.6) kann als Variationswellenfunktion betrachtet werden,
da sie am MG-Punkt (u = 0, u = 1) und auf der SS-Linie (u = 1) die exakten Grund-
zusta¨nde bzw. den exakten Grundzustand darstellt. Der Variationsparameter ist das Verha¨lt-
nis u = a/b. Die Parameter a, b werden zuna¨chst komplex gewa¨hlt, die Minimierung des
Energieerwartungswertes fu¨hrt jedoch auf reelle a, b.
Im Grenzfall b → 0, der sich fu¨r γ → −∞ ergeben sollte, reduziert sich (4.6) auf den
Grundzustand des AKLT-Modells (3.13), [13]. Der AKLT-Grundzustand beschreibt den
Grundzustand des S = 1 HAFM qualitativ korrekt [52], [87]. Vernachla¨ssigt wird in dieser
Na¨herung eine Sto¨rung der verborgenen Ordnung (3.11), was mit dem nichtlokalen String-
Order-Parameter (3.12) gemessen werden kann.
Die Wellenfunktion (4.6) weist ebenfalls verborgene Ordnung auf. Die Verallgemeinerung
des Ordnungsparameters auf Leitersysteme wurde in [18], [88], [73] betrachtet. Die ent-
sprechende Verallgemeinerung der Kennedy-Tasaki-Transformation wurde von Takada und
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Watanabe konstruiert [89], [90]. Die Wellenfunktion (4.6) wird durch diese Transformation
in eine Summe von Produktwellenfunktionen transformiert.
Die Norm der Wellenfunktion (4.6) sowie Erwartungswerte ko¨nnen gema¨ß [86] mit der
sogenannten Transfermatrix
G = g† ⊗ g , wobei G(i1,j1),(i2,j2) = (g†l′)i1,i2 (gl′)j1,j2 fu¨r alle Diagonalen l′ , (4.9)
berechnet werden. Aus der Normierung
〈ψ(u)|ψ(u)〉 = Tr (GL) = λL1 + λL2 + λL3 + λL4 L→∞−→ λL1 , λ1 < λ2 = λ3 = λ4 (4.10)
ergibt sich die Nebenbedingung
λ1 = 3a
2 + b2
!
= 1 , (4.11)
wobei λ1, . . . , λ4 die Eigenwerte der G-Matrix sind. Die Minimierung des Energieerwar-
tungswertes wird in Abschnitt 4.2 diskutiert.
4.1.2 Triplett-Anregung
Da MP-Zusta¨nde mit Stot als guter Quantenzahl konstruiert werden ko¨nnen [32], besteht
die Mo¨glichkeit, MP-Variationswellenfunktionen fu¨r angeregte Zusta¨nde zu betrachten. Es
soll eine Variationswellenfunktion |ψµ〉 , µ = ±, 0 fu¨r angeregte Triplett-Zusta¨nde mit
folgenden Eigenschaften konstruiert werden (µ = ±, 0 =ˆ Sztot = ±1, 0):
1. Am MG-Punkt soll |ψµ〉 den Ansatz von Shastry und Sutherland - zwei freie SS-Kinks
- reproduzieren.
2. |ψµ〉 soll die von Caspers und Magnus entdeckte exakte Mode
L∑
l=1
(−1)l|s〉1|s〉2 . . . |tµ〉l . . . |s〉L−1|s〉L µ = ±, 0 (4.12)
auf der SS-Linie enthalten [91].
3. Im Grenzfall γ →−∞ soll sich die Na¨herung von Fa´th und So´lyom fu¨r das Haldane-
Triplett ergeben [46], [47]. Bei dieser Na¨herung handelt es sich um ein Soliton bezu¨glich
der verborgenen Ordnung, das auf folgende Weise als MP-Zustand dargestellt werden
kann:
|ψµ(k)〉 = 1√
L
L∑
n=1
eiknTr
[
g
(AKLT)
1 g
(AKLT)
2 . . . g
(AKLT)
n−1
(
σ(µ)
)†
g(AKLT)n . . . g
(AKLT)
L−1 g
(AKLT)
L
]
(4.13)
Dabei ergibt sich g(AKLT)l′ aus (4.6) im Grenzfall b→ 0. Die σ(µ) sind die Matrizen
σ(±) = ∓ 1√
2
(
σ(x) ± iσ(y)) , σ(0) = σ(z) , (4.14)
wobei σ(x), σ(y), σ(z) die Pauli-Matrizen sind.
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Aus dem ersten Punkt der Aufza¨hlung geht hervor, daß |ψµ〉 eine 2-Teilchenwellenfunktion
sein muß, d.h. Funktion zweier Impulse q1, q2 ist. Ausgangspunkt zur Konstruktion von |ψµ〉
bildet wiederum das MG-Modell. Die in Abbildung (4.3, a.) illustrierte Konfiguration zweier
SS-Kinks, die r = m − n (r ≥ 0) Sprossen voneinander getrennt sind, kann auf folgende
Weise als MP-Wellenfunktion dargestellt werden:
Tr
[(
n∏
l′=1
g(MG2)l′
)
σ(−)
m∏
l′=n+1
g(MG1)l′
L∏
l′=m+1
g(MG2)l′
]
(4.15)
= Tr
[( | ↑〉|s〉(r)1 . . . |s〉(r)n | ↓〉 −| ↑〉|s〉(r)1 . . . |s〉(r)n | ↑〉
| ↓〉|s〉(r)1 . . . |s〉(r)n | ↓〉 −| ↓〉|s〉(r)1 . . . |s〉(r)n | ↑〉
)(
0 0√
2 0
)
(4.16)( |s〉(d)n+1 . . . |s〉(d)m −|s〉(d)n+1 . . . |s〉(d)m
|s〉(d)n+1 . . . |s〉(d)m −|s〉(d)n+1 . . . |s〉(d)m
)
(4.17)( | ↑〉|s〉(r)m+2 . . . |s〉(r)L | ↓〉 −| ↑〉|s〉(r)m+2 . . . |s〉(r)L | ↑〉
| ↓〉|s〉(r)m+2 . . . |s〉(r)L | ↓〉 −| ↓〉|s〉(r)m+2 . . . |s〉(r)L | ↑〉
)]
(4.18)
∝ |s〉(r)1 . . . |s〉(r)n | ↑〉|s〉(d)n+1 . . . |s〉(d)m | ↑〉|s〉(r)m+2 . . . |s〉(r)L (4.19)
Um den Unterschied zwischen Singletts auf Sprossen bzw. Diagonalen hervorzuheben, wur-
den den Zusta¨nden in (4.16) - (4.19) die Superskripte (r)=ˆ (Sprosse) und (d)=ˆ (Diagonale)
hinzugefu¨gt.
Singletts
auf Diagonalen
a.)
b.)
l=
1
l=
n
l’=
n+
1
l’=
m
l=
L
l=
m
+2
Abbildung 4.3: a.) Darstellung zweier SS-Kinks zwischen den beiden MG-Grundzusta¨nden.
Der Index l nummeriert die Sprossen, der Index l′ die Diagonalen. Die hervorgehobenen
Sprossen/Diagonalen symbolisieren Singletts. b.) Schematische Darstellung der Zusta¨nde
|n,m,+〉 in (4.22). Ovale mit durchgezogenen Linien symbolisieren gl′ , Ovale mit gestri-
chelten Linien entsprechen g(MG1)l′
Bewegt man sich im Phasendiagramm (4.2) vom MG-Punkt auf der SS-Linie in Rich-
tung des D-Punktes, so bleibt |0r〉 Grundzustand des Modells. Der Energieerwartungswert
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vom Zustand |0d〉, der kein Eigenzustand auf der SS-Linie ist, steigt proportional zur Sy-
stemgro¨ße. Aus diesem Grund ko¨nnen die beiden SS-Kinks keinen Streuzustand auf Linie
(0 ≤ α < 1 , γ = α − 1) bilden. Es ist zu erwarten, daß die beiden Kinks auf der SS-Line
einen gebundenen Zustand mit α-abha¨ngiger Lokalisierung ξ(α) formen. Der Begriff Loka-
lisierung bezeichnet in diesem Kapitel die charakteristische Entfernung (Bindungsla¨nge)
zweier gebundener Kinks. Am D-Punkt muß diese Lokalisierung maximal werden, d.h.
limα→0 ξ(α) = 0, da die Spins, die das Triplett bilden, auf eine Sprosse beschra¨nkt sind:
|s〉(r)1 . . . |s〉(r)n−1| ↑〉|s〉(d)n . . . |s〉(d)n+r−1| ↑〉|s〉(r)n+r+1 . . . |s〉(r)L
(α→0,γ=α−1)−→ |s〉(r)1 . . . |s〉(r)n−1|t+〉(r)n |s〉(r)n+1 . . . |s〉(r)L
Indem man ξ(α) als Variationsparameter betrachtet, kann man auf der SS-Linie folgende
Triplett-Wellenfunktion konstruieren:
|ψµ(k, q)〉 =
∑
m>n
ei[k(m+n)/2+q(m−n)/2]−(m−n)/ξ|n,m;µ〉 (4.20)
|n,m;µ〉SS-Linie = Tr
[(
n∏
l′=1
g(MG2)l′
)(
σ(µ)
)† m∏
l′=n+1
g(MG1)l′
L∏
l′=m+1
g(MG2)l′
]
(4.21)
Eine Verallgemeinerung von (4.21) auf das gesamte Phasendiagramm ohne die kritische
Linie ist auf folgende Weise mo¨glich: Der Grundzustand wird durch die Variationswellen-
funktion (4.6) mit u = umin(α, γ) beschrieben, d.h. g(MG1)l′ → gl′ fu¨r l′ < n und l′ > m in
(4.21). Zur Bestimmung des Teils der Wellenfunktion zwischen den beiden Kinks sei fol-
gende Eigenschaft des Grundzustandsenergieerwartungswertes, der im na¨chsten Abschnitt
diskutiert wird, vorweggenommen: E0(u) besitzt im Intervall −∞ < u < ∞ , α > −γ
zwei Minima. Eines der Minima u = umin(α, γ) > 0 ist globales Minimum. Das andere
Minimum u = 0 ∀ α, γ entspricht dem MG-Grundzustand |0d〉. Der Zustand zwischen den
Kinks soll dem Minimum u = 0 entsprechend durch Singletts auf den Diagonalen beschrie-
ben werden. Somit ergibt sich folgender allgemeiner Ansatz fu¨r |n,m;µ〉:
|n,m;µ〉 = Tr
[(
n∏
l′=1
gl′
)(
σ(µ)
)† m∏
l′=n+1
g(MG1)l′
L∏
l′=m+1
gl′
]
, u = umin(α, γ) (4.22)
Die Zusta¨nde (4.22) sind schematisch in Abbildung (4.3) dargestellt. Der 2-Kink-Ansatz
(4.20), (4.22) ist ein Triplett und erfu¨llt die geforderten Voraussetzungen.
Die Berechnung des Erwartungswertes
ω(k, q, ξ) =
〈ψµ(k, q)|H − E0(umin)|ψµ(k, q)〉
〈ψµ(k, q)|ψµ(k, q)〉 (4.23)
wird in Anhang D erla¨utert. Die Diskussion von aus (4.23) resultierenden Dispersionsrela-
tionen sowie die Eigenschaften des Variationsparameters ξ = ξ(k) sind Thema des letzten
Abschnitts.
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4.2 Grundzustandserwartungswerte
Da die Variationswellenfunktion des Grundzustands (4.6) auch Teil des Ansatzes der ele-
mentaren Anregungen in (4.20),(4.22) ist, muß man notwendigerweise untersuchen, in wel-
chen Bereichen des Phasendiagramms der Ansatz (4.6) den Grundzustand quantitativ/quali-
tativ korrekt beschreibt. Zu diesem Zweck werden in diesem Abschnitt Grundzustandser-
wartungswerte der Energie und der Korrelationen untersucht. Mit der in (4.9) definierten
Transfermatrix G ergibt sich fu¨r den Energieerwartungswert:
E0(a, b)
L
= Tr
[
AGL−2
] (4.24)
= −3
4
(1 + γ)(b2 − a2) + 3a2(b+ a)(b(α− 1) − a(α+ 1)) , (L→∞)
A(i1,j1),(i2,j2) = (g
†
l′ g
†
l′+1)i1,i2 Hl′,l′+1 (gl′ gl′)j1,j2
Hl′,l′+1 = ~S2n+1~S2n+2 + (1 + γ)
(
~S2n~S2n+1 + ~S2n+2~S2n+3
)
(4.25)
+
α
2
(
~S2n+1~S2n+3 + ~S2n~S2n+2
)
(vgl. Abbildung (4.1))
Mit der Norm (4.11) als Nebenbedingung ergeben sich die Relationen
a =
u√
1 + 3u2
, b =
1√
1 + 3u2
. (4.26)
Aus (4.24) und (4.26) folgt die zu minimierende Funktion E0(u). Das globale Minimum
E0(umin) dieser Funktion kann als Nullstelle eines Polynoms 3-ter Ordnung analytisch be-
rechnet werden. Wie im letzten Abschnitt vorweggenommen, hat E0(u) auf der reellen Ach-
se fu¨r α > −γ neben dem globalen Minimum ein weiteres Minimum. Dieses liegt bei u = 0,
was dem Zustand |0d〉 entspricht. Abbildung (4.4) illustriert diese Eigenschaft anhand drei-
er Beispiele. Weiterhin ist zu erkennen, daß die zweifache Grundzustandsentartung auf der
Linie (α > αc, γ = 0) ausschließlich am MG-Punkt E0(umin) = E0(0) korrekt beschrieben
wird.
In Abbildung (4.5,links) ist E0(umin) fu¨r die Linien (0 ≤ α ≤ 2, γ = 0) und (0 ≤ α ≤
2, γ = −1) aufgetragen. Im Fall einer homogenen nn-Wechselwirkung (γ = 0) hatE0(umin)
ein Maximum am MG-Punkt. Dies stimmt mit der Grundzustandsenergie der von Zeng und
Parkinson formulierten RVB-Wellenfunktion [92], die am MG-Punkt ebenfalls exakt ist,
u¨berein. Im Intervall α > 0 gilt E(MP)0 > E
(RVB)
0 , andererseits ergibt sich E
(MP)
0 < E
(RVB)
0
fu¨r den Fall α < 0.
Auf der Linie (0 ≤ α ≤ 2, γ = −1) wird E0(umin) mit extrapolierten (L → ∞) Lanczos-
Daten aus [73] verglichen. Am D-Punkt liefert der Variationsansatz die exakte Grundzu-
standsenergie, mit zunehmendem α wird die Variationsenergie schlechter.
Fu¨r das Leitermodell liegt E0(umin)/L ≈ −1.102 ca. 5% u¨ber dem (numerisch) exakten
Wert E0/L ≈ −1.156. Fu¨r dieses Modell ist der Wert der MP-Wellenfunktion vergleichbar
mit der Grundzustandsenergie E(RVB)0 /L ≈ −1.112 einer weiteren von Fan und Ma [93]
konstruierten RVB-Variationswellenfunktion.
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Abbildung 4.4: Beispiele fu¨r die Minima des Erwartungswertes E0(u).
Die Korrelationsfunktionen
〈SxnSxn+r〉 = 〈SynSyn+r〉 = 〈SznSzn+r〉 ∝ a2
(
λ2
λ1
)r
∝ (−1)ν e−r/ξ (4.27)
ξ−1 = ln
(
1 + 3u2min
|1− u2min|
)
, ν =
{
0 , α > 1 + γ
1 , 0 ≤ α ≤ 1 + γ (4.28)
ko¨nnen ebenfalls mit dem Transfermatrixformalismus berechnet werden.
Im rechten Teil von Abbildung (4.5) sind die Korrelationsla¨ngen der entsprechenden Linien
dargestellt. Deutlich zu erkennen ist das Verschwinden von ξ am MG-Punkt: Gema¨ß (4.28)
gilt ξ → 0 nur fu¨r |0r〉. Im Fall des MG-Grundzustands |0d〉 verschwindet die Korrelations-
funktion wegen des Vorfaktors a2. Das Verhalten der von Zeng und Parkinson ermittelten
RVB-Korrelationsla¨nge stimmt fu¨r (α > 0, γ = 0) mit dem MP-Ansatz u¨berein. Fu¨r ab-
nehmende alternierende Wechselwirkung (α < 0, γ = 0) wa¨chst die MP-Korrelationsla¨nge
sta¨rker als die RVB-Korrelationsla¨nge an.
Auf der Linie (0 ≤ α ≤ 2, γ = −1) verschwindet ξ am D-Punkt und steigt monoton mit
zunehmendem α.
Am Leiterpunkt wird die exakte Korrelationsla¨nge ξ ≈ 3.19 durch ξ(MP) ≈ 0.815 gena¨hert.
Der Wert der RVB-Wellenfunktion betra¨gt ξ(RVB) ≈ 0.238. Die Unterscha¨tzung der Korre-
lationsla¨nge durch die MP-Variationswellenfunktion ist ein bekanntes Problem. Na¨hert man
den Grundzustand des S = 1 HAFM durch den AKLT-Grundzustand, so unterscha¨tzt man
den exakten Wert ξ ≈ 6.2 durch ξ(MP) = −1/ ln(3) ≈ 0.910 erheblich.
Abschließend soll der Grenzfall desS = 1HAFM diskutiert werden. Dazu wird die Singlett-
Amplitude b in eine Potenzreihe um−1/(1 + γ) entwickelt. Die Entwicklungskoeffizienten
werden aus den Nullstellen von dE0(b)/db = 0 bestimmt. Auf diese Weise ergeben sich
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Abbildung 4.5: Links: Variationsenergien E0(umin) im Vergleich mit extrapolierten
Lanczos-Daten. Rechts: Korrelationsla¨ngen der MP-Variationswellenfunktion.
folgende Potenzreihen fu¨r das Singlett-Gewicht b2 und die Grundzustandsenergie:
b2 =
1
3(1 + γ)2
+
10α − 2
9(1 + γ)3
+ . . . (4.29)
E0
L
=
1 + γ
4
− α+ 1
3
+
1
3(1 + γ)
+
5α − 1
9(1 + γ)2
+ . . . (4.30)
Offensichtlich gilt b2 γ→−∞−→ 0 in Gleichung (4.29), d.h. die Diagonalen stellen im Grenzfall
γ → −∞wie erwartet effektive Spins S = 1 dar. Die Energie (4.30) entspricht fu¨r γ → −∞
der Na¨herung der S = 1 Grundzustandesenergie durch den Erwartungswert des AKLT-
Zustands. Der erste Term in (4.30) beschreibt die Energie der Tripletts auf den Diagonalen,
der zweite Term la¨ßt sich folgendermaßen ausdru¨cken:
E(AKLT)0 = −
4
3
Jeff , Jeff =
α+ 1
4
. (4.31)
Jeff ergibt sich dabei aus der Summe der Wechselwirkungen zweier Tripletts auf den Diago-
nalen.
Die Eigenschaften der MP-Varationswellenfunktion fu¨r den Grundzustand lassen sich wie
folgt zusammenfassen:
• Der MP-Ansatz kann den Grundzustand in Bereichen kleiner ξ quantitativ korrekt
beschreiben. Dies trifft insbesondere in der Umgebung der SS-Linie und des MG-
Punktes zu.
• Fu¨r zunehmende Werte von α und γ = konst. nimmt die Qualita¨t der Variationswel-
lenfunktion ab.
• Fu¨r zunehmende Werte von −γ und α = konst. entspricht der MP-Ansatz (4.6) der
Na¨herung des S = 1 Grundzustandes durch den AKLT-Zustand.
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4.3 2-Kink-Anregungen
Die Berechnung des Erwartungswertes (4.20), (4.22), die in Anhang D skizziert ist, erfor-
dert mehrere Fallunterscheidungen, da es sich um eine 2-Teilchenwellenfunktion handelt.
Der Ausdruck fu¨r ω(k, q, ξ) wurde mittels Computer-Algebra im Limes L → ∞ berechnet
und erstreckt sich u¨ber mehrere Seiten. Die Minimierung des Erwartungswertes bezu¨glich
ξ wurde numerisch mit einem Algorithmus aus den Numerical Recipes durchgefu¨hrt und
fu¨hrt auf eine Funktion ξ(k), die vom Schwerpunktswellenvektor und den Parametern des
Hamilton-Operators abha¨ngt. Dabei ergab sich folgende allgemeine Relation:
lim
k→pi
ξ(k) = 0 ∀α, γ (4.32)
Abbildung (4.11) stellt den Grenzwert (4.32) anhand zweier Beispiele dar. Der Realteil des
Relativimpulses q stellt im Fall gebundener Kinks ξ <∞ einen internen Freiheitsgrad dar.
Da es sich hier um einen Variationsansatz handelt, kann keine Quantisierungsbedingung
fu¨r q gewonnen werden. Es soll daher nur q = qmin fu¨r die niedrigste Anregungsenergie
ω(k, qmin, ξ) ≤ ω(k, q, ξ) betrachtet werden. Die Minimierung bezu¨glich q fu¨hrt auf qmin =
0 im gesamten Phasendiagramm. Die Linie γ = 0 muß gesondert betrachtet werden, da der
Grundzustand fu¨r α > αc zweifach entartet ist. Die 2-Kink-Dispersionsrelation sowie die
Lokalisierung ξ soll in folgenden Bereichen des Phasendiagramms untersucht werden:
• Auf der Linie γ = 0 in der Umgebung des MG-Punktes.
• In der Umgebung der SS-Linie α ≥ γ + 1. Da die niedrigste Mode des MG-Modells
zum Wellenvektor k0 = 0, die der Spinleiter jedoch zu k0 = π geho¨rt, muß in dem
Bereich α ≥ γ + 1 ein Wechsel des Wellenvektors der niedrigsten Mode k0 = 0→ π
stattfinden. Dieser Wechsel von k0 bestimmt einen inkommensurablen Bereich im
Phasendiagramm.
• Auf der Linie (0 ≤ α ≤ 2, γ = −1), die Leitermodellen entspricht .
Die Resultate der Variationsrechnung wurden mit Lanczos-Daten fu¨r 24 Spins aus [83] ver-
glichen.
4.3.1 Die Linie γ = 0
Auf der Linie (α > αc, γ = 0) herrscht eine zweifache Grundzustandsentartung. Eine Mi-
nimierung von (4.24) fu¨hrt in diesem Bereich auf einen Grundzustand mit umin 6= 1 fu¨r
α 6= 1. Der zweite Grundzustand ergibt sich durch Vertauschen von Sprossen und Diagona-
len 2n + 1 → 2n − 1 ∀ n in Abbildung (4.1), da die Transformation (4.2) invariant unter
2n + 1 → 2n − 1 ∀ n ist. Im Rahmen des 2-Kink-Ansatzes (4.20), (4.22) kann jedoch nur
einer dieser Grundzusta¨nde realisiert werden. Um die zweifache Grundzustandsentartung
zu realisieren, wurde daher in (4.22) umin = 1 gesetzt. Dieser Ansatz entspricht dem von
74 Kapitel 4. S = 1/2 Zick-Zack-Ketten
Shastry und Sutherland und soll nun auf den MG-Punkt sowie dessen Umgebung angewandt
werden.
Die Dispersionsrelation der Streuzusta¨nde, welche sich im Grenzfall ξ → ∞ ergibt, nimmt
folgende kompakte Form an:
ω(k, q) = ǫ
(
k + q
2
)
+ ǫ
(
k − q
2
)
(4.33)
ǫ(k(Kink)) =
α
8
(5 + 4 cos(k(Kink))) + (1− α)
{
3
8
+
4 + 5cos(k(Kink))
5 + 4 cos(k(Kink))
}
(4.34)
Die Dispersion eines einzelnen Kinks ist durch (4.34) gegeben. In Abbildung (4.6) sind
Streuzusta¨nde, gebundene Zusta¨nde sowie Lanczos-Daten am MG-Punkt dargestellt. Die
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Abbildung 4.6: Streuzusta¨nde und gebundene Zusta¨nde am MG-Punkt. Die Symbole stellen
Lanczos-Daten (N = 24) dar. Der Bildeinsatz zeigt die Lokalisierung ξ fu¨r die gebundenen
Zusta¨nde, die im Intervall 0.68 < k ≤ π auftreten.
Minimierung von ω(k, 0, ξ) fu¨hrt in ¨Ubereinstimmung mit [25] im Intervall 0.68 < k ≤ π
auf gebundene Zusta¨nde. Die Lokalisierung der gebundenen Zusta¨nde ist im Bildeinsatz
von Abbildung (4.6) dargestellt. Die zu ω(π, 0, 0) geho¨rige Anregung entspricht dem exak-
ten Eigenzustand von Caspers und Magnus. Die Lanczos-Daten stimmen sehr gut mit der
Energie der Variationsrechnung u¨berein.
An dieser Stelle lassen sich die SS-Kinks des MG-Modells mit den Spinonen des S = 1/2
HAFM vergleichen. Sowohl Spinonen als auch SS-Kinks ko¨nnen nur in Paaren auftreten
und sind durch Stot = 1/2 charakterisiert. SS-Kinks haben im Gegensatz zu Spinonen eine
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endliche Anregungslu¨cke. Insbesondere unterscheiden sich SS-Kinks von Spinonen durch
die Eigenschaft, gebundene Zusta¨nde bilden zu ko¨nnen.
In Abbildung (4.6) sind nur die niedrigsten gebundenen Zusta¨nde dargestellt. Es besteht
die Mo¨glichkeit, daß weitere gebundene Zusta¨nde unter dem Kontinuum existieren [94].
Dies kann mit dem verwendeten Variationsansatz jedoch nicht berechnet werden. Um die
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Abbildung 4.7: Links: Die Anregungslu¨cke des 2-Kink-Ansatzes im Vergleich mit DMRG-
Daten. Rechts: Dispersionsrelationen im Vergleich mit Lanczos-Daten (N = 24).
Gu¨ltigkeit des Ansatzes in der Umgebung des MG-Punktes abzuscha¨tzen, wurde die Anre-
gungslu¨cke mit DMRG-Daten aus [74] verglichen, was im linken Teil von Abbildung (4.7)
dargestellt ist. Das Maximum der Lu¨cke ist im Vergleich zu den numerischen Daten zu
kleineren α verschoben (α∆max = 1/2 + 13/
√
388). Die Anregungslu¨cke wird im Intervall
0.85 . α . 1.40 qualitativ korrekt beschrieben.
Bei der Berechnung der Energielu¨cke mit den Formeln (4.33) und (4.34) ist zu bedenken,
daß der Wellenvektor der niedrigsten Kontinuumsmode k0 = k0(α) eine Funktion des Pa-
rameters α ist. Aus der 1-Kink-Dispersion (4.34) ergibt sich fu¨r den Wellenvektor der nied-
rigsten Kink-Mode:
cos(k(Kink)0 ) =

 −1 , α ≤
18
17
3
√
2
4
√
1− 1
α
− 5
4
, α > 18
17
(4.35)
Entsprechend folgt fu¨r die niedrigste Kontinuumsmode die Existenz zweier Minima: k0 =
0, q = 2k(Kink)0 und k0 = 2k
(Kink)
0 , q = 0. Im rechten Teil von Abbildung (4.7) ist die
Entstehung des zweiten Minimums illustriert. In ¨Ubereinstimmung damit tritt das zweite
Minimum in den numerischen Daten auf.
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4.3.2 Der inkommensurable Bereich
Im folgenden wird ausschließlich q = qmin = 0 betrachtet. Die bezu¨glich ξ minimierte
Dispersionsrelation ω(k) ha¨ngt somit außer von den Parametern α und γ nur noch vom
Schwerpunktswellenvektor k ab.
4.3.2.1 SS-Linie
Zuna¨chst soll die 2-Kink-Wellenfunktion entlang der SS-Linie analysiert werden. Fu¨r den
Wellenvektor der niedrigsten Mode gilt k0 = 0 auf der gesamten SS-Linie. Abbildung (4.8)
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Abbildung 4.8: Bandbreite und Lokalisierung ξ der beiden Kinks auf der SS-Linie.
zeigt neben der Bandbreite ω(π) − ω(0) den Verlauf der Lokalisierung ξ(k0). Bereits fu¨r
beliebig kleine negative γ nimmt ξ(k0) fu¨r alle k einen endlichen Wert an, d.h. es existieren
ausschließlich gebundene Zusta¨nde. Dies ist versta¨ndlich, da eine beliebig kleine Energie-
differenz der MG-Grundzusta¨nde ǫ = EMG10 /L − EMG20 /L mit einem Faktor L in die Be-
rechnung des Erwartungswertes (4.23), der fu¨r L → ∞ berechnet wurde, eingeht. In der
Mitte der SS-Linie α = −γ = 1/2 ist ξ(k0) auf die La¨nge einer Gitterkonstanten a abge-
sunken. Am D-Punkt sind die Kinks maximal gebunden (ξ = 0 , ∀k), d.h. sie bilden ein
Sprossen-Triplett. Dieses Sprossen-Triplett existiert als exakte Anregung mit dem Wellen-
vektor k = π und Anregungsenergie ω(π) = 1 (Caspers und Magnus) auf der gesamten
SS-Linie.
Die Bandbreite verschwindet erwartungsgema¨ß am D-Punkt und wa¨chst, bedingt durch die
Energieabsenkung der ω(0)-Mode, mit zunehmendem ξ. Hieraus la¨ßt sich folgern, daß die
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k-abha¨ngige Delokalisierung der beiden Kinks zu einer Energieabsenkung fu¨hrt.
4.3.2.2 Umgebung der SS-Linie
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Abbildung 4.9: Das Phasendiagramm mit inkommensurablem Bereich. Der Bildeinsatz
zeigt die Verschiebung des Wellenvektors k0 entlang der Pfade α = 0.4, 0.7, 1.0.
Weiterhin soll die Umgebung α > γ + 1 der SS-Linie untersucht werden. Dazu wurden
Dispersionen auf den Pfaden α = −γ und α = 1 im Phasendiagramm berechnet. In Ab-
bildung (4.10) sind jeweils drei Dispersionen auf diesen Pfaden dargestellt. Anhand dieser
Dispersionen ist der Wechsel k0 : 0→ π deutlich zu erkennen. Die Variationsenergien sind
in guter ¨Ubereinstimmung mit den Lanczos-Daten, die durch Symbole in Abbildung (4.10)
dargestellt sind. Der Wechsel von k0 sowie die geringen Bandbreiten inkommensurabler k0
werden qualitativ korrekt wiedergegeben. Dabei ist es nicht sinnvoll, den Zahlenwert ei-
nes inkommensurablen k0’s mit dem der Lanczos-Daten zu vergleichen, da der numerische
Datensatz lediglich aus sieben k-Werten besteht.
Mit den Wellenvektoren k0 des Variationsansatzes ist es mo¨glich, den gesamten inkommen-
surablen Bereich im Phasendiagramm zu bestimmen. Zu diesem Zweck wurden Disper-
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Abbildung 4.10: Dispersionsrelationen auf den Pfaden α = −γ (oben) und α = 1 (unten).
Die Symbole stellen Lanczos-Daten (N = 24) dar. Deutlich zu erkennen ist die Verschie-
bung des Wellenvektors der niedrigsten Mode k0 : 0→ π entlang der Pfade.
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sionsrelationen entlang von Pfaden α = konst. numerisch minimiert. Der Bildeinsatz in
Abbildung (4.9) illustriert den Wechsel von k0 beim Durchschreiten dieses Bereichs. Die
Auswertung aller betrachteten Pfade α = konst. fu¨hrt auf den in Abbildung (4.9) darge-
stellten inkommensurablen Bereich.
Disorder-Linien
Das Auftreten inkommensurabler Wellenvektoren ha¨ngt eng mit der Existenz sogenannter
Disorder-Punkte beziehungsweise Disorder-Linien im Phasendiagramm zusammen [95],
[96], [87]. Diese Punkte (Linien) sind durch das Auftreten ra¨umlich modulierter Korre-
lationsfunktionen des Grundzustands - 〈S(µ)n S(µ)n+r〉 ∝ cos(Qr)f(r) - charakterisiert. Die
Modulation Q ist inkommensurabel zum Gitter. Es wird angenommen, daß die SS-Linie
einschließlich des MG-Punktes eine Disorder-Linie ist [92], [97], [72], [74].
Im Fall des MP-Grundzustands (4.6) findet kein kontinuierlicher Wechsel der Modulation
Q : 0 → π statt. Die Modulation springt entsprechend dem Faktor (−1)ν in (4.27) auf der
SS-Linie von Q = 0 auf Q = π.
Lifshitz-Linien
Der statische Strukturfaktor S(k) ergibt sich aus der Fourier-Transformation der Korrelati-
onsfunktion. Fu¨r einen ungeordneten Grundzustand mit ra¨umlich modulierten Korrelationen
folgt:
S(k) =
∑
r
eikr〈Sz0Szr 〉 ∝
∫ ∞
0
dreikr cos(Qr)e−
r
ξ (4.36)
=
ξ
2
(
1
1 + ξ2(k −Q)2 +
1
1 + ξ2(k +Q)2
)
(4.37)
Es sollen rotationsinvariante Hamilton-Operatoren betrachtet werden, d.h. die Wahl von
〈Sz0Szr 〉 in (4.36) stellt keine Einschra¨nkung dar. Das Maximum des StrukturfaktorsS(kpeak)
wechselt fu¨r anwachsende Modulationen Q von kpeak = 0 nach kpeak = π. Das Einset-
zen dieses Wechsels bezeichnet man im Phasendiagramm auch als Lifshitz-Punkt bezie-
hungsweise Lifshitz-Linie. Aus Gleichung (4.37) la¨ßt sich die Position des Maximums in
Abha¨ngigkeit von Q und ξ bestimmen. Fu¨r das Einsetzen dieses Wechsels ergibt sich fol-
gende Bedingung:
(kpeak)
2 =
1
ξ2
(
2ξQ
√
1 + ξ2Q2 − (1 + ξ2Q2)
)
(4.38)
kpeak ≥ 0 → Q ≥ 1√
3ξ
(4.39)
Der Wechsel des Strukturfaktormaximums trifft im Phasendiagramm na¨herungsweise mit
dem Wechsel des Minimums der Dispersionsrelation zusammen. Somit liefern die in Ab-
bildung (4.9) berechneten Grenzen des inkommensurablen Bereichs Abscha¨tzungen fu¨r die
Lifshitz-Linien im Phasendiagramm.
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Die Ungleichung (4.39) verdeutlicht, daß Disorder- und Lifshitz-Punkte im allgemeinen
nicht miteinander u¨bereinstimmen. Je kleiner die Korrelationsla¨nge des Systems ist, desto
weiter sollten Disorder- und Lifshitz-Punkte auseinanderliegen. Dieses Verhalten ist in Ab-
bildung (4.9) zu erkennen: Die k0 = 0 Grenze des inkommensurablen Bereichs, die einer
Lifshitz-Linie entspricht, ist im Phasendiagramm deutlich von der Disorder-Linie getrennt.
Auf der Linie γ = 0 ist der MG-Punkt mit α = 1 der Disorder-Punkt. Gema¨ß (4.35) tritt der
Lifshitz-Punkt gegenu¨ber dem Disorder-Punkt verschoben bei α = 18/17 auf.
4.3.3 Leitermodelle
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Abbildung 4.11: Die Lokalisierung ξ(k) als Funktion des Wellenvektors zu den Punkten
(1,−1) und (2,−1) des Phasendiagramms.
Der im letzten Unterabschnitt diskutierte inkommensurable Bereich wurde durch die Gren-
zen k0 = 0 und k0 = π festgelegt. Es soll nun das Phasendiagramm unterhalb der (k0 = π)-
Grenze, d.h. γ < (k0 = π)-Grenze, diskutiert werden. In diesem Sektor des Phasendia-
gramms ist die Anregungslu¨cke wie beim Haldane-Triplett durch die k0 = π Mode gege-
ben. Aufgrund der allgemeinen Beziehung (4.32) reduziert sich der 2-Kink-Ansatz fu¨r den
Wellenvektor k0 = π zu der Einteilchenwellenfunktion
|ψµ(k)〉 = 1√
L
L∑
n=1
eiknTr
[
g1g2 . . . gn−1
(
σ(µ)
)†
gn . . . gL−1gL
]
. (4.40)
Fu¨r u γ→−∞−→ 0 entspricht der Ansatz (4.40) der Soliton-Anregung von Fa´th und So´lyom [98],
[39].
Auf der Linie γ = −1, die experimentell relevanten Leitermodellen entspricht, soll die
Einteilchenanregung (4.40) mit dem 2-Kink-Ansatz verglichen werden. Zu diesem Zweck
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wurde die Lokalisation ξ(k) an den Punkten (1,−1) und (2,−1) berechnet und in Abbil-
dung (4.11) dargestellt. Die ξ(k) variieren im Intervall 0 ≤ ξ(k) . 1, d.h. die beiden Kinks
sind stark gebunden. Dementsprechend sollte die Energieabsenkung der 2-Kink-Anregung
gegenu¨ber (4.40) gering sein. Abbildung (4.12) zeigt die Dispersionsrelationen der beiden
Ansa¨tze fu¨r die Leitermodelle (1,−1) und (2,−1) im Vergleich mit numerischen Daten
(Lanczos-Daten, N = 24). Die Energieabsenkung des 2-Kink-Ansatzes gegenu¨ber der Ein-
teilchenwellenfunktion betra¨gt maximal 5%. Insbesondere fu¨r die niederenergetischen Mo-
den um k0 = π ist der Unterschied vernachla¨ssigbar.
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Abbildung 4.12: Der 2-Kink-Ansatz im Vergleich zur Einteilchenanregung (4.40) fu¨r die
Punkte (1,−1) (links) und (2,−1) (rechts) des Phasendiagramms. Die Symbole stellen die
entsprechenden Lanczos-Daten (N = 24) dar.
Das Haldane-Triplett ist im Intervall π/2 . k ≤ π eine einzelne Mode, im Intervall
0 ≤ k . π/2 die untere Grenze eines Kontinuums. Ein analoges Verhalten tritt bei den
Leiter-Tripletts auf: Die alternierend gestrichelten Linien in Abbildung (4.12) stellen die
Summe zweier Triplett-2-Kink-Anregungen dar. Im Intervall 0 ≤ k < π/2 liegt die un-
tere Grenze des Kontinuums energetisch tiefer als die 1-Triplett-Mode. Kontinua mit mehr
als zwei Tripletts wurden nicht betrachtet. Bedenkt man, daß Finit-Size-Extrapolationen der
numerischen Daten nur zu geringen Verschiebungen der Energien fu¨hren (die Gro¨ße dieser
Verschiebungen entspricht ca. der Symbolgro¨ße), so ist eine abstoßende Wechselwirkung
zwischen den beiden Tripletts fu¨r k = 0 zu erkennen. Dieses Pha¨nomen wurde ebenfalls im
S = 1 HAFM beobachtet.
Abschließend soll die Energielu¨cke des MP-Ansatzes entlang der Linie γ = −1 mit extrapo-
lierten Lanczos-Daten verglichen werden. Abbildung (4.13) illustriert den Verlauf der Lu¨cke
∆. Am D-Punkt ist ∆ maximal und sinkt monoton fu¨r anwachsende α (α → ∞ entspricht
entkoppelten Ketten mit ∆ = 0). Dabei verschlechtert sich das Resultat des MP-Ansatzes
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Abbildung 4.13: Die Energielu¨cke ∆ = ω(π) auf der Linie γ = −1. Die Symbole stellen
extrapolierte Lanczos-Daten dar.
fu¨r anwachsende α. Am D-Punkt liefert der MP-Ansatz trivialerweise das exakte Ergebnis
∆ = 1. Am Leiterpunkt (2,−1) betra¨gt der Unterschied zwischen der MP-Energielu¨cke und
dem numerischen Wert ∆ ≈ 0.5017 ca. 3%.
Zusammenfassung
In dieser Arbeit wurden niederenergetische Anregungen verschiedener eindimensionaler
Antiferromagneten mit periodischen Randbedingungen untersucht. Die betrachteten An-
regungen ließen sich in zwei elementare Typen unterteilen, Magnonen (Spinwellen) und
Doma¨nenwa¨nde. Magnonen, welche beispielsweise die elementaren Anregungen des Heisen-
berg-Ferromagneten sowie des Heisenberg-Ferrimagneten darstellen, sind translationsin-
variante Linearkombinationen lokaler Spin-Abweichungen. Doma¨nenwa¨nde sind transla-
tionsinvariante Linearkombinationen von Zusta¨nden, die eine Verbindung zweier entarteter
Grundzusta¨nde darstellen. Diese Anregungen treten in Systemen mit gerader Anzahl von
Gitterpla¨tzen nur als Paare auf.
Doma¨nenwa¨nde als Verbindung zweier langreichweitig antiferromagnetisch geordneter
Grundzusta¨nde sind die elementaren Anregungen anisotroper Heisenberg-Ising-Modelle
(xxz-Modelle) in der Ne´el-Phase. Doma¨nenwa¨nde in Form eines freien Spins S = 1/2 zwi-
schen zwei dimerisierten Singlett-Grundzusta¨nden werden als Kinks bezeichnet und sind
die elementaren Anregungen des S = 1/2 Heisenberg-Antiferromagneten mit alternieren-
der na¨chster-Nachbar-Wechselwirkung und u¨berna¨chster-Nachbar-Wechselwirkung (Zick-
Zack-Ketten) in einer Phase, die durch eine endliche Anregungslu¨cke und Grundzusta¨nde
mit exponentiell zerfallenden ra¨umlichen Korrelationen charakterisiert ist.
Im ersten Kapitel wurden bereits bekannte Eigenschaften ferromagnetischer Magnonen wie-
derholt. Es existieren (2SN + 1) Grundzusta¨nde |Stot = SN, Sztot〉, welche die Rotations-
symmetrie des Hamilton-Operators brechen. Dabei bezeichnet S die La¨nge der Spins, N
die Anzahl der Gitterpla¨tze. Wie beispielsweise in [23] dargestellt, ist es mo¨glich die Ei-
genzusta¨nde der 1-Magnonanregungen im Unterraum mit Sztot = NS − 1 und die der 2-
Magnonanregungen Unterraum mit Sztot = NS−2 zu konstruieren. Die 1-Magnonanregung,
die eine quadratische Dispersionsrelation fu¨r kleine Werte des Wellenvektors besitzt, ist die
Goldstone-Mode dieses Systems. Zwei ferromagnetische Magnonen bilden einen gebun-
denen Zustand und ein Kontinuum, wobei der gebundene Zustand energetisch unter dem
Kontinuum liegt. Die Bindungsenergie zweier Magnonen nimmt fu¨r wachsenden S ab, fu¨r
S →∞ existieren nur Kontinuumszusta¨nde.
Der Heisenberg-Antiferromagnet mit zwei verschiedenen, alternierenden magnetischen Io-
nen SA und SB wurden im zweiten Kapitel untersucht. Aus dem Lieb-Mattis-Theorem ließ
sich auf einen Grundzustandsspin von |SA−SB| pro Einheitszelle schließen. Der Grundzu-
stand mit maximalem Sztot besitzt eine makroskopische Magnetisierung, die geringer als die
Magnetisierung SA + SB pro Einheitszelle des entsprechenden ferromagnetischen Grund-
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zustands dieses Systems ist. Aus diesem Grund wurde der Heisenberg-Antiferromagnet mit
zwei verschiedenen alternierenden Zentren in dieser Arbeit als Ferrimagnet bezeichnet.
Im Grenzfall S → ∞ (SA = 2S, SB = S) wurde das System mittels linearer Spin-
wellentheorie (LSWT) analysiert. Es ergab sich ein langreichweitig geordneter Grundzu-
stand mit endlicher Spinreduktion. Weiterhin traten zwei Anregungszweige auf. Fu¨r Ma-
gnetisierungen kleiner |SA − SB| sind die Anregungen durch Magnonen mit verschwin-
dender Energielu¨cke und einer Dispersion ω(k) ∝ k2, k ≪ π gegeben (ferromagnetische
Magnonen), fu¨r Magnetisierungen gro¨ßer |SA − SB| sind die Anregungen Magnonen mit
ω(k) ∝ k2, k ≪ π und einer Anregungslu¨cke der Gro¨ße des Austauschintegrals (optische
Moden).
Die LSWT-Ergebnisse wurden mit numerischen Daten fu¨r den Fall SA = 1, SB = 1/2
verglichen, die durch exakte Diagonalisierung mittels des Lanczos-Algorithmus gewonnen
wurden. Die Lanczos-Daten stimmen qualitativ mit den LSWT-Ergebnissen u¨berein. Fu¨r
die Spinwellensteifigkeit der ferromagnetischen Magnonen ergibt sich aus der Numerik der
Wert v ≈ 0.37 im Gegensatz zu vLSWT = 1/2. Bemerkenswert ist die Gro¨ße der Ener-
gielu¨cke des antiferromagnetischen Magnons ∆ ≈ 1.75J . Weiterhin konnten gebundene 2-
Magnonzusta¨nde im ferromagnetischen Zweig der numerischen Spektren identifiziert wer-
den. Dies besta¨tigt die Analogie des ferromagnetischen Zweiges mit dem im ersten Kapitel
beschriebenen Ferromagneten.
Vor dem Hintergrund der Haldane’schen Vermutung wurden im dritten Kapitel die Quanten-
Phasenu¨berga¨nge Ne´el-Phase → Heisenberg-Phase und Ne´el-Phase → Haldane-Phase in
Heisenberg-Ising-Antiferromagneten mit den halbzahligen Spins S = 1/2, 3/2 beziehungs-
weise den ganzzahligen Spins S = 1, 2 untersucht. Zu diesem Zweck wurden Sto¨rungs-
reihen nach der Anisotropie λ, wobei λ = 0 dem Ising-Grenzfall entspricht, fu¨r Grundzu-
standserwartungswerte und Anregungsenergien von Magnonen und Doma¨nenwa¨nden be-
rechnet. Die Sto¨rungsreihen wurden numerisch mit einer rekursiven Formulierung der sta-
tiona¨ren Sto¨rungstheorie gewonnen. Die Analyse der Reihenentwicklungen mittels Pade´-
Approximanden und D-log-Pade´-Approximanden ermo¨glichte die Bestimmung kritischer
Anisotropien und kritischer Exponenten.
Die aus den Approximanden gewonnenen Grundzustandsenergien fu¨r S = 1/2, 1, 3/2, 2
weisen Abweichungen von den exakten Grundzustandsenergien zwischen 0.005% (S =
1/2) und 1.4% (S = 1) auf. Die Approximanden der Untergittermagnetisierung, die der Ord-
nungsparameter der Ne´el-Phase ist, sowie die des statischen Strukturfaktors Szz(π) fu¨hrten
auf eine Abscha¨tzung der kritischen Kopplungen von λc ≈ 1 fu¨r S = 1/2, 3/2, λc ≈ 0.85
fu¨r S = 1 und λc . 1 fu¨r S = 2. Die kritischen Exponenten β ≈ 1/8 und η ≈ 1/4 der
S = 1, 2 xxz-Kette entsprechen denen des zweidimensionalen Ising-Modells. Der kritische
Exponent σzz des Strukturfaktors Szz(π) ∝ 1/(λc − λ)σzz nimmt sowohl fu¨r S = 1/2
als auch fu¨r S = 3/2 den Wert σzz ≈ 1 an. Im Fall des S = 1/2 Systems fu¨hrt dieser
Wert auf einen scheinbaren Widerspruch, der die Einfu¨hrung logarithmischer Korrekturen
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zur Korrelationsfunktion nach sich zieht [12].
Bessere Abscha¨tzungen der kritischen Anisotropien als durch den Ordnungsparameter und
den statischen Strukturfaktor ergaben sich aus der Analyse der Soft-Moden. Fu¨r sa¨mtli-
che niederenergetischen Doma¨nenwandanregungen, die durch die Magnetisierung in Ketten
ungerader La¨nge klassifiziert werden konnten, wurden Reihenentwicklungen und Approxi-
manden berechnet.
In xxz-Ketten mit ganzzahligem Spin (S=1,2) wird der Quanten-Phasenu¨bergang Ne´el-
Phase → Haldane-Phase durch Kondensation von Spin-Zero-Defekten (SZD’s) hervorge-
rufen. Diese als Nullprojektionen von Sz in antiferromagnetischer Ordnung definierten An-
regungen ko¨nnen ausschließlich in Ketten mit ganzzahligem Spin auftreten. Es ergaben sich
die kritischen Punkte λc ≈ 0.8431 fu¨r S = 1 und λc ≈ 0.96 fu¨r S = 2.
Die Approximanden der Sto¨rungsreihe fu¨r die Energielu¨cke des S = 1/2 Modells weisen
in ¨Ubereinstimmung mit den Bethe-Ansatz-Resultaten das fu¨r einen Kosterlitz-Thouless-
Phasenu¨bergang charakteristische exponentielle Verschwinden auf. Dieses kritische Ver-
halten konnte fu¨r die S = 3/2 xxz-Kette, die am isotropen Punkt λ = 1 zu derselben
Universalita¨tsklasse wie das S = 1/2 Modell geho¨rt, nicht bestimmt werden. Im Fall des
S = 3/2 Modells verschwinden die Approximanden der niedrigsten Moden unterschiedli-
cher Doma¨nenwa¨nde am isotropen Punkt. Es war jedoch nicht mo¨glich, ein exponentielles
Verschwinden der Energielu¨cke aus den Approximanden der vorhandenen Reihenentwick-
lungen zu bestimmen.
Schließlich wurde der Zusammenhang zwischen Magnonen und Doma¨nenwa¨nden in Heisen-
berg-Ising-Modellen untersucht. Im Fall der S = 1/2 Kette ist das Magnon Teil eines
2-Doma¨nenwandkontinuums. Fu¨r die Modelle mit S > 1/2 konnten Magnonen als ge-
bundene Zusta¨nde zweier Doma¨nenwa¨nde charakterisiert werden. Dabei liegen diese ge-
bundenen Zusta¨nde energetisch in der gesamten Ne´el-Phase unterhalb der entsprechenden
2-Doma¨nenwandkontinua, die Bindungen brechen an den kritischen Punkten auf. Dieses
Verhalten tritt gleichermaßen in den xxz-Ketten mit S = 1, 3/2, 2 auf.
Thema des letzten Kapitels war die Untersuchung von Kinks beziehungsweise Kink-Paaren
in S = 1/2 Zick-Zack-Ketten. Das zu diesem Modell geho¨rige Phasendiagramm wird von
zwei Parametern aufgespannt, dem Austauschintegral der alternierenden na¨chste-Nachbar-
Wechselwirkung und dem der u¨berna¨chsten-Nachbar-Wechselwirkung. Der Grundzustand
der Zick-Zack-Kette besitzt im gesamten Phasendiagramm mit Ausnahme einer kritischen
Linie exponentiell zerfallende Korrelationsfunktionen.
Zuna¨chst wurde eine Matrix-Produkt-Variationswellenfunktion mit Stot = 0 fu¨r den Grund-
zustand konstruiert. Diese Variationswellenfunktion besitzt exponentiell zerfallende Kor-
relationsfunktionen und entha¨lt die beiden exakten Grundzusta¨nde des Majumdar-Ghosh-
Modells. Fu¨r den S = 1 Heisenberg-Antiferromagneten, der sich im Grenzfall starker ferro-
magnetischer alternierender Wechselwirkung ergibt, wird die Variationswellenfunktion zum
AKLT-Zustand. Die Matrix-Produkt-Wellenfunktion beschreibt den exakten Grundzustand
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im gesamten Phasendiagramm - mit Ausnahme der kritischen Linie - qualitativ korrekt.
Im Rahmen des Matrix-Produkt-Formalismus konnte weiterhin eine 2-Kink-Variationswel-
lenfunktion zur Beschreibung der niederenergetischen Anregung mit Stot = 1 konstruiert
werden. Variationsparameter dieser 2-Teilchen-Wellenfunktion ist die Lokalisierungsla¨nge ξ
der beiden Kinks. Im Fall des Majumdar-Ghosh-Modells beschreibt die 2-Teilchen-Wellen-
funktion einen Streuzustand (ξ = ∞) zweier Sutherland-Shastry-Kinks, die als freie Spins
S = 1/2 zwischen den beiden Majumdar-Ghosh-Grundzusta¨nden definiert sind. Fu¨r end-
liche alternierende na¨chste-Nachbar-Wechselwirkung existieren ausschließlich gebundene
Zusta¨nde, d.h. ξ <∞ fu¨r alle Werte des Schwerpunktswellenvektors. Ein Vergleich mit aus
der Literatur bekannten Lanczos-Daten zeigt, daß die 2-Kink-Variationswellenfunktion die
niederenergetischen Triplett-Anregungen qualitativ korrekt beschreibt. Im Fall der Spinlei-
ter weicht der aus dem Variationsansatz resultierende Wert der Energielu¨cke 3% vom exak-
ten Wert ∆ ≈ 0.5017 ab. Fu¨r den Grenzfall des S = 1 Heisenberg-Antiferromagneten re-
duziert sich die Variationswellenfunktion auf die aus der Literatur bekannte Na¨herung [46].
Somit stellen sich sowohl das Leiter-Triplett als auch das Haldane-Triplett als gebundene
Zusta¨nde zweier S = 1/2 Kinks dar.
Das Phasendiagramm der Zick-Zack-Kette beinhaltet eine inkommensurable Region, in wel-
cher der Wellenvektor der niedrigsten Mode von k0 = 0 nach k0 = π wechselt. Bemerkens-
wert ist, daß dieser Wechsel von k0 qualitativ korrekt durch die 2-Teilchen-Wellenfunktion
wiedergegeben wird. Auf diese Weise konnte die inkommensurable Region im Phasendia-
gramm der S = 1/2 Zick-Zack-Kette erstmals na¨herungsweise bestimmt werden.
Teile dieser Arbeit wurden aus Priorita¨tsgru¨nden in [31], [34], [73], [83] vero¨ffentlicht.
ANHANG A
Entwicklung elliptischer Integrale
Im dritten Kapitel wurden die Dispersionsrelation sowie die Untergittermagnetisierung pro
Spin des S = 1/2 xxz-Antiferromagneten nach [6], [68] durch die Ausdru¨cke
ǫ(q) =
√
1− λ2K(k)
π
√
1− k2 cos2(q) , 1
λ
= cosh
(
π
K ′
K
(k)
)
(A.1)
〈MA〉 =
√
1− k2K(k)
π
, Q2 = e−pi
K′(k)
K(k) , λ2 =
4Q2
(1 +Q2)2
(A.2)
beschrieben (s. (3.9), (3.41)). Dabei ist K(k) das elliptische Integral erster Art mit dem
Modul k. Der komplementa¨re Modul ist durch k′ =
√
1− k2 definiert und es gilt:
K(k′) = K ′(k) , K ′(k′) = K(k) (A.3)
Es soll einerseits gezeigt werden, wie man aus (A.1) und (A.2) Potenzreihen fu¨r die Di-
spersionsrelation und die Untergittermagnetisierung gewinnt, andererseits kann das kritische
Verhalten am isotropen Punkt ermittelt werden.
Berechnung der Potenzreihen
Aus den Reihenentwicklungen [99]
K(k) =
π
2
[
1 +
∞∑
n=1
(
(2n − 1)!!
2n · n!
)2
k2n
]
(A.4)
K(k′) = ln
(
4
k
)
+
∞∑
n=1
(
(2n − 1)!!
2n · n!
)2(
ln
(
4
k
)
− 2
n∑
m=1
1
(2m− 1)2m
)
k2n(A.5)
ergibt sich im Zusammenhang mit (A.1) bzw. (A.2) eine Reihenentwicklung fu¨r λ(k2). Aus
dieser Entwicklung lassen sich sukzessive die Koeffizienten der Potenzreihe der Umkehr-
funktion k2(λ) bestimmen. Indem man diese Reihe in der rechten Gleichungsseite von (A.4)
substituiert, ist es mo¨glich, Potenzreihen fu¨r K(λ) anzugeben. Somit ergeben sich folgende
Entwicklungen fu¨r die Gro¨ßen ǫ2(k) und 〈MA〉:
ǫ2(q) =
1
4
+
5
4
λ2 − 3
8
λ4 +
3
32
λ6 +
3
128
λ8 − 9
2048
λ12
− 27
8192
λ14 − 51
32768
λ16 − 51
131072
λ18 +
45
262144
λ20
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+ cos(2q)
(
λ1 +
1
4
λ3 − 1
64
λ7 − 1
256
λ9 +
1
1024
λ11
+
3
2048
λ13 +
7
8192
λ15 +
5
16384
λ17 +
1
131072
λ19
)
〈MA〉 = 1
2
− 1
2
λ2 − 1
8
λ4 − 1
32
λ6 +
1
128
λ8 +
3
128
λ10 +
57
2048
λ12
+
221
8192
λ14 +
783
32768
λ16 +
2633
131072
λ18 +
4267
262144
λ20
+
26811
2097152
λ22 +
81627
8388608
λ24 +
119759
16777216
λ26 +
668783
134217728
λ28
Kritisches Verhalten
Das kritische Verhalten der Anregungslu¨cke sowie der Untergittermagnetisierung ist im we-
sentlichen durch den komplementa¨ren Modul bestimmt:
π∆ =
√
1− λ2K ′(k′)|k′| und π 〈MA〉 = K ′(k′)|k′|. Als kleine Gro¨ße am kritischen Punkt
definiert man:
τ =
1
λ
− 1 =


cosh
(
π K(k
′)
K′(k′)
)
− 1 = pi4
8
x2 + . . . , fu¨r ∆
2sinh2
(
pi
4
K(k′)
K′(k′)
)
= pi
4
32
x2 + . . . , fu¨r 〈MA〉
, x = − 1
ln(k
′
4
)
(A.6)
Aus (A.6) ergibt sich das exponentielle Verschwinden des komplementa¨ren Moduls fu¨r
τ ≪ 1. Indem man k′ in der Formel fu¨r die Anregungslu¨cke bzw. die Untergittermagneti-
sierung substituiert, ergeben sich die Na¨herungsausdru¨cke (3.36) und (3.43)
∆(τ ) ∝ e− pi
2
2
√
2τ , 〈MA〉 ∝ e−
pi2
4
√
2τ , τ ≪ 1 (A.7)
des dritten Kapitels.
ANHANG B
Algorithmus zur rekursiven Sto¨rungstheorie
Es soll der auf den rekursiven Relationen (3.28) und (3.29) beruhende Algorithmus schema-
tisch beschrieben werden. Der Algorithmus gliedert sich im wesentlichen in drei Teile:
• Bestimmung und Speicherung der Basiszusta¨nde, welche fu¨r die Berechnung der
sto¨rungstheoretischen Reihen bis zur Ordnung a (einschließlich) beno¨tigt werden.
• Berechnung der Matrixelemente Ui1,i2 = 〈i1|HT |i2〉 sowie Speicherung der von Null
verschiedenen Elemente.
• Ausfu¨hren der durch (3.29) definierten Rekursion mit den Ui1,i2 .
Basis
Zuna¨chst soll auf die Darstellung und Berechnung der Basis eingegangen werden. Der
Hamilton-Operator vertauscht mit dem Translationsoperator T und dem Magnetisierungs-
operator Sˆztot. Ein Zustand |i〉wird im Computerprogramm durch eine Integer-Zahl bi darge-
stellt. Der Index i der Zahl bi wird hier als Identifizierungsnummer bezeichnet. Ein einzelner
Spin S hat 2S + 1 Einstellmo¨glichkeiten (Sz-Eigenwerte), weshalb eine p-adische Darstel-
lung fu¨r die Integer-Zahl mit p = 2S + 1 gewa¨hlt wird:
|i〉 =ˆ bi = x0p0 + x1p1 + x2p2 + . . .+ xN−2pN−2 + xN−1pN−1 (B.1)
Es besteht der Zusammenhang Szn = xn−1 − S, wobei n = 1, . . . , N die Spins numeriert.
Die Zahl bi kann durch Integer-Division in die einzelnen xn zerlegt werden:
xN−1 = bi/pN−1 −→ xN−2 = bi/pN−2 − xN−1p1 −→ . . .
Der lokale Hamilton-Operator hn,n+1 wird in die Anteile
hzzn,n+1 = S
z
nS
z
n+1 , h
+−
n,n+1 = S
+
n S
−
n+1 , h
−+
n,n+1 = S
−
n S
+
n+1
aufgespalten. Die Computerroutinen dieser lokalen Operatoren enthalten Tabellen, die ei-
ner bestimmten Konfiguration zweier Spins eine neue Konfiguration und eine Zahl (lokales
Matrixelement) zuweisen. Als Beispiel sei die S = 1/2 Konfiguration ↑↓ betrachtet. Dieser
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Konfiguration entspricht die bina¨re Zahl 1 · 20+0 · 21 = 01. Die Wirkung von h1,2 auf diese
Konfiguration wird durch die Abbildung
hzz1,2 : 01 7−→ 01 , lokales Matrixelement: − 1/4
h+−1,2 : 01 7−→ −1 , lokales Matrixelement: 0
h−+1,2 : 01 7−→ 10 , lokales Matrixelement: 1/2
wiedergegeben. Dabei entspricht der bina¨ren Zahl 10 die Konfiguration 10 = 0 · 20 + 1 ·
21=ˆ ↓↑. Die Zahl (−1) ist eine Konvention fu¨r die Abbildung auf den Nullvektor.
Mit dem Hamilton-Operator kann die sto¨rungstheoretische Basis bis zur a-ten Ordnung (ein-
schließlich) berechnet werden. (Bemerkung: Diese Basis entspricht nicht der vollsta¨ndigen
Basis, wie sie bei exakter Diagonalisierung beno¨tigt wird! Die sto¨rungstheoretische Basis
entha¨lt nur die Zusta¨nde, die zu Koeffizienten der Potenzreihe fu¨r die Energie bis zur a-ten
Ordnung beitragen.) Die Basis wird folgendermaßen unterteilt:
B(a) = B0 ∪ B1 ∪ B2 ∪ . . . ∪Ba/2−1 ∪ Ba/2
B0 = {|jR〉} , Bl ∩Bl′ = ∅ (l 6= l′) , l, l′ = 0, 1, . . . a/2
Der Zustand |jR〉 bezeichnet einen Repra¨sentanten des Ausgangszustands
|j〉 =
N∑
n=1
T neikn|jR〉 , (B.2)
der ein Eigenzustand zum Translationsoperator ist. Der Repra¨sentant ist durch die Bedin-
gung bjR ≤ T nbjR, n = 1, 2, . . . , N − 1 festgelegt. Die Bl Unterra¨ume sind folgenderma-
ßen definiert:
HT |jR〉 → B1 , HT{|iR1 〉 ∈ B1} → B2 ∪B0 , HT{|iR2 〉 ∈ B2} → B3 ∪ B1 . . .
Gespeichert werden ausschließlich die Zahlen biR1 , biR2 , . . . der Repra¨sentanten. Die Eigen-
zusta¨nde des Translationsoperators ergeben sich analog zu (B.2).
Im Gesamtraum B(a) treten keine Unterra¨ume Bl , l > a/2 auf. Dies ergibt sich aus dem
Koeffizienten a-ter Ordnung der Potenzreihe fu¨r die Energie, der neben Beitra¨gen aus nied-
rigeren Ordnungen den Term
∑
{iν}6=j
Uj,i1Ui1,i2 . . . Ua−2,a−1Ua−1,j
(ǫj − ǫi1)(ǫi1 − ǫi2) . . . (ǫa−2 − ǫa−1)(ǫa−1 − ǫj)
, (Un,m = 〈n|HT |m〉)
entha¨lt.
Neben den Zahlen biR1 , biR2 , . . . werden die Identifikationsnummern i1, i2, . . . gespeichert.
Zur Identifikation der Zusta¨nde mu¨ssen inverse Listen angelegt werden, die es ermo¨glichen,
bei vorgegebenem Zustand die Identifikationsnummern zu ermitteln. Dafu¨r wurde die Prim-
zahlkodierung benutzt: Zuna¨chst muß eine Primzahl P berechnet werden, die gro¨ßer als die
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Gesamtzahl der Zusta¨nde ist. Die Zahl P sollte jedoch nicht viel gro¨ßer sein, da sie die
Gro¨ße der inversen Listen festlegt. Im folgenden Diagramm ist diese Kodierung schema-
tisch dargestellt:
m1 = mod(bi, P )
→ m2 = Inverseliste1(m1) , i = m2?
→ pru¨fe ob B(a)(m2) = bi
ja:
i = m2
nein:
→ m3 = Inverseliste2(m2) , i = m3?
→ pru¨fe ob B(a)(m3) = bi
ja:
i = m3
nein:
→ m4 = Inverseliste2(m3)
i = m4?
→ pru¨fe ob B(a)(m4) = bi
.
.
.
.
.
.
Primzahlkodierung: Die Zusta¨nde bi mit der
Identifikationsnummer i sind im Array B(a) gespeichert.
Matrixelemente
Die Routine zur Berechnung der Matrixelemente
〈ir|HT |ir±1〉√〈ir|ir〉√〈ir±1|ir±1〉 , |ir〉 ∈ Br , |ir±1〉 ∈ Br±1 (B.3)
ist a¨hnlich wie die Routine zur Berechnung der Basis aufgebaut. Andere als die in (B.3)
aufgefu¨hrten Matrixelemente verschwinden.
Die Berechnung der Matrixelemente erfordert die Bestimmung der Norm. Zu diesem Zweck
muß zuna¨chst die durch T η|iRr 〉 = |iRr 〉 definierte Zahl η ausgerechnet werden. Fu¨r den
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Kehrwert des Quadrats der Norm ergibt sich:
〈ir|ir〉 =

N/η−1∑
ν=0
e−iηνk

 ·

N/η−1∑
ν=0
eiηνk

 =
{
0 , η k = 2π
N2
η
, sonst
(B.4)
Ist die Anzahl der voneinander verschiedenen Matrixelemente . 400, so kann auf folgende
Art und Weise viel Speicherplatz gespart werden: Statt zwei Arrays - eins zur Speicherung
der Matrixelemente, das andere zur Speicherung der zugeho¨rigen Indizes - anzulegen, defi-
niert man nur ein Adressen-Array (groß!). Ein Eintrag dieses Arrays entha¨lt auf den unteren
Bits die Indizes eines nichtverschwindenden Matrixelements, die oberen Bits werden mit ei-
ner zusa¨tzlichen Zahl (Zeiger) belegt. In einem Element-Array (klein!) sind die voneinander
verschiedenen Matrixelemente gespeichert. Der Zeiger gibt an, welches Matrixelement des
Element-Arrays zur Adresse des Adressen-Arrays geho¨rt.
Rekursion
Schließlich kann die Rekursion mit den berechneten Matrixelementen ausgefu¨hrt werden.
Die Rekursionsgleichung (3.29) nimmt entsprechend der Aufteilung der Basis in die Br-
Unterra¨ume folgende Form an:
c
(µ,j)
ir =
1
ǫir − ǫj
(
µ−1∑
ν=1
e(j)ν c
(µ−ν,j)
ir (B.5)
−
∑
ir−1
c(µ−1,j)ir−1 〈ir|HT |ir−1〉 −
∑
ir+1
c(µ−1,j)ir+1 〈ir|HT |ir+1〉

 , |ir〉 ∈ Br
Die Formel (B.5) ist fu¨r µ ≥ 2 gu¨ltig. Der Rekursionsanfang ist durch |ψ(j)0 〉 = |j〉 (un-
gesto¨rter Zustand), e(j)1 = 〈j|HT |j〉 und c(1,j)i1 = 〈i1|HT |j〉/(ǫi1 − ǫj) definiert. Die Koeffi-
zienten der Potenzreihe fu¨r die Energie e(j)µ ergeben sich aus der Gleichung (vgl. (3.28))
e(j)µ = 〈j|HT |ψ(j)µ−1〉 =
∑
i1
c(µ−1,j)i1 〈j|HT |i1〉 , |j〉 ∈ B0 , |i1〉 ∈ B1 . (B.6)
Die unnormierte sto¨rungstheoretische Wellenfunktion ist durch die c(µ,j)ir gegeben:
|ψ(a−1)j 〉 = |j〉 +
a−1∑
µ=1
λµ|ψ(j)µ 〉 , |ψ(j)µ 〉 =


µ∑
r=1
(∑
ir
c
(µ,j)
ir |ir〉
)
, µ ≤ a
2
a−µ∑
r=1
(∑
ir
c
(µ,j)
ir |ir〉
)
, µ > a
2
(B.7)
Die Norm N (a) dieser Wellenfunktion ist durch die c(µ,j)ir sowie durch die Normen der Ba-
siszusta¨nde 1/
√〈ir|ir〉, welche durch die Formel (B.4) gegeben sind, bestimmt:(
1
N (a)
)2
= 〈ψ(a−1)j |ψ(a−1)j 〉 = 〈j|j〉 +
a∑
γ=2
λγ
(
γ−1∑
µ=1
〈ψ(j)γ−µ|ψ(j)µ 〉
)
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〈ψ(j)γ−µ|ψ(j)µ 〉 =
min(γ−µ,µ)∑
r=1
(∑
ir
(c(γ−µ,j)ir )
∗c(µ,j)ir 〈ir|ir〉
)
Das Rekursionsschema ist graphisch in Abbildung (B.1) dargestellt.
∗ : e(j)1
∗ : c(1,j)i1
(B.6)−→ e(j)2
µ = 2 : c(2,j)i1
(B.6)−→ e(j)3 , (B.5) −→ c(2,j)i2
µ = 3 : c(3,j)i1
(B.6)−→ e(j)4 , (B.5) −→ c(3,j)i2 , c(3,j)i3
.
.
.
.
.
.
µ = a/2 : c(a/2,j)i1
(B.6)−→ e(j)a/2+1 , (B.5) −→ c(a/2,j)i2 , . . . , c(a/2,j)ia/2
.
.
.
.
.
.
µ = a− 2 : c(a−2,j)i1
(B.6)−→ e(j)a−1 , (B.5) −→ c(a−1,j)i2
µ = a− 1 : c(a−1,j)i1
(B.6)−→ e(j)a
Abbildung B.1: Das den Gleichungen (B.5),(B.6) entsprechende Rekursionsschema. Das
Symbol ∗ bezeichnet den Rekursionsanfang.
Bemerkungen
Abschließend sollen einige Bemerkungen zum oben dargestellten Algorithmus gemacht
werden:
• Die Zahlen bi zur Darstellung der Zusta¨nde ko¨nnen insbesondere fu¨r große S den Wert
231 u¨bersteigen. Beispielsweise beno¨tigt man zur Berechnung der Grundzustandsener-
gie des S = 2 Antiferromagneten in 12-ter Ordnung eine minimale Kettenla¨nge von
N = 14. Fu¨r diesen Fall gilt 514 > 231. Fortran-Compiler fu¨r 32-Bit-Prozessoren se-
hen keine Zahlen dieser Gro¨ße vor, daher mu¨ssen spezielle Module fu¨r lange Integer-
Zahlen verwendet werden. Die Verwendung dieser Module fu¨hrt zu extrem langsa-
men Zahlenoperationen, die Effektivita¨t des Programms wird dadurch stark herabge-
setzt. Aus diesem Grund erweist es sich als sehr vorteilhaft, Computer mit 64-Bit-
Prozessoren zu verwenden.
• In Abschnitt 3.1 wurde die minimale La¨nge der Ordnung a mit Nmin = a + 1 an-
gegeben (Grundzustand). Die minimale La¨nge ergibt sich aus der Tatsache, daß nur
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zusammenha¨ngende Terme (Cluster) zur Sto¨rungsreihe beitragen [100]. Diese Terme
sind durch ein Cluster benachbarter Spins mit folgenden Eigenschaften charakteri-
siert:
– Alle involvierten Wechselwirkungen liegen innerhalb dieses Clusters.
– Jeder Spin des Clusters ist in mindestens eine Wechselwirkung involviert.
Aus dieser Definition geht hervor, daß das gro¨ßte zusammenha¨ngende Cluster fu¨r
na¨chste-Nachbar-Wechselwirkung in a-ter Ordnung die La¨nge a+ 1 hat.
Als Beispiel soll folgender nichtzusammenha¨ngender Term in der 4-ten Ordnung der
S = 1/2 Kette betrachtet werden (s. (3.24)):
↑↓↑↓↑↓↑↓↑↓↑↓ S
+
4 S
−
5−→ ↑↓↑ ↑↓ ↓↑↓↑↓↑↓ S
+
8 S
−
9−→ ↑↓↑ ↑↓ ↓↑ ↑↓ ↓↑↓
S−4 S
+
5−→ ↑↓↑↓↑↓↑ ↑↓ ↓↑↓ S
−
8 S
+
9−→ ↑↓↑↓↑↓↑↓↑↓↑↓
Insgesamt gibt es N(N − 5) Terme dieser Art. Da diese Terme in beiden Summen
des Koeffizienten e(Ne´el)4 in (3.24) auftreten, jedoch mit unterschiedlichem Vorzeichen,
ergeben sie keinen Beitrag. Somit entha¨lt e(Ne´el)4 ausschließlich Terme ∝ N .
• Die Routine zur Basiserzeugung berechnet sa¨mtliche Zusta¨nde aus der Wirkung von
HT . Insbesondere werden Zusta¨nde, die zu nichtzusammenha¨ngenden Termen fu¨hren,
berechnet und gespeichert. In diesem Punkt sind Cluster-Algorithmen sehr viel effek-
tiver, da nur zusammenha¨ngende Cluster in die Rechnung eingehen [58]. Andererseits
sind diese Algorithmen komplizierter, da die zusammenha¨ngenden Cluster zuna¨chst
berechnet und klassifiziert werden mu¨ssen.
ANHANG C
Tabellierung von Sto¨rungsreihen
Ordnung S = 1/2 S = 1 S = 3/2 S = 2
0 1/4 1 9/4 2
2 -0.25000000 -0.333333 -0.450000 -0.571428
4 0.06250000 -0.042592 -0.067500 -0.091724
6 0.00000000 -0.007807 -0.023399 -0.034236
8 -0.00396250 -0.008225 -0.011193 -0.017295
10 -0.00195312 -0.004096 -0.006734 -0.010304
12 -0.00048828 -0.003749 -0.004377 -0.006802
14 0.00012207 -0.003174 -0.003010 -0.00479585
16 0.00025939 -0.002854 -0.002187 -0.003544
18 0.00021362 -0.002835 -0.001656 -0.002716
20 0.00012779 -0.002851 — —
22 0.00005578 — — —
24 0.00000977 — — —
26 -0.00001376 — — —
28 -0.00002214 — — —
Tabelle C.1: Reihenentwicklungen der Grundzustandsenergien
fu¨r S = 1/2, 1, 3/2, 2. Die Koeffizienten der ungeraden Ordnun-
gen verschwinden.
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Ordnung S = 1/2 S = 1 S = 3/2 S = 2
0 1/2 1 3/2 2
2 -0.500000 -0.222222 -0.180000 -0.163265
4 -0.125000 -0.143333 -0.103000 -0.091519
6 -0.031250 -0.086416 -0.071110 -0.063169
8 0.007812 -0.104500 -0.053812 -0.048157
10 0.023437 -0.098122 -0.045120 -0.039046
12 0.02783 -0.116345 -0.038862 -0.033006
14 0.0269 -0.133822 -0.033996 -0.028645
16 0.0238 -0.160250 -0.030377 -0.025331
18 0.0200 -0.196476 -0.027632 -0.022730
20 0.0162 -0.24413 — —
22 0.012 — — —
Tabelle C.2: Reihenentwicklungen der Untergittermagneti-
sierungen fu¨r S = 1/2, 1, 3/2, 2.
Ordnung S = 1/2 S = 1 S = 3/2 S = 2
2 0.2500 0.11111 0.090000 0.081632
4 0.5625 0.14123 0.088575 0.074383
6 0.6406 0.15555 0.088663 0.070793
8 0.6679 0.22722 0.087544 0.068036
10 0.6718 0.27788 0.088554 0.065781
12 0.6706 0.39524 0.088864 0.063991
14 0.6749 0.52848 0.088354 0.062431
16 0.6787 0.7297 0.08819 0.061039
18 0.6925 1.0030 — —
20 0.6898 — — —
22 0.7272 — — —
Tabelle C.3: Reihenentwicklungen der Strukturfaktoren
fu¨r S = 1/2, 1, 3/2, 2. Die Autokorrelationsanteile wur-
de subtrahiert.
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Ordnung S = 1 S = 3/2 S = 2
0 2 3 4
2 1/3−2 cos2(k)
3/10
−9/4 cos2(k)
0.2857
−2.6666 cos2(k)
4
0.2879
−0.7777 cos4(k)
0.1042
0.2742 cos2(k)
−0.7846 cos4(k)
0.0770
0.2635 cos2(k)
−0.8586 cos4(k)
6
−0.1264
+0.8463 cos2(k)
+0.8169 cos4(k)
−0.9296 cos6(k)
0.0594
+0.0305 cos2(k)
+0.3600 cos4(k)
−0.6086 cos6(k)
0.0389
+0.0402 cos2(k)
+0.2669 cos4(k)
−0.5801 cos6(k)
8
0.0388
+0.5729 cos2(k)
−0.9668 cos4(k)
+0.5856 cos6(k)
−0.9622 cos8(k)
0.0093
+0.0527 cos2(k)
+0.0500 cos4(k)
+0.3680 cos6(k)
−0.5517 cos8(k)
0.0210
+0.0170 cos2(k)
+0.0372 cos4(k)
+0.2647 cos6(k)
−0.4768 cos8(k)
Tabelle C.4: RSST-Reihen fu¨r die Dispersionen ω(k) der
S = 1, 3/2, 2 Magnonen mit expliziter k-Abha¨ngigkeit.
Ordnung S = 1 S = 3/2 S = 2
0 2 3 4
2 -1.6666 -1.9500 -2.3809
4 -0.4898 -0.4061 -0.5180
6 0.6073 -0.1586 -0.2339
8 -0.7315 -0.0714 -0.1367
10 0.2997 -0.0883 -0.0932
12 0.4173 -0.0473 -0.0701
14 -1.2107 -0.0412 -0.0538
16 0.7963 -0.0271 -0.0427
Tabelle C.5: RST-Reihen der niedrigsten
Magnonmoden ω(0) fu¨r S = 1, 3/2, 2.
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Ordnung
S = 1
SZD, ω+(π)
S = 3/2
Sztot,odd = 1/2,
ω−(π/2)
S = 3/2
Sztot,odd = 3/2,
ω(π/2)
S = 2
SZD, ω−(π)
0 2 9/2 9/2 8
1 −2 −3/2 0 0
2 −2/3 −5.512500 −9/10 −23.314285
3 2/3 2.633437 −9/4 0
4 −1.207407 22.173373 −2.032875 425.102701
5 1.971666 −61.12730 −9/10 0
6 −2.723225 −125.4382 1.907756 −1.7458 · 104
7 3.294885 912.4029 5.361715 0
8 −3.400477 54.0239 6.352873 8.9611 · 105
9 2.240766 −1.2472 · 104 −0.213111 0
10 1.57133 2.1034 · 104 −18.07852 −5.1541 · 107
11 −9.75420 1.4766 · 105 −40.4418 0
12 24.1695 −5.8649 · 105 −40.8613 3.1768 · 109
13 −46.0068 −1.2561 · 106 25.7940 0
14 73.3777 1.1697 · 107 184.9687 −2.0515 · 1011
15 −96.8595 −9.9142 · 105 359.2760 0
16 93.0229 −1.9220 · 108 274.7045 —
Tabelle C.6: Sto¨rungsreihen der niedrigsten Doma¨nenwandmoden fu¨r
S = 1, 3/2, 2 (vgl. auch Abbildung (3.10)).
ANHANG D
Energieerwartungswert der 2-Kink-Wellenfunktion
Die Berechnung des im vierten Kapitel, Abschnitt 4.1, eingefu¨hrten Energieerwartungswer-
tes (4.23)
ω(k, q, ξ) =
〈ψµ(k, q)|H˜|ψµ(k, q)〉
〈ψµ(k, q)|ψµ(k, q)〉 , H˜ = H −E0(umin) (D.1)
soll erla¨utert werden. Mit dem 2-Kink-Ansatz (4.20), (4.22) ergibt sich
〈ψµ(k, q)|ψµ(k, q)〉 = (D.2)∑
m′>n′
∑
m>n
eiq1(m−m
′)+iq2(n−n′)+(n′−m′+n−m)/ξ〈n′m′;µ|n,m;µ〉
〈ψµ(k, q)|H˜|ψµ(k, q)〉 = (D.3)∑
m′>n′
∑
m>n
eiq1(m−m
′)+iq2(n−n′)+(n′−m′+n−m)/ξ〈n′m′;µ|H˜ |n,m;µ〉 .
Dabei sind q1 = (k + q)/2 und q2 = (k − q)/2 die Wellenvektoren der beiden Kinks. Die
Berechnung der Gro¨ßen (D.2) und (D.3) erfolgt in vier Schritten:
1. Aufstellen der verschiedenen Fa¨lle in den 4-fach Summationen.
2. Berechnung der einzelnen Fa¨lle mit dem in Abschnitt 4.1 erwa¨hnten Transfermatrix-
formalismus.
3. Ausfu¨hrung der 4-fach Summation fu¨r jeden Fall.
4. Addition der verschiedenen Fa¨lle.
Die Positionen 2. bis 4. der Aufza¨hlung lassen sich sehr gut mit Computer-Algebra-Program-
men berechnen, wa¨hrend Position 1. per Hand durchgefu¨hrt werden muß. Die Berechnung
des Erwartungswertes (D.1) soll am Beispiel der Norm (D.2) erla¨utert werden.
Fallunterscheidungen
Zur Aufstellung der verschiedenen Fa¨lle eignet sich die in Abbildung (D.1) gezeigte gra-
phische Darstellung des Skalarprodukts 〈n′m′;µ|n,m;µ〉. Die oberen Linien symbolisieren
die Bra’s, die unteren Linien die Ket’s. Der Teil der Wellenfunktion (4.20), (4.22), der durch
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die g-Matrizen gegeben ist, wird mit A bezeichnet, der durch die g(MG1)-Matrizen gegebe-
ne mit B. Schließlich entha¨lt der 2-Kink-Ansatz noch die Matrix g
(
σ(µ)
)†
. Dieser Teil der
Wellenfunktion wurde in Abbildung (D.1) mit C dargestellt.
g ≡ g(A) g(MG1) ≡ g(B) g (σ(µ))† ≡ g(C) (D.4)
Gema¨ß Abbildung (D.1) erfordert die Berechnung der Norm fu¨nf Fallunterscheidungen:
• a.) n′ ≤ m′ < n ≤ m
• b.) n′ < n ≤ m′ ≤ m
• c.) n′ < n ≤ m < m′
• d.) n′ = n ≤ m′ < m
• e.) n′ = n ≤ m′ = m
a.)
b.)
c.)
d.)
e.)
m’
m’
m’
m’
m’
n’
n’
n’
n’
n’
n m
n
n
m
m
n m
mn
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
B
B
B
B
B
B
B
B
B
B
C
C
C
C
C
C
C
C
C
C
Abbildung D.1: Die in den 4-fach-Summationen der Norm (D.2) auftretenden Fallunter-
scheidungen. Das Symbol ⊗ stellt das Skalarprodukt 〈n′m′;µ|n,m;µ〉 dar. Dabei symboli-
sieren die oberen Linien die Bra’s, die unteren Linien die Ket’s.
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Berechnung der einzelnen Fa¨lle
Fu¨r das weitere Vorgehen mu¨ssen zuna¨chst folgende 4× 4 Matrizen aufgestellt werden:
GAA = G =
(
g(A)
)† ⊗ g(A) =


b2 + a2 0 0 2a2
0 b2 − a2 0 0
0 0 b2 − a2 0
2a2 0 0 b2 + a2

 (D.5)
GAB =
(
g(A)
)† ⊗ g(B) = GBA = b · I (D.6)
GAC =
(
g(A)
)† ⊗ g(C) = GCA =


0 0 −2√2a2 0
−√2(b2 − a2) 0 0 0
0 0 0 0
0 0 −√2(b2 + a2) 0

(D.7)
GBB =
(
g(B)
)† ⊗ g(B) = I (D.8)
GBC =
(
g(B)
)† ⊗ g(C) =


0 0 0 0
−√2b 0 0 0
0 0 0 0
0 0 −√2b 0

 (D.9)
GCB =
(
g(C)
)† ⊗ g(B) =


0 0 0 0
0 0 0 0
−√2b 0 0 0
0 −√2b 0 0

 (D.10)
GCC =
(
g(C)
)† ⊗ g(C) =


4a2 0 0 0
0 0 0 0
0 0 0 0
2(b2 + a2) 0 0 0

 (D.11)
In diesen Gleichungen ist I die 4× 4 Einheitsmatrix. Desweiteren beno¨tigt man auch noch
die Transformationsmatrix U :
U =
1√
2


1 0 0 1
0 1 1 0
0 1 −1 0
1 0 0 −1

 UTGAAU = diag(λ1, λ2, λ3, λ4) (D.12)
λ1 = b
2 + 3a2
!
= 1 , λ2 = λ3 = λ4 = |b2 − a2| ≤ 1 (D.13)
Mit den oben definierten Matrizen kann nun das Skalarprodukt 〈n′m′;µ|n,m;µ〉 im Rah-
men des Transfermatrixformalismus fu¨r die verschiedenen Fa¨lle berechnet werden:
a.) : Tr
[
Gn
′−1
AA GCAG
m′−n′
BA G
n−m′−1
AA GACG
m−n
AB G
L−m
AA
]
= λn−m
′
2 b
m′−n′+m−n +O(λL2 )
b.) : Tr
[
Gn
′−1
AA GCAG
n−n′−1
AB GBCG
m′−n
BB G
m−m′
AB G
L−m
AA
]
= bn−n
′+m−m′ +O(λL2 )
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c.) : Tr
[
Gn
′−1
AA GCAG
n−n′−1
AB GBCG
m−n
BB G
m′−m
AB G
L−m′
AA
]
= bn−n
′+m′−m +O(λL2 )
d.) : Tr
[
Gn
′−1
AA GCCG
m′−n′
BB G
m−m′
AB G
L−m
AA
]
= bm−m
′
+O(λL2 )
e.) : Tr
[
Gn−1AA GCCG
m−n
BB G
L−m
AA
]
= 1 +O(λL2 )
Die Berechnung der oben auftretenden Spuren im thermodynamischen Limes erfolgt nach
Einfu¨gen von Einheitsmatrizen in der Form I = UTU . Die Tatsache, daß die Matrizen
GAB , GBA, GBB Diagonal-Form besitzen, ermo¨glicht die Berechnung der Spuren mit der
Transformationsmatrix U (U ist die Transformationsmatrix von GAA!).
Summationen
Gema¨ß Abbildung (D.1) ergeben sich folgende 4-fach Summationen fu¨r die Fa¨lle a.) - e.):
a.) : Na =
L∑
m=n
L∑
n=m′+1
L∑
m′=n′
L∑
n′=1
λn−m
′
2 b
m′−n′+m−neiq1(m−m
′)+iq2(n−n′)+(n′−m′+n−m)/ξ
= λ2
ei(q1+q2)+2/ξ
(e1/ξ − beiq1)(e1/ξ − beiq2)(1− λ2ei(q1+q2)) (L→∞)
b.) : Nb =
L∑
m=m′
L∑
m′=n
L∑
n=n′+1
L∑
n′=1
bn−n
′+m−m′eiq1(m−m
′)+iq2(n−n′)+(n′−m′+n−m)/ξ
= b
eiq2+3/ξ
(e1/ξ − beiq1)(e1/ξ − beiq2)(e2/ξ − 1) (L→∞)
c.) : Nc =
L∑
m′=m+1
L∑
m=n
L∑
n=n′+1
L∑
n′=1
bn−n
′+m′−meiq1(m−m
′)+iq2(n−n′)+(n′−m′+n−m)/ξ
= b2
eiq2+2/ξ
(eiq1+1/ξ − b)(e1/ξ − beiq2)(e2/ξ − 1) (L→∞)
d.) : Nd =
L∑
m=m′+1
L∑
m′=n
L∑
n=1
bm−m
′
eiq1(m−m
′)+(2n−m′−m)/ξ
= b
eiq1+2/ξ
(e1/ξ − beiq1)(e2/ξ − 1) (L→∞)
e.) : Ne =
L∑
m=n
L∑
n=1
e2(n−m)/ξ
=
e2/ξ
(e2/ξ − 1) (L→∞)
Addition der einzelnen Fa¨lle
Abschließend mu¨ssen die Fa¨lle a.) - e.) addiert werden:
〈ψµ(k, q)|ψµ(k, q)〉 = Na +N∗a +Nb +N∗b +Nc +N∗c +Nd +N∗d +Ne (D.14)
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Die komplex konjugierten Anteile in (D.14) resultieren aus den Fa¨llen a.) - d.) durch Ver-
tauschen von n↔ n′ und m↔ m′.
Anmerkung
Die Berechnung des Erwartungswertes 〈ψµ(k, q)|H˜|ψµ(k, q)〉 erfolgt analog zur Berech-
nung der Norm. Es ist jedoch zu bedenken, daß man mehr Fallunterscheidungen beru¨ck-
sichtigen muß. Gema¨ß (4.25) ist der Hamilton-Operator H bzw. H˜ eine Summe lokaler
Operatoren Hl′,l′+1. Je nachdem, an welchen Pla¨tzen Hl′,l′+1 auf |n,m, µ〉 wirkt, ergeben
sich unterschiedliche Beitra¨ge zur 4-fach Summation in (D.3). Beispielsweise spaltet sich
der Fall a.) in 14 weitere Fa¨lle auf:
a1.) l
′ > m a2.) l′ = m,m > n a3.) n < l′ ≤ m− 1,m > n+ 1
a4.) l
′ = n,m > n a5.) l′ = n,m = n a6.) l′ = n− 1, n > m′ + 1
a7.) l
′ = n − 1 = m′, n = m′ + 1 a8.) m′ < l′ ≤ n− 2, n > m′ + 2
a9.) l
′ = m′, n > m′ + 1,m′ > n′ a10.) n′ < l′ < m′ − 1
a11.) l
′ = n′,m′ > n′ a12.) l′ = n′,m′ = n′, n > n′ + 1
a13.) l
′ = n′,m′ = n′, n = n′ + 1 a14.) l′ = n′ − 1 .
Analog zu Fall a.) spalten sich auch die Fa¨lle b.) - e.) durch die Wirkung des lokalen
Hamilton-Operators auf. Insgesamt sind 41 Fa¨lle zu unterscheiden. Zusa¨tzlich zu den Ma-
trizen (D5) - (D12) beno¨tigt man die Matrizen HAA,AA, HAA,BA, HAA,BB , HAA,CB etc.,
welche die Information u¨ber die lokale Wirkung des Hamilton-Operators enthalten. Diese
Matrizen sind durch
(HX ′Y ′,XY )(i1,j1),(i2,j2) =
(
(g(X
′)
l′ )
† (g(Y
′)
l′+1)
†
)
i1,i2
⊗
[
Hl′,l′+1
(
g
(X)
l′ g
(Y )
l′+1
)
j1,j2
]
(D.15)
definiert.
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