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SUMMARY
Human beings often live, work, and travel through complex outdoor environments. Some
examples of these environments include: a university campus, a shopping mall, an office park, a
suburb, or an entire city. These environments can have intricate networks of roads, paths, over-
passes, and tunnels. Other features, such as buildings, hills, and trees, add further complexity and
can obscure other parts of the environment. It can be a challenge for individuals to understand and
navigate these surroundings. The daily commute can be an intricate journey through a large freeway
system, small streets, and around traffic. A trip to a shopping mall can be a bewildering experience
in a maze of stores.
For individuals who are visiting a new area or have recently moved to the area, it can be espe-
cially difficult to understand the layout of the environment, locate particular buildings and services,
and find friends, family, and co-workers. There are also particular careers that may frequently place
individuals in unfamiliar locations. For example, military or law enforcement personnel may travel
to a new area of operations and need to quickly learn the lay of the land in order to efficiently patrol
and coordinate activity with others.
In this dissertation, I describe a research program that investigated the use of wearable comput-
ers to help individuals perceive, understand, and learn the layout of the surrounding environment.
That is, employing wearable computers as a platform for a spatial cognition or spatial learning aid.
This research program was guided by a relationship mediation model of wearable computing.
The relationship mediation model identifies and describes the user relationships in which a wearable
computer can participate and mediate. Some of these relationships include user to environment, user
to wearable computer, and user to other individuals. Wearable computer applications, such as a spa-
tial cognition aid, can be described by identifying the particular relationships involved and detailing
how the wearable participates. There are three vital relationships involved in a spatial cognition
aid: a wearable computer to environment relationship, a user to wearable computer relationship,
and a user to environment relationship which is mediated by the wearable computer. The research
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program described in this dissertation consists of three components which correspond to those three
aforementioned relationships.
The first component is an infrastructure that allows wearable computers to gather location based
environmental information, which is important for the wearable computer to environment relation-
ship. This infrastructure consists of three components: client applications on mobile or wearable
computers, location servers, and data servers. Location servers maintain a location registry of clients
and data servers in a particular region. Clients can communicate an area of interest to a particular
location server. That location server responds with a list of data servers and other clients for that
area of interest. The client application can then access the data servers that provide information of
interest to the user, perhaps weather reports, traffic conditions, or geophysical data. This infrastruc-
ture allows easy integration of additional data servers and provides scalability by geographically
dividing both indexing and the data, which localizes network traffic.
The second component focuses on the relationship between the user and the wearable computer.
In a spatial cognition aid, it can be useful for the user if she can navigate a virtual model of the
surrounding environment for the study and exploration of areas prior to travel. Two classes of
wearable computer interfaces were prototyped and evaluated in user studies involving navigation
tasks. The first class of interfaces were based on speech recognition, gesture recognition, or a
combination of speech and gesture. This study revealed issues with recognition and environmental
lighting conditions with the particular form of video based gesture recognition employed. However,
speech recognition provided a relatively effective interface. The second class of interfaces used
isometric joysticks and tilt sensors as input devices, and employed various one and two handed
control mappings. While there were some discomfort issues with isometric joysticks, the study
determined that an aircraft-like control mapping, with steering in the dominant hand and speed in
the non-dominant hand, was most effective. These interface explorations provide some background
information and guidelines for designing navigation controls for use in spatial cognition aids.
The third component examined how wearable computers can mediate the relationship between
the user and the environment in order to improve spatial cognition. Several studies were performed
to determine how wearable computers can help users perceive and learn the layout of the surround-
ing environment. These studies investigated how environmental information should be presented
xvi
to the user, and whether any effect on spatial cognition can be observed. These studies determined
that an effective presentation provides an image of the surrounding environment that is rendered
from a top-down viewpoint. That imagery should also be aligned with the user’s head direction.
Furthermore, since a wearable computer user’s attention is divided between the real world and the
computer display, techniques should be employed to help the user correlate infrequent views of the
computer display. These include using a wide field of view to provide a stable set of landmarks and
providing route markers to show the shape of the user’s route and the user’s progress.
While wearable computer researchers have examined related applications such as navigation
aids, tourist guides, and surveying tools, few, if any, have examined spatial cognition aids, which
are a distinct and important wearable computer application. Spatial cognition aids are focused
on helping the user learn the layout of an area, rather than guiding navigation, providing tourist
information, or modeling objects in the environment. This dissertation provides a demonstration of
a viable and effective wearable computer based spatial cognition aid. It also provides guidelines,
verified in user studies, of how to present environmental information in a wearable computer based
spatial cognition aid. Other contributions also include a scalable server infrastructure, studies and





My father would sometimes tell me stories about his days as a Boy Scout in Florida. One story
was about the father of one of the other boys in the Scout troop. This man displayed an uncanny
sense of direction. No matter where he was, no matter the weather or time of day, he always knew
which direction was north and he always knew the direction to his home. One dark night, a group
of boys got together to test his direction finding ability. The boys quietly massed around the tent
where the father was sleeping. They quickly dashed inside, picked up the sleeping cot, and carried
the father on a crazy journey around trees, up and down hills, and around and around in circles.
After thoroughly scrambling the father, they set him down and asked him to point north. The father
pointed. They asked him to point home. The father pointed again. The boys consulted their maps
and their compasses. Eerily, he was correct on both counts. He demonstrated an almost supernatural
sense of direction.
I was quite impressed with this story. As a Boy Scout, I could navigate through the woods with
map and compass, but I never displayed that intuitive feel for direction. Perhaps it is no coincidence
that my father made a very nice pouch for me to carry my compass around my neck.
This lack of navigation sense also affected my ability to get around the city. When I moved
to Los Angeles to attend college, I often got turned around and completely lost. Once I left the
freeway, I would often get confused, miss turns, and have to retrace my route back to the freeway to
start over. I was never able to visualize the structure of the LA freeway system very well, nor could
I recall the layout of the streets of Pasadena where I lived. When I moved to Atlanta for graduate
school, this problem continued. If someone described the location of a particular place in reference
to particular areas of town, I was befuddled.
I started to wonder why I was having so much trouble navigating in urban environments like
Atlanta and Los Angeles (Figures 1 and 2). While these cities are complex environments with
intricate networks of streets and highways, some individuals have a lot less difficulty. I realized that
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Figure 1: The complex urban environment of Atlanta.
2
Figure 2: The complex urban environment of Los Angeles (courtesy Annie Muske-Dukes).
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I was having difficulty building up and maintaining a mental image of the city’s layout. I seemed
to be only able to memorize routes, and sometime only with difficulty. It was also hard for me to
determine the cardinal directions: north, south, east, and west, while I was traveling.
Once I began to understand the limitations of my navigation skills, I thought that others might
also have similar difficulties. In informal discussions with others, I learned of various techniques
people used to develop familiarity after moving to a new area. Some study a map carefully and then
venture out. Others carry a map while exploring, trying to keep track of where they are in the world
and on the map. Still others test themselves by wandering around the new area until they feel almost
lost and then try to find their way back. I found these diverse strategies very interesting for several
reasons. These strategies reveal great creativity in developing coping mechanisms against poor
navigation sense. They also highlight that exploration of a new area is a very common experience,
and a problematic one.
I also considered individuals in special circumstances for whom understanding the environ-
ment is vital for their career. Law enforcement, military units, and emergency responders may be
exposed to unfamiliar locations, but need an immediate and detailed understanding of their sur-
roundings. This understanding allows them to travel to particular locations quickly and efficiently,
communicate effectively, understand the locations of co-workers, and coordinate activities across
a wide area. In these situations, understanding the environment can be more difficult than under
normal conditions and the consequences for failure can be great.
These experiences and musings led me to investigate technological means to augment an indi-
vidual’s ability to perceive, understand, and remember the structure of the surrounding environment.
A brief introduction to spatial cognition and mental maps will further motivate the need for such
research.
1.1 Spatial Cognition and Mental Maps
Spatial cognition is the ability to perceive and comprehend the structure of the environment and
to make decisions based on that knowledge. This is the mental facility that allow individuals to
successfully understand and deal with the physical world, whether it is a single object, a single
room, a house, or a city. In this dissertation, I have focused on supporting spatial cognition of large
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outdoor environments, rather than smaller indoor environments.
Understanding large geographic regions like college campuses, neighborhoods, or cities is quite
different and often more challenging than understanding the spatial relationships between objects on
a desktop or in a single room. Such outdoor environments are too large and too complex to perceive
all at once. Accordingly, outdoor environments require the formation and use of a mental model,
also known as a cognitive map or mental map. All of these mental processes are quite complex and
cause spatial learning to be a slow and error prone process. Perhaps computer based techniques and
artifacts can be employed to increase the rate of spatial learning and improve the accuracy of the
mental map.
In this dissertation, I have pursued the development of a computer based spatial cognition aid.
Such aids would help individuals learn their environment and develop good mental maps. Since
these mental maps are the basis of navigation and a number of other spatial behaviors, such spatial
cognition aids would help humans deal more effectively with their environment.
One might argue that such mental models should be the domain of the computer. The computer
should maintain the model of the environment and give navigational assistance and directions to
the user. In accordance with this viewpoint are a number of computer based navigation aids such
as Map-in-the-Hat [149] and Walkmap [78, 147]. While such navigation aids are quite useful, the
differences between a spatial cognition aid and a navigation aid should be highlighted. It will then
be apparent that spatial cognition aids also have an important role that is distinct from navigation
aids.
One could view the difference between a navigation aid and a spatial cognition aid in terms of a
proverb often attributed to Lao Tzu: “Give a man a fish and you feed him for a day. Teach him how
to fish and you feed him for a lifetime.” A navigation aid tells a user how to make a particular turn
while following a route to a particular endpoint. A spatial cognition aid would help a user learn the
layout of the environment. The spatial cognition aid would help the user develop the knowledge to
determine the routes to any point for themselves. It is not necessarily the case that a navigation aid
would help a user learn the layout of the environment. The navigation aid solves a specific task, but
a spatial cognition aid would imbue survey knowledge, which is a more general tool.
Another problem with computer based navigation aids is the interaction required to select a
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destination and particular points on the route. If the computer maintains the mental model of the
environment, the user must interact with the computer to decide on new routes and new destinations.
A good mental map, previously developed with a spatial cognition aid requires no such interaction
for ad hoc path planning. A good mental map could be especially useful for police or military
personnel who must quickly learn to patrol a new area, or a marathon runner or cyclist who must
anticipate changes in terrain to effectively race against others. For these individuals, interacting
with a navigational aid would be a distraction that could prevent them from perceiving sudden and
significant events occurring around them.
Navigational aids might also induce over reliance as documented in previous wearable computer
use for aircraft inspection [98, 97]. Users may begin to rely too heavily on the aid and surrender
navigation authority and decision making to the aid. This can become a problem if the navigation aid
has a malfunction or its information is incomplete or becomes out of date. The user may be literally
led astray. By surrendering navigational authority, the user may be less able to recognize that they
are lost until too late, and may be less able to recover and find their own way back. Furthermore,
a long term reliance on these navigation aids may cause users to stop refining and adding to their
mental maps, and even begin forgetting. An analogy would be an individual who relies on a spouse
that always drives and always navigates. After a time, the individual could find it more and more
difficult to find his own way around or to give others directions.
A good spatial cognition aid would also have personal and emotional significance. It could
imbue a traveler with a higher level of confidence. They would not have to worry about becoming
lost because they “know” the area. Furthermore, a spatial cognition aid might help individuals
compensate for cities with poor imagability. That is, cities whose layouts are especially difficult
to understand, due to geography, city planning, or other factors. InThe Image of the City, Lynch
suggested that cities with poor imagability lead to confusion, less sense of place, and a poorer
quality of life [83].
1.2 How can Wearables Support Spatial Cognition?
A wearable computer is a mobile, unobtrusive, and continuously available computational resource.
It is often equipped with a head mounted display, wireless networking, and possibly a GPS unit or
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Figure 3: Examples of top-down (left) and perspective (right) viewpoints.
other technology for positioning. With these features, it can be a platform for a various applications
that use location based information, such as a spatial cognition aid. This would be a tool that allows
a user to explore a new area while helping the user perceive and learn the structure and layout of the
environment. Such a prototype spatial cognition aid was built for this dissertation.
Since individuals need help in placing their location into a larger context, the prototype spatial
cognition aid rendered a virtual model of the environment in the eyeglass mounted display, provid-
ing an image of the user’s surroundings. This overview imagery can allow the user to see the spatial
relationships between landmarks and geographic features that were previously difficult to perceive
as an earthbound traveler. This is in agreement with previous work has shown that prior study-
ing of a map is helpful in developing survey knowledge [152, 151]. Furthermore, providing this
overview imagery as an individual is exploring the environment allows the individual to correlate
the vistas, the natural first person views of the environment, into the structure of the overview. This
process should be analogous, yet faster, than the numerous egocentric traversals typically required
to develop the mental quiltwork that forms exocentric survey knowledge.
A virtual model of the surroundings can be presented to the user with several possible view-
points. A top-down, overhead view is a simple viewpoint that is used in many paper maps (see
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Figure 3, left). This was chosen as a candidate since it can clearly show the layout of the surround-
ing environment. Another approach would be to present the imagery in such a way that it is aligned
with and overlaid on the user’s first person view of the world. This would use augmented reality
techniques to register, or align real and virtual imagery. However, this approach was considered
and rejected for several reasons. Technology limitations in position and orientation accuracy make
it difficult to correctly register the virtual imagery with the real world. These discrepancies would
detract from the augmented reality experience. Furthermore, an augmented first person view would
not provide as much additional information about the layout of the environment as an top-down,
overhead view.
Another possible viewpoint is a perspective view which is somewhere between an overhead
view and a first person view (see Figure 3, right). It places the viewpoint above and behind the
user’s location. The viewpoint seemed potentially helpful to a user learning the structure of the
environment. It also seemed possible that it would help the user learn and recognize building facades
and silhouettes of terrain and buildings. Accordingly, this perspective viewpoint was included in
the dissertation investigations. However, a preliminary study showed that the perspective viewpoint
was distracting to the user and interfered with the user’s ability to remember the surroundings. It
may potentially affect the user’s ability to perform other tasks. As it turned out, the most effective
presentation evaluated in this dissertation provided a top-down viewpoint.
Another important presentation factor is orientation. A fixed orientation such as north alignment
can be used, or the overview can be rotated to align with the user’s forward direction. Levine [79, 80]
suggests that aligning a map with the user’s forward direction is more effective since it is easier for
the user to correlate features on the map with features in the user’s surroundings. However, there
can be some concern about the movement and rotations involved in aligning the overview imagery.
These rotations can create large changes in the display image which may be distracting to the user
and make the imagery more difficult to memorize. However, some evidence suggests that using a
fixed orientation map while traveling may significantly impede learning [165]. The most effective
presentation from this dissertation was in accordance with this last finding, and used imagery that
was aligned with the user’s head direction.
A final issue, the division of user attention, emerged during the later portion of the dissertation
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work. Users must pay attention to the physical world as they walk since they wish to avoid obsta-
cles and learn their surroundings. They must also pay attention to the wearable computer in order
to learn the overall configuration of the area and see where they are currently located on the map.
This division of attention can cause users to shift their attention back and forth between the physical
world and the wearable computer display. It can be difficult for the user to perceive and understand
her progress on the display with these infrequent glances at the display. The most effective presenta-
tion provided two features to address this division of attention issue. First, a wide field of view was
used. This presented a stable set of landmarks that may have helped users correlate their infrequent
glances at the display. Second, a trail was displayed which allowed users to perceive the shape of
their journey as well as their most recent progress on the map and correlate that with their progress
in the world.
1.3 Thesis Statement
A wearable computer with an eyeglass mounted display can provide imagery for environmental
context, and thus improve an individual’s ability to perceive, understand, and recall the spatial
layout of an outdoor environment. Furthermore, an effective presentation of this environmental
imagery will be head oriented, rendered from a top-down viewpoint, and must take into account the
divided attention of wearable computer users.
1.4 Contribution Statement
This dissertation provides several primary contributions regarding wearable computer based spatial
cognition aids.
While maps are a common spatial cognition aid, there are few spatial cognition aids imple-
mented as wearable computer applications. With few, if any, instances, it is not surprising that there
are no prior studies investigating the effect of wearable computers on spatial cognition. This dis-
sertation provides an example of a wearable computer based spatial cognition aid. Furthermore,
it details user studies showing that this spatial cognition aid is effective and helped users learn the
layout of an outdoor environment.
The studies performed for this dissertation also investigated how environmental information
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should be presented to the user in such an application. These studies also produced experimentally
verified guidelines for design issues such as viewpoint, orientation, distraction, and divided user
attention. Previously, no studies had examined such design issues for wearable computer based
spatial cognition aids.
This dissertation also makes some secondary contributions that provide support for the devel-
opment of spatial cognition aids and other wearable computer applications that use location based
information.
A wearable computer needs to gather information about the environment for spatial cognition
aids and a variety of other environment aware applications. This dissertation describes a scalable
server infrastructure that can be used to distribute geospatial information. This infrastructure pro-
vides scalability by geographically distributing both indexing and data.
This dissertation also discusses some interaction techniques that can be used for interacting with
applications that provide virtual models of an environment, like spatial cognition aids and navigation
aids. Effective interaction is important since users need to be able to easily study and examine the
virtual model of the environment. Users may also need to search for particular features and preview
areas prior to visiting them. Some guidelines for multimodal and two handed interaction design are
discussed.
Finally, a conceptual model for wearable computing applications is described. This model en-
visions wearable computers as a mediator between users, other individuals, and the environment.
The model can be a useful tool for designers who need to understand the design scope of a wearable
computer application and the various interactions involved. This conceptual model also provides a
design framework for the development of the spatial cognition aid and the work performed for this
dissertation.
1.5 Dissertation Organization
In this introduction, I presented the notion of wearable computers as an aid to learning and under-
standing a complex outdoor environment. In the remainder of this dissertation, I will elaborate on
this notion by discussing various design issues, experiments, and infrastructure necessary in devel-
oping this type of wearable computer application.
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Chapter II will discuss spatial cognition theories and methods of investigation. Some previous
work in spatial cognition and computing will be presented.
Chapter III will present a conceptual model for wearable computing as a mediation of rela-
tionships between users, other individuals, and the environments. This model is used to frame the
following chapters and describe how they form the basis of a wearable computer system for spatial
cognition.
Chapter IV will describe a geographically based, scalable server infrastructure to distribute
location based information, such as the location of individuals, terrain data, or weather conditions,
to wearable computers.
In Chapter V, the need for alternative wearable computer interaction techniques will be dis-
cussed. Evaluations of multimodal and two handed navigation techniques for a wearable computer
based visualization will be described.
Chapter VI will demonstrate that wearable computers can aid an individual’s spatial cognition.
It will also describe experiments that were conducted to determine how wearable computers should
present information to aid spatial cognition.
In the conclusion,Chapter VII , I will summarize the main contributions of this dissertation,
and discuss possible areas for future work.
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CHAPTER II
SPATIAL COGNITION AND RELATED WORK
Since understanding and navigating outdoor environments is a fundamental part of daily life, it
is not surprising that a spatial cognition has a sizeable body of investigation and research. This
research cuts across a number of different research communities including cognitive psychology,
engineering psychology, geography, industrial engineering, and computer science.
In this chapter, I will first discuss background material in spatial cognition. This includes rele-
vant theories of spatial cognition, different techniques for measuring spatial cognition, and potential
design guidelines for navigation and spatial cognition aids.
I will then discuss the use of computing devices that support spatial behaviors such as navigation
and spatial cognition. This includes the use of virtual reality for both the study of spatial cognition
and the training of an individual’s spatial abilities, and the use of mobile and wearable computers
for navigation, spatial cognition, and other environment related applications.
2.1 Theories of Spatial Cognition
A significant and pioneering work in spatial cognition is Kevin Lynch’s 1960 MIT dissertation in
city planning entitledThe Image of the City[83]. In this work, Lynch attempted to determine char-
acteristics that made it possible for individuals to perceive, develop, and maintain a mental image
of their own city. He postulated five urban elements, now sometimes called Lynchian elements, that
form a design palette for a city that is easy to mentally visualize.
Paths: Paths are channels through which people move. These can include roads, walkways, and
transit lines. It is from paths that individuals view the other elements of the environment.
Edges: Edges are linear elements that delineate different regions. They may be barriers such as
walls or shorelines, or merely seams between two different regions.
Districts: Districts are sections of a city that have a unifying and identifying theme. A district is
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identifiable from inside the district, and may be used a reference point from the outside.
Nodes: Nodes are locations of strategic importance. This importance can come from junctions of
paths, terminal points in transportation lines, or concentration points for human activity, such
as a city square or street corner hangout.
Landmarks: Landmarks are reference points. These are typically physical structures such as build-
ings, signs, monuments, or distinctive natural features. These landmarks may be tall, distant,
and observable from a variety of locations, or landmarks may be local and might only be seen
from a small area or particular approach.
These elements were culled from interviews of residents from Boston, Jersey City, and Los
Angeles. With well defined and memorable districts, Boston appeared to be the most “legible” or
“imagable” of the three cities that Lynch examined. However, there were still several imagability
issues with Boston such as particular primary roads that curved in confusing ways and had unclear
intersections.
Lynch argued that urban planners should try to develop cities that were imagable or legible to the
inhabitants. This concept of legibility of a city is closely related to the notion of spatial knowledge
and mental maps. Lynch felt that a legible cities would provide a better quality of life for its citizens.
A number of researcher have attempted to verify if these Lynchian elements exist and if they
are distinct, complete, and universal mental concepts. For example, Norberg-Schulz’s 1971 work
suggested that there are only three elements: place, path, and domain [96]. However, Magaña’s 1978
dissertation [85] examined the mental models of residents of Guadalajara, Mexico, and suggested
that Lynch’s elements were valid. In 1995, Aragones and Arredondo [2] examined the existence of
these elements for Madrid residents, and found that the edge element was somewhat ambiguous.
This long lived debate over the mental images of urban environments is evidence that Lynch’s work
has sparked a great deal of interest in spatial cognition.
In developmental psychology, Piaget’s work [105] suggests that individuals mature through four
levels of spatial cognitive development. These levels characterize the spatial frame of reference that
the individual uses to understand their surrounding environment, as well as the spatial operations
that can be comprehended and performed.
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Sensorimotor: The sensorimotor level is experienced from birth to approximately age 2. The world
is experienced through sense impressions, so a spatial frame of reference is not a relevant
concept.
Preoperational: In the preoperational state, children of age 2-6 years understand the environment
from an egocentric frame of reference. They locate objects in reference to their own bod-
ies. They only recognize objects from familiar perspectives. They understand such spatial
relations as proximity, separation, open/close, between, and order.
Concrete Operational: The concrete operational level (ages 7-9) is characterized by a fixed frame
of reference. Children in this level have a fixed coordinate system that is oriented and aligned
on static landmarks such as home, school, or church. For example, the child may only be
able to find the way home in reference to known landmarks such as school. They can rec-
ognize landmark objects from multiple perspectives and understand spatial concepts such as
enclosure, continuity, and geometry.
Formal Operations: In the formal operations stage, which develops around 11 years of age, in-
dividuals can understand coordinate systems that are not centered on the body, or familiar
landmarks. These include coordinate systems such as the cardinal directions, latitude and
longitude, polar coordinates, and map grid systems. Individuals can understand such spatial
operations such as proportional scale, reduction, distance estimates, and use of coordinates.
While Piaget’s theory of spatial cognitive development explains how an individual’s general
spatial abilities develop over a lifetime, Thorndyke’s theory of spatial learning suggests how an
individual’s mental representation of a particular environment changes over a shorter period of time.
This mental representation, also known as a spatial representation, cognitive map, or mental map,
allows individuals to perform a variety of spatial activities. These activities include recognizing
one’s location, determining the direction, distance, and route to another location, or communicating
with others about directions to other locations.
Thorndyke’s theory of spatial learning suggests that individuals develop three levels of spatial
knowledge as they experience a new environment:
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Landmark Knowledge: This type of knowledge allows individuals to recognize particular land-
marks or places. This knowledge can be gained by first hand experience of the location, or
second hand experience, such as by viewing video or photographs.
Route or Procedural Knowledge: This type of knowledge represents the procedures and informa-
tion needed to follow particular routes. This includes a description of the actions necessary to
follow the route, features encountered along the route, distances between locations along the
route, and changes in orientation, such as turns. This is a thread of information that connects
isolated perceptions of landmarks.
Survey or Configurational Knowledge: Survey knowledge provides a map-like model of the en-
vironment. While it continues to be debated as to whether this knowledge is actually stored
as a map-like image, a set of declarations about the environment, or some other format in
the mind, it does seem to have some map-like qualities. The locations and distances between
landmarks and other locations appear to be available in an exocentric, fixed frame of refer-
ence. This allows individuals to describe the location of any landmark relative to any other
landmark. This differs from landmark knowledge and procedural knowledge which are typ-
ically formulated with an egocentric frame of reference. This enables the individual to plan,
describe, and follow routes never before taken. This type of knowledge can be gained over
time by repeated experience in the environment, or indirectly, through the study of maps.
These levels of knowledge are somewhat representative of the progression of an individual’s
spatial knowledge. For example, an individual would first begin to remember particular landmarks.
After a time, perhaps routes between work and home would be memorized. Later, after many travels
through the area, the individual would gain a good sense of the layout of the neighborhood or city.
However, these spatial knowledge levels are not mutually exclusive and may be developed slightly
out of order. For example, one can study a map without traveling through the environment. The
individual would gain a level of survey knowledge, but not have good route knowledge. With only
map experience, the individual would be less able to recognize the appropriate paths and turning
points in the world.
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It is typically held that survey knowledge is the most robust and most useful type of knowledge.
A detailed mental map of the environment with survey knowledge can allow someone to plan and
traverse new routes that have never been taken before. This is important if new obstacles are en-
countered and a new route must be taken, or if the individual makes a wrong turn. Route knowledge
can be brittle, making recovery after that wrong turn difficult.
Stevens [142] determined that mental maps appear to be hierarchical. The hierarchy can be
based in part on political, cultural, or structural information. These hierarchies allow simplifications
in encoding the mental map. For example, many individuals feel that Reno lies east of San Diego
since the state of Nevada lies east of California. While this is an inaccurate notion of the relative
locations of the cities, it reveals a common simplification in the mental model of the western US.
Since the state of California lies on the western border of Nevada, one could assume that any city
within California lies to the west of any city within Nevada. Other types of spatial distortions and
omissions can be measured and may contain a great deal of insight into an individual’s mental map.
The characterizations of spatial knowledge from Lynch, Stevens, and others can serve as an
important guide in determining the level, detail, and accuracy of an individual’s mental map. In the
following section, various techniques for evaluating an individual’s mental map will be discussed.
2.2 Measurement of Mental Maps
When introducing a new training method or device, it is important to evaluate the effects of the
newly introduced artifact. The difficulty with spatial learning, as with many psychological con-
structs, is that the mental map is contained entirely within the mind and is difficult to measure. One
potential approach is to use physiological measures. However, physiological measures for learn-
ing could require potentially expensive and complex equipment for procedures such as electroen-
cephalography (ECG) and magnetic resonance imaging (MRI). Furthermore, since spatial cognition
appears to be a high level brain function, these physiological measures will not detail the content
of the mental map. While one can determine the regions of the brain involved in specific spatial
behaviors, it is not apparent that a mental map has a topological analogue within the brain that can
be imaged.
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However, a variety of other, non-physiological, experimental techniques have been used to char-
acterize an individual’s mental map. One class of techniques begins by prompting the study par-
ticipant with some incomplete information and asking the participant to provide additional context
or details. For example, the individual may be shown a photograph of a landmark and be asked
to place the landmark on a map. A second approach is to have the individual provide information
through free recall, providing less prompting. For example, the study participant may be given a
blank sheet of paper and asked to draw a map of their surroundings or provide a written description
of a route.
The approach taken may depend on the level of detail and type of information that is required in
the study, or logistical decisions. An prompted technique may allow the study to focus on a partic-
ular detail or characteristic of the mental map. An unprompted technique may provide less control
over the information that is recalled, but may uncover interesting and unanticipated data. Prompted
techniques can be easier to analyze. Some techniques can interfere with the study participant’s
experimental task. Some unprompted techniques include:
Interviews: Participants are asked to describe the layout of particular areas. The accuracy and
detail of their responses indicates the quality and depth of the mental map. Interviews were
used by Lynch [83] in his 1960 dissertation work on city legibility. Participant responses may
be affected by the interviewer. Care must be taken to provide objective analysis of the results.
Giving Directions: Participants are asked to give verbal directions from a particular point to a
destination. The language used in the directions can suggest how the participant has encoded
their mental map. Coding and analyzing the results can be involved.
Map Sketching: Participants are asked to make a sketch of the area. The map can be examined
for detail, omissions, and geometric distortions. Map sketches were also used by Lynch [83].
Billinghurst and Weghorst [17], as well as Darken [29], employed sketch maps for under-
standing cognitive maps of virtual environments. Map sketches may be affected by a partici-
pant’s drawing skill. Comparisons between sketches may require adjustments for differences
in scale and distortion.
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Map Reconstruction: Participants are asked to place tokens on a board to recreate the relative po-
sitions of landmarks. As in map sketching, the reconstruction can be examined for geometric
distortions [46].
Some prompted techniques for characterizing an individual’s level of spatial knowledge include:
Landmark Identification: After traveling a route through an environment, the participant is shown
pictures of landmarks. The participant is asked to determine if those landmarks were on the
route taken. This technique only measures landmark knowledge.
Locating Landmarks or Vistas on a Map: After traveling a route through an environment, the
participant is shown pictures of landmarks or vistas. The participant is asked to locate the
depicted scenes on a map.
Estimating distance and/or direction between landmarks:After traveling a route through an en-
vironment, the participant is shown pictures of two landmarks. The participant is asked to
determine direction and/or distance between the landmarks. This was used in a number of
studies including Golledge [48] and Gärling [44]. One variation on this approach is to have
a participant estimate the length covered by particular route. Another variation is stop the
participant at various points during the route to estimate distance and direction to the starting
point. This last variation may interrupt the participant’s travel experience and affect results.
2.3 Guidelines for Spatial Cognition Aids
Some previous research has suggested guidelines for the presentation of spatial information. This
research can suggest possible areas of investigation for the design of a spatial cognition aid for this
dissertation.
One simple spatial cognition aid is a “You are here map”. These maps are provided in such
places as shopping malls, company and school campuses, and large office buildings. Levine’s work
with “You are here maps” [79, 80] suggests the following design rules for effective YAH maps:
• The two-point theorem states that a map reader must be able to relate two points on the map
to their corresponding two points in the environment.
18
• The alignment principle states that the map should be aligned with the terrain. A line between
any two points in space should be parallel to the line between those two points on the map.
• The forward-up principle states that the upward direction on a map (assuming it is mounted
perpendicular to the floor) must always show what is in front of the viewer.
Work done in automobile navigation systems also suggests some guidelines for spatial infor-
mation presentation. Spoerri developed and evaluated a prototype automobile navigation display
that presented a series of turns [135]. Users were asked to remember and later reproduce the series
of turns. He found that directions presented with a perspective viewpoint, and in a user centered
coordinate system, were easier to recall than a top-down view in a global (north aligned) display.
He concluded that such displays would allow drivers to more easily integrate the directions with
what they are seeing through the windshield. Another study of automobile navigation systems by
Mashimo et al. [89], divided university students into two groups, a Fixing Group and a Rotating
Group, based on how they drew a map of their school. The researchers felt that rotating or not
rotating the map while drawing was suggestive of the students’ spatial orientation, and thus how
the students perceived and recalled their environment. In the driving portion of the study, par-
ticipants were asked drive a route while following a map presented on an automobile navigation
system. The system could display either a north-up map or a heading-up map. While only 4 stu-
dents from each group participated in the driving portion, an interesting result is that participants in
Fixing Group pointed out positive aspects about the north-up presentation. Members of the Rotating
Group pointed out negative aspects of the north-up presentation. The authors did not provide any
characterization of comments about the heading-up presentation. Mashimo et al. concluded that the
display presentation should be adapted to the driver’s spatial orientation.
Aretz and Wickens studied the mental transformations required in a navigational checking
task [3]. This task is often performed by pilots who must determine if an electronic map is con-
gruent to their current location. Two experiments were designed to determine the amount of mental
processing required to determine if a particular electronic map was congruent with another scene.
These experiments presented simplified scenes with both top down and perspective viewpoints. A
map was presented with some rotation angle. The time required for the subject to respond with a
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congruent or non-congruent determination was measured. The experiments showed that humans
had the fastest performance if map and the scene were visible at the same time, and the map is given
a forward up alignment, rather than a north up or other alignment.
2.4 Computing and Spatial Behavior
Computing artifacts have been used to support human behavior in the physical world for hundreds
of years. Sextants, clocks, compasses, and slide rules are a few of the mechanical and optical
computing aids that support navigation in the physical world. GPS and other radio and satellite
navigation systems are a few examples of electronic computing aids for navigation.
With the development of 3D computer technologies, it became possible for humans to become
lost, not just in the real world, but also in virtual spaces, such as virtual reality environments, visu-
alization environments, and 3D computer games. Becoming disoriented in a virtual environment is
problematic, but the situation is far worse in the real world. Terminating the program, restarting, or
reinitializing, the system are not viable alternatives in the real world.
Since humans can become lost in the physical world and in virtual worlds, computing artifacts
have been designed to assist users in those specific environments. Furthermore, due to the relative
ease of simulating locales and travel, virtual reality has also provided a tool for the study of human
spatial cognition. In the following sections, related work in computing, navigation, and spatial
cognition will be discussed.
2.4.1 Virtual Spaces: Spatial Behavior and Virtual Reality
Advanced to its furthest imaginable state, virtual reality could provide a simulation of the real world
such that any experience in VR would be indistinguishable from any real world experience. With
such a virtual environment, an individual’s spatial behavior would be identical to that in the real
world. However, today’s virtual environments are unable to faithfully duplicate real world. Even
so, it may be possible for virtual environments to support certain aspects of spatial behavior.
Kaplan and Kaplan [63] suggested that spatial behavior could be studied in both real and sim-
ulated settings. This has been employed in many studies. Goldin and Thorndyke used a film to
simulate navigation [47] and concluded that simulated navigation can sometimes substitute for real
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navigation. Other studies have used sequences of photographs to simulate travel.
One example of a virtual reality tool for studying spatial cognition is the VR Navigation Re-
search Tool (VRNRT) [156]. This tool provides a demographic survey, tools for building and pop-
ulating a 3D maze, a camera path designer, and logging tools. The test environment was made
available to users over the World Wide Web. This suite allows construction of various scenarios to
explore wayfinding, navigational knowledge, and navigational decision making.
Some issues with simulated environments have been raised by Evans and Gärling [39]. Real
world environments have factors such as weather conditions and human activity. These may provide
additional cues and meanings that may influence behavior. Differences in perception also exist
between real and virtual environments. Some of these differences include display resolution, field
of view, color, contrast, stereoscopy, correct perspective, and environmental detail, among others.
Differences in locomotion, acceleration, speed, and interaction may also reduce a number of cues.
These factors may affect an individual’s experience and harm spatial cognition.
Most of the work involving spatial cognition and virtual reality has focused on improving navi-
gation and wayfinding, either in virtual environments themselves, or in the real world through prior
training in virtual environments.
A number of researchers have used virtual reality to train individuals in order to improve per-
formance in the physical world. Witmer et al. [166] were able to use a virtual model of an office
building to train route knowledge and improve performance in the real environment. Darken and
Banker [30] also examined the transfer of spatial knowledge, but in an outdoor orienteering course.
Participants with various levels of navigation skills were given training with a map, a virtual model
of the outdoor environment, or exposure to the real environment. Performance was most affected by
navigation skill level, but the virtual environment had benefits since more area could be covered in a
shorter period of time. However, the virtual environment training had the most performance benefit
for those with intermediate navigation skills. No benefit over map use was found for beginner or
expert navigators.
Goerger, Darken, and others [46] performed a study examining the effect of virtual environment
training combined with map study. Participants studied the floor plan of an indoor office environ-
ment, or studied the floor plan and a high fidelity virtual environment. However, floor plan study
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alone appeared to be more effective than studying the floor plan and using the virtual environment.
The researchers theorized that short exposure times (30 minutes in this study) and complex models
may in fact be detrimental to performance. This was supported by Waller et al. [159], who examined
the transfer of spatial knowledge from a virtual maze to a real world maze. The study found that
real world performance after a short duration training in a virtual environment was no better than
map study. However, long duration training in a virtual environment produced better performance
than real world training.
Navigation performance and spatial cognition are also important issues in 3D computer gen-
erated environments. These environments may include 3D games, 3D architectural or engineering
applications, and scientific visualizations. Accordingly, there is a lot of interest in applying what is
known about spatial cognition to to improve performance inside these virtual environments.
Darken’s Ph.D. dissertation focused on design principles for effective navigation in large scale
virtual environments [29]. He postulated that real world wayfinding and environmental design prin-
ciples could be effectively employed in virtual environments. Two types of principles were pro-
posed: environmental design principles and map presentation and use principles. The environmental
design principles are:
1. Divide the world into smaller regions, in a hierarchical fashion.
2. Organize the small parts under a simple organizational principle.
3. Provide frequent directional cues.
The map presentation principles are:
1. Show the organizational elements (such as the Lynchian elements) and the organizational
principle used.
2. Show the observer’s position.
3. Orient the map so the observer’s forward direction is up.
These principles were examined by by comparing performance in four different treatment groups.
These groups include a control treatment that lacked wayfinding assistance, a grid treatment which
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used environmental design principles, a map treatment that used map presentation principles, and
a map/grid treatment that used both sets of principles. By using such measures as “Think Aloud”,
map sketch, search time, and search distance, these design principles were shown to be effective.
Other work in virtual reality employs spatial cognition concepts to help performance inside vir-
tual environments. Vinson provided guidelines for landmark design for virtual environments [157].
He suggested the use of Lynchian elements and additional guidelines he developed for color, shape,
size, placement, and alignment of landmarks.
Other researchers have examined other types of maps and representations of the environment for
navigation assistance. Ramlool and Mowat [112] provided a schematic or symbolic representation
of the virtual space. As a user navigates a VRML world, a cognitive map representation of the
world is constructed by the navigation application. This representation is constructed using Space
Structure Diagrams, which reduce the environment to a series of nodes representing rooms, and
arrows representing transitions between those rooms. This cognitive representation allows users to
see the logical organization of space and interact with the representation for navigation.
Another useful map representation is the worlds in miniature concept. A number of variations
on the worlds in miniature concept have been developed [143, 103, 37]. This tool is a miniature
model of the larger virtual environment that can be used to provide navigation information, as well
as providing new interaction techniques for navigation and object manipulation. A related concept
is that of the toolglass [16, 155, 145, 144], which can provide a small, planar image view of a virtual
environment from another perspective. It can also be used to navigation information and interactive
navigation techniques. Both of these representations may allow the user to gain a better idea of their
location and the layout of the virtual environment.
2.4.2 Physical Spaces: Spatial Behavior and Mobile and Wearable Computers
There are four major functional classes for computer based aids for spatial information. The first
class is that of a wayfinding or navigation guide that helps a user follow a particular route or proceed
to a particular landmark or waypoint. These devices may use compasses or GPS to guide a user from
their current location to another. An example would be a dashboard car navigation system or a hiker
navigating by a GPS unit.
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The second type of aid is that of an information guide or tourist guides that provides loca-
tion based information. While these information guides may provide some route guidance, they
are designed to support more abstract goals than mere wayfinding. They provide additional, non-
geographic information that may be of interest to tourists, such as historical commentary, informa-
tion about current building occupants, or current or future activities that may be scheduled.
A third class are spatial cognition aids. These focus on assisting the user in learning the structure
and layout of the environment. They can do this by providing geographic context for the user,
typically in the form of an overview map with the user’s current location indicated. The location of
other buildings, landmarks, roads, or other relevant geographic features are also indicated. Relative
locations of other collaborators may also be present.
A fourth type of aid allows the creation or capture of spatial information. A wearable computer
for surveying roads, creating 3D models of real buildings, or recording the route of the wearer would
fall into this category. Another example would be a handheld computer for making annotations on
a map, such as for recording archaeological data or tourist information.
Certainly, any given system might have characteristics of more than one of these categories, but
these categories are representative of the major goal of a given system. A large number of projects
appear to fall into the first type, navigation guides. There are also very notable tourist guides of the
second type. A number of interesting interaction techniques for modeling and surveying, are seen
in surveying aids of the fourth type. This dissertation developed and evaluated a spatial cognition
aid of the third type, which provides geographic context and supports spatial learning.
There are a large number of navigation and wayfinding guides. Some were exploratory appli-
cations to determine the potential of mobile or wearable computers. Others are wayfinding devices
for the users with disabilities.
Metronaut was a mobile computer, developed at Carnegie-Mellon, that provided scheduling
and navigation features. Scanning event bar codes would allow the user to add new events to his
schedule. The user could also receive directions to the event. The user would input his current
position into the computer by scanning bar codes on information signs that were placed around
campus. A set of directions would then be displayed on the screen.
The “map-in-the-hat” system developed by Thomas, et al. [149], was a wearable computer based
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navigational aid system. It used a see-through head mounted display to display way-points and a
compass for walking direction. The main focus of “map-in-the-hat” was to guide the users in an
orienteering task from one point to another. The display presented information in a first person,
head tracked, point of view.
The Battlefield Augmented Reality System (BARS) was a system that was designed to address
the needs of the dismounted soldier in urban landscapes [62]. This AR system presented data about
the soldiers environment such as sniper positions or navigational waypoints based on the importance
of each of the soldiers current tasks and needs. This system attempted to register virtual information
on top of the physical objects, such as buildings, in the world. Another military related application
was shown in Tinmith, a wearable computer research platform with a number of capabilities. A
simulated combat training application was demonstrated where ModSAF simulated forces were
displayed on a 2D overview map and a 3D augmented reality view in a headmounted display [106].
These military applications could show locations or units that should be avoided as well as ones that
should be destinations.
Context Compass [146] and Walkmap [78] were wearable computer applications developed
at the Nokia Research Center. Context compass was a linear compass that was augmented with
objects of interest. These objects of interest were selected by facing the object, which centers the
object in the compass. Each object had an associated URL with a web page, image, audio, or
video. Walkmap was an overview 2D map that could be presented with a top down viewpoint or
a perspective viewpoint. While the authors hoped that the perspective viewpoint would boost user
performance in a wayfinding task, a very rudimentary evaluation failed to demonstrate this. In fact,
users found the perspective map more difficult to use. In some sense, this dissertation revisited and
reconfigured this task and experimental design.
Drishti [51] was a navigation system that used voice recognition and synthesis, GIS, and GPS
components to assist the visually impaired and disabled. Temporal as well as location data was used
to plot routes on the fly. Users were guided on these routes with synthesized speech. However, other
research suggests that speech may not be the most effective output channel. An alternative is a haptic
interface, an array of taping units that are worn on the back and to help the user maintain proper
orientation during travel [38]. An evaluation by Ross found that using speech to provide orientation
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guidance to the user could be confusing [118]. Better success was found with the haptic interface
since it could function under a variety of conditions including hearing loss and noise. Speech and
spatialized sound interfaces were less robust under these conditions.
Tour guides and information guides comprise a second type of spatial cognition aids. While
some may provide navigational information, they are largely focused on providing non-geographic
information about a location, building, or district. This may include information about the occupants
of a building, historical information, or location based entertainment.
Cyberguide [1] was an indoor and outdoor tour guide based on the Apple Newton handheld
computer. The indoor version presented information about various demos within a lab environment.
An array of infrared transmitters was used to pinpoint location within the lab. The outdoor version
used GPS to present information about local bars and other establishments in Atlanta. A travel diary
was created and used to suggest other locations that a user might be interested in visiting.
The Touring Machine and the Mobile Augmented Reality System (MARS) [41, 56, 57] was a
wearable augmented reality system that presented multimedia information about the Columbia Uni-
versity campus with access to department web pages. It combined see-through augmented reality
with tablet input and output. Historical information about the Columbia campus, such as multi-
media clips and models of former buildings, were presented in location. Similar information was
available in Archeoguide [158] an augmented reality tour guide for the Olympia archaeological site
in Greece.
Aids that provide geographic context and support spatial learning form a third category. Such
applications would provide some type of overview that provides information about spatial layout of
objects and geographic features in the surrounding environment. There appear to be fewer examples
of such aids. There seem to be even fewer evaluations of such aids. Two examples of this category
may be Rockwell’s ARscape and the U.S. Defense Department’s LandWarrior navigation software.
Rockwell’s ARscape [15] may be an example of a wearable computer application that provided
geographic overview information. It is unclear exactly what tasks the software was designed to
support, however, it might fit into this category. ARscape was a 3D terrain rendering program that
provided a 30m resolution view of the area around Rockwell Science Center. The view was rendered
on a workstation and then transmitted to the wearable computer. It could have been used to give a
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user a very good idea of the layout of the surrounding terrain.
LandWarrior [94] was an US Army project exploring new technologies for the dismounted sol-
dier. One component of this project was an exploration of wearable computing. These soldiers were
equipped with wearable computers, GPS units, a helmet mounted display, and map software that
displayed both topographical maps and satellite photos. In conversations with a project engineer, I
learned that during exercises, conventionally equipped soldiers learned to closely follow Land War-
rior soldiers. The Land Warriors had gained a reputation for always knowing where they were and
where they were going. This software appeared to provide a simple overview map in an overhead
view with the wearer’s location indicated. The project may have stumbled onto a spatial cognition
aid. However, beyond some anecdotes, no evaluation of user performance seemed available. Nor
did there seem to be a specification of how the map was oriented. Unfortunately, this project seemed
unlikely to study spatial cognition in detail.
There are a number of different applications that fall into the category of surveying or spatial
information capture. For example, Baillot et al. described a number of interactions that could be
used to create 3D models with a mobile computers [7]. These were powerful enough to specify
points, lines, extrusions, and simple 3D models that corresponded to objects in the world.
The Tinmith project also examined the problem of environmental modeling. Tinmith-Metro was
a demonstration application that allowed users to perform a variety of city modeling tasks [107].
Constructive solid geometry (CSG) operations were used to create 3D objects. Existing 3D models
could be placed interactively, and a variety of interaction techniques, from head tracking to two
handed input, were used for interaction. In fact, it allowed a model to be viewed from a variety
of viewpoints, including orbital, a rotating map view, and other body relative angles. Another
technique in Tinmith-Metro was Bread Crumbs which could be used to model large outdoor ground
features [108]. By dropping a number of markers as the user traverses a path, a enclosed polygon
could be formed around large objects such as lakes and parking lots, or even roads, trails, and rivers.
These polygons could be further edited with CSG and other operations.
Diaz proposed a wearable computer application that allowed semantic information about a space
to be deduced and captured [34]. While computers and location tracking systems often describe
space in terms of coordinates and distances, most humans describe regions of space with linguistic
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phrases, such as “computer science building” or “lunch area”. Diaz’s application analyzed docu-
ments created in a space for significant keywords, or, as in his prototype, take in manually assigned
labels for that space. These keywords would describe the activities and purpose of that space. Users
could search for specific types of space or quickly uncover that what type of space they were cur-
rently in.
Since mobile computing, and especially wearable computing, is in its infancy, most of these
devices were technology demonstrations. That is, they were designed and built to show how what
interesting abilities and functions might be made available. Certainly, there is plenty of room for
additional evaluation of spatial aids. Furthermore, among these devices, spatial cognition aids seem
to be few and far between.
2.5 Summary
In this chapter, background theories on spatial learning and spatial cognition were discussed. These
theories have allowed the development of a number of techniques to characterize an individual’s
cognitive map. There are also a number of research efforts that involve computing and spatial be-
havior. Virtual reality has been used to study spatial cognition and provide training to improve real
work performance. There are also a number of mobile and wearable computing applications involv-
ing spatial behavior. However, most of these applications are focused on wayfinding, with a few
others focused on tourist guides and surveying aids. This dissertation was focused on developing
spatial cognition aids and supporting spatial learning, rather than navigation and wayfinding. In the
following section, a model for wearable computer applications will be presented. This model will
be used to outline the architecture of a spatial cognition aid for wearable computers. It will also lay
out the structure of the rest of this dissertation.
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CHAPTER III
A RELATIONSHIP MEDIATION MODEL FOR WEARABLE
COMPUTER APPLICATIONS
3.1 Introduction
Wearable computers can play a more integral role in a user’s life than desktop applications. Wear-
able computers go wherever their users go. Wearables are also in close physical proximity with the
user, with input devices worn on the body and displays mounted in front of the user’s eye. This
makes a wearable computer a unique platform for mobile, personal, and ubiquitous computing ap-
plications. However, wearable computer applications require special design considerations. While a
body of developer knowledge has been accumulated for desktop applications, there is comparatively
less knowledge for the development of wearable computer applications. While developing wearable
computer applications, such as this spatial cognition aid, insight into how wearable computers affect
users and their activities would be welcome.
In this chapter, a conceptual model for wearable computing applications is presented. This
model describes a wearable computer as a mediator of relationships between the user, other indi-
viduals, and the environment. This model may help define the design spaces available in wearable
computing. It can also be a useful guide for developers of new wearable computer applications. This
model can be suggest ways to develop a simple application idea into an application architecture. It
can also help generate new variations and extensions for that application.
This chapter will describe the model in general and show how it can be used to classify current
research projects and applications in wearable computing. Next will follow a demonstration of how
the model can be used to suggest ways to develop a new application idea. Finally, the model will be
used to outline the architecture of the spatial cognition aid under consideration in this dissertation.




In general, there are a number of reasons to devise a conceptual model for a particular design
domain. These reasons may include:
• To suggest the structure and extent of a design space.
• To direct attention to portions of the domain that have not been addressed to satisfaction.
• To classify, compare, and relate existing work.
• To guide the design of a work in the domain.
A conceptual model can be a useful tool for understanding a particular domain. An example
is Card et al’s taxonomy that modeled the design space of input devices [21]. This allowed clas-
sification of previous devices and helped suggest new devices. Other conceptual models assist in
developing the architecture of new applications. For example, the model-view-controller (MVC)
paradigm of Smalltalk [73] or the presentation-abstraction-control (PAC) model [28] can help de-
velopers define the object classes and object hierarchy for interactive computer applications.
Ubiquitous computing also has some important conceptual models that have driven infras-
tructure and application development. A simple conceptual model underlies Hewlett-Packard’s
Cooltown [23, 12, 68, 67], a pervasive computing project that aims to strengthen the link between
the real world and the virtual world of the web. The conceptual model identifies three entities:
places, people, and things. Each entity is then provided with a “web presence”, for example, things
are given embedded web servers, people own web pages with links to communication services, and
places are served by PlaceManagers that organize location based information and services.
Another example is the conceptual model embodied by Dey’s Context Toolkit, an architecture
for capturing and delivering contextual information [33]. In this model, contextual data is collected,
processed, and delivered by five entity types: context widgets, interpreters, aggregators, services,
and discoverers. This framework allows developers to write new components, reuse components,
and connect them in various ways to support a wide variety of context aware applications.
These models from ubiquitous computing can inform certain aspects of wearable computing.
The Context Toolkit provides useful abstractions for context aware aspects of wearable computing
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applications. The Cooltown project articulates ideas that may be useful to application designers who
chose a web metaphor for their systems. For a more general view of wearable computing, it may be
advantageous to consider another model that addresses the role of a wearable in the relationships of
its user.
3.3 Wearable Computers as Relationship Mediators
Wearable computers fill a unique niche in human-computer interaction. They are carried by the
user, are always on and available for input and output, and are exposed to the same experiences
and environments that the user encounters. They are designed to be unobtrusive and avoid inter-
fering with a user’s activities. This close association allows wearable computers to participate in,
and mediate, many of the relationships of the user. Accordingly, a conceptual model of wearable
computing should focus on the relationships that are mediated by a wearable computer.
Figure 4: User have relationships with the environment and others.
The typical user will have relationships with two classes of entities. The first class consists of
the environment. The second class consists of other individuals. Users perceive and react to the
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environment. They may survey their surroundings to avoid cars and other obstacles. They may look
for tools and other items, and then use those tools to accomplish particular tasks. They may also
plan routes and travel through the environment. The relationships with other individuals can also
be complex and varied. Individuals communicate, work together, share information, play, and even
conflict. They may be in the same room at the same time, or be separated by time and/or distance.
We can represent these relationships with arcs between the different entities (Figure 4). The ad-
dition of a wearable computer changes these relationships since these relationships can be mediated
by the wearable computer. For example, wearable computers can automatically exchange contact
information when two people meet for the first time. This changes the social relationship between
the user and other individual by replacing the formal ceremony (in some societies) of business card
exchange. This mediation is represented as an arc passing through the wearable computer’s sphere
of influence.
Figure 5: The addition of a wearable computer which can mediates various user relationships.
The addition of the wearable computer also establishes new relationships with the pre-existing
entities (Figure 5). For example, the wearable may autonomously gather information from the
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Table 1: A list of the relationships involving the user and the wearable computer.
1 Wearable Computer to Environment
2 User to Others (Mediated by the Wearable Computer)
3 User to Wearable Computer
4 User to Environment (Mediated by the Wearable Computer)
5 Others to Wearable Computer
6 Others to Environment (Mediated by the Wearable Computer)
environment through its own set of sensors, which creates a new relationship between the wearable
and the environment. With the addition of these new relationships, there are a total of six different
relationship arcs in this new diagram (Table 1).
This new diagram illustrates the basic relationship mediation model. However, it is important
to also characterize each of these relationships arcs. The following subsections will describe these
relationships in detail. Also, examples from various research projects will be discussed, showing
how the model can be used to classify these projects.
3.3.1 Wearable Computer to Environment
Wearable computers often must be cognizant of the environment. They may be required to collect
information about the environment in order to inform the user or help the user perform a task. The
model shows no participation of the user in this relationship, so this refers to any environmental
data collection that is largely autonomous.
One of the most common environmental information requirements is location awareness. The
number of mobile computing, wearable computing, and augmented reality applications that have
utilized location awareness are too numerous to list. However, some notable developments in lo-
cation sensing are listed below. Hightower and Borriello [52] also provide a survey of location
systems.
• The early use of bar codes for wearable computer location [133].
• The use of GPS for location aware applications [1].
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• Fusing data from multiple sensors for determining location and orientation [5, 167].
• The use of computer vision to determine location, especially without the use of specialized
fuducial marks [139, 121, 25].
• Inexpensive beacon systems (infrared, radio frequency, sonic, etc.) for determining loca-
tion [161, 160, 138, 110, 113, 22].
Location is not the only type of environmental information that can be collected. Various sensors
can be used to capture information such as video, audio, temperature, etc. Other sensors such
as IR sensors, RF tag readers, computer vision enabled cameras, or bar code readers can access
information in the environment from beacons or tags. Computer vision algorithms can also be used
by the wearable to identify untagged objects in the environment. In the DyPERS (Dynamic Personal
Enhanced Reality System) project, a wearable computer was built to visually recognize paintings
in a art gallery environment and present additional background information about the artist and the
style of the painting [125].
Wearable computers can also gather environmental information by tapping into sensor networks
or databases of environmental information. Many of these geospatial databases are conceived as ex-
tensions of the World Wide Web. One example is the WorldBoard [136], in which Spohrer described
a system for mapping geographic coordinates to web pages on a web server. A specific location in
the world would have an associated web page which could be accessed when visiting that location.
In a similar vein, projects within Hewlett-Packard’s Cooltown initiative have explored the use of
various web servers, beacons, and tags to link web based information and services to objects and
places [23, 12, 68, 67].
Another example is the Real World Wide Web [70], an augmented reality instantiation of the
WorldBoard concept. The RWWW proposed the linking of web pages containing 2D or 3D visual
and auditory data to contextual data for location, activities, or persons. The RWWW browser con-
sisted of a 3D augmented reality system for a wearable computer. Information would be retrieved
and displayed in 3D around the user according to the user’s context.
With these sensor networks and databases of environmental information, it is also possible that
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the wearable can reverse the previously described relationship. That is, rather than receiving in-
formation from the environment, it transmits information about the environment. For example,
the wearable can write information into an environmental information database or participate as a
sensor platform in a sensor network. A community of wearable computers may provide data on
the temperature and humidity in various rooms of a building. Other wearable computers, worn by
automobile commuters, can provide information about traffic and congestion in a freeway system.
Another reverse relationship would be opportunistic annexation, as discussed by Pierce and Ma-
haney [109]. Wearable computers could automatically detect and employ computing resources in
the near environment, such as large displays, printers, audio systems, or even processors.
3.3.2 User to Others, Mediated by a Wearable Computer
Wearable computer users often need to communicate, collaborate, and relate to others. Developers
should consider a wide range of possible roles assumed by others. For example, the other individu-
als may be collaborating with the user towards a particular goal, competing, conflicting, or merely
bystanding. Variations in technology usage may have the others using similar wearable computers,
dissimilar devices (perhaps PDA’s or desktops), or no computing technology at all. For the pur-
poses of the relationship mediation model, the technology is grouped with the other individual as in
Figure 6.
The developer should be able to design for user relationships with other individuals who are
quite different than the wearable computer user. In fact, the other individual may not be human, but
may instead be a dog [123]! Furthermore, the designer should consider different types of relation-
ships. As in other CSCW applications, the relationship may be local or remote. It may also occur
at the same time, or at different times (synchronous or asynchronous).
Kortuem and others have been conducting an ongoing research program in social relationships
mediated by wearable computers [71, 72]. They have proposed the idea of “Wearable Community”
in which wearable computers act as agents on behalf of their users. The wearables would augment
the same time, same place, “in the flesh” social encounters. For example, their Genie application
allows a user to compile a list of pressing questions. When two wearable users meet, the wearables
trade questions, and the other user can decide if they have the expertise or willingness to converse
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Figure 6: Users relate to others who may employ various technologies
about the questions. This brings up a new conversation topic of shared interest, or possibly identifies
an expert who may have the answer that the user has sought for some time. They have also suggested
applications for task trading (you pick up my laundry and I’ll pick up your groceries), exchanging
music playlists, and several other social interactions.
A wearable computer can also be used to recognize faces and determine when others approach
for conversation [132]. This gives the wearable an opportunity to retrieve and present stored infor-
mation about the conversant, such as identity or previous topics of conversation. Another interper-
sonal relationship is seen in medical monitoring systems. A doctor can use a wearable to monitor
the vital signs of patients [99].
Various communication paradigms can be also supported. Wearables can provide translation,
for example, sign language to spoken language [20]. Wearable computers can facilitate remote
communication of both synchronous and asynchronous nature. Wearable computers easily support
email and instant messaging services. Wearables can also provide video and audio streaming. For
example, a wearable was used in collaborative maintenance tasks with supervisors providing real-
time advice to field workers [14]. Some wearable computer applications have been designed to
support group messaging [91] and presence awareness [164]. A modern variation on the idea of
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calling cards can be implemented by allowing wearable users to leave messages at a particular
location [116].
3.3.3 User to Wearable Computer
This relationship describes the input/output channel between the user and the wearable. This rela-
tionship is perhaps the most straight forward and immediate in the model. This relationship includes
the hardware used by the wearable to present information to the user, for example, eyeglass mounted
displays, headphones, and tactile transducers. It also includes aspects of interface and information
presentation, for example computer screen layout, widgets used in a graphical interface, sound map-
pings and audio design, or the selection of tactile sensations.
Wearable computers have often used head mounted visual displays manufactured by companies
such as Sony, MicroOptical, Via, Liteeye, and others. However, researchers continue to develop-
ment and evaluate new forms of head mounted displays [134, 81, 64], including virtual retinal dis-
plays [153]. Development of output modalities, such as audio [124], and tactile displays [118, 154]
also continues.
The user to wearable computer relationship also describes how users provide input to the wear-
able. This may be through explicit commands, as through chording keyboard, voice, or gesture
commands. It may also include non-explicit input, where a wearable computer uses sensors and/or
pattern recognition to perceive user activity that may not be specifically directed towards the wear-
able. One example would be the logging of the user’s medical data such as respiration and heart
rate. Another example would be using accelerometers to determine whether the user is walking,
sitting, or using a particular tool [76, 114]. A large percentage of wearable computer conference pa-
pers are descriptions, demonstrations, and evaluations of novel input devices and novel interaction
techniques.
3.3.4 User to Environment, Mediated by a Wearable Computer
Individuals will perceive the environment around them whether they have a wearable computer or
not. However, wearable computers will likely change how they perceive that environment. Any
form of wearable computer output (visual, auditory, or tactile) can partially mask the user’s percep-
tion of the environment or direct the user’s attention away from the environment. The wearable can
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also mediate the user’s perception of the environment in a purposeful way.
An excellent example of a wearable computer system that mediates a user’s perception of the
environment are wearable augmented reality systems. In such systems, like Columbia’s Mobile
Augmented Reality System (MARS) [41], virtual information is overlaid on the user’s view of the
environment. Another approach is a system that removes environmental data, for example replacing
or masking out advertising and other signs [86]. Other researchers have been able to enhance vision
or map visual information to other senses for the visually impaired [51, 111, 38].
Map navigation systems also provide a mediated reality by providing map information and
enhanced direction and self-location abilities. Some wearables also act as surveying aids, allowing
users to capture the geometry of roads, buildings, and other geographic features [107, 7]. These aids
also enhance a user’s perception of the environment.
It is also possible to develop wearable computers that help users manipulate their environments.
A television or lighting remote control is a very simple environmental manipulation tool. Wear-
ables can provide remote interfaces for people with disabilities [119]. Since disabilities can vary
greatly, a personalized wearable interface can provide better access to public devices such as ATMs,
information kiosks, etc.
3.3.5 Others to Wearable Computer
There are times when other individuals may wish to access information or services on someone
else’s wearable computer. At first glance, this relationship may appear similar to the relationship
between the user and others. However, the relationship between a user and the other individual
is characterized by the direct participation of the user. In the relationship between others and the
wearable, the user is not a direct participant.
This relationship can be any interchange of information about the user, or information about
the wearable that is instigated by the wearable computer. An example of this type of relationship
could be a co-worker accessing a web page that is generated by the wearable computer. The web
page could show the current status of the wearable computer, for example, uptime, battery level,
etc. Automatic location sharing would also be an example of this relationship. Privacy (user control
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of information) can be an issue since the other individuals may be family, or close friends, co-
workers, or strangers. Even bystanders may overhear a wearable computer’s auditory interface and
inadvertently join this relationship.
Furthermore, this relationship may be reciprocal. A wearable computer that senses other indi-
viduals and records their image or activity has also brought a bystanding individual into the rela-
tionship. What awareness, input, and control does the bystander have in this relationship?
Privacy is a fundamental concern in this relationship, regardless of direction. This may arise
due to the wearable’s privileged position and its covert nature which can create potential asymme-
tries in information sharing. This is not to say that issues of privacy do not arise elsewhere in the
overall model. (Perhaps a user would sometimes want privacy from their own wearable?) Since
privacy is a concern, critical dimensions of this relationship including the type of information that is
available, who can access that information, how that information can be accessed, when and where
that access is allowed, and how much awareness is given to the humans in this interchange. Recent
discussion and projects that address privacy in ubiquitous computing environments include Palen
and Dourish [102], Jiang et al [59], and Langheinrich [77].
3.3.6 Others to Environment, Mediated by Wearable Computer
Other individuals may gather information about the environment from someone else’s wearable
computer. These individuals may wish to perceive the environment as mediated by another person’s
wearable. This is very similar to the previously described relationship between wearable computer
and other individuals. However, the focus here is on environmental information.
This information may consist of live sensor feeds, such as video or audio, or other information,
such as temperature, pressure, and other meteorological data. Again, privacy can be a concern.
Some data, such as meteorological, can be reasonably anonymous, although tight coupling with
location data may greatly reduce anonymity. Likewise, audio and video can raise privacy concerns
since they may reveal identity and activity.
In an early example of a wearable computer providing and mediating access between others and
the environment, Mann used a wearable to compile photographic logs which were made available
on his web site [87]. Maintenance tasks are another situation where it is often useful for remote
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collaborators to perceive the environment through a fieldworker’s wearable computer. For example,
in the Netman project [14], video and audio was delivered from the wearable of a field worker back
to a supervisor in an office. The supervisor could provide expert assistance to the fieldworker as
they performed computer network maintenance tasks. They termed this remote access to wearable
computer sensors as “remote sensing”.
Other individuals can be given direct access to the wearable’s sensors, in other words, access to
“raw” data. Another possibility is access to environmental data that is processed to a degree. The
Eyetap device, used in conjunction with a gyroscopic head tracker, was used to stitch together an im-
age, an environmental map, of the user’s surroundings. Other Eyetap users, also using a head tracker,
can view this environmental map as if they were present in the other user’s environment [148].
The direction of the relationship can also be reversed. The other individual can modify the
user’s environment through the wearable computer. For example, with Telepointer [88], a remote
collaborator could control a servo controlled laser pointer on a wearable, illuminating objects of
interest in the wearable user’s environment. Bauer et al also proposed the possibility of “remote
manipulation” as a collaboration technique for wearables [14]. One could imagine manipulator
arms on a wearable for moving objects or remote control capabilities.
3.4 A Design Process with Variations on a Theme
In a fugue, a musical composition form, a single musical theme is presented. However, a creative
composer can devise intricate variations and permutations on the theme, preventing the work from
becoming dull and uninteresting. By considering the relationship mediation model, applications for
wearable computing can be developed in the same manner. A single application idea can be spun out
into a full design with a variety of extensions and variations. The following steps will demonstrate
such a process.
3.4.1 Articulate the Application
Wearable computer applications should first be articulated in human-centric terms. For example, a
classic wearable computer application is augmenting or assisting human memory. It is important
to note that concepts like context sensing, face recognition, or mobile input devices are not fully
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formed applications, but rather wearable computer functions or abilities. These abilities may serve
an application such as augmenting memory, but are not an end in and of themselves.
3.4.2 Identify the Primary Relationships
Next, the application designer should identify the primary relationships involved in providing a
solution to the application. For many applications, this may simply be an input/output channel
between the user and the wearable computer.
To carry the augmenting human memory example further, developers of the Remembrance
Agent [117] used a head mounted display and a Twiddler chording keyboard to provide this I/O
channel. A user would type notes during conversations or lectures. The software agent would
examine the notes, find matches with older documents and notes, and suggest related materials.
In effect, it acted as a peripheral associative memory. During conversations or class lectures, the
Remembrance Agent could bring up related conference papers. These documents might provide
answers to questions the user was asked. With a user who took diligent notes, it could remind the
user about the content of previous conversations with particular individuals, even if years had passed
between meetings.
3.4.3 Extend to Other Relationships
The designer should then examine the different relationships in the model and imagine ways to that
their system could participate in these relationships. To their credit, the designers of the Remem-
brance Agent developed their system along many of these lines. For example, two or more users of
the Remembrance Agent could synchronize their databases, in effect sharing memories. This ex-
tends the application into the user to others relationship, since it requires action on the part of both
the user and the other individual. However, if database sharing is autonomous, it becomes a wear-
able to others relationship. For example, the wearable can make the Remembrance Agent database
available to anyone, but only while they are in the same room. It would then be advantageous to be
an “information groupie,” basking in the presence of a group of wearable users with a diverse set of
knowledge in their databases.
The application participates in another relationship if the wearable is allowed to gather infor-
mation from the environment. There are many ways that location sensing could be used. Notes
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could be assigned creation locations and access locations, saving more contextual data for relevance
matching. Perhaps notes could also be “stored” at a particular location in the environment. As wear-
able computer users enter new rooms, new documents, such as maintenance procedures, operation
manuals, and maps could be made available through a location based database. These documents
could also be accessed by the Remembrance Agent, “reminding” the user how to find an office,
operate a fax machine, or repair machinery in that building.
The wearable could also change the way the user perceives the environment with an augmented
reality approach. Perhaps documents, such as reminder notes, could be displayed over particular
objects, like a refrigerator or telephone [139]. The Remembrance Agent could mediate the envi-
ronment for other individuals. For example, another individual could examine an object belonging
to the wearable user. The wearable could detect which object was being handled (perhaps with
distributed sensors) and transmit or playback personal history or other information relating to that
object.
3.4.4 Vary the Participation in the Relationships
It is important to brainstorm multiple ways for the application to participate in the different relation-
ships. Perhaps not every idea will be feasible, but it is a good design practice to generate multiple
ideas and cull later. These ideas can be prototyped and evaluated later.
It is often easy to consider changes in input and output devices. For example, the Remembrance
Agent could rely on speech recognition. Perhaps a whispered reminder in the ear could be an
interesting output technique. A tactile transducer in a ring could be analogous to a string tied
around a finger.
Designers should consider different social scenarios when developing alternative ways for the
wearable to participate in the user to others relationship. Perhaps consider who initiates a conversa-
tion or who gets information first. For example, the Remembrance Agent could broadcast its current
search to all nearby wearables. Agents on other wearables could examine their document databases
and return possible matches to the first agent. Depending on which user is notified, either the first
user could approach other individuals, asking for the unique related documents, or the other indi-
viduals could approach the first user, offering a helpful document. Asking for a favor, or offering a
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favor provides quite different social experiences.
For the wearable to environment relationship, developers should examine a number of sen-
sors and sensing techniques for gathering environmental information. The data from a variety of
inexpensive sensors can also be fused to provide better results. Various location systems can be
employed. Wireless access to a database of environmental information can also provide rich and
dynamic possibilities.
Since wearables have often been primarily designed to interact with a single user, it can be
difficult to come up with ways for the wearable to interact with non-wearing others. Consider the
wearable as a separate entity from the user, as is shown in the model diagram. This can help a
designer imagine scenarios where wearables relate to non-wearers. For example, individuals look
at each other for non-verbal feedback. This feedback can let people know emotional states, attention
levels, and mental states such as consideration or deep thought. It may be useful for a wearable to
provide feedback to others about its thinking process. This can allow others to determine if the user
recalled the answer to a question, or if the Remembrance Agent suggested the answer. In some
social situations, it may be useful to know the difference (see [141] for an anecdote about wearable
use during examinations).
3.5 An Architecture for Spatial Cognition
In my research, I have explored the idea of a wearable computer based spatial cognition aid. The
relationship mediation model has helped identify the required relationships and necessary compo-
nents for a complete system for spatial cognition assistance. At a minimum, a spatial cognition aid
must gather information about the user’s environment, allow the user to interact with the data to
study and explore it, and present the data to the user in order to enhance the user’s perception of the
environment. As such, the spatial cognition aid should participate in these relationships:
• Wearable to Environment
• User to Wearable Computer
• User to Environment (Mediated by Wearable Computer)
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It is possible to include other relationships. For example, it would be interesting to allow a group of
users to share their notes and annotations of the environment. This could allow the users to build up
a group mental model of the environment. This would extend the spatial cognition aid into a user
to others relationship. However, such additional features and relationships are not necessary for a
basic spatial cognition aid. Accordingly, my research has focused on the three listed relationships.
The following subsections discuss these relationships and components. In each of these areas, the
research strategy has been to define several alternatives, build prototypes, and evaluate. Further
details are available in the following chapters.
3.5.1 Wearable to Environment
In a spatial cognition aid, the wearable computer must inform the user about the structure of the
surrounding environment. The wearable computer must therefore gather information about the
environment. A GPS and an orientation sensor can be used to gather information about location
and orientation. However, geographic information is also required to present a map to the user. A
complete spatial cognition system should provide a source of geographic data.
A wearable computer can simply carry a set of data for the areas where the user will be traveling.
This is the strategy used by most of my experiments with spatial cognition. It is satisfactory for most
evaluation and research purposes. However, these data sets can go out of date. Users may also travel
to new areas, requiring new data sets. Dynamic data, such as the locations of other individuals, are
not available. A better solution would be to provide a geographic information server. Wearables can
then download data over a wireless network as needed.
However, the basic server solution will face scalability problems. First, a large number of
wearable computer users could overwhelm the server with numerous fetch requests. Second, users
will potentially be distributed all over the globe, causing long lag times and slow transfer rates for
users who are located far from the servers. Third, geographic information can be an extremely
large and diverse set of data. For example, users may wish to see meteorological data, terrain data,
building occupancy data, or locations of other individuals. Some of this data may change quite
rapidly. A small number of servers, or a single schema will have difficulty handling all of the
environmental information.
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To meet these concerns, I have designed a scalable system of geographically distributed servers
where location servers index a variety of geographic data servers. I have used prototypes of this
system to provide information, such as meteorological data and locations of persons, to wearable
computer applications.
3.5.2 User to Wearable Computer
In my prototypes, I have used a terrain visualization to allow users to see the layout of the surround-
ing environment. This terrain visualization presents detailed map-like images that are built from
aerial imagery, 3D buildings, and elevation data. These images have been presented to the users on
an eyeglass mounted display. While there are some issues with display brightness and mechanical
mounting, this appears to be a relatively effective output channel.
However, there is also a need for user input to the system. A user may be able to develop a
better understanding of the terrain if they can navigate and explore the visualization. While the
GPS will center the map around the user’s location, the user may wish to preview an area before
they arrive. Sometimes a user will wish to zoom in for more detail or zoom out for an overall view.
These activities require navigation and an effective user interface. However, traditional computer
interfaces, such as keyboard and mouse, prove to be unsatisfactory for a number of reasons.
To fill this need for navigation input, I have identified and examined several candidate interfaces
for navigation tasks. These candidates employed multimodal speech and gesture recognition as well
as two handed interaction. I conducted several experiments to determine which candidate interfaces
were most effective for users navigating inside their terrain visualizations.
3.5.3 User to Environment (Mediated by the Wearable Computer)
With the previously mention components, it is possible to create a wearable computer based visual-
ization and populate it with information received from a system of data servers. It is also possible
to provide interaction techniques to allow the user to navigate through that visualization. However,
it remains to be seen whether such a visualization can improve an individual’s understanding of the
environment. Furthermore, how can that visualization be presented to the user in a way that best
compliments the user’s perception of the environment?
The key relationship in a spatial cognition aid is the mediation of the user’s perception of the
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environment. The wearable computer must present a view of the environment to the user that is well
integrated, easy to understand, and provides the user with a better awareness of the environment’s
structure.
Towards this end, I have conducted a series of experiments to test a variety of map information
presentations. These experiments have shown how the wearable computer should present informa-
tion to the user. They have also shown that the wearable computer can indeed augment a user’s
spatial cognition and improve a user’s mental map.
3.6 Summary
This chapter introduced a conceptual model for wearable computer applications. The model is
based on the notion that wearable computers can mediate the relationships of the user. The rela-
tionship mediation model identifies these relationships and describes how wearable computers can
participate in the relationships.
This model can classify previous work and suggest ways to develop ideas into new application
and create extensions and variations on the application’s architecture. The model was used to pro-
vide an architectural outline of the spatial cognition aid under consideration in this dissertation. The
following chapters of this dissertation will describe these components in detail.
In considering a conceptual model, it is useful to reflect on the advice of Statistician George
Box, who wrote, “All models are wrong but some are useful.” [19] This relationship mediation
model can be one starting point for discussions about useful models and useful design guidelines
in wearable computing. Capturing and disseminating design concepts and practices will become
increasingly important as the field of wearable computing develops and matures. The participation
of the wearable community, researchers, developers, and other stakeholders is vital in this process.
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CHAPTER IV
A SERVER INFRASTRUCTURE FOR SPATIAL INFORMATION
4.1 Introduction
Wearable computer applications often must gather information about the user’s surrounding envi-
ronment. The wearable can employ various onboard sensors. A spatial cognition aid can employ
location sensors such as a GPS unit, and orientation sensors to determine user location and direc-
tion. However, spatial cognition aids must present information about the layout of the surrounding
environment. The wearable must access a data source to get data concerning the nearby terrain, the
locations and shapes of buildings, roads, etc. There are other mobile and wearable computing ap-
plications that need to gather environmental information. For example, navigation guides may need
map and route information. Tourist guides need to gather background information about historic or
scenic areas.
Many of these mobile and wearable computers applications, especially research prototypes and
demonstrations, simply draw their data from files or a database in the computer’s local data storage.
This is quite sufficient for evaluations and demonstrations. However, for real applications, this
approach is lacking. The environmental data can go out of date. The user may also wish to access
data about locations that are outside the area covered by the computer’s data.
Mobile or wearable computers could gather data from a server over a wireless network. How-
ever, server scalability can quickly become an issue. Large number of client requests can overwhelm
a server. Users may be distributed around the world, causing severe lag and slow transfer rates for
individuals who are located far from a server. Furthermore, there may be scalability challenges in
handling the variety and amount of environmental data that can be made available. For example,
there may be applications that require meteorological data, tourist information, traffic alerts, maps,
locations of individuals, etc. The rights to these various datasets may be owned and controlled by
different entities. The datasets may also be quite large. It would be difficult to organize these var-
ious datasets into a single system. It is best to divide data, by location and type, among different
47
servers. In this chapter, I describe a geographically distributed system of location servers that index
into data servers of various types. This system is a loose confederation of servers that easily allows
data servers to join the system. This system divides both indexing and data geographically, allowing
it to scale to handle larger numbers of both users and data servers.
This infrastructure was briefly mentioned in a VRST 2001 paper [75], and further discussed in
a paper at the 2003 Young Investigator’s Forum in VR [74]. However, a full length description has
not been previously available.
4.2 Related Work
Others have recognized the need to provide location based information and services. One approach
is to provide a way to associate web pages with different geographic coordinates. This is the ap-
proach that Spohrer described in the WorldBoard [136]. Such systems can be described as geo-
graphic data lookup systems. They provide an index from location to data, i.e. they map location
to particular pages on a single web server. However, such data lookup systems do not facilitate di-
vision of data between multiple, geographically distributed servers. Also, network traffic will have
little geographic localization. The solution is to provide servers that index location to a group of
servers. This arrangement is a geographic server lookup system. This system maps a location or
region to a group of data servers.
Rover [9, 10] is another project that describes a framework for the distribution of location based
information. In the Rover framework, there are five types of servers:
• Rover Controller: This provides central management of the rover services. It schedules and
filters content according to client location and profile.
• Location Server: This is a service that helps clients determine their position. This could be
replaced with an external location system like GPS.
• Media Streaming Unit: This is a server that streams audio or video to clients.
• Rover Database: This is a database that is used to store the state of clients as well as all
content that is to be delivered to clients.
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• Logger: Collects log messages from the instrumentation modules of each Rover server.
Rover is designed to provide basic data services like text, graphics, audio and video as well as
transactional services that have commit semantics. These would include database transactions as in
E-commerce or banking.
The Rover project has focused on system scalability by developing an “action model” for server
processing. The researchers felt that server processing would be a scalability issue. Most server
processing is thread based, perhaps assigning an individual thread to process a user’s requests, or
a separate thread for each server operation. Scaling to large numbers of clients would create large
numbers of threads that will experience large overheads for switching. Instead, the researchers
developed the notion of actions based processing. Actions are small units of code that have no
intervening I/O operations. Thus, execution time for an action can be bounded. Client requests
are broken into various actions which can be scheduled very efficiently. The scalable server infras-
tructure described in this chapter seeks scalability by partitioning the information and the clients to
be served according to geographical regions or domains. While actions may be useful for server
scalability, geographic partitioning is also an important scaling mechanism. Rover has the concept
of a domain, but it describes an administrative division. Each domain is a controller and the set of
servers it manages. There is no explicit division of regions into information domains and no general
methods to discover services available in a region and seamlessly switch to other domains as the
user moves.
Rover also assigns the task of data filtering and personalization to the Rover controller. This
is a centralized approach that can be a bottleneck for scalability and integration of new data types.
Each data server will have to adapt to the filtering protocols of the central controller. The controller
will have to be cognizant of each type of data that the system can serve. A more adaptable system
is realized by allocating filtering to the individual data servers. This is seen with the inclusion
of a separate media streaming server in the Rover system. Filtering and compression choices are
highly dependent on the media type. It is best to leave such choices to server developers who know
techniques for managing specific types of data and how those data will be utilized.
Nexus is another distribution infrastructure for location based information [55, 42, 95, 43]. The
development priorities of Nexus reveal characteristics common to Geographic Information Systems
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(GIS). One priority is the Augmented World Model (AWM) which presents a single, unified infor-
mation model to applications. Since the data that forms the AWM comes from multiple sources,
one priority of the Nexus project has been to properly conflate (fuse) different data sets. These
data sources may conflict or be misaligned. A single, or unified, data representation of the world is
desired.
Figure 7: The architecture of Nexus, another system for distributing location based information.
Nexus is comprised of three layers (see Figure 7, based on a diagram by Fritsch and Volz [43]).
The first layer is the application tier which consists of applications running on mobile clients. These
applications communicate with the federation tier which handles queries from the applications and
distributes requests to the appropriate data servers in the service tier. The data servers of the service
tier store location information of clients and also the location based information such as spatial
models of the environment. Here are descriptions of specific components in each tier:
• Nexus Node: Applications pass requests to the Nexus node which direct the request to the ap-
propriate spatial model servers or Location Service. The Nexus node is part of the federation
tier.
• Location Service: The location service, a service tier component, stores and retrieves the
position of users.
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• Spatial Model Servers: These service tier components manage static spatial data such as the
layout of roads, and building locations.
• Area Service Register: This federation component contains meta data concerning the data sets
available in the spatial model servers. The Nexus node consults the Area Service Register to
determine how to direct queries from clients.
• Event Service: The event service notifies users when they enter predefined contexts. For
example, a user can register to be informed of any sales when they pass by a store. This
service is also part of the federation layer.
• Geocast Service: This federation tier service allows messages to be sent to all users in a
region. This allows wide spread traffic alerts and similar emergency messages.
In Nexus, the federation layer routes application queries and returns data. This centralized
approach can be advantageous for providing a uniform interface between applications and the in-
formation system. However, the server infrastructure described in this chapter provides a looser
association between spatial information sources. This allows new data types and applications to
be easily integrated into the system. The server infrastructure provides an indexing of available
location based services rather than managing access to these data services and requiring specific in-
terfaces. As location based services are just beginning to emerge, supporting innovation and change
is more important than premature standardization.
4.3 Architecture
There are three parts to this system: clients, location servers, and data servers. The clients are users
with the appropriate hardware, software, and networking access to participate in the system. These
clients wish to access information about particular geographic regions. The location servers provide
an server address lookup service for the geographic regions. The data servers provide specialized
information such as weather, traffic, public transit schedules, or building information.
This system is designed to take advantage of the information locality of both clients and servers.
Clients typically are only interested in information for their current location and a relatively small
surrounding region. They will wish to connect to data servers that are relatively nearby to minimize
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lag, and also contain data for the user’s region of interest. A client can communicate this region of
interest to a location server and receive an index of servers that provide various types of data for
that area. Clients with special purpose applications could automatically connect and retrieve data
from the appropriate server. Clients with general purpose information browsing applications could
be allowed to browse across several of these servers and access different types of data.
This system differentiates itself from other mobile information infrastructures because both data
and indexing functions are distributed geographically. Furthermore, it is a loose confederation of
data servers, allowing servers to join easily. In fact, mobile and wearable computers can also join as
data servers. This can be useful for systems with sensors or users who have gathered and interpreted
data that they wish to share.
4.3.1 Clients
Clients first register their position information with a nearby location server. Users will always
be referred to the closest location server, which ensures that each location server only keeps track
of users in a particular area. Users also send a radius, describing an area for which they want
information. The location server will return the IP addresses and positions of other users in that
area and IP addresses for data servers with information for that area.
A user may initiate communication with any of the nearby users. They might also register their
area of interest with one or more of the information servers. While a user is registered with an
information server and continues to give occasional position updates, the information server will
provide updates. Furthermore, if the user moves out of the region for which the current information
server has data, the user could be referred to another information server.
Users can also register as data servers, since they may wish to share data on their mobile or
wearable computer. For example these systems may have sensors that capture meteorological data.
Another scenario could be that of forward observers in a military unit. The observers may use
mobile or wearable computers to enter the position, identify, speed, and direction of various entities




In some mobile computing systems, a location server is a service that informs a user or a device
of their location. However, for the practical purposes of a system designer, many technologies for
location are rather self contained, for example, a GPS device. The system designer does not need
to provide any “location server” to help a user determine their location. Furthermore, there are a
number of location determination technologies [52] and it would be inadvisable to include such
technologies inside a mobile information infrastructure. In this system, location determination is
considered external and the location servers do not participate in location determination. Instead,
the location servers act as clearing houses for location information. They store and disseminate the
locations of users and data servers.
Location servers act as the backbone of the system. These location servers are responsible for
receiving and storing the locations of users and servers. They are also responsible for providing this
location information to other users who wish to retrieve information from others. They present a
geographic indexing function for users and data servers. In effect, they act as a geographic coun-
terpart to the Internet Domain Name System (DNS) [93]. However, the DNS maps a server name
to a particular Internet Protocol (IP) address. The location servers must map a geographic region to
several users and servers.
Each location server is responsible for a particular domain, or region of the world. These do-
mains do not need to be the same size since domains with greater populations could generate more
requests. These domains can be aligned on latitude and longitude boundaries, or arranged as circular
or hexagonal cells.
Location servers also maintain a list of all the other location servers. This allows a client to
make an index request of any location server. If the requested region is not in the location server’s
domain, the client can be informed of the appropriate location server to contact. This will ensure
that index requests are properly localized. Furthermore, this provides a general way to determine
the client’s local domain and the available services. A client will find the appropriate location server
by contacting any location server it knows.
Sometimes a client will make an index request for a region that overlaps multiple domains. One
53
solution would be to have the client communicate with multiple location servers in order to find the
appropriate data servers. However, since a single location server is assigned to keep track of the
user’s location, it is best that clients communicate with only one location server. The location server
should forward the index request to the appropriate neighboring location servers and pass the results
back to the client. Since location servers will typically cover an area larger than the user’s area of
interest, these requests should be relatively infrequent.
Clients and data servers must update their positions and areas periodically with the location
server. This prevents the accumulation of zombies, which are location entries on a location server
that do not correspond to a client or data server that are currently online. Zombies can occur if a
client registers their location, then drops offline without unregistering. If a client or data server does
not update their registration, the location server could remove any stale registrations, ones that are
perhaps fifteen minutes or half-hour old.
4.3.3 Data Servers
The system provides a loose confederation of data servers, allowing new servers to be easily added
to the system. This decentralized philosophy is necessary since data servers may be owned and
developed by various entities. Furthermore, some freedom is extended to developers in terms of
the protocols and data formats. There are two main requirements. Data servers must register with
the appropriate location server and communicate the area for which they have data. They must also
respond to user requests based on user location and area of interest.
The data servers can provide handling for request forwarding and multiple region requests that
is similar to the techniques employed by the location servers. Alternatively, data servers can simply
allow location servers to identify the proper data servers to clients.
The typical relationship between the data servers and clients will be a subscription based. That
is, clients will register their position and addressing information with the data server and periodically
update the position. The data server will deliver information and provide updates as data changes




Figure 8: Mesocyclone data delivered by a prototype weather data server.
Various prototypes of data servers, client software, and location servers have been developed.
A data server has been created to collect and distribute observations of moving entities made by
forward observers. Another data server was built to distribute processed meteorological data from
Doppler radar. Raw Doppler radar data was processed by algorithms to locate regions of wind
shear. These regions, known as mesocyclones, can be indicators and precursors to severe weather
phenomena such as thunderstorms and tornadoes. Figure 8 is a screen capture from a visualization
of mesocyclones. This mesocyclone data was delivered by a prototype weather data server.
These prototypes have employed an 802.11b wireless network. With such a network, it is likely
that particular clients will experience connectivity drop outs. These particular clients may reconnect
with different IP addresses. To handle these situations, a simple UDP protocol was devised for
registering clients with location servers. Clients and data servers are identified by unique hostname
and username pairs. A hostname identifies a machine and a username identifies a human user. Each
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packet must be given unique name pairs so the location server can look up appropriate the IP address
and port for sending responses.
Table 2: A simple UDP protocol for a location server prototype.
Packet Type Data and Description
REGISTER Hostname, Username, IP Address, Port
Informs location server of location and address.
LOCATION Hostname, Username, Latitude, Longitude, Radius
Updates client location with the location server and acts as a keep alive.
Data servers provide a radius to describe the area for which they have data.
SIGNOFF Hostname, Username
Inform location server that client or server will go offline.
QUERY Hostname, Username, Radius
An index request to receive nearby users and data servers.
ENTRY Hostname, Username or Description, IP Address, Port, Latitude, Longitude
Response from location server concerning nearby clients and data servers.
FORWARD IP Address, Port
If client is out of area, the client is directed to an appropriate location server.
PING Hostname, Username, IP Address, Port
Inquire if a location server is alive.
ALIVE N/A
Location server response to PING.
These prototypes were created to verify the data distribution aspects of the system. However,
these prototypes have not addressed some issues in security and privacy. Those issues are recognized
and can be addressed in future implementations.
The location servers and data servers in this system provide data that is tailored to the region
that is requested by the user. Other types of filtering and customizing of data, perhaps according to
device capabilities, is left to the implementers of the data servers. The output of the location servers
is simple enough to not require any special filtering by device capabilities.
Security and privacy can also be concerns with this system. There are several ways that these
concerns can be respected. Location servers could be configured to not share user locations with
other users. They can also be extended to allow users to determine whether they wish to share their
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location, and with whom. Any transmission of location should also be made with the appropriate
encryption. Unfortunately, it is not possible to entirely avoid transmission of user location. Location
reporting by clients is necessary to retrieve the appropriate indexes from the location servers, or
retrieve the appropriate information from the data servers. However, users could obscure their
location by requesting data for a location that is randomly offset from their actual location. The user
would also communicate a region of interest that is larger than normal, to cover their true region of
interest. Care must be taken in choosing these random offsets and regions so that the true location
can not be deduced by convergence over time. Another security issue is spoofing, or impersonation
of a data server by an unauthorized entity. It is important to provide ways to verify and audit server
identities.
4.5 Summary
In this chapter, a server infrastructure for distributing location based information was described.
This infrastructure follows a philosophy of loose confederation and provides a lightweight frame-
work. It divides location data among multiple, geographically distributed data servers. A similarly
distributed set of location servers provides clients with an index of data servers for particular regions
of interest. Client applications, run on mobile or wearable computers, can also act as data servers
themselves. This infrastructure allows developers to design a variety of location based information
services and easily integrate them into a world wide indexing system. Data filtering and person-
alization are left to the data servers themselves. System level management of these issues require
tighter integration of these servers which can hinder the addition of new services. Since location
based services are an emerging area, ease of entry is important to foster innovation.
To develop a spatial cognition aid that is not a research demonstration will require a general and
flexible location based information infrastructure. A next generation spatial cognition aid must be
able to gather map and other geographic layout information for any location. This infrastructure
can serve that purpose. It serves as a key component of the wearable computer to environment
relationship.
In the next chapter, the relationship between the user and the wearable computer will be ex-
plored. The scalable server infrastructure can provide environmental data to populate the spatial
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cognition aid. However, a user will need to navigate and interact with that environmental data.
The following chapter describes various interaction techniques for navigation that can be used in a
mobile, wearable computer setting.
58
CHAPTER V
MULTIMODAL AND TWO HANDED NAVIGATION
5.1 Introduction
Users must be able to interact with wearable computers. In a spatial cognition aid, users should
be given the ability to interact with the model of the surrounding environment. This chapter will
discuss some ways in which users can navigate inside the spatial cognition aid. Since traditional
computer interfaces are not appropriate for wearable computers, I investigated and evaluated alter-
native interfaces. Two experiments were conducted. One examined navigation interfaces that were
based on speech recognition, gesture recognition, and a combination of those two modes. A second
experiment examined the various interfaces based on isometric joysticks and tilt sensors. These
interfaces used a various two handed and one handed mappings for navigation.
The speech modality proved to be effective for the wearable computer environment, however
interfaces based on gesture or speech and gesture proved to be less desirable. In the second exper-
iment, a two handed interface with an aircraft metaphor proved to be effective. This chapter also
shares some lessons for interface design that were derived from the experimental experience.
5.2 Background
A terrain visualization is an important component of a spatial cognition application on a wearable
computer. This virtual model of the environment allows a variety of map-like views to be presented.
Users can see the layout of the environment and perceive their location in relationship to other
environmental features. Furthermore, it is also advantageous for spatial cognition applications as
well as wayfinding applications if the user can peruse and explore the rest of the virtual model. This
type of interaction requires navigation. However, there are some special challenges in this domain.
Navigation in a 3D visualization can be difficult. As in Wartell[163], concerns include the
ability of users to manage seven degrees of freedom (three dimensions, three degrees of orientation,
and scale) and the need for navigation methods to work at all spatial scales. Wartell also states that
59
maintaining good stereo imagery can also be a concern. This is not applicable to the head mounted
displays employed in the wearable computer system under consideration. However, with these head
mounted displays, direct reference to the display, such as with pen tap or finger touch, is difficult.
Thus, interaction modes and techniques requiring direct reference to the display should be avoided.
There are additional constraints imposed by wearable computing on input devices and the man-
ner in which they can be used:
• Fatigue is important since the computer may be worn and used for long periods of time (per-
haps 8 hours or more).
• Input devices must not require a desktop surface, like a typical mouse or keyboard [150].
• Input devices should be usable when the user is sitting, standing, or walking [45].
• The input devices must not be too encumbering. Hands free operation is best, but devices that
can be easily and quickly engaged and disengaged may also be acceptable.
• Interaction should not distract the user from perceiving and dealing with the world; i.e. it
should not make great demands of the user’s attention or cognitive resources [13].
Two classes of candidate interfaces that could be used in wearable computer based visualizations
were investigated and characterized. A speech and gesture based multimodal interface was the first
interface to be considered. The second investigation examined one and two handed interfaces that
employed isometric pointing devices and tilt sensors.
While these studies were conducted to explore interfaces for 3D wearable computer applica-
tions, they should also be of interest for ubiquitous computing environments of the future. These
environments may be characterized by “walk up and use” applications on large screen displays.
Users may wish to interact with these displays without donning special instruments and being teth-
ered to a fixed location. Furthermore, users may be mobile and standing at a distance from the




Multimodal interfaces are a promising alternative to tradition computer interfaces. Such interfaces
use two or more input modalities, for example, speech and pen input, or speech and lip movement.
For the wearable computer application under consideration, a multimodal interface using speech
and hand gestures may be appropriate.
Speech is a rich channel for human-to-human communication and promises to be a rich channel
for human-to-computer communication. Gestures can complement human speech in a number of
ways. They may add redundancy and emphasis, or measures of quiet and privacy, humor, and
description. Multimodal interfaces crafted from speech and gesture have greater expressive power,
flexibility, and convenience.
Multimodal interfaces can experience a decreased error rate, as compared to the unimodal com-
ponent interfaces. This is partly due to the freedom of the user to choose the means of expression.
Since a large repertoire of expression is available, users will select and adapt to modes of expres-
sion that satisfy their preferences and minimize errors[101]. In noisy environments, the user can
rely more on gesture or pen input. Such interfaces also accommodate users with different or chang-
ing capabilities. A user who is disabled or encumbered can use speech. Someone with a cold or
an accent can employ more gesture or pen input. Multimodal interfaces also experience mutual
disambiguation[100]. Recovery from some errors is possible because contextual information from
the other input modes allows the system to correctly re-interpret the user’s intentions.
Multimodal systems appear to be a good match for spatio-visual applications, such as visualiza-
tion and virtual reality. Gestures allow concise spatial references and descriptions. Speech allows
rich command and query interactions. While tracked gestures have been used to navigate and inter-
act in virtual environments for some time, these usually involve cumbersome tethered devices and
gloves that sense joint angles. In general, glove devices are cumbersome, imprecise in measuring
hand orientation and posture[66]. Gloves are also unwieldy to share with other users. They wear
out easily and can be uncomfortable. These, among other reasons, have led to work in vision based
tracking devices for more natural interaction.
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5.3.1 Related Work
There has been keen interest in multimodal control interfaces for a long period of time. Early work
like Bolt’s “Put That There” [18] has been followed by a large number of systems and studies. Some
related work in multimodal interfaces for visualization environments is discussed below.
MSVT, the Multimodal Scientific Visualization Tool[60] is a semi-immersive visualization en-
vironment for exploring scientific data such as fluid flow simulations. The interface is composed of
a pair of electro-magnetically tracked pinch gloves and voice recognition. Voice recognition pro-
vides over 20 commands and the gloves provide a variety of navigation, manipulation, and picking
techniques. Visualization tools such as streamlines, rakes, and color planes are available. In our
work we track hands without gloves, which encourages a more natural and unencumbered interac-
tion. Furthermore, our visualization is a global terrain visualization with an extended range of scale,
requiring richer navigation techniques.
Sharma et al.[127] describe another multimodal testbed composed of a virtual environment
called MDScope and a graphical front-end called VMD. This system allows structural biologists to
simulate the interaction of biomolecular structures. Interaction is through a simple command lan-
guage composed of spoken actions executed with objects and parameters composed of both speech
and gesture. The voice recognition system spots words from a continuous stream of speech while
video streams from two fixed cameras are processed to yield 3D finger pointing and simple hand
gestures. Our system uses a body mounted camera, so user mobility is enhanced.
BattleView[104] is a virtual reality battlefield application for supporting planning and deci-
sion making developed by the National Center for Supercomputing Applications. Much like the
MDScope/VMD application, 3D pointing and simple hand gestures form the gesture part of the
multimodal interface. IBM ViaVoice forms the speech recognition system. A multimodal integra-
tion module combines the recognizer streams. A state diagram describes the command language
that allows users to navigate as well as select and manipulate virtual objects. Stereoscopic displays
such as workbenches and single rear projected screens are supported. Again, a fixed single camera
mounted on the display is used for gesture recognition, as opposed to a body mounted camera.
Quickset is a 2D map application with a rich pen and speech interface developed at the Oregon
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Graduate Institute of Science and Technology[26]. Users can create and manipulate virtual entities
on the map for a variety of applications, including medical informatics, military simulation and
training, 3D terrain visualization, and disaster management. Quickset uses a 3 tier hierarchical
recognition technique called Members-Teams-Committee. Member recognizers report results to
one or more team leaders which apply various weighting schemes. These team leaders report to a
committee which weights the results and provides a ranked list of multimedia interpretations. Each
of these components is implemented as an agent that discover other components through a facilitator
service. This allows the system to be flexible and robust towards errors.
Quickset has also been adapted to Dragon[61], a battlefield visualization tool developed at the
Naval Research Laboratory[27]. Features of the VR system include “digital ink” that is deposited
on the 3D terrain surface by raycasting. This ink plays the same role as pen strokes in 2D Quickset
applications. Also, a 3D speech and 3D gesture vocabulary is integrated with the now available 3D
information. An example would be the query “How high is this hill (3D gesture)?” Our multimodal
interface is based on speech and hand gesture, rather than speech and pen stroke as in Quickset.
Pen gestures require some reference or interaction with the display surface. With a body mounted
camera, users can be distant from the display and still interact.
There is also some work in vision based gesture recognition interfaces for wearable computing.
These include sign language interpretation [140, 20]. This area of work also includes the Gesture
Pendant, a chest mounted camera for recognizing gestures. [137]. The Gesture Pendant hardware
was used in the following study.
5.3.2 Method
This first study explored four interfaces for navigation in a 3D visualization. These interfaces in-
clude a mouse interface, a speech interface, a hand gesture interface, and a multimodal speech and
gesture interface. The mouse interface was included as a baseline for comparison to help charac-
terize the other interfaces. This study also attempted to determine the impact of each interface on
cognitive load as well as take subjective measures such as discomfort and user preference.
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5.3.2.1 Participants
Twenty-four students were recruited from an undergraduate computer game design course. The
participants were male, and most had experience with 3D graphics in gaming or 3D design appli-
cations. Some had used commercially available speech recognition in the form of PC applications
or telephone information systems. A small number had used applications with hand or arm gesture
recognition. While not representative of the population in general, this group should be adaptable
to new interfaces.
5.3.2.2 Apparatus
Figure 9: The interface architecture for the multimodal interface study
The apparatus used in this experiment consisted of a Pentium III 850MHz laptop running the
VGIS visualization application. The visualization provided a top down view of the world for nav-
igation. A Linux workstation ran vision algorithms for the gesture recognition interface and sent
packets with the results over a network to the laptop. These algorithms segmented a video image
and identified the user’s hand. The location and motion of the hand’s centroid was recognized and
characterized to determine the gesture. A Windows NT system ran a speech recognition interface
and also sent the results over a network to the laptop. A diagram of the system is in Figure 9. While
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a head mounted display could have been used to better reflect the configuration of a true wearable
computer, the focus of the experiment was on user input and navigation. The display was not a
primary concern. Avoiding a head mounted display also streamlined experimentation due to fitting
issues with head mounted displays.
The following four candidate interfaces were evaluated:
Mouse Interface: The simplified mouse interface uses a three-button mouse. Clicking the left
button and dragging allows the user to pan horizontally and vertically. Pressing the middle
button zooms in and pressing the right button zooms out. An additional zoom characteristic
was that the mouse position determined the center of the zoom in and zoom out motions.
This allows users to pan a small amount while zooming, allowing fine adjustments of their
trajectories.
Speech Interface: The speech interface uses Microsoft’s Speech API for recognition. No user
training is needed, but some users with certain US regional dialects or non-US accents expe-
rience more recognition difficulties. Fortunately, synonyms are available for commands that
often cause difficulty.
The speech interface provides three classes of commands (Table 3). There are movement
commands that start the user moving in a particular direction. For example, the user can
“Move left” or “Move right” to pan horizontally. “Move up” and “Move down” are used
to pan vertically. A second movement command stops the previous movement and begins
a new motion. This constraint was added after initial testing when we found that combined
movements proved more difficult for users to control. The speed control commands, “Faster”,
“Slower”, and “Stop”, allow the user to modify speed once a movement command has been
given. The final class of commands, the discrete movement commands, “Jump left”, “Jump
up”, “Jump down”, are much like the movement commands, except the user moves in small
jumps without control of speed.
Gesture Interface: The gesture interface uses the Gesture Pendant[4, 137]. It consists of a small,
black and white, NTSC video camera that is worn on the user’s chest (Figure 10). Since bare
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Table 3: A sample of recognized speech commands for the speech based interface.
Movement Commands
Move{In, Out, Forwards, Backwards}






Jump{Left, Right, Up, Down}
Jump{Higher, Lower}
human skin is very reflective to infrared light, regardless of skin tone, an array of infrared
emitting LED’s is used to illuminate the camera’s field of view. An infrared filter over the
camera’s lens prevents other light sources from interfering with segmentation of the user’s
hand. The limited range of the LED’s prevents objects beyond a few feet from being seen by
the camera. With a wide angle lens on the camera, the Gesture Pendant yields a field of view
about 20 inches wide by 15 inches in height at a one foot distance. At that distance, although
there is some fisheye distortion, a single pixel of the 320x240 video image should subtend
around 1/16 inch.
The recognized gestures are shown in Figure 11. Sweeping a vertical finger in a horizontal
direction allows horizontal panning. Sweeping a horizontal finger from the right hand up and
down allows vertical panning. Sweeping a horizontal finger from the left hand up and down
allows the user to zoom in and zoom out. A flat palm facing the chest stops any motion. As in
the speech interface, a second movement command stops any previous movement and begins
a new motion.
Multimodal Interface: The multimodal interface uses both speech commands and gestures. The
speech component is basically the same as the speech interface; but with gestures used for
rate control. For example, the user first gives a speech command such as “Move left”, which
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Figure 10: The Gesture Pendant, a chest mounted camera for vision based gesture recognition
causes the motion in the left direction. The gesture component segments the user’s finger tip
and detects x and y motion of the finger tip. By moving the finger tip left and right, the user
can speed, slow, or even slightly reverse the motion. Zooming and vertical panning are con-
trolled by vertical displacement of a horizontal finger tip. Two additional speech commands
were also added to provide alternative commands for a few functions. “Horizontal” allows
the horizontal finger tip displacement to determine both the direction and speed of horizon-
tal panning and “Vertical” allows vertical finger tip displacement to do the same for vertical
panning.
5.3.2.3 Experimental Design
The experiment compared the effect of a single variable (interface type) on a variety of objective and
subjective measures. This experiment used a “within subjects” design, meaning that each participant
used each and every interface type. The interfaces were presented to each participant in a unique
order to counter learning effects.
A single interface task consisted of navigating to four different targets. These targets were
each associated with a unique symbol. This task was repeated, with different target symbols and
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Moving the right index finger up and down causes vertical panning. Moving a vertical index finger
left and right causes horizontal panning.
Moving the left index finger up and down causes zooming. An open palm stops movement.
Figure 11: Gestures recognized by the video based gesture recognition software.
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locations, for each of the four interfaces. There were two objective measures taken. The time
needed to reach each target was measured. Participants were also given a memory test to determine
if they remembered the symbols they saw, where the symbols were located, and in what order the
symbols were encountered. This memory test was a tool to assess the cognitive load of the interface.
One widely used result of cognitive psychology shows that there are severe limitations on working
memory capacity[92]. Furthermore, when individuals are forced to use working memory or other
cognitive resources, information is lost or displaced[6]. The cognitive load of a particular interface
should be reflected in the quantity of information that an individual can remember while using that
interface.
After each interface task, participants were asked to rate the interface for ten specific interface
characteristics on five point disagree-agree response scales. They were also asked to write open-
ended comments on aspects of the interface that were helpful and aspects that were problems.
At the end of the experiment, after experiencing each interface, participants were given the same
ten interface characteristics and asked to order the interfaces by how well each interface expressed
each characteristic. They were again given a final opportunity to write open-ended comments on
what was helpful or problematic for each interface and how the interface might be improved.
5.3.3 Procedure
Each of the twenty-four participants was given a consent form to read and sign. A questionnaire
was given to each user to collect basic demographic information and assess their experience with
computers, 3D graphics, speech recognition, and gesture interfaces. Participants were then shown
a set of thirty symbols and asked to assign each a simple one word name. This allowed participants
to become familiar with the set of symbols they would see during the task.
Participants were given several minutes to become familiar with each interface before starting
the task. For interfaces involving speech recognition, they read the command list to ensure that they
were familiar with all commands and the speech recognition process was working properly. They
were allowed to try all commands and also practice navigation by finding and zooming in on Lake
Okeechobee in Florida.
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Figure 12: A sequence of images from the experimental task used in the multimodal interface study
Participants were informed of the nature of the interface task and told to pay attention to sym-
bols, location, and order of presentation. Participants began in a stationary position about twelve
thousand kilometers above North America (see Figure 12). When an interface task began, a white
cube appeared at a location in North America. As participants navigated closer and zoomed in, the
white cube began to shrink. Eventually, the cube revealed a disc with a symbol. When the partic-
ipant came to within about 4 kilometers, a chime sounded, signaling that the user had come close
enough and should zoom out to find the next target. After four targets, a different chime sounded,
signifying the end of the task. Participants were then given the memory recall test and after that, the
post-task questionnaire. After all four tasks, the final post-experiment questionnaire was given.
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5.3.4 Results
Figure 13: Average target time in seconds for each interface in the multimodal interface study.
Figure 14: Average number of correctly recalled positions for each interface in the multimodal
interface study.
A oneway ANOVA and a Tukey post hoc analysis of the objective results showed significant
differences in average target time (p = 0.001). The average target times of all of the interfaces
were significantly different with the exception of the speech interface and multimodal interface.
The mouse interface was significantly faster than the others. All these results are illustrated in
Figure 13.
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The same type of statistical analysis also showed a significant difference in recall of the target
locations (p = 0.013). The mouse interface and multimodal interface were significantly different.
However, the other interfaces were not significant different. Furthermore, no significant differences
among the interfaces were found at the (p < 0.05) level for symbol recall or order recall.
Participants were also questioned about ten interface characteristics on post-task and post-
experiment questionnaires. The results were consistent although the post-task questions were on
a five point disagree-agree scale and the post-experiment questions asked respondents to rank the
interfaces. The mapping of the responses were as follows (-2 Strongly Disagree, -1 Disagree, 0
Indifferent, 1 Agree, 2 Strongly Agree). An ANOVA and a Tukey post hoc analysis was performed
to determine if the mean responses significantly differed between interfaces.
Figure 15: Questionnaire response to ease of learning for each interface in the multimodal interface
study.
5.3.4.1 Ease of Learning
For the ease of learning characteristic (Figure 15), the interfaces fell into two groups. The partic-
ipants felt that multimodal and gesture interfaces were not as easy to learn as speech and mouse.
No significant differences were found between multimodal and gesture nor were there differences
between speech and mouse.
72
Figure 16: Questionnaire response to ease of use of each interface in the multimodal interface
study.
5.3.4.2 Ease of Use
Participants’ responses for the ease of use question were significantly different for each interface.
The ranking of the interfaces from easiest to hardest was mouse, speech, multimodal, and gesture
(Figure 16).
5.3.4.3 Errors
The speech and mouse interfaces were not significantly different in the participants’ responses about
error (Figure 17). However, the speech and mouse interfaces were better than the multimodal inter-
face which was also better than the gesture interface.
5.3.4.4 Speed
The participants’ responses concerning the speed of the interfaces (Figure 18) did reflect the objec-
tive measurements of average task time. The speech and multimodal interfaces were not statistically
different. The mouse interface was felt to be fastest and the gesture interface was felt to be slowest.
5.3.4.5 Precision
The participants’ evaluation of the precision of the interfaces paralleled their evaluation of the speed
(Figure 19). Again, the speech and multimodal interfaces were not statistically different. The mouse
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Figure 17: Questionnaire response to error rate of each interface in the multimodal interface study.
interface was felt to be most precise and the gesture interface imprecise.
5.3.4.6 Cognitive Load
The multimodal interface was considered to provide the most interference of remembering the sym-
bols (Figure 20). The mouse was evaluated as providing the least. This was also reflected in the
location recall analysis. The gesture and speech interfaces did not significantly differ.
5.3.4.7 Effectiveness
Users strongly felt that the mouse interface was effective. Their responses for each of the interfaces
were significantly different (Figure 21). The second highest support was for the speech interface
followed by the multimodal interface and the gesture interface.
5.3.4.8 Presence
The participants were asked whether “This interface gives me the sensation of being in the map, i.e.
I am present and part of the virtual environment.” This was an attempt to determine if any of the
interfaces improved the sense of presence in the visualization. However, there were no significant
differences in opinion between the interfaces (Figure 22). The environment did not seem to become
more immersive with any of the interfaces. It is also possible that the question was confusing to the
respondents.
74
Figure 18: Questionnaire response to speed of each interface in the multimodal interface study.
5.3.4.9 Comfort
The most comfortable interface appears to be the mouse interface followed by the speech interface.
The multimodal and gesture interfaces appear to be the least comfortable to use. User responses
distinguished all but the multimodal and gesture interfaces; they appear to be equally uncomfortable
under statistical analysis(Figure 23).
5.3.4.10 Desirability
After using and considering the characteristics of an interface, the participants were asked if they
would like that interface on their own computers. The mouse was rated significantly higher than
the other interfaces. The speech interface was second, but still significantly higher than the gesture
and multimodal interfaces. The difference between attitudes towards the gesture and multimodal
interfaces were not significantly different (Figure 24).
5.3.5 Conclusions
The familiarity of the mouse interface was one reason why the participants favored that interface. A
few users were able to complete the navigation with the mouse so fast, they commented that it was
difficult for them to recall targets. However, this concern was not widespread and was not reflected
in the objective recall measures.
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Figure 19: Questionnaire response to precision of each interface in the multimodal interface study.
Overall, the speech interface was well regarded. The recognition lag in the speech interface
was a source of difficulty for participants. Participants occasionally had to repeat commands and
give some commands early to anticipate for lag. Precision was somewhat difficult, but users could
adjust.
The gesture interface seemed to be the most difficult interface for the users. Errors in the recog-
nition were a large source of problems. Precise movement was very difficult. Furthermore, some
participants found it even uncomfortable to point a forefinger upward and move it left and right.
Some wanted to use a thumb or point the forefinger down.
The lack of integrated feedback for may have been a factor in the performance of the gesture
recognition. Users were able to see the video captured by the Gesture Pendant. This may have
helped the users understand the Gesture Pendant’s field of view and also provide some feedback
about gesture speed. If a user’s hand quickly flashed on and then off the video screen, it would
indicate that the user was moving too quickly. However, since the users in this experiment were
attending to a navigation task, users might not be able to pay much attention to the gesture video.
Placing the feedback were it can be noticed, perhaps onto the navigation display or into tactile or
auditory sensory modes, might improve performance.
Since performing the task with gesture interface took far more time than any of the other inter-
faces, and since participants were only expected to spend about an hour on the experiment, several
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Figure 20: Questionnaire response to cognitive load of each interface in the multimodal interface
study.
participants did not complete the task for the gesture interface. However, this did not seem to greatly
affect the results of this study.
While the gesture recognition employed in this system was not very effective, other camera
configurations and further developments of software and hardware may produce gesture recognition
systems that are far more effective. Since the Gesture Pendant was designed as a prototype to
explore on-body sensing, further exploration of navigation, using video based gesture recognition,
is warranted.
The mouse and speech interfaces seem to rank highest by most measures. Of course, these
interfaces are based on the most mature technologies. A few observations about the relatively low
performance of the multimodal interface should be made.
While it is not surprising that the gesture interface was slowest and the mouse interface was
the fastest, it is interesting to note that the speech and multimodal interfaces were not significantly
different in speed. It was hoped that the additional expressiveness of the multimodal interface would
have some benefit in speed. From the subjective results, it is apparent that the participants did not
feel that the multimodal interface was more precise or faster than the speech interface. The addition
of the gesture component did not improve performance. Furthermore, it hurt performance in some
aspects. The multimodal interface was ranked most like the gesture interface in some subjective
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Figure 21: Questionnaire response to effectiveness of each interface in the multimodal interface
study.
measures and indistinguishable from the gesture interface in ease of use, comfort, and desirability.
The performance of the gesture component was certainly limited by the resolution of the video
camera and the performance of the finger tip segmentation. A more robust and faster segmentation
algorithm could significantly affect these results. More sophisticated hardware and software should
be investigated since they would likely improve the performance of both the gesture and multimodal
interfaces.
For the objective of use in a wearable computer application, where a mouse may not be avail-
able or handy, the results indicate that speech can be somewhat effective, at least for the extended
navigation task presented. The results indicate that better gesture recognition is an important factor
here and further work is needed to improve recognition. Different gestures should also be tried for
improved comfort, ease of use, and precision. Furthermore, there may be other different or more
complicated tasks where the increased expressiveness of a multimodal interface would pay off.
5.3.6 Future Work
Future work would be to address the problems and limitations of the gesture interface. Both hard-
ware and software enhancements are possible. Recognition might improve if the Gesture Pendant
could capture and process 3D data. This could be accomplished through a stereo camera pair. Depth
information could be used to better segment the nearby hand silhouette from more distant infrared
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Figure 22: Questionnaire response to presence of each interface in the multimodal interface study.
light sources and reflections off highly reflective objects. Depth information would also allow ges-
tures along the Z axis and allow better differentiation of the wrist and finger tips. An alternative
approach would be to use a single camera and a visible laser projected into a grid pattern. Mea-
suring deformations in this structured light would allow 3D imaging of the hand. This would have
the additional benefit of visibly illuminating the camera’s field of view so users would know when
their hand was visible to the camera. Also, this configuration could allow outdoor gesture use.
While sunlight’s broad spectrum and intensity overwhelms the current Gesture Pendant’s infrared
illumination, the visible laser may be intense and narrow band enough for outdoor use.
5.4 Two Handed Interaction
Another set of candidates interfaces may employ two handed interaction. At first glance, this seems
antithetical to the goal of leaving a wearable computer user’s hands unencumbered. While it is
best to leave the hands of a wearable computer user unencumbered, interaction devices that can
quickly be engaged and disengaged may be satisfactory. Devices such as the isometric joysticks in
this study, are small and can be mounted on rings for the fingers. This study also examined a one
handed interface, for situations where encumbering two hands is not acceptable.
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Figure 23: Questionnaire response to comfort of each interface in the multimodal interface study.
5.4.1 Related Work
There is a long history of using 2D devices to interact in 3D environments which came about be-
cause 3D devices were not widely available. Early 3D object manipulation techniques for 2D con-
trollers include Chen’s Virtual Sphere [24], Shoemake’s Arcball [130, 129], and Houde’s techniques
for 3D object manipulation [58]. Mackinlay’s Point of Interest navigation technique [84] used 2D
input devices as did Zelesnik and Forsberg’s UbiCam camera control system [168]. The interac-
tion techniques in the present study were based on particular techniques from Zeleznik’s earlier
discussion [169] of 2D devices for 3D object manipulation and navigation, and Zhai’s “bulldozer”
navigation metaphor [170] that used two 2D joysticks. These techniques were selected because they
are more appropriate for a wearable computer display. They do not require direct reference to points
on the display, which is difficult with eyeglass-mounted wearable displays. Nor do they use cursors,
which can be easily lost on an eyeglass-mounted display.
We have also employed a tilt sensor for two of our 3D navigation methods. Tilt sensors of-
ten function as part of position and orientation tracking systems for virtual and augmented reality.
However, tilt sensors have also been used to augment a variety of input devices as they were be-
ing employed in the present study. Balakrishnan developed a curved bottom “Rockin’ Mouse” [8]
which allowed additional tilt input. Masui and Siio [90] created a Fieldmouse, implemented as a
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Figure 24: Questionnaire response to desirability of each interface in the multimodal interface
study.
tilt sensor and barcode reader, as part of a “Real-world GUI” to control household and informations
appliances. A number of researchers have worked with PDA’s and other small screen interfaces
with tilt sensors. Rekimoto [115] used a tiltable display for 2D GUI operations, 2D navigation,
and 3D object inspection. Bartlett [11] explored scrolling and other GUI operations. Hinckley et
al. [53] used a variety of sensors (tilt, IR proximity, and touch) to augment a handheld computer for
adjusting screen configuration, launching applications, and scrolling the display. However, tiltable
display interfaces are not amenable to eyeglass-mounted wearable displays.
Ted Selker and others developed the IBM trackpoint, a popular isometric joystick [122]. Kawachiya
and Ishikawa [65] explored isometric joystick input for mobile information browsing using the
ScrollPoint, based on the IBM TrackPoint. However, they focused on 2D operations like pointing
and scrolling for a small handheld display. The focus of the present study was 3D navigation for a
3D wearable computer application.
5.4.2 Method
5.4.2.1 Participants
Twenty-seven students from an introductory computer graphics course participated in the user study.
The data for three students were disregarded due to equipment difficulties or prior experience with
a similar study. Of the twenty-four final participants, there were twenty-two males and two females.
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There were some PhD and MS students, but the majority were junior or senior undergraduates.
Accordingly, the age range was 18 to 27, with a mean of 22.
All participants were frequent computer users. The majority had some familiarity with 3D
interfaces. Most were frequent players of first person shooter games, and a lesser number were
frequent real-time strategy game players. However, most had seldom or never used 3D design
software.
5.4.2.2 Apparatus
Figure 25: A typical eyeglass mounted wearable computer display.
Figure 26: A chording keyboard with isometric joystick often used in wearable computers.
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Four interfaces were developed using the isometric joystick on the HandyKey Corporation’s
Twiddler2 chording keyboard. The four interfaces allowed for navigation in both exocentric (down-
ward looking viewpoint) and egocentric (first person viewpoint) modes. Since these modes have
different characteristics, for example, pitch and yaw have less utility with a top-down viewpoint, a
particular interface should have different mappings specific to the viewpoint.
These interfaces did not use any of the keys available on the Twiddler2. There were two reasons
for this. First, it is easier to engage the keys or the pointer separately rather than in combination.
Either the fingers can help hold the Twiddler2 while the thumb is using the isometric joystick, or the
thumb can help hold the Twiddler2 while the fingers press the keys. Second, these interfaces were
designed with an eye towards a possible future device design. This would be unobtrusive pointer
devices on rings, as in IBM’s TrackPoint on a ring prototype, that allow a user to quickly begin
interaction with a computer application and then just as quickly go back to manipulating objects
in the real world. Since the pointer is operated by a thumb, extra buttons could not be engaged
simultaneously.
The first interface uses a “bulldozer” metaphor, as in Zhai [170], which requires simultaneous
input from both hands to initiate movement. This reduces the chance of accidental input which is
important in wearable computing. Furthermore, this interface allows a user to control many degrees
of freedom (x, y, z, and yaw).
A second interface uses an airplane metaphor which reflects a common control paradigm in
3D environments, due to the prevalence of aircraft and also games involving flight simulation. In
this interface, the right hand controls pitch and yaw. The left hand controls forward and backward
movement.
Two other interfaces were developed that added a tilt sensor to the Twiddler2. Inexpensive
accelerometers were chosen rather than more exotic orientation trackers or other trackers with full
position and orientation data. These are quite expensive and would not be very convenient due to
weight and bulk related to the necessary fixed transmitters.
The tilt sensor was used as a binary mode switch between panning and elevation. With the tilt
sensor, the joystick’s plane of motion represents the plane of navigation. For the current study, the
use of the tilt sensor as a proportional panning or zooming control was avoided as this use might
83
not be effective for wearable computer users who may wish to gesture as a part of conversation or
use the input device in various positions (hand behind the back, in a pocket, sitting, walking, etc.)
However, this type of control could be explored in future studies.
The third interface combined the bulldozer metaphor with tilt. In the basic bulldozer interface,
the mapping for zoom is not very intuitive because the bulldozer metaphor becomes forced. A user
zooms in by moving the left and right joysticks apart laterally. This was addressed in the bulldozer
with tilt interface by using the tilt sensor to select between horizontal and vertical motion. For
example, when the joystick is held horizontally, forward pressure causes forward motion. When the
joystick is tilted vertically, forward pressure causes vertical motion.
The final interface combined the airplane style of interface with tilt. The tilt sensor was used to
select between horizontal and vertical motion. In this interface, only a single isometric joystick and
tilt sensor was necessary for controlling zoom, elevation, and yaw.
While a wearable computer and head mounted display form the target platform of these navi-
gation techniques, a desktop PC and monitor are sufficient for evaluation. The equipment used in
the user study consisted of a PC (2.4 GHz Pentium 4, Windows 2000) running VGIS, a whole Earth
3D terrain visualization system[82]. VGIS provides efficient level of detail management, allow-
ing real-time interaction with large global datasets. Such datasets include terrain elevation, terrain
phototextures, and 3D building models. A second Linux workstation captured input from the two
isometric joysticks and the tilt sensor. This data was sent as UDP packets over a LAN to the VGIS
system. There were four interface configurations as described previously: the two handed bulldozer
interface, the two handed airplane interface, the one handed airplane interface with tilt sensor, and
the two handed bulldozer interface with tilt sensor.
5.4.2.3 Experimental Design
Many criteria can be used to compare and measure these interfaces. Factors like speed, ease of
learning, precision, and comfort are important, so travel times were recorded and questionnaires
were employed. Another important criteria for interfaces is cognitive load. If the interface is diffi-
cult to use, it may require a large percentage of a user’s cognitive resources. One widely used result
of cognitive psychology shows that there are severe limitations on working memory capacity [92].
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Furthermore, when individuals are forced to use working memory or other cognitive resources, in-
formation is lost or displaced [6]. It is therefore vital that the interface to a wearable application have
low demands on cognitive load because the application is already secondary to a user’s real world
task and surroundings. A visual memory task was used to assess the cognitive load of the interfaces
since cognitive load will be reflected in the quantity of information that can be remembered.
Each participant performed a two part navigation task with each of the four interfaces. The
interfaces were presented to the participants in every possible order, to balance any order effects,
such as learning or fatigue. Each participant performed each of the navigations with different target
layouts. The 8 different target layouts were also presented random order for each participant.
5.4.3 Procedure
Participants were first given a questionnaire to ascertain their experience with 3D computer appli-
cations such as games and 3D design software. Next, participants were given a standard test for
visual memory [35]. This was done to assess the visual memory abilities of each participant before
performing the study’s navigation task. After the memory test, they were shown a set of 30 symbols
and asked to write down a simple name for each of the symbols. This was done to ensure that each
subject had a similar level of familiarity with all of the symbols since the symbols would be a part
of the visual memory test.
Participants were first introduced to a particular interface and shown how to navigate. They
were also given an explanation of the navigation task and the testing that would occur afterwards.
The first part of the navigation task was exocentric, so the viewpoint was locked into a downward
looking direction. Participants began with an orbital view of North America. The task began when
a white target cube appeared somewhere in North America (Figure 27). Participants were asked
to zoom in on the target. As the participants drew closer, the target became smaller and smaller,
until a symbol was revealed. A chime signaled when the user was close enough to the target. This
movement typically involved a twelve thousand kilometer descent. Participants zoomed out, located
the next target, and zoomed in again. Four targets were presented. Afterwards, they were given a
test requiring them to recall the symbols they encountered, the order in which they were presented,
and their locations.
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Figure 27: For the isometric joystick study, a cube was the exocentric task target. A column was
the egocentric task target.
In the egocentric portion of the navigation task, users were placed south of the city of Atlanta,
facing north. Since self-location is more difficult with an egocentric viewpoint, the participant was
shown several landmarks in both the visualization environment and the paper map used for testing.
These included two major highways, the Georgia Tech campus, downtown Atlanta, and a stadium.
A similar four target task was used, but with tall white columns instead of cubes for visibility in the
city skyline (Figure 27). Again, participants were given a test requiring the participant to recall the
symbols encountered, the order, and the symbol locations.
Participants were then given a questionnaire to score the interface on a variety of characteristics
such as speed, ease of use, ease of learning, comfort, precision, errors, and desirability. There
were also two open response questions to allow the participants to comment on what they liked and
disliked about the interface and how the interface might be improved.
After experiencing all four interfaces, the participants were asked to rank the interfaces on the
same set of characteristics as before, and given a final opportunity to write any other comments.
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5.4.4 Results
The time for a user to acquire and travel to each target was recorded. The mean target times for each
interface in both exocentric and egocentric modes are shown in Figure 28. Under ANOVA, mean
travel times in the exocentric mode showed significant differences for interface type (p = .008).
However, no significant differences were found for interface type in the egocentric mode. A Tukey
post-hoc comparison showed that the exocentric airplane interface target time was significantly
smaller than the exocentric bulldozer and exocentric airplane with tilt interfaces. The bulldozer
with tilt interface was not significantly different from the other exocentric interfaces.
While it is tempting to compare the exocentric interfaces as a group with the egocentric inter-
faces and conclude that the egocentric interfaces were faster, such a comparison can not be made.
The two groups of interfaces were used in two different tasks. The egocentric interfaces were used
to navigate around a virtual model of Atlanta. The exocentric interfaces were used to navigate
across the entire North American continent. Task differences make it to directly compare user per-
formance between the two interface groups. Different tasks were used because certain tasks call for
particular navigation perspectives (exocentric or egocentric). For example, it would be very difficult
to navigate across a continent with an egocentric perspective. However, a user may wish to use an
egocentric perspective while navigating and familiarizing herself with the smaller region of a city.
Users were asked to recall target symbols, locations, and order. Mean scores for each interface
are shown in Figure 29. There were no significant differences between interfaces at thep < .05
level within the egocentric or exocentric tasks.
We did not find scores on the visual memory test to be predictive of target recall. There did
not appear to be linear relationships between test scores and recall scores. Correlation was also
low, (0.0005 ≤ R2 ≤ 0.3263), for any particular interface and navigation mode (egocentric or
exocentric).
Participants rated each interface on several characteristics immediately after use. At the end
of the experiment, users assigned relative rankings for all interfaces on these same characteristics.
Ratings and rankings for the interfaces were consistent, with only minor shifts of interface order.
Selected final rankings are shown in Figures 30 to 33.
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Figure 28: Average travel time to each target for each isometric joystick interface.
Participants made a number of informative suggestions and comments about the input device
and interface characteristics. Since user participation flagged at the end of the study, discussion will
focus on comments written by participants immediately after using each interface. The participants
made approximately the same number of total comments about each interface (39 to 44).
The bulldozer interface received 22 negative comments out of 39 total comments (56.4%). The
most common negative comments included pain or difficulty in using the isometric joystick (6,
15.4%), and difficulty in zooming in and out (5, 12.8%). The most common positive comments
included the ability to pan and zoom simultaneously (7, 17.9%), and ease of learning (4, 10.3%).
Participants gave the airplane interface 19 negative comments out of 43 (44.2%). Eight negative
comments (18.6%) focused on joystick pain and difficulty. Nine positive comments (20.9%) cited
the ability to pan and zoom simultaneously. Eight other comments (18.6%) positively highlighted
the use of two separate controllers for zoom and panning.
The bulldozer with tilt interface received 42 total comments, 27 (64.3%) were of a negative
nature. The negative comments focused the inability to zoom and pan simultaneously (6, 14.3%)
and difficulty in learning and using the tilt sensor (6, 14.3%). Seven positive comments (16.7%)
mentioned the separate modes for zoom and panning.
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Figure 29: Average recall score for each isometric joystick interface.
Participants wrote 29 negative (65.9%) of 44 total comments about the airplane with tilt inter-
face. There were three negative topics that each garnered eight (18.2%) comments each. There were
problems encountered with learning and using the tilt sensor, pain and difficulty using the joysticks,
and the inability to simultaneously pan and zoom. Positive comments included the ability to use one
hand (4 comments, 9.1%) and the separate modes for panning and zooming (4 comments, 9.1%).
Many participants cited pain and difficulty in using the isometric joysticks. This is of great
concern. Isometric joysticks sense force, instead of displacement. More speed requires more force.
They may be appropriate for occasional laptop cursor navigation, but may not be a good match for
tasks with sustained input. This may have caused a problem for the study participants.
There is a seeming contradiction in the responses to the tilt interfaces. Users liked having the
ability to simultaneously pan and zoom and they also liked having different modes that separated
panning and zooming. This probably means that users wanted simultaneous pan and zoom while
having precise and independent control of each degree of freedom.
89
Figure 30: Questionnaire response to ease of use of each interface in the isometric trackpoint study.
5.4.5 Conclusions
The original hypothesis was that the airplane-like interfaces would encourage better performance in
speed and information gathering. It was also felt that adding the tilt sensor would also be advanta-
geous, particularly for the bulldozer interface, since that would present a simpler conceptual model.
The hypothesis was that pressing the joysticks when the controllers are tilted is a simpler mapping
to altitude control than lateral force. This simpler mapping would then have measurable effects on
performance. However, we only saw statistically significant results for exocentric target times, but
not for egocentric target times, nor for memory recall. Closer examination of both the objective and
subjective results yields a better understanding and some interesting conclusions.
Target times are shown in Figure 28. In the exocentric task, the ability to pan and zoom si-
multaneously was probably the most important factor because the interfaces with the tilt sensors
had significantly longer exocentric target times than the airplane interface. While not significantly
different, the bulldozer interface’s exocentric target time was worse than the airplane interface but
better than the interfaces with tilt sensors. The bulldozer interface allowed some simultaneous pan
and zoom, it was more difficult to perform since users had to press the joysticks apart laterally and
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Figure 31: Questionnaire response to error rate of each interface in the isometric trackpoint study.
then adjust the ratio of and direction force between each joystick for panning. For exocentric navi-
gation, zooming and panning are both equally important, and this must be reflected in the interface
design.
There are several potential explanations for the lack of significant differences in egocentric
target times. Since targets were located in the same city, users did not have to travel far or for
very long, reducing sensitivity to interface effects. Another factor is the difficulty in maintaining
awareness of location. This was less of an issue in the exocentric task since users could identify
a target location at some time before or after reaching a target, based on the familiar features of
the North American continent. The Atlanta cityscape is more complex due to the higher number
of features such as buildings and roads, as well as the 3D nature of the skyline. Some participants
navigated the environment, both before and after reaching a target, in order to acquire or maintain
self location and bearing. This variance may have overwhelmed lesser effects of the interfaces on
travel time.
There may have been some benefit, however for the tilt interface in the egocentric task. Since
the egocentric task could be performed with minimal adjustment to altitude, isolation of the altitude
control may have been a beneficial feature. While there were no significant differences in means,
the bulldozer interface had the highest egocentric travel time. It is possible to inadvertently change
91
Figure 32: Questionnaire response to precision of each interface in the isometric trackpoint study.
altitude in the bulldozer interface while specifying forward or backward motion. More time would
be spent re-adjusting altitude. The tilt interfaces would not be subject to this. Further investigation
would be necessary to explore this factor and separate it from the effect of acquiring and maintaining
self location and bearing.
The lack of significant differences for target recall may be due to two causes. There appears to
wide variation in spatial abilities in the general population. Also, while the task required participants
to remember the symbol, order, and location for four different targets, this measure may not have
been sensitive enough to reflect interface type effects.
5.4.5.1 Design Guidelines
These experiences have produced a few guidelines to help develop and select methods of interaction
for 3D environments on wearable computers.
Separability: Users like to have separability or orthogonality of control for different axes. The
participants in the study did not like the bulldozer interface. If users pushed forward with
both joysticks, some change in altitude would also occur since users would also be pushing
the joysticks slightly apart or slightly together. This was one reason why participants favored
the airplane interface: they could easily make adjustments to one particular axis at a time.
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Figure 33: Questionnaire response to comfort of each interface in the isometric trackpoint study.
Composition: However, an interface with separability should also allow composition. Users also
like to be able to compose commands together in parallel rather than sequentially. This al-
lows faster adjustments to position and makes interface less modal. In the airplane with tilt
interface, users could zoom in, or pan, but not both at the same time. Since we were using
only one 2DOF isometric joystick, this was a limitation of the hardware, but users still asked
for the ability to control 3DOF simultaneously.
Symmetry: In the bulldozer interface, it was often necessary to apply the same force and direction
to each joystick to move in a given direction. Users found it difficult to fulfill this symmetry
requirement. There are usually differences in dexterity and strength between the dominant
and non-dominant hand. Furthermore, there can be differences in the mechanical properties
of particular isometric joysticks. This would not normally be noticed since a user would
adjust to the single particular joystick being used. However, it was an issue in our study. A
standard joystick, which is not isometric, might not be as sensitive to such differences. A
calibration process might address this issue.
Display Reference: Some interfaces require the user to make reference to a particular location on
a screen. This can be done directly by pointing a finger, wand, or stylus at the screen. This
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is a useful and simple technique, but some occlusion of the screen may result. Furthermore,
precision becomes an issue for screens that subtend a small visual angle. For head mounted
displays, as in our target system, the user can not touch the display surface easily. Any
form of direct reference is difficult since it requires accurate tracking of the hand or pointing
device. An alternative is to do this reference indirectly, with a cursor. However, users found
it fatiguing and difficult to precisely position the cursor over small GUI elements. The cursor
may be small, fast moving and thus difficult to see and control in head mounted displays. It
may be necessary, as in this study, to set a crosshair at the center of the display. All movements
are in relation to this center point, thus, avoiding cursor and direct reference issues.
Handedness:Humans often use both hands in combination. It can be useful to employ this ability
in two handed computer interfaces. Consideration must be made as to whether each hand has
similar or dissimilar tasks. Since most individuals have a dominant and non-dominant hand,
a careful mapping of dissimilar tasks can be useful. The bulldozer interface explored similar
tasks; however, some users commented that the non-dominant hand seemed superfluous. The
airplane interface mapped dissimilar tasks to each hand. One method of mapping these tasks
is suggested by Guiard, who noted that in handwriting, the non-dominant hand provide a
frame of reference for the dominant hand’s activity [49].
However, two handed interfaces make it more difficult for wearable computer user to grasp
or interact with objects in the real world. The disadvantages of the airplane with tilt interface
might be acceptable since it only requires a single hand. Many wearable computer users
will often hold the Twiddler2 keyboard in their non-dominant hand so the dominant hand
can remain free. It is often important for users to be able to quickly engage and disengage
their hands from the interface. This allows users to engage in social interactions, such as
handshakes, and perform real world tasks such as construction, inspection, and maintenance,
which require the manipulation and examination of objects.
Manner of Operation: With a desktop interface, the interface designer can expect or prescribe
a relatively static pose for the user. However, wearable computer users may be walking,
standing, or sitting. They may hold their hands in a variety of locations. Sometimes they will
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hide their hands so that operating the interface is not socially disrupting. One of the design
issues with the tilt sensor was defining upright and tilted positions. This differed between
users and between standing and sitting postures. With a direct mapping of tilt to altitude, user
fatigue would increase since users would have to concentrate on keeping their hand steady,
and accidental movement would be more common. These problems were not encountered in
tiltable displays because the user is prone to maintaining a relatively constant angle in order
to see the screen. Some users may just not have very steady hands, particularly when they
are operating a small thumb joystick or chording keyboard. There may be coincidental and
sympathetic motions of the hand.
Comfort: Comfort is a prime consideration, especially since users will have wearables with them
for several hours a day. Size of the controller is a concern since a slight fit problem may cause
great discomfort over time. Several users in our study found it awkward to place the thumb
on the joystick control in an appropriate position for operation. Duration and frequency of
device use will have a contribution to discomfort and fatigue, which may not be apparent
until a realistic task scenario is performed, or the graphical environment scales up in size and
complexity. With small 2D or 3D environments, users need not navigate for very long peri-
ods. However, some extended 3D environments, as in this study, cover a large distance and
magnitude of scale (a whole Earth model from planetary to millimeter scale). The frequency
and duration of device operation is probably quite high in such an environment. This may be
why fatigue and discomfort is more of an issue with the isometric joystick in this system than
in standard 2D GUI operation.
Input Sensors: Input sensors should be carefully selected so that their properties match well to
the user and the nature of the task. Two types of sensors were used in this study, isometric
joysticks and a tilt sensor, implemented with an accelerometer. Several characteristics of
these sensors have a great deal of impact for navigation tasks.
The isometric characteristic of devices like spaceballs and isometric joysticks may lead to
comfort and fatigue issues. Since these devices sense force, rather than motion or displace-
ment, users may apply a great deal of force to navigate quickly. Feedback is not in the form
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of displacement, but in the form of resisting pressure which can be fatiguing. In one handed
operation, some users used the second hand to steady or even operate the joystick. Many
also reported sore thumbs. The dynamic range of the input sensor may not be large enough
to allow both fine control of speed as well as the desired range of speed. These factors may
suggest that isometric joysticks are better suited to small environments such as 2D GUI’s
and low frequency, short duration tasks. As reported above, the bulldozer interface had diffi-
culties due to calibration. Many users suggested using miniature joysticks more like those on
video game controllers. Devices like these joysticks sense displacement rather than force, and
might be less sensitive to calibration differences. They may also be less fatiguing, provide
better feedback, and have a potentially larger dynamic range. However, such joysticks, as
well as trackballs, might inadvertently move as the user walks or lightly brushes the controls.
Such noise can disrupt position and orientation control.
While accelerometers can be small and do not require direct operation by a finger or thumb,
they do have some drawbacks. Feedback relies on the user’s proprioceptive sense of tilt. This
may work well for gross angles, but small angles may be difficult for proprioception. Some
tilt sensors may have some pendulum characteristics, adding noise and making direct control
of position or orientation more difficult. Furthermore, a user in a mobile environment may
experience many forms of acceleration (walking, riding in a car, etc.) which can affect the
sensor. Some accelerometers have integration functions to reduce noise, but this may dampen
fine adjustments that the user may be making. These characteristics make it difficult for
precise control with tilt sensors.
5.5 Summary
This chapter examined ways for users to navigate inside a wearable computer based terrain visu-
alization. Such a visualization is an important component of a spatial cognition aid. Navigation
within the visualization is quite important to users who must explore the surroundings and peruse
areas before visitation. These experiments suggested the use of speech as an effective interaction
mode as well as a two handed interface with aircraft-like control mappings.
Such interaction techniques can service the user to wearable computer relationship component
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of a wearable computer based spatial cognition aid. The following chapter will examine another
relationship from the relationship mediation model that is key for spatial cognition aids. The next
chapter discusses how a wearable computer can mediate the users relationship with the environment
and improve a user’s spatial cognition.
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CHAPTER VI
INFORMATION PRESENTATION FOR SPATIAL COGNITION
6.1 Introduction
This dissertation has raised the notion of using wearable computers as a platform for a spatial cog-
nition aid. Previous chapters have also discussed building blocks for this application: how wearable
computers can gather information about the environment from a scalable system of data servers,
and how users of wearable computer based visualizations can navigate through their visualizations.
With the previously described components, a wearable computer can provide an interactive
visualization that is populated with weather, traffic, buildings, the location of other users, and an
endless variety of other environmental information. However, these capabilities are meaningless if
humans can not understand that visualization and use that information to perform more effectively.
An effective information presentation must be developed and validated.
This chapter will discuss how wearable computers should present environmental information
to the user. In the relationship mediator model from Chapter III, this is the wearable computer
acting in the role of mediator between the user and the environment. This chapter will present the
major design issues related to wearable computer based spatial cognition aids. This chapter will
also examine related work for possible design guidelines. Finally, it will discuss studies that were
performed to further develop and verify these design guidelines.
6.2 Design Issues
The most common spatial cognition aid is an ink and paper map. Maps are nearly ubiquitous among
all human societies and have successfully guided generations of travelers. However, these maps are
static. They can not show a user’s changing position or changing orientation. With a wearable
computer based spatial cognition aid, an interactive map can be displayed on the user’s eyeglass
mounted display. This map can take the form of a three dimensional virtual model of the user’s
surrounding environment. However, some important design issues emerge. For example, what
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viewpoint should be used in rendering this model? How should user orientation be reflected? For
guidance, some related studies concerning ink and paper maps, electronic maps, virtual reality, and
wearable computing will be considered.
A “You are here map” is a common aid. These maps are provided in such places as shopping
malls, company and school campuses, and large office buildings. Levine’s extensive studies of “You
are here maps” [79, 80] suggest the following design rules for effective YAH maps:
• The two-point theorem states that a map reader must be able to relate two points on the map
to their corresponding two points in the environment.
• The alignment principle states that the map should be aligned with the terrain. A line between
any two points in space should be parallel to the line between those two points on the map.
• The forward-up principle states that the upward direction on a map (assuming it is mounted
perpendicular to the floor) must always show what is in front of the viewer.
These guidelines can be applied to a wearable computer based spatial cognition aid. Since the
wearable computer provides a virtual model of the surrounding environment, it should be possible
for users to relate points in the model to points in the environment, satisfying the two-point theorem.
A magnetic compass or other orientation sensor can be used to rotate the virtual model, satisfying
the alignment principle. However, application of the forward-principle can be somewhat ambiguous
because the virtual model can be rendered in different ways. It can be rendered from a top-down
viewpoint, much like a traditional map, and displayed on the perpendicularly mounted wearable
computer display. The forward-up principle would then apply. If a perspective viewpoint was
used, the forward direction in the virtual model would correspond to the forward direction in the
environment. No forward-up mapping would be necessary.
Further confirmation of the forward-up principle comes from a study of electronics maps and
aircraft navigation. Aretz and Wickens studied the mental transformations required in a naviga-
tional checking task [3]. Navigational checking is the process of determining if one’s position in
the world corresponds to a particular location on a map. Since navigation systems are subject to
some level of imprecision and failure, it can be important for a pilot to determine if a reported
position is correct. The two experiments in the study were designed to determine the amount of
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mental processing required to determine if a particular electronic map was congruent with another
scene. These experiments presented simplified scenes with both top down and perspective view-
points. A map was presented with some rotation angle, either before, after, or simultaneously with
presentation of the scene. The time required for the subject to respond with a congruent or non-
congruent determination was measured. While the experiments did not confirm the proportional
relationship between rotation angle and response time generally seen in previous mental rotation
research [36, 40, 54, 79, 120, 128, 131, 162], they did show a monotonic relationship. Humans had
the fastest performance if map and the scene were visible at the same time, and the map is given a
forward up alignment, rather than a north up or other alignment.
However, some work in electronic maps suggest that the alignment principle may not always
apply. A study of automobile navigation systems by Mashimo et al. [89], divided university stu-
dents into two groups, a Fixing Group and a Rotating Group, based on how they drew a map of their
school. It was felt that the rotating or not rotating the map was suggestive of the students’ spatial
orientation preferences, and thus how the students perceived and recalled their environment. In the
driving portion of the study, participants were asked drive a route while following a map presented
on an automobile navigation system. The system could display either a north-up map or a heading-
up map. While only 4 students from each group participated in the driving portion, an interesting
result is that participants in Fixing Group pointed out positive aspects about the north-up presen-
tation. Members of the Rotating Group pointed out negative aspects of the north-up presentation.
Mashimo et al. concluded that the display presentation should be adapted to the driver’s spatial
orientation. The results of this study might bear some consideration, however the study group size
was rather small and the statistical analysis was not seem rigorous.
Other work in automobile navigation has examined the design question of top-down or perspec-
tive viewpoint. Spoerri evaluated a prototype automobile navigation display for communicating a
sequence of turns to the driver [135]. These turns were presented as a series of arrows rendered with
a perspective view, or a series of arrows in conjunction with a forward-up map of the city grid. Turn
sequences in each of the displays were presented to study participants who were asked to remember
and later reproduce the sequences. He found that directions presented with a perspective viewpoint,
and in a user centered coordinate system, were easier to recall than directions presented in a global
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coordinate system and in conjunction with the map. User centered directions are in reference to the
user’s frame of reference, i.e. left, right. Directions in a global coordinate system are in reference
to the environment, i.e. north, south, east, west. Spoerri concluded that such perspective displays
would allow drivers to more easily integrate the directions with what they are seeing through the
windshield. This suggests that a perspective display might be appropriate.
Some caveats must be observed in interpreting the results of Spoerri’s study. While the ease of
interpretation and memorability of such a display was demonstrated, other conclusions may not be
so clear. The memory task in this study was performed in absence of real world navigation. It is
thus problematic to claim that the perspective aspects of the display would be conducive to mental
integration with the user’s view of real world because testing did not occur in a driving environment.
Furthermore, the favorable results for the perspective display may only reflect the additional mental
rotation required by the study task when using the map display. A third experiment in the study
replaced the global coordinate directions used in the map display with user centered directions. This
experiment did not yield statistically significant differences between perspective and map displays.
This suggests that the coordinate system (either global or user centered) had the most impact on user
performance. Rather than reflecting and complementing the user’s perspective view of the world,
the perspective viewpoint in this display may have only served to highlight the arrow indicating the
next turn. Perspective distortion increases the screen size of objects closer to the user. These issues
suggest that Spoerri’s study is inconclusive with respect to the use of perspective viewpoints for a
map.
Another set of findings supporting a perspective viewpoint comes from another study concerning
navigational checking. Schreiber et al. [126] examined the effect of electronic maps with varying
rotation angle, elevation angle, and zoom characteristics on the navigational checking task. Rotation
angle corresponds to map orientation, while elevation angle measures the downward looking angle
of a perspective view. A 90 degree elevation angle yields a top-down view, while lesser angles yield
various perspective views. Zoom describes the scale and field of view by the electronic map. Study
participants examined simulated forward views out of the cockpit and compared these views with
electronic maps of various view configurations.
Schreiber’s studies determined that the elevation angle discrepancy between the map and the
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user’s view of the world should be minimized. For example, a pilot who is gazing out of an aircraft
cockpit and at the ground with a 30 degree down angle should be using an electronic map with a
perspective view rendered with a 30 degree down angle. This result supports a map with a perspec-
tive viewpoint since it would best match a wearable computer user’s view of the world. The study
also replicated results supporting forward-up alignment for maps. The findings for map zoom levels
was somewhat complex due to an interaction between zoom and elevation angle. Implications of
map zoom will be discussed later in this chapter.
One study involving wearable computers and navigation aids has examined the question of top-
down versus perspective viewpoints, and is of potentially great interest for designers of a spatial
cognition aid. Walkmap [78], a wearable computer based navigation guide, was developed at the
Nokia Research Center. Walkmap used a two dimensional map that could be rendered from a top-
down viewpoint or a perspective viewpoint. The authors performed a study involving a navigation
task to determine which viewpoint would lead to better performance.
The authors found that the perspective map led to slower completion of their navigation course.
Participants commented that the top-down map was easier to use than the perspective map. The
authors concluded that the perspective viewpoint was fit for certain navigational tasks, such as ex-
ploration, rather than the wayfinding task that was used. However, this conclusion was based on
subjective comments made by the study participants, who had only used the wearable for naviga-
tion, and not for exploration. No objective data concerning exploration performance was collected.
Furthermore, there were some issues of concern with the study’s experimental design.
Some of the participants in the Walkmap study knew the area where the study was conducted,
while others were not familiar at all. Familiarity with the area may influence the ability of the
participant to understand and use a map of the area. The participants all used a top-down map first,
then used the perspective map. This can lead to order effects such as learning or fatigue that can
change performance on successive tasks. No details were given concerning whether the navigation
course varied or stayed the same between the top-down map and perspective map trials. Learning
effects could occur if the same course was used. If different courses were used, randomization
would be necessary since one course may require better map reading or wayfinding skills, or have
terrain that is more difficult to traverse. Furthermore, the measurements used seem rather coarse and
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may not have revealed much about the accuracy or speed of the map reading and decision making
process. Course completion times were normalized for individual differences in speed. However,
these completion times may not have a strong relationship with cognitive load or the amount of
time used in understanding the map and making route decisions. The error metric in the study only
measured whether the user reached each of the designated targets. Distance from the targets was
not analyzed. No metric, other than speed, was used to compare the quality of the chosen route with
the optimal route.
While some work suggests a perspective display is appropriate, it is important to understand the
results of these studies in the context of user tasks and user goals. Previous work has shown that
map orientation can be sensitive to user tasks. For example, Harwood and Wickens [50], in a study
of helicopter navigation tasks, saw wayfinding performance was highest for a north-up map, but
forward-up maps better supported reorientation tasks in which pilots had to make course corrections
after being placed off course. Their results also suggested that subcomponents of particular tasks
may also require different map orientations. It is possible that viewpoint is similarly task or even
subtask sensitive.
In the task domain of navigation and wayfinding, Darken has identified four basic navigational
tasks [32, 31].
Näıve Search: The individual has no prior knowledge of the target’s location, nor does the target
appear on the map. An exhaustive search must be performed.
Primed Search: The individual knows the location of the target, but the target does not appear on
the map.
Targeted Search: The target appears on the map. The map can be used to guide a search.
Exploration: Any wayfinding task that does not have a target.
In one study, Darken examined the three search tasks in virtual environments depicting urban
and ocean environments [31]. Study participants used forward-up maps or north-up maps while
performing the three different search types. His results suggested that for targeted searches, a
forward-up map is most appropriate since participants had to make navigation decisions, such as
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turning left or right turns, in a ego (self-centric) reference frame. For primed search or naı̈ve search
where a world centered reference frame is useful, a north aligned map is more appropriate. While
Darken did not explicitly examine exploration tasks, he argued that exploration does play a role in
search. However, further consideration of the exploration task is necessary in order to follow the
design lesson promoted by Darken’s results: match map presentation to the user’s task.
A wearable computer based spatial cognition aid should help a user understand and learn the
structure of the surrounding environment. This is clearly an exploration task since there is no
specified target. However, the tasks involved in previously mentioned studies are usually wayfinding
tasks involving some type of target. For example, the “You are here” maps studied by Levine often
support targeted searches. These maps may also be used in primed searches when a user identifies
objects on the map that are near their desired target. The navigational checking task studied in
Aretz and Wickens and by Schreiber et al. is a subtask of aircraft navigation, where flight paths and
destinations are often planned and known in advance. Most electronic wayfinding aids are used in
targeted searches. Wayfinding aids will either display the location the target such as in Walkmap, or
directions that lead the user to that target, such as in Spoerri’s guidance display.
Devices supporting a targeted search task will have different requirements than devices support-
ing exploration. The ultimate requirement for supporting targeted search will be the traversal of a
efficient path from the user’s current position to the target location. Subtasks may include locating
one’s own position, finding distance and direction to the target, and planning a route that avoids
obstacles in between. Many of these tasks can be assigned to the computer, so potentially, very little
information about the structure of the environment must be communicated to the user. Navigation
aids like “map-in-the-hat” [149] represent this philosophy. These aids only indicate direction and
distance to targets. Other aids like Spoerri’s guidance display [135] provide a sequence of directions
to the user, communicating a route traversal procedure. In contrast, other aids like Walkmap [78]
used map based displays and provide more information about the environment for route planning.
A device that supports exploration and spatial learning should emphasize communication of
environmental information to the user. It would be inappropriate to provide direction and distance
to objects, or sequences of turns. It should communicate the spatial relations of objects in the user’s
view of the real world. For such tasks, a perspective map may be inappropriate. A map rendered
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from a top-down viewpoint may be better. A perspective viewpoint employs distortions that shrink
distances and object dimensions based on distance from the viewpoint. Spatial relationships in
the map can become harder to perceive. Wickens et al. [165] showed that perspective navigation
displays suffered in comparison to 2D displays when precisely locating objects. Furthermore, for
maps including 3D representations of terrain and buildings, occlusion can hide some of the objects
and the spatial relationships in the scene. While a perspective viewpoint seems unlikely to be the
best configuration, an experimental study of these viewpoints in the context of a wearable computer
based spatial cognition aid should be performed.
Even after consulting the literature, the issue of map orientation remains somewhat unresolved.
It may be easier to memorize a north-up map which has consistency and stability. However, the
users of a wearable computer based spatial cognition aid will be viewing the map while exploring.
Relating such a north-up map to the environment would require mental rotation. Exploring users
may be quite unfamiliar with the region and may be less able to determine matching features in the
map and the world. They would not be able to determine the appropriate angle for mental rotation.
Furthermore, some evidence from aviation navigation suggests that the workload of mental rotation
while flying may negate the memorization benefits of a north-up map [165]. This issue of map
orientation in a wearable computer based spatial cognition aid bears further study.
6.3 Series 1: An Exploratory Study
The purpose of this first study was to perform a broad exploration of information presentations that
could be used by wearable computer based spatial cognition aids. These different presentations were
evaluated by letting different groups of users travel an unfamiliar area while using different presen-
tations. The mental map of the users in each group was then examined. Any trends towards better
mental maps revealed more effective information presentations. In this study, the group of infor-
mation presentations under consideration were created by varying two important factors: viewpoint
and orientation.
The viewpoint factor described the vantage point for the overview map. It had two levels: top-
down and perspective. The top-down viewpoint was centered 700 meters above the user and was
aimed straight down. By contrast, the perspective viewpoint was located 350 meters above and 200
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meters behind the user. This placed the perspective viewpoint approximately 400 meters from the
user’s location and with a 60 degree down angle (see Figure 34). Both viewpoints used a horizontal
field of view of approximately 60 degrees.
The second factor was orientation, which referred to how the overview map was aligned. There
were three levels: body oriented, head oriented, and north oriented. The body oriented map used a
sensor mounted on the user’s body (right shoulder), causing the map’s alignment to largely reflect
the user’s travel direction. The head oriented map used a head mounted sensor, so the overview
map’s alignment reflected the user’s gaze direction. The north oriented map maintained a north-up
alignment, regardless of the direction the user was facing or traveling.
The experimental groups reflected the crossing of these two factors, with two exceptions. The
experiment included a control group that was not provided with any form of overview map. This
provided a group of unassisted users as a baseline for comparison. The second exception was
the omission of a group with a perspective viewpoint and a north-up orientation. This configuration
would have been awkward and confusing. Users would not have been able to perceive their direction
of travel from the map. Due to these drawbacks, this condition was omitted.
Table 4: Experimental groups used in the first spatial cognition study.
Group Map Viewpoint Orientation Notes
1 No N/A N/A Control group, no wearable
2 Yes Top-down Body Tracker on body
3 Yes Top-down Head Tracker on head
4 Yes Top-down North North aligned display
5 Yes Perspective Body Tracker on body
6 Yes Perspective Head Tracker on head
6.3.1 Method
6.3.1.1 Participants
Participants were recruited from geography classes at Georgia State University. This satisfied the
requirement that participants be unfamiliar with the Georgia Tech campus. It would be impossible
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Figure 34: Examples of top-down (above) and perspective (below) viewpoints used in the first
study of spatial cognition.
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to evaluate learning if participants already knew the area. Participants were also required to have
binocular vision (vision in both eyes) in order to effectively use an eyeglass mounted display. Par-
ticipants were compensated for their time and effort through extra credit in their geography course.
Participants in the study were given a questionnaire to capture demographic information such as
age, gender, occupation, level and type of education, and other characteristics that may be correlated
with spatial skills. Psychological factor tests for visual memory and spatial orientation ability were
also given [35].
6.3.1.2 Apparatus
Figure 35: Wearable computer used in the spatial cognition studies.
Hardware: The apparatus used in the study is shown in Figures 35 and 36. An SV-9 eyeglass
mounted display manufactured by MicroOptical Corporation were used in both experiments
to display the overview maps. This display provides a 640x480, 24 bit color image at 60Hz.
It was attached to the participant’s eyeglasses or to a set of eyeglass frames without lenses.
A 2GHz Pentium 4 laptop ran the map visualization software and provided the images for the
eyeglass mounted display. The laptop also gathered orientation data from a head mounted or
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1. Eyeglass mounted display, 2. Display interface and battery, 3. Laptop computer, 4. GPS, 5. GPS
battery, 6. GPS battery voltage converter, 7. Orientation sensor on hat, 8. Orientation sensor battery
Figure 36: Components of the wearable computer used in the spatial cognition studies.
body mounted IntertiaCube2. A shoulder mounted Garmin GPS unit provided position data
to the laptop.
A backpack was used to carry the laptop, batteries, GPS, and the video interface box for the
MicroOptical display. The IntertiaCube2 orientation tracker was either attached to a shoulder
of the backpack, or to a baseball cap, depending on the orientation condition.
Software: VGIS [69, 82], a whole Earth 3D terrain visualization system, was used to render the
overview map in the eyeglass mounted displays. VGIS uses 3D rendering and level of detail
algorithms to provide an interactive environment for displaying 3D terrain, 3D buildings, and
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a variety of other geospatial data.
Three modifications to VGIS were required for these experiments. First, program code was
added to gather latitude and longitude from the GPS unit. Second, a perspective viewpoint
was enabled which placed the viewpoint above and behind the GPS reported location. An
overhead viewpoint was already available in VGIS. The final modification was the addition
of code to gather yaw angle from the InertiaCube2 orientation tracker.
Interactive controls to adjust factors such as zoom or the elevation angle used in the perspec-
tive display were not made available in the software provided to study participants. While
such controls could conceivably improve performance, more user training would be neces-
sary. Furthermore, participant performance would reflect the participants ability to manipu-
late the control effectively and their ability to devise strategies to aid their own performance.
This could yield far more variation among participants and obscure effects of the orientation
and viewpoint factors.
Data Collection Apparatus: The data collection apparatus included a demographic questionnaire,
two psychological factor tests, a photograph location test, and an exit questionnaire. These
documents (excluding the psychological factor tests) are available in Appendix C.
The demographic questionnaire was a set of questions concerning age, gender, occupation,
level and type of education, and other characteristics that may be correlated with spatial abil-
ities.
Two psychological factor tests were used, Visual Memory (MV) and Spatial Orientation (S),
which are standardized tests from the Educational Testing Service (ETS) [35]. They took
about 30-45 minutes altogether to complete. A stop watch was used for proper timing.
The photograph location test consisted of 30 photographed scenes from the Georgia Tech
campus. Twenty of the photographs were of scenes and buildings from the training route,
while the remainder were taken outside the training route. The participants first determined
whether the photograph was from the training route, and if it was, they marked the photo-
graph’s location on a map and labeled it with the photograph’s number. The photographs
were taken in advance, but during the same times of day as the experimental sessions.
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The exit questionnaire was used to learn about what the participant thought of the experi-
ment and gain some insights into what was difficult in the task and how the system might be
improved.
6.3.1.3 Procedure
Participants were recruited from geography classes at Georgia State. Students were asked to sign
up for a particular 2 hour session on a particular day. Email addresses and phone numbers were also
collected so that students could be reminded of their scheduled session. A web page providing a
map for parking and the study location was provided. This map did not show any details about the
area where the study was conducted. Outdoor experiment sessions took place in the early morning
around sunrise (7AM to 9AM) or early evening just before and after sunset (approximately 5PM to
9PM) to avoid the most intense sunlight which might interfere with the eyeglass mounted display.
Fortunately, good weather was enjoyed during the study. Good weather was important to limit
equipment exposure to moisture and maintain similar light conditions between participants.
Upon arrival, the participant was given a consent form. After answering any questions the par-
ticipant might have, she was asked to sign the consent form. She was then given the demographic
questionnaire and asked to fill it out. Next, the participant was given the two timed psychology
factor tests. For some participants, the psychology factor tests were delayed until the end of the ex-
periment, in order to complete the outdoor part of the experiment during favorable light conditions.
Participants were randomly assigned to an experimental group. As appropriate for the experi-
mental group, participants were fitted with the eyeglass mounted display, the baseball cap mounted
InertiaCube2, and the backpack containing a laptop computer and GPS. Proper fitting of the eye-
glass mounted display was ensured at this time. The participants were also advised about safe use of
the display. The participants were then led to the starting point of the outdoor training route. While
software and hardware was initialized, the photograph location test was described in detail. The
participants were also told that they would need to recognize and locate scenes from the route. In-
formation about the screen display was also given. For example, the participants were told what type
of display they were using, how it worked, and that the center target icon showed their approximate
location (see Figure 34).
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Figure 37: Route taken by participants in the outdoor experiment. The circle with an ’X’ denotes
the starting and ending point.
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The experiment’s training task consisted of two identical circuits of a predetermined route on
the Georgia Tech campus (see Figure 37). Participants followed the experimenter (the author in
all sessions for consistency), but only limited verbal directions were given as to avoid affecting
the participants’ performance. For example, the experimenter did not refer to landmarks and used
gestures rather than directional language (e.x. “left” or “right”) to indicate changes in direction.
The experimenter consulted a stopwatch and maintained a steady pace to minimize variation in
travel time. The total travel time was also recorded. The route was approximately 1.5 miles in total
distance (both laps together) yielding a 30-35 minute journey at normal walking pace (around 3
miles per hour).
For safety, in addition to the experimenter, an assistant was assigned the sole task of safeguard-
ing participant safety. The assistant closely followed the participant and was ready to guide the par-
ticipant around potentially unobserved hazards such as pedestrians, curbs, poles, and traffic. Verbal
warnings about stairs and curbs were given. However, no physical guidance was ever necessary
during the course of the study. No one fell or failed to notice any hazards.
After the training task, participants were asked to take the photograph location test. For each
of the thirty photographs, the participant determined if she saw that scene or building during her
travel. If she remembered the scene, she marked an ‘x’ on a map to denote the location from where
she saw the scene, and she labeled the ‘x’ with the picture’s number.
After completing these tests, an exit questionnaire was be given to elicit feedback on the system,
the experiment design, and the process.
6.3.2 Results
One issue with this data was the low number of participants per experimental group (Table 5). En-
suring participant attendance was a significant procedural challenge in conducting this experiment.
To deal with the low group populations, the data analysis examined one factor at a time, either only
viewpoint or only orientation, rather than the effects of both variables at the same time. This had
the effect of collapsing experimental groups together.
Under ANOVA, orientation alone did not have a significant effect on recognition errors or loca-
tion error at thep < 0.05 level (see Table 6). Recognition errors indicated the number of incorrectly
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Table 5: Experimental group populations for the first spatial cognition study.
Group Map Viewpoint Orientation Notes Population
1 No N/A N/A Control group, no wearable 15
2 Yes Top-down Body Tracker on body 5
3 Yes Top-down Head Tracker on head 6
4 Yes Top-down North North aligned display 5
5 Yes Perspective Body Tracker on body 5
6 Yes Perspective Head Tracker on head 5
identified photographs. Location error was measured in 50ths of an inch on the paper map marked
by the participant.
However, viewpoint did have a significant effect on photograph recognition (ANOVA,p =
0.032). These results are shown in Table 7. Participants with a perspective viewpoint missed far
more photographs than the control group (Tukey HSD,p = 0.034). Participants with the top-
down viewpoint did not miss significantly more photographs than the control group (Tukey HSD,
p = 0.914). Adding mental rotation and visual memory covariates reduced the significance of the
effect (ANCOVA,p = 0.079). However, the effect was still notable.
Table 6: There were no significant differences for orientation in the first spatial cognition study
Orientation Mean Number of Std. Mean Location Std. Population
Recognition Dev. Error† Dev.
Errors* (50ths of an inch)
No Map 7.47 2.973 7.36 6.358 15
North 7.20 2.950 5.65 2.272 5
Body 8.70 2.111 7.03 4.918 10
Head 9.27 1.794 5.44 5.597 11
Total 8.22 2.545 6.59 5.346 41
*ANOVA for the number of recognition errors did not reveal significant differences (p = 0.229).
†ANOVA for location error did not reveal significant differences (p = 0.814).
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Table 7: The number of recognition errors for the perspective viewpoints was significantly more
than the control group in the first spatial cognition study
Viewpoint Mean Number of Std. Mean Location Std. Population
Recognition Dev. Error† Dev.
Errors* (50ths of an inch)
No Map 7.47 2.973 7.36 6.358 15
Top-down 7.81 2.105 5.22 3.290 16
*Perspective 10.00 1.700 7.47 6.258 10
Total 8.22 2.545 6.58 5.346 41
*The perspective group had significantly more recognition errors than the no map (control) group,
(ANOVA, p = 0.032) and (Tukey HSD,p = 0.94).
†ANOVA for location error did not reveal significant differences (p = 0.468).
A number of subjects commented about the equipment used in the study. Some felt that the
system was too heavy, which it was, at approximately 10 lbs. Others commented that the eyeglass
mounted display would shake while walking, making it difficult to focus on the display. These
comments were not specific to any particular experimental group.
There were some comments specific to the overhead map presentations. Users of the overhead
maps did want larger displays, more detail, or the ability to zoom in or out. However, many com-
mented that the overhead maps did help them locate scenes in the photograph test. Some of the
comments from the north oriented map group expressed difficulty in correlating the map with the
surrounding environment or understanding the direction of travel. One user wanted the ability to
at least flip the map upside down and right-side up. Another user acknowledged hardly using the
display.
Users of the perspective maps gave comments that were less supportive. Two users commented
that the perspective map did help them remember their route. However, some users had difficulty
in determining how they were oriented or had difficulty in correlating real buildings with their map.
Some users found the viewpoint distracting or confusing and one would have preferred a viewpoint
that did not show any terrain behind the user. Another wanted a wider field of view. One user
admitted to relying mostly on innate sense of direction.
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6.3.3 Discussion
The experiment did show significant differences in recognition errors depending on the map view-
point used. Users of the perspective viewpoint made far more errors than users who did not use a
wearable computer. Most of the recognition errors made in the study were “misses” where a partic-
ipant failed to recognize a photograph that was part of the route taken. The one likely explanation,
also taking account of user comments, is that the perspective view was distracting. With the user’s
attention drawn to the display, they would have missed some of the scenes along the route.
This distraction can result from the instability of the perspective viewpoint. Instability is one
of the problems with this type of display and was also noticed in the Walkmap project [78]. Since
the map viewpoint is tethered to a long vector attached to the user’s position, small changes in the
user’s position and especially heading can create large changes in the map image. Filtering can
smooth out these changes, but due to the geometric construction of this view, they are unavoidable.
Furthermore, characteristics such as perspective distortion and occlusion also make it more difficult
to understand the spatial relations between objects in this view. It is very possible that a user
trying to understand a complex, unstable view would be distracted from noticing and learning their
surroundings.
The quality of the virtual model of the environment may also have been a cause of distraction in
perspective viewpoint. Inaccuracies and simplications in the model are much less apparent in a top-
down viewpoint since users are less able to see terrain elevations and the sides of buildings. With the
perspective view, users may have been more able to notice these imperfections. The imperfections
in the model may have been distracting, particularly if the user was comparing the model to the
surrounding environment. The use of a more veridical model might have lessened the distraction
associated with the perspective viewpoint.
While the objective performance measures did not all return significant results, it is also impor-
tant to note that differences in spatial ability between individuals can be large, yielding a naturally
large variation in performance. Map presentation may cause performance differences, but they may
be small, difficult to measure, and may be overwhelmed by the large variation caused by spatial
ability. This can also explain why orientation did not yield significant performance differences.
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There is not much operational difference between placing an orientation sensor on the body or on
the head. Individuals mostly maintain head alignment with the body’s direction of travel. The north
aligned orientation condition was also not significantly better, perhaps because its use required a
great deal of mental rotation, adding to the user’s cognitive load. Also, users may have had diffi-
culty in accurately determining the amount of rotation needed, since they were unfamiliar with the
environment.
However, user comments can play a role, if considered carefully, in guiding further studies.
Learning the surroundings is a rather subtle goal and participants can easily become frustrated or
disengaged if the display presents any difficulty. In this respect, user acceptance can be a very strict
test of the different presentations. In the north-up alignment, user comments reveal drawbacks to
the north-up orientation. Users did have difficulty in reconciling their travel direction with a north-
up map. This difficulty may have prompted one user to rely on innate sense of direction rather
than use the display. Since other work has suggested that mental rotation can interfere with spatial
learning [165], the north-up display seems less compelling.
Unfortunately, since no significant differences in location error were seen, the study could not
clearly demonstrate that any map configuration on a wearable computer could improve the mental
maps of the participants. However, the perspective display did interfere with recognition. In light
of user comments and recognition errors, a top-down, forward-up map seems the most promising
choice. Such a map would be less distracting and allow the user to more easily integrate their view
of the world with their map.
6.4 Series 2: A Second Investigation and Refinement
A second study was planned and performed with the purpose of closely examining the presentation
with the top-down viewpoint and the head orientation. By focusing on only a control group and a
single experimental group, each group would receive more participants, yielding a better statistical
sample. The head orientation was chosen for this experiment since the body oriented map and head
oriented map had indistinguishable performance and the head oriented map would more closely
correlate with the user’s view of the world.
This study was also conducted in two phases. The first phase used the same top-down, head
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oriented map that was used in the previous study. Preliminary analysis after the first two weeks
of conducting the study showed no significant difference with the map. These preliminary results
caused several changes to be made for the second phase of the experiment. Modifications were
then made to the map presentation to account for the infrequent manner in which users attend to the
display. These modifications proved successful, allowing users of the top-down, head oriented map
to better learn the structure of the environment than those who did not have a wearable computer.
6.4.1 Design Issues
An important design consideration in wearable computing is the division of user attention. While
wearable computers are continuously available, they often should not be the focus of the user’s
attention. The user may be conversing with others, navigating across terrain, or performing a main-
tenance task. It is important that the wearable computer does not distract the user in a manner that
is unsafe in critical situations, or embarrassing in social situations. This is a very important distin-
guishing characteristic between wearable computer applications and desktop computer applications.
The wearable computer should not be like a spoiled child who demands all of the user’s attention
at inopportune moments. A good model for a wearable computer is the “good English butler”
who hovers in the periphery, unnoticed, until assistance is needed. As such, wearable computer
applications should be designed to reflect the limited availability of the user’s attention.
In a spatial learning situation, user attention is divided between the surrounding world and the
wearable computer display. Some attention is required to avoid obstacles and maintain a heading.
Further attention is required to perceive and remember the scenes from the user’s route. These
demands cause the user to look infrequently at the wearable computer display. Between these
infrequent glances, the map may have moved and rotated a great deal. It is then difficult to correlate
these different views of the map. The user cannot perceive the overall layout of the map. The user is
then less able to construct a mental map that integrates both the map and the user’s views of the real
world. Participants in phase 1 of the study may have been experiencing this difficulty in correlation.
A good spatial cognition aid should assist the user in correlating these different glances at the
display. Some continuity between glances should be preserved. While a north-up map does provide
stability that may yield this kind of continuity, the north-up map requires mental rotation to correlate
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the map with the surrounding world. Navigation during map use creates a demand for constant
mental rotation. This mental rotation may interfere with spatial learning [165].
In phase 2, two modifications were made to the top-down, head oriented display (see Figure 38).
First, the map view was expanded to cover a wider area of the map. This reduced the changes in the
map between glances at the display. This also ensured that the set of landmarks shown on the map
remained fairly stable and constant. For example, landmarks near the starting point remained on the
map throughout the user’s travel. Second, the user’s trail was automatically marked as the user’s
journey progressed. This was done to allow the user to see the shape of their own route and gauge
their progress between glances. Route shape could remind the user of their sequence of turns and
allow the user to better correlate their experience with the layout of the environment. Furthermore,
the progress indication could allow users to concentrate on memorizing a sequence of real world
scenes. They could then glance at the display, easily perceive the trail markers showing the latest
distance traveled, and correlate the sequence of scenes with that new segment. Without the trail
markers, users would have to remember their previous location on the map, consider their current
map location, and then determine their progress, adding additional memory and mental calculation
tasks. If considered in light of distributed cognition theory, the route markers support cognition in
the world, allowing the user to offload some memory demands. In effect, the marked route could
act as a thread in time and distance, connecting views of the map and views of the world.
6.4.2 Method
6.4.2.1 Participants
Participants were recruited and compensated in the same fashion as the previous study. An entirely
new set of students were recruited from the next session of the introductory geography course at
Georgia State University.
A number of techniques were employed to insure better participant attendance. Participants
were sent reminder messages by email several days in advance. They were also telephoned the day
before their session. As before, extra credit was given for participation, but participants could also
lose credit for failing to attend without prior notice. These factors improved participant attendance
a great deal.
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Participants were required to have binocular vision for wearable computer display use, and were
required to be unfamiliar with the Georgia Tech campus. Questionnaires gathered demographic
information and psychological factor tests [35] were given to determine memory and mental rotation
skills.
6.4.2.2 Apparatus
The data collection materials in this study were the same as in the previous study. These included
a demographic questionnaire, two psychological factor tests, a photograph location test, and an exit
questionnaire. See Ekstrom [35] for the psychological factor tests, and Appendix C for the other test
materials. Seasonal changes between fall and spring required new photographs for the photograph
location test. New photographs were taken from the same locations and orientations as the old
photographs. Both sets of photographs are included in Appendix C.
The hardware apparatus remained the same as in the previous study (see Figures 35 and 36).
The software used in this study was very similar to the software in the previous study. VGIS
was again used for rendering the map and gathering position and orientation information from the
tracking devices. However, the configuration of the view changed in phase 2 of this study.
Phase 1 of the study used only one of the various map presentations from the previous study, the
top-down head oriented view. The viewpoint was located 700 meters above the user’s location and
the map was oriented to align the top of the map with the user’s gaze direction. The viewpoint had
a 60 degree horizontal field of view.
Phase 2 used a modified version of the top-down, head oriented display (see Figure 38). In this
version, the viewpoint was moved to 1000 meters above the user’s location, yielding a view of a
larger area. The map was also oriented with the user’s gaze direction. Additionally, the user’s trail
was displayed with a series of small white markers. A new marker was created every 15 seconds at
the user’s current position.
One additional change was made to the VGIS software. A logging function was added to VGIS
that recorded user position, travel direction, and head orientation every 2 seconds. This can help
determine how user head movements are affected by a wearable computer display. Data for com-
parison was acquired from some participants in the control condition who were asked to carry the
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Figure 38: Examples of top-down (above) and modified top-down (below) viewpoints.
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wearable computer (without a display). Unfortunately, data dropouts in the logging did not allow for
samples that were large enough for analysis. The GPS provided continuous location information,
but often failed to provide direction of travel information for comparison with the head direction
reported by the orientation sensor. Furthermore, this direction of travel is determined by examining
how the user’s location changes over time. Since an individual GPS location fix can be inaccu-
rate, several location fixes are averaged together. This can make the reported direction of travel lag
behind the user’s true direction of travel. A better approach would be to use a second orientation
sensor, perhaps mounted on the user’s shoulder, could be used with a head mounted orientation
sensor to determine head movement.
6.4.3 Procedure
This study utilized the same procedures as the previous experiment, however, participants were
assigned to one of only two groups. In phase 1, participants were assigned to either a control
condition without a wearable computer, or an experimental condition with a head oriented, top-
down map display. In phase two, participants were assigned to either the control condition, or the
modified head oriented, top-down map display.
6.4.4 Results
As mentioned previously, phase 1 of the study did not show any significant performance differences
between the control group and experimental group (Table 8). Recognition errors indicated the num-
ber of incorrectly identified photographs. Location error was measured in 50ths of an inch on the
paper map marked by the participant. An ANOVA statistical test of the recognition errors resulted
in a p value of 0.852, which is far above the chosenp < 0.05 significance threshold. An ANOVA
test of location error returned ap value of 0.196, also above the significance threshold.
ANCOVA tests were also performed to determine if significant performance differences would
emerge after mental rotation and visual memory test scores were used to account for some perfor-
mance variation. ANCOVA also did not reveal significant performance differences.
In Phase 1, more participants were run in the control group than in the wearable computer
group. A number of these control group participants had head direction and position logged by
the wearable computer (without using the map display). This inflated the number of control group
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Table 8: No significant differences found for recognition or location error in phase 1 of the second
spatial cognition study
Group Mean Number of Std. Mean Location Std. Population
Recognition Dev. Error† Dev.
Errors* (50ths of an inch)
Control 5.30 3.582 4.52 3.986 27
Experimental 5.50 2.624 6.46 5.323 14
Total 5.37 3.254 5.18 4.517 41
*ANOVA for the number of recognition errors did not reveal significant differences (p = 0.852).
†ANOVA for location error did not reveal significant differences (p = 0.196).
participants since there was only one wearable computer and participants were often run in pairs.
Unfortunately, due to data dropouts as previously discuessed, an insufficient amount of data was
collected for analysis.
The results of the second phase show some performance differences in location accuracy (Ta-
ble 9. An ANOVA of the location error metric returns (p = 0.090). However, an ANCOVA,
accounting for mental rotation and visual memory scores, yields (p = 0.015), showing a significant
difference at thep < 0.05 level. The location error metric is based on the average distance between
the true location of the photographs and the participant’s responses. Participants who used the wear-
able computer with the modified map display had a lower mean location error. They were able to
locate the photographs more accurately than participants who did not use the wearable computer.
Phase 2 did not indicate any significant differences between groups for recognition errors. This
means that the study could not detect any significant distraction effects from the wearable computer.
6.4.5 Discussion
While Phase 1 did not detect any distraction effects such as those seen with the perspective display
in the previous study, neither could Phase 1 detect any spatial cognition advantages for users of the
wearable computer.
The modifications made to the display for Phase 2 (see Figure 38) allowed the users to effec-
tively understand and use the map. Since wearable computer users must split their visual attention
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Table 9: Significant differences in location error were found in phase 2 of the second spatial cogni-
tion study
Group Mean Number of Std. Mean Location Std. Adj. Mean Population
Recognition Dev. Error† Dev. Location
Errors* (50ths of an inch) Error
Control 5.85 2.375 6.94 4.912 7.24 13
Modified 5.31 3.535 4.36 2.887 4.12 16
Display
Total 5.55 3.031 5.52 4.062 5.68 29
*ANCOVA for the number of recognition errors did not reveal significant differences (p = 0.885).
†A significant difference was seen for ANCOVA adjusted means of location error (p = 0.015).
between the world around them and the wearable computer, it can be difficult for users to follow
their progress on the map and learn the layout of the environment. The viewpoint was adjusted
so the map covered a much larger area. This presented a more consistent set of landmarks to the
user. The display also laid down trail markers, indicating where the user had been. These modifi-
cations proved to be successful. Participants who used the wearable computer in Phase 2 located
photographs more accurately than participants in the control group.
6.5 Summary
This chapter discussed two studies that were conducted to explore various design issues in wearable
computer based spatial cognition aids. The first study examined a broad range of map orientations
and viewpoints. The second study focused on the top-down, head oriented map presentations. The
second study also addressed an important design issue for wearable computing: the division of user
attention.
These studies have demonstrated two important ideas. First, a wearable computer, when ap-
propriately configured, can help an individual learn the structure of the environment better than an
unassisted individual. This shows that a wearable computer can be used as a platform for an effec-
tive spatial cognition aid. While many researchers have investigated the use of wearable computers
for a variety of outdoor applications, those investigations have typically focused on navigation aids,
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tourist guides, and surveying aids. The results of the studies in this chapter demonstrate that spatial
cognition and spatial learning are viable applications for wearable computers.
Second, these studies have identified and explored some of the important design issues for
wearable computer based spatial cognition aids. Some important design lessons have emerged.
The studies suggested that a perspective viewpoint may be distracting for users. A spatial cognition
aid should provide a top-down viewpoint, which better matches the survey knowledge that should
be taught to the user. Finally, the spatial cognition aid should account for divided visual attention.
Some successful techniques employed in these studies include providing a stable and consistent set
of landmarks and indicating the user’s path with trail markers. The use of the trail markers also
demonstrates that notion of offloading cognition from the user’s mind onto the wearable computer.
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CHAPTER VII
CONCLUSIONS AND FUTURE WORK
7.1 Conclusions
It can often be difficult for humans to understand their surroundings for many reasons. We typically
do not have a vantage point that allows us to view the environment from above and in its entirety.
These environments are also very large and complex.
This dissertation has examined the use of wearable computers as a platform for a spatial cogni-
tion aid. A spatial cognition aid is a tool for helping individuals perceive, understand, and remember
the layout of the surrounding environment. While a map has been a common spatial cognition aid
for quite some time, it is important to explore new media, such as mobile and wearable computers.
This dissertation did not try to compare ink and paper maps and wearable computer based spatial
cognition aids because this is not a useful comparison. Maps and wearable computers are differ-
ent in many ways. Dynamic data can not be presented on a conventional map, while wearables
can download new updates, customize the presentation of information, and locate the user using
GPS and other technologies. However, maps have very high print resolution and low cost. It is
very easy to collaborate and consult with others over the map. They both have a place in human
spatial behavior. It is important to explore, develop, and validate the new tool, in his case, the wear-
able computer based spatial cognition aid. After doing so, the new tool can be a useful and well
understood addition to the human tool set.
This dissertation has examined the building blocks of a wearable computer based spatial cog-
nition aid by examining a relationship mediation model for wearable computer applications. The
model suggested three relationships are important for a wearable computer based spatial cognition
aid. The wearable to environment relationship, the user to wearable relationship, and the user to
environment relationship. The relationship mediation model was proposed in this dissertation as
a general way to define and understand how wearable computer applications participate in various
relationships that humans conduct. This model can help designers of other wearable applications
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consider how their application can and should impact a user’s relationships.
To consider the wearable computer to environment relationship, the dissertation focused on an
infrastructure for distributing location based data. In this domain, scalability is of great concern.
However, it must also be easy to bring new data services into the infrastructure. This system sought
to serve both goals by using geographic distribution and a very simple indexing framework. The
system provided a set of location servers that maintained indexes of users and data servers for
particular areas. Wearable computer applications could query a location server to determine the
users and data servers that could provide information for a user’s region of interest.
For the user to wearable computer relationship, the dissertation examined how users can navi-
gate inside a terrain visualization. The terrain visualization provides a virtual model of the environ-
ment, which can show a user the layout of the surroundings. Navigation is important for users who
wish to peruse and explore an environment. However, alternative interfaces, such as those based
on speech recognition and gesture recognition were examined since standard computer interface
devices are not effective in a wearable computer environment. While the gesture interface was not
very effective, a speech based interface could serve for navigation control for a wearable computer.
Interfaces based on isometric joysticks and tilt sensors were also evaluated. Many of these interfaces
employed two handed interaction, which can be very expressive for navigation. The evaluation of
these candidate interfaces suggested that an aircraft control metaphor yielded very good results.
The most significant contribution of this dissertation came in the consideration of the user to
environment relationship. This is the relationship in which the wearable computer mediates and
assists the user’s perception and understanding of the environment. Few, if any, researchers and
developers have considered the wearable computer as a platform for spatial cognition aids. Thus,
there is little research in wearable computer that suggests whether a wearable computer can be
an effective spatial cognition aid and how to implement such an aid in the first place. The two
series of experiments in this dissertation demonstrated that wearable computers can indeed help
an individual’s spatial cognition. That is, a wearable computer can be an effective assistant for
spatial cognition. The studies were also able to show what is an effective presentation for a spatial
cognition aid. This presentation rendered environmental data from a top-down perspective and
rotated the map to maintain a forward-up alignment. Furthermore, the studies identified that it
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is important to account for the divided attention of the wearable computer user. The user must
contend with information from the wearable computer display as well as the from the environment.
The presentation design must help the user understand and follow the changes in the display when
the user can only attend at the display infrequently.
In summary, this dissertation makes the following contributions:
• Identification of spatial cognition aids as an important wearable computer application (as
opposed to wayfinding aids and tourist guides).
• Demonstration of an effective wearable computer based spatial cognition aid.
• Experimentally derived presentation characteristics for a wearable computer based spatial
cognition aid.
• Identification of the need to design for divided user attention.
Other minor contributions of this dissertation of infrastructure or engineering interest include:
• Evaluations of navigation interfaces that employ speech and gesture recognition and two
handed interaction. These evaluations yielded design lessons of interest for wearable com-
puter developers.
• A scalable server infrastructure for distributing geospatial information.
• A relationship mediation model that describes how wearable computers participate in rela-
tionships of the user.
The work in this dissertation can influence the development of both spatial cognition aids and
wayfinding aids. If users of wayfinding aids can develop a good mental model, they could reduce
reliance on the wayfinding aid and learn navigate and communicate on their own more effectively.
Both spatial cognition aids and wayfinding aids are especially important for military personnel and
law enforcement officers. However, the experience of becoming lost, or learning a new area is com-
mon to nearly all individuals. It is important to provide mobile and wearable computing applications
that are designed according to validated principles such as those found in this dissertation.
128
Other work in this dissertation can have influences on the larger field of wearable computing.
The relationship mediation model can act a guide for wearable computer application developers. It
can be a reference point for comparing and classifying other work. As the field of wearable com-
puting matures, models and other guides for software development become increasingly important.
The evaluations of navigation interfaces may be useful for other wearable computer applications
that involve navigation. This will include both 2D and 3D applications.
7.2 Future Work
Scalability of the spatial cognition aid is a topic that can be further explored. Only a small ge-
ographic region was considered in design and evaluation of the aid. Interaction techniques for
navigation and zooming can be a part of scaling the aid for larger areas. These techniques should be
evaluated for their effect on spatial cognition. With interactive techniques, users may try a number
of strategies. Experiments must explore these strategies and consider the additional variation among
participants that these strategies bring to a study.
Stevens [142] suggests that the mental map is a hierarchical construct. A spatial cognition aid
might be able to exploit this principle for scaling to larger regions. Visual presentation of a spatial
cognition aid can reflect this hierarchy. For example, at a neighborhood level, as in the studies
presented here, a satellite image may be the most appropriate. It is apparent to suggest that, at
the city or county level, imagery of only highways or major roads should be shown. However,
perhaps a combination of imagery is needed with more detail around the user’s current position,
less detail enroute, and more detail around a potential destination. Further studies could determine
the appropriate degree of interest functions that match a user’s current mental model.
A wearable computer can also be a good platform for studying the formation and extent of a
user’s current mental model. Some interaction techniques could be developed that allow the user to
annotate the spatial cognition aid as they visit new locations. This would be one method by which
to link the user’s mental map and the system map. Another approach would be to use information





The following pages contain copies of materials used during the multimodal interface study. Some
of these materials may be reproduced at smaller than original scale to satisfy dissertation formatting.
Title Number of Pages
Multimodal Interface Study: Consent Form 1
Multimodal Interface Study: Pre-Experiment Questionnaire 1
Multimodal Interface Study: Symbol Familiarity Exercise 1
Multimodal Interface Study: Exocentric Landmark Test 1
Multimodal Interface Study: Mid-Experiment Questionnaire 1
Multimodal Interface Study: Post-Experiment Questionnaire 2
Multimodal Interface Study: Trial Completion Times 1
Multimodal Interface Study: Memory Task Results 1
Multimodal Interface Study: Post-Trial Interface Ratings 1
Multimodal Interface Study: Post-Experiment Interface Rankings 1



























































































































































































































































































































































ISOMETRIC JOYSTICK INTERFACE STUDY
The following pages contain copies of materials used during the isometric joystick study. Some of
these materials may be reproduced at smaller than original scale to satisfy dissertation formatting.
Abbreviations in these materials for the different interface types include:
B : Bulldozer, a two handed interface using a bulldozer metaphor.
A : Airplane, a two handed interface using an aircraft metaphor.
TB : Bulldozer with Tilt, a two handed interface using a bulldozer metaphor.
TA : Airplane with Tilt, a one handed interface using an aircraft metaphor.
Title Number of Pages
Consent Form 1
Isometric Joystick Study: Pre-Experiment Questionnaire 1
Isometric Joystick Study: Symbol Familiarity Exercise 1
Isometric Joystick Study: Exocentric Landmark Test 1
Isometric Joystick Study: Egocentric Landmark Test 1
Isometric Joystick Study: Mid-Experiment Questionnaire 1
Isometric Joystick Study: Post-Experiment Questionnaire 2
Isometric Joystick Study: Trial Completion Times 1
Isometric Joystick Study: Exocentric Memory Task Results 1
Isometric Joystick Study: Egocentric Memory Task Results 1
Isometric Joystick Study: Post-Trial Interface Ratings 1
Isometric Joystick Study: Post-Experiment Interface Rankings 1




























Figure 51: Isometric Joystick Study: Pre-Experiment Questionnaire
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Figure 52: Isometric Joystick Study: Symbol Familiarity Exercise
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Figure 55: Isometric Joystick Study: Mid-Experiment Questionnaire
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Figure 56: Isometric Joystick Study: Post-Experiment Questionnaire (Page 1 of 2)
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Figure 57: Isometric Joystick Study: Post-Experiment Questionnaire (Page 2 of 2)
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The following pages contain copies of materials used during the spatial cognition studies. Some of
these materials may be reproduced at smaller than original scale to satisfy dissertation formatting.
Two versions of the Photograph Test are included, one for each series of the spatial cognition
studies. The first series was conducted during the fall and the second series was conducted during
the spring. New photographs were taken to reflect seasonal changes.
Title Number of Pages
Spatial Cognition Study: Consent Form 1
Spatial Cognition Study: Pre-Experiment Questionnaire 5
Spatial Cognition Study: Photograph Test for Series 1 30
Spatial Cognition Study: Photograph Test for Series 2 30
Spatial Cognition Study: Photograph Test Form 1
Spatial Cognition Study: Photograph Test Map 1
Spatial Cognition Study: Photograph Test Form Answers 1
Spatial Cognition Study: Photograph Test Map Answers 1
Spatial Cognition Study: Post-Experiment Questionnaire 2
Spatial Cognition Study: First Series Data Summary 1
Spatial Cognition Study: First Series Spatial Rotation Test Results 1
Spatial Cognition Study: First Series Visual Memory Test Results 1
Spatial Cognition Study: First Series Landmark Placement Results 2
Spatial Cognition Study: Second Series, Phase 1 Data Summary 1
Spatial Cognition Study: Second Series, Phase 1 Spatial Rotation Test Results 1
Spatial Cognition Study: Second Series, Phase 1 Visual Memory Test Results 1
Spatial Cognition Study: Second Series, Phase 1 Landmark Placement Results 2
Spatial Cognition Study: Second Series, Phase 2 Data Summary 1
Spatial Cognition Study: Second Series, Phase 2 Spatial Rotation Test Results 1
Spatial Cognition Study: Second Series, Phase 2 Visual Memory Test Results 1
Spatial Cognition Study: Second Series, Phase 2 Landmark Placement Results 2



























Figure 64: Spatial Cognition Study: Pre-Experiment Questionnaire (Page 1 of 5)
158
Figure 65: Spatial Cognition Study: Pre-Experiment Questionnaire (Page 2 of 5)
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Figure 66: Spatial Cognition Study: Pre-Experiment Questionnaire (Page 3 of 5)
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Figure 67: Spatial Cognition Study: Pre-Experiment Questionnaire (Page 4 of 5)
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Figure 133: Spatial Cognition Study: Post-Experiment Questionnaire (Page 1 of 2)
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Figure 134: Spatial Cognition Study: Post-Experiment Questionnaire (Page 2 of 2)
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Figure 135: Spatial Cognition Study: First Series Data Summary
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Figure 140: Spatial Cognition Study: Second Series, Phase 1 Data Summary
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Figure 145: Spatial Cognition Study: Second Series, Phase 2 Data Summary
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[85] MAGAÑA , J.,An Empirical and Interdisciplinary Test of a Theory of Urban Perception. PhD
thesis, University of California, Irvine, 1978.
[86] MANN , S., “Wearable computing: Toward humanistic intelligence,”IEEE Intelligent Sys-
tems, pp. 10–15, May/June 2001.
249
[87] MANN , S., “Humanistic intelligence/humanistic computing: ’wearcomp as a new framework
for intelligent signal processing,”Proceedings of the IEEE, vol. 86, no. 11, pp. 2123–2151,
November 1998.
[88] MANN , S., “Telepointer: Hands-free completely self-contained wearable visual augmented
reality without headwear and without any infrastructural reliance,”The Fourth International
Symposium on Wearable Computers, pp. 177–178, October 16-17, 2000.
[89] MASHIMO, S., DAIMON , T., and KAWASHIMA , H., “Driver’s characteristics for map in-
formation representation (north up map/heading up map) in navigation displays,”IEEE-IEE
Vehicle Navigation and Information Systems Conference, pp. 410–412, 1993.
[90] MASUI, T. and SIIO , I., “Real-World Graphical User Interfaces,”International Symposium
on Handheld and Ubiquitous Computing, pp. 72–84, September 25-27, 2000.
[91] M IKKONEN , J., VANHALA , J., REHO, A., and IMPIÖ, J., “Reima smart shout concept and
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