Optimal replacement policies for two-unit machines with running costs: II  by Berg, Menachem
!n a prerrious pi3per II] we pave prove4 the op!imal/ty of a cont:;o/ limit policy for certain ~ , 
two-unit systems with running co+. J_Jnqer s!cF a fr;d\icy w$en either of the units fails we also 
replace Ibe otper unir if its ape exceeds a predetermined control Jimit. 
In rhis work we f$3elop a procedure for computing various important characteristics for an) 
control Jimif policy inclu#ng, of course, the optimal one. Some of the resulting characteristics an 
then be used for a restricted optimization within the class of control limit policies. The fact that 
ahis restricted opti@zation leads to ihe globaJ optimal is implied by the previous paper. In this 
sense the two approaches are complementary. 
I replacement policies Markov processes Wo-unit systems optimization I 
1. Introduction 
In a previous paper [l] the foXowing problem was considered. A machine 
consists of two stochastically failing units. Failure of either of the units causes a 
failure of the machine and the failed unit has to be replaced immediately. 
Associated with the units grti running costs which increase with the age of the unit 
because of increasing mainte41ance costs, decreasing output, etc. The running cost 
function may include the reward from work performed by the unit. The reward will 
appear as a term with negative sign in the running cost function. Another factor is 
the scale of economy arising from the replacement ofboth units at the same time. 
This is generally a consequence of set-up costs which are independent of the 
number of urlits being replaced. 
Such a situation justifies a preventive replacement policy under which operating 
good units may be replaced by new units so as to prevent oo high a running cost, or 
to take advantage of the scale of economy by replacing both units. 
In tile previous paper we analysed a simple model in detail using a dynamic 
programming approach. In this model, which is called the basic model, both units 
* The research leading to this paper was carried out at the Technion I.I.T., Haifa and the University 
of Sussex, U.K. 
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are identical; the lifetime distribution is exponential and the marginal running cost 
of each unit increases linearly with its age. It was proved that a control limit policy 
is optimal in this case. Under such a policy, when either of the units fails we also 
replace the other unit if its age exceeds a predetermined control limit. The 
technique also yielded the optimal control imit and the minimum of the objective 
function - the expected cost per unit time in the long run. 
However, using that technique we were unable to compute various important 
characteristics of the underlying stochastic process. For example, we might want to 
know the average number of units replaced per unit time (in order to prepare an 
adequate stock of spare units), or the expected running cost per unit time. 
In order to compute such characteristics, we shall develop here a different 
procedure. The method is not restricted to the optimal policy alone, but can be used . 
to determine a wide variety of characteristics for any control imit policy. Some of 
the resulting characteristics an then be used to compute our objective function for 
a control limit policy in terms of its control limit. This of course will enable us to 
obtain once again, by means of standard calculus methods, the optimal control imit 
and the minimum of the objective function, Note that without he derivation in Part 
I [l] we would not know that this restricted optimization within the class of control 
limit policies leads to the global optimal policy. In this sense the two approaches are 
complementary. 
We shall first treat the problem in general and then carry out the details for the 
basic model. 
2. Solutlon 
We begin with some difinitions and notations that we need in our :;ubsequent 
arguments. A machine consists of two units with lifetime p.d.f. fi( l ) and c,d,f. 
F; ( a ); 8 ( a) ,= I- E ( m) (I’ = 1,2). The marginal running cost per unit time of unit i 
at age x is r, (x) (i = 1,2). 
At any tim:: t let X (t) be the age of unit i (d = 1,2). We may set X,(O) = X2(O) = 
0, The stochastic process (X, (t)} (i = 1,2) depends on the replacement procedure 
we follow’but it is always piecewise linear with slope 1, starting afresh from zero 
after every failure or planned replacem nt, A functional 
which depends on the history of the process X(S) =e: (X,(S), Xz[s)) up to time t is 
said to be a characteristic of the process, k~ It,) - W(tz), fo 
the increment of W over (64, tr]. A quantity of particular int 
with W(t) is its expected value per unit time in the long run, defined by 
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The particular eplacement procedure we are interested in here is the control 
limit policv under which 
(i) We never intervene when the machine is operating. 
(ii) When unit 1 (resp. 2) fails we replace both units, at cost b, if the age of unit 2 
(resp. 1) exceeds dl (resp. d,). otherwise we repice only unit 1 (resp. 2) at cost aI 
(resp. ~2~). 
More precisely, let To = 0 and let { l;.}Tal be the point process of the superimposed 
failure epochs of the two units, Le. at each T either X1(T) = 0 or X2(T) = 0. Thrn, 
assuming zero replacement times, if we define 
Z(t) = X(t) - X2(t), 
the two decision rules that characterize the control imit policy are equivalent to 
0 i Z(t + ) = Z(t} for all t# T, j = 0, 1,2,. . ., 
0 ii 
Z(T) if - dz < Z(T)< d,, 
Z(T,+) = (1) 
0 otherwise. 
Under this policy, {X(l)) 3s a stationary Markov process and {Z(t)} is a 
semi-Markov process whose random jump epochs are %,, Tz, T3,. . . . The underly- 
ing stationary state-continuous Markov chains Z(F) and Z( ?i+) are related by (1) 
and bv the transition probabilities 
Pky = lim -!- ~[y c z(T,+,)e y + Ay 1 zQT,+) = ~1. 
AY-+O Ay 
It can easily be verified that 
I fi(Y-x) z ifOGx<y, 1 
if 0 G x, y < 0, 
RY = 4 
f2Q m XJ eij if X CO, O< y, 
2- 
(2) 
fk--Y +x) if y C x G 0, 
interval between two consecutigve failure epochs, Le. [0, r,], [‘f,, 
etc., v411 be cal1 d a period. It will be useful for us to have a special notation for 
imbedded renewal process, Let {jJY-O be the (ordered) subset of j =J 0, 1, 
that js = 0 since X,(O) = X2(O) = 0 by assumption 
x of the failure epoch which initiated the i-th c 
nt gaf the two units, he time interval etween two cons 


y difkmmtiatin both sides a0 (tO)$ 
equation8 ycrl? : ‘T; we clan abtain a 
h’(x)=M(x)+~‘(x)- 
The general solution of (12) is 
h(x)= kiTA’ -I- cI)(x)-eA*q(x)+%8 for 0 
where 
q(x) = I’h e-*‘o(y)dy, up to a constant of integration. 





A emAyq(y)dy = - q(d)ewAd + q(x)e-“” + 
5 I 
d 
A e-2AYo(y)dy, (15) 
x 
we find after some manipulations the equation 
keAd + 0 = eAd7j (d). (16) 
obtain a second equation for k and 0 by inserting (13) into (11) and using We can 
again (15) (when x = 0) I 
keAd(l - erd) + 8 = e”“q(d) - eZAdq(0). (17) 
The solution of (1.6) and (17) is 
k = q(0); 8 = e”“(q(d) - q(O)). (18) 
0n inserting (18) into (1.3) we obtain the complete solution of (10) 
/Y(X) := O(X)+ E?‘(~(x)- q(O))+ 2eAd(q(d)- q(0)) for 0 6 x < d. (19) 
In particular for A: = 0 we get from (19) and (14) 
d 
h (0) == o(O) + 2eAd 
I 
A emAYo(y)dy. (20) 
0 
Eq. (20) is a general formula for computing the expected increment over a cycle of 
an additive characteristic W. For any such W with a corresponding function g( *, l ) 
we obtain o(x) b;f inserting (9) into (4), 
‘aa 
W(X) = I ’ A e2dh(x-y)g(.q y )dy -)_ I AeZAyg(x, y)dy for 0 e x c $, (21) K -0D 
Let us now consider same exemples. e start with the: expected length of a cycle 
p. The insertion aIf (6) yields t?be obvious result 
o(x) = 1/2A. (22) 
The substitution of (24) into (21) yields 
o(x) = 1 - ;e-2rd (l+e**“) forOGx<d, 
0n inserting (25) into (20) we obtain the expected number of single repkxements 
during a cycle 
h (0) = 2(eAd - 1). (261 
Combining (26), (23) and (5) we find the expected number of single replacements 
per unit time in the long run 
Ad -1 
&=4h&id_l l (27) 
The expected number of common replacements (each consuming two units) per 
unit time is clearly 
fit z-c l 2e?_ 1 9 
P 
since there is exactly one such replacement in every cycle. Note that 
IV,+&=2h, 
since the failure process of each one of the two units is Poisson with rate A pe: mit 
time, 
Finally we consider 
W(t) = the total running cost up to time t. 
The associated function g(x, y) is 
g&y)= PY(Y :.x)0 
Then 
W(X) = fg (AX + 1) for 0 G x < d. 
* (29) 
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The expected total running cost during a cycle is 
L h(0) = 2h2 (de’” - 2hc0 - 3). 
The expected running cost per unit time in the long run is therefore, 
f = Q 4eAd-2kd-3 
A 2eAd -* 1 l 
The above characteristics an also be used to compute our objective function. 
More precisely, let C(d) be he expected cost per unit time in the long run of a 
control limit policy with a control limit d. Clearly 
C(d) = a&+ b&+ f. (31) 
By combining equations {27), (28), (30) and (31) we find that 
C(d) = 
4Aa(eAd - 1) ‘1 (p/A)(4eAd - 2hd - 3) + 2Ab 2eAd - 1 . (32) 
The equation for the optimal control limit which minimizes our objective 
function is easily derived by differentiation 
b-a d 1 -emAd -I= -- 
P A 2h2 ’ 
(33) 
This equation coincides with equation (23) in [ 11. The existence of a unique solution 
d* for this equation was proved in Section 2,4 of that paper and some other 
properties were also investigated there. 
Finally, (32) and (33) det’ermine the minimum cost per unit time in the long run 
C(d*) = 2At4 + $@ - f eeAd*, 
This result was obtained by a different method in [l]. 
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