Abstract. In this paper, a data validation and reconstruction methodology that can be applied to the sensors used for real-time monitoring in water networks is presented. On the one hand, a validation approach based on quality levels is described to detect potential invalid and missing data. On the other hand, the reconstruction strategy is based on a set of temporal and spatial models used to estimate missing/invalid data with the model estimation providing the best fit. A software tool implementing the proposed data validation and reconstruction methodology is also presented. Finally, results obtained applying the proposed methodology on raw data of flow meters gathered from a real water network are also included to illustrate the performance of the proposed approach.
Introduction
Water networks are Critical Infrastructure Systems (CIS) geographically distributed and decentralized, involving a large number of sensors for real-time monitoring and efficient and safe operation of these networks.
However, in real water network operation, problems affecting the communication system between sensors and data loggers, or in the telecontrol system itself, often arise generating missing data during certain periods of time. The data recorded by these sensors are sometimes uncorrelated so data coming from healthy sensors cannot be used to replace unhealthy sensor missing data, which therefore must be replaced by a set of estimated data. Another common problem in such systems is the lack of sensor reliability (due to e.g. offset, drift or breakdowns) producing false flow data readings. These unreliable data must also be detected and replaced by estimated data, since sensor data are used for several network water management tasks, namely: planning, investment plans, maintenance operations, billing/consumer services and operational control. Furthermore, SCADA and telemetry systems generate extremely heterogeneous data.
Thus, working on raw data involves a lot of ad-hoc scripting to prepare them to be treated and processed, when actually the efforts should be focused on manipulating the data to be used for the efficient network management. As a result, a fragmented and heterogeneous data repository is obtained, making it tedious to work with stored raw sensor data and slowing down the overall data treatment process. Improving this effect has motivated the work presented here.
According to the nature of the available knowledge, different kinds of data validation approaches may be considered, with varying degrees of sophistication. In general, one may distinguish between elementary signal-based ("low-level") methods and model-based ("higher level") methods (see e.g. [7] ). Elementary signal based methods use simple heuristics and limited statistical information of a given sensor [2] . Typically, these methods are based on validating either signal values or signal variations. On the one hand, in the signal value-based approach data are assessed as valid or invalid according to two different thresholds (high and low) so data is assumed to be invalid when lying outside these threshold values. On the other hand, methods based on signal variations look for strong variations (peaks in the curve) as well as lack of variations (flat curve). Modelbased methods rely on the use of models to check the consistency of sensor data [8] . This consistency check is based on computing the difference between the predicted value from the model and the real value measured by the sensors. Then, this difference (known as residual) is compared with a threshold value (zero in the ideal case). When the residual is bigger than the corresponding threshold, a fault is assumed in the sensor; otherwise, the sensor is assumed to work properly. Moreover, the information of all the available residuals and models allows performing fault isolation in order to discover the faulty sensor. Models are usually derived using either multivariate procedures exploiting the correlation or the analytical relations between several quantities obtained using first principles, sometimes measured at different times ("temporal redundancy") and/or locations ("spatial redundancy"). A methodology to validate and reconstruct missing/invalid sensor data, previously introduced in [6] , is applied here to data coming from flow meters in the Catalonia water transport network. In this paper, the main contribution is a software tool implementing this methodology that is able to properly handle raw sensor data (including storage, querying and visualization).
The structure of the paper is as follows: Section 2 introduces the proposed sensor validation and reconstruction methodology. Section 3 describes a software tool that implements the proposed methodology. Section 4 illustrates the application of the proposed methodology and the software tool to a real water network. Finally, Section 5 draws the main conclusions achieved.
Methodology
The methodology presented here, depicted in Fig. 1 , is designed to validate and reconstruct invalid and missing sensor data. This methodology is detailed in the next sections. 
Sensor Data Validation
The sensor data validation methodology is inspired in the Spanish AENOR-UNE norm 500540 [7] . The methodology applies a set of consecutive validation tests to a given dataset ( Fig. 2 ) to finally assign a certain quality level depending on the tests passed. The six different quality levels are the following:
This level allows to detect data acquisition and communication errors. -Level 1: Any sensor has an operational measurement interval. Any value above or beyond this interval is invalidated by this level. -Level 2: The trend level takes into account the data changes over time. This allows to detect unexpected changes in the data, e.g. a tank level sensor cannot decrease or increase more than a certain height in an hour due to configuration's limitations (in this particular case, maximum input and maximum output flows). -Level 3: This level allows to check the variables in a given unit, e.g. a flow meter cannot measure a non-zero value if the valve located at the same pipe is totally closed. -Level 4: This level evaluates the sensor's measurements against an estimated data given by a time series model based on historical data [4] . -Level 5: This level checks the correlation between different neighboring sensors [5] , e.g. two flow sensors located at the same pipe without any element in the middle (e.g. node, tank) must measure.
Sensor Data Reconstruction
Time Series Models (TSM) and Spatial Models (SM) are used to reconstruct missing and invalid data. The former are based on time series' features such as seasonality, trend and periodicity, in order to estimate future values based on hystorical behavior. Two TSMs are used in the proposed methodology/tool: an exponential smoothing Holt-Winters model and a generalized ARIMA model. On the one hand, a spread method for time series modelling because of its simplicity and performance is the Holt-Winters (HW) approach [3, 9] . There are various approaches for this method, e.g. additive or damped trend, additive or multiplicative seasonality, single or multiple seasonality. Here, good performance is achieved with the additive single seasonality approach, with estimated value for a forecasting horizon as followŝ
whereR is the level component
G is the trend component
S is the seasonal component
and L is the season (daily here) periodicity, α, β and γ are the HW parameters (level, trend and season smoothing factors, respectively), y is the measured value (flow meter raw data here) andŷ T S1 (k) is the TS model forecasted value at time instant k. The parameters α, β and γ are inside the interval [0, 1] and can be estimated from historical data using the least-squares approach. On the other hand, the generalized, well known and useful ARIMA model for time series [1, 7] is described for hourly-sampled data by the following difference equation, which describes a periodicity of one day (24 hours)
based on the following three components, first
takes into account the level and the trend, second
considers the daily seasonality, and finallŷ
includes an autoregressive component to consider the influence of previous flow values within a day. Alternatively, SM are linear regression models relating different spatially dependant measurements in the system, stated as followŝ
where a and b are the parameters of the model to be calibrated. For instance, two flow meters installed in the same pipe and separated by a certain distance should measure a similar flow value if there is no element e.g. reservoir or node located between them i.e. a ≈ 1, b ≈ 0. Due to the network's configuration maybe a SM is not available, thus only temporal models could be used. Furthermore, the Mean Squared Error (MSE) defined as
is the model accuracy measure. The model with the lowest MSE over the mestimations previous to k is the selected candidate to estimate the invalid/missing k-sample.
Software Implementation
The architecture of the software tool implemented is depicted in Fig. 3 . There are two main components: the Data Management Web application and the Validation and Reconstruction tool 1 . The Data Management component is a web application. Thus, it allows the access to the data from everywhere. The Validation and Reconstruction component is implemented in Matlab.
Data Management Web Application
This module provides a user-friendly tool allowing to import and export data so that stored data is available to all the registered users. In order to focus the efforts on the data intrinsic values and not on how to access them, the tool provides three main services: -Data importation from different sources (e.g. CSV, Excel, Access).
-Data exportation of a determined time period in three different formats:
CSV, Excel and SAC format 2 .
This data management component is implemented using Django 3 web framework, providing a Web User Interface implemented in HTML and JavaScript in order to interact with the Import and Export Python modules (Fig. 4) . The Import and Export modules handle the operations of saving and querying data against the Postgresql Database server.
Validation and Reconstruction Matlab Tool
The Validation and Reconstruction methodologies (described in Sections 2.1 and 2.2) are implemented in Matlab, a widely used numerical computing and programming platform in many research institutions and industrial enterprises, which makes it a convenient prototyping and developement framework.
This tool applies the presented methodologies to the data in three different stages: Calibration, Validation and Reconstruction. Fig. 5 shows the data flow between these stages. Calibration stage uses historic data to learn and estimate the parameters required by the tests and models described in Sections 2.1 and This tool includes a Graphical User Interface (GUI in Fig. 6 ) to select the input and output parameters.
Results
In this section, some results obtained from the Validation and Reconstruction Matlab Tool applying the methodology described here to data coming from a real water network, are presented. The dataset is composed by hourly sampled data coming from two different flow meters ("A" and "B") installed in the Catalonia water transport network, managed by Aigües Ter Llobregat (ATLL) company. Fig. 7 shows four consecutive days of measurements gathered by the flow meter "A". As it may be seen, two peaks, at 12:00 and 18:00, in the first day that they do not fit the daily flow pattern shown in the following days. Thus, these two peaks are invalidated by the ARIMA model. Finally, these two samples are reconstructed by the model having the lowest MSE, which is also the ARIMA model.
Another scenario, corresponding to the flow meter "B", is shown in Fig. 8 . Similarly as in the first scenario, some values in the fifth day do not fit the 
Conclusions
In this paper, a data validation and reconstruction framework is introduced to overcome the sensor problems arising in CIS, such as water networks. A validation strategy based on a set of data quality tests allows to detect suspicious erroneous data. Then, a reconstruction scheme is defined using Temporal and Spatial Models to provide an estimation based on the model having best fit. In addition, a software tool is described to provide a homogeneous and accessible database by a user-friendly interface, to easily apply the methodology presented here. Finally, some results obtained using data from a real network are presented using the software described, proving the ability of the methodology to detect and reconstruct anomalous data.
