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(2.30) TT(~,S) = J ~ dP~ = J ~RdP~ = eo ~R 
~ n(n+m) - - - -
= e y[l + -- trg x' g'g X g' tr SS' 0 2p1P2 1 2 2 1 
(n+m) - -
- --- tr g u'u g tr SS' + o(tr SS')] 2p2 2 2 
=a+ (e0 B(~)) tr SS' + o(tr SS') 
where the remainder term is uniform in ~' and B(~) is given by (2.4). 
The last equality in (2.30) follows by noting that 
tr i2u'u g~ = tr s22(s22 + v)-l and 
- 1 -,- -, -1 ( )-1 
tr glx g2g2x gl = tr 511 512 522 + V 521. 
This completes the proof of Theorem 2.1. 
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(2.22) 
00 ( ) j 00 2j 00 00 2j ( t 
IV = f [ ~ -F + ~ E + ~ ~ E -F) ] µ ( 2) ( dk ) 
©(p2) j=2 j! j=2 (2j)! .bl j=l (2j)! t! 2 2 
= V + VI + VII • 
Recall that for matrices a:r1x r 2 and b:r2x r 1 , 
~ 1 2 2 !tr abj ~ (tr aa') 2 (tr bb 1 ) 2 and tr{aa'} ~ {tr aa') • Using these 
inequalities and arguing as in Schwartz {1967) yields 
(2.23) I I-Fl j E2j ~ (2p traa')j(~ tr h h')j LI- 2 2 . tr h h' + tr h h' 2j ~ (4p tr aa')J( 1 1 2 2) 
where we have used the inequalities tr g uu'g' ~ p and 2 2 
1 Thus for tr ae• < 4p' 
(2.24) jvl ~ j~2(j!)-1[2p tr ~~·]2[¼ tr h2h;]j 
(2.25) 
oo • tr h h' + tr h h' 2j 
'
VII s: -~2[(2.)!]-1(4p tr aa')J[ 11 2 2 ] 
J= J 
and 
(2.26) 
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write g. = h.k. where h.e GT+(p.), k.e ©(p.) 
1 1 1 1 1 1 1 
µ~i) be left invariant measures on ·G;(pi) and 
and let µii) and 
~(p.) respectively 
1 
for i = 1,2. {For convenience we take invariant measure on ©(r) 
to be invariant probability measure.) Then N in {2.12) can be written 
as 
2 n(i) 
(2.13) N = J J J J exp(E-F)[.~11h.h~I 2 exp(-½ tr h.h!)] * 1- 1 1 1 1 
G 
2 C-) (") 
i~l µ11 (dhi)µ21 (dki) 
* + + where G = GT(p1) X GT(p2) X ©(p1) X ©(p2 ) and 
(2.14) { 
E = tr f3 'h k g x g ' k' h ' 2 2 2 1 1 1 
F =½tr f3f3'h k g {u'u) g'k'h' 2 2 2 2 2 2 
Similarly, the denominator in (2.10) can be written as D = D1D2 where 
n{i) 
(2.15) D. = Jlh.h!I~ exp[-½ tr h.h~]µ1{i)(dh.)µ2(i)(dk) 1 1 1 1 1 1 i 
for i = 1,2. Defining Hi(hi), i = 1,2, by 
n{i) 
(2.16) H.(hi) = Dl lh.h!I~ exp[-½ tr h.h!] , 
1 . 1 1 1 1 
1 
the ratio R becomes 
2 2 {i) {i) 
(2.17) R = J j J J exp[E-F][i!l Hi(hi)] i~l µ1 (dh1)µ2 {dki) 
* G 
To evaluate {2.17), we first evaluate 
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with (x,u), y, and v independent, x:p2 X p1 , y:n1 X p1 , u:n X p2 
and v:m X p2. Then, the data in (2.7) corresponds to the data in (2.2) 
in terms of the new coordinates (x,y,u,v). Consider the group 
(2.8) 
with g1 e Gt(p1), g2 e Gt(p2 ), g3 e ©{n1), g4 e ©(n), and g5 e ©(m). 
f"t,,I 
Clearly, the group action of G on (x,y,u,v) corresponds to the group 
action of G on (s11 _2 ,s21 ,s22 ,v) defined by (1.5). 
~ 1 Now, let be the class of all evel a 
a 
[functions of (x,y,u,v)] for 
N invariant under G. The mapping 
H0 :S = 0 versus 
811.2 = y'y, 
test functions 
V = v'v determines a 1-1 correspondence between test functions in 
~. ~ and test functions in  
a a 
for test functions in 
Thus, it is sufficient to verify (2.3) 
The joint density of (x,y,u,v), with respect to Lebesgue measure, 
is pl 
(2.9) f(x,y,u,v!S) = c!u'uj 2 exp[-½tr[x'(u'u)-1x + y'y] 
+ trS'x - ½trS'u'uS - ½tr(u'u + v'v)] 
where c is a constant. Now, let PT denote the probability measure s 
N 
of a maximal invariant, T, under the action of G on (x,y,u,v). 
From a result due to Wijsman (1966), the Radon-Nikodym derivative 
R = dP~/dP~ can be written as 
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811.2 N W ( I , p 1 , n1 ) pl 
8211 822 N N(S22~'S22 XI ) pl 
(2.2) 
822 N W(I ,p2 ,n) P2 
V NW{I ,p2 ,m) • P2 
Theorem 2.1: For ~ e ~a' the power function of ~' say 
rr(~,a) = rr{~; 61,···,6t)' is given by 
t t 
( 2 • 3) rr ( ~; 61 , .•• , 6 t) = a + ( i~ 6 i )B ( ~) + o ( f 6 i) 
where 
with n a =-
0 pl 
m+n 
and a1 = -2p2 
eo denotes expectation when a in 
t 
(2.2) 
(2.5) 
is zero. The remainder term 
lim sup 
~ 6 -+O "'e~ i 'I' a 
o(i~l6i) is uniform in ~' i.e., 
The proof of Theorem 2.1 is rather lengthy and is deferred to the 
end of this section. An immediate consequence of Theorem2.l is 
* Theorem 2.2: Define the level a-test function ~ e ~a by 
(2.6) ~* = { : 
otherwise 
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(1.19) 
But, it is not hard to see that such tests depend on the particular 
value o0 • Hence there can be no uniformly most powerful invariant test 
of H0 versus H1 • 
- 10 -
conditionally independent (given s22), the joint conditional density 
is s22hm(s22w) q(u;s226). Multiplying this by the density of s22 
{with B22 = 1) and integrating out s22 yields 
(1.15) g(u,w;6) = 
m 2 -1 
w 
m+n . gp-1+2j,n-p+l(u); 
(1 + 6 + w)~ + J 
u>O, 
as the joint density of U and W. Since the marginal density of W 
is gm,n(w), the conditional density of U given W is 
(1.16) g(ujw,6) = 
u>O. 
Proposition 1.2: For each fixed value of w, q(ujw,6) has a monotone 
likelihood ratio (MLR) in u and 6. 
m+n j 
(~)j /(1 + ~)2 + Proof: For w fixed, the function has a MLR l+w l+w 
in 6 and j. Also 4p-1+2j,n-p+l(u) has a MLR in j and u. By a 
result due to Karlin (1956), q(u!w,6) has a MLR in u and 6. This 
completes the proof. 
Now let Ccx.(W) be the class of tests of H0 versus H1 which are 
invariant under G an~ which have conditional level ex. for each fixed 
value of W. Since all tests which are invariant under G can be written 
as functions of (U, W), we restrict our attention to the density of 
(u, W) when discussing the power of tests in Ccx.(w). 
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I -1 -1 I · 2 2 -1 When p2 = 1, then I - s 11s 12s22s21 = 1 - R where R = s22s 11s 12/s22 
is the multiple correlation coefficient. 
For the remainder of this section we treat only the case p2 = 1. 
Proposition 1.1: Under the action of G defined by (1.5) a maximal 
invariant in the sample space is 
(1.7) (u, w) -
-1 ' 
(
821811.2821 v 
'-) 822 822 
and a maximal invariant in the parameter space is 
Proof: The proof of this proposition is routine and is omitted. 
To study invariant tests of H0 versus H1, we now need to 
derive the joint distribution of U and W. The conditional distribu-
tion of (u, w) given s22 is first calculated and then s22 is 
integrated out. Since (U, W) is a maximal invariant under G, it 
suffices to find the distribution of (U, W) under the assumption that 
Bll = Ip-l and B22 = 1 
1 2 V/S N- • X where 
22 s22 m 
which we now assume. Conditional on 
"x2" denotes a chi-square random variable 
m 
with m degrees of freedom. Since B11 = Ip-l and B22 = 1, 
(1.9) 
Thus, conditional on s22 , 
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§ 1: Invariant Tests and the LRT for p = 1. 
------------------- 2 --
In reduced form, the testing problem under consideration is the 
following. Given independent S and V, 
(1.1) 
s s 
s = ( 11 12) N w(~,p,n) 
{ 821 822 
v N w(~2 ,p,n) 
we want to test H0:~2 = 0 veius 
. ~ (~1 12) Hl:~2 f O. 
Here, s11 is Pl X Pl, 
s22 1.S P2 X P2 and · = ~1 ~2 is partitioned in the same way as 
Let G 
(1.2) 
be the group of transformations defined by 
G = [ A 
A11 0 
A = ( 0 A ) : p X p' All: p 1 X p 1 ,, 
22 
A22:p2 X p2 , det Aii+o, i = 1,2 
with the group action given by 
(1.3) 
S ~ ASA' 
V ~ A22VA~2 
1J~AEA' 
~2 ~ A22 E22 A~2 
The testing problem is clearly invariant under G. 
It is convenient to transform the observations S and V to other 
variables. Let s 11 _2 = s11-s12s;!s21 and ~ 11• 2 = ; 1- ~ 2~; ~ 1 -
Recall that (Eaton (1972)) 
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Reducing the data first by sufficiency and then by translations (under 
which the testing problem is invariant}, we have the statistics 
(0.1) 
where s and V are independent, s N W~,p,n) and V N w(E22 ,p2 ,m} 
with n = N - 1 and m = M - 1. "S N w(B,p,n}" means that S has a 
p-dimensional Wishart distribution with n-degrees of freedom and 
expectation n ~. Our problem is to test H0: 2i2 = 0 versus 
H1: ; 2 + 0. This problem has been considered previously by Lee and 
Geisser (1972) in the context of testing for ''Rao simple structure" 
in the linear growth curve model. Lee and Geisser derived the like-
lihood ratio test and, surprisingly, the test is the same as if the 
additional data, V, was not present. 
A slightly different testing problem which has the same structure 
as the above problem, after a reduction by sufficiency and translation, 
is the fol lowing. Consider a random sample x1 , ••. ,XN from a 1\, ( µ,, ~ 
distribution and partition ~ as above and let µ, = (µ,1) with µ1 :p1 X 1 l.12 
and µ,2:p2 X 1. Also assume that Y1, .•• ,YM, is a random sample 
(independent of the X's) from a N (µ2 , ~22) distribution. Again P2 
it is desired to test H0: ; 2 = 0 versus H1
: ; 2 + O. Reducing the 
data by sufficiency we have X N N( µ, ½ ~, 
n 
s = ~ (x. - x)(x. - x)' N w(~,p,N-1) , 
1 1. 1. 
m 
and V = f (Y1-Y)(Yi-Y)' N W(r;22 ,p2 ,m-l}. The problem 
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2 · (~-~~(~}: . --~ s.-:::-2 , ... ~. J .1.!.., ..... 
~- :;_·:i·=-·· .·,.:~.-n- .. ·~·::-::. :,,·-.· .}~ 
·.:'~ ·:. - t)··-.:..".:.:,· 
( ~ ' ·, . .. __ r-'1 \ - :. '-~~ 
- ,-,:.:.i· ) 
.. ·~ · .. • '-.# •• 
. ~ .. ·• -
1 Thus, for tr aa• < 4p' 
(2.27) IIVI ~ lvl + lvII + !VIII ~ [2p tr aa']2exp[~ tr h h'] 
'+ 2 2 
2 1 1 
+ [4p tr aa'] exp[4 tr h1hi + 4 tr h2h~] 
4 2 1 3 + [ p tr SS'] exp[4 tr h1hi + '8 tr h2h;] 
Integrating {2.21) and {2.27) with respect to µ~ 1)(dk1) yields 
JII µ(l)(dk) = _!_ trg u'ug' tr h h' SS' 2 1 2p2 2 2 2 2 
(2.28) J (1) ) 1 - - -IIIµ {dk = -- tr g x'g'xg' tr h'S'h h'Sh 2 1 2plp2 1 2 1 1 2 2 1 
Jjrvj ~;l)(dk1) ~ [tr ~~·]2 K(h1,h2) for tr~~·< ¼i,. 
Now, integrating the three members of {2.28) with respect to 
2 (') 
.rr1H.(h.)µ1i (dh.), and thereby completing the integration in {2.17), i= i i i 
we have, for tr as' small, 
(2.29) R = 1 + n{n+m) tr g x'g'g xg' tr SS' 2p1p2 1 2 2 1 
_ (n+m) tr g u'ug' tr SS' + o(tr SS') 
2p2 2 2 
where the remainder term is uniform in {x,y,u,v}. 
Since ~ e f is invariant, it is a function of any maximal invariant. 
t a 
Thus, for ~ 6 i = trJ,S' small, we have 
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(2.18) A = J exp[E-F] µ2(2)(dk ) = J !) (E-F)j (2)(dk ) In.( ) 2 ( ) j ! µ2 2 . 
~p2 C9p2 j=O 
Since the terms in odd powers of E vanish, we have 
(2.19) A = f [1 - F + ½E2 + fiF'2 + £ (E:~)\.r. (2) (dk ) 
©(p) J=3 J. 2 2 
2 
= 1 - J F µ( 2)(dk) + ½ J E2 ~(2)(dk) 
C9(p2) 2 2 C9(p2) 2 2 
+ I [½ F2 + iS (E-F)j] µ. (2) (dk ) 
©(p) j=3 j! 2 2 
2 
= 1 - II+ III+ IV. 
For any q X q matrices B1 and B2 , recall that 
where A is invariant probability measure on ©(q) (see James (1961, 1964)). 
Using (2.20), we have 
I II= 2~ tr g2u'ug~ tr h2h~ SS' (2.21) 2 III=_!_ tr g x'g'g xg' k'h' S' h2h2' S h1..k1. • 2p2 1 2 2 1 1 1 
Further, a bit of manipulation shows that 
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Q 
:. - (s) -_-_r, ·--~-. ~_<)_ ( :,rr."' - .. s··-.1 ~t· c=·· 
-.:. (J 
.!.·_·-
-> =; 
0:·(e;)-
( :/'(_, \ • - f"'"~.l 
's , ~-
~':'~ ·. -:-
jj_ .'. 
.• -ryr' "r_;' _,. ... 
,.. · ... ,.~_t.- .:..-• 
,.:::-.Q'r)· 
-·· . •,\~~ 
--.·:.·-· 
c:" 
_, 
-. -·' s:~s~_:_. 
.·.·.: 
:: ') 
•:- .. -• .. ~-
.t .:. • ·~ 
+ 
~,. 
= 
= 
;_- ·r-
~~(~ :-
( .- '·:, 
-•.· . .-;---
~--.,_-::,··~ f:·.: ( cg 0) -::.·:.~ c,:;:_, 
:: ' -- . ... ' 
---- = 
s-==s 
-~- .. t 
·" :. r'!° 
.. -:• 
,._ 
(2.10) 
s G f ( g ( X' y 'u 'V) I ~ ) I J, -1 "( dg) R=------------jG f(g{x,y,u,v)lo)IJl-1v(dg) 
where v is a left invariant measure on G and jJf is the Jacobian 
of the transformation defined by (2.8). We note here that the reason 
for transforming to the new variables (x,y,u,v) is so that the 
conditions necessary to use the representation (2.10) could be easily 
verified. 
-----------------------------------------
The remainder of the proof is primarily concerned with the evalua-
tion of (2.10) for ~ 6i small. For g = (g1,g2 ,g3,g4 ,g5) e G as in 
(2.8), the Jacobian of the transformation (2.8) is 
n pl+n+m 
(2.11) I JI = I gig1-l1:1:I g~g;1 2 
Now, select g1 e G;(p1) such that g1(x'(u'u)-1x + y1y)8i = Ip1 and 
select g
2 
e GT+(p
2
) such that g (u'u + v'v)g' = I . Substituting 2 2 P2 
(g
1
g
1
, g
2
g
2
) for (g
1
,g2 ) without changing the value of R, the numerator 
in (2.10) becomes, after some cancellation, 
(2.12) 
where 
measure on Gt(p.), ]. i = 1,2, and n(l) = n, 
- 15 -
V. 
]. 
is left invariant 
n(2) = m+n. For g.e Gt(p.), ]. ]. 
th* ~* where k is chosen to make y level a. Then y is the unique 
th* locally best invariant test of H0 • Further, y is admissible in 
the class ~a· 
Proof: The assertions follow from the generalized Neyman-Pearson 
Lemma given in Lehmann (1959). 
.... 
"'* Since the test o/ is locally most powerful in ~a' it is natural 
* to ask about the local minimaxity of ~ within the class of all level 
a tests. (See Giri-Kiefer (1964) for the definition and sufficient 
conditions under which a given test is locally minimax.) When p1 = p2 = 1, 
th* it is clear that o/ is locally minimax. However, we have been unable 
to show that th* o/ is locally minimax when either is bigger 
than 1. 
Proof of Theorem 2.1: 
Throughout this proof, GT(r) will denote the group of r X r 
lower triangular matrices with positive diagonal elements, ©(r) will 
denote the group of r X r orthogonal matrices, and Gi(r) will denote 
the group of r x r non-singular matrices. Recall that if ~ NW(~, r, k) 
then ~ N I;' I; where I; is k X r and I; N N(O, Ik XL). Using this 
decomposition of the Wishart distribution, let s11 _2 = y'y, s21 = x, 
s = u'u and V = v'v where the joint distribution of (x,y,u,v) 22 
is given by 
xlu N N(u'uS,(u'u) XI ) 
P1 
y N N(O,l X I ) 
(2.7) nl P1 
u N N(O,I XI ) 
n P2 
V N N(O,I XI ) 
m p2 
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§ 2: A Locally Most Powerful Invariant Test. 
In the notation of the previous section, the data for the testing 
problem under consideration is (s11 •2 ,s21 ,s22 ,v) where 
811.2 NW(~l.2'pl,nl}; n1 = n - p 2 
8211 822 N N(S22~! ~21' 822 x E11.2) 
(2.1) 
N w(~22'P2,n} 822 
V N wc;2,P2,m} 
and 811.2' (s21' 822) and V are mutually independent. The problem 
is to test HO: ~21 = 0 versus Hl: ~1 + O. This problem is invariant 
under the group G defined by (1.2) with the group action being defined 
by (l.3) (or in terms of the new variables by (1.5)). Since p1 and 
p2 are now arbitrary, an analytically tractable maximal invariant seems 
difficult to obtain. A maximal invariant parameter is the set of ordered 
characteristic roots of ½! :E21 L{~ ~ 2 -- say, 6., i = l, ... ,t l. 
Let ~ be the set of all G-invariant level a test functions a 
for H0 versus H1• 
this section. If ~ 
Only test functions in ~a will be considered in 
e ~, it is well known (Lehmann (1959)) that the 
a 
power function of ~ will be a function of a maximal invariant 
parameter. Let ~:p2 X p1 be such that ~-- = J6'; for i = l, ..• ,t l.l. l. 
with the remaining elements of ~ being zero. Since our concern is the 
computation of power functions for invariant tests 
without loss of generality, assume that the data is 
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"'*(u) Theorem 1: Let 't' be the test defined by 
(1.17) 
where c 
tcu) = f: if U > C if U ~ C 
"'* is chosen to make 't' level 
powerful in the class Ca{W). 
a. * Then ~ is uniformly most 
Proof: Let q,{u,w) e Ca(w). Then e6=0(cp{u,w)lw) = a a.e. (w). 
Since the conditional density of U given W has a MLR, we have that 
(1.18) 
Integrating both sides of {1.18) with respect to the distribution of 
W yields the result. 
A simple calculation shows that 
2 -1 / ih* R = s21s11s12 s22 so the test 't' is equivalent to the likelihood 
ratio test. Since W is an ancillary statistic, one might argue, using 
the Principle of Conditionality, that after a reduction by invariance, 
testing should be done conditionally on W. 
* In the next section, we show that the test ~ can be dominated 
locally {in terms of power). More specifically, a locally most powerful 
invariant test is constructed for general pl and p • As will be seen, 2 
this test depends on both u and w and so is not equivalent to ~*. 
Let c·· 
a 
be the class of all level a invariant tests. To show 
that a uniformly most powerful test in ca does not exist we argue as 
follows. Fix 60 > O. For testing H0:6 = 0 versus H1:6 = 60 , the 
most powerful invariant test rejects for large values of 
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where are independent and {_1(s226) denotes 
a non-central chi-square random variable with non-centrality parameter 
The density of is given by 
(1.10) 
where 
(1.11) 
a X 
2· 1 - 2 
h (x) = x e 
a a x>O 
22 r(a/2) 
is the density of a x2 random variable. Also, the density of 
2 Q! 
_ Xa 2 2 
Fa, i3 = ~, where 'Xa and ~ are independent, is 
(1.12) 
r(a + s) a/2-1 
ga,S(z) = 2 Y a+ S ' 
r(a/2)r(s/2) (i + y) 2 
y>O. 
2 2 From (1.10) and (1.12) it follows that the density of Xa(T)/xS is 
'r 
- -
(1.13) 
00 2 
= ~ _e_ (.!)j 
j=O j! 2 
z>O. 
Thus, the conditional density of U, given s22 , is 
s226 
oo - ~ s226 j 
= E e (~) gp-1+2j,n-p+l(u); j=O j! 
(1.14) u>O. 
Further, the conditional density of W = V/s22 , given s22 is 
s h (s w) where h is given by (1.11). Since U and W are 22 m 22 m 
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811.2 ~w(~1.2'P1,n-p2) 
(1.4) 821 I 822 N N(S22 ~! ~1' 822 X ;_1.2) 
Also, s11 _2 is independent of the pair (s21 ,s22). The second line 
in (1.4) means that the conditional distribution of s21 given s22 
is multivariate normal with mean matrix s22~~21 and covariance 
operator s22 X ~ll. 2 - the Kronecker product of s22 and ~ll. 2 • 
Let B11 = ~11 •2 , B21 = ~! ~21 and B22 = ~22 , so our testing problem 
is now H0:B21 = 0 versus H1:B21 + O. The group action on the new 
variables induced by (1.3) is 
811.2 ~ A11811.2Ai1 
821 ~ A22821Ai1 
822 ~A22822A;2 
(1.5) V ~A22vA;2 
Bll ~ AllBllAi_l 
B21 ( I )-1 f ~ A22 B21All 
B22 ~ A22B22A~2 
With the observations given by (1.4) plus V, it is easy to calculate 
the maximum likelihood estimators for the parameters B11 , B21 and B22 
under HO and H1 , and thus compute the likelihood ratio test. The 
likelihood ratio test rejects H0 for-small values of the statistic 
(1.6) 
- 5 -
( j· ~<}. 
·~· ·,-
..... ~:..; J .: "' I: .. 
c~-- ~) 
~- !;;:,:.-:._.,.::,, .• 
'. 
'--~.~ 
·,··· 
:.U ... -~: .. 
··z :;r:),.·. :·• _;-:·>u_..: 
..... ~. 
\.)0 
( ·.· .. ···,;'· ~ .:,~. #.:: 
··,-·.--'2'"_-:, 
... 0..:. ... ss 
. ~·~ 
.... , .. ,-
~)..:,.: G 
1-
I 
g~i ... -: 
:.:-,.;~. 
..) 
. '. 
..;..:. 
,._SS _ 
. ss 
·.:: . 
I_ 5~- ~.::~·3· s,) • i._-';_;_ -
. s:s ... ,, v, j 
,:o 
. .... ~-~ . ' - _.... . ,-_,:-
·,:._ss 
'~ 
is invariant under x "'?x + a, s "'? s, V ~ V where 
al 
a= (a2), al= pl X 1, a2 :p2 X 1. A maximal invariant under this x 
group of translations is (s, V, Y - x(2)) where X = (-(l)) with 
x(2) 
But 
Y - x<2 ) "'Np2 co, cj + ~) ~) so 
z = <~ + ¾)-½(Y - x<2)) *"N(o, ~ 2 ) 
Reducing the data (S, V, Y - X( 2)) by sufficiency, we have the sufficient 
statistic {s, V + zz') = (s, V). Here s ,..., W~,p,N-1) and is independent 
of V NW(E22 ,p2 ,m + 1). In this reduced form, the problem for testing 
H0 : ~ 2 = 0 versus H1: ~ 2 + 0 is identical to the problem when the 
extra observations have a mean which is unrelated to the mean of the 
original sample. 
In Section 1, we show that for p = 1 2 the likelihood ratio test is 
the uniformly most powerful invariant conditional level-a test. The 
conditioning is with respect to a natural ancillary statistic. In addition, 
it is argued that a uniformly most powerful invariant (under the appropriate 
group of linear transformations leaving the problem invariant) test does 
not exist. 
A locally most powerful invariant test for H0 versus H1 is derived 
in Section 2. This test is seen to depend on an ancillary statistic and 
the test is different from the likelihood ratio test. A representation 
theorem for the probability ratio of the density of a maximal invariant 
due to Wijsman (1967) is used to derive the locally most powerful invariant 
test. 
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§ O: Introduction and Notation. 
Let x1, ... ,~ be a random sample from a p-dimensional multi-
variate normal distribution Np(µ, ~ and partition ~ as 
"'"' <A1 A2) '5; 
L..J = 2k1 ~2 ; l 1: p 1 X p 1' 
with p = p 1 + p2 • For testing H0 : ~ 2 = 0 versus H1 : A2 f 0, 
when p2 = 1, it is well known that the best invariant test {which 
is the likelihood ratio test) rejects H0 for large values of the 
sample multiple correlation coefficient between the first p - 1 
coordinates and the last coordinate. For general p1 and p2 , a 
variety of invariant tests have been proposed -- all of which are 
functions of the sample eigenvalues of where s is 
the sample covariance matrix based on x1 , ••• ,Xn and 
In particular, Schwartz (1967) has shown that the test which rejects H0 
~1 -1 ( ) for large values of trs11s12s22s21 the Pillai trace test is locally most 
powerful invariant and locally minimax in some special cases. 
The purpose of the present paper is to consider the above testing 
problem when one has additional observations on the last p2 coordinates. 
In addition to x1 , .•• ,~ assume that Y1, ••• ,YM is a random sample 
(independent of the X's) from an p2-dimensional multivariate normal 
distribution - N { 'T", ~ 22 ). Presumably, the Y's can be used to help P2 
estimate 2k2 and thus be used to construct a more powerful test of H0 • 
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ABSTRACT 
Suppose S: p X p has a Wishart distribution with n degrees 
of freedom and expectation n ~, n ~ p. Write 
s = 
811 812 ( ) 821 822 
~ A.1 ;2 
and LJ = ( 5; ~ ) 
'""121 22 
where 
L)11: Pl X pl and ~22 : p2 X p2 , pl + p2 = p. Also suppose V : p2 X p2 
has a Wishart distribution with m-degrees of freedom and expectation 
m ~ 22 • For testing H0 : ~ 12 = 0 versus H1 : ;_2 =I= 0, we derive a 
locally most powerful invariant test and show that this test is different 
from the likelihood ratio test. 
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