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Resumen: El modelado y control del proceso de renovacio´n de la carga en motores turbodiesel se
presenta como un importante reto desde el punto de vista de control. Este sistema presenta un fuerte
comportamiento no lineal, por lo que te´cnicas cla´sicas de control, resultan insuﬁcientes frente a los
requerimientos de disen˜o que se plantean en los motores diesel actuales. Por tanto, resulta necesario la
aplicacio´n de te´cnicas no lineales que puedan resolver aquellos aspectos que esta´n fuera del alcance de
los controladores lineales tradicionales. El presente trabajo aborda dos de los aspectos fundamentales
en el disen˜o de un sistema de control. En primer lugar, se plantea una metodologı´a de identiﬁcacio´n de
modelos borrosos con estructura Takagi-Sugeno (T-S), a partir de datos experimentales, para sistemas
no lineales. En segundo lugar, se propone el disen˜o de controladores borrosos o´ptimos basados en la
estructura PDC (Compensador Paralelo Distribuido ∗). Los para´metros del controlador son obtenidos
como solucio´n de un problema de minimizacio´n sujeto a LMIs (Desigualdades Lineales Matriciales ∗∗).
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1. INTRODUCCI ´ON
Los motores diesel destinados a vehı´culos de pasajeros son
procesos de gran complejidad, y que a su vez se encuentran
en continua evolucio´n. El objetivo de esta ra´pida evolucio´n es
dar respuesta tanto a las nuevas necesidades de los conductores,
como a las continuas restricciones de las autoridades compe-
tentes en materia medio ambiental (Guzzella y Amstutz, 1998).
La ﬁgura 1, muestra de una manera esquema´tica, los distintos
elementos que componen un motor turbodiesel actual, donde
las principales magnitudes fı´sicas implicadas en el comporta-
miento dina´mico del sistema se muestran a continuacio´n:
m˙a: Flujo Masa de Aire
(
Kg
h
)
m˙T : Flujo Masa Total en Colector
(
Kg
h
)
m˙esc: Flujo Masa de Escape
(
Kg
h
)
m˙egr : Flujo Masa de EGR
(
Kg
h
)
m˙f : Flujo Masa de Combustible
(
Kg
h
)
pa: Presio´n en Colector (bar)
TGV : Turbina de Geometrı´a Variable (%)
EGR: Va´lvula de Recirculacio´n de Gases (%)
Las necesidades de mejora impuestas por los usuarios se suelen
agrupar en tres grandes categorı´as:
Alta potencia.
Bajo consumo.
Elasticidad en la conduccio´n.
La demanda de potencias cada vez mayores por parte de los
usuarios tiene respuesta en los motores diesel mediante el em-
pleo de grupos turbocompresores (vea´se ﬁgura 1) (Guzzella y
Onder, 2004). El principio de funcionamiento de estos elemen-
tos es simple, se emplea parte de la energı´a de los gases de es-
cape (producto de la combustio´n) para incrementar la cantidad
de aire que se introduce en los cilindros. Esta mayor cantidad
de aire permite quemar una mayor cantidad de combustible,
consiguiendo mayor potencia y par motor que un motor diesel
atmosfe´rico. En general, un turbocompresor esta´ formado por
una turbina y un compresor acoplados por un eje comu´n. El
objetivo del grupo turbocompresor es incrementar la velocidad
de respuesta en la inyeccio´n de aire en el colector de admisio´n,
cuando el conductor demanda aceleracio´n a bajas velocidades.
Sin embargo, un turbocompresor disen˜ado para respuestas a
bajas velocidades, podrı´a dan˜ar el motor debido a las elevadas
presiones que aparecerı´an en el colector de admisio´n a veloci-
dades ma´s altas.
Existen distintas propuestas para resolver la aparicio´n de sobre-
presiones a altas velocidades. Una posible solucio´n es utilizar
una va´lvula de descarga que permita desviar parte de los gases
de escape de forma que no circulen a trave´s de la turbina a altas
velocidades. Sin embargo, la solucio´n ma´s extendida, es usar
una turbina de geometrı´a variable (TGV ) (Stefanopoulou et
al., 2000). ´Esta puede ser modiﬁcada para cada velocidad del
motor durante el funcionamiento, variando el a´rea de ﬂujo y el
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a´ngulo con el que los gases de escape se dirigen a los a´labes de
la turbina.
Figura 1. Esquema de un motor diesel con turbocompresor.
Las restricciones medio ambientales comentadas anteriormen-
te, hacen referencia a las nuevas normativas de emisiones con-
taminantes existentes. En la actualidad, la normativa ma´s res-
trictiva es la denominada Euro 4 (Emission Styards: European
Union, 2003). ´Esta consiste (en el caso de motores diesel), en
la imposicio´n de una serie de lı´mites de emisio´n ma´xima a lo
largo de dos tipos de ciclo de test. Uno de los ciclos es el urbano
y otro el extra urbano, midie´ndose en ambos, diferentes tipos de
contaminantes como o´xidos de nitro´geno (NOx) y humos.
Las emisiones de NOx se presentan cuando la combustio´n se
produce en un entorno con elevadas presiones y altas tempera-
turas. Sin embargo, la emisio´n de humos es consecuencia de un
entorno antago´nico al descrito, es decir, cuando la combustio´n
se produce a bajas presiones y bajas temperaturas.
La solucio´n ma´s generalizada en el sector automovilı´stico para
reducir la emisio´n de NOx, es la recirculacio´n de una parte de
los gases de escape hacia el colector de admisio´n. Esta te´cnica
se denomina recirculacio´n de gases de escape (EGR), y a nivel
tecnolo´gico, se consigue mediante una va´lvula que conecta
los colectores de admisio´n y escape. El fundamento de esta
te´cnica es la recirculacio´n de los gases de alto calor especı´ﬁco,
procedentes de la combustio´n. Los cuales actu´an como gases
inertes, disminuyendo la temperatura de la combustio´n, y por
tanto la velocidad de la reaccio´n de formacio´n de NOx.
El otro elemento fundamental en las normativas medio ambien-
tales es la cantidad de partı´culas (humos). Este factor depende
directamente del ratio aire-fuel (AFR) en la combustio´n. Es
decir, dada una cantidad de combustible determinada, habra´ que
garantizar una cierta cantidad de aire fresco de entrada para que
el nivel de humos se mantenga por debajo de cierto lı´mite.
Un primer ana´lisis del problema, pone de maniﬁesto la contra-
posicio´n de intereses entre la reduccio´n de humos y deNOx, ya
que que la reduccio´n de humos limita la capacidad de reducir la
emisio´n de NOx. Por tanto, se debe plantear una solucio´n de
compromiso que permita garantizar un comportamiento ade-
cuado de ambos aspectos, pues si se recircula gran cantidad
de gases de escape al colector de admisio´n, entrara´ menor
cantidad de aire fresco, y por tanto, para una misma cantidad
de combustible inyectada, disminuira´ el ratio AFR, con lo que
aumentara´ la cantidad de humo.
Por otra parte, el disen˜o de sistemas de control para motores
diesel presenta una complejidad an˜adida, ya que no se dispone
de sensores capaces de medir AFR, NOx y humos. Por tan-
to, la cuantiﬁcacio´n del comportamiento del sistema se debe
realizar mediante otras magnitudes. En general, se emplean las
medidas de la presio´n en el colector de admisio´n, Pa, y el ﬂujo
ma´sico de aire que circula por el compresor, m˙a. Estas variables
son accesibles y esta´n ı´ntimamente relacionadas con el AFR,
NOx y humos (Stefanopoulou et al., 2000).
Por u´ltimo, existen otras dos variables que afectan en gran
medida al comportamiento de este tipo de motores. Por un
lado se encuentra el re´gimen de giro del motor (RPM ). Esta
variable depende de mu´ltiples factores como el par motor
generado, par resistente, la inercia del vehı´culo, etc. Por otro
lado, se encuentra la masa de fuel (m˙f ), es decir, la cantidad de
fuel inyectado.
La obtencio´n de un modelo matema´tico del sistema de renova-
cio´n de la carga, debe mantener el equilibrio entre modelos ca-
paces de representar con suﬁciente precisio´n este complejo pro-
ceso y, al mismo tiempo, pueda ser empleado desde el punto de
vista de control. La propuesta seleccionada en este artı´culo es
el empleo de modelos borrosos reglados con estructura Takagi-
Sugeno (T-S). Donde, desde un punto de vista de ingenierı´a de
control, se han empleado las variables m˙a y pa como varia-
bles controladas, EGR y TGV como variables manipuladas
y, ﬁnalmente, m˙f y RPM como perturbaciones medibles. La
inﬂuencia dina´mica de e´stas u´ltimas (m˙f y RPM ), sera´ iden-
tiﬁcada y empleada para realizar simulaciones, sin embargo
no se hara´ uso de dicha dina´mica en el proceso de disen˜o del
controlador. En (Arin˜o et al., 2007), (Chen et al., 2007) y (Tong
et al., 2002) se describen distintas alternativas para la inclusio´n
de perturbaciones en el disen˜o de controladores a partir de
modelos T-S.
Los modelos borrosos T-S fueron introducidos en (Takagi y Su-
geno, 1985) y, son considerados como potentes aproximadores
universales de funciones. El empleo de estas estructuras en el
a´rea de motores es relativamente novedoso pero muy prolı´ﬁco,
tal y comomuestra el elevado nu´mero de publicaciones existen-
tes (Khiar et al., 2007), (Lee et al., 2007). Enmarcado dentro de
este contexto, una contribucio´n previa de los autores es (Garcı´a-
Nieto et al., 2007). Dicho trabajo previo describe el empleo de
estructuras T-S en la identiﬁcacio´n del sistema de renovacio´n
de la carga y su empleo en el disen˜o de controladores PDC.
Adema´s, se analiza la estabilidad del sistema en bucle cerrado
mediante LMIs. Las principales diferencias entre el artı´culo
(Garcı´a-Nieto et al., 2007) y la propuesta que se detalla en los
apartados sucesivos son:
Identiﬁcacio´n: en primer lugar, en (Garcı´a-Nieto et al.,
2007) se disponı´a de un u´nico conjunto de datos, del cual,
el 80% de los mismos fueron empleados en la identiﬁca-
cio´n y, el resto, para validacio´n. Sin embargo, actualmente
se dispone de un segundo conjunto de datos, del mismo ta-
man˜o que el primero. Esta circunstancia, ha permitido que
en este articulo se haya empleado el 100% del primer con-
junto de datos en el proceso de identiﬁcacio´n del modelo.
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Posteriormente, se ha realizado la validacio´n empleando
los nuevos datos. La disponibilidad de una mayor cantidad
de informacio´n experimental, mejora a priori los resul-
tados de identiﬁcacio´n que se pueden obtener. Por otra
parte, en el presente trabajo se plantea la normalizacio´n
de los espacios de variables con el objetivo de mejorar los
resultados que se obtienen cuando se emplean algoritmos
de agrupamiento.
Control: el presente trabajo describe el disen˜o de un con-
trolador PDC basado en la minimizacio´n de un ı´ndice
cuadra´tico, garantizando la estabilidad del sistema en bu-
cle cerrado de manera global, tal y como se mostrara´ a
continuacio´n, utilizando LMIs. Sin embargo, el trabajo
presentado en (Garcı´a-Nieto et al., 2007) describe el di-
sen˜o local de controladores LQR para cada regla y el
ana´lisis posterior de la estabilidad mediante LMIs del con-
trolador PDC obtenido. Esta u´ltima propuesta se basa en
una metodologı´a iterativa de prueba y error. Otro aspecto
diferenciador entre los dos trabajos es la eliminacio´n del
error en re´gimen permanente. El disen˜o que se presenta en
este artı´culo plantea la eliminacio´n del error permanente
de todas las variables controladas (m˙a y pa), tal y como se
mostrara´ en los apartados sucesivos. Al contrario de lo que
sucedı´a en (Garcı´a-Nieto et al., 2007), donde u´nicamente
se proponı´a la eliminacio´n del error en re´gimen perma-
nente para una u´nica variable controlada (m˙a).
La propuesta de control planteada es el disen˜o de un controlador
borroso o´ptimo basado en la estructura PDC introducida en
(Sugeno y Kang, 1986) y ampliamente desarrollada en (Tanaka
yWang, 2001). La idea fundamental de esta te´cnica es el disen˜o
de un controlador local para cada uno de los modelos locales
que se describen en los consecuentes del modelo borroso. Sin
embargo, un disen˜o especı´ﬁco de cada controlador no pue-
de garantizar la estabilidad del sistema de manera global. En
respuesta a esta necesidad y basado en los trabajos presenta-
dos en (Tanaka y Wang, 2001), se propone el disen˜o de los
para´metros de los controladores locales como la solucio´n de un
problema de minimizacio´n sujeto a LMIs. ´Estas (Boyd et al.,
1994), se presentan como una potente herramienta a la hora del
disen˜o y ana´lisis de sistemas de control. El resultado ﬁnal, es
la obtencio´n de un controlador borroso o´ptimo que garantiza la
estabilidad del sistema en bucle cerrado de manera global.
Este artı´culo se encuentra dividido en 5 secciones adema´s de
la presente introduccio´n. La seccio´n 2 presenta la descripcio´n
matema´tica de los modelos borrosos T-S y de los controladores
con estructura PDC. A continuacio´n, la seccio´n 3 presenta la
metodologı´a de identiﬁcacio´n a partir de datos experimentales,
ası´ como la validacio´n del modelo borroso obtenido. La seccio´n
4 propone una estrategia de control basada en PDC a partir del
modelo borroso identiﬁcado. El ca´lculo de los para´metros del
controlador se realiza mediante la resolucio´n de un problema de
optimizacio´n descrito mediante LMIs. La seccio´n 5 presenta los
resultados obtenidos en simulacio´n de la estrategia de control
propuesta. Por u´ltimo, la seccio´n 6 muestra las principales con-
clusiones obtenidas en el desarrollo de este trabajo, ası´ como
algunas de las lı´neas futuras. Adicionalmente se incluye el
ape´ndice A, donde se adjuntan fo´rmulas y ﬁguras que por cues-
tio´n de espacio no se han podido incluir en secciones anteriores.
2. FUNDAMENTOS MATEM ´ATICOS
La presente seccio´n presenta la formulacio´n matema´tica aso-
ciada a los sistemas borrosos empleados en este artı´culo. En
particular, se deﬁnen los modelos borrosos con estructura T-
S (Takagi y Sugeno, 1985) y los controladores borrosos con
estructura PDC (Sugeno y Kang, 1986).
2.1 Modelos Borrosos T-S
Los modelos borrosos que se emplean se describen como:
REGLA i :
Si z1(k) EsMi1 Y · · · Y zp(k) EsMip Entonces
X(k + 1) = AiX(k) + BiU(k)
Y (k) = CiX(k) i = 1, 2, ..., r
(1)
DondeMij deﬁne los conjuntos borrosos de pertenencia de las
variables zp(k), r es el nu´mero de reglas del modelo y, las
matricesAi,Bi yCi deﬁnen el modelo en espacio de estados de
los consecuentes. Por tanto, la salida de los modelos borrosos
T-S puede ser inferida segu´n las ecuaciones:
X(k + 1) =
∑r
i=1 wi(z(k))(AiX(k) + BiU(k))∑r
i=1 wi(z(k))
=
r∑
i=1
hi(z(k))(AiX(k) + BiU(k))
(2)
Y (k) =
∑r
i=1 wi(z(k))(CiX(k))∑r
i=1 wi(z(k))
=
r∑
i=1
hi(z(k))(CiX(k))
(3)
Donde,
z(k) = [z1(k) · · · zp(k)]
wi(z(k)) = Π
p
j=1Mij(zj(k))
hi(z(k)) =
wi(z(k))∑r
i=1 wi(z(k))
(4)
La obtencio´n de los distintos para´metros del modelo borroso se
obtienen mediante la aplicacio´n de te´cnicas de identiﬁcacio´n
difusa basadas en (Babuska y Verbruggen, 1996), (Babuska,
1998) y (Abonyi, 2003). La idea ba´sica de estos me´todos
es la obtencio´n de modelos borrosos T-S a partir de datos
experimentales reales, mediante la aplicacio´n de te´cnicas de
agrupacio´n borrosa en el espacio de las variables del modelo.
2.2 Estructura del Controlador PDC
La estructura del controlador empleado se describe como:
REGLA i :
Si z1(k) EsMi1 Y · · · Y zp(k) EsMip Entonces
U(k) = −KiX(k) i = 1, 2, ..., r
(5)
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DondeMij deﬁne los conjuntos borrosos de pertenencia de las
variables zp(k), r es el nu´mero de reglas del modelo y, Ki son
las matrices de realimentacio´n del estado en cada regla. Por
tanto, la accio´n de control global del controlador PDC puede
ser inferida como:
U(k) = −
∑r
i=1 wi(z(k))(KiX(k))∑r
i=1 wi(z(k))
= −
r∑
i=1
hi(z(k))(KiX(k))
(6)
3. IDENTIFICACI ´ON DEL PROCESO DE RENOVACI ´ON
DE LA CARGA
El disen˜o de un sistema de control que gobierne el compor-
tamiento de un proceso complejo, siempre resulta un reto. En
general, el primer escollo que se presenta es la obtencio´n de
un modelo matema´tico que represente de manera adecuada el
comportamiento dina´mico del sistema. En muchas ocasiones el
sistema es tan complejo y desconocido para las ingenieros, que
se emplean te´cnicas de identiﬁcacio´n a partir de datos experi-
mentales, conocidas como identiﬁcacio´n basada en Caja Negra
(Ljung, 1999). El proceso de identiﬁcacio´n que se presenta a
continuacio´n plantea el modelado del proceso de renovacio´n
de la carga de un motor diesel turbo alimentado a partir de
datos experimentales obtenidos en ensayos de laboratorio. Las
caracterı´sticas te´cnicas del vehı´culo sometido a test se muestran
a continuacio´n:
Motor Diesel PSA (Grupo Peugeot-Citro¨en)
1600 cc., 4 cilindros en lı´nea y 2 va´lvulas/cilindro
1000 kg de peso
Radio de Compresio´n 18.3:1
Ma´xima potencia: 78.75 kW
Common rail de inyeccio´n directa
Va´lvula electro´nica EGR
Va´lvula de geometrı´a variable a la entrada de la turbina
Los datos experimentales, empleados en este ejemplo, han si-
do obtenidos sometiendo el vehı´culo descrito anteriormente a
un test de homologacio´n Euro 4 (Emission Styards: European
Union, 2003). Este test se realiza con el objetivo de comprobar
el cumplimiento de la normativa en cuanto a emisiones de con-
taminantes y, se basa en el seguimiento de un perﬁl de velocidad
preestablecido, mientras los sistemas de medida recogen los
valores de una magnitudes determinadas. A continuacio´n, las
ﬁguras 2 y 3, muestran el comportamiento dina´mico de las
variables empleadas para la identiﬁcacio´n del tipo caja negra
durante la ejecucio´n de un ciclo Euro 4 real.
3.1 Metodologı´a de Identiﬁcacio´n Borrosa Propuesta
Lametodologı´a de identiﬁcacio´n propuesta se basa en los traba-
jos presentados en (Babuska y Verbruggen, 1996) y (Babuska,
1998). Este me´todo aplica te´cnicas de agrupacio´n borrosa so-
bre el espacio de variables (Gustafson y Kessel, 1979), (Zhao
et al., 1994) y (Herrera y Martı´nez, 2003). El objetivo es la
identiﬁcacio´n de subespacios con caracterı´sticas similares que
dan lugar a un conjunto de submodelos lineales. A su vez,
dichos submodelos forman parte de un modelo no lineal glo-
bal mediante el empleo de un nu´mero determinado de reglas
borrosas. Las funciones de pertenencia de los antecedentes de
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Figura 2. Datos experimentales de las variables de entrada
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Figura 3. Datos experimentales de las variables de salida
las reglas son extraı´das directamente de la proyeccio´n de la
matriz de pertenencia procedente del agrupamiento sobre el
plano de cada una de las variables que compone el te´rmino de
los antecedentes. La ﬁgura 4 muestra de manera esquema´tica,
las distintas etapas que componen el me´todo de identiﬁcacio´n
propuesto en (Babuska, 1998).
El presente artı´culo propone una simpliﬁcacio´n del me´todo
original basado en el empleo de funciones de transferencia
y, permite obtener una representacio´n en espacio de estados.
El me´todo de Babuska propone que los consecuentes de las
reglas sean modelosMISO (Mu´ltiple Entrada Salida ´Unica) con
estructura NARX 1 . Es decir, que en un consecuente so´lo se
pueda describir el comportamiento dina´mico de una salida. Sin
embargo, este tipo de estructura no resulta apropiada cuando se
decide disen˜ar controladores empleando las te´cnicas descritas
en (Tanaka y Wang, 2001), basadas en empleo de modelos bo-
rrosos T-S, donde los consecuentes vienen descritos mediante
representacio´n interna (espacio de estados).
1 Modelo No Linear Autorregresivo con variables Exo´genas: y(k) =
F{y(k − 1), , · · · , y(k − n), u(k − 1), · · · , u(k −m)}
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Figura 4. Etapas del proceso de identiﬁcacio´n
La cuestio´n determinante, que diferencia el me´todo de iden-
tiﬁcacio´n de Babuska y el empleado en este artı´culo, es la
seleccio´n de la estructura de los consecuentes. En el me´todo
original, cada salida del sistema puede tener una estructura
NARX diferente del resto de salidas del proceso, mientras que
el empleo de una representacio´n en espacio de estados, requiere
que todas las salidas presenten la misma estructura, de manera
que la representacio´n global pueda ser expresada de manera
matricial. Por ejemplo, para el caso del sistema de renovacio´n
de la carga se propone:
m˙a(k + 1) = F{m˙a(k), m˙a(k − 1), pa(k),
pa(k − 1), RPM(k), m˙f (k),
EGR(k − 1), TGV (k − 1)}
pa(k + 1) = F{m˙a(k), m˙a(k − 1), pa(k),
pa(k − 1), RPM(k), m˙f (k),
EGR(k − 1), TGV (k − 1)}
(7)
La aplicacio´n de esta restriccio´n en el planteamiento de la
estructura de los consecuentes, produce que el espacio de varia-
bles donde se realiza la agrupacio´n sea el mismo en todas las sa-
lidas. Es decir, si se deﬁne una estructura dina´mica distinta para
cada una de las salidas de los modelos, el espacio de variables
donde se realice la agrupacio´n sera´ muy distinto y, por tanto
el conjunto de reglas y funciones de pertenencia tambie´n. Sin
embargo, si todas las salidas son deﬁnidas mediante la misma
estructura, el espacio de agrupamiento sera´ similar. Por tanto, se
podra´ establecer un conjunto de reglas y funciones de pertenen-
cia comunes. Asimismo, se podra´ expresar el conjunto de todas
las salidas mediante una estructura matricial cla´sica en espacio
de estados, tal y como muestran en las ecuaciones (9), (10) y
(11). La representacio´n mediante espacio de estados propuesta,
emplea los incrementos de las variablesEGR y TGV como las
acciones de control del sistema. Esta modiﬁcacio´n respecto al
esquema original hace posible el empleo de toda la metodologı´a
descrita en (Tanaka yWang, 2001), ya que como se apunta en el
capı´tulo 2 de dicha referencia y se desarrolla exhaustivamente
en (Tanaka, 1994); las acciones de control no deben aparecer en
los antecedentes de la reglas borrosas para evitar un complejo
proceso de desborrosiﬁcacio´n que harı´a inviable los resultados
propuestos en (Tanaka y Wang, 2001).
El punto de partida para aplicar la metodologı´a de identiﬁcacio´n
es el conjunto de datos experimentales. A partir de estos, se
aplican las distintas etapas deﬁnidas en la ﬁgura 4, donde la es-
tructura de los consecuentes sera´ la determinada en la ecuacio´n
(7). Sin embargo, resulta recomendable un preprocesado de los
datos con el objetivo de normalizar los rango de las variables
del proceso entre −1 y 1. La tabla 1 muestra los rangos reales
de las sen˜ales y las funciones de conversio´n empleadas.
Tabla 1. Normalizacio´n de las Variables.
Variable Rango Real Normalizacio´n - fn(x)
m˙a [0, 250] (kg/h) = 0.008 · m˙a − 1
pa [0.9, 2] (bar) = 1.818 · pa − 2.64
RPM [720, 3000] (rpm) = 0.001 ·RPM − 1.63
m˙f [0.9, 2] (kg/h) = 0.167 · m˙f − 1
EGR [0, 100] (%) = 0.02 ·EGR− 1
TGV [0, 100] (%) = 0.02 · TGV − 1
La aplicacio´n de las distintas etapas que constituyen la meto-
dologı´a de identiﬁcacio´n que se muestran en la ﬁgura 4, junto
con un proceso iterativo de prueba y error, permiten establecer
el mejor ratio entre precisio´n del modelo y complejidad. El
resultado es la deﬁnicio´n de 3 u´nicas clases en el proceso de
agrupacio´n borrosa y, por tanto, se obtendra´n un modelo borro-
so con estructura T-S de 3 reglas (Takagi y Sugeno, 1985). Sin
embargo, en el me´todo original de Babuska los consecuentes
de cada una de las reglas son expresados mediante expresiones
Entrada-Salida, con la siguiente estructura:
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m˙a(k + 1) = a1m˙a(k) + a2m˙a(k − 1)+
+a3pa(k) + a4pa(k − 1) + b1RPM(k)+
+b2m˙f (k) + b3EGR(k) + b4TGV (k) + c1
pa(k) = a5m˙a(k) + a6m˙a(k − 1)+
+a7pa(k) + a8pa(k − 1) + b5RPM(k)+
+b6m˙f (k) + b7EGR(k) + b8TGV (k) + c2
(8)
Mientras que en el me´todo propuesto, los consecuentes se
expresan mediante representacio´n en espacios de estados. Es-
ta transformacio´n de Entrada-Salida a representacio´n interna,
se consigue aplicando la forma cano´nica controlable (Ogata,
1996), obteniendo el modelo T-S de 3 reglas siguiente:
REGLA 1 :
Si m˙a(k) Es D1 Y m˙a(k − 1) Es E1 Y
pa(k) Es F1 Y pa(k − 1) Es J1 Y
RPM(k) Es L1 Y m˙f (k) EsM1 Y
EGR(k − 1) Es N1 Y TGV (k − 1) Es Z1
Entonces
X ′(k + 1) = A′1X
′(k) + B′1U
′(k) + Ψ1W (k)
Y (k) = C′1X
′(k)
(9)
REGLA 2 :
Si m˙a(k) Es D2 Y m˙a(k − 1) Es E2 Y
pa(k) Es F2 Y pa(k − 1) Es J2 Y
RPM(k) Es L2 Y m˙f (k) EsM2 Y
EGR(k − 1) Es N2 Y TGV (k − 1) Es Z2
Entonces
X ′(k + 1) = A′2X
′(k) + B′2U
′(k) + Ψ2W (k)
Y (k) = C′2X
′(k)
(10)
REGLA 3 :
Si m˙a(k) Es D3 Y m˙a(k − 1) Es E3 Y
pa(k) Es F3 Y pa(k − 1) Es J3 Y
RPM(k) Es L3 Y m˙f (k) EsM3 Y
EGR(k − 1) Es N3 Y TGV (k − 1) Es Z3
Entonces
X ′3(k + 1) = A
′
3X
′(k) + B′3U
′(k) + Ψ3W (k)
Y (k) = C ′3X
′(k)
(11)
Donde 2 ⎡
⎢⎣
m˙a(k − 1)
m˙a(k)
pa(k − 1)
pa(k)
⎤
⎥⎦
X′(k)
[
EGR(k)
TGV (k)
]
U ′(k)
[
RPM(k)
m˙f (k)
1
]
W (k)
[
m˙a(k)
pa(k)
]
Y (k)
(12)
z(k) = [X ′(k) U ′(k)] (13)
wi = Di(m˙a(k)) · Ei(m˙a(k − 1)) · Fi(pa(k))·
·Ji(pa(k − 1)) · Li(RPM(k)) ·Mi(m˙f (k))·
·Ni(EGR(k)) · Zi(TGV (k))
(14)
Sin embargo, los consecuentes descritos por las ecuaciones
(9), (10) y (11) no pueden ser empleados directamente para
el disen˜o de los controladores con estructura PDC. Esto es
debido a que el vector de las acciones de control U ′(k) apa-
rece directamente en los antecedentes de las reglas borrosas
(ecuacio´n (13)), hecho que complica enormemente el proceso
de desborrosiﬁcacio´n del controlador borroso (Tanaka y Wang,
2001). Este problema, que ya fue apuntado en la introduccio´n,
se ha resuelto modiﬁcando la representacio´n en espacio de esta-
dos sustituyendo las variables controladasEGR(k) y TGV (k)
por los incrementos de dichas variables, tal y como muestra a
continuacio´n:
X ′(k + 1) = A′iX
′(k) + B′iU
′(k) + ΨiW (k) =
= A′iX
′(k) + B′iΔU
′(k) + B′iU
′(k − 1) + ΨiW (k)
(15)
Donde,
U ′(k) = ΔU ′(k) + U ′(k − 1) (16)
Aplicando la ecuacio´n (15) a los consecuentes de las las reglas
(9), (10) y (11), se obtiene un modelo borroso donde los
antecedentes de las reglas no varı´an y los consecuentes vienen
descritos por las ecuaciones (17), (18) y (19).
CONSECUENTE REGLA 1 :[
X ′(k + 1)
U ′(k)
]
︸ ︷︷ ︸
X(k+1)
=
[
A′1 B
′
1
0 I
]
︸ ︷︷ ︸
A1
[
X ′(k)
U ′(k − 1)
]
︸ ︷︷ ︸
X(k)
+
+
[
B′1
I
]
︸ ︷︷ ︸
B1
[
ΔU ′(k)
]︸ ︷︷ ︸
U(k)
+ Ψ1W (k)
Y (k) =
[
C ′1 0
]︸ ︷︷ ︸
C1
[
X ′(k)
U ′(k − 1)
]
︸ ︷︷ ︸
X(k)
(17)
2 El subı´ndice de las matrices deﬁne el nombre de la matriz. Es decir,
[B]A  A = [B]. Por ejemplo,
[
m˙a(k) pa(k)
]T
Y (k)
es equivalente a
Y (k) =
[
m˙a(k) pa(k)
]T
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CONSECUENTE REGLA 2 :[
X ′(k + 1)
U ′(k)
]
︸ ︷︷ ︸
X(k+1)
=
[
A′2 B
′
2
0 I
]
︸ ︷︷ ︸
A2
[
X ′(k)
U ′(k − 1)
]
︸ ︷︷ ︸
X(k)
+
+
[
B′2
I
]
︸ ︷︷ ︸
B2
[
ΔU ′(k)
]︸ ︷︷ ︸
U(k)
+ Ψ2W (k)
Y (k) =
[
C ′2 0
]︸ ︷︷ ︸
C2
[
X ′(k)
U ′(k − 1)
]
︸ ︷︷ ︸
X(k)
(18)
CONSECUENTE REGLA 3 :[
X ′(k + 1)
U ′(k)
]
︸ ︷︷ ︸
X(k+1)
=
[
A′3 B
′
3
0 I
]
︸ ︷︷ ︸
A3
[
X ′(k)
U ′(k − 1)
]
︸ ︷︷ ︸
X(k)
+
+
[
B′3
I
]
︸ ︷︷ ︸
B3
[
ΔU ′(k)
]︸ ︷︷ ︸
U(k)
+ Ψ3W (k)
Y (k) =
[
C ′3 0
]︸ ︷︷ ︸
C3
[
X ′(k)
U ′(k − 1)
]
︸ ︷︷ ︸
X(k)
(19)
Donde,
⎡
⎢⎢⎢⎢⎢⎣
m˙a(k − 1)
m˙a(k)
pa(k − 1)
pa(k)
EGR(k − 1)
TGV (k − 1)
⎤
⎥⎥⎥⎥⎥⎦
X(k)
[
ΔEGR(k)
ΔTGV (k)
]
U(k)
[
RPM(k)
m˙f (k)
1
]
W (k)
[
m˙a(k)
pa(k)
]
Y (k)
(20)
z(k) = X(k) (21)
A la vista de los nuevos consecuentes, el controlador borroso di-
sen˜ado a partir del modelo planteado, no presentara´ problemas
de desborrosiﬁcacio´n. Asimismo, se han empleado las variables
m˙f (k) y RPM(k) como perturbaciones medibles dentro del
modelo borroso, tal y como se puede apreciar en el vector
W (k). Las funciones de pertenencia de los antecedentes de las
reglas y las matrices de los modelos en espacio de estados de
los consecuentes vienen descritas en el ape´ndice A.
3.2 Validacio´n del Modelo
El modelo borroso obtenido sera´ validado mediante un segundo
conjunto de datos, procedentes de otro test Euro 4 realizado
sobre el mismo vehı´culo. Sin embargo, en este segundo test la
masa del vehı´culo se ha modiﬁcado, an˜adiendo una masa extra
de 100 kg. El objetivo es validar el comportamiento del modelo
con este segundo paquete de datos experimentales.
Adema´s de presentar las gra´ﬁcas referentes a las comparati-
vas de modelo y proceso, se empleara´ un ı´ndice que permita
cuantiﬁcar la calidad del modelo con mayor objetividad. El
ı´ndice seleccionado es el denominado VAF (Varianza Consi-
derada), que representa la varianza en porcentaje entre dos
sen˜ales temporales. Este ı´ndice, el cual se deﬁne mediante la
ecuacio´n (22), es ampliamente utilizado en la literatura dentro
del a´mbito de identiﬁcacio´n de sistemas dina´micos (Verdult y
Verhaegen, 2000). Cuando el valor del ı´ndice es ma´s cercano al
100%, mayor es la precisio´n del modelo identiﬁcado respecto
al comportamiento real del proceso.
V AF (y, yˆ) = 100%
[
1−
var(y − yˆ)
var(y)
]
(22)
Donde y e yˆ sera´n vectores en el caso mono variable y matrices
en el caso multivariable. Por tanto, la evaluacio´n del ı´ndice en
el caso de matrices se deﬁne como la aplicacio´n de la ecuacio´n
(22) para cada una de las columnas de la matriz y, analizada
respecto a su columna correspondiente en la matriz yˆ. Por tanto,
dadas dos matrices y e yˆ se calculara´ como
V AF (y(N, 1), yˆ(N, 1)), · · · , V AF (y(N, p), yˆ(N, p)) (23)
La ﬁgura 5 muestra la validacio´n del modelo borroso de 3 reglas
frente al proceso real, empleando el segundo conjunto de datos.
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Figura 5. Validacio´n - Real (So´lido) vs Modelo Identiﬁcado
(Discontinua).
El ca´lculo del ı´ndice VAF, reﬂejado en la tabla 2, permite
establecer conclusiones cuantitativas y analı´ticas, ma´s alla´ de
la apreciacio´n visual de la gra´ﬁca 5.
Tabla 2. Valores ı´ndice VAF(%).
m˙a pa
Dat. Identiﬁcacio´n 93.4120 95.1030
Dat. Validacio´n 96.9329 97.2370
En primer lugar, se puede observar como el valor del ı´ndice
de precisio´n presenta valores superiores al 90% en ambos ex-
perimentos (identiﬁcacio´n y validacio´n). Por tanto, el modelo
identiﬁcado puede representar con cierta garantı´as el compor-
tamiento del proceso real. En segundo lugar, el valor del VAF es
ligeramente superior en la validacio´n. Esta cuestio´n resulta sor-
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prendente 3 , ya que en general, la respuesta de un modelo ante
un paquete de datos de validacio´n suele ser peor que ante los
datos de identiﬁcacio´n. Una posible respuesta a este resultado
se basa en el ana´lisis de los datos que se muestran en la ﬁgura
6. ´Esta muestra como los datos de validacio´n presentan un
respuesta dina´mica con transiciones suaves, es decir, no existen
saltos bruscos en el comportamiento. Sin embargo, los datos
de identiﬁcacio´n presentan variaciones abruptas puntualmente,
destacadas en la ﬁgura 6. Estas variaciones se deben en gran
medida al efecto del cambio de marchas manual, en particular
al tiempo empleado en la modiﬁcacio´n de una marcha.
Realizar un cambio de marcha de manera lenta (tiempo con-
sumido elevado), provoca una disminucio´n muy signiﬁcativa
de la m˙a. Esta disminucio´n es consecuencia de un ﬂujo de
fuel pra´cticamente nulo, ya que en el proceso de cambio de
una marcha el conductor levanta el pie del acelerador. Esta
circunstancia da lugar a un descenso brusco de las variables
del proceso y, por tanto, que dichas variables alcancen valores
muy distintos a los que presentaban en el instante previo a la
modiﬁcacio´n de la marcha del vehı´culo.
La ﬁgura 6 muestra como los datos de validacio´n (ventana
inferior) presentan un respuesta dina´mica con cambios suaves,
es decir los estados del proceso tienen un recorrido pequen˜o en
el dominio no lineal de dicho proceso. Sin embargo, los datos
de identiﬁcacio´n (ventana superior) presentan cambios mucho
mayores y bruscos, debidos al aumento del tiempo consumido
en el cambio de una marcha. Esta circunstancia provoca un
recorrido de los estados en el dominio no lineal mucho mayor,
hecho que parece ser la causa objetiva del mejor dato de VAF
para la validacio´n.
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Figura 6. Comparacio´n de los dos conjuntos de datos experi-
mentales empleados (no son simulaciones basadas en el
modelo borroso).
3 Los resultados de identiﬁcacio´n y validacio´n presentados en el artı´culo
pueden resultar sorprendente, pero analizando los datos que aparecen en la
ﬁgura 6 se puede encontrar una respuesta razonable, tal y como se comenta
en el texto.
4. CONTROLADOR BORROSO ´OPTIMO
La metodologı´a de disen˜o que se propone en esta seccio´n, se
basa en los trabajos presentados en (Takagi y Sugeno, 1985)
y (Tanaka y Wang, 2001). El objetivo es la obtencio´n de un
controlador no lineal con estructura borrosa T-S que minimiza
un ı´ndice cuadra´tico de tipo LQR y, al mismo tiempo, garantice
estabilidad segu´n la teorı´a de Lyapunov (Branicky, 1998).
El controlador o´ptimo borroso se disen˜a mediante la resolucio´n
de un problema de optimizacio´n donde el objetivo es minimizar
una cota superior del ı´ndice de coste cuadra´tico. Este plan-
teamiento presenta la gran ventaja de poder ser expresado en
te´rminos de LMIs, lo cual garantiza su resolucio´n en tiempo
polinomial mediante algoritmos muy eﬁcientes al tratarse de
un problema convexo (Boyd et al., 1994).
La estructura utilizada para el controlador se denomina PDC.
Este tipo de controladores fue introducido en (Takagi y Sugeno,
1985) y (Tanaka y Wang, 2001). La idea fundamental es el
disen˜o de un controlador local para cada uno de los submodelos
de los consecuentes. Posteriormente, a partir de los disen˜os
locales, se genera un controlador global borroso que comparte
la estructura T-S del modelo identiﬁcado. Es decir, el nu´mero
de reglas, los antecedentes y las funciones de pertenencia del
controlador son los mismos que los empleados en el modelo
borroso descrito en (9), (10) y (11). En cambio, los consecuen-
tes pasan a ser los controladores locales disen˜ados.
La desventaja de esta te´cnica es que no se puede garantizar
la estabilidad del bucle cerrado a partir de la estabilidad por
separado de cada uno de los modelos locales. Afortunadamente,
la aplicacio´n de la teorı´a de Lyapunov, unido al empleo de
LMIs, permiten resolver este problema (Tanaka y Wang, 2001).
4.1 Disen˜o del Controlador mediante LMIs
El controlador T-S propuesto en ese artı´culo, debe minimizar el
siguiente ı´ndice de tipo LQR,
J =
∞∑
0
XTQX + UTRU (24)
sujeto a la dina´mica del proceso 4 :
X(k + 1) =
r∑
i=1
hi(z(k))AiX(k) + BiU(k) (25)
En primer lugar se amplı´an los modelos en espacio de esta-
dos de los consecuentes de las ecuaciones (9), (10) y (11),
incluyendo 2 integradores. El objetivo de esta modiﬁcacio´n del
modelo original es eliminar el error en re´gimen permanente de
la m˙a y pa en el seguimiento de referencias local. La ecuacio´n
(26) muestra la estructura del modelo ampliado para abordar el
problema de seguimiento de referencias.
4 La ecuacio´n (25) muestra el modelo dina´mico empleado en el disen˜o del
controlador LQR. Se puede observar como no se ha tenido en cuanta la
dina´mica de las perturbaciones, tal y como se anticipo´ en la introduccio´n.
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⎡
⎣ Ai 0
−Ci
[
1 0
0 1
] ⎤⎦
A∗
i
⎡
⎣ Bi[ 0 0
0 0
] ⎤⎦
B∗
i[
Ci
[
0 0
0 0
] ]
C∗
i
(26)
En segundo lugar, se realiza el disen˜o o´ptimo mediante LMIs
empleando una versio´n simpliﬁcada del teorema 25 introducido
en (Tanaka y Wang, 2001), enunciado es:
Teorema 1. Las matrices de realimentacio´n que minimizan una
cota superior del ı´ndice de coste pueden ser obtenidas resol-
viendo un problema de minimizacio´n sujeto a LMIs. En con-
creto, se garantiza que J < XT (0)PX(0) < γ al resolver el
siguiente problema de minimizacio´n,
Minimizar
F,M1,...,Mr,Y0
γ (27)
Sujeto a:
F > 0,⎡
⎣ γ XT (0)
X(0) F
⎤
⎦ > 0, (28)
Uii < 0 (29)
Vij < 0, i > j s.a. hi ∩ hj = φ (30)
Donde,
⎡
⎣Aux1 FC∗Ti −MTiC∗i F −Q−1 0
−Mi 0 −R−1
⎤
⎦
Uii
(31)
⎡
⎢⎢⎢⎢⎣
Aux2 FC
∗T
i −M
T
j FC
∗T
j −M
T
i
C∗i F −Q
−1 0 0 0
−Mj 0 −R−1 0 0
C∗j F 0 0 −Q
−1 0
−Mi 0 0 0 −R−1
⎤
⎥⎥⎥⎥⎦
Vij
(32)
[
F FA∗Ti −M
T
i B
∗T
i
A∗iF −B
∗
i Mi F
]
Aux1
(33)
[
F GTij
Gij F
]
Aux2
,
Gij =
(A∗iF + A
∗
jF − B
∗
i Mj −Bj∗Mi)
2
(34)
Las matrices de realimentacio´n del estado se extraen a partir de
la solucio´n de las LMIs como
Ki = MiF−1 i = 1, 2, ..., r (35)
El me´todo de disen˜o basado en LMIs que se ha presentado en
el teorema 1, se ha aplicado al modelo identiﬁcado (ecuaciones
(9), (10) y (11)), donde las matrices de ponderacio´n Q y R
empleadas en el disen˜o se presentan en el ape´ndice A. La
resolucio´n de las LMIs se ha realizado mediante el empleo
de la Toolbox YALMIP (Lo¨fberg, 2004) para MatLab y la
LMIToolbox. El resultado es la obtencio´n de tres matrices de
realimentacio´n del estado, tal y como muestra la ecuacio´n (36),
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
2.2471 −0.0372
−9.2847 −0.9759
6.5575 3.1015
−1.0573 1.7763
1.3905 0.0495
−1.6831 0.9800
2.5502 0.4526
−0.6747 −0.6170
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
KT1
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
8.7726 0.5316
−19.6217 −1.9687
−1.4572 −2.3804
7.3364 7.9389
1.0714 0.0291
0.5619 1.1749
2.5526 0.4543
−0.6759 −0.6179
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
KT2⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
9.5522 0.3713
−20.1545 −1.6329
−0.5848 −0.5781
6.3629 6.0317
1.1137 0.0374
0.3925 1.0669
2.5518 0.4528
−0.6755 −0.6172
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
KT3
(36)
El controlador global del sistema presenta una estructura equi-
valente a la del modelo identiﬁcado en el nu´mero de reglas,
antecedentes y funciones de pertenencia. Sin embargo, los con-
secuentes de las reglas pasan a ser los controladores calculados
individualmente en la seccio´n anterior. Las ecuaciones (37),
(38) y (39) muestran el sistema de control disen˜ado.
REGLA 1 :
Si m˙a(k) Es D1 Y m˙a(k − 2) Es E1 Y
pa(k − 1) Es F1 Y pa(k − 2) Es J1 Y
RPM(k − 1) Es L1 Y m˙f (k − 1) EsM1 Y
EGR(k − 1) Es N1 Y TGV (k − 1) Es Z1
Entonces
U(k) = −K1X(k)
(37)
REGLA 2 :
Si m˙a(k) Es D2 Y m˙a(k − 2) Es E2 Y
pa(k − 1) Es F2 Y pa(k − 2) Es J2 Y
RPM(k − 1) Es L2 Y m˙f (k − 1) EsM2 Y
EGR(k − 1) Es N2 Y TGV (k − 1) Es Z2
Entonces
U(k) = −K2X(k)
(38)
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REGLA 3 :
Si m˙a(k) Es D3 Y m˙a(k − 2) Es E3 Y
pa(k − 1) Es F3 Y pa(k − 2) Es J3 Y
RPM(k − 1) Es L3 Y m˙f (k − 1) EsM3 Y
EGR(k − 1) Es N3 Y TGV (k − 1) Es Z3
Entonces
U(k) = −K3X(k)
(39)
5. VALIDACI ´ON DE RESULTADOS
Tras el disen˜o del controlador en el epı´grafe anterior, es preciso
proceder a su validacio´n. Esta cuestio´n no es fa´cil, debido a un
importante inconveniente que esta´ asociado a la imposibilidad
de implementar el disen˜o realizado, relativo al control de Reno-
vacio´n de la Carga, en la Unidad Electro´nica de Control (ECU)
que equipan los vehı´culos. Dichas unidades no son accesibles
de forma directa, pues esta´n protegidas por los fabricantes, y
en consecuencia no es posible sustituir la parte correspondiente
a dicho control por el nuevo control desarrollado 5 , lo que nos
lleva a la imposibilidad de realizar experiencias con el motor
real y su ECU. Sin embargo, con la identiﬁcacio´n borrosa del
proceso de Renovacio´n de la Carga se ha conseguido un modelo
no lineal que se adapta al comportamiento de proceso de una
forma muy razonable y en todo el rango de funcionamiento, de
manera que la validacio´n puede justiﬁcarse en simulacio´n. Por
lo tanto, para validar los resultados de este disen˜o, que como
se acaba de comentar, corresponderı´a a una parte del disen˜o de
control global, es necesario aislar el subproceso de Renovacio´n
de la Carga del resto del proceso y generar una condiciones
realistas de prueba que permitan inferir que los resultados que
se obtienen son coherentes, comparables y en su caso mejora-
dos, con los que de forma global se han obtenido con el proceso
real y la ECU comercial. En este sentido, cuando se analizan los
resultados del control global de un motor con la ECU comercial
ante el Test Euro 4 (ver ﬁgura 7) se observa que, respecto al
proceso de Renovacio´n de la Carga, e´ste viene caracterizado
por unos perﬁles de m˙a, pa, m˙f , RPM, etc. determinados (ﬁ-
guras 2 y 3) que aseguran la consecucio´n de los objetivos del
citado Test, en particular la velocidades lineales y par motor
correspondientes, adema´s y respecto a las especiﬁcaciones a
cumplir, es sabido que la ECU comercial establece un control
de referencia variable de la m˙a (relacionado con la m˙f a trave´s
de la relacio´n aire fuel-AFR (control de ratio)) y sujeto a que pa
se mantenga dentro de un rango de funcionamiento adecuado.
Por ello, la solucio´n adoptada viene reﬂejada en la ﬁgura 8, en
la que se ha aislado el proceso de renovacio´n de la carga esta-
bleciendo una referencia de m˙a igual a la obtenida como salida
en las pruebas reales y una referencia de pa por debajo de la
obtenida en dichas pruebas. Con este enfoque es posible valorar
si el controlador disen˜ado es comparable al subcontrolador de
la ECU que se dedica al proceso de renovacio´n de la carga y en
su caso si se ha producido alguna mejora (ﬁgura 10).
Los resultados de simulacio´n en bucle cerrado se presentan en
las ﬁguras 9, 10 y 11. La ﬁgura 9 muestra como la respuesta
5 Las ECU incorporan otros controles y funciones adicionales al de Reno-
vacio´n de la Carga, pero indispensables para el funcionamiento global del
vehı´culo
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Figura 7. Control del Proceso de Renovacio´n de la Carga en
ECUs Comerciales.
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Figura 8. Control del Proceso de Renovacio´n de la Carga
Propuesto.
de la m˙a consigue seguir de manera razonable la referencia
establecida. Por tanto, el el comportamiento meca´nico sera´ si-
milar al que se produce cuando la ECU gestiona el proceso.
Por otra parte, se puede observa como la pa es capaz de se-
guir el perﬁl de presiones determinado. Asimismo, la ﬁgura
10 muestra como la respuesta de la presio´n de aire de la ECU
es mayor, hecho que puede favorecer una mayor produccio´n
de NOx en comparacio´n con presiones ma´s bajas, como es el
caso de la respuesta obtenida con el controlador borroso. En
particular, se puede observar como con demandas de m˙a bajas
la pa del controlador borroso se mantiene en valores cercanos
a la atmosfe´rica, mientras que la ECU proporciona valores de
presio´n de aire mayores.
La ﬁgura 11 muestra como las acciones de control EGR y
TGV , propuestas por el controlador borroso T-S disen˜ado,
presentan menor nu´mero de transiciones entre los valores de
saturacio´n de las va´lvulas. Este hecho podrı´a ser determinante
en la vida u´til del accionador, ya que una continua conmutacio´n
entre los valores de saturacio´n resulta perjudicial para los
elementos meca´nicos.
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Figura 9. Respuesta de m˙a y pa.
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Figura 10. Comparativa de pa obtenida con el disen˜o propuesto
y empleando una ECU comercial.
6. CONCLUSIONES
El presente artı´culo muestra el proceso completo de identiﬁ-
cacio´n y disen˜o de un sistema de control para la gestio´n del
proceso de renovacio´n de la carga de un motor diesel turboa-
limentado. En primer lugar, se ha presentado una metodologı´a
para identiﬁcar un modelo borroso T-S, que representa de ma-
nera satisfactoria el comportamiento real del sistema. ´Esta se
basa en la modiﬁcacio´n del me´todo de identiﬁcacio´n descrito
en (Babuska, 1998). La ventaja de la propuesta introducida en
este artı´culo es la obtencio´n de un modelo borroso T-S donde
los consecuentes son representaciones en espacio de estados
MIMO. Por el contrario, el me´todo original de Babuska emplea
funciones de transferencia MISO en los consecuentes, los cua-
les no resultan apropiados en el disen˜o de controladores segu´n
las te´cnicas de disen˜o planteadas en (Tanaka y Wang, 2001).
En segundo lugar, se ha presentado el disen˜o de un controlador
borroso o´ptimo y estabilizante. El controlador o´ptimo borroso
se disen˜a mediante la resolucio´n de un problema de optimiza-
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Figura 11. Acciones de control EGR y TGV .
cio´n donde el objetivo es minimizar una cota superior del ı´ndice
de coste cuadra´tico. Este planteamiento presenta la gran ventaja
de poder ser expresado en te´rminos de LMIs, lo cual garantiza
su resolucio´n en tiempo polinomial mediante algoritmos muy
eﬁcientes, al tratarse de un problema convexo (Boyd et al.,
1994).
En tercer lugar, teniendo en cuenta los resultados obtenidos
en simulacio´n, el disen˜o presentado en este artı´culo permite el
control de la pa que reducira´ la proliferacio´n de NOx.
Finalmente, se pretende como trabajo futuro la implementacio´n
del controlador en ECUs abiertas, donde el usuario pueda de-
ﬁnir completamente el controlador y sus para´metros. El obje-
tivo es poder realizar un conjunto exhaustivo de tests sobre el
vehı´culo que conﬁrmen los resultados obtenidos en simulacio´n.
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Ape´ndice A
A continuacio´n se muestran algunos de los datos nume´ricos que
no se han podido presentar en el texto por falta de espacio.
Modelo del consecuente de la regla 1, ecuacio´n (9):⎡
⎢⎢⎢⎢⎣
0 1 0 0 0 0
−0.1647 0.8911 −0.0049 −0.0371 −0.0279 0.1219
0 0 0 1 0 0
−0.0522 0.1016 0.7063 0.0855 −0.0027 0.0305
0 0 0 0 1 0
0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎦
A1⎡
⎢⎢⎢⎢⎣
0 0
0 0
0 0
0 0
1 0
0 1
⎤
⎥⎥⎥⎥⎦
B1
⎡
⎢⎢⎢⎢⎣
0 0 0
0.1075 0.0596 −0.1282
0 0 0
−0.0024 0.0005 −0.1365
0 0 0
0 0 0
⎤
⎥⎥⎥⎥⎦
Ψ1
[
0 1 0 0 0 0
0 0 0 1 0 0
]
C1
(A.1)
Modelo del consecuente de la regla 2, ecuacio´n (10):⎡
⎢⎢⎢⎢⎣
0 1 0 0 0 0
−0.5445 1.4793 −0.2511 0.2831 −0.0082 −0.0088
0 0 0 1 0 0
−0.0201 0.0272 −0.6058 1.5700 −0.0024 0.0415
0 0 0 0 1 0
0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎦
A2⎡
⎢⎢⎢⎢⎣
0 0
0 0
0 0
0 0
1 0
0 1
⎤
⎥⎥⎥⎥⎦
B2
⎡
⎢⎢⎢⎢⎣
0 0 0
0.0262 0.0059 0.0042
0 0 0
0.0044 0.0327 −0.0042
0 0 0
0 0 0
⎤
⎥⎥⎥⎥⎦
Ψ2[
0 1 0 0 0 0
0 0 0 1 0 0
]
C2
(A.2)
Modelo del consecuente de la regla 3, ecuacio´n (11):⎡
⎢⎢⎢⎢⎣
0 1 0 0 0 0
−0.6235 1.5663 −0.0448 0.0691 −0.0100 −0.0128
0 0 0 1 0 0
−0.0760 0.1241 −0.1426 1.0824 −0.0009 0.0160
0 0 0 0 1 0
0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎦
A3
⎡
⎢⎢⎢⎢⎣
0 0
0 0
0 0
0 0
1 0
0 1
⎤
⎥⎥⎥⎥⎦
B3
⎡
⎢⎢⎢⎢⎣
0 0 0
0.0198 −0.0013 −0.0052
0 0 0
−0.0060 0.0198 −0.0132
0 0 0
0 0 0
⎤
⎥⎥⎥⎥⎦
Ψ3[
0 1 0 0 0 0
0 0 0 1 0 0
]
C3
(A.3)
Matrices de ponderacio´n del disen˜o o´ptimo:
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0.01 0 0 0 0 0 0 0
0 0.01 0 0 0 0 0 0
0 0 0.01 0 0 0 0 0
0 0 0 0.01 0 0 0
0 0 0 0 0.01 0 0 0
0 0 0 0 0 0.01 0 0
0 0 0 0 0 0 10 0
0 0 0 0 0 0 0 10
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
Q[
10 0
0 10
]
R
(A.4)
Las funciones de pertenencia de los antecedentes de las ecua-
ciones (9), (10), (11), (37), (38) y (39) en la ﬁgura A.1.
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Figura A.1. Funciones de pertenencia.
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