AbstractThis paper discusses data mining applications, especially the use of support vector machines to identify a fault in the 13 nodes radial distribution system of IEEE standard. The identification process was carried out with support vector machine (SVM). Prior to the identification process by SVM, feature extraction was carried out using wavelet transformation for signal decomposition and signal size reduction. To determine the performance of the identification, ROC (Receiver Operating Characteristic) analysis was used. Based on the curve formed by the ROC a fault in the radial distribution can be identified by SVM with "good" performance This is indicated by the value of the best cut-off point is 0.8 and area under the curve is 0.85854.
analysis task is retrieved from the database, (4) data transformation, where data is transformed into forms appropriate for mining, (5) data mining, an essential process where intelligent methods are applied in order to extract data patterns, (6) Pattern evaluation, to identify the interesting patterns represented as knowledge based on some interesting measurement, (7) Knowledge representation, where visualization and knowledge representation techniques are used to present the mined knowledge to user [3] .
Data Mining Applications in power systems can be used to predict the level of power system security. Security level can be predicted by determining whether an operation is running in a stable condition or not by identifying the occurrence of faults, including identifying the characteristics of fault [2] .
Applications of data mining for fault detection and diagnosis on power system have been carried out. One of them is used to identify congestion problem in transmission planning. The methodology allows to identify not only the transmission paths and corridors which have congestion problems, but also the scenarios producing these critical situations [18] . Other methodologies used to identify fault on power system are wavelet analysis [6, 7, 8, 14, 15, 16] , artificial neural networks [7] , [14] , and Support Vector Machine (SVM) [6, 7, 12, 17] .
Wavelet transformation is generally used as a feature extraction before classification by neural network, SVM, or other methods [6, 7, 14, 16] . It is also used to determine the location of disruption [8] and to detect any disturbance signal based on the resulted signal [15] .
Artificial neural network is used to recognize the existence of power quality disturbances after the previous signal extracted by wavelet [14] and the results are compared with SVM [7, 17] .
The Use of SVM for power system disturbance classification was applied to distinguish the type of disturbance (sag, swell, harmonics, outage, sag with harmonics, swell with harmonics) [6] , [7] , and the voltage disturbance at the power network [12] , [17] .
This paper proposes fault identification and diagnosis on radial distribution system using wavelet-support vector machine. The previous research analysis indicated that SVM could recognize a disturbance with level of precision was 84.31% [20] . In this paper, research is continued with analyzes of new more data. After identified with wavelet-SVM, the data was analyzed by ROC (Receiver Operating Characteristics) to determine the classification performance. Based on ROC curve and confusion metrics, conclusion can be drawn.
The uses of ROC in most previous studies were applied to pattern recognition. Analyzed of the patterns Vol. 20, No. 4, November 2009 are used to diagnose a disease [23, 24] . The ROC analysis for power system research up to now not was found. In this paper, the application of ROC analysis will be tested to examine the identified of fault on a radial distribution system.
A. Feature Extraction with Wavelet Transformation
Wavelet is mathematical functions that divide data into different frequency components, and then each component is studied with a resolution matched to its scale [4] . Wavelet transformation is used to represent a function with wavelet. The wavelet transformation provides information about the frequency of a signal similar to the Fourier Transformation (FT). Contrary to the FT, wavelet transformation is able to focus on short time intervals for high-frequency components and long time intervals for low-frequency components [5] .
Wavelet transformation consists of Continues Wavelet Transformation (CWT) and Discrete Wavelet Transform (DWT) [5] , [6] , [7] , [8] . The wavelet transform of continuous signal x(t) is defined as :
where (t) is called the mother wavelet, the asterisk denotes complex conjugate, while a and b (a, b  R) are scaling (dilation and translation). The scale parameter a will decide the oscillatory frequency and the length of the wavelet and the translation parameter b will decide its shifting position. (2) Discrete Wavelet Transformation DWT is defined as:
Usually a 0 = 2 and b 0 = 1 are selected. The selection of those values produces a dyadic-orthonormal wavelet transform as a basis for multiresolution analysis (MRA).
In MRA, wavelet and scaling functions are used as building blocks to decompose and to construct the signal at different resolution levels [7] . A signal x(t) can be decomposed completely and in detail by scaling function  m (t) provided by wavelet  m (t) [5] , so  m,n (t) and  m,n (t) are defined as :
Scaling functions are associated with low-pass filters with coefficient {h(n), nZ}, while wavelet functions are associated with high-pass filters with coefficient {g(n), nZ}, (Fig. 1) . Two level scaling filters produce:
Some important characteristics of these filters are:
3. Filter g(n) is alternative flip of the filter h(n), which means there is an odd integer N so:
Considering the filter bank implementation on Fig. 1 . The relationship of the approximation coefficients and detailed coefficients between two adjacent levels is stated as : (10) cA j and cD j represent the approximation and detailed coefficient of the signal level respectively. In this way, the decomposition coefficient of MRA analysis can be described as:
(11) Which correspond to the decomposition of signal x(t) as :
To reduce the feature dimension, the energy is calculated for each level of decomposition as a new input variable for the classification of disturbance. Energy at each level of decomposition is calculated using the following equation: 
B. Support Vector Machine for Classification
Support vector machine (SVM) is a learning machine that is used to classify two groups of classes. The Machine conceptually implements the input vector which is non-linear mapping to high dimensional feature space [9] . SVM classification [10] is used to establish the optimal objective function f(x) that accurately classifies the data into two classes and minimizes misclassifycation.
f(x)=sign(g(x))
(15) This goal will be achieved using the method of structural risk minimization (SRM) in which the expected classification error (R) of the data is limited by the amount of training error rate [12] .
Where t is the number of learning error, N is the number of learning sample and  is confidence intervals.
From equation (16) data will be grouped in two parts. The first has zero value while the second has value of one, which is the minimum result in the generalization performance using SVM (Fig. 2) . The function g(x) in equation (15) is the boundary function which is derived from a set of training sample.
Each training sample xi has M features describing a particular sign and belongs to one of two classes.
The boundary function comprises hyper plane g(x)=w,x + b (19) Where, w and b shall be derived in such a way that unseen data can be classified correctly. This is achieved by maximizing the margin of separation between the two classes. Based on [11] , value of maximal margin can be formulated as a Quadratic Programming (QP) to optimize problems.
Subject to the constraint that all training samples are correctly classified (i.e., all training sample are placed on the margin or outside the margin), that is
where  i , i = 1, ..., n is non negative slack variable. By minimizing the left hand side of equation of (20), the complexity of the SVM is reduced, and by minimizing the right side, the number of training error is decreased. Parameter C in (20) is a regularization parameter and is previously selected to be the tradeoff between the two sides in (20) . The QP constrained problem defined in (20) and (21) is solved by introducing Lagrange multipliers i 0 and i 0 and the Lagrange function
According to the theory of QP optimization, it is better to solve (22) by introducing the dual formulation of the problem
Where,  i and  i are Lagrange multipliers. Which means that the optimal solution is given by firstly minimizing w, b, and  and thereafter maximizing, paying respect to  i 0 and  i 0. By substituting (21) into (22) , the problem can be transformed to its dual formulation given by
and shall be maximized by the constraints
vector w, has an expansion in terms of a subset of the training samples where the Lagrange multiplier  i is non zero. Those training sample will also meet the KarushKuhn-Tucker condition.
(26) Equation (26) states that only the training vectors correspond to non zero multipliers, the support vector (SVs), are needed to describe the hyperplane. In the case of linearly separable data, all SVs will lie on the margin and hence the number of SVs can be very small. Consequently, the decision boundary g(x) is determined by only using a subset of the training samples and the rest of the training samples are not needed
Where x is the input test vector, x, x i  is the inner product, N is the number of support vector, and b is the bias value.
In the case where a linear decision boundary is inappropriate, the SVM can map the input vector, x, to higher dimensional feature space [10] , [11] . This is achieved by introducing a kernel function K(.,.) and substituting the following equation to (24) . 
and (29) shall be maximize under the constrain in (21) and the solution is provided by a software package for solving optimization problem. The decision boundary g(x) in (27) is then modified by substituting x,
Functions that satisfy Mercer's theorem are useable as Kernel function. Soft decision SVM is then applied. Examples of such kernels are given in Table 1 [12] .
C. Classification Performance Analysis
Classification performance can be analyzed by graph Receiver Operating Characteristic (ROC). ROC graph is a technique to visualize, organize, and choose the type of classification based on its performance [13] .
Classification performance can be seen by confusion matrix. A classification model (classifier) is a mapping of instances into a certain class/group. In binary classification, the outcomes are labeled either as positive (p) or negative (n) class. There are four possible outcomes from a binary classifier. They are true positive, false negative, true negative, and false positive (Fig. 3) . If the instance is positive and it is classified as positive, it is counted as a true positive; if it is classified as negative, it is counted as a false negative. If the instance is negative and it is classified as negative, it is counted as a true negative; if it is classified as positive, it is counted as a false positive.
The matrix in Fig. 3 ., shows a confusion matrix and equations of several common matrix that can be calculated from it. The numbers along the major diagonal represent the correct decisions made, while the numbers in this diagonal represent the errors-the confusion-between the various classes. The true positive rate (also called hit rate and recall) of a classifier is estimated as 
D. ROC space
Based on confusion metrics, ROC curve can be made. ROC curve is a two-dimensional graph, where Y axis expresses tp rate and X axis expresses fp rate. ROC graph illustrates the relationship between the relative profits (true Positives) and costs (false Positives). Fig. 4 . shows the ROC graph with the class labeled A to E.
The best possible prediction method would yield a point in the upper left corner or coordinate (0,1) of the ROC space, representing 100% sensitivity (no false negatives) and 100% specificity (no false positives). The (0,1) point is also called a perfect classification. A completely random guess would give a point along a diagonal line (the so-called line of no-discrimination) from the left bottom to the top right corners.
The diagonal line divides the ROC space in areas of good or bad classification/diagnostic. Points above the diagonal line indicate good classification results, while points below the line indicate wrong results (although the prediction method can be simply inverted to get points above the line).
E. Curve in ROC space
Discrete classification such as decision tree or rule sets usually produces numerical values or binary labels Y and N. For other types of classification such as Naive Bayes or neural network usually produce a probability value or score. To determine a point in ROC space for the probability value is usually by determining the threshold value, for example, if the probability value> 0.5 then Y and if the probability <= 0.5 then the N. In this way the point position in the ROC space can be determined. Placement of points according to the threshold would produce a ROC curve.
The data which would be analyzed was raised with Matlab Simulink. Fault was generated on node 650 with various types (i.e. line-to-line fault, single line-to-ground fault, and double line-to-ground fault) [1] . Total class fault is 11 ( Table 2) .
The Fault effect at bus 650 was recorded on other nodes. The recorded signal was the ABC signals. Signal was converted into dq0 signal, before extracted by wavelet transformation. The result of wavelet transformation was a feature extraction which was then classified by support vector machine (SVM). SVM classification results were then tested its performance by ROC analysis. The result was analyzed further to determine the mining of the analysis results.
III. RESULT AND ANALYSIS

A. Result of Wavelet Feature Extractions
Feature extractions performed with wavelet transformation based on the signals have been raised. The results of feature extraction would produce a clearer signal with smaller dimensions making it easier to be classified. Examples of initial signal and signal decomposition results are illustrated in Fig. 7 .
Results of the wavelet decomposition were the ABC signals which were transformed into a signal "dq0". Fig.  7 (a), (b) , and (c) show the decomposition results for each signal. Respectively, the process of decomposition performed on all existing signals. The results of this wavelet decomposition would then be identified with support vector machine (SVM).
B. Fault Identification with SVM
The results of feature extraction with wavelet transformation were then identified using a Support Vector Machine (SVM) which was built with Matlab. The number of classes to be identified was 11 (Table 2) and each class had 13 data measured from each node that existed. Out of the thirteen data, some were used as training data (2 to 5 data) and the rest were used as testing data. Strategy used for classification was the "One Against One (OAO)" [21] , [22] . This strategy was done by SVM classification for each class. If there were k classes there would be k (k-1) / 2 SVM which would be trained to distinguish samples from a class from one sample from another class. Usually, the classification of an unknown pattern was determined based on the maximum voting, where each SVM would choose a class.
To test the SVM program which had been made, experiments were conducted with randomly selected sequence of data to be trained and the data to be tested. Supposing that out of the 13 existing data, data 1and 2 were selected as training data and the rest was testing data. Results of identification with the data would indicate how much data from each class could be identified. The experiment was repeated 32 times for different data sequences.
Based on the experimental results, average of 95.01% data with a standard deviation of 4.71 was identified. This shows that SVM can identify the fault in the existing distribution system.
Performance of the classification results for each class can be seen in Table 3 . It shows, that each class can be identified well by SVM. The lowest identification was in Class 9 (AC Line to Ground fault). Meanwhile, other classes were identified above 85% and some even reached 100%. This shows that the SVM can identify the faults on the radial distribution system properly.
C. Data Mining based Receiver Operating Characteristics (ROC).
Receiver Operating Characteristics (ROC) is one of the methods in data mining. Data mining is suitably applied to detect faults in power systems distribution because it involves real time and large data. ROC graphs are useful for organizing classifier and visualizing their performance. The combination of SVM and the ROC are well suited to detect interference with the power system distribution. With the ROC will be determined whether the SVM classifier has good performance.
With ROC analysis, the value of true positive rate, true negative rate, false negative rate and false positive rate (Fig. 8) and area under the curve ROC (AUC) would be determined. The results of the analysis is presented in the ROC curves and contingency tables.
The table in Fig. 8 is presented in graph in Fig. 9 to determine the percentage of each value, while classification performance calculations are presented in Table 5 .
From Table 5 , Sensitivity value = recall = 0.7661, and specificity = 1 -FP rate = 1-0.017 = 0.983. The probability test is positiv for known classes = 0.7761, and the probability test is negative for classes that are not known = 0.983. The level of accuracy is 0.7661 that means error rate is 22.25%. Precision value of 0.9878 indicates the probability that the class is recognized when the test is positive
The result of ROC analysis can also be described in the ROC graph so that Area Under Curve ROC graph (AUC) can also be calculated as shown in Table 6 . Analysis results in Table 6 stated that the area under the curve (AUC) was 0.85854 with standard error of 0.01021, while the value of confidence interval (95%) was in the range of 0.83853 -0.87856. Value cut-off point for the best sensitivity and specificity values are marked by 8.00, the blue circle (Fig. 10.) . Based on the area under the curve of 0.85854, the resulting classification performance, "SVM" can be classified as "good". Classification performance can also be described in the precision-recall graph (Fig. 10) . (Table 5) indicates the performance of the classification is -good".
IV. CONCLUSION AND FUTURE WORKS
Support Vector Machine can be used to identify the occurrence of faults in power system, especially the radial distribution system properly. The addition amount of data that are identified can improve the performance of identification. In the previous study with 10 replications of data for each type of fault identification, score of 84.31% was obtained. By adding data from 10 to 13, level of recognition rises to 95.01%. The use of wavelet transformation as feature extraction will cause the signal more easily recognizable ROC analysis showed that the classification performance was "good", This is shown by the ROC graph in which all points are above the boundary line y = x. In addition, the value of the area under the curve (AUC) was 85.85% showing that the classification performance was in good categories.
In the future identification using wavelet-SVM-ROC will be applied to other plant, among others is to detect faults on the electricity network in a building and the HVAC (Heating, Ventilation and Air Conditioning) system.
