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Abstract
Abstract
Recent years have witnessed a rapid growth in the demand for streaming video over
the Internet, exposing challenges in coping with heterogeneous device capabilities and
varying network throughput. When we couple this rise in streaming with the growing
number of portable devices (smart phones, tablets, laptops) we see an ever-increasing
demand for high-definition videos online while on the move. Wireless networks are
inherently characterised by restricted shared bandwidth and relatively high error loss
rates, thus presenting a challenge for the e cient delivery of high quality video. Addi-
tionally, mobile devices can support/demand a range of video resolutions and qualities.
This demand for mobile streaming highlights the need for adaptive video streaming
schemes that can adjust to available bandwidth and heterogeneity, and can provide
us with graceful changes in video quality, all while respecting our viewing satisfaction.
In this context the use of well-known scalable media streaming techniques, commonly
known as scalable coding, is an attractive solution and the focus of this thesis.
In this thesis we investigate the transmission of existing scalable video models
over a lossy network and determine how the variation in viewable quality is a ected
by packet loss. This work focuses on leveraging the benefits of scalable media, while
reducing the e ects of data loss on achievable video quality. The overall approach
is focused on the strategic packetisation of the underlying scalable video and how to
best utilise error resiliency to maximise viewable quality. In particular, we examine
the manner in which scalable video is packetised for transmission over lossy networks
and propose new techniques that reduce the impact of packet loss on scalable video by
selectively choosing how to packetise the data and which data to transmit. We also
exploit redundancy techniques, such as error resiliency, to enhance the stream quality
by ensuring a smooth play-out with fewer changes in achievable video quality.
The contributions of this thesis are in the creation of new segmentation and
encapsulation techniques which increase the viewable quality of existing scalable models
by fragmenting and re-allocating the video sub-streams based on user requirements,
available bandwidth and variations in loss rates. We o er new packetisation techniques
which reduce the e ects of packet loss on viewable quality by leveraging the increase in
the number of frames per group of pictures (GOP) and by providing equality of data
in every packet transmitted per GOP. These provide novel mechanisms for packetising
and error resiliency, as well as providing new applications for existing techniques such as
Interleaving and Priority Encoded Transmission. We also introduce three new scalable
coding models, which o er a balance between transmission cost and the consistency of
viewable quality.
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Chapter 1
Introduction
Thesis Statement: Strategic packetisation and error resiliency can improve the e -
ciency and quality of scalable media delivery over lossy networks.
Before the advent of the Internet, the option to view our favourite TV show
was limited by two factors, namely: location, i.e. the position of the television, which
was predominately in the main living room of our home and time, i.e. when the
TV show was broadcast. The introduction of the Internet and the option to access
video online, known as Internet Video, have removed both of these limiting factors.
Increases in broadband speeds for both cellular and fixed line networks coupled with a
surge in portable devices (smart phones, tablets, laptops) have provided Internet video
the opportunity to grow at an astonishing rate. According to the 2012 Cisco Visual
Networking Index [1], by 2017, 69% of all Internet tra c will be video. Over 14% will
be Internet video directly to TV. When P2P file sharing of video is included, then video
tra c will range from between 80% to 90% of all Internet tra c.
When we couple this rise in Internet video with the growing number of portable
devices we see an ever-increasing demand for high-definition online videos while on the
move, i.e. provided by wireless networks such as Cellular, Satellite and Wi-Fi. In the
2013 Cisco global data tra c forecast [2], currently over 53% of mobile data is video and
this will rise to 69% by 2018. This growth in demand is alarming for mobile network
operators, who are already struggling to keep up with data backhaul demands and the
management of di erent wireless networks with diverse data rates. At the same time,
users expect to view high quality video on devices with vastly di erent configurations,
ranging from tiny smartphones to large-screen high-definition TVs. Before we examine
the strain this demand in transmitted video data will place on existing networks, we
first present a brief overview of Internet video.
1
1. Introduction 1.1 Streaming Video over the Internet
Figure 1.1: Two wireless networks, cellular and Wi-Fi, connected via the Internet to a
single media server
1.1 Streaming Video over the Internet
Internet video involves the delivery of a video file from a Server located in one area of
the Internet to a Client in a di erent location on the Internet. Figure 1.1 represents this
geographical separation of Server and Client. In this image we illustrate four di erent
devices, of contrasting physical size, which are connected via two wireless technologies,
i.e. Cellular and Wi-Fi, to a single Server located in the Internet. If we use the
example of the laptop; the video file is transmitted from the Server over physical links
on the Internet until the data arrive at the Wi-Fi router and are transferred wirelessly
to the laptop. Two distinct transmission models are used to transmit the video data
from the server to the client and these are “Download” and “Streaming”. “Download”
requires that all of the file is received at the client prior to reaintuction, or decoding,
and subsequent viewing of the video contents. Dependent on bandwidth speeds, video
file size and losses in the transmission network, “Download” can take considerable time
before the video file can be viewed. Thus it is beneficial only when a video file is
to be viewed at a later time. “Streaming” on the other hand provides a means of
transmitting video which can be viewed nearly immediately upon initial receipt, i.e.
known as real-time viewing. Hence streaming is widely utilised for sports events and
news broadcasts. “Streaming” video data are structured so that once a portion of the
data are received at the client, decoding can occur. As long as video data can arrive
at the client marginally faster than can be decoded and viewed, then no disruption in
viewable quality is perceived. It is important to understand that the path from Server
to Client is not influenced by the transmission model, i.e. download or streaming.
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1.2 Adaptation of Video based on User and
Network Constraints
Traditionally, the structure, or encoding, of the video file is based on three options
and these are:
1. Resolution - the number of pixels in width and height. A pixel is a single phys-
ical point on a screen and is traditionally composed of varying intensities of the
colours red, green and blue. A standard HD compatible TV has a resolution of
1920 pixels wide and 1080 pixels high. As the transmission cost of each pixel is
equal irrespective of displayed colour, varying the resolution provides a means of
adapting transmission cost, also known as varying the bitrate.
2. Frame rate - the number of frames per second. Each video is composed of images,
and it is the number of images, or frames, displayed per second that provide the
illusion of movement. Each frame has a encoding cost and decreasing the number
of frames transmitted, reduces the transmission cost.
3. Fidelity - the quality level for each frame. Quality can be defined as the sharpness
of the video. By reducing the sharpness, or blurring, the content of a video frame,
the variation in colour between adjacent pixels is reduced. This increases the
number of pixels with the same colour intensity and reduces the number of pixels
that need to be transmitted.
1.2 Adaptation of Video based on User and Network Con-
straints
Now that we understand the underlying structure of the video being transmitted over
the network, we need to consider why a user may select a specific encoding. The
viewable quality of a video is governed by restrictions mandated by both the viewable
device itself and the transmission network over which the video is delivered. We begin
by considering the constraints imposed by the network.
1. Network Constraints - Each link on the network has a limited amount of available
bandwidth. Each network is also limited by the underlying technology of the
network. Wireless networks tend to have low available bandwidth and a relatively
low number of users in comparison to wired physical networks. The level of
available bandwidth determines the amount, or quantity, of data that can traverse
the specific link on the network. Once the amount of data traversing the network
exceeds the level of available bandwidth, data will be lost. In physical networks
this loss, called packet loss, is typically executed at the routers and switches,
where the packets traversing the network are simply dropped. While in wireless
networks, the packet loss rate is commonly caused by weak signals, by mobility
of the user, and by bit errors, i.e. corruption in the data received by the user.
Another source of packet loss is bad channel conditions which naturally occur in
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1.2 Adaptation of Video based on User and
Network Constraints
Figure 1.2: Four portable devices streaming video data over two wireless networks, cel-
lular and Wi-Fi, connected via the Internet to a single media server
every wireless channel at a di erent loss rate, predisposing wireless networks to a
higher packet loss rate than physical networks. Typically the viewable quality of
a specific encoding of the stream is determined by the level of packet loss incurred
during transmission. In general, the level of packet loss tends to vary over the
duration of the stream.
2. Device Limitations - As seen in Figure 1.1, we show the transmission path from
a Server to four di erent devices, while also illustrating the transmission of a
single stream when four devices are viewing a single clip with the same encoding,
with each device receiving the same data. In Figure 1.2 we extend this example
and illustrate where each device is streaming a di erent video encoding from
the Server. Let us assume that each device is viewing a di erent video clip and
not just a di erent encoding of the same clip. Each stream is colour coded:
black for the tablet, blue for the phone, red for the personal computer and green
for the laptop. The selection of video encoding for each device is based on the
capabilities, or the limitations, of each device, examples of these constraints are
physical size or resolution, computational complexity and battery limitations. By
varying the video encoding options, the user can receive the correct video file for
their respective device.
If we now assume that each user is watching the same video, albeit with di erent
encodings, we begin to note why video streaming is consuming so much of the
available bandwidth. In our example, four versions of the stream traverse the
same link from server to Internet, but more worryingly there is an increase in
the data being transmitted over the limited resources of the wireless networks, as
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two encodings of the same stream are being transmitted over each of the wireless
networks. As the number of users streaming the same data in di erent encodings
increases, this reduces the available bandwidth for other users, which in turn
causes higher packet loss rates and reduces the perceived quality of the user.
To counteract the encoding variability that can occur due to device and net-
works requirements, servers tend to o er a selection of predefined static encodings from
which to choose, sometimes known as Multi-bitrate streaming or Simulcast [3]. A single
encoding may result in unsuitable video quality for some devices or networks. Main-
taining multiple copies of the same video, but with di erent encodings, elevates storage
requirements on the Server and increases overall transmission cost. To illustrate the
level of encoding variations that can occur due to the number of di erent devices as
well as the di erence in transmission networks: for each video available on Netflix there
are 120 di erent encodings available to select [4]. More importantly, this form of static
streaming, where each stream is a fixed encoding, lacks the flexibility of adapting to
changes in network conditions and may result in ine cient usage of network bandwidth
as the number of users increase.
To counteract this duplication of data, adaptive, or scalable, modes of video
streaming are proposed in the literature. These modes change the streaming encoding
characteristics according to changes in the transmission context, e.g. device capabilities,
service cost, and available resources, or in user requirements. Adaptation is typically
based on two options:
i. Re-selection of the stream but at a di erent quality level. This is commonly
achieved by including exchange points within the stream at predefined time pe-
riods. At each of these points in the stream, the user can adapt the quality of
the stream by re-selecting a change in fidelity, frame rate, resolution, or any com-
bination of same, this is commonly know as “progressive download”. As only a
segment of the stream at the required quality level is required, this reduces overall
transmission cost as the entire stream does not need to be re-downloaded. An
example of this option is Dynamic Adaptive Streaming over HTTP (DASH ) [5].
Adaptive streaming is susceptible to overhead transmission costs from the client,
where each individual segment is requested from the server. Adaptive streaming
is also prone to increased storage costs as multiple quality levels of each segment
are available. As this form of selective adaptation is user-centric, i.e. the quality
of the stream is based on the requirements of an individual user, there is no im-
mediate savings in either storage cost or transmission cost, even when multiple
users are viewing the same stream. Each of these multiple users may select a
di erent encoding to suit their respective device and network constraints. Only
when multiple users are watching the same encoding can there be a reduction in
transmission cost.
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ii. Selection of a subset of the media data being received, so as to scale the stream to
suit the required fidelity and network conditions. Generally, a video is identified
as a scalable stream when an original high quality version of the video can be
encoded into a set of sub-streams such that a combination of one or more of these
sub-streams can be used to replay the video at varying quality levels. An example
of this option is Scalable Video Coding (SVC ) [6]. SVC reduces the storage cost as
only one encoding is required, albeit at a higher bitrate. But the structure of SVC
is detrimentally a ected by network loss, such that relatively low level of network
loss can cause noticeable deterioration in viewable quality. This form of selective
adaptation is also user-centric, i.e. the sub-stream(s) selected are based on the
requirements of an individual user. The structure of SVC provides immediate
reductions in transmission cost when multiple users are viewing the same stream,
such as occurs with IPTV [7]. As a single SVC stream is composed of multiple
sub-streams, each individual user need only select the sub-streams required to
decode their respective viewable quality, thus the sub-streams common to all
users are transmitted once, reducing overall transmission cost.
One additional technology is required to transmit one single stream to multiple
clients. Multicast [8] permits a reduction in the number of streams by replicating
the stream during transmission at the network routers and switches. Thus only
one stream is transmitted over any single link on the network. To determine which
stream data belong to which client, clients join Multicast groups and accepted
stream data based on the group IP address. Thus sub-streams common to all
users can be combined to form a single Multicast group. This approach can cause
network loss for some users where the bandwidth available in the network is lower
than the transmission rate of the sub-streams common to all users. Which can
lead to congestion induced packet loss and subsequent deterioration in viewable
quality for some users. In the literature, Receiver-driven Layered Multicast [9, 10]
is proposed as a means of reducing this form of loss by permitting each user to
specify the level of quality required based on device and network limitation but
can lead to an increase in the number of multicast groups required due to the
granularity demanded by some users.
Video conferencing is an example where both adaptive and scalable techniques
are now being researched as a means to maintain viewable quality for users with diverse
requirements. Cisco o ers a white paper [11] which provides an overview of the codecs,
or encoding processes, currently available for video conferencing.
Next, we consider the motivation for the research undertaken in this thesis. From
smart devices to set-top boxes and from YouTube to Netflix, the demand for media is
increasing but transmission of media data over lossy networks such as Cellular, Satel-
lite and Wi-Fi can cause intermittent connections, network congestion and mitigate
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the achievable viewable quality of the user. We have seen that the transmission net-
works are limited in available bandwidth, experience data loss and are susceptible to
duplication of data over the network. While static streaming provides encodings which
better reflect user requirements, this form of streaming increases overall transmission
cost and storage requirements. Adaptive streaming provides a fine grained approach to
video quality selection, but with higher overhead and storage costs. Multicast provides
the transmission mechanism required to reduce overall transmission cost for multiple
users viewing the same stream, but quality can deteriorate when limitations in avail-
able bandwidth occur. Scalable streaming provides the promise of independent stream
qualities with e cient cumulative stream transmission, while minimising storage and
transmission costs for multiple users but is sensitive to network loss. The increasing
demand for media streaming highlights the need for scalable video streaming schemes
that can adjust to available bandwidth, where the transmission network can limit the
quality of the video streaming, and can provide the user with graceful changes in video
quality as loss rates increase, all while increasing viewing satisfaction.
Finally, we clarify the scenario in which this research can be utilised relative to
existing techniques currently deployed in an overall media streaming architecture.
i. Feedback Mechanisms - Typically feedback mechanisms are used by existing
streaming models, i.e. DASH, so as to provide a means of changing the choice of
resolution/quality level so as to adapt to variations in the transmission packet loss
rate. Our scalable streaming models o er techniques which consider static levels
of error correction, irrespective of network loss rates, so as to minimise overall
transmission cost, i.e. Scalable Description Coding (SDC) and Adaptive Layer
Distribution (ALD), while also o ering adaptive level of error correction, based
on determined underlying network loss rates, so as to provide a balance between
overall transmission cost and maximised viewable quality, i.e. Streaming Classes
(SC).
ii. Transmission Models - Unicast and Multicast are normally used for the trans-
mission of data over the Internet. The packetisation techniques we propose, i.e.
Section-Based Description Packetisation (SDP) and Section Distribution (SD)
can be utilised to maximise viewable quality irrespective of the underlying trans-
mission model.
iii. Deployment - The optimal environment for using our streaming models and op-
timisation techniques is primarily pre-transmission. Our segmentation and en-
capsulation techniques define the structure of the underlying media content post-
encoding, while our packetisation techniques define the composition of the packet
data prior to transmission.
In contrast, one of our streaming models, i.e. Streaming Classes (SC), provides
a novel transmission framework which considers all aspects of encoding, pack-
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etisation, transmission, decoding and subsequent viewing and provides adaptive
mechanisms for determining and supporting consistent high levels of viewable
quality for all users.
1.3 Summary of Thesis Contributions
The following is a list of the contributions contained within this Thesis:
i. New segmentation and encapsulation techniques which increase the viewable qual-
ity of existing scalable models by fragmenting and re-allocating the video sub-
streams based on user requirements, available bandwidth and variations in loss
rates, i.e. grouping subsets of scalable data and allocating selective levels of error
resiliency so as to provide high levels of viewable quality for all users irrespective
of user and network issues.
ii. New Packetisation techniques which reduce the e ects of packet loss on viewable
quality by leveraging the increase in the number of frames per group of pictures
(GOP) and by providing equality of data in every packet transmitted per GOP,
i.e. each packet is composed of the same levels of prioritised video data.
iii. New scalable streaming models which increase the consistency of viewable quality
over time while minimising the level of error correction required to recover from
varying levels of network loss.
1.4 Thesis Structure
The remainder of the Thesis is organised as follows.
• Chapter 2, “Background and Related Work”, presents relevant background and
related work, as well as an overview of the topics considered and the goals of this
work. 1
• Chapter 3, “Scalable Description Coding (SDC)”, we describe our initial approach
to increasing quality in scalable video by introducing scalability to description-
based streaming. This chapter is based on SDC: Scalable Description Coding for
Adaptive Streaming Media [14] which was presented at the 19th IEEE Interna-
tional Packet Video Workshop (PV 2012 ), Munich, Germany in May 2012.
1An article was published in a (non peer-reviewed) publication that was written for “outreach”
purposes. The article was entitled “TV on the move: How the growth in Internet streaming influences
the video quality on your mobile device”[12] and was published in the Boolean [13] magazine for
UCC. The Boolean is an annual collection of short papers in which doctoral students describe their
area of research and some of their main findings. These articles are journalistic in nature and are
written so as to be accessible to a non-specialist audience.
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• Chapter 4, “Adaptive Layer Distribution (ALD)”, presents our design to increase
viewable quality by increasing the number of descriptions transmitted per GOP
while decreasing transmission cost by leveraging equality at the packet level. This
chapter is based on ALD: Adaptive Layer Distribution for Scalable Video [15]
which was presented at the Multimedia Systems Conference (MMSys 2013 ), Oslo,
Norway in February 2013 and on a journal version of ALD: Adaptive Layer Dis-
tribution for Scalable Video [16] which has been accepted for published by Mul-
timedia Systems Journal (MMSJ ).
• Chapter 6, “Subjective Testing”, illustrates our subjective testing of SVC, MDC,
SDC and ALD and their respective variants proposed in Section 3.3 and Sec-
tion 4.2.
• Chapter 5, “Streaming Classes (SC)”, introduces a scalable framework which
increases the viewable quality of scalable and description-based models by selec-
tively allocating data to prioritised classes. A journal version of the contents of
this chapter, to be titled “E cient Delivery of Scalable Video using a Streaming
Class Model” is currently under development and will be submitted to Transac-
tions on Multimedia Computing, Communications and Applications (TOMM ) at
a later date. 2
• Our conclusions are presented in Chapter 7.
2The contents of chapters 3 to 5 were used as the basis for a patent application. The patent
“Method and System for Scalable Description Coding for Adaptive Streaming of Data”
(PCT/EP2013/059686) [17] was submitted in 2013 and is currently under PCT review.
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As we have seen in Chapter 1, recent years have featured a dramatic rise in the vol-
ume of video streaming tra c over the Internet and mobile networks. This increase
contributes to a widely acknowledged bandwidth "crunch" at the network edge and is
enabled by new devices that feature a large diversity in their capabilities. However,
the increase escalates many transmission issues faced by media streaming applications.
The current model of transmitting multiple versions of the same video to di erent de-
vices is over burdening the transmission network and is causing data to be lost during
transmission. The e ects of this duplication of data is being viewing in the reduction
of achievable quality for each of the received streams. Hence, using adaptive video
streaming schemes [18] that can adjust, or scale, the achievable quality of the me-
dia stream to the available bandwidth evolves as a crucial need for both transmission
networks and streaming applications. Multi-bitrate streaming (adapting) and layered
coding (scaling) are the two primary streaming models that support video scalability.
The following provides a brief overview of each technique:
i. Multi-bitrate (MBR) streaming is a mechanism by which a media clip is encoded
as several streams each with a di erent bitrate and a distinct quality version of the
original media clip, sometimes known as Simulcast. Simulcast permits the Server
to simultaneously stream multiple versions, or encodings, of the same video file.
Early adoption of this mechanism limited the video choice of the user to only one
of the available bit-rates. Subsequent change in quality required user video re-
selection. A highly e cient [19] and widely used implementation of this concept
is the H.264/MPEG-4 Part 10 or AVC (Advanced Video Coding) compression
standard [20, 21].
Recent multi-bitrate technologies such as HTTP streaming enable stream qual-
ity adaptation by separating the stream into video sections, commonly known as
segments. Each segment corresponds to a URL and selecting the required URL
permits the decoder to switch between the di erent qualities based on a num-
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Figure 2.1: The adaptation of quality for a HTTP stream being transmitted to the iMac
from Figure 1.2
ber of settings, such as user requirements or network conditions. Examples of
this technique include 3GPP Packet-switched Streaming Service (PSS) [22] and
Dynamic Adaptive Streaming over HTTP (DASH) [5]. PSS provides for an RTP-
based implementation of MBR streaming. RTP (Real-Time Transport Protocol)
is a standardised packet format for transmitting video over IP networks. DASH,
while a component of the specification of PSS, has developed independently from
PSS. DASH provides HTTP-based progressive download and adaptive streaming.
DASH alters quality by selecting the segments that best suit device requirements
and network conditions. The main limitations of a multi-bitrate scheme include
large storage and bandwidth requirements, as multiple encodings of the same
video clip are stored and transmitted over the network. Content delivery net-
works (CDN ) [23] can be used to reduce the large storage costs of a single server.
CDN is a mechanism by which frequently used data can be stored closer to the
edge of the network, thus reducing the time taken to transmit data from server
to client. DASH is compatible with CDN, due in part to the creation of stream
segments, i.e. partitioning each of the individual quality streams into smaller
portions. CDN utilises DASH to reduce the amount of data being stored and
streamed, as only popular segments and specific bit-rates need to be stored close
to the edge.
Figure 2.1 illustrates the adaptation of quality for a HTTP stream being trans-
mitted to the personal computer from Figure 1.2. The same colour coding from
Figure 1.2 is used to explain the adaptation of stream quality as di erent video
segments are chosen as time progresses. Changes in network loss is an example
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Figure 2.2: Four portable devices streaming a single layered video stream over two wire-
less networks, cellular and Wi-Fi, connected via the Internet to a single media
server. The single purple container illustrates how the layered stream consist
of the individual streams depicted in Figure 1.2
of the cause of the variation in viewable quality presents in Figure 2.1.
ii. To counter the increase in bandwidth utilised by MBR streaming, an adaptive
streaming technique, commonly known as layered coding [24], provides a means of
adapting stream quality by adjusting the stream bitrate. Layered coding provides
a means of encoding numerous fidelity (quality) levels as one stream. In layered
coding, a high quality media clip is fragmented into N layers, which consist
of a single base layer and N ≠ 1 enhancement, or enhanced, layers. The base
layer generally supports coarse minimal quality. The reception of the subsequent
enhancement layers increase the viewable quality by providing an increase in
temporal, spatial or quality dimensionality. Thus stream quality adaption of
layered coding is provided by means of layer selection.
Figure 2.2 illustrates an example of a single layered stream, composed of four
layers, being transmitted to four devices with di ering requirements. It can be
seen that only one stream is transmitted over the Internet, and in comparison
to Figure 1.2 only one stream is transmitted over each of the wireless networks.
Thus reducing the number of channels being utilised to transmit the video stream.
As illustrated in Figure 2.2 it can be useful to think of layered coding as a single
high quality container which consists all of the individual streams depicted in
Figure 1.2.
An example of layered coding is Scalable Video Coding (SVC ) [6, 25], an extension
to the H.264/MPEG-4 Part 10 or AVC (Advanced Video Coding) compression
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standard. A major limitation to layered coding is that the technique implements
a prioritised encoding hierarchy such that the increase in quality delivered by an
enhancement layer is subject to the availability at the decoder of all lower layers
that the enhancement layer is dependent upon [26]. In this manner, the loss
of a lower layer prohibits the decoding of all higher enhancement layers. More
seriously, the loss of the base layer invalidates the video decoding.
A major di erence between MBR and Layered Coding is the mechanism for
stream adaptation. Both mechanisms communicate with the Server for the initial
stream quality level. With MBR a feedback mechanism to the Server is required for
selection of the next quality level. The quality of the stream will only adapt once
a request for the next segment is sent to the Server and successfully received by the
Client. While for Layered Coding the composition of the stream permits adaptation of
the stream in real-time at the Client-side. Adaptation of stream quality can be achieved
by dropping, or deleting, specific layers within the bitstream.
The remainder of this chapter shall use the encoding extensions of H.264 as
a means of explaining the variation that can occur in transmission cost and viewable
quality based on the encoding utilised. We shall also illustrate in detail the composition
and structure of the various elements and present one additional streaming model:
Multiple Description Coding (MDC ), well-known in the literature, which attempts to
reduce the limitation of layered coding [27]. [28] provides a comprehensive performance
comparison between layered coding and MDC.
2.1 Advanced Video Coding
The Advanced Video Coding Standard (H.264/AVC ) [29] is widely used in hardware
and software products, such as mobile phones, Blu-ray players, satellite systems, and
for videoconferencing. AVC provides the same stream quality for approximately half
the data rate of MPEG-2 [29], thus e ectively doubling the coding e ciency. AVC only
standardises the bit-stream format and the central decoding process, i.e. converting the
encoded syntax into a viewable stream. All other options, such as transmission, error
loss concealment, encoding algorithms, are vendor specific; thus maximising industry
deployment of the AVC standard by permitting manufacturers to package AVC to suit
their needs.
The bitstream organisation of an AVC stream is provided by encapsulating the
bitstream components into Network Abstraction Layer (NAL) units and by using a
Video Coding Layer (Video Coding Layer) to carry data associated decoding infor-
mation, such as temporal and spatial prediction. The NAL was created to provide
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network-friendly encapsulation and provides this by including header information which
can be used by packet and bitstream based transmission.
By gathering a number of continuous frames in to a collection known as a group
of frames (GOF) or group of pictures (GOP), AVC provides an e cient mechanism for
creating frame interdependency based on intra- and inter-frames, such as I, P and B
frames. Intra-frames (I frames) are fixed points in the stream, and are independent of
other frames, while inter-frames (P and B frames) provide a means of bitrate reduction
by relying on adjacent frames for supplementary data prior to decoding. Accordingly,
the transmission cost of a stream with a higher GOP rate, i.e. number of frames per
GOP, will be smaller than an equivalent stream with a lower GOP rate.
Looking to the near future the High E ciency Video Coding (HEVC ) [30, 31]
(H.265) standard is expected to yield an increase in the number of channels of HD
video content for a selected quality level while halving the transmission bit-rate [32].
HEVC will lead to more e cient encoding/decoding mechanisms and further enabling
the transmission of high quality media streaming over constrained networks.
2.2 Layered Coding
The potential benefits of layered media streaming techniques are apparent by per-
mitting the adaptation of video to match the device resolution and available network
resources, without significantly reducing user Quality of Perception (QoP) [33]. But
as previously mentioned, a major limitation in layered coding is the prioritised encod-
ing hierarchy by which the increase in quality provided by an enhancement layer is
subject to the availability of lower layers at the decoder that the enhancement layer
is dependent upon. In this manner, the loss of a lower layer prohibits the receipt of a
higher enhancement layer. More seriously, the loss of the base layer invalidates video
decoding. The limitation is further exacerbated when the individual frame types i.e.
I, P and B frames of a GOP, mandate inter-frame dependency such that the loss or
a low quality decoding value of a frame can further limit the achievable quality of all
dependent frames [26], thus mandating low quality decoding.
Figure 2.3 illustrates the frame interdependency of an eight frame GOP encoding.
The interdependency of nine frames are shown, as the I-frame from the next GOP is
used to reduce the bitrate of a number of B-frames within the current GOP. For layers
one and two, the encoding creates P frames for each frame, while for layers three to
eight, the encoding implements a IBBBPBBB design. The arrows in Figure 2.3 present
the frame interdependency, with the arrow point denoting the dependent frame. As
can be seen, the loss or a low quality value of an I or P frame will mandate low
quality streaming for all frames which are dependent on it. Larger GOP values may
contain a similar structure. This frame interdependency makes Layered Coding an
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Figure 2.3: An example of the Inter-frame dependency for an eight frame GOP layered
encoding. The second I-frame illustrates the inter-dependency of an adjacent
GOP.
unattractive approach for links featuring a high error probability such as wireless links,
as it necessitates the overhead of retransmission schemes to recover lost packets.
For layered coding, stream scalability can be imposed in three directions: tem-
poral (resolution), spatial (frame) and quality (fidelity) [26]. As such, significant con-
sideration is given to encoding decisions, such as the selection of the scalable encoding
scheme, how many distinct resolutions will the stream contain, how may quality layers
per resolution, and will the stream contain a variable frame rate. The answer to each of
these questions will determine the initial encoding and as such the achievable quality,
transmission cost, susceptibility to network loss and the benefits or constrictions im-
posed on the transmission medium. Common practice would indicate that the diverse
requirements of the clients will denote the initial encoding, but there are implementa-
tions where the initial encoding may be based on a default encoding selection. These
default settings may be used where the media stream is pre-encoded prior to client
selection, such as occurs with stored pre-recorded media.
A structure hierarchy of a stream encoded with layered coding is composed of
one base layer (BL), layer 1, and numerous enhancement layers (EL), layer 2 to N . In
layered coding, the layer index value denotes the achievable quality, such that, relative
to the current layer, layers with a smaller index value are seen as lower layers and layers
with a larger index value are seen as higher layers. Layered coding implements a dual
procedure prioritised encoding hierarchy;
1. It provides an inverse correlation between layer index value and priority i.e. the
lower the layer index value, the higher the priority.
2. An EL layer of a higher quality may depend on a lower quality EL layer but all
EL layers are dependent on the BL.
In this manner, the BL provides a coarse grained version of the stream, while
the EL provide for an incremental increase in quality, by utilising the frame data
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from the lower layers, thus facilitating datagram re-use and bandwidth reduction. The
next section reviews Scalable Video Coding, which is an implementation based on the
concepts of layered coding.
2.2.1 Scalable Video Coding (SVC)
Scalable Video Coding (SVC ) is an extension to the H.264/MPEG-4 Part 10 or AVC
(Advanced Video Coding) compression standard. The SVC standard [34] provides a
mechanism for devices to adjust stream quality by varying the bitrate of the media
stream so as to suit network conditions and device requirements. Similar to AVC, SVC
only standardises the bit-stream format [35] and the central decoding process, thus
permitting transmission protocols to be designed independently, such as a variant of
RTP for SVC [36, 37]. [38] provides information on the transport structure of SVC
using RTP. Benefits of SVC include permitting devices to utilise pre-bu ered lower
layer data when requesting an increase in stream quality. An example of this benefit
is where the base layer has been received and their exists su cient bandwidth and time
to increase viewable quality by receiving an additional higher layer. Only the additional
layer needs to be transmitted and not the base layer, thus minimising the bandwidth
transmission cost. Thus providing the benefit of cumulative stream transmission, where
di erent layers can be combined to increase overall viewable quality. This also allows
devices with di ering stream requirements to selectively choose between the layers on
o er, to maximise their respective stream quality without requesting additional data to
be transmitted. As well as implementing the key concepts of layered coding, SVC also
inherits the GOP functionality of AVC. Looking to the future, a scalable extension to
HEVC is proposed [39, 40].
SVC maintains the bitstream organisation introduced in AVC by encapsulating
the bitstream components in Network Abstraction Layer (NAL) units, which are organ-
ised as Access Units (AU ). An AU is associated with a single sampling instance in time,
commonly referred to as a frame. In a single AU, the SVC bitstream is segregated into
slices, which correspond to the distinct quality layers, based on dependency ID (Did),
temporal ID (Tid) and quality ID (Qid). A subset of the NAL unit types is a Video
Coding Layer (VCL), and contains the coded picture data associated with the source
content. Non-VCL units carry data associated decoding information. In this manner,
NALUs can be viewed as containing both data or control elements. Within an AU, the
VCL(s) associated with a given Did and Qid are referred to as a “layer representation”.
A Did and Qid with value zero, denotes base layer decoding and is compliant with AVC
(note in an SVC stream only the base layer is AVC compliant). Based on Did and Qid,
all VCL and non-VCL in an AU are defined as a scalable layer. SNR scalability is based
on either Course-Grained Scalability (CGS), which excludes/includes a complete layer
when decoding a bitstream or Medium-Grained Scalability (MGS) selectively omitting
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NAL units belonging to MGS layers. The selection of NAL units to be omitted can be
based on the fixed length fields in the NAL unit headers.
In Section III of [38], the authors provides information on the transport structure
of SVC. Figure 2.4 is reproduced from this paper and illustrates an example of three
SVC layers being transmitted over three RTP streams, where each RTP stream contains
data from di erent layers or multiple layers, for one or more frames.
Figure 2.4: An example of three SVC layers being transmitted over three RTP streams
Figure 2.4, reproduced from [38], demonstrates how the SVC data are first defined
based on frame (referenced as Access Units (AU )), then on layer allocation, such that
NALUs can be created containing a combination of frame/layer data. Each datagram
in the RTP stream is composed of a single NALU header and associated SVC data
from a single layer but from one or more AU(s). If layer data for an AU is allocated
to a single NALU, the NALU header is defined as a “Single Time Aggregation Packet”
(STAP). If the layer data from a single AU is allocated to two or more NALUs, then
a NALU “Fragmented Unit” (FU ) header is utilised and finally if a NALU contains
layer data from numerous AUs, then a “Multiple Time Aggregation Packet” (MTAP)
NALU header is defined. These NALU headers are defined to provide information
on the structure of each data segment contained within the datagram, so as to allow
sub-stream extraction at the receiver.
The goal of SVC is to provide prioritised inter-dependent layers which mandate
graceful degradation of viewable quality during periods of network loss, i.e. as the
percentage loss rate increases, the viewable quality of SVC is incrementally reduced
due to the lower available bit-rate. In reality this is not so. SVC is acutely a ected by
stream quality degradation, as the percentage of datagram loss increases. This is due
to the layer dependency inherent in SVC, where the loss of a lower layer aversely a ects
the decodable quality, as the higher quality layer, which depends upon it, is unable to
extract frame data and as such is un-decodable. In a mobile context this is a significant
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Table 2.1: Notation
N The number of SVC layers per Group of Pictures (GOP)
Ll,x Transmission cost of SVC Layer l, Ll, for frame x
Section A segment or a reduced piece of an SVC Layer
Sl,x Byte-size of a Layer section of SVC Layer l for frame x
l Integer value corresponding to the layer number of Ll
GOP The number of frames per GOP
Dc A complete description, containing sections from layers 1 to N
q Number of SVC layers required to decode Layer q
factor that would a ect its adoption.
Figure 2.5: An example of a 6 Layered SVC stream
Figure 2.5 highlights a six-layer example of SVC. The interdependency of the
individual layers are determined by the selection of stream scalability of the original
encoding, i.e. temporal, spatial and quality scalability. Typically there are only two
dependency scenarios, either:
1. Every layer is dependent on all lower layers, i.e. to decode any specific higher
layer would require all lower layers. This dependency would occur if only one of
the stream scalability options is utilised.
2. Only a subset of lower layers are required to decode a higher layer, as occurs when
more than one the stream scalability options is used.
Figure 2.6, reproduced from [41], illustrates how the dependency of each specific
layer (presented as a cube) is dependent on a combination of the resolution, frame rate
or the quality (not labeled in the z-axis) of the layer. But irrespective of encoding
scalability, the base layer, L1, is required to decode all higher layers, and the highest
layer index, Layer 6, from our example, requires all lower layers to decode.
If we assume that quality layer q is dependent on all lower layer 1 . . . q ≠ 1, then
the transmission cost for SVC to decode quality layer q can be seen as
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Figure 2.6: 3-dimensional representation of a layered stream composed of temporal,
spatial and quality (not labeled in the z-axis) scalability
SV C(q) =
GOPÿ
frame=1
A qÿ
l=1
Ll,frame
B
(2.1)
or using a simple single frame per GOP example
SV C(q) =
qÿ
l=1
Ll (2.2)
Thus to recap, SVC provides:
1. Prioritised inter-dependent Layers. The viewable quality of higher (enhancement)
layers can be dependent on the successful receipt of lower layers.
2. Non-graceful degradation of viewable quality. Dependent on the loss rates for
each layer per frame, the variation in viewable quality can be large.
3. Viewable quality not reflective of loss rate. As the viewable quality is dependent
on the maximum viewable layer decodable and loss may a ect individual layer
per frame di erently, the probability of viewable quality being reflective of the
loss rate is low.
4. A means for e cient bandwidth utilisation in networks. The greatest application
of SVC is to reduce transmission cost when heterogeneous devices request live
streaming such as for concerts, sporting events and TV.
5. A mechanism for the stream quality of a single user to adapt quickly in the
presence of transmission loss, such that the content of the media is consistently
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viewable, even though the quality is reduced.
2.3 Error Correction
As we have seen, SVC is acutely a ected by stream quality degradation due to packet
loss. Prior to introducing the next streaming model, Multiple Description Coding
(MDC ), which specifically focuses on overcoming the impact of packet losses without
having to resort to retransmissions. We first consider mechanisms which reduce the
e ects of packet loss.
Generally, transmission errors encountered by packet data are handled by two
mechanisms: Forward Error Correction (FEC )) [42] and automatic repeat request
(ARQ). We shall introduce FEC later in this section. Transmission control proto-
col (TCP) is a key transport protocol that implements an ARQ scheme to achieve
reliability. In [43], Wang et al. reveal that consistent media stream quality requires
a TCP throughput twice the average media bit-rate. Additionally, the reliability and
flow control mechanisms of TCP can further hinder delay sensitive real-time data [44].
These issues represent serious limiting factors when the user has constrained bandwidth
and lossy links, as it is the case for mobile video. Hence, schemes adopting FEC, such
as description-based encoding, are a good alternative for media transmission over lossy
links or where it is desirable to minimise latency. It is important to highlight that
not all of this datagram loss is produced from non delivery. The loss is a mixture of:
late packet arrival, bit corruption in the delivered datagrams, out of order delivery and
failings in prevalent transmission mechanisms, i.e. the TCP protocol is subject to high
levels of loss, 21% [45] or more, where re-ordered packets are displaced by more than
2 positions, due to the embedded mechanisms that control the transmission window
(triple-ACK ) [46].
Several concepts have been o ered to reduce the level of datagram loss, such as:
1. Proactive datagram dropping - Permitting the network or edge routers to deter-
mine which datagrams are of least importance, i.e. highest layers in adaptive
streaming, B frames in media streaming, so as to achieve transmission energy
savings and reduce packet delay [47]. The concept assumes that a reduction in
data streamed will reduce transmission cost and increase delivery rate.
2. Prioritising NAL selection in adaptive media streaming - Sending the optimally
selected subset of NAL units, so as to reduce packet transmission size [48], i.e. by
reducing the quantity of packets being sent to the device. Rather than sending
all NALs in a stream, the mechanism selects a subset that is beneficial, but not
optimal, for the current streaming devices. Which is similar to layer selection but
provides more granularity in requested data.
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3. Signalling in the Network - [49] proposed that a dedicated network node that
contains su cient knowledge of the stream packetisation mechanism to provide
real-time adaptation of the stream in times of network congestion, can reduce
transmission cost and subsequent levels of datagram loss. While [50] proposes
an adaptive delivery mechanism based on radio resource measurements in 802.11
wireless networks which reduces loss rates and increase user perceived quality.
4. Unequal Error Protection (UEP) - Contrasting to the previous mechanisms, some
UEP concepts add additional data to the stream, so as to reduce the datagram
loss at the device, these include:
A. Approximate Communication - [51] o ers a mechanism that exploits the
problems inherent with corrupted data. It formulates that when a data
symbol is received, it is still a good “approximation” of the original sym-
bol, such that by selectively altering the positions of the most significant
bit (MSB) and least significant bit (LSB) to more protected positions, the
confidence in accurately decoding the symbol increases.
B. Partial packet recovery - [52] o ers a concept that attempts to reduce the
quantity of retransmissions due to datagram corruption, also known as bit-
errors, by only transmitting the portion of the packet that is corrupt. Partial
packet recovery incorporates an expanded physical layer interface so as to
increase confidence in determining the correct portions to request and a
post-amble, located at the end of the datagram, which replicates the data-
gram preamble, so to be able to recover from transmission corruption in the
preamble.
C. Forward Error Correction - (FEC ) [53] is an example of UEP widely used by
the next streaming model we shall introduce, Multiple Description Coding
(MDC ). Full details on FEC shall be provided in the next section.
2.4 Description-based Coding
To overcome the impact of packet losses without having to resort to retransmissions,
Multiple Description Coding (MDC ) [54, 55, 56] has been proposed. The key idea of
MDC is introducing redundancy to the transmitted video to compensate for packet
losses. MDC partitions the original N SVC layers into M descriptions [57], where the
receipt of any single description provides a coarse quality representation of the stream,
i.e. base layer quality. Similar to SVC, all descriptions are required for maximum
stream quality. In this regard, MDC provides a high level of consistency to stream
quality by providing mechanism which mitigate network transmission issues albeit at
a higher transmission cost in comparison to SVC.
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Several variations of the MDC concept have been o ered in the research litera-
ture [58] and four of the pertinent implementations are outlined, which vary regarding
their implementation and subsequent benefits to mobile video.
• Sub-Sample
In Sub-Sample MDC, the original SVC stream data are sub-divided into numerous
descriptions based on temporal, spatial or quality domain sub-sampling [59], as
well as motion vectors [60] and interpolated frames [61]. In this manner, a stream
can be divided based on odd/even frame numbers, pixel block splitting (quality or
spatial splitting) or similar divisions. Sub-sampling utilises the minimal change
of adjacent pixels to improve the estimated error correction for lost descriptions.
• Quantisation
Quantisation is typically based on either scalar quantisation, outlined in this sec-
tion, or lattice vector quantisation [58]. In a two description scalar quantisation,
each sample value x is mapped to a 2 dimensional M*M pixel allocation matrix,
with the distortion, range of values per matrix index, represented by the percent-
age of empty cells. This provides a mechanism to decrease distortion by increasing
the value of M, which increases the number of empty cells, while decreasing the
variance of the original sample value. But this mechanism leads to an increase
in transmission cost. Each individual description is allocated as either a row or
column, with the index value utilised to determine the range of approximate sam-
ple value, while the receipt of both descriptions provides for the accurate value
selection. In [62], an MDC-based quantisation of AVC is proposed.
• Transform
Transform provides a method of changing non-correlated stream data vectors
x1 and x2 into correlated vectors y1 and y2. These correlated vectors are then
distributed as independent descriptions. It is the interrelation between the corre-
lated vectors that provide a means of estimating description loss. In this manner,
correlating transforms o er an e cient mechanism for the inclusion of a minor
degree of resilience but as the resilience increases due to escalating network loss,
the e ciency is quickly lost. [63] is a seminal paper in this field and proposed
transforms from the perspective of sub-space mapping.
• Forward Error Correction
Forward Error Correction (FEC ) provides a level of error resilience proportional
to layer priority. The objective of FEC is to increase the amount of transmitted
data, so as to strengthen the likelihood that a subset of the data will arrive at the
device, thus improving the probability that the original data can be decoded [64].
FEC is achieved by taking k existing data symbols, increasing this to n FEC data
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symbols (consisting of existing and redundant data symbols), such that receiving
k+1 FEC data symbols at the device, facilitates the recovery of the original k
data symbols, as is constant with the Reed-Solomon block code rate [65].
The version of MDC associated with FEC, creates a description composed of a
section from each of the N SVC layers. A section is created by dividing a layer
based on its priority, typically with the divisor from 1 to N . To provide the incre-
mental increase in viewable quality provided by each additional description, it is
typical that M equal N . Thus, the cumulative receipt of additional descriptions
increases stream quality proportionally.
We will primarily focus on Forward Error Correction (FEC ) as it provides a
means of dynamic adaptive stream encoding, low computational complexity, the large
quantity of descriptions necessary for the substantial numbers of heterogeneous media
streaming devices indicated for future deployment and it has attracted considerable
attention in the literature [66, 67]. [68] is one of the initial papers o ering the benefits
of MDC-FEC for resilient adaptive streaming.
The next section gives an in-depth outline of the design and implementation of
error correction with specific reference to MDC-FEC.
2.4.1 MDC Design and Structure
Figure 2.7 illustrates how the original six SVC layers from Figure 2.5 are partitioned
over six descriptions. As can be seen each original layer, i, is divided by its layer index,
i, and distributed over i descriptions. Thus for layer i, Li, i sections are created, i.e.
for layer 2, L2, 2 sections are created and distributed over 2 descriptions while for layer
6, L6, 6 sections are created and distributed over 6 descriptions. Each description is
thus composed of layer sections. In this manner, i descriptions are required to decode
and view layer i. This can be generalised to:
Ll
l
(2.3)
Once the sections are created, FEC is utilised to extend the layer data over the
M descriptions, such that the higher the priority of the layer, the greater the level
of error resilience, as illustrated in Figure 2.8. In this manner, MDC-FEC contains
an adaptive mechanism for description creation and error resilience allocation, but
these mechanisms increase transmission cost proportionally to the level of FEC and is
proportionally high compared to the initial level of SVC data, thus leading to a large
increase in transmission cost relative to SVC.
As can be seen in Figure 2.8 the original SVC data are shown in blue while
the FEC is shown in green. This image illustrates the increase in transmission cost
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Figure 2.7: A six-layer SVC encoding distributed over six MDC descriptions, prior to
FEC allocation
Figure 2.8: An example of a 6 Layered SVC stream encoded as MDC c/w FEC
with respect to FEC, relative to the specific SVC layer, but this image does not show
the distribution of the respective SVC and FEC data per layer. Typically FEC can
provide either systematic or non-systematic encodings. Systematic schemes encode
the original symbols as part of the transmitted stream, while non-systematic schemes
encode and transmit the original symbols as new symbols. Raptor codes [69] propose
that a systematic encoding, with encoded symbols interspersed among the original
symbols, provides a greater level of decodability. Thus in reality each section contains
a mixture of SVC and FEC data assuming a systematic scheme, while all data are FEC
data in a non-systematic scheme. It is important to keep this thought in mind while
reviewing description-based schemes.
A few characteristics of Figure 2.8 are important to note:
1. The equal importance of each description is immediately noticeable, as each de-
scription contains one section from each SVC layer.
2. One of the fundamental benefits of FEC is that a minimum level of stream quality
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is achievable once at least one description arrives at a device, while an incremental
increase in stream quality is provided by the receipt of additional descriptions, but
this minimum quality per description also outlines a significant flaw. To achieve
a high level of quality, the base layer must be replicated in each description,
while the higher enhancement layers contain levels of FEC inversely proportional
to their layer index. This leads to large increases in the transmission cost of
MDC-FEC.
3. Each MDC-FEC description contains a section from each of the N SVC layers.
This is beneficial to devices requiring high quality, as each description provides
a piece of the required dependent layers, but devices requiring low or even base
quality are mandated to receive higher layer sections which are never utilised.
To extend the section allocation over a number of frames per GOP, we write that
an MDC description section from layer l from frame x, Sl,x, contains Ll,xl of the layer
size, while a single complete MDC description from frame x, as shown in Equation
(2.4), contains the transmission cost of one section from layers 1 to N :
Nÿ
l=1
Ll,x
l
(2.4)
While we view the total transmission cost of one complete MDC description,
MDCDc , from each frame per GOP as
MDCDc =
GOPÿ
frame=1
A
Nÿ
l=1
Ll,frame
l
B
(2.5)
Note that it is not correct to multiply a single description by the number of frames
per GOP, as each frame, as well as each layer, per GOP may have di ering transmission
cost, hence the requirement of the summation over all frames, using the frame value,
and the need to determine the layer cost per description section for each frame. Also
note that the number of layers per frame, and number of frame rates per GOP depends
on the underlying SVC encoding. In our equations for MDC we determine the total
transmission cost based on all layers required at the maximum frame rate. If a reduction
in the frame rate is necessary, then a modified version of Equation (2.5) would mandate
an additional variable, frameStep, which would increment over the frames not required.
The following example illustrates a frameStep of 2 which would half the frame rate.
Note that the frameStep value is dependent on the governing GOP value, such that the
frameStep value can never be larger than the GOP value and that the frameStep value
must always be a power of 2:
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MDCDc =
GOP≠1ÿ
frame=0,frameStep=2
A
Nÿ
l=1
Ll,frame=frameStepúframe+1
l
B
(2.6)
As can be seen from Figure 2.8, the number of descriptions required to view a
select layer can be defined by the layer value, e.g. using Equation 2.4 with N = 3, the
section size of layer three allocated to each description is a third (L3,x3 ), which mandates
three descriptions are required to decode layer 3. Note that while the maximum view-
able quality from three descriptions is layer 3, three sections from layers 4 to 6 are also
received. Hence the total transmission cost of three descriptions can be defined based
on the number of initial SVC layers times the number of sections per layer required
to decode the requested quality level. In our example this would be six layers times
3 sections for each layer. Equation 2.5 defines the transmission cost of one complete
description, i.e. one section from all six layers. We can define the transmission cost to
view layer 3 as MDCDc ú 3. Thus the total transmission byte cost of MDC per GOP
and at the maximum frame rate required to decode quality layer q can be seen as
MDCD(q) = MDCDc ú q (2.7)
While the total FEC transmission cost overhead for MDC quality layer q can be
characterised as MDCD(q) from Equation 2.7 minus SV C(q) from Equation 2.1
overhead = MDCD(q) ≠ SV C(q) (2.8)
or using a simple single frame per GOP example
MDCD(q) ≠
qÿ
l=1
Ll (2.9)
Note that layer l defines a specific layer within the encoding and transmission
of SVC, while quality, or layer quality, q defines the viewable quality achievable by
decoding a number of descriptions.
Thus to recap, MDC provides:
1. increased transmission cost relative to SVC.
2. increased error resiliency, proportional to the priority of the layer.
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3. viewable quality in some part reflective of network loss rate. Viewable quality
is dependent on the number of descriptions available for decoding. Thus as loss
rates increase, the probability of few descriptions being available for decoding
increases.
4. non-prioritised (equally important) descriptions. Each descriptions contains the
same amount, i.e. number of sections, from each SVC layer.
5. single description provides base layer decoding. Each description contains the
base layer, thus minimum quality decoding is available once any description is
received at the device.
6. High transmission cost for lower layer decoding. Each description contains one
section from each layer and if a low quality layer is preferred, then receipt of
sections from higher layers are not required, but are received.
2.5 Metrics Used for Evaluating Video Quality
This section gives an overview of the relevant metrics [70] used for evaluating video
quality. Items 1 to 4, PNSR, MSE, SIMM, and QoS provide a quantitive means of
determining the same result irrespective of the number of evaluations. While items 5
to 6, MOS and QoE are subjective in nature and depending on the person evaluating
the video clip, may produce variations in result during each evaluated.
1. Peak Signal to Noise Ratio (PSNR) - is the simplest and the most widely used
video quality evaluation methodology. PSNR [71] is utilised to specify the pixel
di erence between the transmitted and received video data, on a frame per frame
basis (known as full reference), so as to determine a quantifiable value for the
variation in viewable quality. In this thesis, we utilise PSNR to evaluate the
e ects of packet loss on viewable quality.
2. Mean Squared Error (MSE) - MSE [72] is a signal fidelity measurement. MSE
compares two signals by providing a quantitive value that describes the degree
of similarity between them. Typically MSE is utilised to determine the overall
PSNR values for a given set of images.
3. Structural Similarity Index Metric (SSIM) - Similar to PSNR, SSIM is a full refer-
ence objective video quality metric [73]. SIMM is proposed as an improvement on
the traditional methods, such as PSNR and MSE, as SIMM views image degra-
dation as changes to video quality, while traditional methods evaluate based on
pixel similarity and ignore degradation in video quality.
4. Quality of Service (QOS) - Conversely QOS [74] is a measurement of the under-
lying transmission network on which a given service must traverse. In computer
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networks, this result may consider error rates, bandwidth and throughput, while
for video quality, this result may consider delay, latency and jitter.
5. Mean Opinion Score (MOS) - In subjective testing, quality can be measured by
each viewer giving a score ranging from one (worst) to five (best). MOS [75] is
the arithmetic mean of all these individual scores. In our subjective testing in
Chapter 6, we utilise MOS, in Section 6.3.1.3, to tabulate the grading and ranking
values of our test subjects.
6. Quality of Experience (QOE) - QOE [76] is a measurement of a persons experience
with a given service. The results of this measurement tend to be specific to a
given person and can vary dependent on the tolerance levels of a person to specific
underlying issues. In video QOE determination this may be based on bu ering
times, startup delay, and quality variation over time.
2.6 Transmission and Optimisation Techniques for Video
Delivery
This section gives an overview of existing transmission and optimisation techniques for
video delivery. In this section we assume that IP is the underlying network techno-
logy for video transport. Before we present the specific video optimisation techniques,
we provide an overview of relevant transmission network mechanisms for optimising
delivery of transmitted data.
1. Multi-protocol Label Switching (MLS) - MLS [77] is a packet forwarding scheme.
In an MLS network, labels are allocated to data packets, so as to define packet
forwarding decisions for routing through the network based on the MLS label and
not on the packet itself. An example of MLS usage is in the need to reduce the
complexity of routing table lookups.
2. Multicast [8] is utilised to reduce the replication of IP tra c over the same path by
sending data only once, based on a single IP address, called a Multicast group,
and permitting clients with di erent IP addresses to access the data from the
Multicast group. This can reduce overall congestion levels and is typically utilised
for IPTV.
3. Di erentiated services (Di serv) - Typically the Internet o ers a best-e ort ser-
vice based on a single class of user, i.e. the same settings for all users, and thus,
treats all packets the same While type of service (TOS) bits are included in the IP
header, which can be used to prioritise tra c, they are seldom used. Di serv [78]
is an architecture which o ers di erent levels of service, so as to reduce delay and
lower the drop rates for prioritised data. Di serv normally creates classes of users
and shapes overall tra c routing to suit user classifications.
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4. Transmission Control Protocol (TCP) - TCP is a widely used transmission proto-
col which mandates reliable transmission, delivery order and incorporated error-
checking. TCP can navigate through fire walls and NAT connections, so is gener-
ally used in scenarios where delivery must be guaranteed, i.e. web surfing, mail,
ssh and FTP.
5. User Datagram Protocol (UDP) - Un-like TCP, UDP is an unreliable transmission
protocol used for the delivery of data. UDP has no guarantees of delivery, no
ordering and limited error checking. UDP is normally used when the latency,
or delay, mandated by reliability is an issue. UDP has no handshaking or setup
delays, so is used by time-sensitive application such as by DNS, DHCP, and some
audio and video applications.
6. Content Delivery Network (CDN) - While not a specific transmission mechanism,
CDNs [79] provide a means of reducing the initial start up delay in receiving
data and increasing the speed, bitrate, at which data is delivered. CDNs typically
transport priority data from the original server to a number of edge servers, which
are closest to the relevant users of a specific application. This reduces RTT and
enables delivery of data quickly to the user and normally with less transmission
issues, i.e. reduction in both congestion levels and underlying packet loss rate.
The following video techniques optimise delivery, especially when issues occur
during transmission as can materialise during congestion and subsequent moments of
errors/losses.
1. Real-time Transport Protocol/Real-Time Control Protocol (RTP/RTCP) [80] -
RTP provides an end-to-end delivery service for real-time applications, such as
video delivery. RTP commonly uses Multicast and UDP as the preferred delivery
methods. RTP does not guarantee timely delivery or include quality of service
guarantees. It requires lower-layer services, such as RTCP to support these re-
quirements. RTP introduces an additional header space, by which new fields can
be used to improve stream quality.
RTCP is commonly used by RTP to provide control feedback from client to server
on the data that has been delivered and the variation in quality caused by loss
in the network. RTCP is typically used for QoS monitoring and congestion con-
trol, while mechanisms for the synchronisation of received data (lip syncing) and
balancing control tra c can also be utilised.
2. MPEG Transport Stream (MPEG-TS) - The MPEG-TS [81] defines how the
MPEG stream is delivered or broadcast over the network and not how it is encoded
or stored on your machine, i.e. the quality of the clip or the file format. The
MPEG-TS can contain one or more content channels, but in an IP network, it
is more useful and uses less bandwidth when each channel has its own multicast
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address. MPEG-TS tends to use smaller byte-sized packets and can contain error
correction mechanisms which reduces the e ects of packet loss.
3. Digital Video Broadcasting (DVB) - DVB [82] is a group of international stan-
dard used for the delivery of audio and video data. As each of the underlying
transmission networks, or user requirements, tend to di er depending on the
broadcasting or receiving technology, DVB has developed solutions for a num-
ber of operators. These include: DVB-T, a solution for terrestrial broadcasting,
DVB-H, a system delivering content to battery-powered devices, typically mobile
devices, DVB-S2, the next generation satellite system, DVB-IP, a solution for the
deliver of broadcast content over IP networks and Multimedia Home Platform
(DVB-MHP), which enables interactive TV applications to be delivered over the
broadcast channel.
4. SMPTE - SMPTE [83] is a global standard used by most media broadcasters to
provide inter-operability between transmitted data and equipment from multiple
manufacturers. SMPTE can be used to improve video delivery by augmenting the
standard error correction mechanism contained within the transmission protocol
with both row and column error protection supplemented with FEC. The video
packets are grouped into rows and columns. One additional FEC packet is ap-
pended to each row and column, so that the loss of a packet within a row/column
can be o set by the contents of the FEC packet. SMPTE can also be used to
timecode individual frames, so as to improve the synchronisation of decoded audio
and video signals during periods of packet loss.
5. Network Abstraction Layer (NAL) - As defined in Section 2.1 (AVC) and Sec-
tion 2.2.1 (SVC), the NAL [84] was created to deliver network-friendly encapsu-
lation and provides this by including header information which can be used by
packet and bitstream based transmission. The NAL allows greater customisation
of the video content to the transport layer.
6. HTTP Streaming - Commonly known as Adaptive Streaming over HTTP [85]
utilises TCP and port 80 to bypass firewalls, contains in-built flow control to
ease congestion and can adapt the underlying bitrate to suit network conditions.
While the reliability built-in to TCP can mandate increases in overall bitrate, the
adaptation in viewable quality can increase user QoE.
2.7 Improving Streaming Performance of Scalable Video
As our work is predominately based on re-allocation of layered data in both SVC and
MDC, our research is primarily focused on this area of the literature.
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2.7.1 Literature based on SVC
• As previously illustrated SVC is composed of dimensionalised layered data, such
that for each given resolution, numerous frame rates and fidelity levels are avail-
able. Thus there exists a subset of layers, or NALs, which if lost are detrimental
to a large number of higher layers, examples include the base layer and the lowest
layer for each distinct resolution and frame rate. [41] proposes an adaptive layer-
based ordering algorithm by which stream quality can be increased, while [86]
prioritise based on macro block ordering, i.e. pixel pattern selection.
Unlike the authors of [41, 86] our work is not selective in the choice of which
subset of SVC data to transmit. SVC can be viewed as benefiting a single user
by providing graceful degradation of quality while also reducing transmission cost
when multiple users are viewing the same stream. For a single user if a specific
viewable quality is optimised by transmitting only a selection of NALU, this may
cause limitations in graceful degradation when network loss occurs. Also, in a
large real-world deployment, the overall quality of a scalable IPTV stream will
be governed by the maximum viewable quality selected. Thus a subset of NALU
may not be su cient for all users. Hence we focus on maintaining high levels of
viewable quality for all users.
• The integration of the layered structure of SVC with adaptive HTTP streaming
has also been researched. The authors of [87] investigated the merging of SVC
with the MPEG-DASH standard [88] in mobile environments. While the authors
of [89, 90] compare AVC DASH to SVC DASH, with respect to encoding com-
plexity, storage requirements and service cost. The authors of [90] also consider
HTTP caching within the network, rate adaptation and considers live streaming.
The authors of [91] explore the integration of SVC and DASH with respect to
the e ciency of network caches and the congestion bottlenecks that can occur for
both cache feeder links and for access links. While the authors of [92] study an
adaptive SVC-DASH client over multiple dynamic network connections.
DASH in some regards is related to our research but DASH does not address
issues of operating over unreliable channels. As previously stated, the reliability
and flow control mechanisms of TCP can hinder delay sensitive real-time data,
especially over constrained or lossy networks. While schemes adopting FEC, such
as description-based encoding, are a good alternative for media transmission over
lossy links. Thus we focus on adaptive streaming techniques which can leverage
FEC, such as SVC or MDC.
• As SVC encoding is computationally expensive, several works in the literature
present models which utilise the multilayer coding aspect of the spatial scalability
to increase coding e ciency. The authors of [93] propose a motion estimation
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scheme to lower complexity by reducing the search range of enhancement layers.
The authors of [94] propose a modified content-adaptive spatial scalability SVC
coder (CASS-SVC ) which mandates additional side information for the decoder
but reduces critical information loss during spatial scaling. While the authors
of [95] examine the up-sampling process required to decode higher layers in the
scalable extension of H.265 and proposes a design that is content adaptive and is
motivated by compression noise in the base layer.
As distinct from the motion estimation scheme [93], CASS-SVC [94] and the
content adaptive upsampling scheme [95], we do not alter the SVC encoding
process but simply propose techniques which are resilient to network loss so as to
maximise viewable quality, irrespective of the original SVC encoding. On a side
note, our proposed techniques can be leveraged by any streaming model which
utilises a layered hierarchy and this includes the work proposed by [93, 94, 95].
• The onset of study into Software Defined Networks (SDN ) and Openflow-assisted
QoE provides researchers with a new delivery technology with which to increase
viewable quality. The work proposed by [96, 97] are examples of this field of
study.
Our research does not leverage in-network optimisation techniques or feedback
mechanisms but future work will investigate the benefits of adapting FEC levels
to suit reactive network feedback. As our work is description-based it is uncom-
plicated for an in-network transmission mechanism to selectively drop packets or
entire descriptions used by our techniques to suit network and link requirements,
with limited e ects on viewable quality.
• Research is also being undertaken into protecting “regions of interest” within
the data stream with higher levels of protection, i.e. protecting locations within
a frame where the action is taking place, such that other regions contain less
interesting data and their loss is less noticeable. Focusing on watermarking spe-
cific regions [98] and creating distinct enhancements layer for specific regions of
interests [99] are examples of this research.
Unlike the work proposed by [98, 99], our work does not highlight important areas
within a frame or alter the SVC layered structure of individual frames within the
encoded stream. Our research is concerned with adapting to loss irrespective of
the original SVC encoding.
2.7.2 Literature based on MDC
Several mechanisms have been proposed to vary the transmission cost of MDC while
maintaining achievable quality from MDC description allocation. These include:
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• Adjusting the levels of FEC such as Adaptive FEC [100] and Enhanced Adaptive
FEC [101]; The options here include:
1. Removing the incremental FEC per layer thus providing the same level, or
number, of FEC sections for di erent layers. This option mitigates incre-
mental variation in achievable quality as loss rates fluctuate.
2. Adjusting the byte allocation per FEC section thus maintaining the incre-
mental FEC allocation per layer.
Our techniques do not use Adaptive FEC or Enhanced Adaptive FEC specifically
but we do adapt the FEC levels within the transmitted stream to suit our specific
needs with reference to maintaining high levels of viewable quality and varying
the degree of FEC to suit determined levels of network loss. Thus, some of our
FEC-allocation research could be classified as a variation to Adaptive FEC or
Enhanced Adaptive FEC, but no prior work has proposed the FEC adaptation
as suggested by our research.
• Optimising FEC resilience, by determining FEC based on “layer intra-
dependence”. Such that FEC on layer k shall be composed from both SVC data
on layer k as well as SVC and FEC data from a subset of layers 1 to k ≠ 1
dependent on layer intra-dependence [102]
As distinct from [102] our work focuses on adapting the FEC level for distinct
layers as apposed to collecting lower layers, and their respective FEC, together
to create new FEC levels for enhanced layers. In our research we do investigate
the benefits of including individual lower layer FEC data within the packetisa-
tion mechanism of higher layers, so as to maximise viewable quality for devices
requiring lower layer video quality without the need for the retransmission of lost
data.
• Modifying the layer allocation per MDC description, such as transmitting the base
layer as a separate MDC description [103, 104]; The base layer and associated
error resilience are transmitted separately with devices demanding higher quality
requiring both base and enhanced streams. The authors of[103] base their work on
Priority Encoding Transmission (PET ) [105], a prioritised packetisation scheme.
While our work does not create new description as proposed by [103, 104], we do
investigate the re-allocation of layer sections, i.e. segments of the layer data, to
minimise transmission cost and maintain viewable quality over lossy networks. We
explore the re-allocation of layer sections in both packetisation and in the creation
of distinct classes of layers which are better suited to reflect the requirements of
users and their distinct layer quality needs.
• Modifying the base layer to create two individual spatial descriptions [106], based
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on downsampling residual data obtained by temporal prediction. Each base layer
contains control information and the same motion vectors. While the loss of one
base layer can be mitigated by copying the residual data in the received base
layer or implementing complicated interpolation methods between base layer and
enhancement layers.
Unlike [106] we do not alter the encoded SVC stream and as such do not investi-
gate the benefits of multiple spatial versions of the same SVC stream.
• Optimising transmission cost by reducing the number of higher quality layers
being transmitted per description. The authors of [107] modified the descriptions
per GOP based on odd/even frame distribution and level of redundancy allocated
to each description such as based on medium grained scalability (MGS), DC &
transform coe cients and dropping non reference frames.
While [107] can reduce transmission costs by dropping frames, reducing redun-
dancy, extracting layers or removing internal stream symbols, this will limit the
number of viewable quality levels that can be decoded. Which is counter produc-
tive to the original design benefits of SVC. Our work focuses on mechanisms for
maximising the number of layers available to all users, so as to reduce the overall
transmission cost on the network by providing one stream to suit all needs.
• The authors of [108] proposed that utilising the concept of redundant pictures
inherent in the AVC standard will provide an increase in the viewable quality
o ered by MDC. A redundant picture can be utilised when the original frame is
unable during decoding. In this regard the concept of redundant picture provides
error resiliency to the original stream. In [108] two versions of the original frame
are created. One frame will be a direct copy of the original frame, while the
second frame will be a coarse reduced quality version of the original frame. The
created frames are alternated every description so as to balance the total load
over all descriptions transmitted. This option will increase overall transmission
cost as the redundant pictures are coarse representations of the original primary
image, with maximum quality requiring both descriptions.
Modifying the original SVC encoding so as to create multiple versions of the
stream, albeit based on spatial, temporal or quality dimensionality has been
widely researched. As previously stated our work is focused on the transmis-
sion of layered data over lossy networks and maintaining the viewable quality
of same, irrespective of the original SVC encoding or any modifications made to
same pre-transmission. In this regard, our research can be utilised by [108] or
any researcher who is interested in maintaining the viewable quality of layered
data over lossy networks.
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2.7.3 Hybrid Schemes - Adding Scalability to MDC
As stated, the benefits of SVC are over-shadowed by the detrimental a ects of lower
layer loss, while the elevated transmission costs of MDC are a mitigating factor in its
deployment. Recent publications have proposed hybrid schemes, where the benefits
of SVC are utilised to increase the quality provided by MDC and in some instances
to reduce the transmission costs of MDC. An example of which is Scalable Multiple
Description Coding (SMDC ) [107, 109]. SMDC encodes one or more layers of an SVC
stream into a number of di ering quality levels, known as bitrates in SMDC. SMDC
then generates numerous descriptions, per GOP, composed from these di ering quality
levels, where each description contains a di erent bitrate allocation per layer. It
is typical to allocate the bit-rates in an odd-even frame distribution so as to provide
consistency to the stream during decoding. In SMDC the decodable stream quality
is dependent on the number of descriptions received as well as the allocation of the
di erent bit rates, while each individual description can provide a minimal level of
quality. It is common practice to perform device preprocessing so as to determine
from the various bit-rates the maximum available quality per layer, thus providing the
highest quality to the user.
While the underlying design of SMDC is di erent to previous publications illus-
trated, the concept of creating di erent quality versions is well researched. We do not
focus on this distinct adaptation mechanism but we do investigate the benefits of intro-
ducing prioritised layer data to MDC. We consider the benefits of creating prioritised
descriptions within a stream, i.e. di erent types of descriptions containing distinct lay-
ers sections, and determine how loss a ects quality when description-based streaming
is segmented into prioritised data.
2.7.4 Post Encoding Optimisation
The research introduced up to now can be viewed as adaption of the streaming data
pre-transmission from the server to the client. But adaptation pre-transmission is not
the only option for maximising stream quality. Client-based feedback mechanisms,
which adapt user quality such as based on variations of loss in the network or on user
specific requirements such as used by DASH are well researched in the literature. While
bi-directional server/client tra c shaping feedback schemes such as [110, 111] propose
to maximise quality for numerous users by optimising bandwidth utilisation of service
providers.
Adaptive models implementing multi-path routing have also received attention
in the literature. Multi-path routing [112] can be defined as routing data simultane-
ously over multiple links, where the links can be within one network or over multiple
technologies, i.e. Wi-Fi, cellular and satellite, examples of this concept include:
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1. HTTP-streaming - The authors of [113] present a client-side request scheduler
that distributes requests for the video over multiple heterogeneous interfaces si-
multaneously. Video data is divided into smaller segments with a predefined
constant duration, which enables segments to be transmitted over separate links,
thus utilising all available bandwidth.
While the authors of [114] propose an adaptive receiver-driven algorithm which
detects bandwidth changes based on the segment fetch time and is used to deter-
mine if the bitrate of the current media matches the end-to-end network band-
width capacity.
2. AVC - (these tend to be MDC-based variants of AVC Multi-path). The authors
of [62] present a network-adaptive multiple description coding method, Multi-
ple Description Scalar Quantisation (MDSQ), for enhanced video streaming over
multi-path channels. MDSQ is used to split an SD video stream into two comple-
mentary streams (two descriptions) for transmission over a multi-path channel.
While the authors of [115] propose a new MDC scheme, where each description
has a di erent prediction loop and contains additional motion information for
the frames included in the other description. This additional motion information
is used to enhance the reconstructed video quality when only one of the two
descriptions is received.
3. SVC - The authors of [116] examine the H.264 and H.265 standard, with respect
to both research challenges and potential solutions. They provide a detailed case
study of SVC streaming in multi-path mobile networks.
The authors of [117] propose a transparent multi-path video streaming mecha-
nism based on SVC. Their scheme adapts to network bandwidth fluctuation by
observing the changes in the available bandwidth over the multiple overlay paths,
using a Video Distribution Network (VDN) as the overlay-based infrastructure,
and updates the streaming strategy accordingly.
The authors of [118] propose a QoE scheme, based on a user feedback mechanism,
for automatically selecting the optimal overlay path by which the highest level of
quality can be achieved.
4. MDC - The authors of [119] propose a 2-D layered multiple description coding
(2DL-MDC) for error-resilient video transmission over unreliable networks. The
proposed 2DL-MDC scheme allocates multiple description sub-bitstreams of a
2-D scalable bitstream to two network paths with unequal loss rates.
The authors of [120] investigate the delivery of MDC over multiple paths.
The authors of [121] investigate the delivery of node data packetised using MDC,
for transmission over an ad-hoc network, using a new multi-path protocol called
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Topology Multi-path Routing (TMR). TMR is a multi-path reactive protocol
(i.e. each node begins to look for routes when it has data to send). Contrary
to existing reactive protocols, the topology information is gathered in the source,
which then defines routes to the destination.
In our research we focus on pre-transmission optimisation techniques, selective
allocation of layered data and subsequent packetisation mechanisms and as such do
not investigate the benefits of in-network multi-path routing. However future work
will investigate the benefits of combining our current work with the selective routing
proposed by these techniques.
2.8 Goals for our Research
Scalable coding has evolved to provide the promise of independent stream qualities with
e cient cumulative stream transmission, while minimising storage and transmission
costs for multiple users. As can be seen the initial goal of SVC is to provide graceful
degradation of viewable quality by incrementally decreasing layer quality decoding as
loss rates increase has not yet been achieved. MDC can improve viewable quality but
the large increase in transmission cost is detrimental to devices in constrained networks
and especially for devices requesting lower layer quality decoding. It is important to
note that the di erence between SVC and MDC is the increased cost of error correction
and the method for distributing the layer data across multiple descriptions.
2.8.1 Research Topics
For this work, the research topics to consider are:
i. Scalable Media: both layered and description-based.
ii. Network Loss: with specific reference to packet loss of streaming data and the
variation in viewable quality that can occur due to prioritisation in the stream.
iii. Packetisation: and how the stream data are divided over numerous packets.
iv. Encapsulation of layered data: relating to description structure and layer alloca-
tion.
v. Consistency of viewable quality over time: and why variations in network loss
rates mitigate the stability of achievable quality.
vi. Adaptation: to both network conditions and user requirements.
The encoding e ciency aspect of SVC is su ciently detailed in the standard and
optimisation of this process is not part of this work.
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2.8.2 Our Goal
These are the goals of our work:
i. To strike a balance between the consistency of viewable quality over time, i.e.
over numerous GOP, and the increased transmission cost necessary for selective
error correction.
ii. To identify how network loss a ects viewable quality for each of the existing
scalable adaptive schemes, i.e. SVC and MDC. How much of an increase in
viewable quality can the FEC unequal error protection of MDC provide and is
there a threshold where a further increase in error correction does not mandate
increased levels of viewable quality.
iii. Assess the variation in viewable quality that occurs as the number of frames per
GOP increases for selected network loss rates. As SVC is a prioritised layered
concept and GOP is a prioritised frame interdependent mechanism; will lower
layer decoding in a prioritised frame within a GOP mandate low viewable quality
for all dependent frames.
iv. Determine a means of increasing data equality in scalable media; this can also be
viewed as decreasing prioritisation in the layer data. SVC has no inherent equality
as each individual layer provides a di erent level of prioritised data. MDC has
taken preliminary steps to provide equality of data, i.e. each MDC description
per GOP contains the same percentage of each SVC layer, thus each description
has the same priority.
v. Create new streaming models which re-allocate, or distribute, the original SVC
layer data coupled with selective levels of error correction. Thus providing adap-
tive techniques for mitigating network loss with minimal levels of increased trans-
mission cost.
vi. Design new techniques which can increase viewable quality for existing models,
without the need for an increase in transmission cost.
2.9 Conclusion
As we have seen MBR techniques, such as DASH, overly increase the transmission cost
over the network, and the storage requirements at the server and in-network CDNs,
due to the heterogeneous user requirement of numerous versions of the same video
content, albeit at di erent resolution or quality levels. Scalable, or layered, video
provides the promise of independent stream qualities with e cient cumulative stream
transmission, while minimising storage and transmission costs for multiple users, and
providing graceful degradation for individual users during periods of packet loss in the
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network. Current implementations of scalable media streaming either fair badly during
lossy transmission due to the inherent prioritised hierarchy, i.e. SVC, or overly increase
transmission cost by implementing static levels of unequal error protection, i.e. MDC.
In the following chapters, we present our techniques and scalable streaming mod-
els which o er a balance between the consistency of viewable quality over time and the
increased transmission cost necessary for selective error correction, while mandating
consistency of quality, at higher quality levels, for longer periods of time.
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Scalable Description Coding
(SDC)
In this chapter, we present Scalable Description Coding (SDC ) [14], a technique that
enhances MDC with a novel transmission scheme to achieve lower data rates without
sacrificing user-perceived quality. SDC operates by redefining the MDC description
prior to transmission, to reduce the required bandwidth. Compared to MDC, SDC im-
proves the user-perceived quality with lower bandwidth usage, while o ering increased
robustness against packet loss. Our analysis quantifies the data rate reductions, showing
that in some instances the SDC data rates are on par with those of SVC. Furthermore,
we propose several optimisations to SDC, including SDC with network coding [122],
that further improve SDC performance.
Table 3.1: Main SDC Notation
Q The stream quality value, based on SVC layer index
M The number of SVC layers per frame
Ll,x Transmission cost of SVC Layer l, Ll, for frame x
Si,j The ith section of layer j
Dc A complete MDC description composed of a section
from all layers
Ds A scalable SDC description composed of enhancement
layer sections
Dr A redundancy SDC description composed of an FEC
section from all layers
3.1 Scalable Description Coding (SDC)
An SVC stream consists of M layers, and to increase resilience to network loss this
stream is encoded as an MDC of N descriptions. Hence, the MDC representation of
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Figure 3.1: An example of a 6 Layered SVC stream encoded as MDC c/w FEC
each frame can now be viewed as a matrix of M times N sections. In keeping with the
relationship between the receipt of an additional MDC description and the incremental
increase in stream quality, it is most natural that M and N be equal, e.g. to increase
the viewable quality from layer i to i + 1, one additional description is required, such
that to view layer M , M descriptions are required. The distribution of M layers over
M descriptions is not required for MDC, but is commonly used in the literature as
it provides graceful degradation of viewable quality as network loss increases. The
allocation of an increased number of layers per description will reduce the number
of descriptions transmitted, i.e. less than M, but will increase the e ects of network
loss on viewable quality as a greater number of layers will be undecodable due to lost
descriptions.
As we have seen in Section 2.4.1 and specifically using the 6-layer example in
Figure 2.8 on page 24 (reproduced in Figure 3.1 for each of access), MDC utilises
layer partitioning to create i sections for SVC layer i (shown in blue). Then MDC
uses FEC to extend the i section(s) over N descriptions (shown in green), with the
maximum stream quality, maxQ, of MDC based on the number of sections received for
each layer. Thus, maxQ is based on the higher layer i where a minimum of i sections
have been received at the device. We can see that horizontally the lower layers have
an increased level of FEC redundancy, each layer i has N-i redundant sections and
the highest layer contains no FEC redundancy. While vertically, as the index of the
MDC description increases, the number of original SVC layers contained within the
description decreases, i.e. all layers in Dc 1 are composed of original SVC data while
only layer 6 in Dc 6 contain SVC data, assuming a systematic scheme (a non-systematic
scheme contains the same level of FEC and SVC data but interspersed together over
all descriptions). This FEC redundancy translates to an increased transmission cost
and a higher consumption of device computation and energy resources. The following
subsection explains how SDC can reduce these drawbacks, followed by the analysis of
a four-layer video example.
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Figure 3.2: An example of the reduced levels of FEC required when a scalable description
is created from two MDC descriptions (Dc 5 and Dc 6)
3.1.1 SDC Overview
As we have seen in Figure 3.1 the highest enhancement layers contain the lowest FEC
redundancy, e.g. layer 6 contains no FEC allocation. In comparison the MDC descrip-
tions with the highest index value, e.g. Dc 5 and Dc 6, contain the greatest levels of
layer FEC redundancy. While the di erence in transmission cost between SVC and
MDC is the total level of FEC over all layers (all green sections). The design of SDC
aspires to reduce the number of MDC descriptions required, and subsequently the level
of inherent FEC redundancy. It achieves this by reallocating a subset of the enhanced
layer sections from the higher index MDC descriptions to a new scalable description
prior to transmission and removing the FEC redundancy of all lower layers within the
higher index MDC descriptions no longer required.
Figure 3.2 illustrates an example of the reduced FEC allocation achievable when
we create a scalable description, Ds 1, based on Figure 3.1, composed of original SVC
data sections from the highest two layers, L5 and L6, of descriptions Dc 5 and Dc 6. It
can be seen that L5.5, L6.5 and L6.6 are grouped together to createDs 1, while the FEC
sections from Dc 5 and Dc 6 have been removed, thus reducing overall transmission
cost. Note how the layer 4 and the layers within Ds 1 contain no FEC allocation. FEC
redundancy for these layers are discussed later in the chapter.
The goal of SDC is to decrease the number of N descriptions required to transmit
a media stream while maximising the level of stream quality, at maxQ, received at
the device. Rather than remove the FEC sections from Figure 3.1 as illustrated
in Figure 3.2, SDC works from the pre-FEC allocation state of MDC, as previously
illustrated in Figure 2.7 in Section 2.4.1 (reproduced here in Figure 3.3). Pre-FEC
allocation, SDC will reallocate a number of the original SVC enhancement layer sections
to a scalable description, so as to reduce FEC resiliency, e.g. reduce the number of FEC
sections generated for lower layers and thus the number of transmitted descriptions.
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Figure 3.3: A six-layer SVC encoding distributed over six MDC descriptions, prior to
FEC allocation
FEC will be allocated to the MDC descriptions once the scalable description has been
created, thus creating the description allocation as previously illustrated in Figure 3.2.
SDC consists of three types of descriptions:
i) A Complete description - Dc is identical to an MDC description in that it contains
one section from each layer in a GOP. Similar to MDC, one or more Dc descrip-
tions can be transmitted per GOP, with n Dc descriptions providing a maximum
quality level of layer n. In an SDC stream only the Dc description(s) will contain
a combination of SVC and FEC data. The primary role of the Dc description is
the delivery of the lower layer sections of the stream so as to provide a maximum
quality level of layer n.
Based on Equation 2.4 from Section 2.4.1, Equation (3.1) defines the transmission
byte cost of a Dc from frame x as:
CostDc =
Nÿ
l=1
Ll,x
l
(3.1)
Pseudocode to define the Dc is presented in Algorithm 1.
ii) A Redundant description - Dr: the role of this description is to reduce the e ects
of network loss. As illustrated in Figure 3.2, layer 4 and the layers within Ds 1
contain no FEC allocation. We propose to transmit one Dr per GOP to increase
the resiliency of these layers to network loss. Further increasing the number of Dr
is counter productive to the goal of SDC where by the level of FEC is reduced.
The Dr is formed by utilising FEC to create an additional FEC section for each
layer per GOP. The composition of Dr is identical to the Dc in that it contains
one section from each layer in a GOP. Equation (3.1) can be rewritten to define
E cient Delivery of Scalable Media Streaming
over Lossy Networks
43 Jason Quinlan
3. Scalable Description Coding (SDC) 3.1 Scalable Description Coding (SDC)
Algorithm 1 MDC byte size calculation:
1: sizeMDC = 0 //initial byte size of the MDC description
2: i = totalNumSV CLayers //total number of SVC layers
3: //for each layer
4: for i > 0 do {}
5: //increase byte size of MDC by the byte size of the current layer section i
6: sizeMDC Ω sizeMDC + layerSectionSize(layerSize, i)
7: //layerSectionSize() allows us to determine the section byte size for a given layer
byte size by divided by the current layer i
8: iΩ i≠ 1 //decrement i by one
9: end for
10: return sizeMDC
Dr:
CostDc = CostDr =
Nÿ
l=1
Ll,x
l
(3.2)
The same pseudocode as defined for the Dc in Algorithm 1 can be used for the
Dr.
iii) A Scalable description - Ds: the main role of this description is to provide for an
increase in the level of viewable quality from layer n to layer N . This is achieved
by increasing the number of higher enhancement layer sections available during
decoding. We mandate the transmission byte cost of the Ds to be less than or
equal to that of a Dc description, so as to not increase overall transmission cost
in edge cases where the number of transmitted descriptions remains the same.
Finally, similar to Dr only one Ds will be transmitted per GOP, as increasing the
number of Ds will reduce the FEC resiliency of lower layers to a level which is
unable to cope with network losses, which in turn reduces overall viewable quality
and is counter productive to the goal of SDC where by high levels of viewable
quality is maintained. Ds is formed by combining several sections from the higher
enhancement layers in an iterative downward fashion and as such contains no FEC
resiliency.
The intuition for this design is based on the MDC structure pre-FEC allocation,
as illustrated in Figure 3.3. The allocation of the last section from the highest
layer to the Ds reduces the number of Dc required by one and reduces the FEC
transmission cost of all lower layers by one section. Each iteration will add all
layer sections from the next lower description while CostDs is less than or equal
to CostDc , thus further reducing the number of Dc and the level of FEC required
by all lower layers. If we reuse our previous example from Figure 3.2, the steps
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required to go from Figure 3.3 to Figure 3.2 are:
1. Initially, one section from the highest layer is added to the scalable descrip-
tion, SN ,N (S6,6 - section 6 from layer 6 in our example), this iteration is
the base case.
2. As state, we do not want to increase overall transmission cost so we mandate
that the transmission byte cost of the Ds to be less than or equal to the
transmission cost of a Dc description. Thus, subsequent iterations shall
only commence, i  the byte size of one section from the next layer down,
SN≠1,N≠1 (e.g. S5,5), plus one additional section from every layer added so
far, SN≠1,N (e.g. S5,6), is less than or equal to CostDc .
For each iteration, including the base case, we reduce the number of Dc re-
quired to decode the stream by one, while also reducing the levels of FEC
transmitted. In this example, we assume that the cost of the sections al-
located so far, i.e. sections S6,6, S5,6 and S5,5, equate to the transmission
cost of the Dc. Thus, we have reduced the number of Dc required by two,
which also reduces the level of FEC transmitted, with respect to the lowest
layers. Note how two sections from the Base layer to Layer 4 inclusive, and
one section from Layer 5 have been discarded due to the creation of the Ds
in Figure 3.2.
3. Thus to finalise, FEC is allocated to descriptions Dc 1 to Dc 4 inclusive.
Equation (3.3) defines the section allocation, and overall transmission cost,
for the scalable description.
CostDc Ø CostDs : CostDs =
Nÿ
i=1
iÿ
j=1
SN≠i+1,N≠i+j (3.3)
One benefit from this manner of Ds creation, is that the value of the layer, layer i,
with only one section added to the Ds (layer 5 in our example), is the combined
number of Dc and Dr required by SDC. Thus allowing us to define the total
transmission cost as Equation (3.4):
Costtotal = CostDc ú (i≠ 1) + CostDs + CostDr (3.4)
The transmission scheme for an SDC stream is comprised of one or more Dc,
one Ds and one Dr, transmitted in that order. Pseudocode to define the Ds is
presented in Algorithm 2.
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Algorithm 2 Determine the byte size of the SDC scalable description:
1: //This function scalableLayer( byteSizeMDC, currentLayer, currentSDCByteSize)
is initially called with scalableLayer( byteSizeMDC, 0, 0)
2: numSV CLayers //total number of SVC layers
3: layerSize = SV CLayerByteSize
4: cl = currentLayer
5: sBS = currentSDCByteSize
6: while cl Ø 0 and sBS Æ byteSizeMDC do
7: sBS Ω sBS + (layerSize/(numSV CLayers≠ cl))
8: clΩ cl ≠ 1
9: end while
10: if sBS < byteSizeMDC then
11: //call this method again, with the same MDC bytesize, increase the number of
layers by 1, and include the current value of the scalable bytesize
12: return scalableLayer(byteSizeMDC, currentLayerd+ 1, sBS)
13: else if sBS Ø byteSizeMDC then
14: //we now know the lowest layer we can reach, so create the SDC scalable layer
15: clCounter = currentLayer
16: numSection = 1
17: while clCounter Æ numSV CLayers do
18: //add the number of section for the current layer to the scalable descriptions
19: addSections(clCounter, numSection)
20: clCounter Ω clCounter + 1
21: numSectionΩ numSection+ 1
22: end while
23: //return the total number of complete and redundancy descriptions required
24: return currentLayer
25: end if
3.1.1.1 A Four-layer Video Example
As our previous six layer example was used to illustrate the Ds creation, such that the
size of the Ds was assumed, we now provide an example in which the Ds is determined
based on the byte size of the SVC layers, which is consistent with the evaluated results
shown later. We provide a simple four layer example in which we assume that the trans-
mission byte cost of each SVC layer is 300 bytes. Reducing the example from six layer
to four layers permits a simplification of SDC design and Ds creation. While the byte
size is chosen purely to simplify the example by allowing each layer/description to be
transmitted within the size of a typical un-fragmented IP packet. By assuming a value
of 300 bytes per layer, this yields an SVC GOP of 1,200 bytes - 4 layers x 300 bytes
(assuming a GOP value of one, e.g. one frame per GOP). Note that in a more typical
case where the layers are not the same byte size, but incrementally larger/smaller, the
same mechanism is employed but performance gains will vary due to the changes in
section sizes and the number of Dc transmitted. Let the corresponding MDC represen-
tation have four descriptions (N = M), with each description consisting of 625 bytes
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(BL: 300 (3001 ) + L2: 150 (3002 ) + L3: 100 (3003 ) + L4: 75 (3004 )), determined using
Equation 3.1, thus totalling 2,500 bytes, 625 x 4, for the MDC GOP of 1, an increase
cost of 109% relative to SVC. Clearly, to improve the stream reliability, MDC adds sig-
nificant overhead to SVC, providing a su cient motivation for SDC to o er e ciencies
by reducing bandwidth demands but without sacrificing user-perceived quality.
(a) MDC Pre-FEC (b) SDC Post-FEC
Figure 3.4: (a) 4 MDC description example pre-FEC allocation as a (b) 3 SDC description
example post-FEC allocation
By utilising Equation (3.2) and Equation (3.3), SDC can re-packetise the sections
from Figure 3.4a into the descriptions in Figure 3.4b. Ds 1 is composed of three sections
from layer 4 (3*75), two sections from layer 3 (2*200) and one section from layer 2
(1*150), thus yielding a CostDs of 575 bytes. Similar to CostDc , CostDr has a byte
cost of 625 bytes. It can be seen that Dc 1 combined with Ds 1, now contains all of the
data required to decode the original stream to its highest quality, e.g. four layers in this
example, and is on par with the transmitted byte size of the original SVC encoding.
Owing to the manner in which the Ds 1 is created, one additional section, L4.5, is
required. This additional section is mandatory, as Dr 1 must contain one FEC section
for layer four. This section can be computed by replicating L4.1, as Ds 1 already
contains the other three sections from layer four, or by adding an FEC section. In
this manner, we have reduced the number of descriptions transmitted over the network
from four to three.
By using Equation (3.4) we can determine the Costtotal to be 625 + 575 + 625 =
1, 825 bytes, thus yielding bandwidth savings of 28% over MDC but a bandwidth in-
crease of 52% over SVC in this example. Increased savings can be achieved for SVC
streams with larger numbers of layers. Total relative overhead between SDC and
SVC can be calculated as the di erence between the total transmission cost of SDC,
Costtotal from Equation (3.4) less the transmission cost of SVC for the highest quality
layer, layer 4 in this example, as defined in Section 2.2
Costtotal ≠ SV C(4) (3.5)
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Table 3.2: Number of sections allocated to each type of description in SDC, byte size of
each section per description and number of sections required to decode a layer
using a four layer example
Sections Required:
MDC/SDC Complete Desc SDC Scalable Desc To Decode
Layers 4 Layer 4 Layer a Layer
4 1 75 3 225 4
3 1 100 2 200 3
2 1 150 1 150 2
BL 1 300 0 0 1
Total 625 575
Table 3.2 highlights the number of sections allocated to each type of description
in SDC, byte size of each section per description and number of sections required to
decode a layer using a four layer example. Note that to decode layer N, all sections for
layers 1 to N must have been received. As can be seen, a Dc contains one section from
each layer, whereas the Ds can contain numerous sections for a given layer. Note that
the byte size di erence between Dc, 625, and Ds, 575, could be used by SDC as a con-
struct for message handling between server and device. SDC has similar dependency
hierarchies to both SVC and MDC. Like SVC, the Ds is of a higher priority due to the
potential of reduced bandwidth and increased stream quality but similar to base layer
loss in SVC, the dependency hierarchy in SDC, also increases the possibility of frame
loss where only Ds is received. Whereas like MDC, if any combination of Dc or Dr is
received, the system performs exactly as an MDC system, in which a reduced quality
version of the stream is decodable and the device/network incurs approximately 52%
inherent bandwidth loss, due to the receipt of sections of higher enhanced layers which
are undecodable. Furthermore, SDC does not introduce any additional constraints on
media coding/decoding beyond those for MDC. Clearly, SDC yields significant band-
width savings in comparison to MDC as shown in Table 7.1. However, the bandwidth
overhead of SDC relative to SVC, 52% in our example, is certainly not negligible. This
issue will be addressed by the optimisation mechanisms presented in the following sec-
tion. Note how for the Ds contains only one section from layer 2 which mandates that
one Dc is needed and that a total of three descriptions shall be transmitted for this
frame (1* Dc, 1* Ds and 1 * Dr), a reduction of one descriptions over MDC.
Table 3.3 presented the same overview as Table 3.2 but using a six layer example
based on a 300 byte cost per layer. Note how for the Ds contains only one section from
layer 3 which mandates that two Dc are needed and that a total of 4 descriptions shall
be transmitted for this frame (2* Dc, 1* Ds and 1 * Dr), a reduction of 2 descriptions
over MDC.
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Table 3.3: Number of sections allocated to each type of description in SDC, byte size of
each section per description and number of sections required to decode a layer
using a six layer example
Sections Required:
MDC/SDC Complete Desc SDC Scalable Desc To Decode
Layers 6 Layer 6 Layer a Layer
6 1 50 4 200 6
5 1 60 3 180 5
4 1 75 2 150 4
3 1 100 1 100 3
2 1 150 0 0 2
BL 1 300 0 0 1
Total 735 630
3.2 SDC Optimisations
In this section we present two additions to the basic SDC approach, each of which
serves to o er an improvement on performance.
3.2.1 SDC-NC: Network Coding for SDC
We propose incorporating network coding (NC) [123, 124] into SDC to improve the
overall performance. Network coding provides a means of reducing transmission cost
by using exclusive disjunction, or XOR, on the bits within two packets, which e ectively
halves transmission cost. The concept of network coding is commonly presented by
using routing over multi path networks, where data are from multiple nodes is combined
over low throughput links. One feature with network coding is that to recreate the
original two packets, one of the original packets must be available at the receiver.
In SDC-NC, the redundancy description, Dr 1, as outlined in Section 3.1, is
replaced by a network coded (NC) description, Dr 1 ≠nc, which is the exclusive dis-
junction, or XOR, symbolised by ü, of all the leading descriptions for a given GOP, Dc
1 ü Ds 1 in our example. The creation of Dr 1 ≠nc using Dc 1 ü Ds 1 is illustrated in
Figure 3.5. How the individual sections of Dc 1 and Ds 1 are XORed is clearly seen in
Dr 1 ≠nc. As with most NC implementations, should the byte size of the Ds be smaller
than a Dc, then the Ds is padded with trailing 0s [125], to maintain a description of
equal size and balance the impact of the NC mechanism. In our example sections of
the same byte size are XORed together, while BL.1 (300 bytes) is XORed with L3.3
(100 bytes), L4.3 (75 bytes) and L4.4 (75 bytes), with the remaining 50 bytes being
created from padded 0s. By utilising SDC-NC, individual devices can recover from the
loss of any description (scalable or complete) by receiving the NC description. In this
manner, if any two descriptions are received without loss by the client device in the
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Table 3.4: Notation and Definitions
N The number of SVC layers per Group of Pictures (GOP)
Ll Byte-size of SVC Layer l
Sl,x Byte-size of a Layer section of SVC Layer l for frame/GOP x
l Integer value corresponding to the layer number of Ll
GOP The number of frames per GOP
four-layer example, the full quality stream can be decoded.
Figure 3.5: Network Coding design for SDC-NC.
While NC significantly improves the resiliency of SDC to errors and losses, it is
important to note that while the quality of the decodable stream generally increases,
the number of scenarios in which no frame can be decoded also increases. In this
manner, the NC description can also be seen as a prioritised description, such that
receiving only that description increases frame loss and as a result decreases stream
quality.
3.3 SDC Packetisation
Before we introduce our Evaluation Methodology, we first present our novel packetisa-
tion techniques [15, 16] which are common to all our new streaming models and can
compliment existing streaming models. To provide ease of access to notation used in
this section, we repeat the relevant definitions from Chapter 2, Table 2.1.
As we have seen in scalable streaming, packet loss in lower layers can drastically
reduce viewable quality. Our packetisation technique reduces the impact of packet loss
on any description-based scalable video by selectively choosing how to packetise the
data and which data to transmit. As previously stated the application transmission
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unit for MDC is its description. For purposes of illustration, we use a single GOP
example from the widely-used video clip known as crew.yuv, encoded as a six-layer
SVC stream, consisting of three resolutions and two quality levels per resolution. Table
3.5 shows the byte-size of each layer for a selected frame.
Table 3.5: GOP SVC Layer sizes (bytes)
Layer 1 2 3 4 5 6
Layer Size 1442 1577 1601 1546 1255 3372
In today’s Internet, the maximum packet size observed is usually limited by the
use of Ethernet, with a maximum payload of approximately 1,500 bytes. We assume
an application packet payload of approximately 1,440 bytes, allowing for overhead due
to headers of network, transport and streaming media protocols. For our single GOP
example, eleven Ethernet packets would be required using SVC where the application
transmission unit is an individual layer, such that each layer is individually packetised,
e.g. layer 1 would be transmitted over 2 packets, layer 2 would be transmitted over
2 packets, and so on. The same frame would require eighteen packets when encoded
using MDC in which the description represents the application transmission unit.
Dependent on the transmission cost of the layer sections and on how the MDC
descriptions are packetised, an MDC packet may contain a complete section from vari-
ous layers, or a subset of an entire section for a given layer, i.e. some layer sections may
be shared between numerous packets. In our example frame, the base layer is 1,442
bytes which can be directly allocated to an MDC packet. Layer 2 is 1,577 byte, which
equals to an MDC section size of approximately 789 bytes. Layer 3 MDC section is 534
bytes and layer 4 is 387 bytes. The sections of layer 2 and layer 3 can be allocated to
the next packet as well as 119 bytes from the layer 4 section. Thus the layer 4 section
must be shared over 2 packet.
On losing any of these MDC packets, the application would not be able to de-
code the entire frame to the highest quality, i.e. any percentage of MDC loss negates
decoding of the highest viewable quality. In order to reduce the impact of losses
on the stream quality, we utilise two packetisation mechanisms, called section-based
description packetisation and section distribution.
3.3.1 Section-Based Description Packetisation
With section-based description packetisation (SDP ), we propose using sections as ap-
plication transmission units instead of the entire description for description-based lay-
ered coding techniques. In this regard, we separate the entire description into the
number of sections of the underlying SVC layer data. Each section is transmitted as
a single unit, thus limiting the e ect of packet loss to an individual section, i.e. and
E cient Delivery of Scalable Media Streaming
over Lossy Networks
51 Jason Quinlan
3. Scalable Description Coding (SDC) 3.3 SDC Packetisation
individual SVC layer, while allowing partial description re-use of the received sections.
Partial description re-use in this instance means the availability at the device of one
or more layer sections from a single description. The probability of loss a ecting all
sections from a single description, or all sections from a single SVC layer, is low, while
the probability of partial description re-use is high. In the literature numerous ex-
amples are found where an individual MDC description is separated into numerous
descriptions [103, 104] or retransmitted using di erent scalability levels, i.e. temporal,
spatial or quality levels [106]. SDP does not create new descriptions, change the FEC
allocation of the underlying steaming model or modify the original SVC layer encoding.
We simply selectively allocate MDC description sections during packetisation so as to
reduce the impact of packet loss on viewable quality.
As description-based streaming models contain higher levels of FEC, i.e. a greater
number of sections, for lower layers, SDP improves the possibility of higher stream
quality by mitigating the e ects of lower layer loss thus increasing the availability of a
su cient number of lower layer sections at the device.
SDP can be applied in several ways as follows:
• Option 1 - Individual layer sections - this option transmits each layer section as
a separate group of one or more packets. This option may increase the number of
packets being transmitted, depending on the original encoding but maximises the
number of sections available during decoding. Using the example frame, it can
be seen that for each MDC description six packets are required for transmission
as shown in Figure 3.6. This option increases the number of packets and in some
instances creates packets not containing a full data payload. Consequently the
overhead due to packet headers and processing is higher.
Dg-6 562 Bytes Dg-12 562 Bytes Dg-18 562 Bytes Dg-24 562 Bytes Dg-30 562 Bytes Dg-36 562 Bytes
Dg-5 251 Bytes Dg-11 251 Bytes Dg-17 251 Bytes Dg-23 251 Bytes Dg-29 251 Bytes Dg-35 251 Bytes
Dg-4 387 Bytes Dg-10 387 Bytes Dg-16 387 Bytes Dg-22 387 Bytes Dg-28 387 Bytes Dg-34 387 Bytes
Dg-3 534 Bytes Dg-9 534 Bytes Dg-15 534 Bytes Dg-21 534 Bytes Dg-27 534 Bytes Dg-33 534 Bytes
Dg-2 789 Bytes Dg-8 789 Bytes Dg-14 789 Bytes Dg-20 789 Bytes Dg-26 789 Bytes Dg-32 789 Bytes
Dg-1 1,442 Bytes Dg-7 1,442 Bytes Dg-13 1,442 Bytes Dg-19 1,442 Bytes Dg-25 1,442 Bytes Dg-31 1,442 Bytes
Dc - 1 Dc - 2 Dc - 3 Dc - 4 Dc - 5 Dc - 6
Figure 3.6: MDC-SDP Option 1 - with six descriptions (Dc) consisting of six packets
(Dg)
• Option 2 - Minimising packet quantity - this option groups layer sections together
to fully occupy each transmitted packet, thus mitigating the problems with Option
1. Figure 3.7 illustrates this option for the example frame. This option reduces
the number of transmitted packets relative to Option 1, but can increase the
number of packets transmitted relative to MDC. From our example frame the
number of packets required by option 2 is eighteen packets, which in this instance
is the same number of packets as MDC.
E cient Delivery of Scalable Media Streaming
over Lossy Networks
52 Jason Quinlan
3. Scalable Description Coding (SDC) 3.3 SDC Packetisation
The loss of a packet for option 2 may cause the loss of numerous layer sections,
i.e. in Figure 3.7 Dg-3 contains sections for layers four, five and six. To reduce
the probability of stream degradation due to packet loss, only one section for each
layer should be included within a packet. If a packet were to contain numerous
sections for one specific layer, then the loss of that specific packet may aversely
a ect the decoding of that layer and all enhanced layers that rely upon it. It
can be seen that for each description, Dc, three packets, Dg, are required for
transmission.
Dg-3 562 Bytes Dg-6 562 Bytes Dg-9 562 Bytes Dg-12 562 Bytes Dg-15 562 Bytes Dg-18 562 Bytes
Dg-3 251 Bytes Dg-6 251 Bytes Dg-9 251 Bytes Dg-12 251 Bytes Dg-15 251 Bytes Dg-18 251 Bytes
Dg-3 387 Bytes Dg-6 387 Bytes Dg-9 387 Bytes Dg-12 387 Bytes Dg-15 387 Bytes Dg-18 387 Bytes
Dg-2 534 Bytes Dg-5 534 Bytes Dg-8 534 Bytes Dg-11 534 Bytes Dg-14 534 Bytes Dg-17 534 Bytes
Dg-2 789 Bytes Dg-5 789 Bytes Dg-8 789 Bytes Dg-11 789 Bytes Dg-14 789 Bytes Dg-17 789 Bytes
Dg-1 1,442 Bytes Dg-4 1,442 Bytes Dg-7 1,442 Bytes Dg-10 1,442 Bytes Dg-13 1,442 Bytes Dg-16 1,442 Bytes
Dc - 1 Dc - 2 Dc - 3 Dc - 4 Dc - 5 Dc - 6
Figure 3.7: MDC-SDP Option 2 - with six descriptions (Dc) consisting of three packets
(Dg)
It is worth noting that the blue (dark) sections are the critical SVC data and the
green (light) sections the FEC section allocation. It can be seen that in Figure 3.6 and
3.7 that the base layer consumes a single packet, Dg-1 in description one; in Figure 3.6
each section is allocated to an individual packet while in Figure 3.7, a section from
layer two and three are allocated to Dg-2 and a section from layer four, five and six are
allocated to Dg-3. As six descriptions are transmitted, a total of thirty six packets are
transmitted over the network with Option 1 in which only twenty one specific packets
are required for maximum stream quality. In Option 2, eighteen packets are transmitted
among which only ten specific packets are required for maximum stream quality. Thus
Option 1 increases the ability to maximise stream quality in the presence of high levels
of packet loss, i.e. if in a bursty loss scenario fifteen packets were lost from this GOP,
then for option 2 the maximum achievable quality would be layer 2 (assuming one base
layer packet and two packets containing layer 2 are received), while for option 1 the
maximum achievable quality would be layer 6 (assuming all FEC packets are lost).
3.3.2 Section Distribution
Network tra c can be a ected by both individual and burst loss corresponding to
a single packet loss or numerous contiguous packet losses. Lower layer packet losses
have a negative impact on scalable video due to inter-layer dependency. As shown
above with SDP, by manipulating the stream packetisation, we can increase stream
quality and consistency. With this in mind, we propose Section Distribution (SD),
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Figure 3.8: SD packetisation of Dc 2 from MDC in Figure 2.8 from Chapter 2. It can be
seen that the packet contains a section segment from each layer (red denotes
packet header)
a mechanism that leverages the concept of section packetisation proposed by SDP
but distributes all sections contained within a description over the same number of
packets. In this manner, each packet contains a piece, known as a segment, of each
section per description, as illustrated in Figure 3.8. Thus aiming to limit packet loss
to only a segment of each section per description. A segment in this context is a
subset of a layer section. In this regard SD packetisation can be used to transmit a
number of descriptions from the same GOP so as to further reduce the impact of losing
critical sections. SD takes inspiration from both the well-known Interleaving [126]
technique, which is widely used to combat the e ect of burst loss and from Priority
Encoding Transmission (PET ) [105], a prioritised packetisation scheme. Interleaving
is the concept of moving data from one location to another location, from a layer to
a packet in our case, so as to minimise the e ects of loss, while PET prioritises data
during packetisation so as to recover from network loss. While SD proposes that we
move a segment from all sections of a description to a single packet, which is similar to
Interleaving, and we manipulate the allocation of data during packetisation, which is
comparable with PET, no prior work has proposed the packetisation as suggested by
SD.
We first determine the number of packets, denoted as R, required to transmit a
single description for each frame per GOP. This is achieved by dividing MDCDc from
Equation (2.5), MDC from Section 2.4.1, by the data byte-size of a packet payload.
R =
9
MDCDc
packet payload
:
(3.6)
Next, we specify the byte-size of each layer section, Sl, that is allocated to a
single packet, Dg. For generalised use, we can define the byte-size of each layer section
based on the underlying frame number, Sl,frame. This permits us to define layer section
allocation for each packet over a predetermined number of frames per GOP. Thus each
layer section per frame per GOP, denoted as Sl,frame, is spread over the R packets by
allocating a segment of each layer from each frame per GOP to a single packet, Dg, as
per the following
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Dg =
GOPÿ
frame=1
A
Nÿ
l=1
Sl,frame
R
B
(3.7)
In this manner, all packets per GOP are of equal priority, as each packet contains
the same byte-size, i.e. quantity, of each layer per frame per GOP. Thus the loss of
an individual packet, will result in a partial loss from each layer. Thus the quality
of the packetised stream is limited only by the percentage of lost packets rather than
the specific carried description or layer. Additionally, the probability of losing critical
sections is reduced since lower layers enjoy greater FEC redundancy.
Furthermore, on using section distribution, packets per frame would be identical
in size and content, thus providing packet equality. This equality is provided in both
packet byte-size and packet priority. Also as the GOP value increases, then SD will
provide data equality for all frames within the GOP. In [45], the authors highlight that
packets of dissimilar processing times in the queue of the routing device, i.e. router,
switch, firewall, etc. produce dissimilar transmission times due to packet size, firewall
packet checks or QoS requirements. Such that by maintaining such packet byte-size
equality, the order of packet delivery is improved. Thus SD packet equality results in
a consistent delivery in network transmission. The SDP and SD claims made in this
section are generally applicable to all videos that have varying numbers of scalable
layers. In the following chapters, when either an existing or our new streaming models
use these techniques, it shall be clearly highlighted in the text. An example of which
would be: MDC-SDP, which denotes MDC packetisation using SDP.
3.4 Evaluation Methodology
In this Section we present an overview of the methodology utilised to evaluate our
research. This methodology is utilised in the evaluation sections of this and later
chapters. Figure 3.9 presents a flow chart overview of the methodology steps. As each
of these steps contains numerous variables which can be combined and adapted to suit
user and network conditions, we only highlight the most commonly used and provide
additional information in the relevant evaluation section of this and later chapters as
well as in the appendices.
We begin this section by describing the video clips used in our work.
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Figure 3.9: Overview of the steps implemented to evaluate our research
3.4.1 Video Clip Types
We utilised five, well known, distinct YUV video clips. Four of which are ten seconds
in duration: the city, crew, harbour and soccer videos, all obtained from the Leibniz
Universität Hannover video library [127] and the fifty two second sintel trailer obtained
from [128]. We choose these specific clips because 1) they are well-known and widely
used in the Literature, 2) they o er di erent levels of temporal and spatial complexity
and 3) they o er two levels of duration. During the decoding process, typically the
variation in achievable quality is dependent on the quality determined for the frames
within each GOP. Thus, the clips of ten-second in duration are su cient to illustrate the
variation in achievable quality for a selected streaming model, as well as for a di erent
number of frames per GOP. The longer fifty two second clip is used to corroborate our
reasoning for the ten-second clips as well as illustrate how variations in quality over
longer periods of time can influence a viewers choice in perceived quality. YUV is a file
format which defines the colours displayed in a frame as tuple of numbers. Y typically
stands for the luma or brightness component, while UV represents the chrominance or
colour components. U and V tend to be half the bitrate of the Y component. Our
evaluations results reference the Y-PSNR luminance values.
1. City - 10 second 300 frame low resolution low moving media clip, of an aerial view
of a city skyline, with specific focus on one building. Maximum resolution of the
original YUV file is 704x576 (4CIF). SVC encoded resolutions include: 176x144
(QCIF), 352x288 (CIF) and 704x576 (4CIF).
2. Crew - 10 second 300 frame low resolution low moving media clip, of a number
of astronauts walking down a corridor while waving. Maximum resolution of the
original YUV file is 4CIF. SVC encoded resolutions include: QCIF, CIF and
4CIF.
3. Harbour - 10 second 300 frame low resolution low moving media clip, of a number
of boats, complete with flying birds. Maximum resolution of the original YUV
file is 4CIF. SVC encoded resolutions include: QCIF, CIF and 4CIF.
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4. Soccer - 10 second 300 frame low resolution fast moving media clip, of a number
of people playing soccer. Maximum resolution of the original YUV file is 4CIF.
SVC encoded resolutions include: QCIF, CIF and 4CIF.
5. Sintel - 52 second 1248 frame high resolution slow/fast moving media clip, of a
trailer for an animated movie. Maximum resolution of the original YUV file is
1920x1080p (1080p). The resolution of the Sintel clips shall be cropped to provide
consistency with the other clip types, also known as rescaling, while maintaining
the longer clip duration, thus the SVC encoded resolutions include: QCIF, CIF
and 4CIF.
 mpeg [129], an open-source multimedia framework was utilised to rescale the
Sintel YUV files to lower resolutions. A sample of the underlying commands
utilised are illustrated below. A helpful site for  mpeg code snippets is [130].
1. Command used to crop Sintel from 1280x720p to 704x576, while maintaing
the entire 52 seconds of the clip
 mpegv1.2 -s 1280x720 -i sintel_trailer-1280x720px24fpsx52sec.yuv -vf
crop=704:576:288:72 -vcodec rawvideo sintel_trailer-704x576x24fpsx52sec.yuv
A. -s - resolution size
B. -i - input file
C. -vf crop w:h:x:y - crop to size w:h, starting at x:y co-ordinates in original
media file
D. -vcodec rawvideo - used to output raw YUV
2. Command used to resize Sintel from 704x576 in item 1 to 352x288, same for
176x144
 mpegv1.2 -s 704x576 -i sintel_trailer-704x576x24fpsx52sec.yuv -s 352x288
sintel_trailer-352x288x24fpsx52sec.yuv
For subsequent steps in our methodology, we shall only use one of the clip types
as an example of the input and output generated from the encoding of an original YUV
file.
3.4.2 Encoding
This section encompasses the encoding process and details the decisions which are
considered during scalable stream conversion from YUV to SVC. Stream scalability
can be imposed in three directions: temporal (resolution), spatial (frame) and fidelity
(quality). Significant consideration is given during the selection of the scalable encoding
scheme options. The options to consider include: how many distinct resolutions will
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the stream contain, how may quality layers per resolution, and will the stream contain
a variable frame rate. The answer to each of these questions will determine the initial
encoding and consequently the achievable quality, transmission cost, susceptibility to
network loss and the benefits to, or restrictions imposed by, the transmission medium.
Common practice would indicate that the diverse requirements of the clients will denote
the initial encoding, but there are implementations where the initial encoding may be
based on a default encoding selection.
In our evaluations, and for ease of comprehension, a three resolution encoding is
utilised, namely: 176 * 144 (QCIF), 352 * 288 (CIF), 704 * 576 (4CIF) and for each of
these resolutions, we define a number of di erent bitrates or quality levels. For each
stream we define a tuple, where the value per resolution equates to the number of quality
levels at that resolution, which we call resolution allocation. We allocate the quality
levels based on the following resolution schema: (QCIF, CIF, 4CIF). An example would
be: (1, 2, 5) which equates to one quality level at resolution QCIF, two quality levels
at resolution CIF and five quality levels at resolution 4CIF. In Section 3.4.2.1 we will
consider four di erent eight-layer encodings, based on a varying number of resolutions,
quality levels per resolution and maximum achievable stream quality (measured using
the popular PSNR [71], a pixel di erence correlation between the reconstructed media
stream and the original stream, typically measured in decibels (dB)):
1. (1, 2, 5) - encoding at a maximum PSNR of 38.9
2. (1, 3, 4) - encoding at a maximum PSNR of 38.5
3. (2, 3, 3) - encoding at a maximum PSNR of 38.5
4. (2, 3, 3) - encoding at a maximum PSNR of 36.8
To create the SVC encoded video files, we use “JSVM (Joint Scalable Video
Model) [131] software from the Scalable Video Coding (SVC) project of the Joint Video
Team (JVT) of the ISO/IEC Moving Pictures Experts Group (MPEG) [132] and the
ITU-T Video Coding Experts Group (VCEG) [133]”. JSVM is an open source project
that is widely-used by the research community and is still under continued development.
It is written in C++ and is provided as source code. JSVM contains libraries for
encoding/decoding of AVC and SVC streams, for transcoding from SVC to AVC, for
scaling videos from one resolution to another resolution, for extracting and decoding
specific layers from an SVC sub stream, and for controlling bitrate generation, to name
but a few.
In JSVM a maximum of three layers can be encoded using Coarse-Grained Scal-
ability (CGS). While Medium-Grained Scalability (MGS) provides for an increase to
eight in the number of layers that can be encoded. Based on the findings in Sec-
tion 3.4.2.1 and the CGS limitation in JSVM, in our evaluations all SVC streams will
be MGS and shall be encoded with eight layer and will have a resolution allocation of
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Figure 3.10: Overview of the encoding process, with respect to the JSVM libraries used
(2,3,3), i.e. two fidelity levels in the lowest resolution and three fidelity levels in each
of the higher resolutions.
In our encoding settings we are concerned with only four of the JSVM libraries.
Figure 3.10 illustrates the relationship of these libraries and their respective outputs.
We begin with the JSVM encoding library:
1. H264AVCEncoderLibTestStatic - This library is used to create the SVC file, out-
put_file.264, based on encoder and layer text-based configuration files. The
encoder config file contains information such as output file name, the frame rate
of the file, the GOP value, the intraperiod i.e. the number of frames between I or
P frames, and the number of layers to be encoded. For each layer specified within
the encoder config file, a layer config file must be defined. The layer config files
contain information such as resolution width and height, frame rate in and out,
the original YUV file at the specific resolution and the Quantisation parameter
(QP). The QP defines the overall fidelity of this specific layer. The higher the
QP, the lower the fidelity. The lower the QP, the higher the transmission cost,
or bitrate of this layer. The encoding process creates two by-products and these
are:
1. For every layer defined in the SVC stream, a YUV video file of the specified
resolution and quality is created by JSVM. These YUV files are used later
in the evaluation section to determine the variation in quality with respect
to the decoded files which were transmitted over the lossy network.
2. The trace data from this process is stored in a file called “sdout.txt”. The
following is an example of the output. It can be seen that for each layer per
frame, the frame type, the DTQ (dependency_id, temporal_id, quality_id)
values, QP value, PSNR values for Y, U and V and total bit rate is provided.
frame_type DTQ QP_value Y_PSNR U_PSNR V_PSNR total_bitrate
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AU 0: IK T0 L0 Q0 QP 32 Y 33.1791 U 41.2554 V 42.2076 18288 bit
0: IK T0 L0 Q1 QP 26 Y 37.1582 U 42.7726 V 43.9366 17352 bit
0: IK T0 L1 Q0 QP 31 Y 33.8355 U 41.6546 V 43.2465 61080 bit
0: IK T0 L1 Q1 QP 28 Y 35.8387 U 42.1569 V 43.9621 44688 bit
0: IK T0 L1 Q2 QP 26 Y 37.0574 U 42.8566 V 44.4697 37384 bit
0: IK T0 L2 Q0 QP 33 Y 33.5901 U 40.9129 V 43.5914 136048 bit
0: IK T0 L2 Q1 QP 30 Y 35.2541 U 42.0130 V 44.3455 110384 bit
0: IK T0 L2 Q2 QP 28 Y 36.5230 U 42.4217 V 44.6180 109720 bit
2. BitStreamExtractorStatic - This library provides a means of extracting the bit-
streams for each of the encoded layers and from this data we get two trace files:
“layerRate.txt” and “layerTrace.txt”. In “layerRate.txt” we can determine for
each layer: the resolution, the frame rate, the bitrate, the SVC layer hierarchy, i.e.
which layer is dependent on which layer based on stream scalability as outlined
earlier in this section and from “layerTrace.txt” we receive the individual byte
cost for each layer per frame. The following output snippet from “layerRate.txt”
gives an example of the information provided by this library. The only heading
that may not be immediately clear is the JSVM defined DTQ, which equates
to three degrees of scalability: resolution (Dependency ID), frame (Temporal
level ) and PSNR (Quality level). MinBitrate is defined as the minimum bitrate
required to view the lowest layer of each resolution and is cumulative for higher
resolutions.
Layer Resolution Framerate Bitrate MinBitrate DTQ
0 176x144 30.0000 521.10 521.10 (0,0,0)
1 176x144 30.0000 1024.30 (0,0,1)
2 352x288 30.0000 2648.00 2144.80 (1,0,0)
3 352x288 30.0000 3914.00 (1,0,1)
4 352x288 30.0000 5006.00 (1,0,2)
5 704x576 30.0000 8664.00 5802.80 (2,0,0)
6 704x576 30.0000 11679.00 (2,0,1)
7 704x576 30.0000 14792.00 (2,0,2)
The next output snippet from “layerTrace.txt” illustrates the byte cost and DTQ
values per layer, thus permitting calculations of per layer and total transmission
cost and the layer dependency per frame. The start-pos is the starting point of
the specific layer within the bit stream. As previously mentioned it is this field
and the Length header that can be used by Course-Grained Scalability (CGS)
and Medium-Grained Scalability (MGS) for sub stream extraction and decoding.
The packet-type defines if the packet is a data or control NALU. In the JSVM
manual, the individual layers are defined as packets, and as such we assume these
packets to be NALU for a given Access Unit (AU ).
Start-Pos. Length LId TId QId Packet-Type Discardable Truncatable
========== ====== === === === ============ =========== ===========
0x0000018d 18 0 0 0 SliceData No No
0x0000019f 2277 0 0 0 SliceData No No
0x00000a84 2169 0 0 1 SliceData Yes No
0x000012fd 2534 1 0 0 SliceData No No
0x000030d0 5586 1 0 1 SliceData Yes No
0x000046a2 4673 1 0 2 SliceData Yes No
0x000058e3 17006 2 0 0 SliceData No No
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0x00009b51 13798 2 0 1 SliceData Yes No
0x0000d137 13715 2 0 2 SliceData Yes No
Each column is defined as the following:
1. Start-Pos. - A hexadecimal value for the start positions (in units of bytes)
of this packet inside the bit-stream
2. Length - The length of the packet (in units of bytes)
3. LId - Dependency ID, based on di erent resolutions
4. TId - Temporal ID, based on di erent frame rates
5. QId - Quality ID, based on di erent quality values
6. Packet-Type - The type of packet, normally either StreamHeader, Parame-
terSet or SliceData
7. Discardable - Defined as not required for minimum quality decoding for each
resolution
8. Truncatable - Defined if the packet can be made smaller (truncatable packets
are not supported in SVC)
This information provides us with a means of introducing loss to the stream,
either by dropping or deleting complete layers or by determining the number of
packets transmitted per layer and then dropping a specified percentage of these
packets.
3. H264AVCDecoderLibTestStatic - This library utilises the JSVM created SVC file,
output_file.264, and creates a YUV file based on the highest quality layer within
the SVC file. The output is saved to a decoder trace file, “decoderOutput.txt”,
which contains the associated information for each AU (frame) as well as the
specific per layer information. The following is the output for a single frame from
an eight layer single GOP stream:
---------- new ACCESS UNIT ----------
NON-VCL: SEI NAL UNIT [message(s): 10]
Frame 0 ( LId 0, TL 0, QL 0, AVC-I, BId-1, AP 0, QP 32 )
Frame 0 ( LId 0, TL 0, QL 1, SVC-I, BId 0, AP 0, QP 26 )
Frame 0 ( LId 1, TL 0, QL 0, SVC-I, BId 1, AP 1, QP 31 )
Frame 0 ( LId 1, TL 0, QL 1, SVC-I, BId16, AP 0, QP 28 )
Frame 0 ( LId 1, TL 0, QL 2, SVC-I, BId17, AP 0, QP 26 )
Frame 0 ( LId 2, TL 0, QL 0, SVC-I, BId18, AP 1, QP 33 )
Frame 0 ( LId 2, TL 0, QL 1, SVC-I, BId32, AP 0, QP 30 )
Frame 0 ( LId 2, TL 0, QL 2, SVC-I, BId33, AP 0, QP 28 )
Each row is defined as the following:
1. Frame or non-VCL data
2. Frame number
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3. LId - Dependency ID, based on di erent resolutions
4. TId - Temporal ID, based on di erent frame rates
5. QId - Quality ID, based on di erent quality values
6. Player and frame type, this example highlights AVC for the base layer and
SVC for all other layer, as well as all frames are I frames
7. BId - The BaseLine ID of the previous layer on which this layer is dependent
8. AP - Specifies the use of inter-layer prediction, based on the ILMotionPred
value in the JSVM encoding file. A zero value denotes no prediction, while
a one implies prediction with or without a macro-block partition.
9. QP - Quantisation Parameter - achievable quality of this specific layer
It is important to note that the decoding process only works for complete unal-
tered bitstreams. Bitstreams which are corrupt due to lost packets or lost layers,
known as modified streams, cannot be decoded by JSVM. Early versions of JSVM
contained error concealment options which modified the reconstructed YUV to
account for loss. But after version 9.8 of JSVM, the error concealment option
was discontinued. Even the old tool was not well suited to decoding most dam-
aged bitstreams. Due to this fact and because we were working with modified
bitstreams throughout our research (due to the defined percentage of loss un-
counted during transmission), we were never able to use JSVM to decode our
modified streams. We shall explain later in the evaluation section how we were
able to determine the viewable quality of the received bitstreams.
4. DownConvertStatic - As stated, a by-product of the initial JSVM SVC encoding
is the creation of individual YUV files for each quality layer of the original SVC
stream. As PSNR, or quality, calculations require that the resolution of evaluated
streams have identical resolutions, this library is utilised to up-sample, or upscale,
the lower resolution streams to the maximum resolution in the encoded stream.
The default JSVM method for up-sampling is a normative up sampling method
designed to support the Extended Spatial Scalability (ESS) [134] and is based
on a set of integer-based 4-taps filters derived from the Lanczos-3 filter [135].
ESS o ers additional spatial scalability by providing options such as cropping
(viewing only a portion of the original image) and up-sampling. Lanczos-3 filter
is typically used to smooth the variation between the original image and sampled
image by increasing the sampling rate or shifting the sampling interval.
Appendix A provides an in-depth overview of JSVM encoding and subsequent
output with respect to a GOP value of 1 and a GOP value of 8, while also outlining
the decision process used to determine the frame hierarchy selected for our simulation
tests.
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3.4.2.1 JSVM Results for Variation in Layer Allocation per Resolution
Table 3.6: Key metrics per adaptive scheme for each of the selected encodings, including
transmission byte cost
Scheme GOP max PSNR Encoding Time SVC (byte) MDC (byte)
Resolution (1, 2, 5) 1 38.9 15.58 minutes 9,870,321 21,247,605
Resolution (1, 2, 5) 8 36.6 202.32 minutes 3,613,019 8,138,744
Resolution (1, 3, 4) 1 38.5 15.72 minutes 8,845,840 19,400,400
Resolution (2, 3, 3) 1 38.5 13.90 minutes 8,491,556 16,659,188
Resolution (2, 3, 3) 1 36.8 13.63 minutes 6,018,201 13,906,335
JSVM v9.19 [131] is utilised to encode a widely used ten second sample clip
of astronauts walking in a corridor, called crew.yuv, into eight-layer SVC streams,
from which the transmission trace data was extracted. JSVM contains a quantisation
parameter (QP), which provides a simple mechanism to encode the stream with varying
bitrates, thus providing di ering levels of quality per layer. In our evaluation, we encode
each scheme with a group of picture (GOP) rate of 1. As GOP is utilised to reduce
transmission cost by increasing inter frame dependency, and inter frame dependency
reduces stream quality as loss increases; due to the loss of key frames. A GOP of one
would provide an awareness of how loss a ects quality, without the increased quality
degradation provided by a higher GOP.
Table 3.6, provides a comparison between the di erent encodings and the relevant
transmission cost per adaptive scheme, while Figure 3.11 provides a graphical repre-
sentation of the transmission costs. Note, the specifications of the encoding machine
are: 64-bit Windows 7 professional, 8GB ram, Intel Core2 Quad 2.66Hz. To provide
a comparison of GOP, one of the schemes is also encoded with a GOP value of eight
to view the a ects on transmission cost and encoding time. Note that the GOP is the
only value altered in the encoding. It can be seen that the increase in GOP, mandates
a reduction in achievable quality and transmission cost, while drastically increasing
encoding time.
3.5 Encoding E ciency
In this section the data in Table 3.6 is utilised to determine how the initial encoding
decision a ects the video, as per the following:
1. A reduction in achievable quality, maximum PSNR, mandates a reduction in
transmission cost.
2. The addition of FEC resilience to the resilient MDC scheme increases transmission
cost.
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Figure 3.11: Transmission cost of encoding at di erent PSNR and with di erent layer
quality per resolution and GOP
3. The selection of allocated resolutions can determine transmission cost, as outlined
in (1, 3, 4) and (2, 3, 3). While both provide the same quality, 38.5, and similar
SVC transmission cost, (1, 3, 4) commands a di ering transmission cost for MDC,
which highlights that the expense of resilience is based on the byte size of the
underlying layers and more importantly on the byte size of the lower layers. Such
that, a scheme of consistent bit-rates per layer would o er balance to the resilient
schemes.
4. Note that the encoding times o er a means of comparing encoding complexity.
5. It is also worth noting that creating scaling video reduces the max available
stream quality [136] and PSNR values of less than 20dB correspond to inferior
video quality [71].
3.6 Transmission and Loss
The objective of this section is to determine how loss a ects quality for each of the
selected adaptive schemes. So, for ease of comprehension, we provide a UDP imple-
mentation of scalable streaming in a lossy network, such that loss is determined without
the benefits of datagram retransmission. Mobile network datagram loss is a consistent
occurrence due to interference, while the percentage of loss is irregular. This leads to
causality similar to the chicken and the egg paradigm, e.g. which comes first loss or
resilience.
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Table 3.7: PSNR 38.9: Crew comparison results as per the eight layer JSVM streaming
trace data, with a resolution allocation of (1, 2, 5) and GOP of 8
Scheme SVC MDC
Transmission (bytes) 9,870,321 21,247,605
% Byte size wrt SVC 100% 216%
Layer/Description Size 4,112 8,853
# Layer/Description 8 8
# Datagrams (Dg) 7,741 22,848
PSNR at 10% Dg loss 32.45 dB 38.45 dB
As an example of the encoding schemes, Tables 3.7 highlights the transmission
byte cost, relevant size of the transmission compared to SVC, average size of each
layer/description, number of layers/description per frame, the number of Ethernet
MTU datagrams required by the scheme and the average PSNR of stream (1, 2, 5)
when confronted by 10% datagram loss, all of these details were determined by utilis-
ing the JSVM trace data. The other schemes are consistent with these results.
It can be seen that SVC yields the lowest PSNR, due to the absence of error
resilience and its prioritisation hierarchy. This highlights that while SVC transmits the
lowest number of datagrams, it produces the highest percentage of transmitted loss,
e.g. layer data that is transmitted but is un-decodable at the device due to lower layer
loss. The level of increased error resiliency o ered by MDC increases the achievable
PSNR values for MDC by approximately 6 dB.
It can be recognised that while resilience increases transmission cost, it also re-
duces transmitted loss. Such that for bandwidth-constrained or lossy networks, a mech-
anism is required that provides a balanced approach to cost and loss.
3.6.1 Simulation
Prior to simulating loss in our SVC bitstream, we need to first take the trace files gen-
erated in the Encoding section and perform some additional processing. Figure 3.12
provides an overview of the simulation undertaken and the interaction between the
di erent components used. We begin our additional processing by using SVEF [137]:
an open-source experimental evaluation framework for H.264 scalable video streaming.
One component contained within SVEF is f-nstamp. f-nstamp takes the “decoderOut-
put.txt” trace file and the “layerTrace.txt” trace file as input and creates “layerTrace-
frameno.txt” as output. “layerTrace-frameno.txt” contains the information contained
within “layerTrace.txt” and adds two additional columns. The first additional column
will be populated with the frame number corresponding to the NALU associated to that
line. These additional frame numbers are determined based on the input of “decoder-
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Figure 3.12: Overview of the simulation process, from SVC trace file input to ns-2 trace
file output
Figure 3.13: A two-node, server/client, model is utilised for the simulated ns-2 topology
Output.txt”. The second column contains the time at which the NALU was transmitted
from the server. This second column permits selective dropping of NALUs which arrive
at the client after the subsequent frame has been decoded. In our evaluations we do
not use this second column as we evaluate based on defined percentage levels of packet
loss and including these late packets may skew our results by increasing the percentage
of packets beyond our defined percentage. We now have a trace file which contains
the per layer bitrate for every frame in the encoded stream and are ready to simulate
stream transmission.
Start-Pos. Length LId TId QId Packet-Type Discardable Truncatable frame_num trans_time
========== ====== === === === ============ =========== =========== ========= ==========
0x0000018d 18 0 0 0 SliceData No No 0 0
0x0000019f 2277 0 0 0 SliceData No No 0 0
0x00000a84 2169 0 0 1 SliceData Yes No 0 0
0x000012fd 2534 1 0 0 SliceData No No 0 0
0x000030d0 5586 1 0 1 SliceData Yes No 0 0
0x000046a2 4673 1 0 2 SliceData Yes No 0 0
0x000058e3 17006 2 0 0 SliceData No No 0 0
0x00009b51 13798 2 0 1 SliceData Yes No 0 0
0x0000d137 13715 2 0 2 SliceData Yes No 0 0
Network Simulator 2 (ns-2 ) [138], a well-known and widely-used network simula-
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tion tool which supports TCP, routing and multicast protocols over wired and wireless
networks is utilised to simulate a lossy channel. As illustrated in Figure 3.13, a two-
node, server/client, model is utilised for the simulated topology in which we vary the
packet error rate, µ, from 1% to 10% to test the streaming performance of di erent
schemes over lossy links. The goal of our work is to determine for a given loss rate,
the maximum achievable quality for a selected streaming model. Thus a one-to-one
model is su cient for our needs, as a defined level of network loss can be imposed on
the individual link.
In our simulations we limit the maximum loss rate to 10% as: 1) PSNR plots
containing loss rates from 1% to 10% demonstrate the variance in achievable quality as
packet loss increases, thus illustrating the benefits or drawbacks of a streaming model at
relatively low loss rates. Higher loss rates would only further exacerbate the achievable
quality of a given model. 2) For description-based models with statically defined FEC
levels, such as for MDC, their is a packet loss threshold where the level of applied
FEC is unable to cope with a given loss rate. Thus, there is a tipping point where
the benefits of description-based models are negated by increased loss rates. For our
streaming models, we adapt the FEC levels to cope with a given loss rates, so as to
reduce overall transmission cost. Thus, we reduce the tipping point of the packet loss
threshold to a point within the simulated loss rates. For levels of packet loss greater
than 10%, the same mechanism is used to increase the FEC levels but this can lead to
increases in overall transmission cost which is counter-productive to the goals of our
research.
We employ the widely-used ns-2 Errormodel to define a total packet error rate
with a uniform distribution. This defines that the average packet loss shall be equal
to µ, but does not mandate that the individual frame loss rate shall also be equal to
µ, thus permitting bursty loss during simulation. The ns-2 Errormodel simulates
link-level error or losses by marking the packet’s error flag or dumping the packet to
a drop target. Typically the Errormodel is utilised to generate a simple model based
on a defined packet error rate, as used in our simulations, but can be used for more
complicated statistical and empirical models. The unit of error can be defined based
on packet, bits, or time-based. In our simulation, UDP is the transport protocol. Per
distinct µ packet error rate, we simulate 16 experiments for each streaming model. As
the e ects of the Errormodel di er for each experiment, this provides us with a means
of averaging the e ects of loss over multiple runs. As ns-2 does not contain an inherent
mechanism for simulating trace-based streaming models i.e. JSVM trace files, we use
myEvalSVC for this functionality.
myEvalSVC [139], an open source tool for evaluating JSVM stream trace data in
ns-2, presents a means of dynamically determining bitrates based on the JSVM trace
data and simulating real-time packetisation over a lossy network in ns-2. myEvalSVC
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adds extra functionality to ns-2 by providing additional tra c models, a new Sink node
and numerous new variables which permit packetisation of the various layered bitrates.
In our evaluation myEvalSVC is utilised to create streaming packetisation mod-
els for each of the scalable schemes. myEvalSVC mandates that the JSVM encodings
utilised are specific in both scalability (resolution, frame, quality) and quantity of lay-
ers. To operate with our encoding of an eight layer streaming model, i.e. SVC, MDC
and the new streaming models proposed in this and later chapters, minor modifications
are made to the original myEvalSVC scripts. Due to the multi-datagram requirements
of each of the streaming schemes and possible out of order delivery of datagrams at
the device, the modified myEvalSVC scripts provide mechanisms so as to calculate the
maximum achievable stream quality at the device. Prior to transmission, a transmis-
sion time, time sent from server, is added to each frame. In this example we assume
transmission begins 500ms after stream request is received, but this is only used to
reflect transmission time in the ns-2 simulation file. It can be seen that the 4 highest
layers are transmitted in a di erent time period that the lower layers, again just an
example of the variation in time that can be allocated to di erent layers/frames.
Start-Pos. Length LId TId QId Packet-Type Discardable Truncatable frame_num trans_time
========== ====== === === === ============ =========== =========== ========= ==========
0x0000018d 18 0 0 0 SliceData No No 0 500
0x0000019f 2277 0 0 0 SliceData No No 0 500
0x00000a84 2169 0 0 1 SliceData Yes No 0 500
0x000012fd 2534 1 0 0 SliceData No No 0 500
0x000030d0 5586 1 0 1 SliceData Yes No 0 500
0x000046a2 4673 1 0 2 SliceData Yes No 0 533
0x000058e3 17006 2 0 0 SliceData No No 0 533
0x00009b51 13798 2 0 1 SliceData Yes No 0 533
0x0000d137 13715 2 0 2 SliceData Yes No 0 533
This file is then modified to provide a myEvalSVC compliant file structure. The
first column is the time, the layer transmission cost, followed by LId, TId and QId and
the last column is the frame number. Also note how the header information and the
base layer (both with LId, TId and QId of 0,0,0) are added together:
time trans_cost LId TId QId frame_num
======== ========== === === === =========
0.000000 2295 0 0 0 0
0.000000 2169 0 0 1 0
0.000000 2534 1 0 0 0
0.000000 5586 1 0 1 0
0.033333 4673 1 0 2 0
0.033333 17006 2 0 0 0
0.033333 13798 2 0 1 0
0.033333 13715 2 0 2 0
Comprehensive simulations are performed and once complete, the myEvalSVC
trace files are passed to the Evaluation section to determine the maximum, per-frame,
stream quality at the client. The following is an example of the myEvalSVC trace file
for the first three layers only. The columns are the time of receipt at the client, frame
number, packet byte size (we assume a maximum packet data size of 1,440 bytes, thus
allocating 60 bytes for header information), LId, TId, QId, number of packets per frame
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and initial transmission time. It can be seen from this example that packet 3 is missing
and was lost during transmission, thus Layer two can not be decoded which will lead
to a decrease in viewable quality for this frame:
receive_time frame_num packet_size LId TId QId num_packet trans_time
============ ========= =========== === === === ========== ==========
0.512345 0 1440 0 0 0 0 0.500000
0.517212 0 855 0 0 0 1 0.500000
0.515487 0 1440 0 0 1 2 0.500000
0.513274 0 1440 1 0 0 4 0.500000
0.516239 0 1094 1 0 0 5 0.500000
As we have seen from the myEvalSVC trace file, data were lost from layer two
and so a reduced number of layers will be decodable. Assuming the scalable hierarchy
as outlined by LId, TId and QId, and assuming no further data are lost from higher
layers, then only the base layer, layer 3 and layer 6 are decodable. These specific layers
are only dependent on Lld, while all other layers are also dependent on Qld, which was
increased by layer two. But if we assume layer N is only viewable if all preceding 1 to
N ≠ 1 layers are decodable, then only the base layer is decodable. The determination
of the highest layer that can be decoded is an important concept to consider but which
of these two results, the base layer or layer 6, shall we use in our Trace Analysis.
The answer is dependent on the initial selection of either Course-Grained Scalability
(CGS) or Medium-Grained Scalability (MGS) during encoding. With CGS the scalable
hierarchy as outlined by LId, TId and QId mandates the layer dependency required
during decoding, while for MGS layer N is only viewable if all preceding 1 to N ≠ 1
layers are decodable. Prior to our final decision on which encoding option to utilise
for our evaluation, let us first reconsider the underlying benefits of SVC. SVC can be
viewed as benefiting a single user by providing graceful degradation of quality while
also reducing transmission cost when multiple users are viewing the same stream. For
a single user the presence of all lower layers provide the graceful degradation required
and yields consistency of quality with little variation in decodable layer value over time.
Also, in a large real-world deployment, the overall quality of a scalable IPTV stream
will be governed by the maximum viewable quality selected, but within the stream
di erent users will decode with dissimilar layers values.
Based on our eight layer example and assuming CGS, the layers that require all
lower layers to be available prior to decoding are the:
1. Base layer: this layer is not dependent on any layer and as such is decodable once
received.
2. Layer two: requires the base layer prior to decoding.
3. Layer four: as the lowest resolution contains two quality levels, the second quality
level in the second resolution can only be decoded once all lower resolutions and
lower quality levels have been received.
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4. Layer five: as the second resolution contains a third quality level, all lower lower
resolutions and lower quality levels must be received prior to decoding.
5. Layer eight: this is the highest layer and by default all lower layers must be
available prior to decoding.
While the remaining layers require only a subset of layers to be available prior to
decoding:
1. Layer three: as the lowest quality level in the second resolution, only the lowest
quality level in the lowest resolution is required prior to decoding. Only the base
layer is required prior to decoding.
2. Layer six: as the lowest quality level in the third resolution, the lowest quality
levels in all lower resolutions are required prior to decoding. Only the base layer
and layer three are required before decoding.
3. Layer seven: as the lowest resolution contains two quality levels, the second
quality level in the third resolution can be decoded once the lowest two quality
levels for all the lower resolutions have been received. The base layer, layer two,
layer three, layer four and layer six are required prior to decoding. Only layer 5
is not required.
As previously stated, based on the findings in Section 3.4.2.1, the CGS layer
quantity limitation in JSVM and the benefits provided to single and multiple users by
MGS, in our “Trace Analysis” all SVC streams will be MGS encoded and as such layer
N is only viewable if all preceding 1 to N≠1 layers are decodable. Thus in the example
outlined above only the base layer is decodable.
3.6.2 Trace Analysis
In this section, we view the steps required to analyse our “myEvalSVC trace file” and
determine the e ects of network loss on viewable quality. Figure 3.14 provides a high-
level overview of the steps taken during trace analysis. We begin by performing some
additional processing of the myEvalSVC trace file, which will initially sum the byte cost
of each packet per layer, per frame, and then rebuild the “layerTrace-frameno.txt” as
“layerTrace-received.txt” but will update the byte-cost length of the packets (column
2) and the time the last packet was received for this layer (column 10):
Start-Pos. Length LId TId QId Packet-Type Discardable Truncatable frame_num trans_time
========== ====== === === === ============ =========== =========== ========= ==========
0x0000018d 18 0 0 0 SliceData No No 0 517
0x0000019f 2277 0 0 0 SliceData No No 0 517
0x00000a84 1440 0 0 1 SliceData Yes No 0 515
0x000012fd 2534 1 0 0 SliceData No No 0 516
0x000030d0 5586 1 0 1 SliceData Yes No 0 515
0x000046a2 4673 1 0 2 SliceData Yes No 0 516
0x000058e3 17006 2 0 0 SliceData No No 0 518
0x00009b51 13798 2 0 1 SliceData Yes No 0 521
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Figure 3.14: Overview of the trace analysis process, from myEvalSVC trace file input to
JSVM PSNR analysis and subsequent result visualisation (provided in the
next section)
0x0000d137 13715 2 0 2 SliceData Yes No 0 519
As noted, even though the “layerTrace-received.txt” trace file is now a JSVM
compatible bitstream, albeit with modified or missing data for some layers, JSVM
is unable to decode this file. However, JSVM does contain a library for measuring
PSNR between two raw video sequences, called “PSNRStatic”. To provide the bridge
between the “layerTrace-received.txt” trace file and the PSNR measurements required
to illustrate the variation in quality provided by the relevant streaming models, we
created a new program called “modPSNR”. “modPSNR” utilises the code base of the
JSVM program “PSNRStatic” and adds additional functionality so as to create modified
YUV files, which are then measured against the original YUV, so as to determine the
deviation in quality, or PSNR, of the modified YUV files. The “layerTrace-received.txt”
trace files are pre-analysed to determine the maximum, per-frame, stream quality at
the client. Each trace is then saved as an achievable quality (AQ) trace file for each
streaming model. Using our example, this would determine the frame 0 has a maximum
viewable quality of layer 5. If each of the layers are dependent on the previous layer,
then the maximum viewable quality would be the base layer (layer 1).
The AQ trace files are utilised to 1) to provide a means of illustrating the tran-
sition in frame quality over time and 2) to create the modified YUV files, based on the
maximum stream quality per frame, from the original YUV files. In our results, for
each model we determine the maximum stream quality per frame based on the highest
layer that contains no packet loss and can be fully decoded, thus containing no impair-
ments that are visually observed. It can be surmised, that in a real world system
advanced error concealment mechanisms would be used to reduce the visual e ects of
the lost data. Most advanced techniques are proprietary and as such are unknown.
The following examples are possible options that could be used and these include:
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1. Simple frame replication: when the amount of data lost in a frame negates the
use of the frame, then simply replicating the previous frame may be beneficial to
overall viewable quality. This option is dependent on frame rate, frame type (I,
P or B), video type and user acceptance of replicated frame data.
2. More advanced replication of individual pixel data contained within a frame. If
only partial frame data are lost, then by taking two adjacent frames and de-
termining the changes in frame, may increase viewable quality. This option is
dependent on the similarity between adjacent frame. This would not work during
scene changes in a clip.
3. Upscaling a selection of the frame pixels within a lower layer to account for the
loss of a subset of higher layer pixels. The upscaled pixels may be overly visible,
but this would be dependent on frame/clip type and well as the variation in
resolution between lower and higher layer.
4. Retransmissions of the lost data. If there is su cient time and bandwidth, then
retransmission of the lost data may be of benefit.
We did not have access to these mechanisms and as such we decode based on the
highest layer that contains no packet loss.
As previously stated, a by-product of the JSVM encoding process is the creation
of a YUV file for each layer encoded in the stream, we shall call these layer_YUV files.
“modPSNR” utilises these layer_YUV files and the AQ trace file to create a modified
YUV file. As noted PSNR requires that the resolution of the modified YUV file is the
same as the original YUV file, thus we up-sample all lower resolution layer_YUV to the
maximum resolution of the encoded stream, i.e. in our examples we up-sample from
176x144 (QCIF) and 352x288 (CIF) to 704x576 (4CIF). Some pixelation (upscaling
of low quality resolutions thus creating noticeable square shaped single-colour display
components on the screen) may occur when the resolution of the maximum achievable
quality is less than the maximum viewable resolution.
“modPSNR” scans the AQ trace file and for each frame in the stream will de-
termine the maximum viewable quality. “modPSNR” then extracts the frame of the
evaluated quality from the correct layer_YUV file to create the modified YUV file.
“modPSNR” supports basic error concealment by which non decodable frames are sub-
stituted by duplicating the previous frame. Should the initial one or more frames be
undecodable, then the next decodable frame shall be duplicated as the initial frame(s).
Part of our initial thesis goal is to view the e ects of network loss on existing streaming
models, i.e. SVC and MDC. In this regard, more advanced error concealment mecha-
nisms would unfairly increase the viewable quality and consequently the PSNR value
of these existing schemes. Thus basic error concealment provides for a more practi-
cal reflection of loss on viewable quality. Once the modified YUV has been created,
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“modPSNR” will ascertain the PSNR value in comparison to the original YUV file
using the JSVM “PSNRStatic” code base.
3.6.3 Metrics and Result Visualisation
Prior to describing how we visualise the viewable quality ascertained from the AQ trace
file. We first need to consider what to visualise. As SVC is a layered schema, we need
to consider how network loss a ects the quality of each frame and illustrating layer
variation over time will achieve this. The variation plot provides a coarse overview of
viewable quality over time, i.e. plots with minor changes in variation provide consistent
viewable quality, while large variation in quality especially with di ering layer values
per adjacent frames mandate visible degradation and thus poor viewable quality. Time
is the important metric in this plot, as we view the changes in quality over the duration
of the stream.
Variation plots with large transitions do not in themselves provide a sense of
the overall viewable quality. A similar plot which determines the percentage of frames
viewable for each layer value immediately provides a perception of the overall view-
able quality of the stream. In this subsequent plot we are only concerned with the
viewable percentage of each layer. We find that streams with large percentage values
in the higher layers will mandate increased streaming quality, while conversely large
percentage values in the lower layers will provide for reduced streaming quality.
Finally, it is important to view the overall achievable quality of the stream itself
and this is achieved using PSNR. PSNR provides us a means of correlating the quality
of our received YUV with that of the original YUV, thus illustrating the change in
viewable quality over the entire clip.
Gnuplot [140] is a command-line graphical tool for visualising our empirical re-
sults. We use Gnuplot primarily to illustrate three main plots and in this section we
illustrate an example of all three plots and explain each plot in detail. Gnuplot is used
to:
1. Illustrate the variation in viewable quality over time. Figure 3.15 illustrates a
ten-second example of the variation in viewable quality for an eight layer SVC
encoding of city with a 10% packet loss rate as defined by the AQ trace file.
Two items are important to note: 1) depending on where the data are lost, i.e.
which layer, denotes the maximum viewable quality and 2) how the transitions
that occur between adjacent frames can be quite large, illustrating a noticeable
change in viewable quality over time. As previous stated, we perform sixteen runs
for each loss ratio. The variation plot takes a snap shot of one of the experiments
as an example of variation that can occur.
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Figure 3.15: The variation in viewable quality for an SVC encoding of city transmitted
over a network with a 10% loss rate
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Figure 3.16: The percentage of viewable frames for each of the encoded layers for an
eight layer SVC and MDC encoding of crew with a 10% packet loss rate
2. Display the percentage of viewable frames for each layer over the duration of the
stream. Figure 3.16 displays the percentage of viewable frames for an eight layer
SVC and MDC encoding of crew with a 10% packet loss rate. This plot takes the
variation defined by the AQ trace file and determines the percentage of viewable
frames for each of the layer quality levels, including for non decodable frames,
denotes as layer zero. The percentage of viewable frames plot also takes a snap
shot of one of the experiments to illustrate the percentage of viewable frames per
layer.
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Figure 3.17: The variation in PSNR as network loss increases for three MDC streams
3. Show the variation in PSNR for di erent network loss rates. Figure 3.17 shows the
maximum achievable mean Y-PSNR values, in dB, for three MDC streams. The
MDC plots represent the highest quality layer for each resolution in the stream
and how their respective PSNR values decrease as packet loss increases. The
PSNR plot takes all 16 experiments and averages the PSNR for each plot with
respect to the µ selected during simulation. 95% Confidence Interval error bars
are added to show the variation in PSNR value that can occur. In some plots
the variation in PSNR is so small, the error bars are imperceptible as they are
obscured by the legend markers, i.e. the ‘x’, the triangle and the inverted triangle
as shown in Figure 3.17.
3.6.4 Evaluation Methodology Conclusion
In this Section, we presented an overview of the methodology utilised to evaluate our
research. We outlined our selection of clip type, encoding options, simulation design,
trace analysis, and the motivation behind our result visualisation. This Section can be
viewed as a precursor to the evaluation sections of later chapters. Should variations
to the methodology outlined in this Section be required in later chapters, this shall be
clearly outlined.
3.7 SDC Evaluation
In this section, we assess the performance of SDC and SDC-NC and compare it with
both SVC and MDC. In our evaluation, we consider an eight layered stream transmitted
over a lossy network with di erent loss rates. Figure 3.18 provides an overview of
the adaptive streaming topology that our evaluation simulates. To provide increased
E cient Delivery of Scalable Media Streaming
over Lossy Networks
75 Jason Quinlan
3. Scalable Description Coding (SDC) 3.7 SDC Evaluation
Figure 3.18: Overview of adaptive streaming topology used to determine bandwidth sav-
ings and PSNR.
achievable quality in our evaluation results we implement SDC with both packetisation
options: section-based description packetisation (SDP) and Section Distribution (SD),
as detailed in Section 3.3.1. SD is utilised by the Dc and Dr descriptions as these
contain FEC resiliency to recover from loss, and the loss of a segment from all layers
in a single description will not overly a ect viewable quality. SDP is used by Ds as no
FEC is allocated to the Ds. If SD is used by Ds, then a segment of each layer section in
the Ds is allocated to a packet. If any packet for the Ds is lost, then all layer sections
in the Ds are undecodable. Using SDP confines the loss of a packet to a specific layer
section within the Ds, which reduces the e ects of network loss.
Irrespective of bit-rate, a streaming model is defined such that the packets need
to arrive within a specific timeframe, so as not to reduce the perceived quality of the
stream. The simulation design implemented a layer ID and GOP ID, such that each
packet is allocated to a specific layer/description in a specific GOP. This design allows
the simulation to track the packets between server and client. Packets arrive at the
client in the order they are sent from the server but if packets arrived out of order, then
the GOP ID and layer ID are utilised to determine what is decodable by the client.
3.7.1 Experimental Results
Table 3.8 presents the percentage of viewing time at the di erent quality levels for
the di erent streaming models at a packet loss rate of 10% for our eight layer sample.
Table 3.9 outlines a summary of the mean layer value viewed over the duration of
the clip, i.e. over all 300 frames, and the maximum, maxqual, and minimum, minqual,
layer value viewed, thus illustrating the the variation in quality that occurred during
decoding. Note how all models were able to achieve layer 8 decoding. Due to packet loss
SVC and MDC were unable to decode some frames, while SDC mandates minimum
decoding to layers 3 and 4 dependent on the optimisation technique utilised. SDC
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Table 3.8: Example of average percentage of viewing time at a specific layer for eight
layers with 10% network loss
SDC-NC SDC MDC SVC
Layer 8 42% 51% 4% 10%
Layer 7 16% 15% 5% 4%
Layer 6 16% 18% 14% 9%
Layer 5 16% 9% 24% 13%
Layer 4 10% 7% 23% 7%
Layer 3 0% 0% 19% 11%
Layer 2 0% 0% 9% 13%
Layer 1 0% 0% 2% 14%
No Viewable Layer 0% 0% 0% 19%
Table 3.9: Example of the mean layer value and the variation that occurs between max-
imum, maxqual, and minimum, minqual, layer viewable quality over the dura-
tion of the clip
Mean minqual maxqual
SDC-NC 6 4 8
SDC 6 3 8
MDC 4 0 8
SVC 3 0 8
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Figure 3.19: Two second example of transitions in viewable quality in SDC-SDP, SDC-
SDP-NC, MDC and SVC with eight viewable layers, variable bit-rate and
10% packet loss
also achieved the highest mean viewable quality, layer 6, which is contained within the
highest resolution, albeit at the lowest fidelity level. While Figure 3.19 presents a two
second snapshot of the data results. It is encouraging to see that the SDC variants
provide 42% to 51% of viewing quality at the highest layer and never reduce viewable
quality below layer 4, while SVC and MDC have large variations in quality across all
E cient Delivery of Scalable Media Streaming
over Lossy Networks
77 Jason Quinlan
3. Scalable Description Coding (SDC) 3.7 SDC Evaluation
layers. Unfortunately a consistent level of viewable quality is not achieved by SDC.
As can be seen in Figure 3.19, SDC-SDP has noticeable levels of maximum viewable
quality, layer 8, but large drops in viewing quality, sometimes as low as layer 4, mitigate
the benefits of higher quality. The benefits of Network coding provided by SDC-SDP-
NC are also unable to provide consistency of viewable quality. These large variations
in quality are primarily due to losses in the Ds, rather than specific Dc or Dr.
3.7.2 Measured Impact on PSNR (peak signal-to-noise ratio)
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Figure 3.20: Mean Y-PSNR values and 95% Confidence Interval error bars for an eight
Layer scheme with variable bit-rate and incremental packet loss.
Figure 3.20 plot the Y-PSNR values for an eight layer scheme with 95% confidence
interval error bars, for the streaming models versus percentage of error loss. The major
points to note are that MDC has a lower PSNR value as loss rates increase, SVC
maintains a similar degradation in quality as loss increases and that SDC-SDP has the
highest quality over all loss rates. Finally we note that the Confidence Interval error
bars are noticeably small in range, thus implying a closer consistency of PSNR values
over di erent evaluations runs.
We can see that both variants of SDC provide similar PSNR values over all loss
rates, a mere .2 dB di erence on average. When we compare the PSNR values at
10% loss rate with the percentage of viewing time at a specific layer from Table 3.8,
we observe that even though the percentage of viewing time are noticeably di erent,
especially for layer eight, that the PSNR values are very similar. This is due to the
similarity in measured pixels rather than a measure of the variation in viewable layer
occurring in the stream.
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3.8 Conclusion
This chapter presented Scalable Description Coding (SDC), a novel approach for the
transmission of redefined MDC-encoded video. SDC shows a noticeable superiority
in comparison to MDC in terms of bandwidth requirements and levels of viewable
quality, but our goal of consistent high quality for the stream duration is unachieved
as some user-perceived quality is sacrificed due to variations in the achievable quality
(large changes in layer value being decoded due to loss of the scalable description, as
clearly seen in the evaluation results). SDC increases the quality of the stream as most
variations occurs in the highest enhancements layers but the variation occurs through
the stream duration thus mandating noticeable changes in quality throughout. We
believe that selective packetisation is especially significant for mobile networks where
bandwidth over-the-air and in the backhaul continue to be insu cient to satisfy the
growing demand of video applications.
As we have seen in this chapter, there are benefits to selective packetisation of
the layered stream data. The creation of a high prioritised scalable description, while
providing a notable increase in viewable quality, mandates large variation in achievable
quality when undecodable. Thus separation of the data into high priority and low
priority does increase stream quality but is insu cient to provide the consistency of
viewable quality required.
The next chapter will take our SDC research and will leverage it to create a
new model that will investigate the equality of layered data. If all layer data can be
packetised so that data loss does not a ect individual layers or sections, but all data
equally, then viewable quality will be dependent only on the level of packet loss and not
on which layer or description the loss was encountered. Thus the goal of the next chapter
is to mandate consistency of viewable quality while lowering overall transmission cost.
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Chapter 4
Adaptive Layer Distribution
(ALD)
In this chapter we introduce Adaptive Layer Distribution (ALD) [15, 16], a novel layered
media technique that optimises the trade-o  between streaming bandwidth demands
and error resiliency. ALD is based on the principle of layer distribution, in which the
critical stream data are spread amongst an increased number of descriptions as well
as over all packets, thus lessening the impact on quality due to network losses. The
proposal of ALD is motivated by two main objectives: reducing the transmission byte-
cost overhead of description-based streaming and maintaining a consistent play-out
quality over lossy networks, irrespective of GOP size and underlying loss rate. In this
context, play-out consistency refers to reducing the frequency of transitions in play-out
quality due to packet losses.
ALD introduces the concepts of section thinning and utilises the techniques of
improved error resiliency and section-based application packetisation. Our approach
focuses on identifying the interrelationship between the various elements of the encod-
ing, packetisation and transmission process. ALD provides a heuristic solution using
all the relevant elements at once, such as examining FEC allocation, reducing byte-cost
per description and providing packetisation options that mandate consistency of qual-
ity over all GOP values. Thus, ALD provides a means of increasing achievable quality,
while decreasing overall transmission cost.
4.1 Section Thinning
We begin by introducing the central component of ALD: Section Thinning. This com-
ponent provides a means of reducing the byte allocation of each layer section per de-
scription, while increasing the number of descriptions being transmitted.
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(a) SVC (b) MDC-FEC
Figure 4.1: An example of (a) a six layered SVC stream encoded as (b) MDC-FEC (blue
denotes original SVC data, green - additional FEC data)
Table 4.1: Notation and Definitions
N The number of SVC layers per Group of Frame (GOP)
Ll,x Byte-size of SVC Layer l for frame x
Sl,x Layer section byte-size of SVC Layer l for frame x
l Integer value corresponding to the layer number of Ll
GOP The number of frames per GOP
STF Section Thinning Factor
STFO STF based on optimal transmission cost
STFE STF based on the number of packets per description
Dc A complete description, containing sections from layers 1 to N
q Number of MDC descriptions required to decode Layer q
q+STF Number of ALD descriptions required to decode Layer q
IER Increased Error Resilience for a given layer
We replicate Figure 2.5 and Figure 2.8 from Section 2.2.1 and Section 2.4 respec-
tively, to re-illustrate that the level of additional FEC data in MDC is proportionally
high compared to the initial level of SVC data, thus leading to a large increase in trans-
mission byte-cost relative to SVC and highlighting the need for an adaptive mechanism
to reduce overall FEC levels.
4.1.1 Section Thinning - Layer Section Allocation
ALD section thinning is motivated to reduce the percentage of FEC data per layer,
thus leading to a significant reduction in transmission cost for ALD in comparison to
MDC. Section thinning reduces the byte-size of each layer section by increasing the
number of ALD descriptions. The formation of the ALD sections follows the same
footsteps of MDC section formation, but the section size in each scheme corresponds to
a di erent share of the original SVC layer. In ALD, each section layer-share is scaled by
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an additional section thinning factor (STF) such that an ALD description section from
layer l from frame x, Sl,x, contains Ll,xl+STF of the layer size. Thus a single complete ALD
description from frame x, as shown in Equation (4.1), contains the transmission cost
of one section from layers 1 to N , but each section byte-size is smaller. Thus leading
to a smaller transmission byte-cost per ALD description:
Nÿ
l=1
Ll,x
l + STF (4.1)
While we view the total transmission cost of one complete ALD description from
each frame per GOP as
ALDDc =
GOPÿ
frame=1
A
Nÿ
l=1
Ll,frame
l + STF
B
(4.2)
Similar to MDC in Section 2.4.1, a gopFrame variable can be used by ALD to
reduce the frame rate. As with MDC, the number of ALD descriptions required to view
a specific quality level is based on the transmission cost of a complete ALD description,
as per Equation 4.2, times the layer value, or quality layer value (q), requested plus the
STF value or “ALDDcú ((requested layer)+(STF))”.
Using the same example as per MDC in Section 2.4.1, where we determine the
transmission cost of layer 3 and assuming an ALD STF value of 3, this equates to
ALDDc ú(3+3), or six complete ALD descriptions required to decode layer 3. This can
be seen in Figure 4.2, where sections L3.1 to L3.6 are required to view layer 3. Thus
the total transmission byte cost of ALD required to decode quality layer q is
ALDD(q) = ALDDc ú (q + STF ) (4.3)
While the total FEC transmission cost overhead for ALD quality layer q can be
characterised as
ALDD(q) ≠
GOPÿ
frame=1
A qÿ
l=1
Ll,frame
B
(4.4)
Thus, if STF > 0, the transmission cost of an ALD description is less than the
cost of an MDC description, but more ALD descriptions are required to decode the
E cient Delivery of Scalable Media Streaming
over Lossy Networks
82 Jason Quinlan
4. Adaptive Layer Distribution (ALD) 4.1 Section Thinning
same quality layer q.
It is important to note that ALD with an STF value of zero equates to the
same layer section byte allocation, number of descriptions and transmission byte-cost
as MDC. Thus ALD with an STF value equal to zero is exactly MDC. Figure 4.2
illustrates the representation of the six-layer SVC video from Figure 4.1a, using ALD
with an STF value equal to three. As shown in the figure, each layer is further extended
over the three additional descriptions in comparison to the original MDC.
Figure 4.2: ALD GOP for six-layers, with STF = 3
There are a number of points to note when you compare MDC (Figure 4.1b) and
ALD (Figure 4.2):
1. As previously highlighted, each MDC description is capable of providing base
layer quality, thus mandating MDC to allocate the entire SVC base layer to each
MDC description. This can be seen from Equation 2.4 in Section 2.4.1, when
we specify N = 1, reproduced here for ease of access:
Nÿ
l=1
Ll,x
l
(4.5)
Note that the base layer is the first layer and can be defined as layer 1. Hence
the allocation cost of a base layer of any frame x to an MDC description is the
total cost of the base layer divided by 1, e.g. the entire base layer. If we take
the example in Figure 4.1b where 6 layers are transmitted, we can see that BL.1
from Dc 1 is the original (blue) SVC base layer, while BL.2 to BL.6, inclusive,
are the additional FEC base layer sections. Thus, in this example, leading to
six base layer sections being transmitted, or 600% of the original SVC base layer
transmission cost. An alternative means of determining the total cost of the base
layer in this example is to define the value of q in Equation 2.7 in Section 2.4.1 as
6, thus mandating the total cost of the base layer to be the cost of the original base
layer ú 6 or 600% of the original SVC base layer transmission cost. Reproduced
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here for ease of access:
MDCD(q) = MDCDc ú q (4.6)
While in Figure 4.2, by utilising STF, it can be seen that the original blue (dark)
SVC base layer data are distributed over more ALD descriptions, BL.1 to BL.4 in
our example, consequently reducing the byte cost of each ALD description base
layer section to just 25% of the original SVC base layer. Again this can be
determined for the base layer in ALD using Equation 4.1, where we define N = 1
and STF = 3. Hence the allocation cost of a base layer of any frame x to an ALD
description is the total cost of the base layer divided by 1 + 3, e.g. a quarter of
the original base layer. It is important to note that the base layer section in all
ALD descriptions in this example contain 25% of the base layer and not just the
additional three ALD descriptions above the original quantity in MDC, e.g. in
all 9 ALD descriptions and not just in the 3 additional ALD descriptions above
the 6 descriptions in MDC.
Finally by utilising Equation 4.3 we can determine the total transmission cost of
the base layer using ALD. If we define q to be 6 (the maximum layer), STF to be
3 and multiply these by the percentage of the base layer in each description our
answer is (6 + 3) ú 25%. Thus, in this example, leading to a transmission byte
cost of 225% of the original SVC base layer transmission cost, or approximately
38% of the MDC base layer transmission cost. Note that the additional ALD
descriptions are shown in white, to illustrate a visual comparison in number of
descriptions required by ALD, nine, and MDC, six.
Once this mechanism for section thinning is applied to each layer in the transmit-
ted stream, the transmission byte-cost of ALD is less than MDC. It can be seen
that the original blue (dark) SVC data for each layer is shared over more ALD
descriptions than MDC descriptions (excluding the highest layer in both schemes
where no FEC occurs), thus leading to a reduction in transmission byte-cost,
irrespective of encoding rate.
2. The number of FEC sections per layer is consistent between MDC and ALD, but
the FEC section byte-allocation in ALD is smaller.
3. A greater number of ALD descriptions, four from Figure 4.2, are required before
base layer decoding is achievable. For a device that only needs to view at low-
quality this has implications in terms of having to receive more descriptions than
with MDC. This is discussed in the next section.
So clearly, the optimal choice of STF is an important design issue that will be
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introduced later in this chapter.
4.1.2 Section Thinning - Quality Transmission Cost
Generally, multiple users may be interested in viewing the same video at di erent
qualities, depending on several factors such as the available resources and device ca-
pabilities. Section thinning realises significant savings for users interested in receiving
high quality video. On the contrary, if a user is interested in receiving low video qual-
ity, ALD may result in a larger overhead in comparison to MDC, as additional (STF)
ALD-descriptions have to be received in order to decode the base layer. As previously
defined, only q MDC descriptions, Equation (2.7) from Section 2.4, are required to
decode quality layer q in comparison to (q + STF ) ALD descriptions, Equation (4.3),
to realise the same video quality.
Hence, the di erence in the amount of transmitted data, or total relative overhead
D(q), for a single client between ALD and MDC for video quality q, can be calculated
as
D(q) = ALDD(q) ≠MDCD(q) (4.7)
Note that negative total overhead implies that ALD is more bandwidth e cient
than MDC for the selected quality level q.
4.1.3 Section Thinning - Optimal STF Selection
As previously mentioned, multiple users may be interested in viewing the same video
at di erent qualities, thus ALD provides a mechanism for optimal STF (STFO) in
streaming scenarios for both unicast, single user with one quality requirement, and
multicast [141], numerous users with possibly di ering requirements. Multicast provides
two options for ALD transmission:
i) Each quality layer q is transmitted as a separate entity, thus implementing a
multi-bitrate scheme (this option overly increases transmission cost)
ii) Each ALD description is transmitted as a single multicast stream, thus allowing
users to subscribe to (q + STF) descriptions to receive the required q quality layer
(this option reduces transmission cost, as only the maximum requested quality
layer, (max[q] + STF) descriptions, are transmitted thus permitting multiple
users access the same descriptions for their respective qÕ quality layers).
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Let pq denote the percentage of clients interested in viewing a video with quality
level q. In a unicast scenario, this would be based on the requirements of a single
client, while in multicast, would consider the needs of numerous clients and their varied
demands. Thus, the expected total overhead can be estimated as
E{D(qÕ)} =
qÕÿ
q=1
pqD(q). (4.8)
In our design, we choose an STFO value that minimises the expected total over-
head and can be expressed as
STFO = argmin
STF
E{D(qÕ)} (4.9)
In this equation, argmin can be defined as the argument of the minimum or
the value that for a given argument for the given function attains the minimum value.
argmin returns the argument, i.e. STF, that returns the minimum value of E{D(q)
rather than the value of E{D(q) itself. Note that the optimal STFO would vary de-
pending on di erent factors including the number of layers and the size of each layer.
The following is a snippet of the ALD code utilised in Matlab to determine STFO:
STF=0:frameMaxSTF;
for ii=1:length(STF)
printAll( printValue,(sprintf(’\n*** STF value of %d ***\n’, ii-1)));
% Cumulative ALD transmission cost of each layer section
Dc=0; %description size
for jj=1:nLayers
Dc=SVC(jj)/(STF(ii)+jj)+Dc;
end
% Cumulative transmission cost of an ALD description
ALD=ones(1,nLayers+STF(ii)) * Dc;
cumALD=cumsum(ALD);
qualityALD(ii,:)=cumALD(STF(ii)+1:length(ALD));
overhead(ii,:)=qualityALD(ii,:)-qualityMDC;
end
% determine the cumulative transmission cost of each STF value
totalTransmissionCost=sum(overhead,2);
% determine the percentage difference between cumulative transmission cost of each STF value
percentageSTF = maxSTF;
currentTransmissionCost=totalTransmissionCost(1);
previousTransmissionCost=totalTransmissionCost(1);
for jj=1:length(totalTransmissionCost)
currentTransmissionCost=totalTransmissionCost(jj);
if ((currentTransmissionCost-previousTransmissionCost) >
(previousTransmissionCost*percentageDifference));
percentageSTF=(jj-1);
break;
end
previousTransmissionCost=currentTransmissionCost;
end
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% get the minimum cumulative transmission cost of each STF value
[minTotal optSTF]=min(totalTransmissionCost);
4.2 Improved Error Resiliency (IER)
The main objective of this technique is to enhance the streaming quality by ensuring
a smooth play-out with fewer quality transitions. Clearly, the FEC overhead of higher
layers in MDC is inversely proportional to the layer-level. For the top-most layer,
no FEC is considered. Hence, packet loss rates that cause partial or complete MDC
description(s) loss result in an immediate downgrading of the stream quality. Similarly,
further proportional reductions in the stream quality for the same GOP is dependent
on the cumulative loss of additional descriptions.
Improved Error Resiliency (IER) [15, 16] reduces the number of non-redundant
sections of layer data, i.e. the number of sections containing the original SVC data,
by distributing the layer data over a number of reduced sections allowing for one or
more additional FEC sections. IER can be applied to any layer, or number of distinct
layers, where additional error resiliency is required. However, it is typically applied to
the top-most layers to reduce the incurred FEC overhead. While IER changes the
level of FEC for a given layer, which could be defined as being an example of Adaptive
FEC [100], no previous work is presented in the literature which proposes varying the
FEC allocation based on defined description-based layer section sizes.
An example is used to illustrate the concept of IER. MDC in Figure 2.8 from
Section 2.4 consists of 6 descriptions, where each description contains a segment from
each SVC layer. Each SVC layer is distributed over the MDC descriptions using Lll ,
where l denotes the SVC layer index and the remaining MDC sections are populated
with FEC data for the respective layers, as previously illustrated in Section 2.4. The
SVC layer 6 is distributed over all six descriptions, L66 , and does not contain FEC,
as such any packet loss will reduce viewable quality. To counteract this reduction in
quality, we will improve the error resiliency of layer 6 by providing one section of IER,
IER6,1. This is accomplished by distributing the layer 6 data over five descriptions, L65 .
Determining the reduced distribution of the SVC data provided by IER is undertaken
during the initial SVC partitioning, prior to FEC allocation, as previously illustrated
in Figure 2.7 in Section 2.4. The remaining layer 6 section is then populated with
FEC data. Thus IER mandates an increase in transmission cost as well as providing
increased error resiliency. Figure 4.3 illustrates the final compositions of the modified
MDC description structure.
Based on equation 2.3 for SVC layer distribution to an MDC description structure
from Section 2.4.1, the reduction in divisor provided by IER can be generalised to:
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Figure 4.3: One section of IER allocated to Layer 6 of MDC in Figure 2.8 from Section 2
Ll
l ≠ IER (4.10)
Where l exists between 1 and N , i.e. the total number of SVC index values, and
IER is a positive numerical value for reducing the l index value. If IER is zero, then
equation 4.10 defaults to the standard MDC distribution. Assuming the description
structure of Figure 4.3, where the base layer is repeated in every description, IER can
not be allocating to the base layer. The layer index must be larger than the level of IER
being allocated to the specific layer, i.e. for layer 2, a maximum of one additional section
of IER can be allocated, while for layer 6, a maximum of five additional section of IER
can be allocated. This does not mandate the maximum levels must be imposed, but
that a maximum level exists that can not be exceeded. This concept can be generalised
as: for layer l, the maximum level of IER applied to layer l can not exceed the index
of layer l:
IERl,x : l > x (4.11)
Finally, there is no optimal level of IER to implement by default. The choice of
layer and the level of IER is user or provider specific and may reflect loss rates within the
network or the prioritisation of a specific layer within the encoding hierarchy. Figure 4.3
can be viewed as an example where maintaining the quality of the maximum layer is
important. As stated the level of IER required is dependent on the level of network
loss and in this example layer 6 can incur approximately 16% packet loss prior to
a degradation in viewable quality. The 16% threshold is determined based on the
additional FEC section. Of the six sections of layer 6 transmitted only five sections
are required, thus 16 , or 16%, of the transmitted data for layer 6 can be lost before
layer 6 is undecodable. As each lower layer in Figure 4.3 contains either an equal
amount, i.e. layer 5, or higher levels of resiliency, 16% of the transmitted stream can
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be lost before there is a reduction in viewable quality. This loss rate threshold over
all transmitted data is achieved due to the packetisation options of SDP and SD as
presented in Section 3.3. While SDP and SD cannot be used simultaneously as both
are packetisation options, IER is applied pre-packetisation, thus can be implemented
by the streaming model prior to utilising SDP or SD.
In this chapter the ALD STF also needs to be considered and as such the layer
share per an ALD description would increase from 1(l+STF ) to
1
(l+STF≠ER) , where ER
represents the added IER factor. IER may be applied to any number of the higher
layers at the expense of additional FEC overhead for the selected layers. However, it
is typically applied to the few top-most layers to reduce the incurred FEC overhead.
In this section IER-1 can be viewed as providing one additional section of FEC to the
highest layer, while IER-2 provides one additional section to the top two highest layers,
such that in general IER-n allocates one additional section to the n highest layers.
4.3 Section Packetisation
This component reduces the impact of packet loss on any description-based scalable
video, such as MDC and ALD. We provide a brief recap of the two packetisation
mechanisms, called section-based description packetisation and section distribution, as
previously introduced in Section 3.3.
4.3.1 Section Packetisation - Packetisation Mechanisms
Two packetisation mechanisms are proposed and these are:
i) Section-based Description Packetisation (SDP), as introduced in Sec-
tion 3.3.1, is a description-based layered coding technique, uses sections as ap-
plication transmission units instead of the entire description. We presented two
options for applying SDP: 1) transmitting the data of each section per descrip-
tion as a single transmission unit, which will in general increase the number of
packets being transmitted and 2) grouping the data of two or more sections per
description as a single transmission unit, so as to reduce the number of packets
being transmitted.
Keeping these packetisation options in mind, we also define an STFE value that
maintains a level of error resilience per ALD description and can be expressed as
a lower bound on the number of packets per description. When the underlying
bitrate of the GOP is low, which can occur with low quality clips or when there is
a large number of frames per GOP (due to the increased frame interdependency)
the total transmission cost of a single description can be less than the underlying
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packet payload. When this occurs the loss of a packet mandates the loss of a com-
plete description which can lead to noticeable variation in the viewable quality.
For example in our evaluation results, STFE is chosen such that a minimum of
two packets are packetised for each description. Hence, the loss of one of these
packets would not completely a ect an entire description. This approach would
sustain high levels of video quality. Hence, the chosen STF value can be defined
as
STF = min{STFO, STFE} (4.12)
As with IER there is no default value for STFE , the granularity in the minimum
number of packets mandated per description is dependent on the bitrate of the
stream and the levels of network loss. However there is a trade o  between
the improvement in viewable quality mandated by the increase in the number
of packets and the elevation in transmission cost due to the greater number of
packet headers.
i) Section Distribution (SD) as previously stated in Section 3.3.2, creates packets
which contain a segment of each section per description, e.g. a piece of data from
each layer per description. Per GOP these packets mandate “equality” of priority
and “equality” of byte-size. SD is utilised by ALD, thus limiting packet loss to
only a segment of each ALD section per GOP.
4.3.2 Section Packetisation - Transmission Unit Stream Quality Loss
Rate
In this section we present an example of how the achievable quality of a single frame
changes as we vary the number of packets that are lost. If we again assume the single
GOP example, from the widely-used video clip known as crew.yuv encoded as a six-
layer SVC stream, we utilised to illustrate our packetisation options in Section 3.3,
illustrated here for ease of access. Table 4.2 shows the byte-size of each layer for
a selected frame, which was obtained from the JSVM trace file, “layerTrace.txt”, as
detailed in Section 3.4.2.
Table 4.2: GOP SVC Layer sizes
Layer 1 2 3 4 5 6
Layer Size 1442 1577 1601 1546 1255 3372
In Table 4.3, we take the byte cost of each layer and we show the transmission
cost, in terms of bytes, for SVC, MDC, both options of MDC-SDP and by utilising
Eq (4.12) an ALD with an STF of 3. Thus increasing the number of ALD descriptions
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to nine. Table 4.3 also presents the number of packets per frame and highlights the best
case (B-C) and worst case (W-C) maximum viewable layer based on the loss of a specific
number of packets. It is worth noting that the SVC data transmission byte-cost for all
versions of MDC are equal, but the total transmission byte-cost for each scheme will
vary, dependent on the number of packets being transmitted and the increased byte-
cost of packet headers. In this section to provide a simplified example, we evaluate the
SVC data element only.
Table 4.3: Example transmission byte-costs for SVC, MDC, MDC-SDP (both options)
with viewable quality as packet loss increases
Scheme SVC MDC-FEC MDC-SDP opt1 MDC-SDP opt2 ALD
Transmission Cost 10,793 23,790 23,790 23,790 15,273
# of Packets 11 18 36 18 18
One Lost Pk (B-C / W-C) 5 / 0 5 / 5 6 / 5 6 / 5 5 / 5
Two Lost Pk (B-C / W-C) 5 / 0 5 / 4 6 / 4 6 / 4 5 / 5
Three Lost Pk (B-C / W-C) 5 / 0 5 / 3 6 / 3 6 / 3 4 / 4
Four Lost Pk (B-C / W-C) 4 / 0 4 / 2 6 / 2 6 / 2 4 / 4
... ... ... ... ... ...
Six Lost Pk (B-C / W-C) 3 / 0 4 / 0 6 / 0 6 / 0 3 / 3
As the number of lost packets increases, and dependent on which packet is lost,
the quality of the stream can remain high or degrade significantly. As can be seen,
SVC is severely a ected by packet loss. The worst case (W-C) for all four lost packets,
highlights the loss of a packet from the base layer, while the best case (B-C) is based
on consecutive losses from the highest quality layer down, e.g. layer six is composed of
three packets, such that B-C will remain at quality level layer 5 until the fourth packet
is lost, when the quality reduces to quality layer four.
MDC-FEC is similar in that each description is composed of three packets, such
that the B-C remains consistent over three packet losses, and reduces quality to layer
four when the fourth packet is lost. W-C is based on the loss of a single packet from
distinct descriptions, thus incrementally reducing quality for each additional packet
lost. The increase in viewable quality is consistent with the level of additional error
resilience added to the original SVC data, but this increase in viewable quality requires
an additional approximately 13,000 bytes of transmission bandwidth.
Consistent with MDC-FEC, both options of MDC-SDP achieving the same W-C
viewable quality, again based on a single lost packet from distinct descriptions. Both
options of MDC-SDP achieve the maximum B-C over all four lost packets, as loss can
be confined to the green FEC section packets. Thus highlighting the benefits o ered
by section based description packetisation.
As previously stated, ALD employs the section distribution (SD) technique for
packet packetisation, thus achieving packet equality. As highlighted in Table 4.3, this
equality produces a uniformity in the B-C and W-C achieved by ALD. As each of
the nine ALD descriptions is composed of two packets, achievable viewable quality is
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incrementally reduced once two additional packets are lost.
A loss rate of six packet is illustrated to highlight that with the loss of six packets,
the transmission cost of ALD over the network is less than the transmission cost of SVC
with no packet loss. This o ers a comparison of the B-C and W-C quality achieved
by SVC and ALD for comparable transmission byte-cost. It is important to note that
while the B-C of ALD is less than SVC, the W-C of ALD is better, thus highlighting the
balance o ered by ALD between transmission cost and achievable consistent quality.
ALD o ers one additional option by which B-C andW-C quality can be increased.
By implementing the previously highlighted IER technique, ALD-IER, on the highest
layer, e.g. layer six, one additional FEC section is allocated to layers 6, while the
existing SVC data is re-allocated over the remaining 5 sections. In this manner the
the achievable viewable quality for both B-C and W-C achieved by ALD-IER for the
loss of one or two packets is six, i.e. the maximum achievable quality. Thus maximum
quality can be achieved for a very minor increase in transmission byte-cost, 47 bytes
per ALD description.
4.3.3 Section Packetisation - Transmission Structure of the SVC Data
In our evaluation, we combine both the SD and SDP components with MDC to illus-
trate simple mechanisms to increase viewable quality, while not increasing SVC data
transmission cost. It is important to note that packet equality may mandate a mi-
nor increase in overall transmission cost, as some byte rounding up may occur when
subsections are divided by R.
Also as each packet now contains a subsection of each layer, e.g. subsections of
NALs rather than a NAL for a specific layer as defined by SVC, the subdivision of each
packet, e.g. the specific bytes for each layer subsection, per GOP must be identified to
the receiving decoder. Possible options to provide this information are
i. For each GOP, provide a file which details the structure of each packet for each
GOP or for all GOPs in the stream, similar in structure to a media streaming
manifest file, e.g. DASH [5]. As each packet per GOP contains the same structure
only one manifest file is required per GOP. An issue with this option, is that
the GOP manifest file may be lost during transmission. One manner in which to
reduce this issue is to provide the manifest file during stream setup, thus removing
the issue of manifest loss during stream delivery.
ii. Include the packet structure as an additional header within each GOP packet.
An issue with this option, is 1) an increase in overall transmission cost as each
packet per GOP will contain the header information and 2) repetition, as the
additional header is the same in each packet per GOP.
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iii. By utilising R and the byte cost of decoding the base layer, ALDD(1), we can
determine the minimum number of packets, min(Pk), required per GOP to decode
the lowest layer. If we divide the byte size of a single instance of the additional
header outlined in item ii. by min(Pk), we can determine the minimum additional
byte allocation per packet required by SD so as to determine the structure of each
packet per GOP once the minimum number of packets required by the base layer
have been received. FEC is utilised to extend this minimum byte size over all
packets per GOP. The reason ALDD(1) is utilised to determine min(Pk), is that
a lower number of packets will not permit decoding of the base layer, so the
manifest file is not required, while an increase in packets may provide an increase
in viewable quality and the structure of the layer subsections per packet is required
for all layers, e.g. BL to N.
4.4 Performance Evaluation
The evaluation steps in this chapter are based on the Evaluation Methodology as out-
lined in Section 3.4. In these following sections we provide results for two di erent
scalable evaluations. The first set of results are based on a GOP value of one, so as to
focus on a one dimensional overview of how loss a ects scalable media. This GOP value
eliminates the interdependence of I, P and B frames. In this manner, the maximum
quality of a frame is dependent only upon itself, and is not a ected by the quality of
neighbouring frames.
The second set of results are based on larger GOP values. In this manner, the
e ects of a larger GOP value would limit the achievable quality of a frame to the
maximum quality of its dependent frame. This set of results illustrates the inherent
interdependence of frames within a larger GOP encoding.
4.4.1 Single GOP value Evaluation
In this section, we assess the performance of ALD with respect to SVC, MDC and
MDC-SDP (option 1), which we will furthermore refer to as MDC-SDP. Transmission
is simulated over a lossy network and the maximum stream quality level achievable at
the device is measured. The goal of our evaluation is to determine how viewable video
quality, for each streaming scheme is a ected by defined levels of packet loss. Thus
we do not implement a retransmission mechanism in our evaluation, as in any case to
do so would add unwanted delay and network overhead. We begin by outlining the
evaluation framework utilised to encode the media, simulate packet loss, and generate
the results.
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4.4.1.1 Evaluation Framework - Media Encoding
As e cient encoding is the initial step in providing a quantitive evaluation, Joint Scal-
able Video Model (JSVM ) [131] software is utilised for our encoding requirements. In
this regard, JSVM v9.19, based on eight-layer and one frame per GOP, is utilised to
create a multi-layered SVC-compliant stream. This stream is encoded from a widely
used raw ten-second 4CIF 30fps media clip, crew.yuv, which consists of a number of
astronauts walking down a corridor while waving. All well-known YUV clips utilised
in the evaluation section have a total viewing time of ten seconds and were obtained
from the well known Leibniz Universität Hannover video library [127].
Table 4.4: SVC structure, defined by JSVM, for an eight-layer, 30 fps, scheme with a
GOP of 1 frame
Layer Resolution Bitrate DTQ
0 176x144 345.60 (0,0,0)
1 176x144 826.80 (0,0,1)
2 352x288 1381.70 (1,0,0)
3 352x288 2069.00 (1,0,1)
4 352x288 2755.00 (1,0,2)
5 704x576 4293.00 (2,0,0)
6 704x576 5345.00 (2,0,1)
7 704x576 6796.00 (2,0,2)
Table 4.4, highlights the JSVM SVC structure command line output for the
eight-layer, single frame GOP, encoded stream. This example JSVM encoding yielded
a maximum PSNR of 38.52, a maximum cumulative bitrate of 6,796 kbit/sec and an
encoding time of approximately 13.89 seconds.
JSVM contains a mechanism for extracting actual trace data from the encoded
SVC stream, which provides a means for us to determine the transmission cost and
packet requirements per frame, for SVC, MDC, MDC-SDP and ALD. Table 4.5 utilises
the trace data and highlights the transmission cost, average size of each layer or de-
scription, number of layers/description per-frame, the number of packets required and
percentage byte size with reference to SVC for each of the adaptive schemes. This trace
data is utilised by ns-2 in the simulation section.
By applying Eq (4.12), based on the transmission costs of SVC in Table 4.5,
an STF value of 6 can be determined. The STF value specifies that six additional
descriptions are required, thus increasing the number of ALD descriptions to fourteen.
Note that the transmission byte-cost of MDC compared with SVC is 197%, while the
ALD transmission byte-cost compared to SVC is 127%, a reduction of approximately
36% when ALD is compared with MDC.
Note also that the number of packets for MDC-SDP has increased to 20,728 while
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Table 4.5: Transmission byte-cost as per the eight layer JSVM streaming trace data
Scheme SVC MDC MDC-SDP ALD
Transmission (bytes) 8,487,766 16,681,768 16,681,768 10,760,302
Layer or Description Size 3,536 6,950 6,950 2,561
Transmission Units (TU) Layer Description Description Description
TU Quantity 8 8 8 14
# Packets 6,993 12,456 20,728 9,380
Value compared to SVC 100 % ¥ 197 % ¥ 197 % ¥ 127%
the transmission byte-cost (in terms of payload) has remained the same.
4.4.1.2 Evaluation Framework - Simulation
The transmission of the encoded videos is simulated in Network Simulator 2 (ns-2 ) [138]
using myEvalSVC [139], an open source tool for evaluating JSVM video traces for
SVC. myEvalSVC presents a means of determining transmission costs, based on the
JSVM trace data, and simulating real-time packetisation, over a lossy network, in ns-
2. Modifications are made to myEvalSVC scripts to simulate MDC, ALD and their
respective variants. These modifications include implementing packetisation based on
description structure, section size, SD and STF value, as well as modifications to the
sent and received trace files, so as to determine packet loss.
4.4.1.3 Evaluation Framework - Result Generation
As illustrated in the “Trace Analysis” section of Section 3.6.2, the output trace files
from myEvalSVC are saved as an achievable quality (AQ) trace file for each streaming
model. The AQ trace files are utilised to 1) determine the percentage of viewable frames
for each layer, 2) to provide a means of illustrating the transition in frame quality over
time and 3) to generate PSNR results for each of the adaptive schemes, thus providing
a means of evaluating the performance of each streaming model. PSNR [71] is a widely
used pixel quality di erentiation mechanism and is utilised to correlate the values in
the AQ trace file to the quality of the original YUV media clip. To determine the
e ects of loss on the quality, the AQ trace file values are first converted to a YUV
file. myEvalSVC and JSVM do not contain a reliable mechanism for this form of YUV
modification, so we created a new program called modPSNR.exe which is based on the
original JSVM source code. Our program “modPSNR”, utilises the code base of the
JSVM program “PSNRStatic” and adds additional functionality so as to create modified
YUV files, which are then measured against the original YUV, so as to determine the
deviation in quality, or PSNR, of the modified YUV files.
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Figure 4.4: Transmission cost of the crew media clip for each distinct media quality, as
the STF value and associated number of ALD descriptions increase
4.4.2 Simulation Results
4.4.2.1 E ects of Section Thinning Value Selection
We shall begin by highlighting how the choice of STF a ects both the transmission cost
of each quality layer and maximum achievable PSNR for the highest quality layer.
Transmission Cost: Figure 4.4 illustrates the transmission cost of each of the
di erent achievable video qualities, as the STF value increases. It can be seen
that as the number of descriptions increases, the transmission cost of streaming
the higher quality videos decreases, while the transmission cost of streaming lower
quality videos increases. The increase in the number of ALD descriptions a ects
the transmission byte-cost of both the lower quality and higher quality videos in
opposite manners. As mention in Section 4.1.1, ALD with an STF of zero equates
to MDC. Thus in Figure 4.4, ALD with a description number of 8, illustrates the
per layer transmission cost of MDC.
As the value of STF increases, more descriptions are required to decode the base
and lower layer quality sub-streams, thus more bandwidth is consumed for the
lower quality video. The opposite is true for the higher quality layers, as STF
value increases, the bandwidth cost is reduced. As the value of STF increases,
this mandates a modification in the transmission byte-cost of the stream. In a
scenario where all quality layers are transmitted and fidelity is determined at the
device by the number of descriptions required to decode a specific quality layer,
an increase in STF delivers an overall reduction in transmission bandwidth costs,
due to a reduction in the number of bytes per section, as well as a decrease in the
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overall percentage of FEC per layer. Thus Figure 4.4 can be viewed as means of
highlighting the transmission trade o  between the di erent quality videos for a
number of STF values, namely 0 to 20.
Also the increase in transmission cost of the base quality (minimum quality video)
is slower than the drop of the transmission cost of the maximum quality. It is
important to note that in description-based streaming scheme (such as ALD and
MDC), sections of other layers are transmitted with the layer that is requested.
Such that in the case of the base layer quality, not only is the base layer section
transmitted, but also sections from all other layers.
Achievable PSNR: Figure 4.5 illustrates the adjustment in achievable PSNR, for
the highest quality video, as the value of STF changes from six to five. This
adjustment increases the number of ALD descriptions to fourteen. It can be seen
that there is a direct correlation between the reduction in transmission byte-cost
and maximum achievable PSNR as STF increases.
 36.6
 36.8
 37
 37.2
 37.4
 37.6
 37.8
 38
 38.2
 38.4
 1  2  3  4  5  6  7  8  9  10
Y -
P S
N R
 ( d
B )
Percentage of Error Loss
ALD-STF-5
ALD-STF-6
Figure 4.5: Mean Y-PSNR values and 95% Confidence Interval error bars with incremen-
tal packet loss for crew with a revised STF value of 6 and the initial value of
5
The adjustment in STF increases the transmission byte-cost by approximately
0.3MB, while also increasing PSNR by approximately 0.1dB at 10% packet loss.
Thus STF provides a mechanism for determining the optimal balance between
transmission byte-cost and achievable quality.
It is important to note that the highest levels of transmission byte-cost reduction
are achieved with low values of STF, as shown in Figure 4.4. Once a slow grada-
tion in transmission cost is achieved, as occurs at ALD description number fifteen
in Figure 4.4, further transmission cost reduction supports little additional benefit to
achievable stream quality.
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Table 4.6: Example of the mean layer value and the variation that occurs between max-
imum, maxqual, and minimum, minqual, layer viewable quality over the dura-
tion of the clip
Mean minqual maxqual
MDC-SDP 7 4 8
ALD 6 0 8
MDC 4 0 8
SVC 3 0 8
4.4.2.2 Impact of Section Thinning
To better understand the degree of variation that can occur in adaptive media stream-
ing, Figure 4.6 shows a two-second snapshot of the ns-2 simulation and the viewable
quality transitions that were analysed for SVC, MDC, MDC-SDP and ALD with a
packet loss rate of 10%.
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Figure 4.6: Two second example of viewable quality transition for eight-layer SVC, MDC,
MDC-SDP and ALD with 10% packet loss.
Table 4.6 outlines a summary of the mean layer value viewed over the duration of
the clip, i.e. over all 300 frames, and the maximum, maxqual, and minimum, minqual,
layer value viewed, thus illustrating the the variation in quality that occurred during
decoding. Note how all models were able to achieve layer 8 decoding, while the mean
layer viewable by MDC-SDP and ALD is contained with a resolution level above MDC
and SVC. MDC and SVC also mandate the undecidability of some frames within the
stream.
From Figure 4.6, it can be seen that SVC and MDC feature the highest frequency
of variation and as such would provide a media stream with frequent variation in video
quality. MDC-SDP and ALD also contain less variation. More importantly these
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variations are limited to the higher quality layers. MDC-SDP has the least amount
of variation, with a minimum reduction in stream quality to layer five. ALD does
consist of a slight increase in the level of variation, but with a predominantly minimum
reduction in stream quality also to layer five. The impact of these fluctuations are
reflected in the PSNR values as shown in Figure 4.7.
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Figure 4.7: Mean Y-PSNR values and 95% Confidence Interval error bars with incremen-
tal packet loss
Figure 4.7 plots the Y-PSNR values for the simulated streaming schemes versus
the percentage of packet loss. The values are consistent with Figure 4.6, as MDC-SDP
performs best, ALD produces a slight reduction in quality, with MDC and SVC having
the worst quality. It is important to note that while the PSNR quality of the ALD
stream is slightly worse than MDC-SDP, approximately 0.75dB or 2%, the transmission
overhead of ALD is approximately 36% less than MDC.
4.4.2.3 Improved Error Resilience
In this section, we investigate the impact of IER on the performance of ALD, as was
suggested in section 4.2. Generally, the top most layer in a description based scheme is
distributed over the total number of descriptions, thus providing no FEC error correc-
tion for the highest quality layer. This can lead to degradation of the maximum stream
quality, unless all descriptions are received. Figure 4.6 illustrates that, similar to MDC-
SDP, the viewable quality level of ALD continuously moves between the higher quality
layers, which can lead to noticeable video variations for a viewer. To increase the level
of consistency in the media stream, we propose to increase the level of error resilience
for the higher quality layers. In this manner, we distribute the highest layer data over
a reduced number of ALD descriptions, thus we marginally increase the byte-size of
each higher layer section.
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Let us use layer eight, as an example. Currently layer eight is distributed over
each of the fourteen descriptions. To facilitate an additional section, without increasing
the number of description, we take the existing byte size of layer eight and distribute
it over one description less, e.g. distribute over thirteen descriptions. Thus increasing
the byte-size of layer eight per description section. The remaining section, description
fourteen, is then populated with layer eight FEC error resilience, which is consistent
with the objective of ALD. Generically, an incremental increase in IER extracts the
layer byte size currently divided by N descriptions, decrements N to N -1 descriptions
and add one section of FEC error resilience to the N th description.
In this manner, we increase the resilience of the higher quality layers, thus in-
creasing stream quality consistency, with a minor increase in bandwidth transmission.
Table 4.7 highlights the increase in transmission byte-cost, number of packets per ALD
(IER) scheme and byte-size when compared with SVC. Notice the slight increase in
transmission byte-cost for the IER schemes. This is due to the highest layers being
distributed over the greatest number of descriptions and containing the least amount
of error resiliency.
Table 4.7: Increasing transmission byte-cost for ER, with reference to Table 4.5
Scheme ALD ALD-IER-1 ALD-IER-2
Transmission (bytes) 10,760,302 10,899,756 11,017,664
Layer or Description Size 2,561 2,595 2,623
# Packets 9,380 9,492 9,562
Value compared to SVC ¥ 127% ¥ 128 % ¥ 130%
Table 4.8: Example transmission byte-cost of the crew media clip for each quality layer,
for each adaptive scheme. Number of layers or descriptions required to received
the respective quality is shown in brackets. Transmission costs of MDC and
MDC-SDP are equal, with only MDC being shown.
Layer SVC MDC ALD ALD-IER-1 ALD-IER-2
8 8,487,766 (8) 16,681,768 (8) 10,760,302 (14) 10,899,756 (14) 11,017,664 (14)
7 6,674,789 (7) 14,596,547 (7) 9,991,709 (13) 10,121,202 (13) 10,230,688 (13)
6 5,360,940 (6) 12,511,326 (6) 9,223,116 (12) 9,342,648 (12) 9,443,712 (12)
5 3,440,447 (5) 10,426,105 (5) 8,454,523 (11) 8,564,094 (11) 8,656,736 (11)
4 2,584,949 (4) 8,340,884 (4) 7,685,930 (10) 7,785,540 (10) 7,869,760 (10)
3 1,728,843 (3) 6,255,663 (3) 6,917,337 (9) 7,006,986 (9) 7,082,784 (9)
2 1,036,455 (2) 4,170,442 (2) 6,148,744 (8) 6,228,432 (8) 6,295,808 (8)
BL 434,947 (1) 2,085,221 (1) 5,380,151 (7) 5,449,878 (7) 5,508,832 (7)
Figure 4.8 presents the variation in stream quality transitions, as IER is first
increased on layer eight (ALD-IER-1) and then increased on both layer eight and layer
seven (ALD-IER-2). Note that while the consistency of the stream quality at ALD-
IER-2 is not continuous, there is a noticeable increase in view-ability for the higher
quality layers, which is compatible to the MDC-SDP stream replicated. Note that
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Table 4.9: Example of the percentage of decodable frames per quality level for each of
the adaptive schemes, based on the crew media clip with 10% packet loss
Layer SVC MDC MDC-SDP ALD ALD-IER-1 ALD-IER-2
8 10.67% 1.67% 34.00% 6.33% 23.00% 21.67%
7 6.67% 10.67% 46.33% 40.67% 26.33% 48.00%
6 4.00% 17.33% 15.00% 40.00% 39.00% 18.67%
5 14.00% 26.33% 3.67% 11.33% 10.33% 10.66%
4 9.67% 25.67% 1.00% 1.67% 1.34% 1.00%
3 12.00% 13.00% 0.00% 0.00% 0.00% 0.00%
2 9.67% 4.33% 0.00% 0.00% 0.00% 0.00%
BL 20.00% 1.00% 0.00% 0.00% 0.00% 0.00%
Un-viewable 13.33% 0.00% 0.00% 0.00% 0.00% 0.00%
such improvement is achieved at a minor increase in transmission byte-cost as shown
in Table 4.7.
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Figure 4.8: Two second example of viewable quality transition for ALD and MDC-SDP,
from Figure 4.6, and ALD-IER-1 (layer eight) and ALD-IER-2 (layer eight
and layer seven)
Table 4.10 outlines a summary of the mean layer value viewed over the duration
of the clip, i.e. over all 300 frames, and the maximum, maxqual, and minimum, minqual,
layer value viewed, thus illustrating the the variation in quality that occurred during
decoding. Note how all models are able to achieve layer 8 decoding and the mean of all
models are contained within the highest resolution level. IER-1 improves the minimum
layer level of ALD to 4 while IER-2 improves the mean layer value to 7, thus facilitating
higher levels of viewable quality with minimum increases in overall transmission cost.
Figure 4.9 shows the increase in PSNR for ALD-IER-1 and ALD-IER-2, with
reference to ALD and MDC-SDP with up to 10% packet loss. As can be seen, at
low error loss levels, the PSNR curve for both IER-1 and IER-2 provide the best
performance, while as the percentage of loss increases, the PSNR curve for both IER-1
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Table 4.10: Example of the mean layer value and the variation that occurs between max-
imum, maxqual, and minimum, minqual, layer viewable quality over the du-
ration of the clip
Mean minqual maxqual
ALD 6 0 8
ALD-IER-1 6 4 8
ALD-IER-2 7 4 8
MDC-SDP 7 4 8
and IER-2 will converge with ALD due to the reduction in benefits yielded by only
one additional section at the highest layer(s). Future works will determine the optimal
number of additional sections required by IER to maintain quality consistency as loss
increases.
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Figure 4.9: The PSNR increase in ALD with IER on layers eight and seven
Table 4.8 gives an overview of the transmission byte-cost for each of the streaming
schemes evaluated. It can be seen, that the SVC transmission byte-costs per layer are
lowest. ALD delivers a dramatic reduction in transmission byte-cost for higher quality
layers when compared with MDC, but as mentioned in Section 4.1.1, ALD has a higher
transmission cost, than MDC, for users requiring lower layer quality. These results are
consistent with Figure 4.4.
Table 4.9 outlines an example of the percentage of decodable frames per quality
level for each of the adaptive schemes. It can be seen that MDC-SDP consists of a
large percentage of decodable frames for quality layers six to eight, thus providing a
consistent high level of viewable quality. ALD also contains large quantities of layers
six and seven but the inclusion of the low bandwidth cost IER, re-allocates these high
percentage levels over layers six to eight. Thus highlighting the increased benefits
provided by IER.
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Figure 4.10: PSNR results for additional stream evaluation. Note that for clarity, the
plots use di erent scales on the Y-axes
4.4.2.4 Additional Evaluation
Three additional streams were evaluated using the same JSVM SVC encoding as the
Crew stream and their evaluation results are given in this section. The streams are
City, a slow moving aerial shoot of a city, Harbour, a stationary shot of a harbour with
a number of moving boats, and Soccer, a fast moving shot of a game of soccer. All
additional clips are available from the Hannover repository [127] and a single frame
from all four evaluated streams is given in Figure 4.11. By utilising Eq (4.12) and
based on the SVC per layer transmission byte-costs of each additional media clip as
presented in Table 4.11, the STF values for city is 2, the STF value for harbour is 5
and the STF value for soccer is 3.
Figure 4.11: Single frame image from each of the four evaluated streams: crew, city,
harbour and soccer
Table 4.12 highlights the relevant maximum PSNR and transmission byte-cost
per adaptive scheme for each of the additional streams; note the varying percentage
increase in transmission cost for MDC and ALD.
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Table 4.11: SVC transmission byte-cost for each quality layer, of the additional media
clips
Layer City Harbour Soccer
8 14,797,807 16,311,564 10,189,375
7 11,179,340 13,017,572 7,665,548
6 8,409,220 10,412,045 5,851,889
5 4,731,469 6,585,181 3,607,645
4 3,514,773 5,197,057 2,636,439
3 2,118,932 3,469,141 1,639,147
2 980,230 1,396,047 781,908
BL 358,483 577,249 319,650
Figure 4.10 outlines the achieved PSNR for each of the evaluated adaptive
schemes per media clip. It is important to note that while the maximum PSNR and
transmission byte-cost for each of the adaptive schemes vary, the comparability between
the di erent levels of PSNR is consistent across all three media clips. Also observe the
convergence of ALD and MDC-SDP in both the city and harbour streams. This is
consistent with the initial low PSNR values and high transmission byte-cost for MDC
for both streams.
Table 4.12: Additional stream maximum PSNR and transmission byte-cost per adaptive
scheme c/w percentage value compared to SVC
Scheme City Harbour Soccer
PSNR 36.47 36.78 37.72
SVC 14,797,807 (100%) 16,311,564 (100%) 10,189,375 (100%)
MDC 24,811,448 (168%) 30,466,240 (187%) 17,823,312 (175%)
ALD 20,392,250 (138%) 21,091,057 (129%) 13,637,558 (134%)
4.4.3 Larger GOP value Evaluation
In this section, we evaluate how the consistency of viewable quality of SVC, MDC
and ALD, and their respective variants, vary as the number of frames per group of
picture (GOP) increases. Our simulations show that as the number of frames per GOP
increases, ALD, and its packetisation and transmission techniques, can o er consistency
of viewable quality for longer periods of time, while the interdependence of layers and
individual frame types, e.g. I, P and B frames, can further limit the achievable quality
of existing scalable streaming models, e.g. SVC and MDC. Additionally, our results
show that for larger GOP values, our models can increase the consistency and quality of
scalable media for all users while leveraging the benefits of overall network transmission
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Table 4.13: QP value per layer for all clip types and GOP values
Resolution QCIF CIF 4CIF
Layer BL 2 3 4 5 6 7 8
QP Value 34 28 33 30 28 35 32 30
Table 4.14: Maximum achievable PSNR value (dB) per clip type for layer 8 with a GOP
value of one
Layer City Crew Harbour Soccer
PSNR 36.7 38.75 37.02 38.03
cost reduction o ered by SVC with larger GOP values (approximately 90% reduction
when comparing a GOP value of 1 to a GOP value of 32).
4.4.3.1 Modifications to Evaluation Framework for Larger GOP Values
In this Section, we present the modifications to our performance evaluation framework
for larger GOP value evaluation. Our GOP evaluation is based on the well-known 10
second city video, an aerial view of a building landscape, obtained from the Leibniz
Universität Hannover video library [127]. These videos are recorded at 30 frames per
second totalling 300 frames per video. The videos are encoded using JSVM [131] to
eight layers with spatial and quality scalability, using medium grain scalability (mgs)
and quantizer parameter (QP) values as per Table 4.13.
As illustrated, we consider three resolutions (QCIF, CIF and 4CIF) with respec-
tive 2, 3, and 3 quality levels, e.g. two fidelity levels in the lowest resolution and three
fidelity levels in each of the higher resolutions. For larger GOP values, we use the
same QP values for all encodings and only vary the GOP value. The QP values in
Table 4.13 provide a means of demonstrating how the bitrate of the encoded clip and
associated GOP value can mandate variation in the maximum achievable quality of
the individual SVC layers. Table 6.2 highlights the changes in maximum achievable
PSNR for layer eight for each of the clip types with a GOP value of one. In [142],
the authors define that a typical choice of QP values in AVC and HEVC encodings to
be 22, 27, 32 and 37 based on the software reference configuration specified by [143].
While these QP values are su cient when comparing clips of a defined quality and a
single resolution, e.g. clips containing only a single layer, for scalable video a separate
QP value is required for each individual layer in the SVC encoding so as to determine
a quality level for each layer. The QP values utilised in our encodings provide a means
of mandating that the lower the layer value, the lower the underlying bitrate of that
specific layer, e.g. the base layer will have the lowest bitrate, layer eight will have the
highest bitrate and the layers in-between will have incrementally higher bitrates. This
provides for a gradual increase in transmission cost as the viewable quality increases.
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Table 4.15: Transmission Megabyte-cost for quality layer 8 for each adaptive scheme, for
each of GOP values and maximum achievable PSNR for Layer 8. All MDC
variants, MDC, MDC-SDP and MDC-SD, have the same transmission cost,
so only MDC is shown
Layer PSNR SVC MDC ALD ALD-IER-2
GOP1 36.7 18.49 32.79 24.90 25.75
GOP8 35.5 4.56 7.79 6.05 6.25
GOP16 35.0 2.83 4.91 3.79 3.90
GOP32 34.5 1.93 3.41 2.61 2.68
For GOP we evaluate six streaming models, SVC, MDC, MDC-SDP, MDC-SD
(where MDC description data are packetised using section distribution), ALD and
ALD-IER-2 (ALD with one additional FEC section for the two highest layers, L7 and
L8, thus providing increased protection for the maximum viewable quality), over four
distinct GOP values, e.g. number of frames per GOP, namely 1, 8, 16 and 32.
Similar to our GOP of one simulations, ns-2 and myEvalSVC are used to create
modified evaluation scripts which are used to simulate real-time packetisation over a
lossy network. In our modified evaluation scripts, we packetise the various models based
on their respective encapsulation unit, e.g. layer, description, section, thus providing
clear distinction between the various units during transport. In this manner the loss
in one unit will not e ect the quality achievable from any other unit. For SVC, each
individual layer per frame is partitioned in one or more packets. With MDC each
description per frame is packetised separately. For MDC-SDP each section per layer is
packetised individually. While in ALD, ALD-IER-2 and MDC-SD, each packet contains
a segment of each layer per description (using SD). In ALD, ALD-IER-2 and MDC-SD,
this would lead to a segment from every layer per packet. As can be seen once we begin
to control the structure of the packetisation we can reduce the interdependence of the
units right down to packet level. Thus lessing the e ects of network loss on viewable
quality.
For ALD and MDC-SD, as GOP value increases, SD mandates that each packet
transmitted contains not only a segment of each layer per description per frame, but
also a segment of each layer per description from each frame per GOP, thus mandating
packet equality for all frames per GOP. The remainder of the scripts are similar to the
GOP value of one evaluation.
4.4.3.2 Evaluation Results for an Increased Number of Frames per GOP
The purpose of evaluating an increase in the number of frames per GOP is to deter-
mine the e ects of inter-frame dependency on viewable quality for scalable video. As
the GOP value increases, the overall transmission cost is reduced but the inter-frame
dependency increases. This increase typically a ects the viewable quality. The de-
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Figure 4.12: City stream with a determined STFo value of 3 for a GOP of one
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Figure 4.13: An example of the percentage of viewable frames, with a 10% packet loss
rate, for each of the six streaming models for each of the four GOP values
for the city clip
veloped techniques in ALD benefit from the reduced transmission cost of larger GOP
values while maintaining consistent levels of viewable quality.
As GOP increases, as illustrated in Table 4.15, the transmission cost of MDC
and ALD changes. As STF is based on the cumulative transportation cost of ALD
relative to MDC, this has the potential to create di erent STF values for di ering
GOP values. For our evaluation, this created STF values of 3 for a GOP of one and a
GOP of thirty two, and an STF value of 2 for a GOP of eight and a GOP of sixteen.
To provide consistency of STF value used in the evaluation over all GOP values, we
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Figure 4.14: Ten second examples of the stream quality transitions for each streaming
model of the city clip with a GOP value of 1 (a), 8 (b), 16 (c) and 32 (d)
with a 10% packet loss rate
use the same value of STF, e.g. 3, as defined for a GOP of one, for all ALD and ALD-
IER-2 simulations. The increase in STF value for a GOP of eight and a GOP of sixteen
reduces their overall transmission cost by 294Kb and 189Kb respectively, by reducing
their levels of FEC allocation. The STF is defined as per the developed optimisation
framework shown in Section 4.1.1. Figure 4.12 provides the optimal STF value for the
city clip type with a GOP of one. For each GOP value we evaluated packet loss rates
from 1% to 10%. We only illustrate results for a 10% packet loss rate, but evaluation
results for packet loss rates from 1% to 9% provided similar conclusions.
Table 4.15 displays the transmission megabyte-cost of layer 8 for each streaming
model, for each of GOP values and maximum achievable PSNR for Layer 8. All MDC
variants, MDC, MDC-SDP and MDC-SD, have the same transmission cost, so only
MDC is shown. Note the approximate 90% decrease in transmission cost between GOP1
and GOP32. Thus illustrating the benefits provided by a higher number of frames per
GOP, in scenarios where congestion and large burst loss may occur. Also note that
mandating the same QP and encoding values, maximum achievable PSNR decreases,
E cient Delivery of Scalable Media Streaming
over Lossy Networks
108 Jason Quinlan
4. Adaptive Layer Distribution (ALD) 4.4 Performance Evaluation
illustrating the link between encoding, transmission cost and viewable quality.
Figure 4.13 plots the percentage of viewable frames for each of the six streaming
models for the city clip with a packet loss rate of 10%. Each plot illustrates a di erent
GOP value. Higher quality is illustrated by larger percentage values in the higher
layers. Note how
i. only MDC-SD, ALD and ALD-IER-2 provide the same approximate percentage
rates for the higher layer values for each of the GOP values, thus providing con-
sistency of higher quality decoding as GOP values increase.
ii. only ALD-IER-2 provides this consistency of higher quality decoding at the high-
est level, layer 8, as the GOP value increases.
iii. once SVC is encoded with 32 frames per GOP, over eighty percent of the frames
are undecodable due to packet loss.
iv. the simple packetisation options of SD and SDP greatly increase the viewable
quality of MDC, without increasing MDC data transmission cost.
v. the decodable quality of ALD-IER-2 never drops lower than layer 7.
Figure 4.14 plots ten-second examples of the stream quality transitions for each
streaming model of the city clip with a GOP value of 1 (Figure 4.14a), 8 (Figure 4.14b),
16 (Figure 4.14c) and 32 (Figure 4.14d) with a 10% packet loss rate. For each value of
GOP it can be seen that SVC and MDC feature the highest frequency of variation and
as such would provide a media stream with frequent variation in video quality. The
other models contain less variation and more importantly these variations are limited
to the higher quality layers, thus mandating higher achievable video quality. The plots
also illustrate how a simple mechanism which re-packetises MDC data (MDC-SDP
mandating section packetisation and MDC-SD where each packet contains a segment of
each layer per description) can produce such considerable increases in viewable quality
at no increase in transmission cost. Note how as GOP increases, the detrimental e ects
of inter-frame dependency decreases achievable stream quality for some of the streaming
models, e.g. SVC, MDC and to some extent MDC-SDP. Furthermore for ALD, ALD-
IER-2 and MDC-SD, the minimum transitions that can occur is consistent with the
number of frames per GOP, e.g. for GOP32, the minimum number of frames for a
given layer is 32. Finally, as ALD and MDC-SD do not contain FEC error resilience
on the maximum layer, e.g. layer 8, only ALD-IER-2 can provide maximum achievable
quality and in the plots for GOP16 to GOP32, ALD-IER-2 only varies between the
highest two layer, e.g. Layer 7 and 8.
Figure 4.15 illustrated the frame interdependency of our 8 frame GOP encoding.
For layers one and two, the JSVM encoding creates P frames for each frame, while
for layers three to eight, the encoding implements a IBBBPBBB design. The arrows
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in Figure 4.15 present the frame interdependency, with the arrow point denoting the
dependent frame. As can be seen, the loss or a low quality value of an I or P frame
will mandate low quality streaming for all frames which are dependent on it. GOP16
and GOP32 contain the same structure of one I and one P frame per GOP.
I P P P P P P P I
I B B B P B B B I
L1-L2
L3-L8
Figure 4.15: Inter-frame dependency for our 8 frame GOP encoding
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Figure 4.16: A plot illustrates maximum achievable PSNR, shown as “max PSNR”, and
PSNR values for each of the streaming models with a 10% packet loss rate,
as GOP increases
Figure 4.16 illustrates the maximum achievable PSNR, shown as “max PSNR”,
and the changes in PSNR value for each of the streaming models with a 10% packet loss
rate, as GOP increases. PSNR provides a numerical representation of the achievable
viewable quality of a model. As can be seen, the streaming models that deliver the
highest layers from Figure 4.15, achieve the highest PSNR values. SVC and MDC
provide low quality overall. As was seen in Figure 4.13, over 200 frames of SVC were
undecodable with a GOP of 32, thus the evaluated PSNR value is primarily composed
of duplicated frames with low fidelity. It is only the minor changes in background
imagery, that mandate such a high PSNR value for SVC with a GOP of 32. MDC-SDP
provides an increase in dB, relative to MDC and SVC, of between 6dB (GOP1) and
10dB (GOP32). ALD and MDC-SD provide a further noticeable increase in viewable
quality, while ALD-IER-2 provides near maximum achievable PSNR for all GOP values.
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Table 4.16: STF for each of the clip types with a GOP of one
Layer City Crew Harbour Soccer
STF 3 6 7 3
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Figure 4.17: (a) An example of the percentage of viewable frames for each of the six
streaming models for each of the four GOP values for the crew clip and (b)
Ten second example of the stream quality transitions for each streaming
model of the crew clip with a GOP value of 32. Both with a 10% packet
loss rate.
Thus the evaluation of a higher number of frames per GOP illustrates the benefits of
selective packetisation, improved error resistance and adaptive FEC allocation provided
by our techniques.
Three additional video streams, crew, harbour and soccer, were also assessed over
all GOP values, using the same evaluation framework as city. The developed optimisa-
tion framework shown in Section 4.1.1 defined STF values of 6 (crew), 7 (harbour) and 3
(soccer) for their respective ALD and ALD-IER-2 simulations, as shown in Table 4.16.
To further confirm the ability of the ALD framework to realise similar gains
for di erent videos, we present a sample of the results for the crew and soccer clips.
Figure 4.17a presents an example of the percentage of viewable frames for each of
the six streaming models for each of the four GOP values for the crew clip while
Figure 4.17b illustrates a ten second example of the stream quality transitions for each
streaming model of the crew clip with a GOP value of 32. Both figures with a 10%
packet loss rate. Figure 4.18a and Figure 4.18b provides the same plots for the soccer
clip. It can be seen that the results presented for crew in Figure 4.17b and for soccer
Figure 4.18b are consistent with the results seen for city in Figure 4.14d. MDC-SD and
ALD are viewable in layers 7, 6 and 5, ALD-IER-2 in layers 7 and 8, with the other
streaming models containing large variations in viewable layer value. One time to note
in Figure 4.17b is that ALD-IER-2 is viewable primarily in layer 7, while ALD drops
to layer 5 once during the duration of the stream. This reduction in viewable quality
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Figure 4.18: (a) An example of the percentage of viewable frames for each of the six
streaming models for each of the four GOP values for the soccer clip and
(b) Ten second example of the stream quality transitions for each streaming
model of the soccer clip with a GOP value of 32. Both with a 10% packet
loss rate.
can also be seen in Figure 4.17a where there is a reduction in the viewable quality for
the defined layer values of ALD and ALD-IER-2 for increasing values of GOP.
The reason for this reduction in quality is due to the selection of STF for crew.
The STF values for each of the tested clips are illustrated in Table 4.16. It can be seen
that city and soccer have the same STF value, thus would have similar levels of FEC
resiliency. While crew and harbour have an increased STF which leads to an increase
in the number of ALD descriptions required to decode the base layer and a decrease
in the level of FEC resiliency and respective transmission cost. Even though the ALD
variants in crew have a lower level of viewable quality in comparison to city and soccer,
ALD-IER-2 still outperforms MDC-SD and has the highest levels of viewable quality
of all streaming models for crew.
In our evaluation the percentage of viewable frames, quality transitions over time
and maximum achievable quality per model for crew and harbour were consistent, while
for soccer these results were similar to city. This highlights how the selection of STF and
the underlying level of network loss mandates the maximum level of achievable viewable
quality. Similar variations in the maximum achievable PSNR and transmission costs
per model were noted as GOP values decreased. Thus further illustrating that our
techniques and models are able to provide levels of consistent high quality viewing,
with lower transmission cost irrespective of clip type.
While the results shown thus far use well-known low resolution test clips, we also
undertook High Definition evaluation of our techniques and models. A sample of the
HD results are provided in the next section.
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4.4.4 Evaluation Results for HD Content
In this section, we present a sample of our high definition (HD) evaluation results. For
our HD evaluation we use a trailer for the “Sintel” movie [128]. Sintel is an indepen-
dently produced animated short film, initiated by the Blender Foundation, containing
both slow and fast moving sequences. The Sintel trailer is 52 seconds in duration and
contains 24 frames per second. Similar to our low resolution evaluation, for Sintel
we encode an eight layer SVC stream with 1,253 frames in HD using three resolu-
tions 854x480 (480p), 1280x720 (720p) and 1920x1080 (1080p); using a 2,3,3 quality
to resolution ratio and QP values as per Table 4.17.
Table 4.17: Sintel QP values per layer for all GOP values
Resolution QCIF CIF 4CIF
Layer BL 2 3 4 5 6 7 8
QP Value 34 28 33 30 28 35 32 30
The streaming models, SVC, MDC, MDC-SDP, MDC-SD, ALD and ALD-IER-2,
are simulated. ALD and ALD-IER-2 are allocated an STF value of 6 for each of the four
GOP values. Table 4.18 illustrates the maximum achievable PSNR, the transmission
megabyte-cost for each adaptive scheme for quality layer 8 and the encoding time
(EncodingT ) in hours for each GOP value. As can be seen, as the GOP value increases,
overall PSNR decreases. There is a noticeable increase in encoding time from GOP of
one to GOP of eight, but minor increases in encoding time for higher values of GOP.
There is an approximate 80% decrease in transmission cost for SVC as GOP increases
from a value of one to thirty two. There is an average of 150% increase in transmission
cost from SVC to MDC, with an increase of approximately 40% from SVC to ALD.
ALD-IER-2 mandates a 2% increase in transmission cost above ALD.
Table 4.18: For each of GOP values: maximum achievable PSNR for Layer 8 (in dB),
transmission megabyte-cost for the Sintel HD clip at quality layer 8 for each
adaptive scheme and the encoding time (EncodingT ) in hours. All MDC
variants, MDC, MDC-SDP and MDC-SD, have the same transmission cost,
so only MDC is shown
GOP PSNR SVC MDC ALD ALD-IER-2 EncodingT
1 49.6 49.9 137.3 69.8 70.8 1.16
8 49.1 16.9 44.0 23.3 23.7 17.37
16 48.3 12.5 32.3 17.1 17.4 20.33
32 47.4 10.4 26.8 14.2 14.4 21.25
Figure 4.19 presents an example of the percentage of viewable frames for each of
the six streaming models for each of the four GOP values for the Sintel HD clip. Over all
GOP values there are noticeable levels of SVC and MDC in the lower layers, with high
levels of SVC, 60%, in the non-decodable range (layer 0) for a GOP value of thirty two.
As GOP value increases, MDC-SD, ALD and ALD-IER-2 increase their percentage of
viewable frames in the higher layers, indicating an increase in viewable quality. While
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Figure 4.19: An example of the percentage of viewable frames for each of the six stream-
ing models for each of the four GOP values for the Sintel HD clip with a
10% packet loss rate.
these increases demonstrate improved quality, we must first determine the transitions
occurring between layers of adjacent frames to fully evaluate the benefits provided by
our techniques. These plots provide similar results to our low resolution evaluations,
where our techniques IER and SD mandate a greater percentage of viewable frames in
the higher layers.
Figure 4.20 plots ten-second examples of the stream quality transitions for each
streaming model of the sintel HD clip with a GOP value of 1 (Figure 4.20a), GOP value
of 8 (Figure 4.20b), GOP value of 16 (Figure 4.20c) and GOP value of 32 (Figure 4.20d)
with a 10% packet loss rate. For a GOP value of 1, there are noticeable levels of
variation for all streaming models, but the range of transitions is higher for SVC and
MDC, with the remaining models mandating lower transition ranges predominately in
the higher layers. For GOP values of 8 and higher, the e ects of inter-frame dependency
result in increased degradation to the achievable quality of SVC and MDC. While the
packetisation benefits of SD mandate increased consistency and stability in the level
of viewable quality for longer periods of time. MDC-SD, ALD and ALD-IER-2 have
near continual achievable quality over the duration of the clip for a GOP of thirty two.
92% of the viewable frames of ALD-IER-2 are at layer 7, with the remaining 8% at
maximum viewable quality (layer 8), consequently out performing all other models.
It is important to note how the incremental increase in viewable quality provided
by ALD-IER-2 mandates only a 2% increase in transmission cost as illustrated in Ta-
ble 4.18. While ALD provides a reduction in transmission cost relative to MDC of
approximately 46% for each of the respective GOP values. Thus validating the results
seen for our low resolution evaluations and confirming that the benefits provided by
ALD and our optimisation techniques are beneficial irrespective of clip type, encoding
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Figure 4.20: Ten second examples of the stream quality transitions for each streaming
model of the Sintel HD clip with a GOP value of 1 (a), 8 (b), 16 (c) and 32
(d) with a 10% packet loss rate
demands or underlying resolution requirements.
4.5 Conclusion
In this chapter, Adaptive Layer Distribution (ALD) is proposed as a novel multifaceted
approach to media streaming optimisation. ALD section thinning enables the reduction
of the total streaming overhead while IER and section distribution improve ALD error
resiliency to loss. Hence, ALD strikes a balance between stream quality and band-
width e ciency. In our evaluation results we have seen how by combining MDC and
our packetisation techniques (SDP and SD) that viewable quality can be noticeably
improved without increasing the transmission cost of MDC. We noted how ALD sus-
tains this increase in viewable quality while reducing MDC overhead. And finally, we
viewed how, as GOP values increase, our techniques provided near continuous levels of
maximum viewable quality when faced with high levels of network loss.
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In chapter 5, we will investigate two outstanding issues with ALD:
1. By utilising STF, ALD provides a means of defining acceptable levels of FEC
error allocation, based on the lowering of the cumulative overall transmission
cost. But STF is a static metric and is calculated independent of the level of
measured transmission network loss. Because of this, and dependent on STF
value, high levels of network loss will negate the benefits of STF. Thus metrics
which also consider the level of network loss will need to be evaluated.
2. As mentioned in Section 4.1.1, ALD has a higher transmission cost, than MDC, for
users requiring lower layer quality. A model for reducing lower layer transmission
cost will need to be considered.
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Chapter 5
Streaming Classes (SC)
As we have seen, each of the scalable schemes contain known design issues. While
the low transmission overhead is a benefit of SVC, the prioritised hierarchy and its
dependency on the base layer is its greatest weakness. As we have highlighted, network
transmission issues can a ect all packets, and lower layer loss in SVC is detrimental
to stream quality. MDC mitigates the e ects of loss by overly increasing transmission
cost, especially for users interested in lower layer video quality. More importantly, this
transmission overhead represents a huge burden on users with limited bandwidth or
device capabilities. This overhead is even more overwhelming when videos are encoded
with a large number of layers to accommodate the existing diversity in mobile device
capabilities [144]. ALD provides the framework to achieve the high levels of adaptable
stream quality promised by SVC, but the transmission byte-cost of devices requesting
lower layer decoding is dependent on stream encoding and the ALD selection value for
STF. However ALD mandates a high level of transmission cost for devices requiring
lower layer streaming.
To alleviate these issues we now propose Streaming Classes (SC ), a novel trans-
mission framework by which streamed media, either layered or description-based, are
selectively grouped together to provide a means of reducing lower layer transmission
byte-cost, while maintaining high levels of viewable quality for all users, irrespective
of the layer requirements and original streaming model. In this manner, SC selects a
number of layers from the underlying media stream, which best suit user requirements,
and groups these layers together into classes. Figure 5.1 illustrates where the six
layer SVC example illustrated in Figure 2.5, from Section 2.2.1, is grouped as three
hierarchical SC classes, where C1 denotes class one and contains the lowest layers, C2
denotes class two and contains the mid-range layers and C3 denotes class three and con-
tains the highest layers. Similar to SVC, the SC classes contain a prioritised hierarchy,
such that classes containing lower layers are needed to decode classes containing higher
layers. For layered coding, SC will introduce a minor increase in the transmission cost
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Figure 5.1: Example of a six layer SVC stream grouped as three hierarchical classes.
to provide a su cient level of resilience for all layers, thus adequately negating the
e ects of packet loss. While for description-based models, SC will provide a marked
reduction in transmission cost by selectively reducing the error resilience of the specific
layers that are requested. For ALD this will provide a means of reducing the lower
layer transmission cost, as highlighted as an outstanding issue of ALD in Section 4.5.
In description-based encoding, the main transmission unit is the description, while for
layered models the transmission unit is a layer. SCs reduce the transmission overhead
by redefining the transmission unit as a selected set of section segments from di erent
layers. As we have seen, selective packetisation of streaming data provides control
over the e ects of network loss on achievable quality, especially for the higher layers.
With SC we introduce this control to lower layers in the stream especially for devices,
as perviously mentioned, with limited bandwidth or device capabilities.
SC is a hybrid mechanism, which uses the description structure of description-
based models, and the prioritised hierarchy and layer intra-dependency of layered mod-
els to reduce transmission cost and maintain the viewable consistency of stream quality.
SC is utilised to re-distribute the grouping mechanism of description-based models, i.e.
one section from every layer in a description, and provides a mechanism to group layers
and su cient levels of error correction, to provide acceptable levels of transmission cost
for all layers, irrespective of scalability. Thus SC provides a means of grouping layers
together to mitigate network loss and to reduce transmission cost for devices requesting
a lower level of achievable quality. In this manner, and by utilising the prioritised hier-
archy of layered coding, SC provides classes based on the underlying combination of
temporal, spatial and fidelity scalability, as well as the layer intra-dimensionality that
is removed from description-based adaptive stream models.
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5.1 Design Principles
As we have seen in the design process of our subjective testing, Section 6.1, the number
of design options to consider can greatly increase the complexity, and the underlying
decisions, mandated during encoding, packetisation, transmission, decoding and sub-
sequent viewing (we call the process from encoding to subsequent viewing as a stream
flow, while each of the individual steps from encoding to subsequent viewing we call
stream elements). Examples of these design options include encoding requirements
(number of layers, QP values, GOP size, etc.), expected network loss rates, video clip
types, user quality selection and specific design options for the underlying streaming
model (STF for ALD as an example), as well as the interaction and interdependency
between all these design options. It is important to understand that decisions in one
stream element will impact other stream elements, e.g. encoding decisions determine
the stream bitrate, which changes the number of packets being transmitted, which in
turn a ects transmission issues, such as congestion and the loss rate, which influences
the decodability of the stream and subsequently the level of viewable quality of the
stream at the user’s device.
Based on what we have learned from the evaluation of our initial stream models,
SDC and ALD, as well as the feedback from our subjective testing, we view SC as
more than just a means of reducing transmission cost for lower layer streaming, but
as an architecture to allow one to appreciate that the achievable quality of a stream
is dependent on so many factors. One design based on a number of defined variables
can not solve all stream flow issues that can occur. Thus the goal for SC is to consider
all aspects of the stream flow and provide adaptive mechanisms for determining and
supporting consistent high levels of viewable quality for all users.
We begin by providing a brief overview of the five primary design principles for
streaming classes:
1. Based on the observed levels of network loss, the Class Packet Loss Rate principle
is used to determine an expected loss rate value, LRCi , for each class, Ci. The
LRCi is used by each of the following four design principles. The goal of this
principle is to mandate consistency of quality over time, e.g. reduce the frequency
of quality change that occurs between adjacent frames, or GOPs, due to variations
in network loss rate.
2. The Layer Allocation and Hierarchy principle defines how to group individual
SVC layers together based on the interdependence that exists between di erent
classes because of the inherent SVC layer prioritisation. The composition, or
structure, of the individual classes is dependent on the initial SVC encoding, the
GOP value selected, user requirements, and the defined combination of spatial,
temporal and quality scalability. One example of layer allocation is to group lower
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layers together into a single class, so as to reduce transmission cost for devices
requesting lower quality streaming or for devices on constrained networks.
3. The principle of Error Resiliency is utilised by each class to add su cient levels of
error resilience to every layer to combat defined levels of network loss. To reduce
overall transmission cost we implement an inverse relationship between layer level
and error resilience, i.e. the higher the layer level the lower the error resilience.
This relationship provides the more important layers per class with higher levels
of resiliency.
4. Similar to layered and description-based models, SCs are created with a hierar-
chical nature such that the more SCs received by the user, the better the quality
of the decoded video. The principle of Streaming Class Structure defines each
group of layers as a prioritised class, i.e. classes containing lower layers are more
important to viewable quality than classes containing higher layers, as higher lay-
ers in the SVC hierarchy are predisposed to be dependent on lower layers. Thus
the level of viewable quality is dependent on the number of classes received, as
well as the number of decodable layers per class.
5. The principle of Class Packetisation and Granularity of Packet Data Byte-size is
utilised so as to provide layer equality per class, i.e. by utilising Section Distri-
bution (SD), each packet per class contains a segment of every layer per class,
consequently viewable quality is dependent on the number of packets lost rather
than on the contents of the packets that are lost.
Thus these design principles provide a selection of options by which both layered
and description-based models can increase viewable quality. These options range from:
1. Encoding decisions such as GOP value, and spatial, temporal and quality scala-
bility.
2. Transmission choices such as selective packetisation, the allocation of layers to
classes and intuitive adaptation techniques which adjust to network conditions
e.g. packet loss and error resiliency allocation.
3. User requirements such as the quality of the media clip requested, and the corre-
sponding maximum layer value and associated lower layer dependencies required
to decode the requested quality.
In the following sections, each of the five primary design principles shall be exa-
mined in further detail.
5.1.1 Class Packet Loss Rate
The principle of “Class Packet Loss Rate” is utilised to determine the loss rate of
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Table 5.1: Notation and Definitions
n The number of SVC layers, L, per Group of Picture (GOP)
m The number of SC classes per GOP
l Integer value corresponding to the layer number of Ll
GOPnumber The number of frames per GOP
GOPi The ith GOP
µ Mean or average network loss rate
µGOPi Loss rate for the ith GOP
µX Loss rate for the duration of the stream. Also known as the Loss
rate from GOP1 to GOPN , where N denotes the maximum
number of frames per GOP
LRCi Loss rate for Class i
PLCi Packets lost for Class i
TCi Packets transmitted for Class i
µmaxGOPi Determined maximum loss rate for the i
th GOP
each class, LRCi , based on the overall loss rate in the network. The packet loss rate
for media streaming is primarily based on the number of packets unavailable during
decoding of a specific frame or GOP. The unavailability of a packet during decoding can
be caused by numerous issues, these include packet delay [145] (due to data transmission
over multiple network links), bu ering [146] (bottlenecks in the network routers) and
congestion; both rate control [147] (slowing throughput to reduce loss) and packet
dropping [148] (non transmission of packets to reduce loss). In general the percentage
of packets lost in the network will not equate to the same percentage of lost transmitted
data, as the transmitted data tends to be composed of di erent sized packets and the
percentage of lost transmitted data is dependent on the distinct packets that are lost.
It is important to consider this relationship when we examine the e ects of network
loss.
In the literature, numerous mechanisms exist to determine the current network
loss rate, example of these include Server-side such as Realnetwork Helix Mobile Media
Server Rate Control [149], Web Server TCP packet loss determination for QoS [150]
and IBM Unix network Performance analysis [151], Client-side such as Quality-Oriented
Adaptation Scheme (QOAS) [152], Application-level Estimation [153], and NetPolice:
loss rates in ISPs [154], and from nodes within the network, such as iPlane: an infor-
mation plane for distributed services [155], RON: resilient overlay networks [156], and
Queen: estimating packet loss between arbitrary internet hosts [157].
For our adaptation to network loss, we need to consider two issues
i. How the variation in network loss over the duration of a media clip influences the
loss rate for any given individual GOP:
If we were to assume that the network loss rate is consistent over the duration
of a media clip, then by simply transmitting a percentage of redundant media
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proportional to the average network loss rate this would enable consistency of
viewable quality. But in reality, variations in network loss rate will occur. Each
GOP provides adequate statistical data to infer the current loss rate per GOP as
well as the overall variation of viewable quality. Thus for each GOP, GOPi, we
first determine the expected network loss rate, µ. µ is the mean or average loss
rate over all previously transmitted GOP. This mean value does not mandate that
all future GOP would encounter the same µ value but infers that future GOP
shall include redundancy that accommodates to µ. The value of µ is a ected by
both the loss of an individual packet and the loss of groups of adjoining packets,
known as bursty loss (we can define all loss as bursty loss if we include the loss
of a single packet as a burst rate of 1) and as such the loss rate of the next GOP
can range from 0% to 100% depending on the level of bursty loss and the number
of frames per GOP.
In a binomial distribution, the variation that occurs from the mean value is limited
in range. In network loss, the instantaneous GOP loss rate can range from 0%
to 100% but when averaged out and taking minimum and maximum values, the
variation is also limited in scope (between adjacent GOP). It is important to
note that some outlying minimum and maximum values can occur, but these
values are dependent on a number of factors, such as number of frames per GOP
and the levels of tra c over the transmission network. In our evaluation we
illustrate how the variation in packet loss that can occur per GOP is dependent
on the number of frames per GOP. Over the duration of the media clip, we
determine the minimum and maximum packet loss value per GOP and show how
the interval between these packet loss values decreases as the number of frames
per GOP increases.
If we assume that the variation that can occur is limited in scope and is similar
in nature to a binomial distribution, we can utilise ‡µ, which equates to the
square root of the variance to cap the level of error correction required. In this
manner, µ and ‡µ are used to define a statistical maximum threshold on the
expected network loss rate for the current GOP, which we define as the maximum
expected loss rate, µmax, for a given GOPi or µmaxGOPi . µ
max
GOPi
limits the increase in
transmission cost while providing an acceptable level of adaptive error resiliency.
ii. How the loss rate for an individual GOP determines the loss rate per class:
The viewable quality of a single non scalable stream, e.g. one resolution, one
frame rate, and one quality level, is based on the average loss rate µ over a
predetermined length of time, e.g. from the start of the stream to the current
point in time. While for scalable streams, e.g. layered/description-based models,
the viewable quality is dependent on the average loss rate, µ, over all transmission
units (layer, description, section, packet - dependent on the underlying streaming
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model), e.g. the distribution of µ over each of the transmission units and how this
allocation of loss a ects the decoding of the underlying layered data. Thus, the
defined loss rate for each individual transmission unit is based on the percentage
loss rates of all other transmission units and µ. This is also true for each class
in SC. The µ is mean over all classes and does not mandate the loss rate of each
individual class will equal µ.
Hence the overall loss rate, with respect to each class, can be defined as the
summation over the number of packets lost per class divided by the number of
packets transmitted per class divided by the number of classes or
µ =
qm
i=1
PLCi
TCi
m
(5.1)
It can be seen that for a given loss rate over a number of classes, the average
loss rate per class can vary from zero loss, to the transmission cost of all classes
multiplied by the overall network loss rate, e.g. assuming three classes of equal
transmission cost, a µ of 10% could mandate an individual class loss rate, LRCi ,
of between 0%, minimum loss rate LRminCi , and 30%, maximum loss rate LR
max
Ci
.
If we again assumed three classes and 10% loss, where C1 has a transmission cost
of 100 bytes, C2 has a 1,000 byte cost and C3 has a 10,000 byte cost. Then the
loss rates range from a minimum of 0% for all classes to a maximum of 11.1% for
C3 and 100% loss for both C1 and C2. Total transmission loss at 10% is 1,110
bytes and this is larger than C1 and C2 combined. The e ects of individual class
loss rates are investigated in the error resiliency principle and examples of the
variation that can occur between classes of the same GOP are illustrated in the
evaluation section of this chapter.
For each GOP, GOPi, the loss rate of each class, LRCi , is passed as an argument
to the other four primary design principles. µ can be determined from these loss rates
or can be passed as a separate argument.
i. For layer allocation, this value will assist in determining the layer distribution to
classes during periods of high loss rate or bursty loss.
ii. For error resiliency, this value will determine the forward error correction (FEC )
allocation rate for the highest layer in each class.
iii. For class structure, this value will assist in determining the number of classes being
transmitted. During moments of high network loss, classes containing higher
byte-cost layers may be dropped, so as to reduce congestion.
iv. For class packetisation, this value will assist in determining the byte-size and layer
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Table 5.2: Encoder output for a general encoding scheme for the crew video, composed
of two resolutions, 2 quality levels and three frame rates.
Layer Resolution Frame Rate (D,T,Q)
0 176x144 7.5 (0,0,0)
1 176x144 15 (0,1,0)
2 176x144 30 (0,2,0)
3 176x144 7.5 (0,0,1)
4 176x144 15 (0,1,1)
5 176x144 30 (0,2,1)
6 352x288 7.5 (1,0,0)
7 352x288 15 (1,1,0)
8 352x288 30 (1,2,0)
9 352x288 7.5 (1,0,1)
10 352x288 15 (1,1,1)
segment allocation per packet.
Each of these items will be further explained in their corresponding section.
5.1.2 Layer Allocation and Hierarchy
The definition of streaming classes would vary depending on the scalability techniques
adopted during video encoding. To illustrate the design options of defining SCs, we
consider a generally encoded video using a combination of spatial, temporal, and quality
scalability for the well-known crew video [127].
The output of the encoder is shown in Table 5.2 in which the (D,T,Q) tuple, (D
for dependency_id - spatial resolution dependency), T for temporal_level and Q for
quality_level) represents the level of dependency in the three scalability dimensions.
A higher index in any of these fields indicates that decoding the corresponding layer
requires receiving all previous layers with a lower index in the same field. For example,
decoding layer 7 (1,1,0) implies that we should receive all layers including lower values
in the D and T fields; i.e. the streaming client should also receive layers 6 (1,0,0),
1 (0,1,0), and layer 0 (0,0,0), assuming that inter-layer dependency is enabled in the
encoding process (CGS selection). It is worth noting that if scalability is performed
in one dimension (or MGS encoding selection), the reception of a higher quality video
mandates the reception of all lower layers. For example, layers 0, 1, and 2 may be
considered as temporally scaled video with QCIF resolution (176x144) and one quality
level. Hence, for videos encoded with a single scalability dimension, there exists one
option for layer aggregation, which is grouping subsequent lower layers.
The presence of two types of scalability in the encoded video creates more design
options as shown in the previously presented combined quality-resolution scalability.
If these two dimensions include a temporal dimension, the layer grouping can be per-
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formed in di erent ways. To illustrate, consider layers 0 to 5 in Table 5.2. This subset
of layers can be considered an example for a combined temporal-quality encoded video
at QCIF resolution. In this case, two basic design options are envisioned for grouping:
• SCs are created from layers having the same quality index. For example, layers
0 to 2 and layers 3 to 5 represents two streaming classes respectively.
• SCs are created based on frame rate (temporal dimension). For example, grouping
layers having 7.5fps to form the lowest SC, layers played at 15fps as a second
streaming class and layers played at 30fps as a third streaming class.
Which option to choose would depend on the underlying bitrate of the video and
the individual user’s requirements. The transmission cost of both options is the same,
as an equal number of layers are transmitted by both options. Option one can only
vary the frame rate once all classes are received as layer allocation is based on quality
levels, while the second option is more adaptive to users requesting lower frame rates,
as each frame rate is contained within a distinct class.
Similarly, a video encoded with temporal and resolution dimensions would have
two basic design options for creating the SCs. To illustrate, let layers 0 to 2 and layers
6 to 8 represent a video encoded with temporal and resolution scalability. Hence,
the two design options would be aggregating based on frame rate or based on video
size. The former would also be favourable because the latter would produce a high
data rate in the lower streaming classes. Additionally, the former would be more
appealing as the higher frame rate in the aggregated lowest class would result in a
better quality video. Last but not least, consider an encoded video over the three
scalability dimensions as shown in Table 5.2 and note the many SC aggregation options
that would be possible. However, as established in our presentation, aggregating layers
with di erent resolutions contradicts with the principals of SC (increasing transmission
cost for lower layer streaming). Hence, aggregation over the temporal and quality scales
remain the two possible options.
To this end, the layer aggregation criteria may include more than one rule. For
example, the aggregation of several layers over one of the scalability dimensions can
be accompanied with another constraint on other factors such as the resultant trans-
mission byte-cost of the aggregated layers. Another possibility is that the aggregation
criterion considers target bit-rates matching existing bit-rates in real networks. To
further illustrate, if the aggregation of the three quality layers for a single resolution
would result in a data rate exceeding a target bit-rate, one can alternatively use more
than one streaming class for this set of layers by allocating the lowest of them as one
streaming class and the remaining two layers as a second streaming class. The proposed
one-two splitting is suggested to create a balanced set of streaming classes.
As illustrated in the adaptation to network loss section, we can also consider the
E cient Delivery of Scalable Media Streaming
over Lossy Networks
125 Jason Quinlan
5. Streaming Classes (SC) 5.1 Design Principles
underlying loss rate in the network while determining the layer allocation per class.
The e ects of congestion can be reduced, in some part, by a reduction in stream bit-
rate. Thus by removing the allocation of high byte-cost layers, we can reduce the level
of network loss. Also careful consideration is needed when we consider the prioritised
hierarchy of the classes, e.g. how important is the content of this class, and as such the
maximum achievable quality of this class, to all other classes.
Thus to recap, the number of layers and layer allocation per class can be based
on a number of options, these include but are not limited to:
i. adjacent layers: an i number of adjacent layers. Subsetting the total number of
SVC layers into classes, where each class contains an equal number of layers.
ii. temporal, spatial or fidelity layering: creating classes based on distinct frame
rates, resolutions, quality levels, or combinations of same. Combining higher layer
data with lower layer data, may be counter productive to the reduced transmission
cost objective of SC.
iii. layer intra-dependency: the intra-layer dependency of requested layers.
iv. stream layer selection per requesting domain/network location: the layers being
requested per individual domain or co-located networks. Classes can be created
for specific domains, or network regions, which reduce overall transmission cost
to the specific layers requested by these geographical locations.
v. the number of distinct quality layers being requested: the number of distinct layers
being requested. Classes can be created which are based on the specific layers re-
quired to decode quality layer q. Consequently removing the cost of transmitting
un-required layers.
vi. the number of users per quality layer : grouping the most requested layers to-
gether. Creating classes based on overall user requirements. The greater the
requests for a given layer, the higher the class prioritisation, or lower class num-
ber, for that layer.
vii. based on bit-rate selection: thresholds of available bandwidth and cumulative
transmission byte-cost. Creating classes based on network throughput, con-
strained links or overall congestion rates. While not referencing scalable video
specifically, but commenting on the reliable transmission of TCP tra c but using
layered video to illustrate adaptation of quality dependent on available band-
width, the TCP Rate Adaptation Protocol (RAP) proposed in [158] is a seminal
paper in this regard. The authors of [158] investigate the rate-adaptation of lay-
ered media dependent on the timescale of round-trip times but maintain viewable
quality for longer periods of time by using bu ering to accommodate mismatches
between transmission and consumption rates.
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viii. replication of layer data: it is not infeasible that numerous classes may benefit
from the allocation of the same layer, e.g. allocation of the base layer to numerous
classes, with each of the classes based on a di erent spatial, temporal or quality
scalability. It may be more cost e ective, with respect to transmission cost for
individual users, to transmit the individual layer as a single class, or allocated
to numerous classes, so as to reduce the receipt of higher layers from unwanted
dimensionality.
As previously stated, the goal of SC is to consider all aspects of the stream flow
and then choose which option(s) maximise overall viewable quality. Thus which “Layer
Allocation and Hierarchy” option(s) to choose at runtime will be governed by the e ects
of the chosen option(s) on the other design principles and overall stream quality.
5.1.3 Error Resiliency
Irrespective of transmission unit, the transmission cost overhead between layered and
description-based models is fundamentally the level of error resilience allocated. Thus
the goal of the error resiliency principle is to provide balance between transmission
cost and achievable quality. As previously described, section distribution (SD) o ers
a means of delivering packet equality for description-based models, such as MDC and
ALD. It is this packet equality and the incremental levels of error allocated per SVC
layer, as presented in Section 4.3.2, that provides consistency of viewable quality and
mandates that viewable quality is dependent on the number of packets lost rather than
on the contents of the packets that are lost. By implementing SD in the streaming
class model, we can mandate that the number of decodable layers for class i, Ci, is
dependent on the level of error allocation per layer and the corresponding class loss
rate, LRCi .
We have already seen how the loss rate of class i, LRCi is dependent on both the
µ and the loss rates of all other transmitted classes. Hence the level of error resiliency
per layer must take into consideration
i. the priority of the layer in the original SVC hierarchy. Lower layers per class
contain higher level of error correction. This allocation of error correction pro-
vides an incremental increase in quality, dependent on the level of network loss,
which is consistent with description-based streaming models and also a graceful
degradation in viewable quality as network loss increases.
ii. the variation that can occur in both µ and the loss rates of all other transmitted
classes. As seen, the variation that can occur between classes for each GOP is
relative to the loss rate of all classes, thus this variance, or deviation, must be
taken into consideration.
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iii. the maximised consistency of quality for this class and for all classes which are
dependent on this class. In SVC, higher layers are dependent on the achievable
quality of lower layers and SC is similar in this regard. Dependent on the alloca-
tion structure of the classes, higher classes will predominately be accessible only
when all layers in a lower dependent class are decodable. To benefit from this
dependency, all layers per class must contain error resiliency, and higher levels
of error resiliency may be required in lower classes to maximise quality for all
classes.
iv. the bitrate of the allocated layers. Low bit rates per layer, which can occur with
larger GOP values and for lower frame rates, may require more than the minimum
error resiliency allocation to recover from loss, as the byte allocation per packet
may be too small.
v. the addition of increased error resiliency will impact on transmission cost, view-
able quality and network loss. As we determine error resiliency based on prede-
termined loss rates, will increasing the error resiliency per layer impact on the
current levels of network loss. We can consider three examples which illustrate
the varying levels of error allocation, relative to current network loss rate.
i. Define the error allocation rate for the highest layer in class i to be equal to
the current level of network loss, i.e. LRCi .
This option will in some instances only covers lower loss rates than the
current rate, e.g. assuming a loss rate of 10%, if we add 10% additional
data to the layer contents, we e ectively increase the transmission cost to
110%. Assuming the loss rate does not increase with increased tra c, then
the e ects of the same 10% loss rate will equate to 11% of the 110% being
transmitted, consequently only 99% is decodable and the highest layer is un-
viewable. Note, that this disparity will be dependent on the packetisation
rate, as we shall see later. If the increased error rate can be allocated to the
same number of packets as the original layer data, then even with 10% of
the packets lost, the layer is still decodable.
ii. Define the error allocation rate for the highest layer to be equal to the current
level of network loss plus the standard deviation that can occur for this loss
rate, i.e.
'
LRCi +

LRCi
(
. We define this as the allocated loss rate value
for the maximum viewable quality or LRmax. This would equate to 10% +
3.17% respectively or a rounded up value of 14% FEC for the highest layer,
assuming a 10% packet loss rate.
This higher level of error allocation covers some of the packet loss rate vari-
ation over time but may still be susceptible to loss during high bursty con-
ditions.
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iii. Define the error allocation rate for the highest layer to be upper bounded by
a maximum threshold based on the expected network loss rate required to
recover from the current level of network loss, which we will define as LRmaxCi .
This loss rate will need to consider both the initial loss rate, LRCi , and
the loss rate that will a ect our newly added FEC,

LRCi . An algorithm
to determine this value is provided in Eq 5.2. LRmaxCi denotes the current
determined loss rate for the maximum viewable quality
'
LRCi +

LRCi
(
.
LRmaxCi Ø
LRmax
1≠ LRmax (5.2)
Finally as per our example, if we assume LRmax is 14%, we can determine the
minimum additional FEC value required to recover for this level of maximum
packet loss, as shown in Eq 5.3.
LRmaxCi Ø
14%
1≠ 14%
LRmaxCi Ø
14%
86%
17% Ø 14%86% (5.3)
Such that for a packet loss rate of 10%, a standard deviation of 4% and a
minimum recovery rate (based on packet loss + standard deviation) of 3%,
we can define a LRmaxCi of 17% FEC.
This option covers both the variation in packetisation rate as well as minor
variations in network loss rate.
vi. the original streaming model. For SVC the transmission unit is a complete layer
and the packetisation options outlined above take into consideration the entire
layer plus allocated error resiliency. Thus small incremental increases in error
resiliency are easily accommodated into the packetisation option. For description-
based models, the transportation unit is either a description (MDC), a section
(SDP) or a packet (ALD), such that the packetisation is defined based on the size
of the underlying unit. Additional error resiliency is then based on the addition
of a predetermined section size based on the value of a layer index (plus STF for
ALD). These section sizes are static in nature and the addition of a section adds a
pre-defined level of increased transmission cost to a class, e.g. for ALD, assuming
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5 layer and an STF of 3, this defines that each section in the highest layer,
layer 8, contains 12.5% of the overall transmission cost of that layer. As ALD
adds additional sections to define the structure of increased error resiliency, each
increase in section for layer 8 will mandate an increase of 12.5% of the layer byte
size. Minor increases can be achieved by using Improved Error Resiliency (IER),
but even then the increase in overall cost can be quite high, and possibly higher
than the required LRCi percentage. A minor increase in error resiliency can be
allocated, but as ALD uses sections sizes to define SD packetisation, this increase
must be distributed over all sections or must equal the defined SD packetisation
sizes.
To sum up: the allocation of error correction must take into consideration the
structure of the original stream model. With layered streaming the increase in error
correction can directly equate to the expected network loss rate. While for description-
based models, the description structure is defined with default levels of error resiliency,
e.g. based on predefined section sizes, which may overly increase error correction levels
and thus elevate transmission cost.
So to recap, for each class; each layer must contain a minimum level of error
resiliency, consistent to the LRCi determined by the “Class Packet Loss Rate” prin-
ciple. Lower layers per class must contain incrementally higher levels of resiliency, to
counteract the variation that can occur due to loss rates in other classes, thus providing
graceful degradation in viewable quality as loss increases. Examples of allocation rates
for LRmax and LRmaxCi based on a packet loss rate of 10% are presented in Appendix C.
Once the error allocation rate for the highest layer per class is determined, the
incremental increase in error allocation per lower layer must be determined. This can
be defined on a fixed incremental increase, a variable level of increase (dependent on
external factors, such as packetisation rate, layer allocation, network conditions, user
requirements to name but a few), or can be based on the allocation rate of the adjacent
higher layer plus a determined level of standard deviation, as used in our SVC evaluation
results in Appendix C.
5.1.4 Streaming Class Structure
Similar to the layer structure in SVC, SC imposes a prioritised hierarchy based on the
importance of the layers contained within each class. This class hierarchy defines which
subset of classes is required to decode a requested layer. In this section, we explore how
variations in class composition can be utilised to maximise viewable quality per class.
Dependent on layer allocation, the viewable quality of higher classes are dependent on
the higher prioritised lower classes. Such that the loss of a lower layer will impact the
viewable quality of all or a subset, dependent on encoding dimensionally, of the higher
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Figure 5.2: ALD with six-layer and an STF of 3
layers for all classes. Thus the goal of this principle is to maximise quality in all lower
classes.
As we have seen, the loss rate per class can vary dependent on the overall loss rate,
µ, and the loss rate of the other classes. While error resiliency provides a mechanism to
allocated acceptable levels of error correction to individual layers, there exists a balance
between su cient error resiliency and increases in overall transmission cost.
We o er two class composition options by which to maximise viewable quality
per class. Both options illustrate the balance between error resiliency and transmission
cost and are based on the interdependence of the classes. For ease of illustration we
present an example based on ALD, note that the same class composition option would
also hold true for SVC and MDC (remember ALD with STF=0 is MDC). Figure 4.2
from Section 4.1.1 (reproduced here in Figure 5.2) illustrates a six layer ALD stream
with an STF of three. We shall create three classes, based on layer adjacency, such
that class 1 (C1) is composed of the base layer and layer 2, class 2 (C2) is composed of
layer 3 and layer 4, and class 3 (C3) is composed of layer 5 and layer 6. The two class
composition options, based on the defined class hierarchy, can be defined as:
i. Independent Class Composition (ICC): With ICC, layer data of a class is con-
tained only within the class. This is illustrated in Figure 5.3, where we can
see that the layer data for each class is contained only within the defined class.
In this instance the error allocation rate, as determine by the “Error Resiliency”
principle, governs the overall e ects of variations in the network loss. A higher
level of error resiliency in the lower classes may be su cient to recover from loss.
ICC maintains packet equality per class, mitigates loss by allocating su cient
levels of error resiliency and maintains acceptable levels of transmission cost per
class. Examples of ICC based on a packet loss rate of 10% are presented in
Section 5.1.5.1 and Appendix C.
ii. Increased Class Interdependency (ICI): ICI is an enhanced version of ICC, where
additional lower class data is allocated to the higher classes to increase the view-
able quality of the lower classes, and thus increase overall quality of the higher
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Figure 5.3: ALD streaming classes using the ICC class composition option - C1 denotes
class one, C2 denotes class two and C3 denotes class three
classes. The initial error allocation rate as determine by the “Error Resiliency”
principle, is utilised by ICC and then ICI assigns additional unallocated layer
data from lower classes to the higher classes. This is illustrated in Figure 5.4,
where we can see that two sections from the Base Layer and layer 2 are allocated
to class 2 (C2), while a single section from the four lower layers are allocated to
class 3 (C3), thus allocating all of the remaining FEC sections from Figure 5.2
across the higher classes. Note how the number of FEC sections allocated to the
higher classes is consistent to the number of FEC sections allocated to the low-
est layer of each higher class. While this example illustrates FEC allocation for
description-based streaming, the same steps would be used for layered streaming,
but the allocation rate would be based on the percentage of FEC in the lowest
layer rather than a defined number of sections. Note how the FEC and layer data
allocation in C1 in Figure 5.4 (ICI) and Figure 5.3 (ICC) are identical, as no
additional data are allocated to the lowest class. ICC is beneficial when variation
in the network leads to loss rates greater than the error allocation rate for a given
lower class layer. In this manner, the availability of lower layer data in a higher
class, may provide su cient additional data to maximise the given lower layer.
In this option, in addition to the lower layer data allocated to the higher classes,
a lower level of error resiliency allocated to the lower classes may be su cient
to recover from expected network loss. A minor increase in transmission cost,
relative to the level of additional lower class data, is to be expected.
Finally, the level of lower layer data allocated to the higher classes permits the
higher classes to experience an equivalent level of loss in the lower classes while
still permitting complete decoding of the higher class. The level of lower layer
FEC allocated to the higher classes is adaptive to the needs of the stream flow.
Examples of this FEC level include adaptation based on the levels of loss in the
network, it may reflect the priority of a given lower layer or may be dependent
on consistent decoding of a given higher layer.
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Figure 5.4: ALD streaming classes using the ICI class composition option - C1 denotes
class one, C2 denotes class two and C3 denotes class three
Packet equality is maintained in the higher classes, as the lower layer data are dis-
tributed over all transmitted packets. For lower class subscribers, one additional
benefit from the ICC composed higher classes, is that if the achievable quality
in a lower class is marginally less than maximum, then the lower class user can
subscribe to a subset of the higher class packets. Thus improving quality by
receiving segments of lower layer data, while marginally increasing transmission
cost by receiving segments of un-required layers. As ICC mandates that all higher
classes contain lower class data, the lower class user can select packets from all
higher classes, therefore benefiting from real-time data acquisition of lower layer
data, without the delay of retransmission, which is highly beneficial to media
streaming.
If the error resiliency allocation rate of ICI is su cient in all classes, then the
ICC allocation of lower class data to higher classes is an unacceptable and unrequired
increase in transmission cost.
5.1.5 Class Packetisation and Granularity of Packet Data Byte-size
As we have seen, Section Distribution (SD) was initially designed to extend the concept
of equal importance from description to the packet level per frame. SD allocates a
segment of each section per description to a packet, as a result limiting packet loss to
a portion of each description section, rather than being SVC layer or MDC description
specific. In this manner SD creates a coping mechanism for both single packet loss and
burst loss models. Thus achievable quality per frame is based on the cumulative number
of received packets, with achievable quality directly reflecting the level of packet loss
during transmission.
One additional benefit of SD is that all packets per frame are of equal byte
size. This equality is provided in both packet byte-size and packet priority. Also as
the number of frames per GOP increases, SD will provide data equality for all frames
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within the GOP. In [45], the authors highlight that packets of dissimilar processing
times, produce dissimilar transmission times. Such that by maintaining such packet
byte-size equality, the order of packet delivery is improved. Hence, SD packet equality
improves consistent delivery in network transmission.
While SD provides packet equality based on an equal allocation of segments for
each layer per class, to provide increased resiliency to network loss we also consider the
byte-size of each packet to determine if a byte-size threshold is beneficial to achievable
quality. Let us assume for simplicity that a single frame contains eight SVC layers and
each layer is the same byte-size, e.g. 540 bytes. Total transmission cost for this frame
is 4,320 bytes, which would equate to a minimum of three packets, assuming a data
size of 1,440 bytes per packet and the layers are allocated in increasing order until the
packet data-sizes are full. Let us also assume a network loss rate of 10%, which in
our example would equate to one lost packet or over 2.5 lost layers. Best case (B-C)
scenario is where the data from packet three, e.g. layers 6, 7 and 8 were lost and layer
5 can be decoded, while worst case (W-C) scenario is where packet one, e.g. the base
layer, layer 2 and 3 were lost and the frame is undecodable. With the current packet
data byte-size allocation, 1,440 bytes, we incur the same level of layer loss for all packet
loss rates from 1% to 33% inclusive.
By increasing the number of packets transmitting the layers, we can reduce the
e ects of the layer loss relative to the current loss rate. By increasing the number
of packets to eight, we incur a minor increase in transmission cost, relative to the
increased number of headers, while the e ects of the 10% network loss is reduced to
one packet, e.g. one specific layer. Each packet now contains 540 bytes, or one complete
layer, and a single packet can incur a loss rate of between 1% to 12.5%. B-C for this
simple decision increases viewable quality to layer 7, while in W-C the frame is still
undecodable. With eight packets, an optimal threshold for number of packets has been
reached. An increase in the packet numbers will not increase viewable quality, as each
packet will subsequently contain either segments of multiple layers or a segment of a
single layer, and the loss of a segment will negate decoding of the entire layer.
Consequently, we present two packetisation options for SCs, namely reduced over-
head packetisation and improved resiliency packetisation.
1. Reduced Overhead Packetisation (ROP) In this scheme, the data belonging to
the same layer (including FEC sections) in each SC are aggregated to create
one super section per layer. For SVC this would combine layer and FEC data,
while for description-based models individual description sections and associated
FEC sections would be merged. These super sections are then packetised using
the SD mechanism, where each packet contains a portion of the super section
from each layer in the streaming class. ROP tends to create packets with large
data byte-size content. However, the loss of any packet typically increases the
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Figure 5.5: Examples of two layers allocated to class one (C1) for (a) SVC plus FEC
and (b) description-based models plus FEC. (b) illustrates the section struc-
ture of MDC utilised by IRP, while (c) illustrates an example of the IRP
packetisation of the SVC class in (a).
probability of large amounts of multiple layer data being lost, thus reducing the
availability of layer data by which stream quality is maximised. Example: C1
shown in Figure 5.5a illustrates two SVC layers and associated FEC allocated to
a single class. Let us assume that the total transmission cost is 7,200 bytes. With
ROP, we treat each layer per class as one super section and packetise using the
minimum number of packets, e.g. 5 packets at 1,440 bytes. Thus the loss of a
single packet equates to 1,440 bytes of lost data from layers BL and L2. Should
we have used a description-based model for this examples, as per Figure 5.5b,
ROP would have combined the individual sections illustrated in Figure 5.5b, so
as to represent Figure 5.5a and packetisation would be identical to the previous
example.
2. Improved Resiliency Packetisation (IRP) For description-based streaming we are
able to use the section sizes of the underlying descriptions to define the governing
threshold byte-size allocation of our packetisation. As per Figure 5.5b, SD is
applied to the individual sections of both layers. Noting that the number of
packets depends on individual section sizes in comparison to the super section
sizes in ROP, more packets are typically generated on using this scheme.
For SVC plus error resiliency, we have no easily selectable segmentation markers.
For this we use the packetisation threshold as previously defined, by which we can
specify our SD packetisation requirements. Figure 5.5c illustrates the packetisa-
tion of Figure 5.5a based on a threshold value which determines the maximum
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combined byte-size of both layers allocated to a single packet.
As can be seen by using IRP, the loss of one packet would a ect a smaller por-
tion of the class data. Note that both ROP and IRP would benefit from SD
but IRP has a better granularity. The main drawback of IRP is the additional
overhead associated with every packet. Example: again let us assume that the
total transmission cost of C1 shown in Figure 5.5b is 7,200 bytes. With IRP,
and for description-based models, we maintain the descriptions structure, e.g. 8
descriptions, and packetise based on the byte size of each description, e.g. 900
bytes. Thus the loss of a single packet equates to 900 bytes of lost data from
layers BL and L2, thus reducing the e ects of packet loss on achievable quality by
increasing the number of packets transmitted. An example of IRP packetisation
of SVC in Figure 5.5a is shown in Figure 5.5c. Note the data between the black
vertical lines denote the packetisation segments of each layer.
Using the IRP packetisation example, we note that typically the byte-cost allo-
cated per packet is less than the maximum byte-size of the packet data, circa 1,440
bytes. Thus, one additional option to increase viewable quality is to allocate levels of
error resiliency to the layers, such that the total layer cost is less than or equal to the
maximum byte-size of the packet data. Therefore we do not increase the number of
packets transmitted but only the data content of the packets.
As an example, if we assume the transmission of eight packets and an initial error
resiliency allocation rate of 14% for the highest layer. Assuming a 2% increase in FEC
for each lower layer, this provides an error resiliency allocation rate of 14% to 28%. If
we then take the eight layers and their respective error resiliency rates and packetise
using SD. Now each packet contains a segment of every layer, or approximately 12.5%
of each layer plus a percentage of the initial layer error resiliency allocation. As the
highest layer contains 14% error resiliency and each subsequent layer contains a higher
level of error resiliency, both B-C and W-C with a network loss rate of 10% mandates
layer 8, or maximum layer, decodability.
This is a simple example, but the underlying concept holds true for layers with
di ering byte-sizes, for larger GOP, for increased numbers of packets and for varying
error resiliency allocations. Once the threshold for packet sizes/number, as well as error
resiliency allocation rates, is defined, we can then begin to o set optimality against
overall transmission cost to define a balance between viewable quality and the e ects
of network loss. As illustrated by the error resiliency allocation rates, we can always
implement IER to further increase the resiliency of select layers.
E cient Delivery of Scalable Media Streaming
over Lossy Networks
136 Jason Quinlan
5. Streaming Classes (SC) 5.1 Design Principles
Figure 5.6: ALD with five-layer and an STF of 6
5.1.5.1 Streaming Classes - Class Packetisation Evaluation Results
In this Section, we illustrate a simple ALD example where two classes are packetised
using ROP and IRP and transmitted over a link with a 10% loss rate. We begin by
allocating the layers to the classes. In this example, we will use the crew media clip
encoded as a two-resolution, five-layer stream. We allocate the layers to the classes
based on resolution, such that 2 layers (BL and L2) are allocated to C1 and 3 layers
(L3, L4 and L5) allocated to C2. A class composition of Independent Class Composition
(ICC) is used. Table 5.3 illustrates the JSVM output for the first frame.
Table 5.3: Encoder output for a single frame for the crew video
Length LId TId QId
18 0 0 0
1424 0 0 0
1577 0 0 1
2186 1 0 0
2461 1 0 1
2388 1 0 2
Table 5.4: Transmission cost for SVC, MDC, ALD and ALD-SC
Layer SVC MDC ALD Class ALD-SC
L5 10,054 20,270 12,232
Class 2 12,232L4 7,666 16,216 11,120
L3 5,205 12,162 10,008
L2 3,019 8,108 8,896 Class 1 4,032BL 1,442 4,054 7,784
Table 5.4 shows the per layer transmission cost for SVC, MDC, ALD with an
STF of 6 (shown in Figure 5.6) and ALD-SC (ALD using a Streaming Class model)
with ICI class composition. In our example we incorporate three FEC sections of the
base layer and two FEC sections of layer two to class 1, while also allocating one FEC
section of both the base layer and layer two to class two, as illustrated in Figure 5.7.
The reasoning for the FEC section allocation in the lower class is that the LRmaxCi
as defined by Equation 5.3 in Section 5.1.3 for a 10% packet loss rate is a 17% FEC
rate for the highest layer in the class. Because of an STF of 6, eight sections of layer
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Figure 5.7: Two streaming classes created from ALD with five-layer and an STF of 6.
C1 denotes class one and C2 denotes class two
two are required to decode layer two, thus each layer two section equates to 12.5% of
layer two. The allocation of a single FEC section for layer two would only equate to
12.5%, which is less than the LRmaxC1 of 17% mandated, such that 2 sections totalling
25% are required to eleviate LRmaxC1 . We view this as an FEC mapping ratio of (3,1)
which denotes that the lowest layer in class 1 contains 3 FEC sections, while the lowest
layer in class 1 contains 1 FEC sections. This can be generalised to (<number of FEC
section in the lowest layer of class 1>, <number of FEC section in the lowest layer of
class 2>, ...., <number of FEC section in the lowest layer of class N>). In a streaming
class that utilises all FEC sections from the original streaming model, adding all the
values in the FEC mapping will equal N ≠ 1, where N denotes the total number of
layers in the original encoding.
Table 5.5 presents the percentage of FEC per layer allocated to each class. As we
have not varied the transmission cost of ALD-SC with respect to ALD, the cumulative
FEC value per layer, e.g. by adding the FEC percentage over both classes for a given
layer, are consistent with ALD.
Table 5.5: Per layer FEC percentage per class for ALD-SC
Layer C1 C2
L5 0% 0%
L4 0% 10%
L3 0% 22.24%
L2 25% 12.50%
BL 42.87% 14.29%
As illustrated in Table 5.4 and Figure 5.7, in our simple example we do not
increase the transmission cost of ALD and as such do not increase the error resiliency
of C2 to the same level of LRmaxCi .
Table 5.6 illustrates the ALD-SC packet sizes and number of packets per pack-
etisation option, ROP and IRP, based on the single frame example in Table 5.4. It
can be seen that by creating one super section using ROP that the number of packets
required per class is noticeably lower than IRP, but understandably the degradation
in viewable quality is greater during moments of packet loss. Figure 5.8 illustrates
the percentage of viewable quality for ALD-SC over the duration of the clip for both
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packetisation schemes, with a loss rate of 10%. Note how a simple reduction in packet
payload creates a noticeable increase in the viewable quality. It can also be seen that
due to the incremental levels of FEC per layer within a class, di erent loss rates per
GOP mandate the decodability of di erent layers per class.
Table 5.6: ALD-SC Packet sizes and number of packets per packetisation option
ROP IRP
Class Packet size # of Packet size # of
Class 2 1299 8 800 13
Class 1 1344 3 404 8
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Figure 5.8: Viewable quality of ALD-SC for both packetisation schemes, ROP and IRP,
with a loss rate of 10%
We extend this example in Appendix C and we provide examples of defining the
packet byte-size allocation based on fixed values of 1,440 bytes, 1,000 bytes and 500
bytes for each class, rather than the defined section size of the underlying description
model. Defining the packet byte-size allocation based on fixed byte sizes is consistent
with the packet byte-size allocation required for SVC. These values define that all
packets per GOP, over all classes, are the same byte size, but not of equal importance
(lower class packets are still of higher priority). We also defined a model where a 1,440
byte threshold is allocated to the highest class, 1,000 byte threshold to the middle class
and 500 bytes to the lowest class, thus illustrating bytes sizes relative to the underlying
byte cost of the respective classes. While a final option determines the number of
packets for the highest layer using a 1,440 byte allocation, and mandated that all
lower classes utilise the same number of packets, as a result forcing an optimal packet
threshold for the lower classes based on the number of packets for the highest class.
The results provided in Appendix C for SVC-SC (SVC using a Streaming Class model)
illustrate that as we increase the GOP value, di erent levels of allocated FEC can
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provide continuos levels of maximum stream quality for all packet byte-size allocation
schemes illustrated above. Thus illustrating both adaptation in FEC allocation and
packet byte-size allocation by which viewable quality can be preserved during moment
of packet loss. For the examples in this section and Appendix C, a class composition
of Independent Class Composition (ICC) is used.
5.2 Evaluation Framework
The evaluation steps in this Chapter are based on the Evaluation Methodology as
outlined in Section 3.4. The results provided in Appendix C illustrate an example
where by the Streaming Class design principles are utilised to adapt an SVC stream
using SVC-SC (SVC using a Streaming Class model) based on ICC. For the remainder of
this chapter we present examples of description-based streaming classes, namely MDC
and ALD, based on ICI (note we do not increase the transmission cost of MDC or ALD,
thus no additional FEC is added to layer 8). It is important to note that the usage
of the Streaming Class Structure principle for layered or description-based models is
interchangeable. The usage of ICC and ICI in our examples is for illustration purposes
only, and their allocation to the underlying models demonstrates their usage rather
than mandating that ICC is only for SVC-SC and ICI is only for description-based SC.
Prior to presenting our evaluation results, we provide a brief overview of our
evaluation framework. Our evaluation is based on the widely-known 10 second crew
video. The video is encoded using JSVM [131] to eight layers with spatial and quality
scalability, using medium grain scalability (mgs), quantizer parameter (QP) values for
BL to L8 of 34, 28, 33, 30, 28, 35, 32, 30 respectively, and a GOP value of one. We
consider three resolutions (QCIF, CIF and 4CIF) with respective 2, 3, and 3 quality
levels, e.g. two fidelity levels in the lowest resolution and three fidelity levels in each
of the higher resolutions, which are allocated to three Streaming Classes based on
underlying resolution. QCIF is mapped to C1 (maximum 38.2dB), CIF is mapped to
C2 (maximum 39.3dB) and 4CIF is mapped to C3 (maximum 38.7dB).
The transmission of the encoded video is simulated in Network Simulator 2 (ns-
2 ) [138] using myEvalSVC [139], an open source tool for evaluating JSVM video traces
for SVC. Modifications are made to myEvalSVC scripts to simulate MDC, ALD and
SCs. In SVC, each layer per frame is packetised individually, in MDC, each description
per frame is packetised separately, while in ALD, ALD-SC and MDC-SC, each packet
contains a segment of each layer per description (using SD). In ALD, this would lead
to a segment from every layer per packet, while in the SC models, each class would
be packetised separately, but within each class, a packet would equate to a segment of
each layer.
The simulated network topology is shown in Figure 5.9 in which we vary the
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Figure 5.9: Simulated network topology
average packet error rate, µ, from 1% to 10% to test the streaming performance of
di erent schemes over lossy links. We use an ns-2 Errormodel to define a total packet
error rate with a uniform distribution, such that the level of loss per frame varies from
less than or equal to, to greater than µ, but with total average stream loss equal to µ.
For each of the simulated schemes, sixteen iterations are run to create the ns-2
output traces, which are analysed to determine the average maximum stream quality
per-frame at the client. Each trace is then saved as an achievable quality (AQ) trace
file for each streaming scheme. The AQ trace files are utilised to 1) to provide a means
of illustrating the transition in frame quality over time and 2) to create the received
YUV files, based on the maximum stream quality per frame, from the original YUV
files. PSNR is then calculated as previously described.
5.3 Simulation Results For SVC, MDC and ALDWithout
Using The SC Framework
The following results are provided as an example of the SVC, MDC and ALD
evaluation determined so far and provide a base case comparison to the SC result shown
later in this section. Figure 5.10a plots the Y-PSNR (Y-PSNR is the measured PSNR
for the Y-component of YUV) values versus the percentage of datagram loss over the
communication link for SVC, MDC and ALD when the user is streaming the highest
video quality (4CIF). In this section SVC is shown for comparison purposes only. The
results indicates that ALD shows the best performance followed by MDC and then SVC.
Typically, MDC is better than SVC due to the included FEC. The further improvement
achieved by ALD are due to the increase in the number of descriptions, reduction in
the byte-allocation per description section and SD. SD disperses the loss impact over
several sections instead of a single datagram loss a ecting only one layer (SVC) or one
description (MDC).
Figure 5.10b confirms these results by showing the number of frames viewed at
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Figure 5.10: Performance of scalable video encoding over lossy links
every quality level for the crew video at a datagram loss rate of 10% when SVC, MDC
and ALD are used. This figure demonstrates the severe impact of packet loss on SVC
performance, where approximately 40 frames were completely lost due to the loss of
the base layer. Additionally, SVC shows frequent quality-level shifts where each layer
is viewed between 17 and 47 times. On the contrary, users using MDC video enjoyed
a better streaming experience where more than 80% of the frames are viewed between
qualities 3 and 6. Using ALD further improves the streaming experience where more
than 80% of the video is shown at the highest resolution (4CIF).
Figure 5.10c takes the frames viewed at every quality level, for each of the models,
and plots a two second sample of the frequency of layer switching. This result again
illustrates the high variation in quality for SVC, minor increase in quality for MDC
and consistency of quality in the higher layers for ADL.
More importantly, these improvements are attained at a lower transmission byte-
cost as shown in Table 5.7, which also shows the relative transmission cost compared
to SVC. These savings in byte cost are made possible thanks to the STF component of
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Table 5.7: Transmission byte-cost as for the highest quality
Scheme SVC MDC ALD
Transmission (bytes) 9,483,746 19,334,064 12,075,882
Datagrams 7,687 14,248 10,108
Value compared to SVC 100 % ¥ 204 % ¥ 128%
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Figure 5.11: Transmission cost of the crew media clip for (a) each layer, and (b) each
streaming class, as the STF value and associated number of ALD descrip-
tions increase
ALD. In the shown results, the value of STF is 6 according to the developed optimisation
framework shown in Section 4.1.1. Hence, a total of fourteen descriptions are required
to stream the video in ALD at the highest quality. The main drawback of section
thinning in ALD is the higher transmission cost when low quality video is requested.
As we shall show, this problem is eliminated by using SCs.
5.4 SC Performance Evaluation
First, we present the transmission cost in bytes for ALD and the corresponding savings
per class when ALD-SC (ALD using a Streaming Class model) is used. Figure 5.11a
plots the transmission byte-cost for the crew video versus the ALD-STF value for
distinct video qualities. The structure of Figure 5.11a is identical to Figure 4.4 from
Section 4.4.2.2, only the underlying bitrates are di erent due to encoding and QP
value decisions. Note that the eight ALD description encoding, STF = 0, degenerates
to MDC, thus Figure 5.11a represents both ALD and MDC. Figure 5.11a illustrates
the aforementioned limitation of ALD showing the increase of the transmission cost
of streaming low quality as STF increase. On the contrary, Figure 5.11a also shows
that as STF increases the transmission cost of streaming high quality video decreases.
Figure 5.11b plots the transmission cost of SCs versus the number of ALD descriptions.
It can be seen that by using ALD-SC, there is a significant drop in transmission cost
and that the transmission cost of ALD-SC always decreases as STF increases.
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Table 5.8: Transmission byte cost for Di erent Encoding Schemes
Layer SVC MDC ALD MDC-SC (ROP) Dg ALD-SC (ROP) Dg ALD-SC (IRP) Dg
8 9,483,746 (8) 19,334,064 (8) 12,075,882 (14)
19,347,198 (3) 13,892 12,077,528 (3) 8,825 12,077,528 (3) 13,5587 7,419,782 (7) 16,917,306 (7) 11,213,319 (13)
6 5,640,092 (6) 14,500,548 (6) 10,350,756 (12)
5 3,931,226 (5) 12,083,790 (5) 9,488,193 (11)
9,726,545 (2) 7,072 5,663,237 (2) 4,215 5,663,237 (2) 6,3484 2,993,946 (4) 9,667,032 (4) 8,625,630 (10)
3 2,044,662 (3) 7,250,274 (3) 7,763,067 (9)
2 1,232,574 (2) 4,833,516 (2) 6,900,504 (8) 2,776,152 (1) 2,090 1,651,653 (1) 1,281 1,651,653 (1) 2,700BL 617,526 (1) 2,416,758 (1) 6,037,941 (7)
Table 5.8 illustrates the per quality cumulative transmission cost for SVC, MDC,
ALD (STF = 6) and the respective SC schemes. The number in the brackets denotes
the number of transmission units (layers for SVC, descriptions for MDC and ALD, and
classes for the SCs) required to decode the target quality. It can be seen that due to the
packetisation of MDC-SC, there is a reduction in the transmission cost of layer 2 and
layer 5, with respect to MDC. It is important to note that these figures are content and
encoding specific. Minor modifications to the quantisation parameters (QP) in JSVM
and subsequent decoding quality can reduce the increase costs of streaming classes.
For ALD-SC the transmission cost values show a marked reduction in the transmis-
sion overhead for the quality layers within the lower classes, with respect to all other
models. ALD-SC class allocation for layers six and seven mandate a minor increase in
transmission cost of ALD-SC relative to ALD, due to the allocation of lower layer FEC
data within C3. However, it is important to note that such minor increases in trans-
mission cost, for both MDC-SC and ALD-SC, is accompanied by an improvement in
achievable quality due to layer grouping. Note: as each class is composed of layer data
and incremental levels of FEC, only a subset of packets is required to decode the lower
layers per class, thus by implementing a simple feedback mechanism for deterring the
number of packets required per layer, per class. Lower layer streaming per class could
be performed thus further reducing decoding complexity at the device. Overall trans-
mission cost would not be decreased, as all packets per class would still be transmitted,
whereby only a subset of packets would be received. Table 5.8 also shows the number
of transmitted datagrams for each SC schemes assuming a maximum transmission unit
of 1500 bytes. It is important to note that transmitting more datagrams implies an
increased transmission overhead for lower layers (not shown).
In the following, we compare the streaming quality performance of MDC, MDC-
SC, and ALD-SC by showing PSNR and viewable frames di erent quality levels when
ROP and IRP are used. As illustrated in Section 5.1.5.1, with larger STF values ALD-
SC requires a greater number of FEC sections in the lower classes to accommodate
greater levels of packet loss. Thus in this comparison, an FEC mapping ratio (see
Section 5.1.5.1) of 2, 3, 2 is used for MDC while ALD-SC has an FEC mapping of 3,
3, 1. The mapping ratio of ALD-SC is larger in C1 due to the smaller byte-allocation
per lower layer section, the increased impact of datagram loss on achievable quality
and the LRmaxCi as defined by Equation 5.3 in Section 5.1.3, thus mandating a higher
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(c) 2 second sample of viewable quality transitions for MDC (layers L2,
L5 and L8) and for each of the classes of ALD-SC and MDC-SC (max-
imum quality per class equating to layers 2, 5 and 8)
Figure 5.12: Performance evaluation of considered schemes using ROP for SCs.
level of FEC for C1. MDC has larger levels of inherent FEC per section with which to
combat packet loss thus a lower level of allocated FEC is required for C1.
Figure 5.12a plots the number of viewable frames per quality level for each of
the two SC classes (MDC-SC and ALD-SC) at 10% datagram loss rate using ROP for
the streaming classes, as well as the respective highest layer in MDC: Layer 2 (L2)
in C1, Layer 5 (L5) in C2, and Layer 8 (L8) in C3). SVC has been removed from
all subsequent plots as we are now compare description based models. SVC-SC is
presented in Appendix C. The three subfigures may be considered a representation for
users with di erent bandwidth availability. Clearly, the figure shows that MDC-SC has
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the best performance for all user types followed by ALD-SC then MDC. Noting that
both MDC and MDC-SC stream identical data (same number of sections) when the
highest quality is requested (top most figure), the performance gain for MDC-SC over
MDC is interpreted by the positive impact of SD over the defined super sections. For the
same highest quality, the success of ALD in decoding more frames at the highest quality
(layer 8) is due to SD packetisation. For limited bandwidth users (bottom subfigure),
the included FEC sections are considered the key reason for MDC-SC and ALD-SC
in achieving a higher video quality in comparison to MDC. A similar performance is
noticed in the middle figure (intermediate bandwidth availability).
Figure 5.12b highlights the average Y-PSNR values versus the packet loss ratio for
the same considered schemes. Note that the SC grouping for ALD-SC and MDC-SC has
provided near consistent quality for each iteration of the simulation, thus mandating
a near un-viewable range of confidence interval error bars. Clearly, Figure 5.12b is
consistent with the results in Figure 5.12a since MDC-SC achieves the highest PSNR
followed by ALD-SC then MDC. The figure shows a 2dB di erence in the PSNR between
MDC-SC and ALD-SC when the highest quality is streamed at 10% loss. For the same
quality and loss ratio, a larger performance gap of 4dB exists between MDC-SC and
MDC, due to the SD component in SCs. This PSNR gap is much smaller for the
intermediate and limited bandwidth cases (middle and bottom figures). It can also be
seen that by utilising ALD-SC with ROP, so as to reduce transmission cost for lower
classes, the PSNR values of ALD-SC have dropped when compared with ALD from
Figure 5.10a.
Figure 5.12c illustrates a two second sample of the frequency of layer switching
for each of models. Note the high impact of packet loss on the variation of quality for
each model, that occurs with ROP packetisation.
In practice PSNR for a selected resolution is analysed against the same resolution.
But in our figures, this would have created increased PSNR values for all lower classes,
where the goal of the PSNR figures is to highlight the consistency of the quality, per
class, as datagram loss increases. Thus in our evaluation, we calculated the PSNR values
for each model per class, irrespective of original resolution, by comparing the modified
YUV file against the original YUV file with the highest quality and resolution, e.g.
Layer 8. This creates reduced PSNR values for the lower classes, but provides PSNR
values that are consistent with the achievable quality of each layer.
Table 5.9 outlines a summary of the mean layer value viewed over the duration of
the clip, i.e. over all 300 frames, and the maximum, maxqual, and minimum, minqual,
layer value viewed, thus illustrating the the variation in quality that occurred during
decoding. I will comment on each one of the streaming models separately. For MDC-
SC, we note that each additional class received can increase mean layer quality to
each respective resolution. For ALD-SC, we note that the non-decodable frames in C1
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Table 5.9: Example of the mean layer value and the variation that occurs between max-
imum, maxqual, and minimum, minqual, layer viewable quality over the dura-
tion of the clip
Mean minqual maxqual
MDC C1 1 1 2
MDC C2 4 3 5
MDC C3 6 4 8
ALD C1 1 0 2
ALD C2 4 0 5
ALD C3 5 0 8
MDC L2 1 0 2
MDC L5 3 1 5
MDC L8 4 0 8
cascade over all higher classes, thus reducing overall viewable quality for these specific
frames. While for MDC, the quality is dependent on the number of descriptions received
without data loss, thus MDC L5 has a minimum decodable layer quality of layer 1, while
MDC L8 is unable to decode some frames. The selective packetisation utilised in MDC-
SD illustrates the increase in achievable quality with no increase in transmission cost
with respect to MDC.
On using IRP, the performance gap between ALD-SC and MDC-SC shrinks to
1dB for the highest quality at 10% loss. Additionally, the PSNR performance gap
becomes insignificant for both low and intermediate quality levels. Figure 5.13a, Fig-
ure 5.13b and Figure 5.13c respectively show the same performance metrics as Fig-
ure 5.12a, Figure 5.12b and Figure 5.12c but for IRP packetisation. This performance
gain is attained due to distributing the error impact over a larger number of smaller
packets. However, these packets also introduce an additional transmission cost of extra
packet headers belonging to lower layers. For the crew video, this additional overhead
can be estimated as a 3% increase in the total transmission cost in IRP in compari-
son to ROP (assuming a 60-byte header in a 1,500 byte packet). In conclusion, the
additional overhead of MDC-SC is considered useful only for users having abundant
bandwidth and lossy links. In case of limited or low bandwidth, ALD-SC performs
closely to MDC-SC but with a much lower overhead.
Table 5.10 outlines a summary of the mean layer value viewed over the duration
of the clip, i.e. over all 300 frames, and the maximum, maxqual, and minimum, minqual,
layer value viewed, thus illustrating the the variation in quality that occurred during
decoding. I will comment on each one of the streaming models separately. For MDC-
SC, we note similar results to Table 5.9 but an increase in the minimum quality layer
from layer 4 to layer 5 for C3. For ALD-SC, we note that due to IRP as well as the
underlying ICI class structure, there is an increase in the minimum quality layer from
a non-decodable frame to layer 3 for C2 and C3. While the results for MDC remain
the same as for Table 5.9, as MDC does not use either ICI or IRP.
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Figure 5.13: Performance evaluation of considered schemes using IRP for SCs.
Table 5.10: Example of the mean layer value and the variation that occurs between max-
imum, maxqual, and minimum, minqual, layer viewable quality over the du-
ration of the clip
Mean minqual maxqual
MDC C1 1 1 2
MDC C2 4 3 5
MDC C3 6 5 8
ALD C1 1 0 2
ALD C2 4 3 5
ALD C3 6 3 8
MDC L2 1 0 2
MDC L5 3 1 5
MDC L8 4 0 8
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5.5 Discussion
As we have seen from the evaluation results from Section 5.4, Section 5.1.5.1 and
Appendix C, the design principles of SC increase the viewable quality of the underlying
streaming models. Section 5.4 presents our evaluated results for description-based
SC streaming (MDC-SC and ALD-SC) in comparison to defined layer values in MDC.
Section 5.1.5.1 illustrates a simple example of the variation in quality of ALD dependent
on the packetisation options ROP and IRP, while Appendix C extended the granularity
of the packetisation by showing the variation in quality over varying GOP values for
an SVC-SC model. Each of our design principles provide a means of adapting elements
of the stream flow to suit network and user requirements, as well as illustrating the
interaction that can occur between the elements. For layered schemes such as SVC this
mandates a minor increase in transmission cost, relative to the levels of error resiliency
allocated, while for description-based schemes such as MDC and ALD the transmission
cost can be reduced and optimised to suit achievable quality. Our evaluated examples
provide a sample of the possible configuration options that can be selected by using
our streaming class framework and even these samples illustrate the gains that can be
made in viewable quality.
What can be inferred from our results:
• That increases in transmission cost as mandated by MDC do not always provide
for stability in achievable quality.
• That strategic choices made during the various elements of the stream flow can
increase viewable quality.
• That the inherent complexity in the number of options o ered by SC may overly
complicate the decision making process.
• That a larger test sample o ered by a complete real-world implementation of SC
is required to full appreciate the operations and interdependency between the
elements of the network flow and our design principles.
• That no one group of SC options is su cient to accommodate for all streaming
models and transmission mediums, and the issues that can occur during streaming
over the network.
5.6 Conclusion
In this chapter, Streaming Classes (SC ) is proposed as a new approach for the trans-
mission of layered and description-based adaptive streaming. We present five design
principles by which high levels of viewable quality can be maintained over the duration
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of the entire media clip. We propose that data belonging to di erent quality layers are
grouped together to form streaming classes, based on user, network or scalable dimen-
sionality requirements, by which transmission byte-cost and achievable quality can be
managed and improved respectively. Evaluation results for streaming class extension of
existing video models (SVC-SC, MDC-SC and ALD-SC) shows significant performance
improvements such as consistent high levels of quality for users with varying resource
availability, as well as a reduction in transmission cost for devices requiring lower layer
description-based decoding.
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Chapter 6
Subjective Testing
6.1 Design Process
In this chapter, we present our scalable video subjective testing [16]. The goal of our
scalable video subjective testing is to confirm the performance of our techniques and
models with subjective evaluation. The subjective testing was undertaken prior to the
development of our Streaming Class (SC ) streaming model, as presented in Chapter 5,
thus SC is not included in this evaluation. We begin this chapter by presenting the
decision making process based on the choice of options available during video clip
selection, encoding, simulation and trace analysis.
6.1.1 Design Options
For each of the Methodology steps, a number of design options are o ered. It is
important to note that these options are not exhaustive, but only represent a sample of
the options available. The options shown provide an overview of the possible options
available, so as to permit the reader to fully understand the range of options available.
At the end of each subsection, we shall present the specific option selected.
6.1.1.1 Number of Layers to Encode
In this section, we determine the number of SVC layers encoded into each media clip.
As previously stated in Section 3.4.2, in our assessment of JSVM a maximum of eight
layers can be encoded per SVC media clip using Medium-Grained Scalability (MGS)
and a GOP value of one. A larger number of layers can be created when the temporal
dimension is considered, e.g. when larger GOP values are used. The allocation of these
layers is limited to a maximum of three resolutions. Options include:
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1. An eight layer SVC clip provides a su cient number of layers per resolution to
provide variation per resolution as loss a ects achievable quality.
2. A six layer SVC clip o ers an equal number of quality layers per resolution, e.g.
two layers for each resolution.
3. A three layer SVC clip will o er a relatively high level of inter layer transition as
well as a high level of frame non-decoding, as single datagram loss will a ect entire
layers/descriptions for SVC and MDC. While also creating large transmission cost
variation as devices move between the di erent resolutions.
An eight layer SVC clip is selected as this provides an encoding more applicable to
a real-world scenario with varying device requirements, while also providing a su cient
number of layers for variation in viewable quality.
6.1.1.2 Maximum Datagram Loss Rate
Which percentage of datagram loss, µ, per media clip should be used :
1. A high percentage loss rate of 10%: This provides clear variation in the achievable
quality for each of the schemes, as highlighted in the PSNR test results from the
earlier chapters.
2. A low percentage loss rate of 1% to 2%: Even relatively low datagram loss rates
illustrate the change in achievable PSNR values and subsequent variation in view-
able quality for each of the transmission schemes.
3. A mixture of percentage loss rates of 3%, 6% and 10%: Thus illustrating the
variation in quality as loss increases.
As each additional loss rate will double the number of clips to be viewed and
graded, a single loss rate of 10% is selected. A 10% loss rate over the duration of the
media clip provides both su cient single and bursty loss within the clip so as to fully
illustrate the variation in quality that can occur during streaming.
6.1.1.3 Group of Pictures (GOP) Rate
Number of frames per GOP:
1. GOP value of one : Illustrates the e ects of packet loss on the viewable quality
of a single frame only and does not demonstrate the inter-dependency of multiple
frames. Each frame in the stream is encoded as an I-frame.
2. GOP value of eight : Highlights how datagram loss can a ect both frame qual-
ity and the inter-dependency of eight frames per GOP. A frame hierarchy of
IBBBPBBB per GOP is proposed.
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3. GOP value of sixteen : Shows how datagram loss can a ect both frame qual-
ity and the inter-dependency of sixteen frames per GOP. A frame hierarchy of
IBBBBBBPBBBBBB per GOP is proposed.
Our goal is to subjectively evaluate the e ects of network loss on the achievable
quality of the individual streaming models and as such a GOP value of one is selected.
A higher number of frames per GOP would introduce the inter-dependency of multiple
frames and for some models would cause a cascading degradation in viewable quality
across a subset of frames per GOP.
6.1.1.4 Evaluated Models
While we consider the streaming models which can be evaluated, we will also outline
how stream quality is determined based on the transmission unit of each streaming
model and the underlying packet loss in network:
1. SVC : A streaming model where the loss of one or more datagrams from a layer,
per GOP, makes that specific layer undecodable. Thus reducing stream quality
to the maximum cumulative, 1 .. N , layer with no datagram loss.
2. MDC : A streaming model where the loss of one or more datagrams from a de-
scription, per GOP, makes that specific description undecodable. Thus reducing
stream quality to the number of descriptions received with no datagram loss.
3. MDC-SDP : A streaming model where the loss of one or more datagrams from a
description section, per GOP, makes that specific description section undecodable.
Thus reducing stream quality to the number of description sections received with
no datagram loss.
4. MDC-SD : A streaming model where the achievable quality is determined by the
cumulative datagram loss rate of all descriptions per GOP.
5. SDC-SDP : A streaming model where the loss of one or more datagrams from a
description section, per GOP, makes that specific description section undecodable.
Thus reducing stream quality to the number of description sections received with
no datagram loss.
6. SDC-SDP-NC : A streaming model where the loss of one or more datagrams from
a description section, per GOP, makes that specific description section undecod-
able. Thus reducing stream quality to the number of description sections received
with no datagram loss. Coupled with the benefits provided by Network Coding
(NC ).
7. SDC-SDP-SD : A streaming model where SD is applied to the complete de-
scriptions, Dc, and redundancy descriptions, Dr, only. In these descriptions the
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achievable quality is determined by the cumulative datagram loss rate of all de-
scriptions per GOP. SDP is only applied to the scalable description, Ds, as any
loss using SD would make the entire Ds invalid. SDP allows us to re-use sections
which were not e ected by datagram loss and as such can be viewed as where
the loss of one or more datagrams from a scalable description section, per GOP,
makes that specific description section undecodable.
The cumulative quality of the decoded stream is based on the loss rates of both
the SDP and SD elements of the encoding.
8. ALD : A streaming model which utilises SD by default, where the achievable
quality per GOP is determined by the cumulative datagram loss rate.
9. ALD-IER8,1 : A streaming model where the achievable quality, per GOP, is
determined by the cumulative datagram loss rate. Coupled with higher error
resilience on the highest layer, e.g. layer 8.
10. ALD-IER8,1 and ALD-IER7,1 : A streaming model where the achievable quality,
per GOP, is determined by the cumulative datagram loss rate. Coupled with
higher error resilience on the highest two layer, e.g. layer 7 and layer 8. From
this point forward and for clarity, IER on the highest two layer shall be denoted
as IER-2, i.e. one additional section on the highest two layers.
Seven streaming models are chosen: SVC, MDC, MDC-SDP, MDC-SD, SDC-
SDP-SD, ALD and ALD-IER-2. These models provided a good sample representative
of all the techniques and streaming models researched.
6.1.1.5 Media Clip
This section determines the number of media clips to choose. The media clips proposed
for our subjective testing were previously introduced in Section 3.4.1, but are repro-
duced here for ease of access. Based on the spatial-temporal classification as defined
in [159] (temporal - movement and spatial - blockiness, blurriness and brightness), we
group the spatial and temporal complexity of each clip into an ordered pair of val-
ues, i.e. (spatial, temporal) so as to define 4 distinct values - (high,high), (high,low),
(low,high), and (low,low). The spatial-temporal classification of each clip is included
below.
1. City - 10 second 300 frame low resolution low motion media clip of an aerial view
of a city skyline with specific focus on one building. Resolutions include: 176x144
(QCIF), 352x288 (CIF) and 704x576 (4CIF). This clip has a spatial-temporal
classification of (low,low) - low brightness and low movement.
2. Crew - 10 second 300 frame low resolution low motion media clip of a number
of astronauts walking down a corridor while waving. Resolutions include: QCIF,
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CIF and 4CIF. This clip has a spatial-temporal classification of (low,high) - low
brightness and high movement.
3. Harbour - 10 second 300 frame low resolution low motion media clip of a number
of boats, complete with flying birds. Resolutions include: QCIF, CIF and 4CIF.
This clip has a spatial-temporal classification of (high,low) - high brightness and
low movement.
4. Soccer - 10 second 300 frame low resolution high motion media clip of a number
of people playing soccer. Resolutions include: QCIF, CIF and 4CIF. This clip
has a spatial-temporal classification of (high,high) - high blurriness (background)
and high movement.
5. Sintel - 52 second 1248 frame high resolution low/high motion media clip, of a
trailer for an animated movie. Resolutions include: 854x480p (480p), 1280x720p
(720p) and 1920x1080p (1080p). The resolution of the Sintel clips shall be rescaled
to provide consistency with the resolution of the other clip types. This clip
has a spatial-temporal classification of (high,high) - high blurriness (background)
and high movement. Sintel is the only clip which contains fading between
scenes (blacked out frames), white text on a black background (title and credit
frames), animation and a clip duration of 52 seconds. This clip provides a more
realistic viewing experience and the subjective testing of Sintel illustrates the
annoyance (variation in viewable quality, upscaling and blocky pixels) and benefits
(consistency of quality and high resolution) that can be found in the evaluated
streaming models.
All five clip types are selected. A single frame from each of the media clips
evaluated by subjective testing is presented in Figure 6.1.
6.1.1.6 Resolution Allocation
Resolution allocation is based on the number of quality levels for a given resolution. We
allocate the quality levels based on the following resolution schema: (QCIF, CIF, 4CIF),
where QCIF (low Resolution), CIF (mid Resolution) and 4QCIF (high Resolution) are
integer vales denoting the number of di erent quality layers per resolution. As selected
in the layer selection option, each clip shall contain a total of eight layers.
1. (1, 2, 5) : one layer at the low resolution, two layers at the mid resolution and
five layers at the high resolution
2. (2, 2, 4) : two layer at the low resolution, two layers at the mid resolution and
four layers at the high resolution
3. (2, 3, 3) : two layer at the low resolution, three layers at the mid resolution and
three layers at the high resolution
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Figure 6.1: Single frame from each of the media clips evaluated by subjective testing:
crew, city, harbour, soccer and Sintel
4. Realistically, we could continue varying the encodings until all eight layer com-
binations have been included. In a real world scenario, the final encoding would
depend on a number of factors. The number of users per resolution, the di erent
quality requirements, the bandwidth limitation of the transmission network and
the original encoding cost, to name but a few. If the encoding can be created in
real-time, then the encoding rates will alter dependent on the factors previously
outlined. If the encoding cannot be undertaken in real-time, then an approxima-
tion of user requirements will be made, and one or more subsets of the encodings
will be created and stored.
Based on the findings in Section 3.4.2.1, a (2, 3, 3) encoding is selected as this
provides a near balanced allocation of layers to each of the resolution levels.
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Figure 6.2: STF values determined for each of the clip types based on SVC transmission
costs and the optimisation framework shown in Section 4.1.1 Note the x-axis
is the STF value, while the y-axis is the cumulative transmission cost.
6.1.1.7 Quantisation Parameter Values
In this section we determine the JSVM Quantisation Parameter (QP) values per clip.
We have a number of options for defining the QP value per encoding and per layer:
1. Define a static range of QP values for all media clips, thus maintaining QP over
all clips. This may provide di ering PSNR values for each layer within each clip.
2. Define a range of QP values specific to each clip, so as to maintain defined PSNR
values per layer for all media clips. This provides identical quality for each layer
in each media clip.
3. Define a range of QP values specific to each clip, so as to maintain equal bit-rate
increases per additional layer quality. Thus providing a gradual degradation in
quality.
4. Define a range of QP values, so as to maximise PSNR values per layer (but also
maximise transmission cost) or limit QP values to an acceptable PSNR value per
layer.
A defined static range of QP values is selected thus maintaining the same QP
values over all clips. This mandates consistency of QP over all clips and illustrates
that the changes in bitrate per clip is dependent on clip content rather than QP values.
Table 6.1 shows the selected QP value per layer and the layer allocation per resolution.
As stated, the same QP values where used for all clip types.
Table 6.1: QP value per layer for all clip types
Resolution QCIF CIF 4CIF
Layer BL 2 3 4 5 6 7 8
QP Value 34 28 33 30 28 35 32 30
Table 6.2 defines the maximum achievable PSNR, measured in dB, for the highest
layer, e.g. layer 8, for each media clip based on the QP encoding parameters selected.
Note how the same QP values provide varying PSNR values based on clip type. The
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PSNR values for the sintel trailer are very high due primarily to the fading in and out
of the various clips, plus the high level of black frames.
Table 6.2: Maximum achievable PSNR value (dB) per clip type for layer 8
Layer City Crew Harbour Sintel Soccer
PSNR 36.70 38.75 37.02 49.11 38.03
6.1.1.8 ALD STF values
This section determines the ALD STF value per clip. We have two options:
1. Define a default STF value to use for ALD for all clips.
2. Determine the optimal STF value, STFo for each ALD clip.
A per clip STF value determine by STFo is selected, this may mandate di erent
STF values for each clip. Figure 6.2 provides the optimal STF value based on the
optimisation framework shown in Section 4.1.1 for each of the media clips. Table 6.3
illustrating the STF for each of the clip types. Note: STF is based on the optimal
cumulative transmission cost for each layer of the media stream.
Table 6.3: STF for each of the clip types
Layer City Crew Harbour Sintel Soccer
STF 3 6 7 3 3
6.1.2 Final Selection
1. Based on the factors as previously highlighted, let us now define the number of
iterations per subjective testing session. The selected choices are:
A Eight layer SVC encoding.
B One loss rates: 10%.
C One GOP frame values: value of one.
D Seven Transmission Schemes: SVC, MDC, MDC-SDP, MDC-SD, SDC-SDP-
SD, ALD and ALD-IER-2.
E Five media clips: city, crew, harbour, soccer and sintel.
F One resolution encoding: (2, 3, 3).
G One range of QP values: same range defined for all.
H ALD - STF values specific to each media clip.
E cient Delivery of Scalable Media Streaming
over Lossy Networks
158 Jason Quinlan
6. Subjective Testing 6.1 Design Process
Table 6.4: Stream Model Allocation per Clip Number, based on models: SVC, MDC,
MDC-SDP, MDC-SD, SDC-SDP-SD, ALD and ALD-IER-2
Duration Clip Number
Iteration secs 1 2 3 4 5 6 7
1 (city) 10 MDC SDC-SDP-SD ALD-IER-2 MDC-SD SVC ALD MDC-SDP
2 (crew) 10 MDC-SDP ALD SDC-SDP-SD SVC MDC ALD-IER-2 MDC-SD
3 (harbour) 10 SDC-SDP-SD ALD-IER-2 MDC MDC-SD ALD MDC-SDP SVC
4 (sintel) 52 ALD SVC ALD-IER-2 MDC-SDP SDC-SDP-SD MDC MDC-SD
5 (soccer) 10 MDC SVC MDC-SD SDC-SDP-SD ALD-IER-2 MDC-SDP ALD
I Finally, two clip durations are chosen, 10 seconds and 52 seconds, so as to
provide the test subjects with varying viewing times on which to base their
streaming model grading and ranking.
This selection of options provides one streaming model for SVC and SDC, two
stream models for ALD and three stream models for MDC.
2. This defined list gives us a total of thirty five clips, based on five di erent seven
clip iterations. The thirty five clips are composed of 28 ten second clips and 7
fifty-two second clips. Giving an expected total test time of approximately 25
minutes.
Note: If we were to include one additional choice from any of the encoding options
(layer size encoding, loss rate, GOP value, QP range, STF or resolution encoding),
this would double our test time, which is undesirable for practical reasons.
3. Table 6.4 defines the allocation of each streaming model per iteration to the
appropriate clip number in the subjective test list. The test subjects were only
shown the clip number and were unaware of the relative streaming model, thus
limiting the opportunity for grading clips (models) based on observed quality in
previous iterations.
6.1.3 Questions to be Answered
Prior to undertaking our subjective testing, we considered what questions do we want
answered:
1. For each of the clips, what is the ranking of the various streaming models?
More importantly how do the subjective testing results of our streaming models
SDC and ALD rank when compared with existing streaming models, SVC and
MDC?
Will the viewable stream quality vary when our streaming techniques IER, SDP
and SD are utilised by ALD and MDC?
2. Do the ranking of the various streaming models change when di erent types of
clips are viewed?
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Will the clip models all rank the same irrespective of stream type?
3. Will the STFo values chosen for each ALD clip, change the respective ranking of
ALD in the di erent clip types?
Will di erent STFo values vary the rank position of ALD? It can be assumed
that it will, as low STFo , and thus higher FEC, should increase the consistency
of viewable quality.
4. As we have seen, our streaming models and techniques fair well for PSNR and
percentage of achievable quality per layer. But PSNR values over the stream
length can contain large fluctuation in achievable quality, while still maintaining
a high mean PSNR for the entire clip.
How do the results for PSNR and percentage of achievable quality per layer
compare when a visual comparison is undertaken?
5. Once we determine the ranking, we can assess the transmission cost, thus illus-
trating how achievable quality is based on more than packet loss rate but on
how select manipulation of the packetisation of the underlying stream model can
increase achievable quality.
Will streaming models with higher transmission cost and greater levels of FEC
provide consistent high levels of viewable quality?
6.1.4  mpeg Transcoding Scripts
 mpeg [129], an open-source multimedia framework was utilised to transcode all the
decoded YUV files to MP4 x264 for web compatibility. A sample of the underlying
command utilised is illustrated below.
1. Sample command used to create an MP4 x264 file from a YUV file
 mpegv1.2 -s 704x576 -r 24 -vcodec rawvideo -f rawvideo -pix_fmt
yuv420p -i sintel_trailer-704x576x24fpsx52sec.yuv -vcodec libx264 sintel_trailer-
704x576x24
fpsx52sec.mp4
A. -r : - frame rate
B. -f : - file format
C. -pix_fmt: - YUV pixel format
D. -vcodec: - output codec to use
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Figure 6.3: Image of the subjective testing
6.1.5 Design Process Conclusion
We utilised five, well known, distinct ten second clip types, crew, city, harbour and
soccer videos, all obtained from the well known Leibniz Universität Hannover video
library [127] and the fifty two second sintel trailer obtained from the Blender Foun-
dation [128]. From these clips, JSVM created scalable encodings based on both the
industry standard, Scalable Video Coding (SVC), a well known alternative, Multi-
ple Description Coding (MDC), as well as our patent-pending techniques and mod-
els (Adaptive Layer Distribution - ALD, Scalable Description Coding - SDC, Section
based Description Packetisation - SDP, Section Distribution - SD and Improved Error
Resiliency - IER). Each encoding was based on an eight layer SVC stream, composed
of 3 di erent resolutions and 2 or 3 fidelity levels per resolution. We utilised a packet
loss rate of 10% and limited the frame interdependence of the model to one frame per
GOP. Thus providing a means of illustrating the e ects of packet loss rather than the
e ects of frame interdependence.
The test was implemented on a web server hosted locally on a set of Apple
iMac machines. Eighteen people undertook the subjective test within the confines
of Lab 1.22, WGB, UCC on the sixth of June 2013. The test subjects were mainly
computer science research sta  and PhD students but they did not have experience in
video. The test subjects consisted of three women and fifteen men, aged between 22
and 50. Three of the men wore corrective glasses but no additional medical history
was requested from the subjects. Figure 6.3 is a photograph that was taken while the
subjective testing was in progress. The test was performed in a well lit laboratory.
Our subjective testing methodologies follow the recommendations as proposed by ITU-
R Rec. BT.500 - Methodology for the subjective assessment of the quality of television
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pictures [160], ITU-T Rec. P.910 - Subjective video quality assessment methods for
multimedia applications [161], and ITU-T Rec. P.911 - Subjective audiovisual quality
assessment methods for multimedia applications [162], but vary in some procedures.
While it is typical for a single computer to be used for all subject testing, i.e. one
computer, statically located within a room, so as to mandate the same lighting levels,
the same distance from subject to screen, the same sound levels, the same levels of
external distraction and the same conditions for all subjects, in our subjective testing,
all subjects undertook the subjective testing at the same time. While variations in
lighting levels would have occurred, the same computers (specifications, models, screen
sizes) were used, the same distance from screen to subject was enforced and the same
instructions were given to all participants. None of our clips contained audio, so that
aspect of the subject testing setup could be negated.
Each clip type was shown eight times and for each iteration of clips begins with
a viewing of the original clip with no packet loss, thus providing a base case on which
the participants could rank/grade the streaming models. Followed by a viewing of
each of the seven evaluated streaming models. Finally all eight clips are shown on one
screen, so as provide the subjects an opportunity to compare clips. Figure 6.4 provides
a snapshot of the city subjective testing. Images of the original city clip, streaming
model clip 1 and the city comparison screen.
Each streaming model per iteration was graded twice. Once immediately after
viewing the streaming model, thus providing the quality value for the individual model
per iteration and a second time once all models had been viewed per iteration. As
di erent models may have received the same quality value, the second grading is use
to provide a means of ranking the models. For each streaming model, the achievable
quality of the stream is based on the maximum layer per frame that contains no visual
impairment when compared with the original clip with no packet loss. Details of the
display and marking systems are provided in the next section.
In the literature, numerous references were found for scalable subjective testing,
but these focused on SVC, examples of which include comparisons between SVC and
AVC [163], di erent SVC codecs [164] and the e ects of multi-dimensional scalabil-
ity [144]. We are unaware of any subjective testing results that compare scalable and
description-based coding.
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(a) City original clip (b) City clip 1
(c) City comparison clips
Figure 6.4: A snapshot of the city subjective testing. Images of the (a) original city clip,
(b) streaming model clip 1 and (c) the city comparison screen are shown
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6.2 Trace Analysis
This section details the trace analysis from the underlying design process outlined in the
previous section and the results from our subjective testing. As stated, our subjective
testing is composed of a number of video clips representing each of our evaluated
models. But the clip creation is only the final step of the design process. The trace
data from our subjective testing can also be utilised to determine the transmission cost,
percentage of viewable frames and achievable PSNR of each clip, with respect to the
individual streaming models.
• Transmission cost per streaming model: Viewing the overall transmission cost of
each of the models relative to a single clip and between clips provides us with
a sense of the overall variation that can occur between the streaming models.
We begin with Table 6.5, which provides the per clip transmission cost of each
streaming model. Costs are broken into data and header, so as to illustrate the
increase in header cost for some of the streaming techniques, e.g. SDP and IER.
Items to note include:
1. Based on the content or the duration of the clip type, the underlying trans-
mission costs of SVC varies. It can be seen that sintel has a very low SVC
transmission cost even with a clip duration of 52 seconds, primarily due to
the animated contents and the various fading in/out between scenes.
2. The static QP value we selected during the design process varies the trans-
mission cost of the individual SVC layers, which leads to large di erences in
the encoded MDC transmission costs.
3. The di ering STF values per clip type provide a means of illustrating the
changing transmission cost of ALD. This can be seen where ALD for a
specific clip had a low STF value, which mandates a modest decrease in
transmission cost relative to MDC, while larger STF values further decrease
the overall transmission cost relative to MDC.
4. Including the packet header transmission costs illustrates the trade o  be-
tween an increase in the number of viewable frames for the higher layers and
the packetisation mechanisms of SD and SDP.
• Percentage of Viewable Frames per steaming model: Figure 6.5 plots the percent-
age of viewable frames for each of the streaming model based on each of the clip
types.
Items to note include:
1. The viewable quality is increased for streaming models with larger percent-
ages of viewable frames in the higher layers.
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Table 6.5: Transmission cost in bytes for each of the clip types, based on the streaming
models: SVC, MDC, MDC-SDP, MDC-SD, SDC-SDP-SD, ALD and ALD-
IER-2. Total cost of transmission is broken into Data cost and Header cost
for each streaming model.
Clip Type Cost SVC MDC MDC-SDP MDC-SD SDC-SDP ALD ALD-IER-2
City
Data 18,492k 32,798k 32,798k 32,798k 27,904k 24,902k 25,751k
Header 845k 1,437k 1,878k 1,437k 1,292k 1,150k 1,172k
Total 19,337k 34,235k 34,676k 34,235k 29,196k 26,052k 26,923k
Crew
Data 9,484k 19,334k 19,334k 19,334k 15,808k 12,076k 12,395k
Header 471k 872k 1,301k 872k 758k 626k 640k
Total 9,955k 20,206k 20,635k 20,206k 16,566k 12,702k 13,035k
Harbour
Data 18,597k 37,516k 37,516k 37,516k 29,429k 23,374k 23,900k
Header 853k 1,619k 2,234k 1,619k 1,357k 1,080k 1,080k
Total 19,450k 39,135k 39,750k 39,135k 30,786k 24,454k 24,980k
Sintel
Data 14,361k 31,451k 31,451k 31,451k 23,465k 21,091k 21,612k
Header 946k 1,648k 5,046k 1,648k 1,847k 1,375k 1,393k
Total 15,307k 33,099k 36,497k 33,099k 25,312k 22,466k 23,005k
Soccer
Data 11,742k 21,225k 21,225k 21,225k 17,988k 15,893k 16,475k
Header 562k 958k 1,414k 958k 853k 771k 792k
Total 12,304k 22,183k 22,639k 22,183k 18,841k 16,664k 17,267k
Table 6.6: Streaming model PSNR dB values for each clip type, based on the specified
10% packet loss rate.
Clip Type SVC MDC MDC-SDP MDC-SD SDC-SDP ALD ALD-IER-2
City 26.13 26.71 33.72 35.13 34.07 34.56 36.00
Crew 31.40 33.47 37.82 37.57 37.41 36.70 37.56
Harbour 24.67 25.82 34.32 35.55 33.85 34.10 35.37
Sintel 43.34 45.99 48.05 48.20 46.95 47.85 48.46
Soccer 29.32 32.21 36.61 36.57 36.31 36.19 37.34
2. The streaming models with the highest achievable quality over all clip types
are: MDC-SD, ALD-IER-2, ALD and MDC-SDP, in varying orders, this
illustrates how our models and techniques mandate high levels of viewable
quality.
3. The di erence in quality between MDC and MDC-SD is the packetisation
mechanism of SD. The transmission cost is identical for both schemes. MDC-
SDP has a slight increase in the header cost relative to MDC but provides
for greater overall viewing quality.
4. As seen in Table 6.5, ALD-IER-2 mandates a marginal increase in transmis-
sion cost for all clip types, but provides distinct increases in the number of
viewable frames for the higher layers.
• Trace Data PSNR values
Table 6.6 provides the streaming model PSNR values for each clip type, based
on the specified packet loss rate of 10%. It can be seen that these PSNR values
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Figure 6.5: Percentage of viewable frames for each of the streaming models per clip types
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Table 6.7: Ranking of streaming models per clip type based on PSNR values from Ta-
ble 6.6.
Clip Type 1 2 3 4 5 6 7
City ALD-IER-2 MDC-SD ALD SDC-SDP MDC-SDP MDC SVC
Crew MDC-SDP MDC-SD ALD-IER-2 SDC-SDP ALD MDC SVC
Harbour MDC-SD ALD-IER-2 MDC-SDP ALD SDC-SDP MDC SVC
Sintel ALD-IER-2 MDC-SD MDC-SDP ALD SDC-SDP MDC SVC
Soccer ALD-IER-2 MDC-SDP MDC-SD SDC-SDP ALD MDC SVC
are somewhat reflective of the percentage of viewable quality seen in Figure 6.5.
Table 6.7 re-orders the streaming models and creates a streaming model ranking
based on PSNR. Thus providing a means of comparing the streaming model
ranking to the subjective testing ranking later in the chapter.
Items to note include:
1. For all clip types SVC and MDC have the lowest PSNR values. This illus-
trates that SVC and MDC either stream at the lower quality levels, or vary
the quality levels, during decoding. Both outcomes reduce overall viewable
quality.
2. The PSNR values for MDC-SD and MDC-SDP are near consistent for each
media clip, with the exception of City and Harbour, demonstrating that
the achievable quality may be dependent on the clip type and underlying
content.
3. The PSNR values of SDC-SDP-SD fair very well, and is even better than
ALD in some instances. Thus indicating that the perceived quality of SDC-
SDP-SD may be better than the results seen in our evaluated quality of
SDC-SDP-SD.
4. ALD-IER-2 outperforms all other streaming models in most clip types due
to the error protection mechanism of IER, as well as the underlying pack-
etisation and description-based distribution method inherent in ALD.
5. Overall, the PSNR values for SDC, ALD and ALD-IER-2 are consistent with
MDC-SD and MDC-SDP, even though the transmission cost of SDC, ALD
and ALD-IER-2 are noticeably lower than the MDC variants.
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6.3 Subjective Testing Results
In this section we present the results of our subjective testing. We outline the clip it-
eration scheme and the associated marking/grading utilised. We present comments on
the viewable quality of the various models from our test subjects and finally we present
the results of our subjective testing. We also answer the questions posed in the “De-
sign Process” section. We begin this section with an overview of our grading/ranking
scheme.
6.3.1 Grading/Ranking scheme
Each of the video clip types is denoted as an individual iteration, while for each itera-
tion, a number of evaluated models are displayed, e.g. once for the original unaltered
clip, seven times for the evaluated streaming models and once for a screen which con-
tains all eight clips, thus providing a means of close comparison. The order in which
we display the models per iteration and how we mark the various clips per iteration,
needs to be considered:
1. For each clip iteration we will alter the streaming model display allocation, so
that each iteration randomises the position of the di erent models, e.g. so that
SVC is not always shown first, MDC second, etc.
2. Per iteration, we mark each clip on a scale of one to five, and at the each iteration,
we ask the viewer to rate all seven clips in a scale of one to seven. With one being
the best clip, or least annoying, and seven being the worst clip. We may notice
that the same streaming model in di erent clips is rated di erently.
3. Overall, we ask the test subjects to o er comments on the underlying quality
of the various clips. What aspect of the clip or the underlying content of the
clip annoyed them the most, what increased perceived quality and what would
improve their viewing pleasure. The comments provided by our test subjects are
detailed in Section B.
4. At the end of each iteration, we should not inform the viewers which clip belongs
to which encoding, as that may influence them to try and choose specific models
in future tests cases.
5. For the current subjective testing we are not interested in streaming quality versus
transmission cost and as such are not concerned with optimising the encoding cost
of SVC.
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6.3.1.1 Subjective Testing Clip Comments
In this Section, we provide a list of comments provided by our test subjects during our
subjective testing. The comments are grouped per clip type:
A. Test subjects comments on City
1. Hard to rank some clips, very similar
2. Some noise apparent in all clips, but more obvious in clips 1, 2 and 5
3. Clip 5 (SVC) pops in and out of sharpness, very distracting.
4. Bright and smooth, I can easily distinguish the quality
5. Clip 1 (MDC) - met life (building label) can’t be read. Water and land not
so di erentiated. Clip 5 (SVC) terrible - lots of pressure on the eyes. Clips
4, 6, 7 - only colour issues (only lighter than the original)
B. Test subjects comments on Crew
1. Having multiple people (in the clip) drew more attention to those further
back, and distortions were more visible on their faces (In particular the first
blue uniformed man’s face was always noticeably more blurred than the
original)
2. Lost detail on fence on left of early frame in all clips apart from original
3. This iteration is quite hard. Even the worst looks okay as it flickers
C. Test subjects comments on Harbour
1. All of them nearly similar, except 3 and 7
2. clip 3 hurts the eyes
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D. Test subjects comments on Sintel
1. Videos out of sync when viewed together
2. The snowy first scene always looked bad. Distortion on flickering of the text
in many clips was also annoying
3. Very little di erence for ranking. Found it very di cult to find di erences.
4. Clip 4 and 7 similar but colours worse in 4
5. The anime was the hardest to determine di erences. I had to watch it several
times.
E. Test subjects comments on Soccer
1. The fence in the background was the source of the most noticeable quality
drops.
2. Clip 2 jitter frame-rate
3. All looks good except 1 and 2
F. Test subjects comments on All Clips
1. Note for all clips, the original contains some error/blurring/artefacts, etc.
which made determining the errors in the streaming model clips more di -
cult, as the original had to be re-referenced on numerous occasions.
2. Note for all clip, noticing that colour tends to be more washed out in clips
4, 5, 6, 7 for all iterations
6.3.1.2 Grading Scheme
We implement two grading schemes, based on test methods from the ITU-T recommen-
dation document: P.910 : Subjective video quality assessment methods for multimedia
applications [165]. Both schemes are based on a rating of 1 to 5 inclusive, but one is
based on Impairment, while the other is based on Quality, both illustrated in Table 6.8.
Impairment is based on how much variation or bad quality a test subject can see, with
Quality based on the level of viewable quality a test subject can see.
Table 6.8: Both grading schemes and their respective ratings
Impairment Quality Grade
Imperceivable Excellent 5
Perceptible, but not annoying Good 4
Slightly annoying Fair 3
Annoying Poor 2
Very annoying Bad 1
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Table 6.9: Mean grading results of each clip number as per the stream model allocation
as outline in Table 6.4
Clip Type 1 2 3 4 5 6 7
City 1.47 3.75 4.55 3.83 1.16 3.66 3.41
Crew 4.09 3.75 3.86 1.66 2.25 3.83 3.61
Harbour 3.66 4.16 1.27 4.4 3.75 3.08 1.16
Sintel 3.48 1.44 3.94 3.75 3.22 2.48 4
Soccer 2.36 1.33 4.58 3.88 4.44 4.11 4.08
Table 6.10: Stream model ranking based on mean grading results for each clip number
Clip Type 1 2 3 4 5 6 7
City ALD-IER-2 MDC-SD SDC-SDP ALD MDC-SDP MDC SVC
Crew MDC-SDP SDC-SDP ALD-IER-2 ALD MDC-SD MDC SVC
Harbour MDC-SD ALD-IER-2 ALD SDC-SDP MDC-SDP MDC SVC
Sintel MDC-SD ALD-IER-2 MDC-SDP ALD SDC-SDP MDC SVC
Soccer MDC-SD ALD-IER-2 MDC-SDP ALD SDC-SDP MDC SVC
Table 6.11: Mean ranking value results.
Clip Type SVC MDC MDC-SDP MDC-SD SDC-SDP ALD ALD-IER-2
City 6.72 5.94 3.83 2.38 3.11 2.94 1.38
Crew 6.88 5.88 1.66 2.94 2.44 2.50 2.55
Harbour 6.61 6.05 4.16 1.50 3.00 3.16 1.88
Sintel 6.44 5.72 2.88 2.05 4.11 2.83 2.11
Soccer 6.88 6.05 2.88 1.77 3.27 3.44 1.66
6.3.1.3 Grading/Ranking Results
Once the subjective testing was complete, we tabulate the grading and ranking values.
In Table 6.9 we present the mean grading results of each clip number as per the stream
model allocation as outline in Table 6.4 We utilised Mean Opinion Score (MOS) to
determine these values. The grading values per test subject were widely variable, thus
further highlighting the individual, per test subject, nature of subjective testing, with
respect to perceived variation and distortion in viewable quality. In Table 6.10 we rank
the streaming models based on the mean grading value per clip type, as presented in
Table 6.9. The grading ranking are very consistent to Table 6.7, once you take into
consideration the very similar PSNR values for the models in Table 6.6.
6.3.1.4 Test Ranking Results
In the test results, some subjects provided ranking based on 1 to 7, while others gave
similar clips the same ranking values. To maintain consistency of values over the entire
subject base, in ranking scheme where similar values were given to multiple clips, higher
values were changed to reflect actual ranking values, e.g. a ranking of 1, 2, 2, 2, 3, 3,
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Table 6.12: Ranking based on mean ranking results.
Clip Type 1 2 3 4 5 6 7
City ALD-IER-2 MDC-SD ALD SDC-SDP MDC-SDP MDC SVC
Crew MDC-SDP SDC-SDP ALD ALD-IER-2 MDC-SD MDC SVC
Harbour MDC-SD ALD-IER-2 SDC-SDP ALD MDC-SDP MDC SVC
Sintel MDC-SD ALD-IER-2 ALD MDC-SDP SDC-SDP MDC SVC
Soccer ALD-IER-2 MDC-SD MDC-SDP SDC-SDP ALD MDC SVC
4 was changed to 1, 2, 2, 2, 5, 5, 7.
Table 6.11 displays the mean ranking ranking values per iteration (clip type)
for each of the streaming models. While Table 6.12 re-orders the streaming models
and creates a streaming model ranking based on subjective testing ranking. Again the
ranking is very consistent to Table 6.7, again taking into consideration the very similar
PSNR values for the models in Table 6.6.
6.3.2 Questions Answered
In this section we provide answers to the questions proposed earlier in this chapter:
1. For each of the clips, what is the ranking of the various streaming models?
More importantly how do the subjective testing results of our streaming models
SDC and ALD rank when compared with existing streaming models, SVC and
MDC?
Will the viewable stream quality vary when our streaming techniques IER, SDP
and SD are utilised by ALD and MDC?
A. The ranking of the various streaming models is shown in Table 6.12.
ALD and SDC compare very favourable to SVC and the various variations of
MDC. It is important to remember that our models are comparing very favourably
with MDC, even though we have reduced the overall transmission cost.
Our streaming techniques IER, SDP and SD increase achievable quality for both
MDC and ALD, while not overly increasing relative transmission cost.
2. Do the ranking of the various streaming models change when di erent types of
clips are viewed?
Will the clip models all rank the same irrespective of stream type?
A. The ranking of the various streaming models remains relatively consistent to
the PSNR values but ranking and grading values did vary quite considerably
dependent on test subject.
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3. Will the STFo values chosen for each ALD clip, change the respective ranking of
ALD in the di erent clip types?
Will di erent STFo values vary the rank position of ALD? It can be assumed
that it will, as low STFo , and thus higher FEC, should increase the consistency
of viewable quality.
A. ALD ranking for PSNR, grading and overall subjective ranking remains relatively
consistent within the mid-range across all media clip types. The ranking of ALD
may be a reflection of the viewable quality of the other streaming models that
are ranked higher rather than a failure of the STFo chosen for ALD itself.
It is important to note from Figure 6.5 that the layer transitions in ALD remain
contained within the higher layers, so while STF provided su cient FEC pro-
tection for the lower layers, additional FEC resilience is required for the higher
layer. This additional resilience is reflected in the ALD-IER-2 plots.
4. As we have seen, our streaming models and techniques fair well for PSNR and
percentage of achievable quality per layer. But PSNR values over the stream
length can contain large fluctuation in achievable quality, while still maintaining
a high mean PSNR for the entire clip.
How do the results for PSNR and percentage of achievable quality per layer
compare when a visual comparison is undertaken?
A. There are some variation to the overall model rankings but it is minor. Seeing as
the di erence in PSNR values for some model is so small, the swopping of model
ranking is to be expected.
5. Once we determine the ranking, we can assess the transmission cost, thus illus-
trating how achievable quality is based on more than packet loss rate but on
how select manipulation of the packetisation of the underlying stream model can
increase achievable quality.
Will streaming models with higher transmission cost and greater levels of FEC
provide consistent high levels of viewable quality?
A. The answer is no. Table 6.5 illustrates the transmission cost for each streaming
model per clip type. Based on the ranking in Table 6.12, we can see that in all
clip types ALD-IER-2 compares very favourably (top three for all types) with
the other highly ranking streaming models. ALD-IER-2 provides a transmission
cost, relative to MDC, of 78% (city), 64% (crew), 63% (harbour), 69% (sintel)
and 77% (soccer). So selective packetisation and adaptive error protection rather
than higher levels of FEC can provide consistent high levels of viewable quality.
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6.4 Discussion
As we have seen, the results of our Scalable Video Subjective Testing supports our
simulated experimentation results. While SVC and MDC faired worst, our techniques
and models were able to provide levels of consistent high quality viewing, with lower
transmission cost, relative to MDC, irrespective of clip type. Our Subjective Testing
results highlight the benefits of not only intuitive encoding and transmission but also
of selective packetisation. This can be seen in the increase in PSNR and ranking
values attained by MDC, with no increase in transmission cost, when SDP and SD are
utilised. One item to note is that it was a surprise to see how well SDC-SDP faired
in the both grading and ranking values (particularly considering the mean grading
values), especially for “City”, “Crew” and “Harbour” and especially when we consider
the variation in transitions that occur during periods of loss, i.e. large drops in the
decodable layer value due to loss of the scalable description.
One item to note is that in some instances the grading results for the same clips
per iteration were widely variable. So the quality of clip does not only depend on the
layer quality achievable, but also on the person viewing the clip.
6.5 Conclusion
Each of the existing schemes contain known design issues which impede their respective
deployment. While the adaptable quality is a benefit of SVC, the prioritised hierarchy
and its dependency on the base layer is its greatest weakness. As we have highlighted,
network transmission issues can a ect all packets, and lower layer loss in SVC is detri-
mental to stream quality. While MDC o ers consistent quality, the increased byte-cost
of transmission is an inherent weakness. Our new streaming models and techniques
provide the framework to achieve the high levels of adaptable stream quality promised
by SVC, at a reduced transmission cost relative to MDC.
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Chapter 7
Conclusion
The achievable quality of streamed video over the Internet can be a ected by constraints
in the network and limitations in the decoding device. Adaptation in viewable quality
provides a dynamic mechanism by which media streaming can adjust to changes in
both network transmission (congestion and subsequent packet loss) and device require-
ments (WIFI signal strength, device mobility and device capabilities). Multi-bitrate
streaming, such as HTTP streaming, enables stream quality adaptation by creating a
number of di erent bitrates of the same video content, e.g. such as based on di erent
resolutions, di erent frame rates, and di erent quality levels. The video content of
each of these bitrates is separated into video segments, thus permitting the decoder to
switch between the di erent bitrate segments to adjust to variation in viewable quality.
A limiting factor of HTTP streaming is the transmission of multi-bitrate streaming over
TCP, such that each device demands a single reliable connection to the server, thus
the ability to use multicast is removed and overall transmission cost over the network
increases.
Layered Coding, or Scalable Video, has been proposed as a means of adapting
stream quality by adjusting the stream bitrate. Within each scalable video is a number
of layers where the selected combination of the layers provides for a means of adaptive
viewable quality, thus providing a means of varying the bitrate to adjust viewable
quality. As scalable video can be streamed using UDP, multicasting the same clip
to heterogeneous devices where each requires varying levels of achievable quality is a
means of reducing overall transmission cost over the network and providing the level
of granularity demanded by heterogeneous devices. While for a single user scalable
video provides the promise of graceful degradation in viewable quality as network loss
increases. Scalable coding has been shown to be an especially e ective and e cient
solution, but it fares badly in the presence of network losses. As we have seen models
implementing scalable video, such as SVC and MDC, are susceptible to network loss,
such that even small percentages of network loss can mandate noticeable variations in
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achievable quality.
Hence the focus of this work is to negate the issues of network loss for scalable
video models, to reduce the e ects of said loss on viewable quality and to provide a
balance between the consistency of achievable quality over the duration of a clip and
the increased transmission cost mandated by error resiliency techniques.
7.1 Contributions
Our first contribution is the creation of new segmentation and encapsulation techniques
which increase the viewable quality of existing scalable models by fragmenting and
re-allocating the video sub-streams based on user requirements, available bandwidth
and variations in loss rates. Improved Error Resiliency (IER) from Section 4.2 is an
example of this work. Streaming Classes (SC) as presented in Chapter 5 provides a
novel framework by which achievable quality can be adapted to suit the needs of the
underlying streaming models, with respect to network constraints, user requirements,
and transmission cost.
In our second contribution we o er new packetisation techniques which reduce
the e ects of packet loss on viewable quality by leveraging the increase in the num-
ber of frames per group of pictures (GOP) and by providing equality of data in every
packet transmitted per GOP. These provide novel mechanisms for packetising and error
resiliency, as well as providing new applications for existing techniques such as Inter-
leaving and Priority Encoded Transmission. The techniques of Section 3.3, such as
provided for packetisation, e.g. Section-Based Description Packetisation (SDP) and
Section Distribution (SD) are an example of this work. Note: SDP and IER are our
new techniques while SD takes inspiration from the well-known techniques, Interleaving
and Priority Encoded Transmission.
It is important to note that contribution one and two provide optimisation video
delivery techniques that can be utilised by existing scalable coding models to increase
viewable quality. From these techniques, we learned that selective packetisation and
error resiliency can increase achievable quality and that all aspects of the stream flow,
e.g. the process from encoding to subsequent viewing, should be considered to maximise
viewable quality.
Our third contribution is the introduction of three new scalable coding models,
which o er a balance between transmission cost and the consistency of viewable quality,
while also considering the interaction and interdependence between design options of
the stream flow. The goal of this work was to look at scalable video and determine
the limitations that exist. From these limitations design new scalable models which
o er to reshape the data being transmitted so as to increase achievable quality. We
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began with Scalable Description Coding (SDC ) in Chapter 3 and designed a new model
which created a scalable description of higher layer sections by which transmission cost
could be reduced while increasing viewable quality. We determined that mandating
prioritisation in the scalable description did not provide a su cient increase in overall
quality. We took this limitation in SDC and designed a new model called Adaptive
Layer Distribution (ALD), as outlined in Chapter 4, as a means of mandating descrip-
tion equality and equality over the packetisation process. ALD distributed the original
SVC data over an increased number of descriptions prior to allocating a reduced level
of error resiliency per layer, thus lowering transmission cost and reducing the e ects of
network loss. With ALD we learned that low levels of error resiliency could be allo-
cated per layer and still maintain high levels of viewable quality, but with an increased
transmission cost for lower layer quality.
To conclude we reviewed each of the design aspects of our work and focused on
all aspects of the stream flow, from which we proposed our novel streaming framework:
Streaming Classes (SC ) in Chapter 5. SC provides a means of dynamic adaptation of
all scalable streaming models, be they existing models (SVC and MDC) or our new
models (SDC and ALD). SC removes the limitation in ALD by reducing transmission
cost required for lower layer quality, but mandates increased complexity in determining
the optimal settings for maintaining viewable quality. We learned that maintaining the
consistency of achievable quality comes at a cost (prioritisation, increased transmission
cost and complexity), but the benefits of consistent achievable quality over the dura-
tion of the media stream, for heterogeneous devices irrespective of layer requirement,
far out ways these underlying costs. We also learned that loss naturally occurs in the
transmission network and simply pushing video data into the network without consid-
eration of said loss, the needs of users, or the optimisation of the stream flow is neither
beneficial to the transmission costs of network providers or their clients, or mandates
consistent of achievable quality for users.
Finally, as a useful research tool, we built upon the work of myEvalSVC, which
is an open source tool for evaluating SVC-based streaming in ns-2. We created new
modules for evaluating the existing streaming model MDC, and our new models SDC,
ALD and SC, as well for our techniques SDP, SD and IER, as seen in Section 3.6.1.
This allowed us to fully understand the impact of datagram loss on achievable quality
for all evaluated models. Once our research is completely published, these new modules
as well as “modPSNR” will be made available to the academic community.
7.2 Future Work
Due to the inter-dependence of layers/descriptions in adaptive streaming, it is of ben-
efit to the receiver to ascertain without delay which specific descriptions have been
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received during transmission. Hence, the device can infer what has been lost and what
is ultimately required to maximise stream quality - all remaining descriptions or just
a subset. SDC is ideally positioned to benefit from this type of inference, as its ar-
chitecture consists of a combination of prioritised (Ds and Dr≠nc), equal importance
(Dc) and redundancy (Dr) descriptions, and it o ers the potential of maximum stream
quality with only a subset of descriptions. With this benefit in mind, SDC can be
further improved by optimising the transmission of its descriptions.
Incremental Datagram Delivery (IDD) is proposed as a dynamic transmission pro-
tocol, which is based on an incremental delay in the initial transmission of each descrip-
tion in a GOP, with higher priority descriptions being o ered transmission precedence.
Thus increasing the time available for retransmission of the important descriptions and
for the receiving device to infer its ongoing requirements based on the descriptions
received so far. In this manner, IDD o ers a prioritised transmission scheme which
can o er benefits by reducing the occurrence of transmission obstacles such as delivery
latency, packet re-ordering, and by increasing QoS.
By employing IDD-based SDC (I-SDC), and by implementing the transmission
schedule as outlined in Section 3.1 (first transmitting Dc, then Ds and finally Dr),
the device is able to disregard the final description, Dr, should all previous description
be received. Table 7.1 shows that I-SDC would attain significant processing savings
over SDC, a 35% reduction, by eliminating the need for decoding the redundant SDC
description, Dr. As can be seen, the current implementation of I-SDC while decreas-
ing resource usage on the device, is not reducing network consumption, as the final
description is only being dropped after being received at the device.
Table 7.1: GOP byte size processed at the device, using an example of 300 bytes per SVC
layer
Number of bytes processed at the device
4 Layer 6 Layer
Bytes * (Layers or Desc) Total B * (L or D) Total
SVC 300 * 4 1,200 300 * 6 1,800
SDC 625 * 2 + 575 * 1 1,825 735 * 3 + 630 * 1 2,835
I-SDC 625 * 1 + 575 * 1 1,200 735 * 2 + 630 * 1 2,100
MDC 625 * 4 2,500 735 * 6 4,410
It is important to note that while SDC-NC and I-SDC are separate optimisation
techniques, they combine quite naturally, to further increase SDC performance.
As previously stated, the High E ciency Video Coding (HEVC ) standard, often
referenced as H.265, is expected to yield an increase in the number of channels of HD
video content while halving the bit-rate for the selected quality stream with respect to
H.264. H.265 provides this decrease in transmission cost by increasing the complexity
of the encoding and decoding. Even though H.265 will decrease the transmission cost
E cient Delivery of Scalable Media Streaming
over Lossy Networks
178 Jason Quinlan
7. Conclusion 7.2 Future Work
relative to H.264, Ultra High Definition TV (UHDTV ), commonly known as 4K, will
lead to an increase in overall transmission cost. 4K defines a resolution of approximately
4096 x 2160, or the more commonly used resolution of 3840 x 2160, which equates
to a four fold increase in the number of pixels when compared to a full HD screen
resolution of 1080p (1920 x 1080). H.265 enabled UHDTV devices, such as the Samsung
UE48HU7500 48" TV, are now commercially available. Some streaming services, such
as Netflix, provide a selection of their programming in 4K [166]. Amazon will also begin
to stream content in 4K in the near future [167]. For the same streaming content, e.g.
TV episode or movie, albeit at di erent resolutions, a 4K stream encoded using H.265
will lead to a two fold increase in transmission cost relative to the current streaming cost
of H.264. This will lead to both monetary and bandwidth costs for network providers,
as well as an increase in the number of multi-bitrate streams encoded and stored by
Netflix and similar operators.
Understandably UHDTV and HEVC are new technologies and research chal-
lenges still exist to mandate consistent delivery of high quality, such as in the areas of
bandwidth management, models to o set packet loss, encoding and decoding complex-
ity, and storage decisions. Due to the number of pixels per square inch in a UHDTV
stream, the e ects of packet loss on quality will be immediately noticeable. Upscaling
from HD content to UHD can lead to noticeable pixelation (square shaped single-colour
display components on the screen), while upscaling from standard definition (854x480)
content with no packet loss leads to degradation in overall viewable pleasure. Careful
selection of resolutions and quality levels proposed during encoding will need careful
consideration and in-depth analysis during multi-bitrate stream encoding. To o set
the increase in the number of multi-bitrate streams required, proposals for a scalable
extension to HEVC are currently under consideration. The techniques and models
proposed by our research are beneficial in this regard. As long as the scalable exten-
sion to HEVC, which we shall call High E ciency Scalable Video Coding (HESVC ),
defines a layered structure, which would be consistent with previous iterations of the
H.26X standard, then our work can provide the optimal packetisation, error correction
and adaptive framework required to provide the balance between transmission cost and
achievable quality.
While Software Defined Networks (SDN ) and Openflow-assisted QoE provide a
new delivery technology with which to increase viewable quality, our research does not
leverage in-network optimisation techniques or feedback mechanisms. We determined
optimality based on defined levels of network loss and then dynamically adapted the
error resiliency to suit changes in the network loss rate, such as with SC, or defined static
levels of error resiliency with which to combat variation in the network loss rate, such
as with ALD. In this regard one aspect of our future work will investigate the benefits
of reactive network feedback and stream flow provisioning provided by SDN. As our
work is primarily both description-based and packet-based, it is uncomplicated for an
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in-network transmission mechanism to selectively drop packets or entire descriptions
used by our techniques to suit network and link requirements, with limited e ects on
viewable quality. SDN provides a means of pre-determining the routes and available
bandwidth over which the underlying video is streamed, thus reducing the levels of
packet loss that can occur and mandating consistency of quality over the duration of
the clip. As SDN controls all flows over finite bandwidth availability, the provisioning of
bandwidth per stream must be dynamic in nature otherwise new stream flows cannot
be initiated due to diminished levels of available bandwidth. Couple this with the
demands of UHD and the decisions underlying the provisioning of bandwidth, stream
quality, underlying bitrate, fairness (who should be allocated the best stream quality
and for how long), and the dynamic adaption required for scaling the system during
moments of increased loading on the network will provide unique research challenges
and opportunities.
While not su ciently developed for inclusion in this thesis, we outlined an in-
network architecture for the delivery of streaming media for both multi-bitrate and
scalable video, which we called a Centralised Media Streaming Element (CMSE) [168].
The aim of a CMSE is to increase the availability and reliability of high quality video
delivery for Mobile Devices, while reducing mobile media streaming complexity. Mobile
in this regard can be redefined as a device on any constrained network. The concept
of a centralised element, available locally within each domain, being able to monitor
and adapt stream availability within a constrained network is the basis of this work.
CMSE is similar to SDN techniques in that a central node controls streaming data
from Server to Client, stream flows are created and adapted to suit network conditions,
and multicast groups can be created to reduce bandwidth consumption, while di erent
in that CMSE does not define the network paths on the routers and switches on the
network. CMSE acts as a management node rather than a control node, such that the
decisions made by CMSE a ect the network as a whole, rather than any individual
device.
The benefits of CMSE are greatly enhanced by the inclusion of adaptive streaming
mechanisms, such as the techniques and models illustrated in this thesis. For the work
outlined in this thesis, CMSE would provide a means of determining the current loss
rate, optimising the selection of stream quality levels required, initialising multicast
groups, and improving the consistency of the achievable stream quality. CMSE would
also provide a means of refining the decision making process of SC by increasing the
interaction between the di erent elements of the stream flow.
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7.3 Conclusion
Scalable video provides a means for e cient bandwidth utilisation in transmission net-
works. Its greatest application is to reduce transmission cost when a large number
of heterogeneous devices request live streaming such as for concerts, sporting events
and TV. Scalable video also o ers a mechanism for the stream quality of a single user
to adapt in the presence of transmission loss, such that the content of the media is
consistently viewable, even though the quality is reduced. But scalable video is unable
to cope with variations in loss rates, such that degradation in quality occurs. Clearly
SVC is unsuitable for lossy networks, while MDC and hybrid schemes, such as our
work, o ers increased performance. In this thesis, we investigated new scalable models
and techniques by which quality can be maintained in the presence of network loss.
We found that the results of our subjective testing support our simulated results and
our underlying concepts. Our results allow researchers and practitioners to appreciate
the quantitative di erences in the key techniques, guiding them in selecting the best
approach for their work.
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Appendix A
JSVM Results for Variation in
GOP Value
In this Appendix, we provide an overview of JSVM GOP design, output and inter layer
dependency, with specific reference to the variation that can occur between a GOP
value of one and a GOP value of eight. Please note page references are based on the
JSVM software manual version 9.19.14. We use the city video clip encoded using an
eight layer, 300 frame, SVC stream with a (2,3,3) resolution allocation for all examples.
We provide a single example for a GOP value of one, and illustrate an example
of two di erent options for encoding a GOP value of eight.
A.1 JSVM Variables
We first need to understand how JSVM defines variables to control the structure of
a GOP for each layer per frame. There are two locations that the GOP structure is
defined, these are
1. Main configuration file: The variables in this file are:
i. FrameRate - Maximum frame rate (Hz) of input sequence, page 26.
ii. GOPsize - GOP size (at maximum frame rate), page 27. Dependent on the
FrameOut value in the layer configuration file, not all layers may contain
the GOPsize number of frames, see pages 63 and 64 for full details.
iii. IntraPeriod - intra period of the encoded sequence, page 27. Default value is
-1, which defines that only the first frame is intra coded, e.g. is an I-frame,
and is not dependent on any other frame.
2. Layer configuration file: The variables in this file are:
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i. FrameRateIn - input frame rate (Hz) of sequence, page 34.
ii. FrameRateOut - output frame rate (Hz) of sequence, page 34
Note: The actual GOP size that is used for encoding a layer is determined by the
parameters FrameRate, GOPSize, and FrameRateOut. The actual number of frames
that are coded for a layer is determined by the parameters FrameRate and FrameRa-
teOut.
A.2 Example One - GOP value of One
This example is based on the following parameters. Note we use the same FrameRateIn
and FrameRateOut values for all eight layer configuration files. In this example we shall
illustrate the first 9 frames only (8 frames for the maximum GOP illustrated, plus the
next frame to show comparison between GOP values):
1. FrameRate - 30
2. GOPsize - 1
3. IntraPeriod - 1
4. FrameRateIn - 30
5. FrameRateOut - 30
We use the output of three files to determine the various evaluation results. These
are 1) sdout.txt, created using “H264AVCEncoderLibTestStatic” and 2) layerTrace.txt
and 3) layerRate.txt both created by “BitStreamExtractorStatic”
1. sdout.txt
It can be seen that for each layer per frame, the frame type, the DTQ (depen-
dency_id, temporal_id, quality_id) values, QP value, PSNR values for Y, U and
V and total bit rate is provided. Note in this example that the same T value, e.g.
Temporal value is used because only one frame rate is achievable, e.g. as only one
frame is grouped per GOP. Also that every layer per frame is an I-frame. Note
that we believe the IK means an I -frame and a Key frame.
frame_type DTQ QP_value Y_PSNR U_PSNR V_PSNR total_bitrate
AU 0: IK T0 L0 Q0 QP 32 Y 33.1791 U 41.2554 V 42.2076 18288 bit
0: IK T0 L0 Q1 QP 26 Y 37.1582 U 42.7726 V 43.9366 17352 bit
0: IK T0 L1 Q0 QP 31 Y 33.8355 U 41.6546 V 43.2465 61080 bit
0: IK T0 L1 Q1 QP 28 Y 35.8387 U 42.1569 V 43.9621 44688 bit
0: IK T0 L1 Q2 QP 26 Y 37.0574 U 42.8566 V 44.4697 37384 bit
0: IK T0 L2 Q0 QP 33 Y 33.5901 U 40.9129 V 43.5914 136048 bit
0: IK T0 L2 Q1 QP 30 Y 35.2541 U 42.0130 V 44.3455 110384 bit
0: IK T0 L2 Q2 QP 28 Y 36.5230 U 42.4217 V 44.6180 109720 bit
AU 1: IK T0 L0 Q0 QP 32 Y 33.1172 U 41.4350 V 42.2022 18368 bit
1: IK T0 L0 Q1 QP 26 Y 37.1930 U 42.7858 V 44.0122 17624 bit
1: IK T0 L1 Q0 QP 31 Y 33.7744 U 41.4131 V 43.2845 61344 bit
1: IK T0 L1 Q1 QP 28 Y 35.7856 U 42.0472 V 43.8917 45544 bit
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1: IK T0 L1 Q2 QP 26 Y 37.0482 U 42.8221 V 44.4286 38672 bit
1: IK T0 L2 Q0 QP 33 Y 33.6276 U 41.0901 V 43.8393 131984 bit
1: IK T0 L2 Q1 QP 30 Y 35.2613 U 42.0843 V 44.4563 106704 bit
1: IK T0 L2 Q2 QP 28 Y 36.5415 U 42.5224 V 44.7207 108936 bit
AU 2: IK T0 L0 Q0 QP 32 Y 33.2640 U 41.3872 V 42.1310 18488 bit
2: IK T0 L0 Q1 QP 26 Y 37.1962 U 42.8391 V 44.0223 17536 bit
2: IK T0 L1 Q0 QP 31 Y 33.8270 U 41.4551 V 43.2263 60152 bit
2: IK T0 L1 Q1 QP 28 Y 35.8613 U 41.9806 V 43.7946 45144 bit
2: IK T0 L1 Q2 QP 26 Y 37.1074 U 42.7086 V 44.3791 38192 bit
2: IK T0 L2 Q0 QP 33 Y 33.7681 U 41.1183 V 43.6306 125760 bit
2: IK T0 L2 Q1 QP 30 Y 35.3860 U 42.1417 V 44.3833 104584 bit
2: IK T0 L2 Q2 QP 28 Y 36.6435 U 42.5900 V 44.6910 105192 bit
AU 3: IK T0 L0 Q0 QP 32 Y 33.3343 U 41.1636 V 42.3612 18448 bit
3: IK T0 L0 Q1 QP 26 Y 37.2878 U 42.8333 V 44.2199 17400 bit
3: IK T0 L1 Q0 QP 31 Y 33.8329 U 41.5328 V 43.2296 60248 bit
3: IK T0 L1 Q1 QP 28 Y 35.8323 U 42.0940 V 43.8652 44576 bit
3: IK T0 L1 Q2 QP 26 Y 37.0632 U 42.7614 V 44.4315 37560 bit
3: IK T0 L2 Q0 QP 33 Y 33.7500 U 41.1875 V 43.6657 128752 bit
3: IK T0 L2 Q1 QP 30 Y 35.3832 U 42.1931 V 44.4276 104528 bit
3: IK T0 L2 Q2 QP 28 Y 36.6123 U 42.6341 V 44.7175 103928 bit
AU 4: IK T0 L0 Q0 QP 32 Y 33.2819 U 41.2031 V 42.4348 18392 bit
4: IK T0 L0 Q1 QP 26 Y 37.3520 U 42.9367 V 44.0899 17560 bit
4: IK T0 L1 Q0 QP 31 Y 33.8409 U 41.6654 V 43.3202 60168 bit
4: IK T0 L1 Q1 QP 28 Y 35.8595 U 42.2579 V 43.9674 44472 bit
4: IK T0 L1 Q2 QP 26 Y 37.0657 U 42.9236 V 44.5969 37416 bit
4: IK T0 L2 Q0 QP 33 Y 33.7163 U 41.2260 V 43.8320 127224 bit
4: IK T0 L2 Q1 QP 30 Y 35.3400 U 42.2657 V 44.5522 105080 bit
4: IK T0 L2 Q2 QP 28 Y 36.6091 U 42.7094 V 44.9455 106936 bit
AU 5: IK T0 L0 Q0 QP 32 Y 33.2068 U 41.2879 V 42.3525 18208 bit
5: IK T0 L0 Q1 QP 26 Y 37.2255 U 42.7293 V 44.1243 17624 bit
5: IK T0 L1 Q0 QP 31 Y 33.7656 U 41.5667 V 43.5494 61952 bit
5: IK T0 L1 Q1 QP 28 Y 35.7750 U 42.3040 V 44.0904 45344 bit
5: IK T0 L1 Q2 QP 26 Y 37.0073 U 42.9044 V 44.6613 38528 bit
5: IK T0 L2 Q0 QP 33 Y 33.4617 U 41.1449 V 43.7796 146696 bit
5: IK T0 L2 Q1 QP 30 Y 35.1325 U 42.1394 V 44.4597 112584 bit
5: IK T0 L2 Q2 QP 28 Y 36.3885 U 42.5643 V 44.6916 111152 bit
AU 6: IK T0 L0 Q0 QP 32 Y 33.2726 U 41.2702 V 42.4873 18192 bit
6: IK T0 L0 Q1 QP 26 Y 37.1595 U 42.9039 V 44.2119 17320 bit
6: IK T0 L1 Q0 QP 31 Y 33.7398 U 41.7948 V 43.4961 61952 bit
6: IK T0 L1 Q1 QP 28 Y 35.7370 U 42.3682 V 44.0158 45232 bit
6: IK T0 L1 Q2 QP 26 Y 37.0062 U 43.0307 V 44.6250 39336 bit
6: IK T0 L2 Q0 QP 33 Y 33.4582 U 41.1366 V 43.8271 144176 bit
6: IK T0 L2 Q1 QP 30 Y 35.1024 U 42.0979 V 44.3772 111488 bit
6: IK T0 L2 Q2 QP 28 Y 36.3874 U 42.6388 V 44.7313 113824 bit
AU 7: IK T0 L0 Q0 QP 32 Y 33.2119 U 41.4240 V 42.5481 18480 bit
7: IK T0 L0 Q1 QP 26 Y 37.2007 U 42.7350 V 44.2515 17560 bit
7: IK T0 L1 Q0 QP 31 Y 33.7480 U 41.6320 V 43.3923 63136 bit
7: IK T0 L1 Q1 QP 28 Y 35.7761 U 42.2762 V 43.8984 45440 bit
7: IK T0 L1 Q2 QP 26 Y 37.0021 U 42.8255 V 44.4843 38336 bit
7: IK T0 L2 Q0 QP 33 Y 33.3137 U 40.9071 V 43.5424 152400 bit
7: IK T0 L2 Q1 QP 30 Y 35.0068 U 42.0642 V 44.2343 116824 bit
7: IK T0 L2 Q2 QP 28 Y 36.2772 U 42.5048 V 44.5102 115632 bit
AU 8: IK T0 L0 Q0 QP 32 Y 33.1687 U 41.2749 V 42.3331 17872 bit
8: IK T0 L0 Q1 QP 26 Y 37.1930 U 42.7684 V 43.9254 17464 bit
8: IK T0 L1 Q0 QP 31 Y 33.7116 U 41.5996 V 43.2650 62976 bit
8: IK T0 L1 Q1 QP 28 Y 35.6974 U 42.1809 V 43.7919 45528 bit
8: IK T0 L1 Q2 QP 26 Y 36.9837 U 42.8044 V 44.3757 39832 bit
8: IK T0 L2 Q0 QP 33 Y 33.2699 U 40.8847 V 43.3576 158704 bit
8: IK T0 L2 Q1 QP 30 Y 34.9482 U 42.0252 V 44.0975 117704 bit
8: IK T0 L2 Q2 QP 28 Y 36.2307 U 42.4482 V 44.3729 117752 bit
2. layerTrace.txt
From this file we can see the byte cost and DTQ values per layer. Thus permitting
calculations of total transmission cost and the layer dependency per frame.
Start-Pos. Length LId TId QId Packet-Type Discardable Truncatable
========== ====== === === === ============ =========== ===========
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0x0000018d 18 0 0 0 SliceData No No
0x0000019f 2277 0 0 0 SliceData No No
0x00000a84 2169 0 0 1 SliceData Yes No
0x000012fd 7635 1 0 0 SliceData No No
0x000030d0 5586 1 0 1 SliceData Yes No
0x000046a2 4673 1 0 2 SliceData Yes No
0x000058e3 17006 2 0 0 SliceData No No
0x00009b51 13798 2 0 1 SliceData Yes No
0x0000d137 13715 2 0 2 SliceData Yes No
0x000106ca 18 0 0 0 SliceData No No
0x000106dc 2287 0 0 0 SliceData No No
0x00010fcb 2203 0 0 1 SliceData Yes No
0x00011866 7668 1 0 0 SliceData No No
0x0001365a 5693 1 0 1 SliceData Yes No
0x00014c97 4834 1 0 2 SliceData Yes No
0x00015f79 16498 2 0 0 SliceData No No
0x00019feb 13338 2 0 1 SliceData Yes No
0x0001d405 13617 2 0 2 SliceData Yes No
0x00020936 18 0 0 0 SliceData No No
0x00020948 2302 0 0 0 SliceData No No
0x00021246 2192 0 0 1 SliceData Yes No
0x00021ad6 7519 1 0 0 SliceData No No
0x00023835 5643 1 0 1 SliceData Yes No
0x00024e40 4774 1 0 2 SliceData Yes No
0x000260e6 15720 2 0 0 SliceData No No
0x00029e4e 13073 2 0 1 SliceData Yes No
0x0002d15f 13149 2 0 2 SliceData Yes No
0x000304bc 18 0 0 0 SliceData No No
0x000304ce 2297 0 0 0 SliceData No No
0x00030dc7 2175 0 0 1 SliceData Yes No
0x00031646 7531 1 0 0 SliceData No No
0x000333b1 5572 1 0 1 SliceData Yes No
0x00034975 4695 1 0 2 SliceData Yes No
0x00035bcc 16094 2 0 0 SliceData No No
0x00039aaa 13066 2 0 1 SliceData Yes No
0x0003cdb4 12991 2 0 2 SliceData Yes No
0x00040073 18 0 0 0 SliceData No No
0x00040085 2290 0 0 0 SliceData No No
0x00040977 2195 0 0 1 SliceData Yes No
0x0004120a 7521 1 0 0 SliceData No No
0x00042f6b 5559 1 0 1 SliceData Yes No
0x00044522 4677 1 0 2 SliceData Yes No
0x00045767 15903 2 0 0 SliceData No No
0x00049586 13135 2 0 1 SliceData Yes No
0x0004c8d5 13367 2 0 2 SliceData Yes No
0x0004fd0c 18 0 0 0 SliceData No No
0x0004fd1e 2267 0 0 0 SliceData No No
0x000505f9 2203 0 0 1 SliceData Yes No
0x00050e94 7744 1 0 0 SliceData No No
0x00052cd4 5668 1 0 1 SliceData Yes No
0x000542f8 4816 1 0 2 SliceData Yes No
0x000555c8 18337 2 0 0 SliceData No No
0x00059d69 14073 2 0 1 SliceData Yes No
0x0005d462 13894 2 0 2 SliceData Yes No
0x00060aa8 18 0 0 0 SliceData No No
0x00060aba 2265 0 0 0 SliceData No No
0x00061393 2165 0 0 1 SliceData Yes No
0x00061c08 7744 1 0 0 SliceData No No
0x00063a48 5654 1 0 1 SliceData Yes No
0x0006505e 4917 1 0 2 SliceData Yes No
0x00066393 18022 2 0 0 SliceData No No
0x0006a9f9 13936 2 0 1 SliceData Yes No
0x0006e069 14228 2 0 2 SliceData Yes No
0x000717fd 18 0 0 0 SliceData No No
0x0007180f 2301 0 0 0 SliceData No No
0x0007210c 2195 0 0 1 SliceData Yes No
0x0007299f 7892 1 0 0 SliceData No No
0x00074873 5680 1 0 1 SliceData Yes No
0x00075ea3 4792 1 0 2 SliceData Yes No
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0x0007715b 19050 2 0 0 SliceData No No
0x0007bbc5 14603 2 0 1 SliceData Yes No
0x0007f4d0 14454 2 0 2 SliceData Yes No
3. layerRate.txt
This file provides the layer number, the resolution, the frame rate, the cumulative
bitrate per second, and DTQ per layer. The minBitrate defines the rate to view
the lowest layer per resolution and is calculated by adding the bitrate cost of each
lowest layer per selected resolution.
Layer Resolution Framerate Bitrate MinBitrate DTQ
0 176x144 30.0000 521.10 521.10 (0,0,0)
1 176x144 30.0000 1024.30 (0,0,1)
2 352x288 30.0000 2648.00 2144.80 (1,0,0)
3 352x288 30.0000 3914.00 (1,0,1)
4 352x288 30.0000 5006.00 (1,0,2)
5 704x576 30.0000 8664.00 5802.80 (2,0,0)
6 704x576 30.0000 11679.00 (2,0,1)
7 704x576 30.0000 14792.00 (2,0,2)
Together these 3 files allow us to view frame types per layer, transmission cost
per layer per frame and achievable frame rates per layer.
4. Transmission cost calculation per GOP
For a GOP of one, we shall use the first frame:
Start-Pos. Length LId TId QId Packet-Type Discardable Truncatable
========== ====== === === === ============ =========== ===========
0x0000018d 18 0 0 0 SliceData No No
0x0000019f 2277 0 0 0 SliceData No No
0x00000a84 2169 0 0 1 SliceData Yes No
0x000012fd 7635 1 0 0 SliceData No No
0x000030d0 5586 1 0 1 SliceData Yes No
0x000046a2 4673 1 0 2 SliceData Yes No
0x000058e3 17006 2 0 0 SliceData No No
0x00009b51 13798 2 0 1 SliceData Yes No
0x0000d137 13715 2 0 2 SliceData Yes No
The transmission cost for this GOP using SVC is the summation over all layers
and is 66,877 bytes. While the transmission cost for the first 8 frames is 535,481
bytes.
For MDC, we use Equation 2.5 from Section 2.4.1, where GOP stands for the
number of frames per GOP, frame is an incremental counter over the number of
frames per GOP and Ll,frame defines the transmission cost for Layer l of frame
frame within a GOP.
MDCDc =
GOPÿ
frame=1
A
Nÿ
l=1
Ll,frame
l
B
(A.1)
From this we can determine the transmission cost of one description per each
frame in the GOP, e.g. Layer 1 is divided by 1, layer 2 by 2, etc. Then to
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determine the transmission cost of layer q, we simply multiply by q. In our
example, we want to determine the transmission cost of the maximum layer, layer
8, so we multiply by 8. Thus the cost per description is 14,773 bytes and the total
cost for this GOP, e.g. this single frame, is 118,184 bytes (nearly double), while
the total transmission cost for the first 8 frames, e.g. 8 GOPs is 947,968 bytes.
A.3 Example Two - GOP value of Eight (Option 1)
The following example is based on the following parameters. Note we use the same
FrameRateIn and FrameRateOut values for all eight layer configuration files. In this
example we shall illustrate the first 8 frames only:
1. FrameRate - 30
2. GOPsize - 8
3. IntraPeriod - 8
4. FrameRateIn - 30
5. FrameRateOut - 30
Again we use the output of three files to determine the various evaluation re-
sults. These are 1) sdout.txt, created using “H264AVCEncoderLibTestStatic” and 2)
layerTrace.txt and 3) layerRate.txt both created by “BitStreamExtractorStatic”.
1. sdout.txt
In this example, we show the first 9 frames, to illustrate the start of the next
GOP, e.g. I-frame. Also notice how the frames are now out of order. This is due
to the interdependence mandated by the increase in GOP number. It can be seen
that the second frame transmitted is frame 8, as this frame is required to decode
a subset of all internal frames, e.g. frames 4 to 7. The frame hierarchy for the
highest enhancement layers created by this encoding is IBBBBBBBI, while the
hierarchy for layers 1 and 2 is IPPPPPPPI. Note how the hierarchy contains no
P-frames. If the GOPsize and IntraPeriod are the same no P-frames are encoded.
Also note the transmission cost for the first frame in this encoding is the same as
the GOP of 1 example. The ninth frame contains a slight increase over GOP of
1, this may be due to the non existence of P-frames. It is only the non I-frames
that show the marked reduction in transmission cost.
frame_type DTQ QP_value Y_PSNR U_PSNR V_PSNR total_bitrate
AU 0: IK T0 L0 Q0 QP 32 Y 33.1791 U 41.2554 V 42.2076 18288 bit
0: IK T0 L0 Q1 QP 26 Y 37.1582 U 42.7726 V 43.9366 17352 bit
0: IK T0 L1 Q0 QP 31 Y 33.8355 U 41.6546 V 43.2465 61088 bit
0: IK T0 L1 Q1 QP 28 Y 35.8387 U 42.1569 V 43.9621 44688 bit
0: IK T0 L1 Q2 QP 26 Y 37.0574 U 42.8566 V 44.4697 37384 bit
0: IK T0 L2 Q0 QP 33 Y 33.5901 U 40.9129 V 43.5914 136056 bit
0: IK T0 L2 Q1 QP 30 Y 35.2541 U 42.0130 V 44.3455 110384 bit
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0: IK T0 L2 Q2 QP 28 Y 36.5230 U 42.4217 V 44.6180 109720 bit
AU 8: IK T0 L0 Q0 QP 32 Y 33.1687 U 41.2749 V 42.3331 17888 bit
8: IK T0 L0 Q1 QP 26 Y 37.1930 U 42.7684 V 43.9254 17472 bit
8: IK T0 L1 Q0 QP 31 Y 33.7116 U 41.5996 V 43.2650 62992 bit
8: IK T0 L1 Q1 QP 28 Y 35.6974 U 42.1809 V 43.7919 45528 bit
8: IK T0 L1 Q2 QP 26 Y 36.9837 U 42.8044 V 44.3757 39832 bit
8: IK T0 L2 Q0 QP 33 Y 33.2699 U 40.8847 V 43.3576 158720 bit
8: IK T0 L2 Q1 QP 30 Y 34.9482 U 42.0252 V 44.0975 117704 bit
8: IK T0 L2 Q2 QP 28 Y 36.2307 U 42.4482 V 44.3729 117752 bit
AU 4: P T1 L0 Q0 QP 35 Y 32.6382 U 41.2181 V 42.3212 1624 bit
4: P T1 L0 Q1 QP 29 Y 35.5379 U 42.7720 V 43.9140 1256 bit
4: B T1 L1 Q0 QP 34 Y 33.7537 U 41.9022 V 43.6420 4992 bit
4: B T1 L1 Q1 QP 31 Y 35.7621 U 42.4334 V 44.2981 3360 bit
4: B T1 L1 Q2 QP 29 Y 36.8088 U 43.1049 V 44.8696 2048 bit
4: B T1 L2 Q0 QP 36 Y 33.7773 U 41.4382 V 44.0290 21832 bit
4: B T1 L2 Q1 QP 33 Y 34.4919 U 42.3566 V 44.6825 3288 bit
4: B T1 L2 Q2 QP 31 Y 34.9476 U 42.6983 V 44.9524 6304 bit
AU 2: P T2 L0 Q0 QP 36 Y 32.5768 U 41.2120 V 42.3344 1008 bit
2: P T2 L0 Q1 QP 30 Y 35.4823 U 42.6690 V 43.9070 968 bit
2: B T2 L1 Q0 QP 35 Y 33.3564 U 41.6036 V 43.3437 3048 bit
2: B T2 L1 Q1 QP 32 Y 35.2230 U 42.1277 V 43.9812 2120 bit
2: B T2 L1 Q2 QP 30 Y 36.2503 U 42.7621 V 44.4930 1744 bit
2: B T2 L2 Q0 QP 37 Y 33.6567 U 41.1502 V 43.7497 15280 bit
2: B T2 L2 Q1 QP 34 Y 34.3709 U 41.8948 V 44.3350 2312 bit
2: B T2 L2 Q2 QP 32 Y 34.8103 U 42.2274 V 44.5999 3512 bit
AU 1: P T3 L0 Q0 QP 37 Y 32.5220 U 41.2478 V 42.1666 704 bit
1: P T3 L0 Q1 QP 31 Y 35.3002 U 42.6884 V 43.9169 616 bit
1: B T3 L1 Q0 QP 36 Y 33.0374 U 41.5626 V 43.2202 1984 bit
1: B T3 L1 Q1 QP 33 Y 34.8656 U 42.0191 V 43.9200 1632 bit
1: B T3 L1 Q2 QP 31 Y 35.8773 U 42.6779 V 44.3576 1296 bit
1: B T3 L2 Q0 QP 38 Y 33.2144 U 41.0969 V 43.7332 12000 bit
1: B T3 L2 Q1 QP 35 Y 33.9904 U 41.7757 V 44.3370 2016 bit
1: B T3 L2 Q2 QP 33 Y 34.5157 U 42.0686 V 44.6193 3160 bit
AU 3: P T3 L0 Q0 QP 37 Y 32.3958 U 41.2487 V 42.4926 896 bit
3: P T3 L0 Q1 QP 31 Y 35.0485 U 42.6803 V 43.9950 648 bit
3: B T3 L1 Q0 QP 36 Y 33.1099 U 41.6132 V 43.5017 2352 bit
3: B T3 L1 Q1 QP 33 Y 34.9189 U 42.0743 V 44.1315 1456 bit
3: B T3 L1 Q2 QP 31 Y 35.9154 U 42.6771 V 44.6056 1480 bit
3: B T3 L2 Q0 QP 38 Y 33.5758 U 41.1658 V 43.7919 9400 bit
3: B T3 L2 Q1 QP 35 Y 34.2982 U 41.8286 V 44.3920 2000 bit
3: B T3 L2 Q2 QP 33 Y 34.7605 U 42.0951 V 44.6454 2720 bit
AU 6: P T2 L0 Q0 QP 36 Y 32.3765 U 41.2504 V 42.5824 1080 bit
6: P T2 L0 Q1 QP 30 Y 35.3243 U 42.9798 V 44.0530 904 bit
6: B T2 L1 Q0 QP 35 Y 33.2648 U 41.7042 V 43.5093 3120 bit
6: B T2 L1 Q1 QP 32 Y 35.1636 U 42.2584 V 44.0127 2112 bit
6: B T2 L1 Q2 QP 30 Y 36.2209 U 42.8687 V 44.6180 1632 bit
6: B T2 L2 Q0 QP 37 Y 33.0463 U 41.1347 V 43.6993 15096 bit
6: B T2 L2 Q1 QP 34 Y 33.9126 U 41.9911 V 44.3474 2440 bit
6: B T2 L2 Q2 QP 32 Y 34.4332 U 42.3303 V 44.5897 3904 bit
AU 5: P T3 L0 Q0 QP 37 Y 32.2358 U 41.3176 V 42.4386 792 bit
5: P T3 L0 Q1 QP 31 Y 35.1272 U 42.8454 V 43.9944 928 bit
5: B T3 L1 Q0 QP 36 Y 32.9611 U 41.7555 V 43.5493 1872 bit
5: B T3 L1 Q1 QP 33 Y 34.8065 U 42.2600 V 44.1414 1688 bit
5: B T3 L1 Q2 QP 31 Y 35.8010 U 42.7663 V 44.6663 1496 bit
5: B T3 L2 Q0 QP 38 Y 32.9864 U 41.0411 V 43.7787 10376 bit
5: B T3 L2 Q1 QP 35 Y 33.8834 U 41.8409 V 44.3889 2048 bit
5: B T3 L2 Q2 QP 33 Y 34.4385 U 42.1565 V 44.6013 2928 bit
AU 7: P T3 L0 Q0 QP 37 Y 32.4802 U 41.3195 V 42.4870 664 bit
7: P T3 L0 Q1 QP 31 Y 35.1988 U 42.8082 V 44.0122 616 bit
7: B T3 L1 Q0 QP 36 Y 33.0090 U 41.5588 V 43.3987 2328 bit
7: B T3 L1 Q1 QP 33 Y 34.7736 U 42.0522 V 43.8777 1552 bit
7: B T3 L1 Q2 QP 31 Y 35.7718 U 42.6404 V 44.3871 1120 bit
7: B T3 L2 Q0 QP 38 Y 32.5854 U 40.8977 V 43.4558 10920 bit
7: B T3 L2 Q1 QP 35 Y 33.4921 U 41.7392 V 44.1066 1888 bit
7: B T3 L2 Q2 QP 33 Y 34.0381 U 42.0535 V 44.3258 2488 bit
2. layerTrace.txt
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The frame order is the same as the sdout.txt frame order. Note the reduction in
transmission cost with respect to a GOP value of 1.
Start-Pos. Length LId TId QId Packet-Type Discardable Truncatable
========== ====== === === === ============ =========== ===========
0x0000038b 18 0 0 0 SliceData No No
0x0000039d 2277 0 0 0 SliceData No No
0x00000c82 2169 0 0 1 SliceData Yes No
0x000014fb 7636 1 0 0 SliceData No No
0x000032cf 5586 1 0 1 SliceData Yes No
0x000048a1 4673 1 0 2 SliceData Yes No
0x00005ae2 17007 2 0 0 SliceData No No
0x00009d51 13798 2 0 1 SliceData Yes No
0x0000d337 13715 2 0 2 SliceData Yes No
0x000108ca 18 0 0 0 SliceData No No
0x000108dc 2227 0 0 0 SliceData No No
0x0001118f 2184 0 0 1 SliceData Yes No
0x00011a17 7874 1 0 0 SliceData No No
0x000138d9 5691 1 0 1 SliceData Yes No
0x00014f14 4979 1 0 2 SliceData Yes No
0x00016287 19840 2 0 0 SliceData No No
0x0001b007 14713 2 0 1 SliceData Yes No
0x0001e980 14719 2 0 2 SliceData Yes No
0x000222ff 18 0 1 0 SliceData Yes No
0x00022311 194 0 1 0 SliceData Yes No
0x000223d3 157 0 1 1 SliceData Yes No
0x00022470 624 1 1 0 SliceData Yes No
0x000226e0 420 1 1 1 SliceData Yes No
0x00022884 256 1 1 2 SliceData Yes No
0x00022984 2729 2 1 0 SliceData Yes No
0x0002342d 411 2 1 1 SliceData Yes No
0x000235c8 788 2 1 2 SliceData Yes No
0x000238dc 18 0 2 0 SliceData Yes No
0x000238ee 117 0 2 0 SliceData Yes No
0x00023963 121 0 2 1 SliceData Yes No
0x000239dc 381 1 2 0 SliceData Yes No
0x00023b59 265 1 2 1 SliceData Yes No
0x00023c62 218 1 2 2 SliceData Yes No
0x00023d3c 1910 2 2 0 SliceData Yes No
0x000244b2 289 2 2 1 SliceData Yes No
0x000245d3 439 2 2 2 SliceData Yes No
0x0002478a 18 0 3 0 SliceData Yes No
0x0002479c 78 0 3 0 SliceData Yes No
0x000247ea 77 0 3 1 SliceData Yes No
0x00024837 248 1 3 0 SliceData Yes No
0x0002492f 204 1 3 1 SliceData Yes No
0x000249fb 162 1 3 2 SliceData Yes No
0x00024a9d 1500 2 3 0 SliceData Yes No
0x00025079 252 2 3 1 SliceData Yes No
0x00025175 395 2 3 2 SliceData Yes No
0x00025300 18 0 3 0 SliceData Yes No
0x00025312 102 0 3 0 SliceData Yes No
0x00025378 81 0 3 1 SliceData Yes No
0x000253c9 294 1 3 0 SliceData Yes No
0x000254ef 182 1 3 1 SliceData Yes No
0x000255a5 185 1 3 2 SliceData Yes No
0x0002565e 1175 2 3 0 SliceData Yes No
0x00025af5 250 2 3 1 SliceData Yes No
0x00025bef 340 2 3 2 SliceData Yes No
0x00025d43 18 0 2 0 SliceData Yes No
0x00025d55 126 0 2 0 SliceData Yes No
0x00025dd3 113 0 2 1 SliceData Yes No
0x00025e44 390 1 2 0 SliceData Yes No
0x00025fca 264 1 2 1 SliceData Yes No
0x000260d2 204 1 2 2 SliceData Yes No
0x0002619e 1887 2 2 0 SliceData Yes No
0x000268fd 305 2 2 1 SliceData Yes No
0x00026a2e 488 2 2 2 SliceData Yes No
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0x00026c16 18 0 3 0 SliceData Yes No
0x00026c28 89 0 3 0 SliceData Yes No
0x00026c81 116 0 3 1 SliceData Yes No
0x00026cf5 234 1 3 0 SliceData Yes No
0x00026ddf 211 1 3 1 SliceData Yes No
0x00026eb2 187 1 3 2 SliceData Yes No
0x00026f6d 1297 2 3 0 SliceData Yes No
0x0002747e 256 2 3 1 SliceData Yes No
0x0002757e 366 2 3 2 SliceData Yes No
0x000276ec 18 0 3 0 SliceData Yes No
0x000276fe 73 0 3 0 SliceData Yes No
0x00027747 77 0 3 1 SliceData Yes No
0x00027794 291 1 3 0 SliceData Yes No
0x000278b7 194 1 3 1 SliceData Yes No
0x00027979 140 1 3 2 SliceData Yes No
0x00027a05 1365 2 3 0 SliceData Yes No
0x00027f5a 236 2 3 1 SliceData Yes No
0x00028046 311 2 3 2 SliceData Yes No
3. layerRate.txt
Note that now due to the increase in GOP value, the frame rate per layer has
increased. Each layer has 4 frame rates, note that the frame rate per layer is
based on the FrameRateOut value in the layer configuration file. But if this value
is the same as the FrameRate in the main configuration file, the number of frame
rates per layer is equal to n+1, where n is determined by 2n = GOPsize. In this
example we have a GOPsize of 8, which equates to 23, which defines the number
of frame rates per layer to be 3 + 1 = 4. Please ignore the bitrate costs, as only
the first 32 frames were encoded for this example and the bitrate costs reflect this
encoding with a lower number of frames.
Layer Resolution Framerate Bitrate MinBitrate DTQ
0 176x144 3.7500 68.60 68.60 (0,0,0)
1 176x144 7.5000 75.00 75.00 (0,1,0)
2 176x144 15.0000 83.00 83.00 (0,2,0)
3 176x144 30.0000 94.30 94.30 (0,3,0)
4 176x144 3.7500 134.00 (0,0,1)
5 176x144 7.5000 146.70 (0,1,1)
6 176x144 15.0000 163.10 (0,2,1)
7 176x144 30.0000 185.70 (0,3,1)
8 352x288 3.7500 365.00 299.60 (1,0,0)
9 352x288 7.5000 396.70 325.00 (1,1,0)
10 352x288 15.0000 436.90 356.80 (1,2,0)
11 352x288 30.0000 492.10 400.70 (1,3,0)
12 352x288 3.7500 532.70 (1,0,1)
13 352x288 7.5000 577.10 (1,1,1)
14 352x288 15.0000 634.30 (1,2,1)
15 352x288 30.0000 713.40 (1,3,1)
16 352x288 3.7500 676.50 (1,0,2)
17 352x288 7.5000 731.00 (1,1,2)
18 352x288 15.0000 802.80 (1,2,2)
19 352x288 30.0000 903.70 (1,3,2)
20 704x576 3.7500 1209.30 832.40 (2,0,0)
21 704x576 7.5000 1352.80 946.80 (2,1,0)
22 704x576 15.0000 1541.90 1095.90 (2,2,0)
23 704x576 30.0000 1800.00 1297.00 (2,3,0)
24 704x576 3.7500 1625.60 (2,0,1)
25 704x576 7.5000 1786.00 (2,1,1)
26 704x576 15.0000 1995.00 (2,2,1)
27 704x576 30.0000 2285.00 (2,3,1)
28 704x576 3.7500 2044.00 (2,0,2)
29 704x576 7.5000 2240.00 (2,1,2)
30 704x576 15.0000 2482.00 (2,2,2)
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31 704x576 30.0000 2817.00 (2,3,2)
SVC transmission cost per GOP is 91,069 bytes (sum over all layer for all frames
per GOP). While using Equation 4.2 from Chapter 4 we can determine the MDC
transmission cost of one description per frame, e.g. 20,120 bytes. We multiple this by
the layer required, layer 8, thus providing a total MDC transmission cost of 161,680
bytes. Note: we can sum over all frames based on their frame number, sequentially, or
we can sum over all frames based on their transmission allocation, non-sequentially, for
both options the same transmission cost would be found.
A.4 Example Three - GOP value of Eight (Option 2)
The following example is based on the following parameters. Note we use the same
FrameRateIn and FrameRateOut values for all eight layer configuration files. In this
example we shall illustrate the first 8 frames only. Note how we have halved the
GOPsize value:
1. FrameRate - 30
2. GOPsize - 4
3. IntraPeriod - 8
4. FrameRateIn - 30
5. FrameRateOut - 30
Again we use the output of three files to determine the various evaluation re-
sults. These are 1) sdout.txt, created using “H264AVCEncoderLibTestStatic” and 2)
layerTrace.txt and 3) layerRate.txt both created by “BitStreamExtractorStatic”
1. sdout.txt
In this example, we show the first 9 frames, to illustrate the start of the next
GOP, e.g. I-frame. Also notice how the frames are now out of order. This is due
to the interdependence mandated by the increase in GOP number. It can be seen
that the second frame transmitted is frame 4, as this frame is required to decode
frames 1, 2 and 3. Similarly frame 2 is transmitted before frames 1 and 3 for the
same reason. By reducing the GOPsize value, we can reduce the waiting time,
before frames can be decoded. The frame hierarchy for the highest enhancement
layers created by this encoding is IBBBPBBBI, while the hierarchy for layers
1 and 2 is IPPPPPPPI. Note the existence of the P-frame in the enhancement
layers. Also note the transmission cost for the first and ninth frames in this
encoding is the same as the GOP of 1 example. It is only the non I-frames that
show the marked reduction in transmission cost.
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frame_type DTQ QP_value Y_PSNR U_PSNR V_PSNR total_bitrate
AU 0: IK T0 L0 Q0 QP 32 Y 33.1791 U 41.2554 V 42.2076 18288 bit
0: IK T0 L0 Q1 QP 26 Y 37.1582 U 42.7726 V 43.9366 17352 bit
0: IK T0 L1 Q0 QP 31 Y 33.8355 U 41.6546 V 43.2465 61080 bit
0: IK T0 L1 Q1 QP 28 Y 35.8387 U 42.1569 V 43.9621 44688 bit
0: IK T0 L1 Q2 QP 26 Y 37.0574 U 42.8566 V 44.4697 37384 bit
0: IK T0 L2 Q0 QP 33 Y 33.5901 U 40.9129 V 43.5914 136048 bit
0: IK T0 L2 Q1 QP 30 Y 35.2541 U 42.0130 V 44.3455 110384 bit
0: IK T0 L2 Q2 QP 28 Y 36.5230 U 42.4217 V 44.6180 109720 bit
AU 4: PK T0 L0 Q0 QP 32 Y 33.0741 U 41.4126 V 42.3288 3696 bit
4: PK T0 L0 Q1 QP 26 Y 37.3021 U 42.6972 V 44.0074 17104 bit
4: PK T0 L1 Q0 QP 31 Y 33.6715 U 41.8628 V 43.5747 17160 bit
4: PK T0 L1 Q1 QP 28 Y 35.5626 U 42.3688 V 44.1222 34016 bit
4: PK T0 L1 Q2 QP 26 Y 36.8504 U 42.9543 V 44.6312 32216 bit
4: PK T0 L2 Q0 QP 33 Y 33.9804 U 41.5197 V 43.9867 100712 bit
4: PK T0 L2 Q1 QP 30 Y 34.8098 U 42.4008 V 44.6326 55912 bit
4: PK T0 L2 Q2 QP 28 Y 36.1474 U 42.8176 V 44.9110 94976 bit
AU 2: P T1 L0 Q0 QP 35 Y 32.6892 U 41.4081 V 42.3910 1120 bit
2: P T1 L0 Q1 QP 29 Y 35.9567 U 42.7202 V 44.0688 1312 bit
2: B T1 L1 Q0 QP 34 Y 33.3360 U 41.6372 V 43.3606 3584 bit
2: B T1 L1 Q1 QP 31 Y 35.4880 U 42.2300 V 44.0442 2488 bit
2: B T1 L1 Q2 QP 29 Y 36.6595 U 43.0054 V 44.6095 1584 bit
2: B T1 L2 Q0 QP 36 Y 33.5405 U 41.2278 V 43.6894 16032 bit
2: B T1 L2 Q1 QP 33 Y 34.3797 U 42.0592 V 44.3992 2312 bit
2: B T1 L2 Q2 QP 31 Y 35.0945 U 42.4709 V 44.6759 4240 bit
AU 1: P T2 L0 Q0 QP 36 Y 32.5340 U 41.3627 V 42.3284 712 bit
1: P T2 L0 Q1 QP 30 Y 35.4730 U 42.6550 V 43.9291 752 bit
1: B T2 L1 Q0 QP 35 Y 33.1174 U 41.5773 V 43.2632 2184 bit
1: B T2 L1 Q1 QP 32 Y 35.0868 U 42.0779 V 43.9476 1568 bit
1: B T2 L1 Q2 QP 30 Y 36.2183 U 42.8421 V 44.4220 1424 bit
1: B T2 L2 Q0 QP 37 Y 33.1865 U 41.2190 V 43.6951 13264 bit
1: B T2 L2 Q1 QP 34 Y 34.0538 U 41.9707 V 44.4058 2192 bit
1: B T2 L2 Q2 QP 32 Y 34.7445 U 42.3141 V 44.6854 3312 bit
AU 3: P T2 L0 Q0 QP 36 Y 32.6137 U 41.4106 V 42.4509 736 bit
3: P T2 L0 Q1 QP 30 Y 35.4018 U 42.7481 V 44.1530 744 bit
3: B T2 L1 Q0 QP 35 Y 33.0925 U 41.6600 V 43.5079 2096 bit
3: B T2 L1 Q1 QP 32 Y 34.9586 U 42.1663 V 44.0868 1496 bit
3: B T2 L1 Q2 QP 30 Y 36.0753 U 42.8356 V 44.5813 1640 bit
3: B T2 L2 Q0 QP 37 Y 33.5421 U 41.2850 V 43.7491 10432 bit
3: B T2 L2 Q1 QP 34 Y 34.2565 U 41.9548 V 44.3916 1968 bit
3: B T2 L2 Q2 QP 32 Y 34.9790 U 42.3036 V 44.6300 2544 bit
AU 8: IK T0 L0 Q0 QP 32 Y 33.1687 U 41.2749 V 42.3331 17872 bit
8: IK T0 L0 Q1 QP 26 Y 37.1930 U 42.7684 V 43.9254 17464 bit
8: IK T0 L1 Q0 QP 31 Y 33.7116 U 41.5996 V 43.2650 62976 bit
8: IK T0 L1 Q1 QP 28 Y 35.6974 U 42.1809 V 43.7919 45528 bit
8: IK T0 L1 Q2 QP 26 Y 36.9837 U 42.8044 V 44.3757 39832 bit
8: IK T0 L2 Q0 QP 33 Y 33.2699 U 40.8847 V 43.3576 158704 bit
8: IK T0 L2 Q1 QP 30 Y 34.9482 U 42.0252 V 44.0975 117704 bit
8: IK T0 L2 Q2 QP 28 Y 36.2307 U 42.4482 V 44.3729 117752 bit
AU 6: P T1 L0 Q0 QP 35 Y 32.5874 U 41.3357 V 42.3250 1192 bit
6: P T1 L0 Q1 QP 29 Y 35.8418 U 42.7216 V 44.1693 1120 bit
6: B T1 L1 Q0 QP 34 Y 33.7328 U 42.0057 V 43.7880 3224 bit
6: B T1 L1 Q1 QP 31 Y 35.7485 U 42.5931 V 44.3565 2240 bit
6: B T1 L1 Q2 QP 29 Y 36.8818 U 43.2059 V 44.9576 1520 bit
6: B T1 L2 Q0 QP 36 Y 33.5546 U 41.5148 V 44.0752 15064 bit
6: B T1 L2 Q1 QP 33 Y 34.2516 U 42.3538 V 44.6459 2544 bit
6: B T1 L2 Q2 QP 31 Y 34.8663 U 42.6856 V 44.8843 4568 bit
AU 5: P T2 L0 Q0 QP 36 Y 32.4250 U 41.4947 V 42.3766 776 bit
5: P T2 L0 Q1 QP 30 Y 35.3763 U 42.7826 V 44.0675 920 bit
5: B T2 L1 Q0 QP 35 Y 33.2465 U 41.8401 V 43.6599 2072 bit
5: B T2 L1 Q1 QP 32 Y 35.0731 U 42.4424 V 44.2653 1736 bit
5: B T2 L1 Q2 QP 30 Y 36.1158 U 42.9995 V 44.8024 1416 bit
5: B T2 L2 Q0 QP 37 Y 33.4395 U 41.3664 V 44.0332 12376 bit
5: B T2 L2 Q1 QP 34 Y 34.0127 U 42.1591 V 44.6121 2272 bit
5: B T2 L2 Q2 QP 32 Y 34.5685 U 42.4565 V 44.8221 3552 bit
AU 7: P T2 L0 Q0 QP 36 Y 32.5675 U 41.3523 V 42.4416 768 bit
7: P T2 L0 Q1 QP 30 Y 35.4404 U 42.6993 V 44.1539 768 bit
7: B T2 L1 Q0 QP 35 Y 33.2437 U 41.7251 V 43.5913 2648 bit
7: B T2 L1 Q1 QP 32 Y 35.1144 U 42.2419 V 44.0277 1528 bit
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7: B T2 L1 Q2 QP 30 Y 36.1693 U 42.8345 V 44.5852 1304 bit
7: B T2 L2 Q0 QP 37 Y 33.0013 U 41.1399 V 43.7164 13200 bit
7: B T2 L2 Q1 QP 34 Y 33.8069 U 41.9455 V 44.3042 1984 bit
7: B T2 L2 Q2 QP 32 Y 34.3766 U 42.2269 V 44.5312 2976 bit
2. layerTrace.txt
The frame order is the same as the sdout.txt frame order. Details as per GOP of
1. Note reduction in transmission cost in comparison to a GOP value of 1, but
note the increase in the cost for frame 4 with respect to a GOP value of eight,
option one, as this is a P-frame in this encoding.
Start-Pos. Length LId TId QId Packet-Type Discardable Truncatable
========== ====== === === === ============ =========== ===========
0x000002d4 18 0 0 0 SliceData No No
0x000002e6 2277 0 0 0 SliceData No No
0x00000bcb 2169 0 0 1 SliceData Yes No
0x00001444 7635 1 0 0 SliceData No No
0x00003217 5586 1 0 1 SliceData Yes No
0x000047e9 4673 1 0 2 SliceData Yes No
0x00005a2a 17006 2 0 0 SliceData No No
0x00009c98 13798 2 0 1 SliceData Yes No
0x0000d27e 13715 2 0 2 SliceData Yes No
0x00010811 18 0 0 0 SliceData No No
0x00010823 453 0 0 0 SliceData No No
0x000109e8 2138 0 0 1 SliceData Yes No
0x00011242 2145 1 0 0 SliceData No No
0x00011aa3 4252 1 0 1 SliceData Yes No
0x00012b3f 4027 1 0 2 SliceData Yes No
0x00013afa 12589 2 0 0 SliceData No No
0x00016c27 6989 2 0 1 SliceData Yes No
0x00018774 11872 2 0 2 SliceData Yes No
0x0001b5d4 18 0 1 0 SliceData Yes No
0x0001b5e6 131 0 1 0 SliceData Yes No
0x0001b669 164 0 1 1 SliceData Yes No
0x0001b70d 448 1 1 0 SliceData Yes No
0x0001b8cd 311 1 1 1 SliceData Yes No
0x0001ba04 198 1 1 2 SliceData Yes No
0x0001baca 2004 2 1 0 SliceData Yes No
0x0001c29e 289 2 1 1 SliceData Yes No
0x0001c3bf 530 2 1 2 SliceData Yes No
0x0001c5d1 17 0 2 0 SliceData Yes No
0x0001c5e2 80 0 2 0 SliceData Yes No
0x0001c632 94 0 2 1 SliceData Yes No
0x0001c690 273 1 2 0 SliceData Yes No
0x0001c7a1 196 1 2 1 SliceData Yes No
0x0001c865 178 1 2 2 SliceData Yes No
0x0001c917 1658 2 2 0 SliceData Yes No
0x0001cf91 274 2 2 1 SliceData Yes No
0x0001d0a3 414 2 2 2 SliceData Yes No
0x0001d241 17 0 2 0 SliceData Yes No
0x0001d252 83 0 2 0 SliceData Yes No
0x0001d2a5 93 0 2 1 SliceData Yes No
0x0001d302 262 1 2 0 SliceData Yes No
0x0001d408 187 1 2 1 SliceData Yes No
0x0001d4c3 205 1 2 2 SliceData Yes No
0x0001d590 1304 2 2 0 SliceData Yes No
0x0001daa8 246 2 2 1 SliceData Yes No
0x0001db9e 318 2 2 2 SliceData Yes No
0x0001dcdc 18 0 0 0 SliceData No No
0x0001dcee 2225 0 0 0 SliceData No No
0x0001e59f 2183 0 0 1 SliceData Yes No
0x0001ee26 7872 1 0 0 SliceData No No
0x00020ce6 5691 1 0 1 SliceData Yes No
0x00022321 4979 1 0 2 SliceData Yes No
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0x00023694 19838 2 0 0 SliceData No No
0x00028412 14713 2 0 1 SliceData Yes No
0x0002bd8b 14719 2 0 2 SliceData Yes No
0x0002f70a 18 0 1 0 SliceData Yes No
0x0002f71c 140 0 1 0 SliceData Yes No
0x0002f7a8 140 0 1 1 SliceData Yes No
0x0002f834 403 1 1 0 SliceData Yes No
0x0002f9c7 280 1 1 1 SliceData Yes No
0x0002fadf 190 1 1 2 SliceData Yes No
0x0002fb9d 1883 2 1 0 SliceData Yes No
0x000302f8 318 2 1 1 SliceData Yes No
0x00030436 571 2 1 2 SliceData Yes No
0x00030671 17 0 2 0 SliceData Yes No
0x00030682 88 0 2 0 SliceData Yes No
0x000306da 115 0 2 1 SliceData Yes No
0x0003074d 259 1 2 0 SliceData Yes No
0x00030850 217 1 2 1 SliceData Yes No
0x00030929 177 1 2 2 SliceData Yes No
0x000309da 1547 2 2 0 SliceData Yes No
0x00030fe5 284 2 2 1 SliceData Yes No
0x00031101 444 2 2 2 SliceData Yes No
3. layerRate.txt
Note that now due to the increase in GOP value, the frame rate per layer has
increased. Each layer has 3 frame rates, note that the frame rate per layer is
based on the FrameRateOut value in the layer configuration file. But if this value
is the same as the FrameRate in the main configuration file, the number of frame
rates per layer is equal to n+1, where n is determined by 2n = GOPsize. In this
example we have a GOPsize of 4, which equates to 22, which defines the number
of frame rates per layer to be 2 + 1 = 3.
Layer Resolution Framerate Bitrate MinBitrate DTQ
0 176x144 7.5000 79.40 79.40 (0,0,0)
1 176x144 15.0000 87.90 87.90 (0,1,0)
2 176x144 30.0000 98.70 98.70 (0,2,0)
3 176x144 7.5000 203.50 (0,0,1)
4 176x144 15.0000 220.70 (0,1,1)
5 176x144 30.0000 242.80 (0,2,1)
6 352x288 7.5000 461.90 337.80 (1,0,0)
7 352x288 15.0000 501.50 368.70 (1,1,0)
8 352x288 30.0000 552.20 408.10 (1,2,0)
9 352x288 7.5000 744.50 (1,0,1)
10 352x288 15.0000 799.70 (1,1,1)
11 352x288 30.0000 872.00 (1,2,1)
12 352x288 7.5000 990.30 (1,0,2)
13 352x288 15.0000 1057.40 (1,1,2)
14 352x288 30.0000 1147.90 (1,2,2)
15 704x576 7.5000 1798.00 1145.50 (2,0,0)
16 704x576 15.0000 1971.00 1282.30 (2,1,0)
17 704x576 30.0000 2225.00 1485.20 (2,2,0)
18 704x576 7.5000 2368.00 (2,0,1)
19 704x576 15.0000 2559.00 (2,1,1)
20 704x576 30.0000 2844.00 (2,2,1)
21 704x576 7.5000 3097.00 (2,0,2)
22 704x576 15.0000 3321.00 (2,1,2)
23 704x576 30.0000 3650.00 (2,2,2)
SVC transmission cost per GOP is 131,598 bytes (sum over all layer for all frames
per GOP). While using Equation 4.2 from Chapter 4 we can determine the MDC
transmission cost of one description per frame, e.g. 28,020 bytes. We multiple
this by the layer required, layer 8, thus providing a total MDC transmission cost
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Table A.1: Transmission byte-cost for SVC and MDC for each of the GOP options. Val-
ues provided per GOP and for the first 8 frames, thus illustrating a comparison
between the cost of a GOP of 8 and the first eight frames with a GOP of 1.
GOP1 GOP8 opt1 GOP8 opt2
SVC per GOP 66,877 91,069 131,598
SVC 8 frames 535,481 91,069 131,598
MDC per GOP 118,184 161,680 224,160
MDC 8 frames 947,968 161,680 224,160
of 224,160 bytes.
A.5 Conclusion
Items to note include:
i. Both transmission cost per GOP and overall transmission cost per clip reduces
as GOP increases.
ii. A GOP size greater than one mandates non-sequential encoding and transmission.
iii. GOP options 1 and 2 created two di erent frame hierarchies for the higher layers,
IBBBBBBBI and IBBBPBBBI respectively. GOP option 1 contains no P-frames.
Thus it is our opinion that GOP option 2 is the more conventional encoding to use
for a GOP of 8 and this is the encoding we have used to simulate our evaluation
results. Thus the GOP value used is twice the size of the GOPsize and equal to
the IntraPeriod used in the main JSVM configuration file.
iv. If the frameRateOut per layer is equal to the FrameRate then all layers provide
the same frame rates. Thus each frame contains the same number of layers. If
a lower layer contains a lower frameRateOut value, then some frames will not
contain data for that specific layer.
v. Table A.1 illustrates transmission cost relative to the GOP options illustrated.
vi. GOP of 1 has the highest transmission cost over 8 frames and GOP of 8 option
1 has the lowest. The increase in GOP of 8 option 2 relative to the cost over
GOP of 8 option 1 is the P-frame as well as minor increases in cost relative to
the B-frames. Remember P-frames are only one direction and only compensate
from previous I-frames, while the 4th frame B-frame, in GOP of 1 option 1, can
use both the first and 9th I-frame with which to reduce encoding cost.
vii. We can not make the assumption that the MDC achievable quality for the P-frame
would be the same for the B-frame. Regardless of the reduction in packet number,
the B-frame is now dependent not only on the achievable quality, viewable layer,
of the first I-frame, but it also dependent on the achievable quality of the ninth
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Value A.5 Conclusion
I-frame. Thus increasing the possibility of cascading loss over a number of frames,
or mandating low quality over the GOP.
viii. Please note that to fully understand this final comment, Section 3.3 should be
read first: Finally we can make the assumption that the achievable quality using
SD from Section 3.3.2, would be the same for both GOP of 8 options, irrespec-
tive of inter-dependency, assuming the same loss rate per frame. Remember SD
packetises to mandate packet equality, and it is the number of lost packets that
mandate viewable quality and not frame inter-dependence. The same layer value
will be defined for all frames per GOP.
E cient Delivery of Scalable Media Streaming
over Lossy Networks
211 Jason Quinlan
Appendix B
Subjective Testing Instructions
In this Appendix, we provide information on the questionnaire used and briefing notes
presented at the subjective testing. Prior to the commencement of the subjective
testing, Figure B.1 was shown, via a large screen projector, to all the test subjects and
this information was used to define the requirements of the subjects, with respect to
grading and ranking of the test clips. The grading sheet mentioned in these instructions
is presented in Figure B.3. During the duration of the subjective testing, for each clip
iteration, Figure B.2 was shown on screen, so as to permit the subjects ease of access
to the grading metrics.
Figure B.1: Briefing details presented prior to commencement of subjective testing
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Figure B.2: Overview of grading schemes utilised
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B. Subjective Testing Instructions
Subjective Testing of Adaptive Streaming Models
Iteration 1
NAME:  
Clip Rating:
Each%Clip%can%be%Rated%from%1%to%5,%with%1%being%the%lowest%rating%and%5%being%the%highest%rating.
Please%consider,%achievable%quality,%stream%consistency%and%least%annoyance%when%rating.
Clip Ranking:
Once%all%Clips%have%been%viewed,%please%Rank%the%clips%in%order%of%preference.
With%1%being%the%best%clip,%or%least%annoying,%and%7%the%worst%clip,%or%most%annoying.
Clip Number Clip Rating Clip Ranking
Notes:
===============================================================================
Please%do%not%write%below%this%line
SIGNATURE:%_______________________
SIGNATURE%OF%PROJECT%LEADER:%_________________________
%
%
%%
%%
%%
%
%
Clip%Seven %%
%%Clip%Six
Clip%One
Clip%Two
Clip%Three
Clip%Four
Clip%Five
Figure B.3: Questionnaire sheet provided for each iteration of the subjective testing
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Appendix C
Streaming Classes - Class
Packetisation extended
Evaluation Results
In this Appendix, we extend the example in Appendix 5.1.5.1 and provide examples
of defining the packet byte-size allocation based on fixed values of 1,440 bytes, 1,000
bytes and 500 bytes for each class, rather than the defined section size of the underlying
description model. Defining the packet byte-size allocation based on fixed byte sizes
is consistent with the packet byte-size allocation required for SVC, thus we shall view
these evaluation results as SVC-SC (SVC using a Streaming Class model). These values
define that all packets per GOP, over all classes, are the same byte size, but not of equal
importance (lower class packets are still of higher priority). We also defined a model
where a 1,440 byte threshold is allocated to the highest class, a 1,000 byte threshold
to the middle class and a 500 byte threshold to the lowest class, thus illustrating bytes
sizes relative to the underlying byte cost of the respective classes. While a final option
determines the number of packets for the highest layer using a 1,440 byte allocation, and
mandated that all lower classes utilise the same number of packets, as a result forcing
an optimal packet threshold for the lower classes based on the number of packets for the
highest class. Finally we illustrate results for these packet byte-size allocation models
over one loss rate of 10% and over four GOP values, e.g. GOP-1, GOP-8, GOP-16 and
GOP-32.
The focus of this appendix is to investigate the error resilience of SC under
di erent SC structures and packetisation options. Of the five Streaming class design
principles, as presented in Section 5.1, the allocation rates of the principles of Error
Resiliency and Class Packetisation and Granularity of Packet Data Byte-size are the
subject of this Appendix. For the remainder of the design principles, in our evaluated
results we mandate a Class Packet Loss Rate of 10%, a Layer Allocation and Hierarchy
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Table C.1: LRmax and LRmaxCi SVC-SC packet byte-size allocation per layer, and per
class, for 10% packet loss rates
Layer LRmax LRmaxCi Class
L8 14% 17%
Class 3L7 18% 22%
L6 23% 27%
L5 14% 17%
Class 2L4 18% 22%
L3 23% 27%
L2 14% 17% Class 1BL 18% 22%
Table C.2: Based on initial loss rate, maximum LRmax and LRmaxCi SVC-SC allocation
per layer, and per class, for a 10% packet loss rate
SVC-SC 10%
Layer LRmax LRmaxCi Class
L8 14% 17%
Class 3L7 18% 22%
L6 23% 27%
L5 28% 33%
Class 2L4 34% 39%
L3 40% 46%
L2 47% 53% Class 1BL 54% 61%
of three classes based on an eight layer SVC encoding, with class composition based on
resolution and a Streaming Class Structure of Independent Class Composition (ICC) is
used.
We begin by defining the values for the FEC allocation options LRmax (
'
µ+Ôµ()
and LRmaxCi (see equation 5.2 in Section 5.1.3) based on the 10% loss rate, as illustrated
in Table C.1. Table C.1 also illustrates the Layer Allocation and Hierarchy of the three
classes. In this example we extend the LRmax and LRmaxCi values over all classes, thus
increasing the overall transmission cost of SVC-SC. We use the same initial LRmax and
LRmaxCi allocation for all classes, e.g. 14% and 17% respectively. Note how the level
of FEC is based on the index of the layer in the underlying class, with higher layers
receiving lower levels of FEC and lower layers receive allocation rates based on the
preceding higher layer plus the standard deviation of the previous higher layer, i.e. the
FEC allocation rates of layer 7 are based on the FEC rates of layer 8 plus the square
root of the FEC rates of layer 8. Using this allocation rate of FEC, it can be seen that
while C1 is the highest priority class it contains the lowest levels of FEC, due to only
two layers being allocated to this class.
In the next option, illustrated in Table C.2, we apply the initial LRmax and LRmaxCi
allocation for all classes, e.g. 14% and 17% respectively, to the highest layer only, layer
E cient Delivery of Scalable Media Streaming
over Lossy Networks
216 Jason Quinlan
C. Streaming Classes - Class
Packetisation extended Evaluation
Results C.1 Varying Packet Size for a GOP of One
Table C.3: Transmission costs per layer for SVC, MDC, ALD, and per class for both FEC
allocation options for SVC-SC, for a packet loss rate of 10%. A GOP value of
one and the FEC allocation rates as per Table C.1 are implemented for these
results
Existing SVC-SC 10%
Layer SVC MDC ALD Class LRmax LRmaxCi
L8 9,483,746 19,334,064 12,075,882
Class 3 11,176,159 11,519,753L7 7,419,782 16,917,306 11,213,319
L6 5,640,092 14,500,548 10,350,756
L5 3,931,226 12,083,790 9,488,193
Class 2 4,619,070 4,760,894L4 2,993,946 9,667,032 8,625,630
L3 2,044,662 7,250,274 7,763,067
L2 1,232,574 4,833,516 6,900,504 Class 1 1,430,363 1,473,636BL 617,526 2,416,758 6,037,941
8. We then view the stream based on layer dependency rather than class structure,
and extend increasing levels of LRmax and LRmaxCi over all layers. This provides a
direct correlation between the level of FEC and the priority of the underlying layer.
In this option, the FEC rates of C3 are unchanged, while the rates of C1 and C2 have
increased. While the options shown in Table C.1 and Table C.2 can be viewed as the
minimum (best-case) and maximum (worst-case) FEC allocation rates for our schemes,
table C.2 can also be viewed as a outline of the possible LRmax and LRmaxCi rates that
can be used. An example of this would be to increase the allocation rate for C1 from
17% and 22% to 22% and 27% for LRmax and from 14% and 18% to 18% and 23% for
LRmaxCi . Thus providing a means of adapting the FEC allocation even further so as to
provide increased adaptation to loss or to degradation in viewable quality.
C.1 Varying Packet Size for a GOP of One
Table C.3 illustrates the GOP1 transmission cost for SVC, MDC, ALD (STF=6) and
SVC-SC for the FEC allocation rates LRmax and LRmaxCi as per Table C.1. Figure C.1
plots the transmission cost for the SVC-SC classes C1, C2 and C3 for LRmax and LRmaxCi
with packet loss rates from 0% to 10% based on the FEC rates of Table C.1. Note the
slight increase in transmission cost for LRmaxCi over LRmax. Note that the transmission
cost with a 0% packet loss rates, denotes the standard SVC transmission cost of each
of the highest layers per class.
From this point forward, we are going to use FEC to denote LRmax, as this is
our basic level of FEC and we are going to use FECmax to denote LRmaxCi , as this is
our maximum level of FEC. This is purely to make the legends and text in the plots
clearer and more legible. This would change the notation in Figure C.1 from LRmax
and LRmaxCi to the notation FEC and FECmax as used in Figure C.2. Note the plots
lines in Figure C.1 and Figure C.2 are identical as only the notation has changed.
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Figure C.1: Transmission cost for the SVC-SC classes C1, C2 and C3 for both LRmax
and LRmaxCi with packet loss rates from 0% to 10%
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Figure C.2: Transmission cost for the SVC-SC classes C1, C2 and C3 for both FEC and
FECmax with packet loss rates from 0% to 10%
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Evaluation results are provided for both FEC and FECmax and for five di erent
packet byte-size allocation schemes. Where each of the classes is defined based on the
same packet byte-size allocation, e.g. three di erent Packet threshold, Packetthres, are
simulated: 1,440 bytes, 1,000 bytes and 500 bytes. We also evaluate where each of
the classes is defined based on a di erent Packetthres, e.g. 500 bytes for C1, 1,000
bytes for C2 and 1,440 bytes for C3, and we call this multi, e.g. multiple di erent class
byte-allocations per stream. Additionally, we consider another packetisation scheme
in which we evaluate based on the number of packets transmitted. Rather than define
a di erent Packetthres for each class, we shall define the same number of packets for
each class, based on the number of packets defined for the highest class. Thus the
byte-allocation per packet is dependent on the bitrate per class. We call this scheme
‘Packetequal’. ‘Packetequal’ is similar to multi in that di erent Packetthres are defined
for each of the classes, but the Packetthres of ‘Packetequal’ is dynamically allocated
dependent on the number of packets created for the highest class, as apposed to the
static Packetthres allocation of multi. For extremely low quality streaming, situations
may occur where ‘Packetequal’ may mandate that the byte allocation of the packets of
the lowest classes contain only a small number of bytes. This would occur when the
quality of the encoded resolutions and their underlying bitrates are vastly di erent,
especially with reference to the highest and lowest quality levels, e.g. Full HD (1920 x
1080) at layer 8 and QCIF (176 x 144) at the base layer, but this allocation of resolution
during encoding would rarely, if ever, be selected.
Table C.4 shows for each of the packet byte-size allocation schemes: number of
packets sent per class, and per stream, for a defined loss rate, 10%, the header cost
of these packets, the packets lost per class, the loss rate determined per class and the
maximum per frame loss rate. Note that the percentage values are rounded up.
It can be seen that there is little variation in the overall loss rates per class,
relative to the loss rate experienced, thus illustrating the the loss rates are equally
spread overall classes. 500 byte packet threshold has the largest number of packets
transmitted followed by Packetequal and both of these options have the lowest maximum
loss rate per frame for all five schemes. Giving us our first indication that lower byte
cost, or a higher number of packets, can spread the e ects of network loss and improve
viewable quality.
For Figure C.3 it can be seen that the Packetthres of ‘500’, ‘multi’ and Packetequal,
called ‘equalP’ in the plot, provide the highest number of viewable frames for layer
8, with the lowest number of non decodable frames (un-viewable frames). But the
viewable quality across all layers and models is overall very bad. Figure C.4 does prove
that the minor increase in FEC provided by FECmax is very beneficial to the overall
quality, with marked reductions in all the lower layers and noticeable increases in the
highest layer, but the noticeable levels of non decodable frames (un-viewable frames),
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Table C.4: FEC and FECmax models for all four Packetthres, as well as Packetequal.
Values are illustrated for packets transmitted, additional packet header cost
(60 bytes per packet for header information) and individual packets sent,
packets received, loss rate per class and maximum loss rate per frame for
SVC-SC, for an overall packet loss rate of 10% and a GOP of one.
SVC-SC 10% Di erent packet loss rates per class, with a GOP of 1
FEC FECmax
Byte size 1,440 1,000 500 Multi Packetequal 1,440 1,000 500 Multi Packetequal
# Packets 8,215 11,594 22,776 11,034 14,082 8,469 11,969 23,487 11,379 14,532
Header Cost 492,900 695,640 1,366,560 662,040 844,920 508,140 718,140 1,409,220 682,740 871920
Packets Sent
C1 1,169 1,158 3,000 3,000 4,694 1,194 1,609 3,096 3,096 4,844
C2 2,352 3,340 6,516 3,340 4,694 2,431 3,439 6,725 3,439 4,844
C3 4,694 6,696 13,260 4,694 4,694 4,844 6,921 13,666 4,844 4,844
Packets Received
C1 1,038 1,401 2,733 2,686 4,247 1,068 1,445 2,786 2,786 4,374
C2 2,101 3,019 5,816 3,011 4,204 2,196 3,107 6,082 3,084 4,338
C3 4,256 6,001 11,943 4,225 4,224 4,360 6,211 12,271 4,361 4,365
Loss Rate (LR)
C1 11% 10% 9% 10% 10% 11% 10% 10% 10% 10%
C2 11% 10% 11% 10% 10% 10% 10% 10% 10% 10%
C3 9% 10% 10% 10% 10% 10% 10% 10% 10% 10%
Max per Frame LR
C1 100% 80% 44% 50% 45% 75% 75% 50% 50% 33%
C2 50% 40% 30% 56% 36% 44% 44% 30% 42% 46%
C3 33% 38% 22% 46% 42% 50% 35% 25% 42% 43%
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Figure C.3: Example of the number of viewable layers for SVC-SC, for each of the
FECPacketthres, at a packet loss rate of 10%
approximately 20% for Packetthres of ‘500’ and ‘multi’, and 13% for ‘equalP’ is still
too high.
One item to note across both FEC models is that the consistency of quality for
layers 3 and 6 (lowest layers for C2 and C3) are very similar, with this consistency also
evident in layers 4 and 7 (mid layers for C2 and C3) for FECmax only. We believe this
illustrates that lower levels of FEC will provide consistent quality for di erent class
streaming models, but an FEC level higher than FECmax will be required.
Figure C.5 and Figure C.6 illustrate a two second example of variation in viewable
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Figure C.4: Example of the number of viewable layers for SVC-SC, for each of the
FECmaxPacketthres, at a packet loss rate of 10%
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Figure C.5: A two second example of variation in viewable quality for all FEC models,
at a packet loss rate of 10%
quality for all packet byte-size allocation schemes with reference to Figure C.3 and
Figure C.4 respectively. Note that all schemes fail to provide consistency of quality.
Thus it can be determined that for this GOP value and these FEC levels, consistency
of quality is unavailable and degradation of quality will occur. All of the models show
wide variation in viewable quality over time, while ‘500’ for FECmax does show some
increase in quality but this is limited to only a subset of the viewable frames, and would
only provide limited increases in perceived quality.
Figure C.7 and Figure C.8 illustrate an increase in the FEC/FECmax allocation
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Figure C.6: A two second example of variation in viewable quality for all FECmax mod-
els, at a packet loss rate of 10%
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Figure C.7: Example of the number of viewable layers for SVC-SC, for each of the
FECPacketthres, at a packet loss rate of 10%. This image illustrates an
increase in the FEC for C1 and C2 based on the worst case scenario, as
shown in Table C.2.
to C1 and to C2. Allocation rates for C3 remain unchanged. The FEC/FECmax
allocation are based on the direct correlation scenario, as shown in Table C.2. Note
the large decrease in lower layer viewing and increase for most schemes in the highest
class, with reference to Figure C.3 and Figure C.4 respectively, with a Packetthres of
500 bytes for all three classes using FECmax allocation rates providing near complete
C3 viewing.
Finally Table C.5 presents the cumulative transmission cost of the three classes
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Figure C.8: Example of the number of viewable layers for SVC-SC, for each of the
FECmaxPacketthres, at a packet loss rate of 10%. This image illustrates
an increase in the FECmax for C1 and C2 based on the worst case scenario,
as shown in Table C.2.
Table C.5: Cumulative transmission cost of the three classes based on the respective
underlying FEC allocation rate, e.g. Table C.1 (best case) and Table C.2
(worst case)
Table C.1 Table C.2
FEC FECmax FEC FECmax
L8
Class 3 11,176,159 11,519,753 12,014,762 12,447,975L7
L6
L5
Class 2 4,619,070 4,760,894 5,457,673 5,689,116L4
L3
L2
Class 1 1,430,363 1,473,636 1,855,808 1,935,993BL
based on the respective underlying FEC allocation rate, e.g. Table C.1 (best case)
and Table C.2 (worst case). We note that for FECmax, Table C.2 has increased the
cumulative transmission cost of C1 by 32%, C2 by 19% and C3 by 8%. When we
view these costs with respect to ALD from Table C.3 we note a reduction in C1 for
FECmax of 72%, in C2 of 40% but an increase of 3% in C3. While the transmission
cost for FECmax in C1 with respect to SVC is an increase of 57%, but when compared
to the C1 cost for MDC (293%) and ALD (460%), this is a dramatic decrease in overall
transmission cost for C1. Similar savings can be made in C2.
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Table C.6: FEC and FECmax models for all four Packetthres, as well as Packetequal.
Values are illustrated for packets transmitted, additional packet header cost
(60 bytes per packet) and individual packets sent, packets received, loss rate
per class and maximum loss rate per frame for SVC-SC, for an overall packet
loss rate of 10% and a GOP of eight.
SVC-SC 10% Di erent packet loss rates per class, with a GOP of 8
FEC FECmax
Byte size 1,440 1,000 500 Multi Packetequal 1,440 1,000 500 Multi Packetequal
# C3 Trans Cost 4,679,425 4,679,944 4,681,985 4,679,896 4,680,918 4,824,226 4,824,655 4,826,978 4,824,952 4,825,324
# Packets 3,303 4,736 9,418 4,404 6,021 3,405 4,880 9,702 4,534 6,201
Header Cost 198,180 284,160 565,080 264,240 361,260 204,300 292,800 582,120 272,040 372,060
Packets Sent
C1 392 561 1,103 1,103 2,007 404 576 1,132 1,132 2,067
C2 904 1,294 2,573 1,294 2,007 934 1,335 2,652 1,335 2,067
C3 2,007 2,881 5,742 2,007 2,007 2,067 2,969 5,918 2,067 2,067
Packets Received
C1 345 495 984 975 1,791 364 511 1,020 1,016 1,858
C2 806 1,163 2,324 1,153 1,808 833 1,203 2,404 1,201 1,841
C3 1,790 2,559 5,153 1,821 1,812 1,836 2,664 5,285 1,847 1,876
Loss Rate (LR)
C1 12% 12% 11% 12% 11% 10% 11% 10% 10% 10%
C2 11% 10% 10% 11% 10% 11% 10% 9% 10% 11%
C3 11% 11% 10% 9% 10% 11% 10% 11% 11% 09%
Max per Frame LR
C1 50% 30% 28% 27% 22% 38% 31% 22% 22% 20%
C2 27% 18% 15% 20% 21% 22% 24% 18% 19% 18%
C3 21% 100% 15% 17% 22% 21% 18% 16% 25% 18%
C.2 Varying Packet Size for a GOP of Eight
Table C.6 is the GOP of eight equivalent of Table C.4. Note the decrease in max loss
rate per frame, as well as the decrease in overall transmission cost, as GOP increases.
The remainder of this section compares GOP8 plots and figures to the previously shown
GOP1 plots and figures.
Figures C.9 to C.10 illustrate a direct comparison to Figures C.3 to C.4. Note
how a higher GOP value provides overall higher quantities of the higher layers, but still
with excessive numbers of non-decodable frames. This is primarily due to the cascading
e ect of SD packetisation, where a higher packet loss rate, bursty loss, in one GOP will
a ect all frames for that GOP, thus mandating low or no decodable quality. Also note
how the relatively small increase provided by FECmax can show vastly improved higher
layer viewing numbers, especially noticeable in Figure C.10 for ‘500’ and ‘equalP’.
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Figure C.9: Example of the number of viewable layers for SVC-SC, for each of the
FECPacketthres, at a packet loss rate of 10% and a GOP of 8
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Figure C.10: Example of the number of viewable layers for SVC-SC, for each of the
FECmaxPacketthres, at a packet loss rate of 10% and a GOP of 8
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Figure C.11: A two second example of variation in viewable quality for all FEC schemes,
at a packet loss rate of 10% and a GOP of 8
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Figure C.12: A two second example of variation in viewable quality for all FECmax
schemes, at a packet loss rate of 10% and a GOP of 8
Plots C.11 and C.12 illustrate a direct comparison to Plots C.5 and C.6. Note the
consistency of layer quality that is provided by a larger GOP value (play out over all 8
frames in the GOP), but with noticeably large variation in the quality. Again note the
large increase in quality provided by the relatively small increase provided by FECmax,
especially for ‘500’, ‘multi’ and ‘equalP’. As previously mentioned, the cascading e ect
mandated by the frame interdependence within a GOP forces all frames within a GOP
to the same layer value. This can be seen to be beneficial for high quality levels, but is
detrimental to users when low quality is mandated.
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Figure C.13: Example of the number of viewable layers for SVC-SC, for each of the
FECPacketthres, at a packet loss rate of 10% and a GOP of 8. This image
illustrates an increase in the FEC for C1 and C2 based on the worst case
scenario, as shown in Table C.2.
Figures C.13 to C.14 illustrate a direct comparison to Figures C.7 to C.8, where
the FEC levels have been increased in C1 and C2. For FECmax we increase the FEC in
C1 and C2 to the maximum, while maintaining the standard level of FEC to C3, and
note near continuous quality over the layers in C3 for all schemes except for Packetthres
1,440 bytes. This illustrates that adaptation of the FEC levels in the lowest layers, or
highest prioritised classes, is most beneficial to overall quality, and that lower levels of
FEC can be utilised in the higher classes to increase, or maintain high levels, of viewable
quality. Plot C.15 illustrates the near consistency in viewable quality at quality layer
8, for all models with FECmax. We begin now to see that adaptation in the GOP
frame level, as well as the FEC level per class can increase overall viewable quality.
The results for GOP-8 illustrate that as GOP value increase, the same level of
FEC provides for a noticeable increase in the viewable quality.
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Figure C.14: Example of the number of viewable layers for SVC-SC, for each of the
FECmaxPacketthres, at a packet loss rate of 10% and a GOP of 8. This
image illustrates an increase in the FECmax for C1 and C2 based on the
worst case scenario, as shown in Table C.2.
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Figure C.15: A two second example of variation in viewable quality for all FECmax
models, at a packet loss rate of 10% and a GOP of 8. This illustrates an
increase in the FECmax for C1 and C2 based on the worst case scenario,
as shown in Table C.2
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Table C.7: FEC and FECmax models for all four Packetthres, as well as Packetequal.
Values are illustrated for packets transmitted, additional packet header cost
(60 bytes per packet) and individual packets sent, packets received, loss rate
per class and maximum loss rate per frame for SVC-SC, for an overall packet
loss rate of 10% and a GOP of sixteen.
SVC-SC 10% - Di erent packet loss rates per class, with a GOP of 16
FEC FECmax
Byte size 1,440 1,000 500 Multi Packetequal 1,440 1,000 500 Multi Packetequal
# C3 Trans Cost 3,720,325 3,720,920 3,722,521 3,720,844 3,721,817 3,835,615 3,835,926 3,837,584 3,836,188 3,836,895
# Packets 2,611 3,748 7,471 3,478 4,794 2,692 3,862 7,698 3,583 4,944
Header Cost 156,660 224,880 448,260 208,680 287,640 161,520 231,720 461,880 214,980 296,640
Packets Sent
C1 307 438 869 869 1,598 317 452 893 893 1,648
C2 706 1,011 2,013 1,011 1,598 727 1,042 2,075 1,042 1,648
C3 1,598 2,299 4,589 1,598 1,598 1,648 2,368 4,730 1,648 1,648
Packets Received
C1 267 399 781 781 1,445 287 404 804 787 1,475
C2 636 901 1,814 891 1,432 658 931 1,884 928 1,471
C3 1,420 2,051 4,123 1,425 1,426 1,452 2,119 4,235 1,480 1,491
Loss Rate (LR)
C1 13% 9% 10% 10% 10% 9% 11% 10% 12% 10%
C2 10% 11% 10% 12% 10% 9% 11% 9% 11% 11%
C3 11% 11% 10% 11% 11% 12% 11% 10% 10% 10%
Max per Frame LR
C1 27% 31% 17% 21% 14% 27% 25% 21% 24% 17%
C2 27% 16% 16% 21% 15% 18% 16% 16% 18% 16%
C3 20% 16% 15% 15% 19% 20% 16% 14% 15% 20%
C.3 Varying Packet Size for a GOP of Sixteen
Table C.7 is the GOP of sixteen equivalent of Table C.4. Note that as we increase GOP
value, there is a noticeable decrease in max loss rate per frame, as well as the decrease
in overall transmission cost. The remainder of this section compares the GOP of 16
plots and figures to the previously shown GOP of 1 and GOP of 8 plots.
Figures C.16 to C.17 illustrate a direct comparison to Figures C.9 to C.10, based
on the best case, lowest level, allocation of FEC as per Table C.1. Note how high levels
of layer 8 are available for FECmax, even with the lowest level (best case) of FEC
allocation. Also note how the loss is now being forced towards the highest layer in
the lower classes, i.e. from layer 1, layer 4, such that the SD packetisation is now best
equipped to deal with loss over a larger number of frames, as well as over a greater
overall bitrate per GOP.
Plots C.18 and C.19 illustrate a two second example of variation in viewable
quality for all FEC schemes with minimum FEC allocation. Note how for FECmax,
‘500’ and ’1440’ are now able to achieve consistency of quality at the highest layer for
the duration of the time period shown. Further illustrating how a higher number of
frames per GOP as well as an adaptive FEC allocation can be provide consistency of
quality over time.
Figures C.20 to C.21 illustrate an increase in the FEC in C1 and C2 to the
maximum worst case level, while maintaining the standard level of FEC to C3 as
per worst case allocation rates shown in Table C.2. As can be seen in FECmax,
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Figure C.16: Example of the number of viewable layers for SVC-SC, for each of the
FECPacketthres, at a packet loss rate of 10% and a GOP of 16
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Figure C.17: Example of the number of viewable layers for SVC-SC, for each of the
FECmaxPacketthres, at a packet loss rate of 10% and a GOP of 16
‘500’ and ‘1000’ so no degradation in viewable quality, as all 300 frames can be shown
at layer 8. This illustrates that for this level of GOP, a lower level of FEC maybe
su cient to mandate the non degradation in viewable quality. It is also important
to note that all schemes are now viewable within the highest class, i.e. within the
highest resolution, thus variations in viewable quality is limited only to fidelity levels,
thus further limiting the variation in noticeable perceived quality to spatial rather than
temporal issues. Plot C.22 illustrates the near consistency in viewable quality for all
models with FECmax within the time period illustrated.
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Figure C.18: A two second example of variation in viewable quality for all FEC schemes,
at a packet loss rate of 10% and a GOP of 16
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Figure C.19: A two second example of variation in viewable quality for all FECmax
schemes, at a packet loss rate of 10% and a GOP of 16
In Figure C.21, we have reached a error resiliency threshold for FECmax models
1,000 bytes, 500 bytes using worst case FEC allocation, as we have attained continuous
maximum quality decoding of layer 8. In Figures C.20 we also note that the lower FEC
allocation rate is su cient to provide full C1 and C2 decoding, while only C3 requires
the additional FECmax allocation to maximise quality. Thus we now have an adaptive
mechanism by which to maximise quality for the individual stream classes. As we have
seen before, as we increase the GOP value, the same levels of FEC allocation provide
an increase in viewable quality, as loss can now be distributed over more frames, or
specifically over more bytes, thus forcing the loss to the FEC allocated levels rather
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Figure C.20: Example of the number of viewable layers for SVC-SC, for each of the
FECPacketthres, at a packet loss rate of 10% and a GOP of 16. This
image illustrates an increase in the FEC for C1 and C2 based on the worst
case scenario, as shown in Table C.2.
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Figure C.21: Example of the number of viewable layers for SVC-SC, for each of the
FECmaxPacketthres, at a packet loss rate of 10% and a GOP of 16. This
image illustrates an increase in the FECmax for C1 and C2 based on the
worst case scenario, as shown in Table C.2.
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Figure C.22: A two second example of variation in viewable quality for all FECmax
models, at a packet loss rate of 10% and a GOP of 16. This illustrates an
increase in the FECmax for C1 and C2 based on the worst case scenario,
as shown in Table C.2
than to specific frames or layers within the GOP.
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Table C.8: FEC and FECmax models for all four Packetthres, as well as Packetequal.
Values are illustrated for packets transmitted, additional packet header cost
(60 bytes per packet) and individual packets sent, packets received, loss rate
per class and maximum loss rate per frame for SVC-SC, for an overall packet
loss rate of 10% and a GOP of thirty two.
SVC-SC 10% - Di erent packet loss rates per class, with a GOP of 32
FEC FECmax
Byte size 1,440 1,000 500 Multi Packetequal 1,440 1,000 500 Multi Packetequal
# C3 Trans Cost 3,158,123 3,158,382 3,160,689 3,158,353 3,159,005 3,255,771 3,256,625 3,258,020 3,256,052 3,256,772
# Packets 2,210 3,174 6,331 2,936 4,098 2,276 3,270 6,524 3,022 4,218
Header Cost 132,600 190,440 379,860 176,160 245,880 136,560 196,200 391,440 181,320 253,080
Packets Sent
C1 255 364 723 723 1,366 263 373 742 742 1,406
C2 589 847 1,689 847 1,366 607 874 1742 874 1,406
C3 1,366 1,963 3,919 1,366 1,366 1,406 2,023 4,040 1,406 1,406
Packets Received
C1 219 319 646 636 1,218 230 334 673 652 1,269
C2 522 771 1,524 758 1,215 546 784 1,568 786 1,252
C3 1,231 1,736 3,519 1,223 1,233 1,255 1,796 3,623 1,257 1,255
Loss Rate (LR)
C1 14% 12% 11% 12% 11% 13% 10% 9% 12% 10%
C2 11% 9% 10% 11% 11% 10% 10% 10% 10% 11%
C3 10% 12% 10% 10% 10% 11% 11% 10% 11% 11%
Max per Frame LR
C1 36% 23% 16% 19% 15% 22% 27% 14% 18% 15%
C2 21% 13% 14% 16% 16% 16% 14% 17% 15% 16%
C3 14% 16% 12% 14% 14% 16% 14% 12% 15% 14%
C.4 Varying Packet Size for a GOP of Thirty Two
Table C.8 contains the details for a GOP of thirty two. Note the decrease in max loss
rate per frame, as well as the decrease in overall transmission cost, as GOP increases.
Rather than illustrate results for both FEC allocation tables, Table C.1 and
Table C.2, we will just illustrate the results for Table C.2. We note that for the results
based on Table C.1, only one specific GOP was unable to provide layer 8 decoding for
FECmax Packetthres 1,000 bytes and 500 bytes.
Figures C.23 to C.24 illustrate an increase in the FEC in C1 and C2 to the max-
imum worst case level, while maintaining the standard level of FEC to C3. Plot C.25
illustrates two seconds of consistency in viewable quality for all models with FECmax.
As seen in Figure C.24 only Packetthres 1,440 was unable to provide continuos layer 8
(for one GOP layer 7 was decodable). We further evaluated GOP of 32 (not shown)
and found that when we increased the FECmax allocation of C1 from 17% and 22%
to 22% and 27% respectively, based on Table C.1, that excluding Packetthres 1,440,
all the other models were able to decode all but one of the GOP at layer 8. Further
increasing C1 from 22% and 27% to 27% and 33% respectively and increasing C2 from
17%, 22% and 27% to 22%, 27% and 33% respectively increased viewable quality of the
three models to full layer 8 decoding, while Packetthres 1,440 bytes and ‘multi’ were
able to decode all but one of the GOP at layer 8. This further illustrates the adaptive
FEC allocation, as well as the packetisation byte-allocation, mechanisms proposed can
find the optimal level of FEC, but as defined a non-default initial level is required prior
to GOP value determination. It is be concluded that higher GOP values will reduce
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Figure C.23: Example of the number of viewable layers for SVC-SC, for each of the
FECPacketthres, at a packet loss rate of 10% and a GOP of 32. This
image illustrates an increase in the FEC for C1 and C2 based on the worst
case scenario, as shown in Table C.2.
overall FEC levels even further.
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Figure C.24: Example of the number of viewable layers for SVC-SC, for each of the
FECmaxPacketthres, at a packet loss rate of 10% and a GOP of 32. This
image illustrates an increase in the FECmax for C1 and C2 based on the
worst case scenario, as shown in Table C.2.
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Figure C.25: A two second example of variation in viewable quality for all FECmax
models, at a packet loss rate of 10% and a GOP of 32. This illustrates an
increase in the FECmax for C1 and C2 based on the worst case scenario,
as shown in Table C.2
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C.5 Conclusion
We noted with a GOP of 1, that the worst case FEC allocation could not provide
continuous layer 8 quality, while with a GOP of 8 the same level of FEC allocation
provides near continuous layer 8 quality for all schemes. While for a GOP of 16 and
GOP of 32 we were able to reduce FEC allocation rates for C1 (GOP of 16) and for C1
and C2 (GOP of 32) while mandating maximised viewable quality. Thus illustrating
both adaptation in FEC allocation and packet byte-size allocation by which viewable
quality can be preserved and stabilised during moment of packet loss.
As GOP increases, we note that the range of maximum per frame loss rates is
smaller. Thus leveraging the benefits of sharing the GOP loss rate over more frames.
Note: the maximum loss rate per frame is actually the maximum loss rate per GOP,
but because of how we packetise the layer and frames per GOP, both per frame and
per GOP values are equal. In these results, we did not increase the FEC or FECmax
for C3. Increasing error resiliency in C3 will only increase viewable quality in C3, while
increases in error resiliency in lower classes benefit both the individual lower class and
all higher classes. As seen, as GOP values increases, the minimum level of FEC or
FECmax for C3 was adequate for most models to stream at maximum quality.
Finally, we note that for a GOP of 1 that a transmission cost of 12,447,975 bytes
is required for FECmax while a GOP of 32 will mandate a reduced transmission cost
of 3,494,525 bytes, thus illustrating that lower FEC rates per layer and a lower overall
transmission cost can provide maximised viewable quality at higher GOP values.
E cient Delivery of Scalable Media Streaming
over Lossy Networks
237 Jason Quinlan
Glossary
1080p Resolution of 1920x1080 (WxH).
4CIF Resolution of 704x576 (WxH).
4K Also known as UHD.
ALD Adaptive Layer Distribution.
ANA Application-Layer Network Aware.
AU Access Units - SVC specific.
AVC Advanced Video Coding Standard (H.264).
B-C Best Case.
BL Base Layer - SVC specific.
CDN Content delivery network.
CGS Course-Grained Scalability.
CIF Resolution of 352x288 (WxH).
CMSE Centralised Media Streaming Element.
DASH Dynamic Adaptive Streaming over HTTP.
dB decibels.
Did Dependency identifier - also known as Lid.
Di serv Di erentiated services.
DTQ (dependency_id, temporal_id, quality_id).
EL Enhancement Layers - SVC specific.
ESS Extended Spatial Scalability.
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Glossary
FEC Forward Error Correction.
GOF Group of Frames.
GOP Group of Pictures.
HD High Definition - see 1080p for resolution size.
HEVC High E ciency Video Coding Standard (H.265).
ICC Independent Class Composition.
ICI Increased Class Interdependency.
IDD Incremental Datagram Delivery.
IER Improved Error Resiliency.
IPTV Internet Protocol Television.
IRP Improved Resiliency Packetisation.
I-SDC SDC with Incremental Datagram Delivery.
JSVM Joint Scalable Video Model.
LId Dependency identifier - also known as Did.
MBR Multi-bitrate.
MDC Multiple Description Coding.
MGS Medium-Grained Scalability.
MLS Multi-protocol Label Switching.
MOS Mean Opinion Score.
MSE Mean Squared Error.
MTAP Multiple Time Aggregation Packet.
NAL Network Abstraction Layer.
P2P Peer to Peer.
PET Priority Encoding Transmission.
PSNR Peak Signal-to Noise Ratio.
PSS 3GPP Packet-switched Streaming Service.
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QCIF Resolution of 176x144 (WxH).
Qid Quality identifier.
QOE Quality of Experience.
QoP Quality of Perception.
QoS Quality of Service.
QP Quantisation Parameter.
ROP Reduced Overhead Packetisation.
RTCP Real-Time Control Protocol.
RTP Real-Time Transport Protocol.
SC Streaming Class.
SD Section Distribution.
SDC Scalable Description Coding.
SDC-NC Network Coding for SDC.
SDN Software Defined Networks.
SDP Section-based Description Packetisation.
SMDC Scalable Multiple Description Coding.
SSIM Structural Similarity Index Metric.
STAP Single Time Aggregation Packet.
STF Section Thinning Factor.
SVC Scalable Video Coding.
SVC-SC SVC using a Streaming Class model.
TCP Transmission Control Protocol.
TId Temporal identifier.
UDP User Datagram Protocol.
UEP Unequal Error Protection.
UHDTV Ultra High Definition TV - approximately four times the resolution of HD.
Video Coding Layer Video Coding Layer.
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Glossary
W-C Worst Case.
XOR exclusive disjunction.
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