Abstract. The paper describes the research on the classifiers for brain-computer interface (BCI) based on Steady State Visually Evoked Potential (SSVEP). Authors presented research on the checking the usability of classifiers for recognizing an EEG signal during the stimulus. Three classifiers have been checked: Support Vector Machine (SVM), Linear Discriminant Analysis (LDA) and one based on Artificial Neural Network (ANN). First part is concentrated on brain-computer interfaces and classification of them. The second part describes algorithms of all using classifiers. In the next part, authors present test stand and how the experiment is built. The last part consists of results of these tests. The best was the classifier based on Artificial Neural Network -up to 95% of correct identified. The worst results were obtained from Support Vector Machine -about 70%.
Introduction
Nowadays, people cannot imagine life without computers. So, it is normal that they are used to newer devices to control them. At present, two main trends are observed. These are vision system interfaces and interfaces based on human biosynthesis. In the first area, people use various cameras, such as Microsoft Kinect [1] , to track and recognize some gestures or body movements. In the other area, the most popular are interfaces using electromyographic (EMG) sensors like the Myo armband [2] , which can recognize hand and arm gestures using the electrical activity of forearm's muscles or brain-computer interfaces (BCI), which can recognize some activities directly from the brain [3] . There are many methods which can be used to monitor brain activity [4] : -Electroencephalography (EEG), -Positron emission tomography (PET), -Functional magnetic resonance imaging (fMRI), -Magnetoencephalography (MEG).
Owing to decreasing prices of headsets, BCIs based on EEG are developing rapidly [5] . EEG is a noninvasive method used to record the activity of brain from the examined person skull through the electrodes. Currently, the most popular and most commonly used system of electrodes placement is a "10-20" system [6] . This is an international system to describe and apply the location of scalp electrodes in the context of an EEG test or experiment. This method was created to guarantee standardized reproducibility. Thus, the EEG results of different people can be compared to each other. This system is based on a relationship between a location of an electrode and an underlying area of cerebral cortex. The name of this system refers to the fact that actual distances between adjacent electrodes are either 10% or 20% of the total front-back or right-left distance of the skull. The electrodes placement in this system is shown in Fig.1 . All electrodes are labelled with a capital letter and a number. The letter refers to the area of brain e.g. F -Frontal lobe and T -Temporal lobe. Moreover, even numbers refer to the right side of the head and odd numbers the left side. 
Classification of BCIs
Currently, the basic method for brain-computer interfaces is electroencephalography, as it provides an opportunity to observe changes in brain activity in a short period of time. Unfortunately, EEG caps have poor spatial resolution and signal susceptibility to interference by artefacts from both, facial expressions and other activities of the body [7] . In the article [8] , authors have shown how to find artefacts in the electroencephalogram using artificial neural network. Fig. 2 shows currently used methods to measure brain activity. Passive methods use external stimuli to induce brain activity. In active methods, human brain activity is caused through adequate imaginary [7] . 3 . Classification of hybrid BCIs [7] .
BCI
Furthermore, more than only one type of interface can be used to increase the accuracy of the classification commands at parallel connection or increase the number of possible commands. BCI method can be also linked with other interfaces, such as speech recognition or eye movement observation, to make hybrid method. The aim is to have more accurate commands recognition and expanding their numbers [7] .
Steady-State Visually Evoked Potential (SSVEP)
Steady-State Visually Evoked Potential (SSVEP) is a periodic call of evoked potentials through repeated visual stimulation. Usually, the frequency of blinking is more than 6Hz [9] . Flashing light is commonly used as a stimulating element. It is possible to use a LED diode or bulb or monitor with blinking point or chessboard [10] . Corresponding to the stimulation frequency and their harmonics, in an EEG signal appears the same frequency [11] . Therefore, a person without prior training can use this method for testing, which is the most important advantage of this method. Fig. 4 shows the Fast Fourier Transformation of signal taken from electrode called Oz, during initial testing of the SSVEP method. In Fig. 4a , the FFT is shown while the LED is not blinking and in Fig. 4b , the FFT of the same electrode output signal is shown when white LED is flashing with frequency 15 Hz. 
State of art
Nowadays, brain-computer interfaces are built worldwide. In this state of art, authors present only this BCI which structure is based on Steady State Evoked Potential. Articles mentioning another two methods, shown in Fig. 2 ., are omitted.
In the article [11] authors created a speller based on Steady-State Visually Evoked Potential. Evoked potentials and stimulating subjects, by stimuli of frequencies from 6.66 to 8Hz, were indispensable for that purpose. The monitor with five squares was used. Three of them were used to divide the alphabet into 3 subgroups. On next level, a group of nine signs was divided into next 3 subgroups. On the last level, a user chose one letter. The other squares were used to delete letter and repeat the last action.
The authors of the article [12] were using the SSVEP to control prosthetic hand. Four kinds of commands can be invoked by the blinking field on the screen. Fields had a rate of 6Hz for the command "turn the hand to the left", 7Hz for the command "turn the hand to the right", 8Hz for the command "open the hand", 13Hz for the last command "close the hand".
In the article [5] authors presented the possibility of SSVEP to control a virtual car in virtual reality. Two HUD screens were used to display images of frequencies, 12 and 13Hz respectively for the command "turn left" or "turn right". Respondents got around previously designed route.
The authors of the article [13] used the SSVEP method to build hybrid BCI. They combined the SSVEP and MI task to play Tetris game. The SSVEP method was responsible for the left and right rotation of blocks and pause the game. The MI tasks were responsible for the left and right movement of blocks.
Classifiers
Three classifiers were considered in this paper: Linear Discriminant Analysis (LDA), Support Vector Machine (SVM) and Artificial Neural Network (ANN). The following subsections describe their algorithms.
Linear Discriminant Analysis (LDA)
Linear Discriminant Analysis (LDA) is a very important classifier, which can be used for wide variety of problems. For instance, in different machine learning problems, such as pattern or face recognition, feature extraction and data dimensionality reduction [14] .
In this method, the ratio of between-class variance to the within-class variance in any data set is maximized, what guarantees maximal separability [15] .
In this article, authors used LDA to two-class problem. In first step, the data sets were formulated (1). 
The equation (2) was used to compute the mean of each data set and mean of entire data set, where μ1 was mean of set1 and μ2 mean of set2, p1 and p2 were the a priori probabilities of the classes. In the case of this simple two-class problem, the probability factor was assumed to be 0.5.
Within-class and between-class scatter in LDA method were used to formulate criteria for class separability. Covariance of each of the classes was the expected for within-class scatter. The scatter measures were computed using (3).
The following equation was used to compute covariance matrix (4).
The between-class scatter was computed using the equation (5).
As defined earlier, the optimizing criterion in LDA was the ratio of between-class scatter to the within-class scatter. Maximizing this criterion defined the axes of the transformed space. The class-dependent transform of the optimizing criterion was computed using equations (4) and (5) . If the LDA is a class dependent type, all lasses should have separate optimizing criterion for each class. The equation (6) was used to compute the optimizing factors in case of class dependent type.
The optimizing criterion for the class independent transform was computed (7).
Having obtained the transformation matrices, the data sets should be transformed using the single LDA transform or the class specific transforms whichever the case may be. The decision region in the transformed space was a solid line separating the transformed data sets. For the class dependent LDA - (8) and for the class independent LDA -(9).
When the transformations were completed, Euclidean distance or RMS distance was used to classify data points. Euclidean distance was computed using (10), where μ was the mean of the transformed data set. Thus, for classes Euclidean distances were obtained for each test point.
The smallest Euclidean distance among all distances classified the test vector as belonging to class n [14] .
Support Vector Machine (SVM)
Support Vector Machines (SVMs) are a set of related methods for supervised learning, applicable to both classification and regression problems. 
C-Support Vector Classification
In first step C-SVM solves the following (11) optimization problem.
In this equation ϕ( ) maps into a higherdimensional space and C > 0 is the regularization parameter. It is possible that the vector variable w will be high dimensionality. Usually, this problem is solved by equation (12) . 
Equation (14) is a decision function.
Nu-Support Vector Classification
In first step Nu-SVM solves the following (15) optimization problem.
Usually, this problem is solved by equation (16) . 
Equation (18) is decision function.
Artificial Neural Network (ANN)
Artificial Neural Network (ANN) used in this classifier is Multilayer Perceptron (MLP). ANN consists of at least two layers, which means that in this method only one hidden layer is used. The number of neurons on this layer is changeable. Inside the hidden layer, the hyperbolic tangent is used as the activation function. Backpropagation algorithm is used to teach the ANNs. It is one of the most popular methods of teaching ANN [18] . The aim is to minimize the error E between the network outputs O and the target values T in step t, using the method of steepest descent in a network. In the equation (19) S stands for training samples and N for the number of neurons in the output layer [18, 19] .
In this method, the idea is to iterate to the moment when error E decreases. In the first step of teaching algorithm, all weights of network w are set on small random numbers and a low learning rate η is selected. In the next step, the input x is propagated forward through the ANN. The computed values for each output O are being saved. The errors are being propagated backwards through the network. For every output of the network, an error δ k is being computed (20) .
The equation (21) is used to calculate error δ h for each hidden neuron, where i h stands for input of the activation function from earlier units.
The equation (22) is used to update the weights w ji in all layers.
Designing a neural network structure, consisting of several layers and the quantity of neurons in each layer, may be convoluted. At this moment, it is worth mentioning the Kolmogorov's theorem, in accordance with every continuous real function ( 1 , … , ) , which could be approximated using the function (23).
Equipment and experiment
In this paper, authors presented study conducted with the use of a neuroheadset called Emotiv EPOC+, which related to a computer via Bluetooth (Fig. 5 ). This device consisted of 14 EEG channels + 2 reference electrodes, which were placed in accordance with the "10-20" system (described before). Emotiv EPOC+ device uses one 16-bit ADC with a sampling rate of 256 samples per second (2048 Hz internal). This device could recognize all five main brain rhythms since it received brain waves in a bandwidth of 0.16 to 43 Hz [20] .
Fig. 5.
Emotiv EPOC+ headset [19] .
Authors have built a special light with dimensions of 45x45x45 mm. Inside of it, there was a 3W Power LED (Fig. 6) . Thanks to the RGB LED, there is possible to flash a light in different colours. A control module based on the Atmega 328P microcontroller has been developed, allowing to set the diode frequency between 5 and 30 Hz, and set the brightness of the diode in the range of 0 to 100%. Authors created two scenarios in OpenVibe. The scheme of the program is shown in Fig. 7 . In the first step, the input signal is filtered to the set frequency15Hz, 17Hz and 19Hz. Then, in the next block, an appropriate channel for the test is selected. For SSVEP, the part of the brain responsible for the sight is used; as it is placed on the back of the head, the Oz channel should be selected. Time based epoching (TBE) block was 1s. In the next step, the signal is raised to the power of 2, averaged, then logarithmically and outputted as Power of EEG signal. The last block before Classifier is a Feature aggregator. This block aggregates the features received on its inputs into a feature vector. Finally, signal go to the Classifier block. In the first one authors teach selected classifier with chosen settings. These settings are described in next chapter. The classifier has always been taught using the same input data. Data was collected in previous sessions of EEG test. Authors recorded data for frequency 15Hz, 17Hz and 19Hz. There was an additional scenario in OpenVibe for teaching classifiers. Authors recorded five different recorded data per one frequency per one person. Three people took part in the test. There were 3-minutes breaks between each frequency. In all tests data, which have been recorded before, were used.
Results
In the first test, authors checked LDA classifier. Authors taught three classifiers for 15 Hz, 17 Hz and 19Hz. To train k-fold cross validation test was set to 4 for all classifiers and frequency. In the next step, all classifiers were tested by five data per one frequency which was collected before. The results of this test are presented in Table 1 . In first test, authors checked C-SVM and Nu-SVM classifiers. Authors taught three classifiers for 15 Hz, 17 Hz and 19Hz. To train k-fold cross validation test was set to 4, ε to 0.1, cost to 1 and cache size was set to 100 for all classifiers and frequency. Authors checked four types of kernel: Linear, Polynomial, Radial basis function and Sigmoid. In the next step, all classifiers were tested by five data per one frequency which was collected before. The results of C-SVM test are presented in Table 3 and the results of Nu-SVM test are presented in Table 4 . The results show that the worst score was obtained for Sigmoid kernel. For all frequencies, that result is the lowest in C-SVM and Nu-SVM. The sigmoid kernel is a special type because it has only positive values. Due to this feature, is not suitable for all applications. Probably, the fitting turned out to be very difficult, as in case. The best score is obtained with C-SVM classifier using Linear kernel. Positive predictive value of the 19 Hz C-SVM linear test is presented in Table 5 . In the last test, authors checked ANN classifiers. Authors taught three classifiers for 15 Hz, 17 Hz and 19Hz. To train k-fold cross validation test was set to 4, learning stop condition was set to 0.000001 and Learning coefficient was set to 0.01, for all classifiers and frequency. Authors changed number of neurons on hidden layer from 1 to 5. In the next step, all classifiers were tested by five data per one frequency which was collected before. The results of this test are presented in Table 6 . 
Conclusion
The paper describes the research on the classifiers for brain-computer interface (BCI) based on Steady State Visually Evoked Potential (SSVEP). Authors presented research on checking the usability of classifiers for recognizing the EEG signal during the stimulus. The results show that it is possible to recognize Steady-State Visually Evoked Potential using Linear Discriminant Analysis (LDA), Support Vector Machine (SVM) and Artificial Neural Network (ANN). Achieved results were acceptable, but not perfect. The best performance presented the classifier based on Artificial Neural Network, while Support Vector Machine presented the worst. No articles were found on comparing these classifiers, in the context of BCI based on Steady State Visually Evoked Potential (SSVEP). Therefore, it is not possible to compare the results with other articles.
In further studies, the authors take as their aim an improvement of the classifier, so that the recognition results can cause minor errors. These classifiers will be very useful to build their hybrid brain-computer interface.
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