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Dicke Phase Transition in a Disordered Emitter-Graphene Plasmon System
Yu-Xiang Zhang,∗ Yuan Zhang,† and Klaus Mølmer‡
Department of Physics and Astronomy, Aarhus University, DK-8000 Aarhus C, Denmark
We study the Dicke phase transition in a disordered system of emitters coupled to the plasmonic
modes of a graphene monolayer. This system has unique properties associated with the tunable,
dissipative and broadband characters of the graphene surface plasmons, as well as the disorder due
to the random spatial distribution and the inhomogeneous line-width broadening of the emitters.
We apply the Keldysh functional-integral approach, and identify a normal phase, a superradiant
phase and a spin-glass phase of the system. The conditions for these phases and their experimental
signatures are discussed.
The Dicke model [1], which describes the collective cou-
pling between an ensemble of emitters and a radiation
field, implies a superradiant (SR) phase [2, 3] character-
ized by a non-zero electromagnetic field excitation and a
collective atomic polarization [4]. The validity of the the-
ory predicting the SR phase, especially the proper treat-
ment of A2 [5] and P 2 terms [6], has been questioned, but
has been recently clarified [7–11], and the SR phase has
now been observed experimentally in cold atom systems
[12–17] where an effective Dicke model is constructed via
cavity-assisted Raman transitions [18]. The Dicke model
and its phase transitions have also been extended to sce-
narios with multi-mode cavities [19–23], cavity losses [23–
25] and time-dependent couplings [26] as well as other
systems like superconducting circuits [27, 28], Dicke lat-
tice models [29], etc. These proposals display the richness
of phenomena associated with the collective and super-
radiant light-matter interaction and stimulate studies of
the relation between critical behavior and quantum en-
tanglement [30], quantum chaos [31] and non-equilibrium
dynamics [22] in a variety of different physical systems.
In this Letter, we investigate the possibility of ob-
serving the Dicke SR phase transition within a sys-
tem of emitters coupled to surface plasmons (SP). The
SP are evanescent electromagnetic modes confined near
conductor-dielectric interfaces [32]. Their compressed
mode volumes enable strong near-field light-emitter cou-
plings [33, 34], which make quantum plasmonics a
promising platform for quantum optical effects [35, 36].
Recent developments of two-dimensional plasmonic ma-
terials [37] and, particularly, graphene [38], which can
be tuned by means of a gate potential [38–40], motivate
us to study the Dicke phase transition in systems with
graphene SP, cf. Fig. 1.
The extension of the Dicke model to quantum plas-
monics must take into account the broadband SP spec-
tral density [41–43] and the intrinsic Ohmic losses in the
graphene. Thus, the quantization of SP is more technical
than that of optical cavity modes [44–48]. Moreover, the
fact that the graphene SP wavelengths are shorter than
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those of free photons by two orders of magnitudes [39],
and could be much shorter than the spatial extent of the
emitter ensemble, makes it impossible to associate a uni-
form emitter-field coupling strength as commonly used
in the Dicke model. Finally, emitters such as the rare-
earth ions doped in crystal, have randomly distributed
positions and inhomogeneously broadened transition fre-
quencies. The intrinsic dissipation and disorder will seri-
ously affect the collective coupling to the SP modes and
hence the conditions for the SR phase transition, and
allow the presence of a quantum spin-glass phase [49].
Theory- To describe the disordered emitter-graphene
system illustrated in Fig. 1, we shall establish a Keldysh
functional-integral approach, which takes the field losses
due to the medium into account [44].
A bosonic field f(r, ω˜), with three Cartesian compo-
nents (fa), position r, and frequency ω˜, can be defined
with the commutators [fa(r1, ω˜1), f
†
b (r2, ω˜2)] = δabδ(r1−
r2)δ(ω˜1 − ω˜2), [fa, fb] = 0 and [f †a , f †b ] = 0, such that the
quantized electric field can be written as [46–48]:
E(r) = iµ0
√
~ǫ0
π
∫ ∞
0
dω˜
∫
d3r′
×ω˜2
√
ℑǫ(r′, ω˜)G(r, r′, ω˜) · f(r′, ω˜) + h.c.,
(1)
Figure 1. Emitter-graphene system. An ensemble of N emit-
ters with spontaneous emission rate γ0 and transition fre-
quency inhomogeneously broadened by ∆ around a central
transition frequency ωz, is distributed in a layer with hori-
zontal dimension L at height z. The Fermi energy Ef of the
graphene electrons can be tuned by gate doping.
2where G(r, r′, ω˜) is the dyadic Green’s tensor, µ0 and
ǫ0 are the vacuum susceptibility and permittivity, ℑǫ
stands for the imaginary part of the relative permittiv-
ity, and h.c. is short for ‘Hermitian conjugate’. Equa-
tion (1) resembles the particular solution to Maxwell’s
equations associated with a quantized current source
ω˜
√
~ǫ0ℑǫ(r′, ω˜)/πf(r′, ω˜).
The Hamiltonian of the system studied by us can be
written as
H = H0 +
N∑
i=1
[
1
2
~ωi,zσ
z
i − σxi di · E(ri)
]
, (2)
where H0 =
∫
d3r′
∫∞
0 dω˜ ~ω˜f
†(r′, ω˜)f(r′, ω˜) is the free
field Hamiltonian, ωi,z, di and ri are the transition fre-
quency, dipole and position of the ith emitter. We model
the emitters as two-level systems with Pauli operators σix
and σiz . Notice that here the rotating-wave approxima-
tion is not used.
The Hamiltonian in the form of Eq. (2) has been
widely used in the literature, and should be interpreted
within the multipolar gauge and the term E(ri) of Eq.
(2) should be understood as 1
ǫ(ri)ǫ0
D(ri), where D(ri)
is the displacement field [8–11]. Equation (2) further
assumes that the distance between any two emitters is
larger than the size of the atoms, since, otherwise, a resid-
ual instantaneous interatomic potential must be included
in the treatment [10, 11]. Notice that the experimental
observations of the SR phase transitions are based on ef-
fective Dicke models employing Raman processes [12–18].
Our theory can be generalized straightforwardly to the
quantum plasmonic version of these models [50].
The Keldysh functional-integral approach is conve-
nient for the analysis of open system non-equilibrium dy-
namics in disordered systems [22]. To apply it, the Pauli
operators representing the two-level emitters are replaced
by a real bosonic variable φi(t) restricted to have unit
length, i.e., φ2i (t) = 1 [22]:
σxi (t)→ φi(t), σzi (t)→
2
ω2i,z
(∂tφi)
2 − 1. (3)
This mapping originates from the correspondence be-
tween the energy gap of quantum models and the corre-
lation length along the ‘time’ direction of their classical
counterparts, and works well for phase transitions [21–
24], see Refs. [51–54] for further details. The Keldysh
action of the free emitters derived from Eq. (2) is then
expressed as
Se = −
N∑
i=1
a=±
∫
Ca
dt
[
1
ωi,z
(∂tφi,a)
2+λi,a(t)(φ
2
i,a−1)
]
, (4)
where λi,a is the Lagrange multiplier introduced for the
restriction φ2i,a = 1, and the variables labelled by a = ±
are defined along the time-integral contours C± = ∓∞→
±∞ (for steady states, we do not need to specify initial
states [55]).
In the Keldysh functional integral approach, we can
formally integrate out the degrees of freedom of f(r, ω˜)
and get the Keldysh action for the emitter-emitter cou-
pling mediated by them [56]:
S(p)ee =
N∑
i,j=1
∫ ∞
−∞
dω
2π
(
φi,c φi,q
)
−ω
×
(
0 h∗ij(ω)
hij(ω) 2iℑhij(|ω|)
)(
φj,c
φj,q
)
ω
,
(5)
where the ω-dependent coupling strength is
hij(ω) =
ω2
2~ǫ0c2
di ·G(ri, rj , ω) · dj . (6)
Note that we have passed to the Fourier domain with fre-
quency variable ω, and have transformed to the so-called
‘classical’ (‘quantum’) fields φi,c(q) by the Keldysh rota-
tion φi,c(q) = [φi,+ + (−)φi,−]/
√
2 [22]. The correspond-
ing transformation of the Lagrange multipliers λi,c(q) is
λi,c(q) = λi,+ + (−)λi,−.
Spatial Disorder-To treat the disorder in the emitter
system, we follow the strategy of random-bond models
widely used in the studies of spin-glasses [57]. That is,
the real and imaginary parts of the coupling strength,
{ℜhij(ω),ℑhij(ω)}i6=j , which are functionals of the emit-
ter positions and dipoles, are viewed as random variables
following a multi-component Gaussian distribution (ne-
glecting higher order moments) with the mean and the
covariance given by
h(2)(ω) =
∫
d3rad
3
rbp(ra, rb)hab(ω), (7a)
M(ω, ω′) =
∫
d3rad
3
rbp(ra, rb)
×
(
δℜhab(ω)δℜhab(ω′) δℜhab(ω)δℑhab(ω′)
δℑhab(ω)δℜhab(ω′) δℑhab(ω)δℑhab(ω′)
)
,
(7b)
where p(ra, rb) denotes the probability distribution of the
positions of two emitters (the average over {di} is implic-
itly assumed), and ‘δ’ denotes the difference with respect
to the mean value of the real and imaginary parts of
h(2)(ω). For the emitter-graphene system to be investi-
gated later, the individual terms hii(ω) are identical for
all i, since they are determined only by the height z of the
emitter layer over the graphene. We shall denote their
values as h(1)(ω).
Inhomogeneous Broadening-Emitters such as rare-
earth ions doped in crystals experience inhomogeneous
broadening of their transition spectrum, cf. Fig. 1. To
take this into account, the conventional method is to
divide the ensemble into groups of emitters with same
transition frequency [29, 58]. Here, we do not follow this
method but rather assume the transition frequency ωi,z
follows a Gaussian distribution centered at ωz with stan-
dard deviation ∆. Thus, the broadening can be treated
statistically and contributes a new term to the Keldysh
3action of the system
S(b) = i
∆2
2ω4z
N∑
i=1
(∫
dωω2φi,c(−ω)φi,q(ω)
)2
. (8)
In Ref. [56] we show that the main effect of S(b) is to shift
the covarianceM(ω, ω′) defined in Eq. (7b) by terms that
scale as (∆ωω
′
ω2z
)2 and are negligible for a large N .
Order Parameters-To distinguish the different phases
of the system, we introduce the following order parame-
ters [22–24, 53, 54, 57]:
Qαβ(ω, ω
′) = −i 1
N
N∑
i=1
〈φi,α(ω)φi,β(ω′)〉,
ψα(ω) = − 1
N
N∑
i=1
〈φi,α(ω)〉,
(9)
where α, β ∈ {c, q}. Qcq, Qqc and Qcc are the re-
tarded, advanced and Keldysh Green’s functions of the
emitters [22], respectively. ψc is the average polariza-
tion of the emitters. For the steady state, we sub-
stitute the ansatz that ψα(ω) = 2πδ(ω)ψα, λi,α(ω) =
2πδ(ω)λi,α, Qαβ(ω, ω
′) = 2πδ(ω + ω′)Qαβ(ω) and in-
troduce the Edward-Anderson order parameter qEA [21–
23, 49, 52, 57] to pin down the spin-glass phase:
Qcc(ω) = Q
reg
cc (ω)− i2πqEAδ(ω), (10)
where ‘reg’ labels the regular part. In the time domain,
we have qEA ∝ limt→∞ 1N
∑
i〈σxi (t)σxi (0)〉. Thus a finite
qEA implies an infinite correlation time of the individual
emitter dipoles.
The steady state of the system and the values of the or-
der parameters are determined by the saddle-point equa-
tions of the Keldysh action [56]. This leads to the identi-
fication of three different phases: the superradiant (SR)
phase with (qEA 6= 0, ψc 6= 0), the spin-glass (SG) phase
with (qEA 6= 0, ψc = 0), and the normal phase with
(qEA = 0, ψc = 0).
Results- We model the system depicted in Fig. 1, as
a layer of N emitters positioned at a distance z over
the graphene monolayer. The emitter dipoles {di}i are
aligned to be perpendicular to the graphene layer and
their magnitudes are quantified by the spontaneous emis-
sion rate γ0. The graphene is modeled as a two dimen-
sional surface with conductivity σ(Ef , τ ;ω) [59] given in
the local random phase approximation [39], where Ef is
the Fermi energy tunable by gate doping and τ is the
relaxation time accounting for the electron-phonon scat-
tering (we use τ = 10−13s [39]). The in-plane positions
of the emitters are assumed to follow independent Gaus-
sian distributions with width L. Our results thus depend
on the set of parameters N,L, z, Ef , ωz, γ0,∆. To focus
on the phase transitions associated with the plasmonic
evanescent modes, we shall omit the weak coupling to
the propagating modes [7, 10] in the following. This is
done by replacing the total dyadic Green’s function by
its ‘scattering’ part which contains the information of the
graphene SP [56].
Fig. 2(a) shows the location of the phase transitions as
a function of the ensemble size and number of emitters.
It demonstrates that the SR phase favors higher emitter
densities. We also find that the phase diagram changes
only little due to inhomogeneous broadening: For z =
20 nm and N=100 the Normal-SG phase boundary shifts
L downward by only about 60 nm for a broadening as
large as ∆ = 0.1 eV (here and throughout, ~ = 1).
Although smaller z implies stronger emitter-graphene
SP couplings, Fig. 2(a) shows that when the emitters
are moved from the z = 40 nm to z = 20 nm distance to
the graphene, the Normal-SG phases and SG-SR phase
boundaries shift downward, i.e., they occur for higher
emitter densities. When z is decreased, there is a com-
plicated interplay between the enhanced SP-induced en-
ergy shift, see Fig. 2(b), leading to the Dicke SR phase,
and the increased damping of the emitters, due to the
same coupling, see Fig. 2(c). The competition between
these effects is the main cause for the shift in the phase-
transition boundaries. We note, however, for extremely
small z, emitter-graphene bound states may form [60–64]
so that different behavior, including polarization of the
emitters, should be expected.
One may try to understand the SR phase of our sys-
tem by comparing it with the Dicke model of a single
cavity mode, where the effective emitter-emitter cou-
Figure 2. Results for systems with ωz = 0.5 eV and Ef =
0.1 eV: Panel (a) shows the N − L phase diagram for γ0 =
10−5 eV, with different Normal-SG and SG-SR boundaries for
z = 20nm(red, lower dashed curves) and 40nm(green, up-
per dashed curves); Panel (b) shows the value of ℜh(1)(ω),
the energy shift induced by graphene, and panel (c) shows
the value of ℑh(1)(ω), the graphene-induced emitter damp-
ing, as functions of frequency and different heights, z =20
nm(red, top), 30 nm(orange), 40 nm(blue), 50 nm(green,
bottom); Panel (d) shows the Ef − L phase diagram for
z = 50nm, γ0 = 10
−8eV, with different Normal-SG and SG-
SR boundaries for N = 104(blue, lower dashed curves) and
105(red, upper dashed curves).
4pling Hamiltonian is given by Heff = −
∑
i,j Jσ
x
i · σxj ,
J = g2ωc/(ω
2
c − ω2) [21], and the SR phase is reached
when g2N > ωzωc/4. In our model, ℜhij(ω) plays the
role of J and the mean ℜh(2)(ω) does not meet the equiv-
alent SR criterion. However, smaller size sub-ensembles
of emitters might experience strong enough mutual cou-
pling. This fact is indicated by the large fluctuations of
ℜhij(ω) resulting from the disorders, which are shown in
Fig. I F(e-f) of Ref. [56]. Such sub-ensembles would con-
tribute significantly to the averaged polarization ψc of the
system of emitters and lead to the SR phase. To properly
account for the role of such sub-ensembles, a more refined
description than the current mean-field approach will be
required. A similar, so far un-noticed, relaxation of the
SR criterion on the average coupling strength occurs for
the Dicke model with a multi-mode cavity [21].
In the following we discuss the effect of tuning the
Fermi energy Ef , a possibility unique to graphene. The
SG-SR phase boundary is insensitive to Ef [56]. A
higher Ef , however, leads to stronger graphene SP-
induced emitter-emitter coupling [39, 40] and facilitates
the Normal-SG phase transition as shown in the phase
diagram of Fig. 2(d). It also shows a triple point and
the Normal-SR phase boundary which are absent in Fig.
2(a). However, there is also a subtle SR→Normal→SR
transition with an increasing Ef .
To understand it, we borrow ideas from the studies of
spin-boson models [41–43], which suggest that the fol-
lowing three quantities might be pertinent: the emitter
spectral response yield from the emitter linear suscepti-
bility, ASR(ω) = −2ℑQcq; the spectral density ℑh(1)(ω)
Figure 3. Ef−ωz phase diagram for a system with z = 50nm,
L = 103 nm, N = 2×104, and two different values of γ0/ω
3
z , so
that when ωz = 0.5 eV, γ0 = 10
−7 (blue dashed) or 10−6 eV
(red dashed). For the case of ωz = 1 eV, the spectral densities
ASR = −2ℑQcq(ω) (red shaded), ℑh(1) (grey shaded) and
ℑh(2) (blue shaded) are shown for different Fermi-energies,
Ef = 0.1, 0.032, 0.004, 0.001 eV. The values of ℑh(1,2) are
shown on the right hand vertical axes.
and the ‘many spin’ extension of the spectral density,
ℑh(2)(ω). The spectral density is the central concept of
models where a single spin couples to a continuum of
bosons [41]. We note that only ASR(ω) depends on ωz
[21] while ℑh(1)(ω) and ℑh(2)(ω) depend on the magni-
tude of the emitter dipoles quantified by γ0/ω
3
z .
To look closer at the Normal-SR transition, we depict
an Ef − ωz phase diagram in Fig. 3, for different values
of γ0/ω
3
z . The frequency dependence of A
SR, ℑh(1) and
ℑh(2) are shown in Fig. 3 for the four different Fermi
energies Ef = 0.1, 0.032, 0.004, 0.001 eV. There are
gaps between the positions of the peaks of ℑh(1)(ω) and
those of ℑh(2)(ω), because the ‘short-range’ modes, im-
portant for self-interaction term ℑh(1)(ω), cannot prop-
agate far enough to affect the averaged emitter-emitter
coupling. Changing Ef shifts the peaks of A
SR, ℑh(1)
and ℑh(2), and we observe a closer overlap of ASR(ω)
with ℑh(1)(ω), reflecting the influence of the SP-induced
atomic decay, when the system is closer to the regime
of the Normal phase. For the number of emitters N ap-
plied here, ℑh(1)(ω) and Nℑh(2)(ω) are comparable and
suggest that the subtle Ef -dependence of the phase tran-
sition observed in Fig. 2(d) and Fig. 3 is a finite-N effect
relevant to the graphene SP-induced emitter decay.
Additionally, the peaks of ASR and ℑh(1,2) shown in
Fig. 3 generally occur far from the emitter resonance ωz.
This indicates that the influence of the inhomogeneous
broadening, which scales as (∆ωω
′
ω2z
)2, is small. More-
over, their marked frequency dependence invalidates the
Markov approximation, which would replace ℑh1,2(ω) by
a constant taken at the atomic transition energy [63–66].
Indeed, our formalism considers the full spectral depen-
dencies and does not apply the Markov approximation.
Summary and Outlook- To summarize, applying the
Keldysh functional-integral approach, we have studied
the Dicke phase transitions between the superradiance
phase, spin-glass phase and the normal phase in a disor-
dered emitter-graphene surface plasmon system. Our for-
malism is a generalization of the spin-boson model [41] to
the many-spin system and is valid for general plasmonic
systems. The variety of nanoscale plasmonic systems,
and especially 2D materials like the graphene monolayer,
constitute excellent platforms to test the fundamental
collective phenomena of the Dicke model, and its effects
in quantum optics, non-equilibrium dynamics of driven
dissipative system, and condensed matter physics.
The superradiant phase is characterized by the emit-
ter polarization. The spin-glass phase behaves differ-
ently from the superradiant phase at the low frequency
regime of the emitter spectral response −2ℑQcq(ω) [22–
24]. Thus they may be distinguished by observing their
radio-frequency spectral response [67, 68]. Here we con-
sidered only the plasmonic evanescent modes, and disre-
garded weakly coupled optical scattering modes from the
analysis. By employing an optical cavity, it may be pos-
sible to observe a hybrid coupling of the emitters to both
surfacce plasmons and a cavity mode, and to use the cav-
5ity response and transmission spectrum, as a signature
of the surface plasmon Dicke phase transition [18, 23].
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I. SUPPLEMENTAL MATERIAL
In this supplemental material, we shall present details
of our derivations of the Dicke phase transitions based on
the Keldysh functional-integral approach. The Keldysh
action of a system with Hamiltonian H and Lindblad
dissipation operator {Lα} is formulated, by representing
the dynamical variables by ψ, according to[22]
S =
∫
dt
[
ψ∗+i∂tψ+ − ψ−i∂tψ− − (H+ −H−)
− i
∑
α
γα(Lα+L
∗
α− −
1
2
L∗α+Lα+ −
1
2
L∗α−Lα−)
]
.
(I.11)
We employ two sets of bosonic variables, φi for the emit-
ters and f(r′, ω˜) for the electromagnetic environment.
This Supplemental Material includes the following con-
tents:
IA: The Keldysh action of the free emitters;
I B: The Keldysh action of the SP field, emitter-field cou-
pling, and effective emitter-emitter coupling medi-
ated by the graphene SP field;
I C: Averaging over the disorders;
ID: Determining the phases by the saddle point equa-
tions;
I E: The treatment of inhomogeneous broadening;
I F: Some notes about the calculation of the emitter-
graphene surface plasmons system, including
curves of the averaged coupling strength and the
covariance matrix elements.
A. Action of the Free Emitters
The Keldysh action for the free emitters is given as Eq.
(4) in the main text and is derived from Eq. (I.11) with
the mapping
σxi (t)→ φi(t), σzi (t)→
2
ω2z
(∂tφi)
2 − 1. (I.12)
where we have omitted the effect of inhomogeneous
broadening. Discussion on that is deferred to Sec. I E.
Then we substitute φi(t) into Eq. (I.11). Since φi(t)
is a real variable, the first two terms of Eq. (I.11) are
time-derivative terms, that is, φ∗±i∂tφ± = φ±i∂tφ± =
1
2 i∂t(φ
2
±). These terms are negligible because they have
no effects on the action after the integral over time.
The restriction φ2(t) = 1 is imposed by multiplying
the Keldysh partition function by the delta functions∏
t δ(φ
2
±(t)−1). This process brings Lagrange multipliers
λ±(t) to the action according to the relation that:∏
t
δ(φ2±(t)− 1) =
∫
Dλ±(t)e
i
∫
dt λ±(t)(φ
2
±(t)−1). (I.13)
Then, we perform the Keldysh rotation, a unitary
transformation of the contour index:
φc =
1√
2
(φ+ + φ−), φq =
1√
2
(φ+ − φ−),
λc = λ+ + λ−, λq = λ+ − λ−.
(I.14)
where the subscripts ’c’ and ’q’ stand for ’classical’ and
’quantum’, respectively [22]. The constraint equation
then amounts to inclusion of the Lagrange multiplier
term
2
∫
t
λc(t)φc(t)φq(t) + λq(t)(φ
2
c(t) + φ
2
q(t)− 2), (I.15)
into the action, where
∫
t
is shorthand for
∫
dt. Retaining
only its static contribution, we use the ansatz that
λi,α(ω) = 2πλi,αδ(ω) (I.16)
in the Fourier domain, where α ∈ {c, q}. Finally, the
Keldysh action of the free emitters is written as
Se =
N∑
i=1
∫
w
(φi,c, φi,q)−ω
(
λi,q λi,c − ω2ωz
λi,c − ω2ωz λi,q
)(
φi,c
φi,q
)
ω
− 2
N∑
i=1
λi,q2πδ(0),
(I.17)
where
∫
w
is shorthand for
∫
dω
2π .
7B. Action for the Plasmonic Environment
The plasmonic electromagnetic environment is quan-
tized through the complex field f(r′, ω˜). Here we denote
it as fa,r,ω˜, where “a” labels the three Cartesian direc-
tions. The Keldysh action of the free plasmonic environ-
ment and its coupling to the emitters is
Sf,ef =
∑
a
∫
ω˜,r′,ω
(
f∗a,r,ω˜;c f
∗
a,r,ω˜;q
)
ω
Dω˜(ω)
(
fa,r,ω˜;c
fa,r,ω˜;q
)
ω
−
N∑
i=1
∑
a
∫
ω˜,r′,ω
gia(r
′, ω˜)
(
φi,−ω;cfa,r′,ω˜;q(ω)
+ φi,−ω;qfa,r,ω˜;c(ω)
)
+ g∗ia(r
′, ω˜)
(
φi,ω;cf
∗
a,r′,ω˜;q(ω)
+ φi,ω;qf
∗
a,r′,ω˜;c(ω)
)
,
(I.18)
where
∫
ω˜
is shorthand for
∫∞
0
dω˜
2π ,
∫
r′
is shorthand for∫
d3r′, and the matrix Dω˜(ω) is defined as
Dω˜(ω) =
(
0 ω − ω˜ − iǫ
ω − ω˜ + iǫ 2iǫ
)
, (I.19)
and ǫ stands for an infinitesimal positive constant; the
coupling strength is
gia(r
′, ω˜) = −i
√
ǫI(r′, ω˜)
~πǫ0
ω˜2
c2
∑
b
dibGba(ri, r
′, ω˜).
(I.20)
In Eq. (I.18) all terms with identical indices of ω˜ and
ω share the same matrix Dω˜(ω). Therefore, after inte-
grating out the field of f(r, ω˜), Sf,ef turns out to be an
effective emitter-emitter coupling action:
S(p)ee = −
N∑
i,j=1
∫
ω˜,ω
g˜ij(ω˜)
(
φi,c φi,q
)
−ω
× σxD−1ω˜ σx
(
φj,c
φj,q
)
ω
,
(I.21)
where the coupling strength g˜ij(ω˜) is
g˜ij(ω˜) =
∑
a
∫
r′
gia(r
′, ω˜)g∗ja(r
′, ω˜)
=
1
πǫ0~c2
ω˜2di · ℑG(ri, rj , ω˜) · dj ,
(I.22)
and σx is the matrix
(
0 1
1 0
)
. In the derivation of g˜ij , we
have used the relation
∑
b
ω2
c2
∫
r′
ǫI(r
′, ω)Gab(ri, r
′, ω)G∗cb(rj , r
′, ω)
=ℑGac(ri, rj , ω).
(I.23)
The inverse of Dω˜(ω) is expressed as
D−1ω˜ (ω) =
( −2iǫ
(ω−ω˜)2+ǫ2
1
ω−ω˜+iǫ
1
ω−ω˜−iǫ
0
)
. (I.24)
Then, using the relations
lim
ǫ→0+
ǫ
(ω − ωµ)2 + ǫ2 = πδ(ω − ωµ),
lim
ǫ→0+
1
ω − ωµ ± iǫ = P
1
ω − ωµ ∓ iπδ(ω − ωµ),
(I.25)
we can implement the integral of ω˜ in S
(p)
ee , i.e.,
Λ(ω) =
∫
ω˜
g˜ij(ω˜)σxD
−1
ω˜ (ω)σx. (I.26)
The result is
Λ(ω) =
(
0 Fij(ω) + iπ∆ij(ω)
Fij(ω)− iπ∆ij(ω) −2iπ∆ij(ω),
)
(I.27)
where the elements of the matrix are
Fij(ω) =
∫
ω˜
ω˜2
πǫ0~c2
di · ℑG(ri, rj , ω˜) · dj P 1
ω − ω˜ ,
(I.28a)
∆ij(ω) =
∫
ω˜
ω˜2
πǫ0~c2
di · ℑG(ri, rj , ω˜) · djδ(ω − ω˜).
(I.28b)
Due to the symmetry of the indices, we reshape Λ(ω) by
Λ(ω)→ 1
2
[
Λ(ω) + ΛT (−ω)
]
, (I.29)
where “T ” stands for matrix transposition. Then the
elements of Λ(ω) are modified to
Λ22 →− iπ (∆ij(ω) + ∆ij(−ω))
=
−iω2
~ǫ0c2
di · ℑG(ri, rj , |ω|) · dj
=sign(ω)
−iω2
~ǫ0c2
di · ℑG(ri, rj , ω) · dj ,
(I.30)
where we have used the relation G(ω) = G∗(−ω), and
Λ21 → 1
2
(
Fij(ω) + iπ∆ij(ω) + Fij(−ω)− iπ∆ij(−ω)
)
.
(I.31)
To evaluate the expressions, we shall use the Kramers-
Kronig relation. For a function χ(ω) which is analytic in
the closed upper half-plane of ω and vanishes like 1/|ω|
or faster as |ω| → ∞, and χ(ω) = χ∗(−ω), we have
ℜχ(ω) = 2
π
∫ ∞
0
dω′P ω
′ℑχ(ω′)
ω′2 − ω2 . (I.32)
Applying this to ω2G(ω), we obtain
Fij(ω) + Fij(−ω) = −ω
2
~ǫ0c2
di · ℜG(ri, rj , ω) · dj , (I.33)
8which finally gives
Λ21 → −ω
2
2~ǫ0c2
di ·G(ri, rj , ω) · dj ≡ −hij , (I.34a)
Λ12 → −ω
2
2~ǫ0c2
di ·G∗(ri, rj , ω) · dj = −h∗ij . (I.34b)
Together with Λ11 = 0, this yields the graphene-induced
emitter-emitter coupling action S
(p)
ee given in Eq. (5) in
the main text:
S(p)ee =
N∑
i,j=1
∫ ∞
−∞
dω
2π
(
φi,c φi,q
)
−ω
×
(
0 h∗ij(ω)
hij(ω) 2iℑhij(|ω|)
)(
φj,c
φj,q
)
ω
(I.35a)
hij(ω) =
ω2
2~ǫ0c2
di ·G(ri, rj , ω) · dj . (I.35b)
Note that the derivation of S
(p)
ee does not discard counter-
rotating-wave terms nor apply the Markov approxima-
tion, which treats the ω-dependence of the spectrum as
a constant.
C. Spatial Disorder
We define two matrices
V 1 = σx =
(
0 1
1 0
)
, V 2 = i
(
0 −1
1 2sign(ω)
)
. (I.36)
Then, S
(p)
ee can be brought to the form
S(p)ee =
N∑
i,j=1
∫
ω
ℜhij(ω)v(1)ij (ω) + ℑhij(ω)v(2)ij (ω), (I.37)
where
v
(a)
ij (ω) =
(
φi,c φi,q
)
−ω
· V a ·
(
φj,c
φj,q
)
ω
. (I.38)
This form will facilitate the Gaussian averaging over the
coupling strengths ℜhij(ω),ℑhij(ω). For terms with sub-
script i 6= j, we assume a multi-component Gaussian dis-
tribution
h(2)(ω) =
∫
d3rad
3
rbp(ra, rb)hab(ω), (I.39a)
M(ω, ω′) =
∫
d3rad
3
rbp(ra, rb)
×
(
δℜhab(ω)δℜhab(ω′) δℜhab(ω)δℑhab(ω′)
δℑhab(ω)δℜhab(ω′) δℑhab(ω)δℑhab(ω′)
)
.
(I.39b)
These are Eqs. (7a) and (7b) of the main text.
Different from the emitter-emitter coupling strength,
the values of the graphene-induced individual terms,
ℜhii(ω), ℑhii(ω), depend only on the distance from the
emitter to the graphene. Since we have assumed that the
layer of emitters is parallel to the graphene monolayer,
all the hii(ω) are fixed and identical. In Sec. I F, we
present figures showing these coupling strengths and the
elements of the covariance matrix.
To explore the phase transition at N →∞, we define
hdi = N × hii, ho = N × h¯(2), Mo = N ×M, (I.40)
so that after averaging over hij(i 6= j) as described in the
main text, we have
S¯(p)ee =
1
N
N∑
i=1
∫
ω
(hdi − ho)a(ω)v(a)ii (ω)
+
1
N
N∑
i,j=1
∫
ω
hoa(ω)v
(a)
ij (ω)
+ i
1
N
N∑
i6=j=1
∫
ω,ω′
v
(a)
ij (ω)M
o
ab(ω, ω
′)v
(b)
ij (ω
′),
(I.41)
where the summation over replicated indices a, b are im-
plicit assumed; and we have written hd(o) in the vector
form of (ℜhd(o),ℑhd(o)). While, in the third line of Eq.
(I.41), terms with i = j are excluded, in the limit of large
N , we may release this exclusion (see more discussion in
Sec. I E) and define
Φα(ω) =
N∑
i=1
φi,α(ω),
Φαβ(ω, ω
′) =
N∑
i=1
φi,α(ω)φi,β(ω
′).
(I.42)
Now the Keldysh action can be expressed in terms of Φα
and Φαβ :
S =
1
N
N∑
i=1
∫
ω
φi,α(−ω)φi,β(ω)Λei,αβ(ω)− 2
N∑
i=1
λi,q2πδ(0)
+
1
N
∫
ω
Φα(−ω)Φβ(ω)Λceαβ(ω)
+ i
1
N
∫
ω,ω′
Φαβ(−ω,−ω′)M˜αβ,α′β′(ω, ω′)Φα′β′(ω, ω′),
(I.43)
where the new matrixes are defined as
Λei = N
(
λi,q λi,c − ω2ωi
λi,c − ω2ωi λi,q
)
+ (hdi − ho)aV a,
Λce = hoaV
a,
M˜αβ,α′β′(ω, ω
′) =
∑
s,t
V sαα′(ω)M
o
st(ω, ω
′)V tββ′(ω
′).
(I.44)
9Then we apply the Hubbard-Stratonovich transforma-
tion [69, 70] based on the formula that∫
D[ψα]e
−iN
∫
ω
ψα(−ω)Λ
ce
αβ(ω)ψβ(ω)−2i
∫
ω
ψα(−ω)Λ
ce
αβ(ω)φβ(ω)
∝ ei 1N
∫
ω
φα(−ω)Λ
ce
αβ(ω)φβ(ω),
(I.45)
The coefficient of proportionality in the above formula
is a constant, which is irrelevant to the dynamical vari-
ables. The Hubbard-Stratonovich transformation of Φαβ
is based on a similar formula of Gaussian integral∫
D[Qa]e
−N
∫
q
Qa(−q)M˜ab(q)Qb(q)−2i
∫
q
Qα(−q)M˜ab(q)Φb(q)
∝ e− 1N
∫
q
Φa(−q)M˜ab(q)Φb(q),
(I.46)
where “a” and “b” denote the subscript (αβ) and (α′β′),
and “q” is used to abbreviate (ω, ω′).
After the transformations, the Keldysh action has
some residual φi terms of order less than or equal to two.
We can eliminate these terms by Gaussian integrals.
Then the Keldysh action becomes a functional of the
Lagrange multiplier λi,α and the two new dynamical vari-
ables, ψα and Qαβ , which are introduced in Eq. (9) of
the main text. Substituting the static ansatz at mean
field level,
ψα(ω) = 2πψαδ(0),
Qαβ(ω, ω
′) = Qαβ(ω)2πδ(ω + ω
′),
(I.47)
this finally yields the action in terms of ψα, Qαβ and λi
S =
i
2
N∑
i=1
tr ln(2Li)− 2
N∑
i=1
πδ(0)(Λceψ)TL−1i (0)(Λ
ceψ)
+ i2πδ(0)N
∫
ω
Qαβ(−ω)M˜αβ,α′β′(ω,−ω)Qα′β′(ω)
− 2πδ(0)NψαΛceαα′(0)ψα′ − 4πδ(0)
N∑
i=1
λi,q .
(I.48)
where the matrix Li is defined as
Li(ω, ω
′) = L(ω)2πδ(ω + ω′)
Li,αβ(ω) =
1
N
Λei,αβ(−ω)− 2Qα′β′(−ω)M˜α′β′,αβ(ω,−ω).
(I.49)
D. Saddle Point Equations
We now turn to the solution of the saddle point equa-
tions
δ
δq
S
!
= 0, q ∈ {λi,α, ψα, Qαβ}, (I.50)
which is restricted by the causality conditions λq =
Qqq = ψq = 0.
1. Equations for λi,α
We assume λi,α = λα, and replace the summation in
Eq. (I.48) with a factor of N. The saddle point equation
with respect to the Lagrangian multiplier λq is
i
2
∫
ω
tr[L−1reg(ω)]−
1
detL(0)
(
ψ2c (Λ
ce
cq)
2
+qEAM˜cc,qq(0)
)
− 2 = 0,
(I.51)
which confirms the restriction φ2i = 1. In Eq. (I.51), Lreg
refers to the part defined with Qregcc . The equation with
respect to the Lagrangian multiplier λc is
− i
2
∫
ω
1
detL(ω)
tr[σxL(ω)] = 0. (I.52)
This equation is a statement of the universal property of
the Keldysh Green’s function that
QR(t, t) +QA(t, t) = 0, (I.53)
where QR = Qcq and Q
A = Qqc.
2. Equations for ψα
For ψc, the saddle-point equation is trivial, because
(Λce)cc = 0, (Λ
ce
L
−1Λce)cc = 0, (L
−1)qq = 0, (I.54)
when λq = ψq = Qqq = 0.
For ψq, the saddle-point equation gives
ψc
(
Λceqc(L
−1)cq + 1
)
= 0, (I.55)
which gauges the relation between λc and Qcq, in the SR
phase where ψc 6= 0.
3. Equations for Qregαβ
The Edwards-Anderson order parameter qEA is intro-
duced as the singular part of Qcc(ω):
Qcc(ω) = Q
reg
cc (ω)− 2πiqEAδ(ω), (I.56)
and the saddle point equation for the regular component
reads
2Qregαβ (ω) =[L(ω)]
−1
reg,βα + 4iπ
(
ψ2c (Λ
ce
cq)
2
detL(0)
+ qEA + qEA
M˜cc,qq(0)
detL(0)
)
δαcδβcδ(ω).
(I.57)
Note that, this equation can be separated into the regular
part and the singular part at ω = 0:
2Qregαβ = [L(ω)]
−1
reg,βα;
(Λcecq)
2ψ2c = −qEA(M˜cc,qq + detL(0)).
(I.58)
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For the regular part, implementing the substitution of
Eq. (I.49) for the cq component gives
1
2Qcq
= λc−ω
2
ωz
+h¯(1)−h¯(2)−2QcqM˜qc,cq(ω,−ω). (I.59)
where we have assumed λi,α = λα for every emitter.
We find that this equation does not have a unique solu-
tion except in the absence of randomness,M → 0, where
the second line of Eq. (I.48) vanishes and the Keldysh
action attains the value given in Ref. [24]. We select the
solution that is continuously connected to the unique so-
lution to Eq. (I.59) with M˜ = 0, under the variation of
λM˜, λ : 1→ 0.
The regular part of Qcc turns out to be
Qregcc =
4|Qcq|2
1− 4|Qcq|2M˜cc,qq(ω,−ω)
(
QqcM˜cq,qq(ω,−ω)
+QcqM˜qc,qq(ω,−ω)− isgn(ω)(ℑh¯(1) −ℑh¯(2))
)
.
(I.60)
The causality condition of the Keldysh formalism implies
Qqq = λi,q = ψq = 0, and Qcq(ω) = Q
∗
qc(ω) [22].
Since the Edward-Anderson order parameter qEA is
non-negative, it follows from the second equation of Eq.
(I.58) that to have ψ2c > 0, we must have
M˜cc,qq(0, 0) + detL(0) < 0. (I.61)
This relation helps to distinguish the SR phase and the
SG phase.
4. Determination of λc and the three phases
In the SR phase, ψc 6= 0, so that Eq. (I.55) determines
the value of λSRc :
λSRc = −h¯(1)(0) + h¯(2)(0)− Λqc −
N
Λqc
M11(0, 0), (I.62)
where M11 is the real-real element of M , and Λqc =
Nℜh(2)(0).
In the SG phase, we have qEA > 0 and ψc = 0. There-
fore, the singular part of Eq. (I.58) yields
M˜cc,qq(0, 0) + detL(0) = 0. (I.63)
Note that detL(0) = 14QcqQqc(0) . Corresponding to cases
1
2Qcq(0)
= ±
√
M˜qc,cq(0, 0), we have
λSGc = −
1
N
(
hd(0)− ho(0)
)
± 2
√
N ×M11(0). (I.64)
The possibility of λSRc = λ
SG
c corresponds to the minus
sign of the above equation. Thus we get
λSGc = −h¯(1)(0) + h¯(2)(0)− 2
√
N ×M11(0, 0). (I.65)
It turns out that the system is in the SR phase rather
than the SG phase only if(
h(2)(0)
)2
>
1
N
M11(0, 0). (I.66)
This expression also gives the analytical result of the SG-
SR phase boundary. In Sec. I F we will elaborate on
the calculation for the emitter-graphene system. We find
that the values of h(2)(0) and M11(0, 0) are insensitive to
the graphene Fermi energy Ef .
For the normal phase, λc should be determined from
the equality
i
4π
∫ ∞
−∞
dωQregcc (ω) = 2. (I.67)
The boundaries between the normal phase and the other
phases are obtained by matching their values of λc.
The determination of qEA and ψc, which are present
in the singular part of Qcc(ω), are obtained from the
equality
i
4π
∫ ∞
−∞
dωQcc(ω) = 2. (I.68)
E. Inhomogeneous Broadening
We suppose the emitters suffer from inhomogeneous
broadening so that the transition frequency follows a
Gaussian distribution
ρ(ωi,z) =
1√
2π∆
exp
(
− (ωi,z − ωz)
2
2∆2
)
, (I.69)
where ∆ is the standard deviation of ωi,z. The corre-
sponding probability distribution of 1
ωi,z
, is
p(
1
ωi,z
) =ω2i,zρ(ωi,z)
=
1√
2π∆
exp
(
2 lnωi,z − (ωi,z − ωz)
2
2∆2
)
.
(I.70)
The condition ∆ ≪ ωz implies that lnωi,z ≈ lnωz +
ωi,z/ωz − 1. Thus, 1/ωi,z has a Gaussian distribution
with variance ∆
ω2z
,
p(
1
ωi,z
) ≈ ω
2
z√
2π∆
exp
(
− (1/ωi,z − 1/ωz)
2
2(∆/ω2z)
2
)
. (I.71)
We shall average functions of ωi,z according to this dis-
tribution. Let us rewrite the Keldysh action of the free
emitters, Eq. (4) of the main text, but replace ωz with
ωi,z:
Se = −
N∑
i=1
∑
a=±
a
∫
dt
1
ωi,z
(∂tφi,a)
2 + λi,a(t)(φ
2
i,a − 1).
(I.72)
11
Compared with the Keldysh action without inhomoge-
neous broadening, an additional term is obtained from
the average of ωi,z, that is,
S(b) =i
∆2
2ω4z
N∑
i=1
∫
ω,ω′
ω2ω′2
× φi,c(−ω)φi,q(ω)φi,c(−ω′)φi,q(ω′).
(I.73)
Note that the integrals over ω and ω′ are independent
and factor into a product. We recall that in Eq. (I.41)
we made an approximation and released the restriction
that i 6= j. We can reintroduce the restriction by incor-
porating the individual terms with i = j, and obtain the
action
S(b) − i 1
N
N∑
i=1
∫
ω,ω′
v
(a)
ii (ω)M
o
ab(ω, ω
′)v
(b)
ii (ω
′). (I.74)
To cope with the 4-order terms, we shall apply the
Hubbard-Stratonovich transformation.
Let us define Φiαβ(ω, ω
′) = φi,α(ω)φi,β(ω
′). Then Eq.
(I.74) can be rewritten as
i
N∑
i=1
∫
ω,ω′
Φiαβ(−ω,−ω′)δM˜αβ,α′β′(ω, ω′)Φiα′β′(ω, ω′).
(I.75)
where the matrix δM˜αβ,α′β′(ω, ω
′) is defined as
δM˜αβ,α′β′(ω, ω
′) = − 1
N
M˜αβ,α′β′(ω, ω
′)
+ ω2ω′2
∆2
8ω4z
(δαβ,cqδα′β′,qc + δαβ,qcδα′β′,cq
+ δαβ,ccδα′β′,qq + δαβ,qqδα′β′,cc).
(I.76)
We can implement the Hubbard-Stratonovich transfor-
mation of Eq. (I.75) in a way similar to Eq. (I.46):∫
D[Qia]e
−N
∫
q
Qia(−q)M˜ab(q)Q
i
b(q)−2i
∫
q
Qiα(−q)M˜ab(q)Φb(q)
∝ e− 1N
∫
q
Φia(−q)M˜ab(q)Φ
i
b(q),
(I.77)
where the conventions of notation are the same as in
Eq. (I.46). In the sense of saddle-point equations, the
physical meaning of Qiαβ is
Qiαβ = 〈φi,αφi,β〉 (I.78)
By the further assumption of the homogeneous mean-
field ansatz, that for ∀i,
〈φi,αφi,β〉 = 1
N
N∑
k=1
〈φk,αφk,β〉, (I.79)
we can replace the new variable Qiαβ with Qαβ , which is
defined in the context of spatial disorders.
The result of all the above steps can also be obtained
by rewriting Eq. (I.74) as
i
1
N
∫
ω,ω′
Φαβ(−ω,−ω′)δM˜αβ,α′β′(ω, ω′)Φα′β′(ω, ω′)
(I.80)
followed by the Hubbard-Stratonovich transformation in
a way similar to Eq. (I.46). It means that, the effect of
inhomogeneous broadening can be seen as a modification
of the matrix M˜ defined in Eq. (I.43) by a term δM˜
given in Eq. (I.75).
Note that the first term of Eq. (I.75) comes from the
additional term mentioned in Eq. (I.74) and contributes
only little when N ≫ 1, thus justifying the approxima-
tion made for Eq. (I.43). Since M˜ is defined with a factor
of N , see Eq. (I.40), the correction made by inhomoge-
neous broadening, Eq. (I.76), is also negligible when N
is large.
F. The specific example of the Emitter-Graphene
System
The surface conductivity of the graphene monolayer is
σ(Ef ,τ ;ω) =
e2Ef
π~2
i
ω + iτ−1
+
e2
4~
(
Θ(~ω − 2Ef ) + i
π
log |~ω − 2Ef
~ω + 2Ef
|
)
.
(I.81)
When the emitter dipoles are aligned perpendicular
to the graphene monolayer, the relevant element of the
dyadic Green’s tensor isG0zz+G
s
zz, whereG
0
zz is the vac-
uum dyadic Green’s function for free propagation modes
and Gszz is the so-called ‘scattering’ part accounting for
the surface plasmon modes of the graphene monolayer
ω2
c2
G
s
zz(r, r
′; z) =
∫
d2kq
(2π)2
i
2ǫ1k1,z
k2
q
rpe
ikq·δr+2ik1,zz
=
∫
dkq
2π
i
2ǫ1k1,z
k3
q
rpJ0(kqδr), e
2ik1,zz
(I.82)
where δr = r − r′ and δr is its length; J0 is the zero-
order Bessel function; ǫ1(2) is the relative permittivity of
the dielectric above(below) the graphene monolayer, rp
is the Fresnel coefficient of reflection of the p-modes from
above the graphene layer
rp =
−ǫ1k2,z + ǫ2k1,z + σ(ω)ωǫ0 k1,zk2,z
ǫ1k2,z + ǫ2k1,z +
σ(ω)
ωǫ0
k1,zk2,z
, (I.83)
where k1(2),z =
√
ω2
c2
ǫ1(2) − k2q . Note that in the limit
ω → 0, rp equals 1 and does not depend on the Fermi
energy. As a result, the Fermi energy Ef is irrelevant to
the SG-SR boundary.
In the numerical calculation, it is convenient to nor-
malize kq and δr in the above expressions by ωz/c. That
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Figure I.4. Coefficients of the emitter-graphene surface plas-
mon coupling, for systems with ωz = 0.5 eV, Ef = 0.1 eV,
and L = 103 nm. From top to the bottom in the figures we
show results for the different heights z=20 (red), 30 (orange),
40 (blue) and 50 (green) nm. The dimensionless values are
normalized by the emitter spontaneous emission rate γ0.
is, define
kq =
ω
c
k˜q, δr =
c
ωz
δr˜, z =
c
ωz
z˜, (I.84)
and then Eq. (I.82) is recast to
(
ωz
c
)3
∫ ∞
0
dk˜q
2π
i
2ǫ1k˜1,z
k˜3
q
rpJ0(k˜qδr˜)e
2ik˜1,z z˜. (I.85)
The factor (ωz
c
)3 can then be combined with the length
of di and absorbed into the expression for the vacuum
spontaneous emission rate γ0.
The surface-plasmons have the dispersion relation
ǫ1k
sp
2,z + ǫ2k
sp
1,z +
σ(ωsp)
ωspǫ0
ksp1,zk
sp
2,z = 0, (I.86)
where k1(2),z =
√
ω2
c2
ǫ1(2) − k2sp, ωsp and ksp represent
the frequency and wavevector of the surface-plasmon, re-
spectively.
The horizontal coordinates {(xi, yi)}i of the emitters
are assumed to follow the identical Gaussian distribution
p(x, y) =
1
2πL2
exp(−x
2 + y2
2L2
), (I.87)
and the distance between any two emitters follows the
distribution
pL(δr) =
δr
2L2
exp(− (δr)
2
4L2
). (I.88)
To calculate the mean values and covariances
h(1)(ω), h(2)(ω) and M˜(ω, ω
′) required in our for-
malism, the use of the Gaussian distribution permits
analytical handling of the oscillating integrants related
to the Bessel function J0(kδr).∫ ∞
0
dr
r
2L2
J0(kr) exp(
−r2
4L2
) = exp(−k2L2),∫ ∞
0
dr
r
2L2
J0(kr)J0(k
′r) exp(− r
2
4L2
) =
I0(2L
2kk′) exp
(
− L2(k2 + k′2)
)
.
(I.89)
where I0 is the modified Bessel function. By use of these
formulas, the remaining integrals are numerically well be-
haved.
Finally, to have an impression of the numerical results,
we illustrate the z-dependence of the averaged coupling
strength and the elements of the covariance matrix in
Fig. 4. It shows that by decreasing z, the graphene SP-
induced self-interaction terms and the elements of the co-
variance matrix are increased significantly, while the SP-
induced emitter-emitter coupling strength changes little.
It confirms our argument about the z-dependence made
in the main text.
