Abstract. In this paper we give sufficient conditions on pair of weights (w, v) for some one-sided operators to be bounded from 
Introduction
In this paper we study two weight norm inequalities for one-sided operators. We consider a generalized version of one-sided fractional maximal operators, one-sided maximal operators associated to a Banach function space and the one-sided singular integrals introduced by [AFM] .
The two weight problem in the first case, i.e. maximal functions have been solved in [S] and [MT] . In these papers conditions are given that are necessary and sufficient for the boundedness of the operators. However the solution is unsatisfactory in the sense that the conditions are hard to check. On the other hand there are remarkably simple conditions of A p type that give weak type of the operators. We will show that there are conditions close to A p that are sufficient for the strong type of the operators. These conditions are given in terms of norms associated to Banach function spaces. We refer to [P1] for definitions and main properties of these spaces. Our results can be considered as the one-sided versions of those obtained by C. Pérez in [P1] , and [P2] .
The paper is organized as follows: in section 2 we introduce the notation, state the results and give some applications to the one-sided singular integrals, and finally in section 3 we give the proofs of the results.
We finish this introduction with some notation. A weight w will be a nonnegative locally integrable function. For any measurable set E, w(E) will denote the integral of w over E and the letter C will be a constant that may change from time to time. 1
Statement of the Results
Let X be a Banach function space over R. If f is any measurable function and I is any interval we define the X-average of f over I as f X,I = δ |I| (f χ I ) X , where δ s is the dilation operator δ s f (x) = f (sx) defined for any s > 0.
If X is the associated space, then the generalized Hölder's inequality 1
holds. We will also ask for this Banach function space, X, that there exists a constant C > 0 such that for every a < b < c, with c − b > b − a, the inequality (a,c) holds. The one-sided maximal operator associated to X is defined as (x,b) .
We begin with a maximal operator that includes both the one-sided Hardy-Littlewood maximal operator and the one-sided fractional maximal operator. We will consider from now on, a function h(x, y) defined on y > x, non-negative, continuous, non-increasing on the second variable and such that (1) lim (y−x)→0 (y − x)h(x, y) = exists and, (2) there exists 0 < β ≤ 1 such that (y − x) β h(x, y) is bounded. We define the one-sided maximal operators associated to h as (x,c) .
α f , the one-sided fractional maximal operator studied in [AnS] and [MOT] . We also observe that M − h and M − X,h are defined in an analogous way and clearly every theorem has a corresponding one, reversing the orientation of R. Our first theorem is the following.
Theorem 2.2. Let 1 < p < ∞, and let X be a Banach function space, with associated space
We assume that the pair of weights (w, v) satisfies the condition:
there exists C such that
Then, there exists a constant C such that
In the case h(x, c) = (c − 
There is a constant C such that for all h as above,
for all non-negative functions u and f . c) There is a constant C such that
for all non-negative functions u, and f . If furthermore X is rearrangement-invariant with fundamental function ϕ X , d) There is a positive constant c such that
As corollary we have:
Corollary 2.4. Let 1 < p < ∞, and let X be a rearrangement-invariant function space. We assume that there is a positive constant C such that:
for all f , whenever the pair of weights (w, v) satisfies
Proof. Since the pair (w, 
and so the B-average over I is
We will denote by B the complementary function associated to B.
Given an Orlicz space X associated to a Young function B, we will write M
We also recall the definition of the classes A
We say that w ∈ A + ∞ , if there exist δ > 0 and C > 0 such that
for all a < b < c and every measurable set E ⊂ (a, b).
, and B a Young function. There exists a constant C such that
for f ≥ 0 and t > 0. 
Proof. To see a) =⇒ b), we apply Theorem 2.6 to the pair (w, M
g, almost every where, then
c) =⇒ a) follows from Theorem 2.3, in the case of fundamental function ϕ X (t) = 1/B 
(taking w = 1), and now by Theorem 2.2, we have a). Observe that b) follows from Corollary 2.4.
Finally as another application let us consider, the Lorentz space
We will write M 
c) There exists C such that
Proof. a) =⇒ b) it follows from Theorem 2.9, observing that the pair (w, M 
for all x and y with |x| > 2|y| > 0. A one-sided singular integral is
where k is a Calderón-Zygmund kernel, with support in R
−
. Examples of such kernels are given in [AFM] . Observe that these are singular integrals. In that paper they show that if w ∈ A
w, for p > 1, finding in this way, a larger class of weights for which this inequality holds.
For classical singular integrals, Córdoba and Fefferman [CF] show that, The answer is yes, moreover he proves that if T f is a singular integral and w is any weight then
w.
Finally we show that, this result can be improved, if the singular integral is one-sided , replacing M 
Then, there exists a constant C such that for each weight w (2.14) 
Proof. We only have to observe that the function A(t)
, clearly satisfies
for any c > 0. 
Proof of the theorems
f > λ. By the continuity of h and continuity of the integral it follows that M + h f (y) > λ for y close to x. We will show now that M + h f is upper semicontinuous, by contradiction: suppose there exists > 0, x 0 ∈ R, and {x n } n≥1 , a sequence converging to x 0 such that
Suppose that support of f is contained in I, with |I| < ∞. As h is non-increasing in the second variable, we can suppose that c n ∈ I for all n ≥ 1. So there exist {c n j } j≥1 such that c n j → c when j → ∞. There are two cases.
1. c − x 0 > 0, then continuity of h, and f imply
c n j
In the proof of Theorem 2.2 we will use the following lemma. The proof is in Bliendtner and Loeb [BLo] .
Lemma 3.2. If µ is a finite Borel measure on R, and if I is an arbitrary collection of non-degenerate intervals, then for each δ > 0 there exists a finite subcollection,
, non-negative, continuous, and with bounded support. By Lemma 3.1 M + h f is continuous and therefore, Ω k = {x : 2
}, is open. It easily follows from assumption (2) 
for some 1 < s < ∞. Then, we can assume without loss of generality that the sets {x :
By the continuity of h, and the absolute continuity of the integral, we can define two intervals
By Lemma 3.2, there exists a finite subcollection {I
We will use the notation I
. Now we can make the following estimate:
¿From the generalized Hölder's inequality for Banach function spaces and the condition A + p,X,h , we obtain For r = 1 we simply observe that from (3.5) and A + 1 we have
and summing up we obtain the same as in the case r > 1. Therefore we have
To obtain the theorem, we only have to put f = f 1 + f 2 , where
we obtain what we claim.
Proof of Theorem 2.6. Let f ≥ 0, by Theorem 2.5 we have
changing the integration order and using that B r ∈ B p we get
Proof of Theorem 2.9. Note that s < r and f ≥ 0, then
, then taking supremum we have
Let us consider r such that s < r < p, and l <
(w) (see [S] or [MOT] ). So we have
This concludes the proof of the theorem.
Proof of Proposition 2.15. Let us consider A(t) = t(log
Integrating both sides of (3.6) we get
For the left hand side we have
So we get (3.7)
We observe that from (3.7) it follows To prove the other inequality we will do it for k = 1, since it is not very difficult to see the general case. Let I = (a, b) and w = w 1 +w 2 where w 1 = wχ (2a−b,b) = wχ 2I , and w 2 = w − w 1 . We have that
