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SupercomplexIn plants, channeling of cytochrome cmolecules between complexes III and IV has beenpurported to shuttle elec-
trons within the supercomplexes instead of carrying electrons by random diffusion across the intermembrane
bulk phase. However, the mode plant cytochrome c behaves inside a supercomplex such as the respirasome,
formed by complexes I, III and IV, remains obscure from a structural point of view. Here, we report ab-initio
Brownian dynamics calculations and nuclear magnetic resonance-driven docking computations showing two
binding sites for plant cytochrome c at the head soluble domain of plant cytochrome c1, namely a non-
productive (or distal) site with a long heme-to-heme distance and a functional (or proximal) site with the two
heme groups close enough as to allow electron transfer. As inferred from isothermal titration calorimetry exper-
iments, the two binding sites exhibit different equilibrium dissociation constants, for both reduced and oxidized
species, that are all within the micromolar range, thus revealing the transient nature of such a respiratory com-
plex. Although the docking of cytochrome c at the distal site occurs at the interface between cytochrome c1 and
the Rieske subunit, it is fully compatible with the complex III structure. In our model, the extra distal site in com-
plex III could indeed facilitate the functional cytochrome c channeling towards complex IV by building a “ﬂoating
boat bridge” of cytochrome cmolecules (between complexes III and IV) in plant respirasome.
© 2014 Elsevier B.V. All rights reserved.1. Introduction
Cytochrome c (Cc) was ﬁrst described as a redox carrier in the
mitochondrial electron transport chain transferring electrons from cy-
tochrome bc1 (Cbc1) to cytochrome c oxidase (CcO), which are respec-
tively known as complexes III and IV [1–3]. Since then, several other
mitochondrial Cc partners were being reported, including recently the
ﬂavoenzyme L-galactono-1,4-lactone dehydrogenase (GALDH) in
plants; GALDH is required for the correct assembly of NADHdehydroge-
nase (or complex I) and catalyzes the terminal step of L-ascorbate bio-
synthesis [4–6]. Nowadays, Cc is capable of interacting with several
protein targets not only in the mitochondria under homeostatic; AU, analytical ultracentrifuga-
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4 954460165.conditions but also in the cytoplasm and even in the nucleus under pro-
grammed cell death conditions [7–10].
Nowadays, the organization and dynamics of the respiratory com-
plexes in the inner mitochondrial membrane are a matter of debate, for
which two differentmodels have been proposed [11]. In the random col-
lision models, all membrane proteins and redox components catalyzing
electron transport and ATP synthesis are in constant and independent
diffusional motion [12]. In contrast, the supramolecular organization
models of membranes are based on speciﬁc interactions between indi-
vidual respiratory complexes to form stable supercomplexes. In fact,
the oligomerization in supercomplexes could enhance the respiratory
chain activity through spatial restriction of electron carrier diffusion
[13]. In particular, the complexes I, III and IV are, in their turn, the three
basic components of the so-called respirasome, which is a multisubunit
respiratory supercomplex composed of dimeric complex III and single
copies of complexes I and IV [14]. Such a diversity in arrangement of
the respiratory complexes may modulate the capability of cells in re-
sponse to diverse environmental conditions [15] as the respirasome
could quickly drive electrons from NADH to dioxygen in the presence
of ubiquinone and Cc [16,17].
In this context, Cc channeling between complexes III and IV to shut-
tle electrons within the supercomplexes instead of carrying them by
random diffusion has recently been proposed to occur in plants [18],
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Kholodenko and Westerhoff [19]. Within this frame, channeling would
imply the afﬁnity of Cc molecules towards consecutive binding sites,
impairing its release to the bulk phase but providing a diffusion path
between its redox partners. This idea demands a detailed structural
and functional analysis of the interactions between plant Cc (pCc)
and its respiratory partners. The structure of the mammalian
supercomplexes is consistent with a single Cc molecule bound to one
of the Cc1 subunits of complex III, as found in the yeast X-ray struc-
ture [20,21]. Unfortunately, the behavior of pCc in supercomplexes re-
mains obscure from a structural point of view as not even the electron
tomography studies of plant respirasomes have revealed the location
of pCcmolecules [22].
In classical redox experiments, Cc seems to interact with either
complex III or IV by forming multiple transient encounters that enable
high turnover rates and efﬁcient electron transfer (ET), even though
only a few conformations of the encounter ensemble lead to a produc-
tive complex [20,23,24]. Actually, the multiphasic kinetics observed in
polarographic and spectrophotometric assays for the oxidation of
reduced Cc by beef complex IV can be ﬁtted to a model with just one
catalytic site. Such a simple model includes alternative binding
conformations of the transient complex, with some of them being un-
able to transfer electrons but affecting the ET rate at the catalytic site
[25,26]. Recently, the surface residues of human Cc contacting bovine
complex IV have been mapped by nuclear magnetic resonance (NMR)
[27].
Non-ET conformations within the complex between beef Cbc1 and
human Cc were also evidenced by steady state kinetic analysis, and so
a binding model with more than one molecule of Cc per molecule of
Cbc1 was proposed to explain the observed multiphasic kinetics [28].
In addition, a second cytochrome c2 (Cc2) binding site was proposed
for the biphasic kinetic observed by plasmon resonance in the oxidized
Cbc1–Cc2 complex from Rhodobacter capsulatus [29]. However, the crys-
tal structure of the yeast Cbc1–Cc complex does only show a single Cc
molecule on the native complex III dimer, mainly driven by non-polar
contacts [20,30,31]. Notwithstanding, extra electrostatically charged
residues seem to be also involved, as inferred frommolecular dynamics
(MD) calculations [32] and experimental datawith chemicallymodiﬁed
Cc [33,34].
The Cbc1–Cc interaction corresponds to a short-lived complex,
whose lifetime and ET mechanism are strongly dependent on
ionic strength [35,36]. Rhutenium-based techniques of photooxidation
have been developed to study ET in the Cbc1–Cc complex from
Rhodobacter sphaeroides, Paracoccus denitriﬁcans and yeasts [36–40].
The resulting kinetic data suggest the formation of an encounter
complex guided by long-range electrostatic forces. Interestingly,
ruthenium kinetics have also shown that the acidic domain of the Cbc1
complex from R. sphaeroides, which is analogous to the acidic subunits
in eukaryotic bc1 complexes, does not play any signiﬁcant role in
ET [40].
The nature of non-productive conformations within the Cbc1–Cc
complex and their eventual role in the respirasome assembly remain
unclear. In this work, we have investigated the interaction in solution
between pCc and the globular domain of plant cytochrome c1 (pCc1),
which has been made soluble by truncating its membrane-anchoring
hydrophobic helix located at the extreme C terminus (Fig. 1). The tran-
sient complex between the two Arabidopsis thaliana heme proteins has
been here analyzed by using NMR, isothermal titration calorimetry
(ITC) and restraint docking calculations. Surprisingly, our experimental
data reveal two well-deﬁned binding sites for pCc at the pCc1 surface,
namely a non-productive (or distal) site with a long heme-to-heme dis-
tance (N30 Å) and a functional (or proximal) site with the two heme
groups close enough (b8 Å) as to allow ET. Though not functionally ac-
tive in redox reactions, the distal site at the pCbc1 adduct could play a
key role in channeling pCcmolecules within the respiratory mitochon-
drial supercomplexes in plants.2. Material and methods
2.1. Design of constructs and site-directed mutagenesis
A 0.72 kb synthetic DNA fragment encoding for the soluble domain
of pCc1 subunit (amino acids 64–265, GenBank ID: 834081) fused to a
standard N-terminal periplasmic signal peptide was ampliﬁed by PCR
using the oligonucleotides pCc1_fw (5-GCGGGATCCAGGAGGTGACCA
TG-3) and pCc1_rv (5-GCGCTCGAGTTCCATTTCCGGTTCCGC-3), contain-
ing BamHI and XhoI restriction sites (underlined), respectively. The re-
action product was inserted in the pET28a(+) expression vector.
Successful cloning was conﬁrmed by automated sequencing. Site-
directed mutagenesis was performed using pET_pCc1 as a template
and the QuikChange II method (Stratagene, http://www.stratagene.
com). The primers for PCR were pCc1_C10A_fw (5-TGGCCTGGAAGC
GCCGAACTAT-3) and pCc1_C10A_rv (5-ATAGTTCGGCGCTTCCAGGC
CA-3).
A 0.4 kb DNA fragment encoding for the pCcwas cloned into a pBTR1
vector [41] by adaptamer technology. The pBTR1 contains the yeast
hemelyase, needed for correct heme integration in c-type cytochromes.
The oligonucleotides used to generate the adaptamerwere pCc_adapt_fw
(5-ATATATCCATGGCGTCATTTGA-3) and pCc_adapt_rv (5-TCTTGGTACC
TCATCACGCGGT-3). pCc DNA insert was ampliﬁed directly from pCytA
[42]. ThepET_pCc1-C10A andpBTR–pCc constructswere veriﬁedby auto-
mated sequencing.
Protein expression and puriﬁcation protocols have been included in
Supplementary Material (Materials and Methods M1).2.2. Absorption spectroscopy
Absorption spectra were recorded in the ultraviolet–visible (UV–VIS)
range at 25 °C in a V-650 spectrophotometer (Jasco, http://www.
jascoinc.com). A 1 ml quartz cuvette with a path length of 10 mm
was employed. Circular dichroism (CD) spectra were recorded in the
UV range (190–250 nm) at 25 °C in a J-815 spectropolarimeter
(Jasco, http://www.jascoinc.com), equipped with a Peltier temperature-
control system, using a 1-mm quartz cuvette. Protein concentration
was 3 μM in 5 mM sodium phosphate buffer (pH 6.3). Twenty scans
were averaged out for each sample. Secondary structure analysiswas per-
formed by using CDPRO software [43,44]. CDSSTR was used as reference
database.2.3. Analytical ultracentrifugation
Sedimentation equilibrium experiments of pCc1 were performed at
20 °C in an Optima XL-A Analytical Ultracentrifuge (Beckman Instru-
ments, https://www.beckmancoulter.com) with an AN50-Ti rotor.
80 μL aliquots of a 50 μMpCc1 solution in 5mM sodium phosphate buff-
er (pH 6.3) were analyzed at three successive speeds (13,000; 15,300
and 22,500 rpm). Absorbancewasmeasured at 523 nm after 17 h to en-
sure that the equilibrium condition was reached. Baseline signals were
determined taking a radial scan at 13,000 rpmafter running the samples
for 8 h at 45,000 rpm. Conservation of mass in the cell was checked in
all experiments. Sedimentation velocity experiments were performed
at 45,000 rpm and 20 °C with 400 μl samples loaded into double
sector cells, using the same buffer and protein concentration as in the
equilibrium experiments. Radial scans at 523 nm were taken every
10 min and the sedimentation coefﬁcient distribution was calculated
by least-squares boundary modeling of the sedimentation velocity
data using the program SEDFIT [45]. The experimental coefﬁcients
were converted to standard conditions. The partial speciﬁc volume
of pCc1 (0.738 g/L), calculated from the amino acid composition, as
well as the buffer density and viscosity were determined with the
SEDNTERP program [46].
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1D 1H NMR spectra of pCc1 in its two redox states were performed
on a Bruker Avance 700 MHz (Bruker, http://www.bruker.com).
Water signal was suppressed by WATERGATE solvent suppression
method [47]. Protein concentration was 100 μM in 5 mM sodium phos-
phate buffer (pH 6.3). Either ascorbic acid or ferricyanide was added to
ensure the redox state for each sample. NMR assignments of the 15N and
1H nuclei of reduced pCc (pCcred, BMRB accession number 18828) were
taken from previous work [6]. The data were processed using Bruker
TOPSPIN (Bruker) and then analyzed with SPARKY (T. D. Goddard and
D. G. Kneller, SPARKY 3, University of California, San Francisco, CA, USA).
NMR titrations of 100 μM of 15N labeled pCc with aliquots of unla-
beled pCc1 (both reduced) were performed in 5 mM sodium phosphate
(pH 6.3) and 10% D2O. Each titration step was prepared in an indepen-
dent NMR tube (Shigemi) up to a 0.28ml volume. The pH of the samples
was checked before and after recording every spectrum. The chemical-
shift changes were monitored in a series of [1H, 15N] Heteronuclear
Single-QuantumCorrelation (HSQC) experiments at 25 °C and recorded
on a Bruker Avance 700 MHz (Bruker). The data were processed using
Bruker TOPSPIN (Bruker) and analyzed with SPARKY. NMR chemical-
shift titration curves were analyzed with Origin 7 (OriginLab, http://
www.originlab.com) by using a two-parameter non-linear least squares
ﬁt using a one-site (1) and two-site (2) binding model. Under fast ex-
change conditions, the chemical-shift perturbations (CSP) for a signal
in a given titration step is deﬁned by:
Δδ ¼ A½ b
A½ 0
Δδmax ð1Þ
where
A½ 0 ¼ A½  f þ A½ b
A½  f ¼
A½ 0− B½ 0−KD−
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
KD þ B½ 0− A½ 0
 2 þ 4  KD  A½ 0
q
2
A½ b ¼
A½ 0 þ B½ 0 þ KD−
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
KD þ B½ 0− A½ 0
 2 þ 4  KD  A½ 0
q
2
wherein Δδmax is the maximum perturbation for the signal, and [A]0
and [B]0 are the overall and respective concentrations of pCc and pCc1 in
themeasured sample. [A]f and [A]b are the concentrations of the free and
bonded pCc species under equilibrium. KD is the dissociation constant.
The equation deduction is in Supplementary Material (Materials and
Methods M2).
For the two-binding sites, the third order equation was solved ac-
cording to the approach of Wang and Jiang [48]. In this approach, two
sites with different afﬁnities are considered, and each one of them can
be in different accessibility states. For simplicity, we assumed a full abil-
ity of the two sites in pCc1 to bind pCc. Thus:
Δδ ¼ Δδmax 
A½ 0 þ
a
3
−2
3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2−3b
 q  cos θ
3
 
A½ 0
ð2Þ
where
θ ¼ arccos−2  a
3 þ 9  a  b−27  c
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2−3  b 3
q ;
a ¼ KD1 þ KD2 þ 2  B½ 0− A½ 0;b ¼ KD1  KD2 þ KD1 þ KD2ð Þ  B½ 0− A½ 0
 
; andc ¼− KD1  KD2  A½ 0:
The average CSP were derived from the equation:
Δδavg ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ΔδN=5
 2 þ ΔδH 2
q
2
where ΔδN and ΔδH are the CSP of the amide nitrogen and proton,
respectively. The estimated error in KD values was 10%.
The methods for the global ﬁtting of CSP and determination of line
broadenings are in Supplementary Material (Materials and Methods
M3 and M4). The principal component analysis (PCA) method is also
in Supplementary Material (Materials and Methods M5).
2.5. ITC measurements
All ITC experiments were performed using an Auto-ITC200 instru-
ment (GE Healthcare, http://www.gehealthcare.com) at 25 °C. The ref-
erence cell was ﬁlled with distilled water. The titration experiments
between pCc1 and pCc consisted of 2 μl injections of 0.4 mM pCc
(reduced or oxidized forms) in 10 mM sodium phosphate buffer
pH 7.4 into the sample cell, initially containing 20 μM pCc1 solution
(reduced or oxidized) exactly in the same buffer. All solutions were
degassed before the titrations. The titrant was injected at appropriate
time intervals to ensure the thermal power signal returned to the base-
line prior to the next injection. To achieve homogeneous mixing in the
cell, the stirring speed was kept constant at 1000 rpm. The data, specif-
ically the heat per injection normalized per mol of injectant versus
molar ratio, were analyzed with Origin 7 (OriginLab) using a two-site
binding model [49]. Calibration and performance tests of the calorime-
ter were carried out conducting CaCl2-EDTA titrations with solutions
provided by the manufacturer. The values of the reduced χ2 statistic
were calculated considering the normalized heat associated with each
injection Q, expressed in calories per mol.
2.6. Brownian dynamics
Brownian dynamics (BD) trajectories were computed for ab initio
docking with the SDA-6 package [50]. For this purpose, PQR ﬁles were
built using the LEAP module of AMBER 9 [51] using the AMBER 2003
force-ﬁeld charge set [52]. Then, a 97 Å3 electrostatic grid with 1 Å
node spacing was built with the APBS package [53]. Ionic strength was
set to 100 mM and the protein internal dielectric was 4. Translational
and rotational diffusion constants for BDwere calculated from the initial
coordinates using the script ARO (formermain_axis) [54] on the tcl con-
sole of VMD [55]. Every complex formedwas recorded except when the
RMSD value was lower than 2 Åwith respect to a previous one. A struc-
tural alignment of modeled proteins to the X-ray coordinates for the
yeast complex [30] was applied as an accuracy reference. Structures
were represented using UCSF Chimera [56].
2.7. NMR-driven docking
Restrained docking calculations were performed with the High Am-
biguity Driven Docking approach (HADDOCK) [57–59], using homology
models as input for reduced forms of pCc, pCc1 and plant Rieske head
domain (pRieske) (Supplementary Material, Materials and Methods
M6). Dielectric constant was set distance-dependent. Scaling of inter-
molecular interactions for rigid bodywas ﬁxed to 1.0. Ambiguous inter-
action restraints (AIRs) for the docking simulation were generated
using standard criteria. Random exclusion of AIRs was not employed.
pCc residues labeled as active were those showing Δδavg ⩾ 0.025 ppm
and a solvent accessibility larger than 50%, calculated with NACCESS.
Fig. 1.The functional Cbc1monomer. Chimericmodel of complex III based on the structure of the functionalmonomer fromyeast Cbc1 (PDB: 1kyo)with its cytochrome b subunit colored in
blue. The Rieske subunit, shown in purple, has been replaced by the chicken Rieske subunit (PDB: 1bcc) at its “open” conformationwith respect to the quinol oxidation site. The homology
model of pCc1 (in yellow) is overlaid onto the globular domain of yeast Cc1 subunit (magenta), which has a membrane-anchoring hydrophobic helix that is represented in red. The
truncation site of pCc1 is marked by an arrow. Other yeast complex III subunits are colored in light gray. Heme groups are in green and the iron–sulfur cluster is in cyan.
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Gln36, Ser55, Ala58, Lys80, Lys81, Gly85, Val89, Lys94 and Lys95. N-
terminal residues were not included in the list. pCc residues located at
less than 4 Å from the active ones and showing high solvent accessible
surface (N50%) were labeled as passive residues. No active residues for
pCc1 were deﬁned and passive residues were those with a high solvent
accessibility (N50%). These residues were Gln38, Ser42, Leu48, Arg52,
Gly56, Thr60, Glu62, Ala66, Glu70, Val74, Pro77, Asp79, Glu80, Gly81,
Glu82, Met83, Thr85, Lys89, Ser91, Arg93, Glu96, Ser99, Glu101,
Ser102, Arg105, Phe106, Gly109, Ala122, His124, Arg138, Asp139,
Ala142, Gly143, Ser145, Arg147, Glu148, Gly149, Pro157, Asn168,
Asp169, Glu170, Glu173, Glu175, Asp176, Gly177, Pro179 and Thr181.
Both N- and C-terminal residues were not included in the list. The ﬂex-
ible segments were deﬁned by the active and passive residues used in
the AIRs ± 2 sequential amino-acids. For each run, 2000 rigid-body so-
lutions were generated by energy minimization. The 200 structures
with lowest AIRs energieswere subjected to semi-ﬂexible simulated an-
nealing. Then, the ﬁrst 100 structures were submitted to a ﬁnal reﬁne-
ment in explicit water. The 100 best structures were analyzed using
standard criteria. Structureswere represented using UCSF Chimera [56].
Centers of mass were calculated using previously reported protocol
[54]. Second-molecule docking computations were performed with so-
lutions from ﬁrst pCc1–pCcmolecule docking as input ﬁle and a second
pCcmolecule as probe. Docking parameters and active and passive res-
idues of pCcwere deﬁned as before. No active residues for the pCc1–pCc
adduct were deﬁned and passive residues corresponded to those with a
high solvent accessibility (N50%). These residues matched with those
previously deﬁned for pCc and pCc1, with the exception of residues
from pCc1 which are not exposed to solvent in pCc1–pCc adduct. Finally,single docking computations between the pCc1–pRieske adduct and pCc
were also performed. Only passive residueswithhigh solvent accessibil-
ity (N50%) for pCc1–pRieske were deﬁned. The pCc1–pRieske complex
was built using pCc1 and pRieske conformations that both structures
keep in the “closed” conformation inside complex III [60].
3. Results
3.1. Elucidating two binding sites for pCc on pCc1
To ﬁrst understand the nature of the interaction between pCc1 and
pCc and to visualize their ensemble of transient encounter complexes
under equilibrium conditions, we computed 2000 BD trajectories with
the two heme proteins. Each trajectory lasted 313 ns on average.
Fig. 2a shows the distribution of the ﬁrst, lowest-energy 500 solutions.
Notably, pCc sweptmost of the solvent-exposed pCc1 surface. For all ori-
entations, non-polar interactions seem to be the largest contribution to
binding energy (Table S1), as proposed by Lange andHunte [30]. The re-
corded complexes were submitted to structural clustering, which
yielded two major clumps. Cluster 1 of Ccmolecules comprised 212 re-
corded structures out of 484,511 matching ones along the trajectories,
with the representative Cc structure lying on the same Cc1 surface
patch as in the crystal structure of the yeast Cbc1–Cc complex (PDB
1kyo). However, such a representative Cc molecule is rotated by ca.
90°, around the normal to the interaction Cc1 surface, with respect to
Cc orientation in the crystal structure (Fig. 2b and c). As the heme-to-
heme distance is short enough to guarantee an efﬁcient ET, this cluster
was allocated within the herein called proximal binding site. Cluster 2
of Cc molecules consisted of 200 recorded structures out of 361,331
ab
Rieske
subunits
Proximal site
Distal site
XRD
c
Cluster 1
Cluster 2
Fig. 2. Ab-initio docking calculations of the pCc1–pCc complex. a) Distribution of the mass
center of pCc around pCc1 within the 500 lowest energy conformations of the complex.
Everymass center of pCc is represented by a ball colored according to the complex binding
energy ranging from−72 kcal mol−1 (red) to−92 kcal mol−1 (blue). pCc1 is represented
by a khaki ribbon and the heme group is in green. Orientation of the pCc1 molecule is the
same as in Fig. 1. b) Ribbon diagrams showing pCc1 (khaki) along with the representative
Cc structures for clusters 1 (blue) and 2 (red) corresponding to the proximal and distal
binding sites of pCc1, respectively. c) Viewof dimeric complex III from the intermembrane
space showing the location of the single Ccmolecule in the solved X-ray structure of the
yeast Cc-bound complex III (PDB ID: 1kyo, green) in one monomer, and those of the rep-
resentative Cc structures for proximal (blue) and distal (red) sites in the othermonomer, in
which the soluble domain of yeast Cc1 has been replaced by pCc1, shown in khaki. XRD
stands for X-ray diffraction.
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Remarkably, it sampled at the outer rim of Cc1 at the Cbc1 complex
(Fig. 2c), and so the adducts were non-ET conformations located atthe herein called distal binding site. The remaining clusters were much
less populated and, opposite to clusters 1 and 2, they clashed if super-
posed onto the full Cbc1 structure.
To test experimentally the stoichiometry of the interaction between
pCc1 and pCc, we cloned the water-soluble and monomeric domain of
pCc1, which keeps its tridimensional structure as compared to the full-
length pCc1 subunit of the Cbc1 complex in the native membrane. For
this purpose, all the residues from the physiological mature protein
(GenBank ID: 834081) until Glu265 were kept and the C-terminal hy-
drophobic helix was removed. The protein sequence of such soluble do-
main is highly conserved in evolved plants (≥93% sequence identity
with rice, soybean, maize, grape vine, tomato, cacao or poplar), whereas
the designated position for truncation was selected according to previ-
ous works with soluble domains of Cc1 [24,61–63] and photosynthetic
cytochrome f (Cf) [64,65]. In addition, Cys10 at the N-terminal region
was replaced by alanine to avoid pCc1 dimerization ofwild-type protein
through intermolecular disulﬁde bridges (Fig. S1). The resulting soluble
site-directed mutated domain of pCc1 was expressed in Escherichia coli,
and analytical ultracentrifugation (AU) corroborated its monomeric
state for at least 96% of population (Fig. 3a). The molecular mass of the
monomeric domain was 23,857 Da, as veriﬁed by MALDI-TOF. Small
populations (4%) of multimers were also detected by AU, with a molec-
ular mass of ca. 100.7 kDa.
The proper folding of pCc1 was assessed by CD and NMR spectros-
copies. The CD spectral analysis of reduced pCc1 (pCc1red) yielded a
major α-helix component (67.6%), along with a minor contribution of
turns (7.7%) and β-sheets (5%) in the secondary structure (Fig. 3b).
Similar results were found for the oxidized state (65.8% of α-helixes,
8.6% of turns and 4.3% of β-sheets; Fig. 3b). The 1D 1H NMR spectrum
of pCc1red displayed a high dispersion of signals in the amide andmethyl
regions, as corresponds to a three-dimensional folding (Fig. 3c, upper).
The NMR spectrum also showed several signals at negative δ values
that belong to the side chain of Met163 axial ligand, consistent with a
proper heme coordination. The 1D 1H NMR spectrum of oxidized pCc1
(pCc1ox) showed a signiﬁcant overall line broadening, and some signals
from residues close to the heme group, such as Met163, were strongly
shifted as a result of the paramagnetic effect of Fe3+ (Fig. 3c, lower).
The UV–VIS absorption spectrumof ascorbate-reduced pCc1 showed
a maximum at 552 (α-band) and at 522 nm (β-band), as expected for
the correct incorporation of the heme group into the apoprotein [61,
66]. On the other hand, the oxidized pCc1 showed the 699-nmband typ-
ical of the octahedral heme iron coordination and, in particular, of the
bond between the Fe atom and the Sδ atom ofMet163 (Fig. S2). The cal-
culated redox potential (Em) of pCc1 was ca. +160 mV (Fig. S3), lower
than that determined (ca. +250 mV) for the membrane-anchored Cc1
subunit in photosynthetic bacterial and plant complexes [66–68]. Simi-
lar decrease in redox potential has also been observed with isolated
water-soluble domains of Cc1 from R. sphaeroides, P. denitriﬁcans and
Thermus thermophilus [24,62,63].
The interaction between pCc1 and pCcwas ﬁrst tested along a direct
NMR titration bymonitoring the linebroadening of the signals fromme-
thionine axial ligands of both cytochromes (Met88 of pCc andMet163 of
pCc1, respectively) in their reduced state. As shown in Fig. 4a, the
Met88-εCH3 signal of pCc broadened upon every pCc1 addition. More-
over, the Met163-εCH3 signal of pCc1 could also be followed at each ti-
tration step. This latter also widened with respect to that of unbound
pCc1 at the same concentration level (Fig. 4a).
A CSP analysis of the amide groups of pCcwas further performed. For
this purpose, NMR titration experiments showing the changes in the
[1H, 15N] HSQC spectrum of 15N-labeled pCc upon gradual addition of
pCc1 were recorded. Several pCc amide signals showed signiﬁcant
chemical-shift displacements along titrations (Fig. 4b), aswell as specif-
ic line-broadening (Fig. S4), which is consistent with an intermediate/
fast exchange rate andwith the transient nature of this complex [35,40].
In agreement with BD computations, the CSP binding curves of the
titration with reduced proteins could be consistently ﬁtted to a 2:1
Fig. 3. Biophysical characterization of recombinant pCc1. a) Continuous distribution c(s) versus sedimentation coefﬁcient (left) and sedimentation velocity analysis (right) of reduced pCc1.
b) UV CD spectra of reduced (dotted line) and oxidized (solid line) forms of pCc1. c) 1D 1H NMR spectra of reduced (upper) and oxidized (lower) pCc1 species.
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and S5) with all the analyzed amides, according to R2 and χ2 statistical
criteria. R2 and χ2 values were equal to 0.9997 and 2 · 10−6, respective-
ly. Notably, the binding curves poorly ﬁtted a 1:1 binding model (R2 =
0.8183 and χ2 = 0.0816), as shown for Gln24 in indirect dimension
(Fig. 4d). Hence, the experimental data clearly indicated the presence
of two independent pCc binding sites on the pCc1 surface. The ﬁt to
the model described in Material and Methods yielded two different
values for the dissociation constant (KD), namely 0.25 μM for KD1
and 30.0 μM for KD2, thereby suggesting a site for tight binding and
another site for a weak, more transient interaction (Table 1). The KD2
value for the weak-binding site is similar to those reported in other
c-type cytochrome ET complexes [65,69–71]. When the two sites
were forced to behave with a similar KD value, the ﬁtting was slightly
worse and yielded a KD value of ca. 9.9 μM, also consistent with a tran-
sient complex. In this case, R2 and χ2 values were equal to 0.9928 and
3.22 · 10−3, respectively (Fig. S6).
To further validate the 2:1 bindingmodel, we performed a principal
component analysis (PCA) of CSP data. Notably, the ﬁrst component
projection was consistent with ca. 99% of the amplitude of the CSP
data andwas accurately ﬁtted to a 2:1 stoichiometry with two different
KD values (Fig. S7). Indeed, the bindingwasﬁtted to aKD1 of 0.29 μMand
a KD2 of 23 μM. R2 and χ2 valueswere 0.99827 and 0.00576, respectively.
These results were in agreement with the previous performed ﬁttings.
The ﬁt to one binding site was, by contrast, not good enough. R2 and
χ2 valueswere 0.88808 and 0.46825, respectively. The other component
projections corresponding to the 1% of the remaining amplitude were
not analyzable.All the pCc signals showed a similar perturbation proﬁle along the
NMR titration experiments, a ﬁnding suggesting that pCc may use the
same surface area to interact with pCc1 at the two binding sites. The
CSP proﬁle and map for the reduced complex (Fig. 4e and f) showed a
few residues with Δδavg larger than 0.075 ppm. These residues were
Phe3, Lys16, Gln24, Lys80, Gly85 and Val89. The map comprised resi-
dues at the rim of the heme cleft, such as Thr20, Lys21, Ala23, Gln24,
Gln36, Lys87, Val89 and Phe90. The resulting interaction patch is well
conserved among complexes involving c-type cytochromes, which in-
clude cytochrome c peroxidase, Cf, cytochrome b5, photosystem I, com-
plex IV, GALDH and novel partners recently discovered [6,10,27,65,
70–75]. In addition, the initial turn of the ﬁrst α-helix and its interface
with the C-terminal helix could likewise be affected by pCc binding to
pCc1.
The CSP map of pCc in Fig. 4f is also consistent with the solved X-ray
structure of the yeast Cbc1–Cc complex (Fig. 4g) [30]. Extensive studies
using chemical modiﬁcation of mammalian Cc have implicated a subset
of lysines in the afﬁnity and turnover of Cc in its binding to complex III.
Actually, these experiments evidenced the key role of lysines at posi-
tions 8, 13, 27, 72, 86 and 87 (residue numbering for mammalian Cc)
in the complex III–Cc interaction [33,34], as MD simulations also did
[32]. In our solution NMR studies, we have detected signiﬁcant CSP for
the lysines at positions 16, 21, 70, 80, 81, 87, 94 and 95 (residue num-
bering for pCc). All lysines previously implicated in its binding to com-
plex III were detected, with the only exception of Lys35 (Lys27 in
mammalian Cc) that showed a Δδavg value lower than 0.025 ppm.
To obtain accurate data on the binding afﬁnities, not only in the re-
duced system but also in the oxidized complexes, we resorted to ITC
Fig. 4.NMRbinding assays of reducedpCc1–pCc complex. a)1D 1HNMR spectra of 100 μMpCc along titrationwith pCc1. Complex formation can be followed bymonitoring the line broadenings
of the two heme axial ligand signals (Met163-εCH3 of pCc1 andMet88-εCH3 of pCc). A control spectrum of 100 μM free pCc1 is also shown in gray. b)Detail of the superimposed [1H, 15N] HSQC
spectra of 15N-labeled pCc along titrationwith pCc1. pCc concentrationwas 100 μMat each titration step. Signals corresponding to distinct titration steps are colored according to the code in the
panel. pCc1 concentrations at each titration stepwere depicted in the panel. c)Curves representing the best globalﬁt of several amide signals in indirect dimension to a 2:1 ratio for the pCc1:pCc
bindingmodelwith two different global KD values (0.25 for KD1 and 30.0 μM for KD2). KD1 and KD2 stand for the dissociation equilibrium constants of the proximal and distal sites of pCc1, respec-
tively. d) Binding curves of Gln24 in the indirect dimension. Lines represent the best ﬁt to 1:1 (red) or 2:1 (black) bindingmodels. e) Plot of CSP of 15N-labeled pCc as a function of residue num-
ber. Proline and non-assigned residues are marked by asterisks. f) CSP map of reduced pCc upon addition of reduced pCc1. Residues are colored according to their respective Δδavg value, as
follows: blue for b0.025, yellow for ≤0.050, orange for ≤0.075 and red for ≤0.300 ppm. Prolines and non-assigned are in dark gray, and the heme group is in green. g) Surface map of yeast
Cc showing in red those residues that are closer than 4 Å to the Cc1 subunit in the crystal structure of the yeast Cc-bound complex III (PDB ID: 1kyo).
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Table 1
Equilibrium and thermodynamic parameters for the interaction of pCc with pCc1 at the two binding sites. Equilibrium dissociation constants (KD1 and KD2), enthalpies (ΔH1 and ΔH2),
entropies (−TΔS1 and−TΔS2), Gibbs free energies (ΔG1 and ΔG2) and stoichiometry of the reactions (n) were determined by CSP or ITC for the reduced (pCc1red–pCcred) and oxidized
(pCc1ox–pCcox) states.
Proximal site Distal site
Protein couple KD1
(μM)
ΔH1
(kcal mol−1)
−TΔS1
(kcal mol−1)
ΔG1
(kcal mol−1)
KD2
(μM)
ΔH2
(kcal mol−1)
−TΔS2
(kcal mol−1)
ΔG2
(kcal mol−1)
n
pCc1red/pCcreda 0.25 n.d. n.d. −8.9 30.0 n.d. n.d. −6.1 2
pCc1red/pCcredb 6.7 4.3 −11.3 −7.0 35.0 2.4 −8.4 −6.0 2
pCc1ox/pCcoxb 9.3 3.0 −9.8 −6.8 110.0 12.0 −17.3 −5.3 2
n.d., not determined.
Relative errors: KD 20%, ΔH and−TΔS 5%, ΔG 2%.
a CSP.
b ITC.
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2:1 model, with two independent binding sites for pCc on pCc1. The re-
duced χ2 value was equal to 504 and 243 for the reduced and oxidized
complexes, respectively. As shown in Fig. 5 and Table 1, a ﬁrst site for
tight binding and another site for weak, more transient binding were
observed for both redox states. The redox state of the heme proteins
slightly affected their binding afﬁnity using both binding sites. Indeed,
the reduced system (KD1=6.7 μM,KD2=35 μM)was somewhat tighter
than the oxidized system (KD1 = 9.3 μM, KD2 = 110 μM). The binding
reaction was endothermic for all binding events, in both reduced and
oxidized complexes, and was entropically driven. When the two sites
were forced to have the same value for KD, the ﬁtting was less accurate.
Indeed, the reduced χ2 value signiﬁcantly increased to 2264 and 591 for
the reduced and oxidized systems, respectively. In this case, the KD
values were 6.1 μM and 22 μM for the reduced and oxidized proteins,
which is consistent with a lower afﬁnity for the oxidized complex. InFig. 5. ITC binding assays of the reduced and oxidized pCc1–pCc complexes. Binding assays of the
experimental data for both redox states areﬁtted to a 2:1model. Thermograms are shownat the
20 μM, whereas pCc concentration in the syringe was 400 μM.agreement with NMR measurements, the ﬁtting of ITC data to a 1:1
model was slightly worse, as visually shown in Fig. S8.
3.2. Exploring the pCc1-pCc complex: An NMR-restrained docking model
With our experimental CSP constraints, NMR-restraint docking cal-
culations of the reduced pCc1–pCc complex were carried out by using
the HADDOCK software. Clustering of solutions for NMR-restrained
docking resulted in two binding sites on the surface of pCc1, according
to the two-site model suggested by NMR and ITC ﬁtting. In agreement
with the BD simulations, non-polar interactions also constituted
the major contribution to binding energy; the resulting surface area
burials were larger than 1200 Å2 (Table 2), whereas those calculated
fromX-ray coordinates were ca. 990 Å2 [20,30,31]. Electrostatic interac-
tions seemed to also be crucial for binding in solution, in consonance
with the MD simulations performed by Kokhan et al. [32].complexes between pCc andpCc1 under reducing (left) or oxidizing conditions (right). The
upper panels and binding isotherms at the lower panels. pCc1 concentration in the cellwas
Fig. 6. HADDOCK molecular docking of reduced pCc1–pCc complex. a)Mass centers of pCc
were organized in two clusters (1 and 2) that determine two well-deﬁned binding sites in
pCc1, the herein called proximal and distal sites respectively. Each pCcmolecule is plotted as
a ball colored according to their intermolecular energy (Einter), ranging from 0 kcal mol−1
(red) to −400 kcal mol−1 (blue). b) Mass centers of pCc from a docking approach in
which a pCcmolecule was primarily ﬁxed on the proximal site. Solutions were colored as
a function of Einter, ranging from−50 kcal mol−1 (red) to−350 kcal mol−1 (blue). pCc
molecules at the distal binding site were organized in two clusters 2” and 2#. c) Additional
docking computation using the pCc1–pRieske adduct. Mass centers of pCcwere plotted on
the adduct according to its Einter, ranging from−50 kcal mol−1 (red) to−450 kcal mol−1
(blue). Solutions were divided in two clusters (1* and 2*) as described in a).
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molecules that were compatible with the presence of two independent
binding sites for pCc on pCc1 (Fig. 6a). One of the pCc clusters (cluster 1)
coincided with that resulting from the X-ray coordinates of the yeast
Cc1–Cc complex [30] but rotated ca. 90°. Cluster 1 is herein called prox-
imal binding site, in which the heme-to-heme distance is ca. 6.7 Å. This
sitewould correspond to the tightest binding site as itmatches the crys-
tallographic center ofmass of yeast Cc and is consistentwith an efﬁcient
ET. The second cluster (cluster 2) was located at the outer rim of pCc1,
close to the extended β-strand fork that directly contacts to the Rieske
head in complex III. Cluster 2 is herein called distal binding site as
the two hemes were located far away from each other, at a distance
(ca. 36.9 Å) too long for efﬁcient ET. This second site, which is ﬁrst re-
ported here, would allow a weak binding of pCc to pCc1. In contrast to
cluster 1, the structures from cluster 2 slightly clashed when they
were superposed onto the native complex III structure. The two clumps
were similarly driven by non-polar and electrostatic interactions, yet
the structures in cluster 1 were energetically favored. The backbone de-
viation was 1.88 Å with respect to the representative structure in each
cluster. Although cluster 1 was slightly less populated than cluster 2, it
ﬁtted better with the experimental results based on HADDOCK score
(Table 2).
To test the independent nature of the purported distal site, another
single-docking calculation was carried out with the best structure in
which pCc sampled the proximal site as a starting adduct structure.
Two clumps emerging from these computations located nearby to
the same surface path of the proposed distal site (Fig. 6b) supporting
the independence of a second binding governed by non-polar and
electrostatic forces (Table 2). Both sub-clusters (2” and 2#) showed
similar energy terms and had long heme-to-heme distances (longer
than 35 Å), although cluster 2” is clearly more populated. The long dis-
tance between redox centers is again consistent with non-ET binding.
Notably, the representative structure of cluster 2” did not clash with
any subunit when it was superposed on the full dimeric complex III
structure.
In addition, a reverse docking calculation was performed to
check that the proximal binding site was ﬁlled when a pCc molecule
was ﬁxed on the distal binding site of pCc1 in the starting structure
(Fig. S9).
To further assess the reliability and physiological compatibility of the
proximal and distal binding sites, additional docking calculations were
carried out. An adduct of pCc1 bound to pRieske from the same structur-
almonomerwas used as starting input. The pRieske subunit was kept in
the “open” conformation, with respect to the quinol oxidation site, in
the pCc1–pRieske adduct. Such conformation is more restrictive than
the “closed” conformation for pCc sampling on pCc1 surface [60]. Two
clusters were formed on the pCc1–pRieske surface, which were consis-
tentwith our two-site bindingmodel (Fig. 6c and Table 2). Cluster 1* in-
cluded pCc molecules sampling the proximal binding site, which is
compatible with ET, and cluster 2* was signiﬁcantly more populated
than cluster 1*. Cluster 2* corresponded to the weak distal site located
near the interface between pCc1 and pRieske domain, and did not
clash when it was superposed onto the full complex III structure. TheTable 2
Statistical analysis of HADDOCK data after clustering the solutions for the reduced pCc1– pCc c
Cluster RMSD
(Å)
Size Einter
(kcal mol−1)
Ehydropho
(kcal mo
1 1.88 ± 0.57 20 −284 ± 67 −439 ±
2 1.88 ± 0.52 24 −170 ± 63 −469 ±
2” 3.38 ± 1.20 39 −76 ± 69 −421 ±
2# 2.26 ± 0.93 19 −101 ± 55 −429 ±
1* 1.44 ± 0.62 10 −314 ± 45 −466 ±
2* 1.48 ± 0.51 56 −222 ± 80 −475 ±
Einter, Ehydrophob and Eelec stand for intermolecular, hydrophobic and electrostatic energy terms.
a.u. stands for arbitrary units.intermolecular energy and HADDOCK score ratio between both clusters
was not altered by the pRieske subunit. Thus, the existence of a distal
binding site was fully compatible with the complex III structure.omplex.
b
l−1)
Eelec
(kcal mol−1)
Buried surface area
(Å2)
Haddock score
(a.u.)
55 −387 ± 54 1939 ± 192 −137.7 ± 20
49 −449 ± 48 1291 ± 101 −97.8 ± 17
67 −384 ± 89 1472 ± 159 −103.3 ± 15
50 −392 ± 54 1530 ± 118 −103.6 ± 9
46 −421 ± 52 1910 ± 113 −139.1 ± 14
63 −452 ± 05 1833 ± 128 −112.4 ± 12
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It is widely accepted that Cc plays a key role in eukaryotic living cells,
under homeostatic conditions, by transferring electrons between the
mitochondrial membrane complexes III and IV, either free or associated
in supercomplexes [4,14]. However, the way Cc does it within a
supercomplex such as the respirasome formed by complexes I, III and
IV varies from one organism to another. Actually, pCc seems to be
channeled while transferring electrons from complex III to complex IV
in plants, but not in mammals [18]. Here, the interaction between pCc
and the soluble domain of pCc1 has been in deep analyzed by combining
different experimental approaches.
The physiological signiﬁcance of the functional analysis herein per-
formed with the soluble domain of pCc1 is solidly supported by other
experimental approaches. In bacteria, for instance, no signiﬁcant differ-
ences are observed in the rate of electron transfer to the soluble accep-
tor from the Ccb1 complex, either in its native state or devoid of its
soluble acidic domain [40]. Similar approaches have extensively been
carried out to analyze the interaction of the photosynthetic electron car-
riers plastocyanin and cytochrome c6with the soluble domain of Cf from
the cytochrome b6f complex [54,64,65,69,71,75].
Our values for the dissociation equilibrium constants of the pCc1–
pCc complex obtained by ITC and NMR are within the micromolar
range, so revealing the transient nature of such a respiratory complex
in plants. The intermediate/fast exchange regime observed by NMR is
consistent with a short-lived complex with lifetimes in the range of
μs–ms [35,40], in which the balance between speciﬁcity and turnover
is critical for efﬁcient ET. Thus the common association of fast exchange
to very weak complexes does not exclude other scenarios. In fact,
interprotein complexes under fast exchange with KD values lower
than 0.25 μM have been reported in literature [76].
In addition, pCc displays a conserved proﬁle of NMR signals in the
presence of pCc1 that mostly belong to residues around the heme crev-
ice. This pattern of pCc signals perturbed upon binding is practically the
same when Cc interacts with other physiological targets, such as
GALDH, complex IV and novel targets recently discovered [6,10,27].
Our CSP proﬁle is not only compatible with the X-ray structure of
yeast Cc bound to yeast complex III [20,30,31], but also reveals extra res-
idues of pCc involved in the binding to pCc1 in solution.
In the past, the binding interaction between Cc and Cc1 was often
thought to be dominated by electrostatic forces, as inferred from chem-
ical labeling and mutagenesis studies. Actually, well-conserved nega-
tively and positively charged residues around the heme clefts in both
cytochromes were identiﬁed [33,34]. Our ﬁndings here indicate a rele-
vant role of charged residues in solution experiments and docking anal-
yses, pointing out to an electrostatically-driven interaction. These
ﬁndings are in agreement with the MD simulations performed with
the yeast complex III–Cc system and with several ET studies performed
in the Cbc1–Cc complex from R. sphaeroides, P. denitriﬁcans and yeasts
[32,36–40]. In addition, the non-polar forces yielding the deﬁned and
oriented pCc1–pCc complex would be determinant in the binding
event, as they do in the X-ray structure of the yeast complex III–Cc sys-
tem [20,30,31]. Thus, the charged residues may provide a ﬁrst step in
recognition via electrostatic steering, which could further result in
well-deﬁned and speciﬁc orientations governed by hydrophobic con-
tacts at short distances, as proposed for many other electron transient
complexes. Actually, the large magnitude of the CSP for the pCc1–pCc
adducts in our solution NMR experiments suggests predominant hydro-
phobic contacts that extend the time that both heme proteins spend in
single orientations. This clearly differs from other Cc-involving inter-
faces, namely those in the non-physiological complexes Cf–Cc and cyto-
chrome b5–Cc [73,74].
Our data strongly point that such single orientations of pCc result in
two well-deﬁned binding sites on pCc1: a tight proximal site (equilibri-
um dissociation constant ranging from 0.25 to 9.3 μM), in which the
heme-to-heme distance is optimum for ET and consistent with thecrystallographic structures [20,30,31], and a weak distal site (equilibri-
um dissociation constant ranging from 30 to 110 μM), in which the
heme-to-heme distance is not suitable for ET and is not occupied in
the crystal structures. Such a novel distal binding site is here evidenced
in solution byNMR and ITC experimentswith reduced and oxidized pCc
and pCc1, as well as by ab-initio BD calculations. In addition, the PCA
performed to validate CSP ﬁts reveals a global and majoritarian compo-
nent that accurately ﬁtted to a 2:1 binding model. Other authors had
previously reported the existence of non-ET conformations or evi-
denced more than one Cc binding site in the Cbc1–Cc complex [25,26,
28,29].
Our NMR-driven docking approach also reveals that such a two-site
model is consistent with NMR constraints obtained with the pCc1–pCc
complex at the reduced state. It is worth to mention that pCc uses
a common surface area to explore the two binding sites on pCc1.
According to the literature, other c-type cytochromes use the same
residues to interact with more than one site at their partner surface,
either forming a ternary complex between Phormidium Cf and yeast Cc
[73] or assembling an encounter complex with Nostoc cytochrome c6
and Cf [75]. The dissociation constants for the two binding sites in the
Cf–Cc system are similar to those herein described for the pCc1–pCc
complex, in the μM range with a highly dynamic behavior. Moreover,
the differences in afﬁnity between the two binding sites in the Cf–Cc
and Cc1–Cc complexes are moderate, a ﬁnding that is compatible with
a linear behavior of the CSPs of Cc amide groups (Fig. 4b) and with a
similar chemical environment on the surfaces of Cf and Cc1, both nega-
tively charged. Indeed, the resulting docking data show that the location
of the pCc distal binding site into the pCc1–pCc complex is close to the
extended β-strand ﬁngers, in a negative pocket, at physiological ionic
strength (Fig. S10) that contact directly with the head of the Rieske
subunit.
The docking of pCc at the distal binding site is not impeded by the
pRieske subunit, and only the relative orientation of pCc1 and pCc in
the transient complex is slightly changed. Similar effects have been ob-
served in BD computations carried out on the photosynthetic ET com-
plex formed by the Cf–Rieske adduct with cytochrome c6 [77]. In
principle, the visualization of the proximal but not the distal site in X-
ray coordinates could be easily explained by assuming a weaker, yet
physiological, nature of the distal binding site, which would be stable
enough to be detected in solution by NMR. Moreover, the binding stud-
ies with both redox states indicate that the reduced complex is tighter
than the oxidized one, though both systems maintain two pCc binding
sites for interaction.
5. Conclusions
Our in vitro experiments indicate that the interactions of pCc with
theproximal and distal sites of pCc1 are two independent binding events.
The distal site herein reported for the pCc1–pCc complex opens the pos-
sibility to newbindingmodes in solution for the native dimeric complex
III, including the simultaneous allocation of two pCc molecules on the
pCc1 surface without steric hindrance between them (Fig. 7). The
extra distal site in complex III could indeed be used to facilitate the func-
tional shuttle of electrons to complex IV in plant supercomplexes [18].
Actually, this may provide a path for diffusion of the electron carrier
to the oxidase, as the pCc molecules could move from the distal to the
proximal site, and vice versa, so using them as entry or exit ports. In
other words, the pCc molecules could serve as a “ﬂoating boat bridge”
between complexes III and IV within the respirasome rather than as a
long distance electron carrier. Also, an extra distal site could serve as
an attraction for pCcmolecules to simply increase its local concentration
near binding domains, as was proposed to explain the second Cc2 bind-
ing site in the Rhodobacter capsullatus Cbc1–Cc2 complex in its oxidized
state [29]. The extra distal site could have physiological relevance in the
dynamics and organization of electron ﬂow, which is modulated in
supercomplexes to optimize the use of available substrates [15].
Fig. 7. Binding sites for Cc on complexes III and IV at the respiratory supercomplex. Complexes III and IV (gray) in respiratory supercomplexes are viewed from the mitochondrial inter-
membrane space. The representative structure of Cc at the proximal site of Cc1 is in blue, whereas that at the distal site is in red. HADDOCK results were superposed on the monomer of
complex III dimer in which Cc binding was reported by X-ray crystallography (PDB ID: 1kyo). Ccwas also represented (green) docked to respiratory complex IV, in the proposed binding
site for ET to CcO subunit [78]. A putative newway of communication between both complexes throughCcmolecules ismarkedby black arrows. This ﬁgure is an adaptation from theﬁtted
model for bovine mitochondrial supercomplex [21].
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