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In diesem Beitrag werden wesentliche Grundlagen und der 
derzeitige Stand der numerischen Berechnung des statio- 
naren und dynamischen Verhaltens verfahrenstechnischer 
Prozesse referiert. Durch Diskretisierung der ortlichen 
Ableitungen in den Modellgleichungen lafit sich das 
Gesamtmodell in ein System von Differentialgleichungen 
in der Zeit und von algebraischen Gleichungen, ein sog. 
DA-System, umformen. Die notwendigen Teilschritte zur 
Losung des DA-Systems werden besprochen, auf bewahrte 
Standardsoftware fur dieseTeilschritte sowie fur die Losung 
des gesamten DA-Systems wird hingewiesen. 
Numerical Methods for Simulation of Chemical Engi- 
neering Processes. Essential fundamentals and the cur- 
rent state of the art in simulating the dynamic and the 
steady state behaviour of chemical engineering processes 
are discussed. I t  is shown that discretization of the spatial 
derivatives in the balance equations leads to a system of 
so-called D A E  (differential algebraic equations), consist- 
ing of ordinary differential equations in time and algebraic 
equations. The paper discusses necessary steps to solve the 
DAE and mentions approved standard software for these 
steps as well as for the solution of the DAE as a whole. 
1 Einfuhrung 
Verfahrenstechnische Forschung und Entwicklung basiert 
auf der Analyse und der gezielten Nutzung der maBgeben- 
den physikalisch-chemischen Wechselwirkungen. Dabei 
gewinnen die mathematische Modellbildung dieser Wech- 
selwirkungen und ihre numerische Simulation immer gro- 
fiere Bedeutung. Sie erlauben es, experimentelle Untersu- 
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chungen gezielt auf abgrenzbare Teilaspekte zu konzentrie- 
ren und im Wechselspiel von Experiment und numerischer 
Simulation komplexe Zusammenhange und Kopplungen 
aufzudecken und technisch zu nutzen. 
Wahrend die experimentelle Analyse eine lange und 
bewahrte verfahrenstechnische Tradition besitzt, sind 
detaillierte mathematische Modellbildung und numerische 
Simulation Techniken, die bislang nur lose und in von Ort 
zu Ort sehr unterschiedlicher Intensitat im Rahmen der 
verfahrenstechnischen Ausbildung vermittelt werden. Hin- 
zu kommt, dafi die Weiterentwicklung von Methoden und 
Verfahren der Rechnersimulation so schnell fortschreitet, 
dal3 es zunehmend schwieriger wird, den Uberblick zu 
behalten. 
lm  vorliegenden Beitrag sollen daher zum einen die 
wesentlichen Grundlagen der numerischen Simulation 
skizziert und Standardmethoden herausgestellt sowie eini- 
ge fur ihre Vertiefung geeignete Quellen genannt werden. 
Zum anderen wird auf Entwicklungen eingegangen, die die 
Anwendung der numerischen Simulation beeinflussen und 
fur ihren kunftigen Einsatz bedeutsam werden konnen. 
Im Gegensatz zum lnformatiker oder (numerischen) 
Mathematiker sieht der Ingenieur in der Regel in der 
numerischen Simulation ein Handwerkszeug , rnit dessen 
innerem Aufbau er sich nur in dem Mafie beschaftigt,wie es 
zum zweckmarjigen Gebrauch unumganglich ist . Auf dieser 
Pramisse basiert auch der vorliegende Beitrag. Allerdings 
zeigt es sich, dal3 man mit numerischen Standardwerkzeu- 
gen auch nur Standardprobleme der Rechnersimulation 
losen kann und dal3 jeder Vorstol3 ins Neuland zu einer 
Auseinandersetzung mit den in Frage kommenden nume- 
rischen Methoden zwingt. Auch fur diese Aufgabe mochte 
der Beitrag Hinweise liefern. 
Physikalisch begriindete mathematische Modelle verfah- 
renstechnischer Apparate und Anlagen beruhen auf den 
Erhaltungsgleichungen von Masse, lmpuls und Energie. 
Fur die meisten Anwendungen werden sie bisher auf eine 
oder auf zwei Ortskoordinaten beschrankt; haufig wird nur 
der stationare Zustand betrachtet. Die letztgenannte Ein- 
schrankung sei aber im folgenden fallengelassen, einmal, 
weil die Betrachtung der Dynamik fur das Verstandnis des 
verfahrenstechnischen Apparates oder Prozesses immer 
wichtiger wird, und zum anderen, weil die Mitnahme der 
Dynamik im Vergleich zur Berechnung des stationaren 
Zustands haufig nur einen geringen Mehraufwand erfor- 
dert und gelegentlich sogar eine sicherere Konvergenz der 
Losung liefert als eine rein stationare Berechnung. Vor 
allem lafit sich die dynamische Simulation aber nach einem 
weitgehend einheitlichen Schema, der sog. ,,method of 
lines", durchfuhren. 
1.1 Einfuhrungsbeispiel 
Als Einfuhrungsbeispiel sei das Model1 eines isothermen 
Rohrreaktors betrachtet, das fur eine marjgebende Reak- 
tion durch die Materialbilanz fiir die Konzentration c einer 
Schlusselkomponente beschrieben werden kann. Unter 
den Annahmen des ortlich eindimensionalen Diffusions- 
modells lautet die Materialbilanz:') 
ac 3% ac 
at az2 az 
B -  = D - - v -  + S ( C ,  Z, t )  
mit der Anfangsbedingung 
1) Eine Zusammenstellung der Formelzeichen befindet sich am 
SchluB des Beitrags. 
c ( t  = 0, z) = cO(z) (2) 
und den Randbedingungen 
(3) 
(4) 
Der Quellterm S(c, z, t )  beschreibt die meist nichtlinear 
von der Konzentration c abhangige Reaktionsgeschwindig- 
keit, die auch explizit von Ort und Zeit abhangen kann. Der 
in GI. (1) enthaltene Kapazitatskoeffizient B besitzt den 
Wert 1. Seine explizite Mitnahme erweist sich aber im 
folgenden als sinnvoll. 
Beziehung (1) stellt eine nichtlineare partielle Differenti- 
algleichung (PDGL) vom Diffusions-Konvektionstyp dar 
und ist typisch fur die Beschreibung ortlich eindimensional 
durchstromter verfahrenstechnischer Apparate. 
Die ubliche Methode zu ihrer numerischen LGsung ist die 
bereits angesprochene ,,method of lines". Sie beruht auf der 
Diskretisierung des ortlichen Differentialquotienten 
zum Beispiel durch eine einfache aquidistante Differenzen- 
approximation an der Stelle 1 mit der Ortsschrittweite 
Az : 
(7) 
Im Inneren des Losungsintervalls lafit sich die partielle 
Differentialgleichung somit in ein System von NZ gewohn- 
lichen Differentialgleichungen uberfuhren. Die Gleichung 
am Stutzpunkt 1 lautet d a m  
Dabei gilt 
D +- V , a = -  
Az2 2 A z  
- 2  D fl=- 
Az2 
D V 
y=- - -  Az2 2 Az 
(9) 
Wegen der Kopplung zwischen c ~ ,  cl- 1 und c1 +I mu13 das 
Gleichungssystem simultan gelost werden. Eine Betrach- 
tung der Losungsebene t uber z (Abb. 1) liefert eine 
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Abb. 1. 
nach der ,,method of lines". 
Zur Ortsdiskretisierung und Zeitintegration von G1. (1) 
Erklarung fur die Bezeichnung ,,method of lines": Nach der 
Ortsdiskretisierung wird jede der entstehenden gewohnli- 
chen Differentialgln. (8) liings einer Linie z = konst. 
gelost. 
In Vektorschreibweise lautet GI. (8): 
mit der Kapazitatsmatrix B ,  dem Losungsvektory und dem 
Funktionenvektor der rechten Seite f .  
B =  1 
1 
1 
Die Liisung des Systems (12) aus (nichtlinearen) Differen- 
tialgleichungen erster Ordnung kann dadurch erfolgen, daB 
zuerst die Zeitkoordinate t mit dem Zeitindex k und der 
Zeitschrittweite At diskretisiert wird: 
Y B yk" - 
At 
= f k f l  ( Y k f l ,  z ,  t + A t )  . 
r 1 1 - 
I . . .  
r 
A l s  nachstes muB die nichtlineare rechte Seite f linearisiert 
werden. Dies kann zum Beispiel durch Entwicklung vonf 
um die alte Losung yk erfolgen. Der entsprechende Ansatz 
lautet 
Yk) . 
Hierin stellt af/ay die Matrix der partiellen Ableitungen 
aller rechten Seiten f nach allen Losungen y, die sog. 
Jacobi-Matrix, zum bekannten Zeitpunkt k dar. 
Die Losung zum neuen Zeitpunkt k + 1 erfordert somit die 
Losung des linearen Gleichungssystems 
- 
A b 
wobei sowohl die Koeffizientenmatrix A als auch der 
Vektor der rechten Seite b aus den Modellkonstanten und 
den Losungen des letzten Teilschritts yk bestimmt werden 
konnen. 
Der Losungsaufwand fur das Gleichungssystem (16) hangt 
ab von der Struktur der Matrix A, d.h. davon, wieviele 
Elemente in A von Null verschieden sind und welches 
Muster die besetzten Elemente bilden. Es laBt sich leicht 
zeigen, daB das Muster in der Regel von der Struktur der 
Jacobi-Matrix aflay bestimmt wird. Im Einfuhrungsbeispiel 
ist die Jacobi-Matrix tridiagonal besetzt (Abb. 2a), da 
gemaB G1. (8) in der Materialbilanz fur den Stutzpunkt 1 die 
Konzentrationen C I  ~ 1, ci und c/ + 1 auftreten. Wenn das 
Model1 des betrachteten Rohrreaktors nicht nur aus einer 
PDGL fur eine Konzentration c besteht, sondern z.B. 
Gleichungen fur mehrere Konzentrationen sowie Tempera- 
tur, Druck und Dichte an jeder Stelle 1 benotigt werden, so 
tritt an die Stelle qimvektory (Glg. (13)) ein Untervektor, 
bestehend aus den genannten BeschreibungsgroBen an der 
Stelle 1 und an die Stelle der Funktion fr im Funktionen- 
vektor f ein Untervektor der jeweiligen ortsdiskretisierten 
rechten Seite an der Stelle 1. aA/ayI ist dann die Jacobi- 
Untermatrix an der Stelle 1, so daB Elflay und damit auchA 
eine blocktridiagonale Struktur erhalten (Abb. 2b). 
Wurde anstelle eines einfach durchstromten Rohrreaktors 
ein Rohrreaktor mit Ruckfuhrung betrachtet, so ware das 
erste Element, 1 = 1, (Zulauf) mit dem letzten Element 
1 = N Z  (Ablauf) verkoppelt. Im Muster von Jacobi-Matrix 
und A-Matrix auBert sich das in dem in Abb. 2c zusatzlich 
vorhandenen Kopplungsblock an der Stelle (1. N Z ) .  Auf 
diese Weise bilden sich die Besonderheiten der Verkopp- 
lung und der ortlichen Diskretisierung fur jeden Apparat 
oder ProzeB auf eindeutige Weise in der Matrix A des 
linearen Gleichungssystems (16) ab. 
Auch die iiber Gln. (l), (12) und (13) zunkchst etwas 
unmotiviert eingefuhrte Kapazitatsmatrix B be4itzt fur die 
01 
Abb. 2. Ubliche Strukturen von Jacobi-Matrix J = 
af/ay oder Losungsmatrix A (Gl. (16)); a) tridiagonale 
Struktur des Einfiihrungsbeispiels, b) blocktridiago- 
nale Struktur bei Beriicksichtigung mehrerer Zu- 
standsgroljen, c) Konvektions-Diffusions-System it 
Ruckfuhrung. 
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effiziente und einheitliche numerische Behandlung der 
Modellgleichungen grol3e Bedeutung. Lm Einfuhrungsbei- 
spiel entspricht sie der Einheitsmatrix, haufig ist sie nur 
diagonal besetzt. Allerdings gibt es Falle, wo Zeitableitun- 
gen mehrerer BeschreibungsgroBen in der gleichen Bilanz- 
gleichung auftreten. So fuhrt z.B. eine Enthalpiebilanz fur 
kompressible Fluide zu einer Summe von Temperatur- 
(3Tlat) und Gesamtdruckableitung (applat), die in B ohne 
zusatzliche Umformung beriicksichtigt werden kann. 
An GI. (16) ist erkennbar, daB das Gleichungssystem auch 
dann losbar ist, wenn B nicht regular ist, also z.B. Null- 
Zeilen enthalt. Ein wichtiger Anwendungsfall ist die 
Gewinnung der stationaren Losung. Hier verschwinden 
alle Zeitableitungen, B geht uber in die Null-Matrix. Unter 
diesen Bedingungen beschreibt G1. (16) ein Iterationssche- 
ma fur die Gewinnung der stationaren Losung yk, nach dem 
sog. Newton-Raphson-Verfahren (siehe Abschnitt 3), wo- 
bei k jetzt dem Iterationsindex entspricht. Die Losung des 
linearen Gleichungssystems (16) mu13 solange wiederholt 
werden, bis y k f l  hinreichend gut mit yk  ubereinstimmt. 
AuBerdem treten bei der Modellformulierung haufig nicht- 
lineare Kopplungsbeziehungen zwischen den Beschrei- 
bungsgroDen auf, die keine Zeitableitung enthalten. Typi- 
sche Beispiele sind Zustandsgleichungen oder Phasen- 
gleichgewichtsbeziehungen, auch als quasistationar be- 
trachtete Bilanzgleichungen gehoren dazu. Das heifit, daB 
G1. (12) haufig kein System von gewohnlichen Differenti- 
algleichungen darstellt, sondern Differentialgleichungen 
und nichtlineare Gleichungen enthalt, die uber f und 
gelegentlich auch B miteinander verkoppelt sind. Es hat 
sich eingeburgert, in diesem Fall von Differential-Algebra- 
(DA)-Systemen zu sprechen. 
Ganz allgemein fuhrt also das physikalisch begrundete 
mathematische Model1 eines verfahrenstechnischen Pro- 
zesses nach einer Diskretisierung der ortlichen Ableitun- 
gen auf ein DA-System gemaB GI. (12). Es kann mit sog. 
DA-Solvern (vgl. Abschnitt 4) gelost werden. Das Einfuh- 
rungsbeispiel zeigt dafur eine besonders einfache Vorge- 
hensweise. In allen Fallen resultiert ein lineares Glei- 
chungssystem mit einer Struktur gemaB G1. (16), das 
mehrfach (iterativ) gelost werden muD. 
Im folgenden wird auf die einzelnen Schritte 
- Diskretisierung in der Ortskoordinate, 
- Diskretisierung in der Zeitkoordinate, 
- Losung des nichtlinearen Gleichungssystems und 
- Losung des linearen Gleichungssystems 
in umgekehrter Reihenfolge naher eingegangen. 
2 Losung linearer Gleichungssysteme 
2.1 Direktes Losungsverfahren (LR-Zerlegung) 
Formal erfolgt die Losung des linearen Gleichungssy- 
stems 
Ay = b (17) 
durch Bestimmung der Inversen A-' 
y = A-'b . (18) 
Diese Bestimmung wird allerdings in der Regel aus Grun- 
den des Rechenaufwandes nicht explizit ausgefuhrt. Viel- 
mehr wird A durch geeignete Umformung in das Produkt 
einer Linksdreiecksmatrix L (Abb. 3a) und einer Recht- 
dreiecksmatrix R (Abb. 3b) zerlegt [l, 3-61. 
0 .I. I ...... "..* .... "... .. ..I.......... " ....... " .... 
L J L  -I 
4 b) 
Abb. 3. 
ecksmatrix R und b) eine Linksdreiecksmatrix L. 
Aufspaltung vonA gemal3 GI. (19) in a) eine Rechtsdrei- 
A = L R  . (19) 
Sobald L und R bekannt sind, 1aBt sich die Losung von G1. 
(16) oder 
LRy = b (20) 
auf zwei einfache Einzelschritte zuruckfiihren: Mit der 
Substitution Ry = x lost man zunachst das Gleichungssy- 
stem 
Lx = b (21) 
durch Vorwartssubstitution zur Bestimmung des Hilfsvek- 
tors x. 1st dieser bekannt, so folgt der gesuchte Losungs- 
vektor y durch Rucksubstitution aus 
R y = x  . (22) 
Der entscheidende Vorteil dieser Vorgehensweise liegt 
darin, dal3 sich die Losung fur beliebige rechte Seiten b 
leicht gewinnen lafit, sobald einmal die LR-Zerlegung von 
A durchgefuhrt wurde. Dieser Vorteil kann bei der nume- 
rischen Simulation verfahrenstechnischer Prozesse an ver- 
schiedenen Stellen genutzt werden. 
Fur die LR-Zerlegung muB auf eine Pivotisierung geachtet 
werden. Sie ist erforderlich, um bei der Umformung der 
A-Matrix Division durch Null oder die Ausloschung signi- 
fikanter Stellen durch die Bildung kleiner Differenzen 
grol3er Zahlen zu vermeiden. Sie wird meist durch eine 
vorgeschaltete Skalierung der BeschreibungsgroBen y, z. B. 
auf das Interval1 [- 1,1], erganzt und erleichtert [3, 4, 
Fur die LR-Zerlegung existiert eine Vielzahl bewahrter 
Standardroutinen (siehe Abschnitt 2.3), so daB sich der 
Verfahrenstechniker nur in den seltensten Fallen mit ihrer 
expliziten Programmierung befassen mu& Ganz allgemein 
gilt dabei, daB die Struktur der Matrix A die Losbarkeit des 
linearen Gleichungssystems entscheidend beeinfluat. Des- 
halb ist es sinnvoll, die Modellgleichungen so zu gruppie- 
ren, daB die entstehende A-Matrix in Form von Standard- 
mustern besetzt ist. Dazu zahlen insbesondere die in 
Abb. 2 aufgefuhrten tridiagonalen oder blocktridiagonalen 
Strukturen. Sie besitzen den Vorteil, daB ihre Struktur bei 
der LR-Zerlegung erhalten bleibt, wenn keine Pivotisie- 
rung erforderlich ist. 
Gelegentlich kommt es vor, dal3 die Modellbildung zu 
keiner der in Abb. 2 gezeigten Standardstrukturen fuhrt, 
sondern daB die besetzten Elemente sehr unregelmaBig 
uber die Matrix verteilt sind. Das tritt insbesondere bei der 
Verkopplung unterschiedlicher Apparate oder Prozesse, 
61. 
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d.h. bei der Anlagensimulation auf. Hier, wie ganz allge- 
mein bei ortlich verteilten verfahrenstechnischen Prozes- 
sen ist die A-Matrix nur zu einem kleinen Anteil besetzt; 
man spricht von schwach besetzten Matrizen (,,sparse 
matrices"). Fur diese Matrizen existieren spezielle sog. 
Sparse-Solver, die den Speicherplatz und die notwendigen 
Rechenoperationen auf die tatsachlich besetzten Elemente 
der Matrix begrenzen. 
2.2 Iterative Losungsverfahren 
Die bisher besprochenen Losungsverfahren fur lineare 
Gleichungssysteme bezeichnet man als direkte Verfahren. 
Bei weitgehend besetzter Struktur erlauben sie die Losung 
von Systemen aus einigen tausend Gleichungen, bei ausge- 
pragter, diagonaldominanter Bandstruktur auch weit da- 
ruber. Da der Rechenaufwand aber rnit der Gleichungszahl 
N uberproportional steigt, besteht eine Obergrenze fur N ,  
ab der eine direkte Losung weder vom Aufwand noch von 
den wachsenden Rundungsfehlern her gerechtfertigt ist. 
Sie hangt neben der Matrixstruktur von der sog. Konditio- 
nierung und der verfugbaren Rechnergenauigkeit ab. Diese 
Schranke kann insbesondere bei der Simulation ortlich 
zwei- und dreidimensionaler Modellgleichungen leicht 
erreicht und uberschritten werden. 
Als Ausweg bieten sich iterative Losungsverfahren an. 
Wahrend aber direkte Verfahren bei nicht zu grol3er 
Gleichungszahl N und regularer Matrix A stets die Losung 
finden, ist die Konvergenz fur die klassischen iterativen 
Verfahren nur bei sog. diagonaldominanten Systemen 
gesichert. Moderne iterative Verfahren sind in der Lage, 
durch geeignete Umformungen die Diagonaldominanz zu 
erzeugen [3, 61. 
In  einfachster Version eines iterativen Losungsverfahrens, 
des sog. Jacobi-Verfahrens, wird die n-te Gleichung des 
Gleichungssystems nach der n-ten Unbekannten aufgelost 
und in jedem Iterationsschritt unabhangig von den ubrigen 
Gleichungen gelost. Fur G1. (17) folgt dann z.B. 
rnit den Elementen a ,  k der Matrix A. Darin kennzeichnet i 
den Iterationsindex, d.h. auf der rechten Seite werden 
jeweils die Unbekannten aus der vorherigen Iteration 
eingesetzt . 
Wenn sie konvergieren, haben iterative Verfahren den 
Vorteil der Unempfindlichkeit gegen Rundungsfehler und 
bei schwach besetzten Matrizen den des geringeren Spei- 
cherplatzbedarfs. 
2.3 Software zur Losung linearer 
Gleichungssysteme 
Fur die direkte Losung von Gleichungssystemen mit voll- 
besetzter, blocktridiagonaler oder Bandstruktur konnen 
die Bibliotheksroutinen von LINPACK [18] oder der IMSL- 
Bibliothek [19] empfohlen werden. Sie sind wie die ubrige 
hier empfohlene Numerik-Software in Standard-FowmN 
77 geschrieben und basieren auf LR-Zerlegung rnit Teilpi- 
votisierung. 
Fur die direkte Losung von Systemen rnit schwach besetz- 
ten Matrizen (sparse matrices) hat sich noch kein allgemei- 
ner Standard durchsetzen konnen. Ein sehr haufig venven- 
detes Programm ist die Hanvell-Routine MA30 (bzw. ihre 
einfacher zu bedienende Variante MA28) von Duff und 
Reid [20, 211, dessen Starke in der Venvendung der 
Informationen aus der ersten LR-Zerlegung fur folgende 
Losungen von Problemen mit ahnlicher Pivotstruktur liegt. 
In den letzten Jahren wurden verschiedene neue Algorith- 
men veroffentlicht [22-241, die aber bei der wiederholten 
Losung von Problemen rnit identischer Struktur, wie sie bei 
der Simulation verfahrenstechnischer Prozesse auftritt, 
meist nicht die Geschwindigkeit von MA30 erreichen 
Fur die iterative Losung linearer Gleichungssysteme ist die 
bei der direkten Losung erreichte Zuverlassigkeit noch 
nicht gegeben. In der Praxis mu13 am Einzelfall untersucht 
werden, ob ein Verfahren fur das konkrete Problem 
konvergiert oder nicht. Die Entwicklungen der letzten 
Jahren (z.B. [26]) lassen aber in der nachsten Zeit wesent- 
liche Fortschritte envarten. Sie werden in speziellen Kon- 
vergenzverbesserungsstrategien und in Kombinationen 
von direkten und iterativen Verfahren gesehen. 
Grundsatzlich ist anzumerken, da13 Standardverfahren, wie 
die in diesem Abschnitt beschriebenen, ein Gleichungssy- 
stem immer langsamer losen, als ein fur eine konkrete 
Matrixstruktur optimierter Algorithmus. Allerdings wird 
sich der Aufwand dafiir nur bei sehr zeitkritischen Anwen- 
dungen lohnen. 
Wie begrundet beruht jede numerische Simulation letztlich 
auf der wiederholten Berechnung linearer Gleichungssy- 
steme. Aus Anwendersicht ist es daher erforderlich, da13 
die Entwickler von allgemeinen Losungspaketen fur nicht- 
lineare Gleichungen oder DA-Systeme ihre Verfahren von 
der Losung der linearen Gleichungssysteme entkoppeln 
und allgemeine Schnittstellen zur Verfiigung zu stellen. 
Erst dann wird dievenvendung optimaler Losungsalgorith- 
men anstelle universe11 einsetzbarer mit vertretbarem Auf- 
wand moglich. 
1251. 
3 Losung nichtlinearer Gleichungssysteme 
Die iterative Losung einer nichtlinearen Gleichung in einer 
Unbekannten 
0 =f(v) (24) 
durch das Newton-Verfahren mit dem Iterationsindex i 
y i + l  = i f(v'> 
Y - -  
f (Y') 
ist allgemein bekannt. Die Enveiterung dieser Iterations- 
vorschrift auf Gleichungssysteme wird als Newton-Raph- 
son-Verfahren bezeichnet und kann formal als Fixpunkt- 
iteration geschrieben werden. 
Yi-Jwj-1fw) . (26) y i + l  = 
Dabei ist Jb)  die bereits im Zusammenhang mit G1. (15) 
eingefuhrte Jacobi-Matrix 
140 
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In der Praxis wird anstelle der Matrixinversion das zu G1. 
(26) aquivalente lineare Gleichungssystem 
Jv) Ayi = - f @) (28) 
mit 
iterativ so oft gelost, bis der Korrekturvektor Ayz eine 
vorgegebene Fehlerschranke unterschreitet [l, 3, 51. Im 
Einfuhrungsbeispiel wurde in den Gln. (15) und (16) nur 
der erste Schritt der Newton-Raphson Iteration benutzt, 
wobei als Startwert der Losungsvektor zum alten Zeit- 
punkt tk diente. 
Der Grund fur die haufige Verwendung von direkten oder 
modifizierten Newton-Raphson-Verfahren liegt im einfa- 
chen Algorithmus und in der quadratischen bzw. superli- 
nearen Konvergenz. Allerdings ist die Konvergenz nur bei 
hinreichend guten Startwerten gesichert. Die Losung gro- 
l3er nichtlinearer Gleichungssysteme kann deshalb auf 
erhebliche Schwierigkeiten stoBen, zumal der Algorithmus 
bei Existenz mehrfacher Losungen nicht notwendigerweise 
gegen die gewunschte oder eine physikalisch sinnvolle 
Losung konvergiert. Im Zusammenhang mit der Losung 
von DA-Systemen treten diese Konvergenzprobleme aller- 
dings nur selten in Erscheinung, da der vorherige Zeit- 
schritt gute Startwerte fur die Iteration liefert, wobei die 
Anderung Ay durch Reduzierung der Zeitschrittweite 
beliebig verkleinert werden kann. 
Ausnahmen von dieser Regel sind im wesentlichen in zwei 
Fallen zu envarten: bei Programmstart rnit inkonsistenten 
Startwerten (siehe Abschnitt 4) und bei Funktionen, die in 
der Nahe der Losung ein lokales oder globales Minimum 
besitzen. Sehr leicht ist die Problematik im Fall einer 
Unbekannten zu erkennen. Die Gleichung 0 = y2 hat eine 
(doppelte) Nullstelle bei y = 0. Gleichzeitig liegt dort das 
globale Minimum der Funktion, es gilt somitf 0, = 0) = 0. 
Die Iterationsvorschrift (25) fuhrt dann auf eine Division 
durch Null. 
Desweiteren konnen Schwierigkeiten auftreten, wenn die 
Funktion f nicht uberall definiert ist, da das Newton- 
Raphson-Verfahren mitunter nicht monoton, sondern 
oszillierend um die Losung konvergiert. 1st die Funktion in 
der Nahe der Nullstelle nicht definiert, besteht die Gefahr, 
dal3 die Funktion in einem nichtdefinierten Bereich ausge- 
wertet werden mufi. Ein einfaches Beispiel liefert die 
Reaktionsgeschwindigkeit r = c O , ~ .  Der naheliegende Ge- 
danke, der Reaktionsgeschwindigkeit fur negative Kon- 
zentrationen den Wert Null zuzuordnen, kann die Konver- 
genz des Newton-Raphson-Verfahren verhindern, weil 
dann die Ableitung der Funktion f in  der Nahe der Losung 
nicht mehr stetig ist. Ein sinnvoller Ausweg ist in diesen 
Fallen die stetige Fortsetzung der Funktion in den nicht 
definierten Bereich, z.B. durch r ( c  < 0)  = - 1 ~ 1 ~ 3 ~ .  
Bei der Bestimmung der Jacobi-Matrix ist zunachst die 
Frage nach analytischer oder naherungsweiser numerischer 
Berechnung zu stellen. In aller Regel liefert die Auswer- 
tung der analytischen Ableitungen das genauere und meist 
auch das schnellere Ergebnis. Allerdings ist das analytische 
Ableiten von komplexen Funktionen mit erheblichem 
Aufwand und der Gefahr von Fehlern verbunden. Beispiele 
dafur sind implizite Beziehungen zur Stoffdatenberech- 
nung fur Mehrkomponentensysteme oder komplexe Reak- 
tionsgeschwindigkeitsansatze. Aus diesem Grund besitzen 
viele Bibliotheksprogramme die Option, die Jacobi-Matrix 
gemaB 
numerisch zu berechnen. Dabei muB durch geeignete 
Skalierung und Wahl der Schrittweite Ay, einer Auslo- 
schung von signifikanten Stellen entgegengewirkt werden. 
Durch Ausnutzung der in der Regel schwach besetzten 
Struktur der Jacobi-Matrix lal3t sich die Anzahl der Funk- 
tionsaufrufe zur Berechnung von f (y + Ay) stark reduzie- 
ren, indem vor jedem Funktionsaufruf mehrere Kompo- 
nenten von f verandert werden. So reichen in unserem 
Einfuhrungsbeispiel zur vollstandigen Berechnung der tri- 
diagonalen Jacobi-Matrix unabhangig von der Stutzstellen- 
zahl vier Funktionsauswertungen aus. 
Nachdem in den letzten Jahren leistungsfahige Programme 
zur symbolischen Rechnung verfugbar geworden sind (z. B. 
MAPLE [35] oder MACSYMA [36]), konnen analytische Ablei- 
tungen aber heute einfach und sicher bestimmt werden. 
Das Ergebnis in Form von FORTRAN-Code 1aBt sich direkt in 
den Gleichungsloser ubernehmen. 
Bei der Iteration nach (26) treten vor allem zwei Kosten- 
faktoren auf: 
- Die Losung des linearen Gleichungssystems und 
- Die Berechnung von Jacobi-Matrix J .  
Auf effiziente Verfahren zur Losung hea re r  Gleichungs- 
systeme sind wir im vorigen Abschnitt eingegangen. Die 
einfachste Strategie zur Verminderung des Aufwands bei 
der Berechnung der Jacobi-Matrix besteht darin, die 
Jacobi-Matrix wahrend mehrerer Iterationen konstant zu 
lassen. Dadurch werden zwar die Konvergenzordnung und 
der Konvergenzradius verringert, dafur fallt aber neben 
dem Aufwand fur die Bestimmung der Jacobi-Matrix auch 
der fur die LR-Zerlegung weg. Es hangt jeweils vom 
Einzelfall ab, wieweit diese Moglichkeit sinnvoll genutzt 
werden kann. 
Ein anderer Weg besteht darin, nicht die gesamte Jacobi- 
Matrix neu zu berechnen, sondern die anfangs bestimmte 
in jedem Iterationsschritt zu verbessern. Entsprechende 
Verfahren beruhen meist auf der von Broyden [28] entwik- 
kelten Methode. Ihr Nachteil ist die Erzeugung zusatzli- 
cher Nicht-Null-Elemente in der Matrixstruktur. Verschie- 
dene Autoren haben sich mit dem Problem der Broyden- 
updates bei weitgehender Erhaltung der Matrixstruktur 
beschaftigt [29, 301. 
Eine zweckmaBige Moglichkeit zur Beeinflussung von 
Konvergenzgeschwindigkeit und Konvergenzradius bei 
Newton-Verfahrens ist die sog. Relaxation gemal3 
r’ + woy i  . (31) y z + l  = 
Dabei wird ein Schritt mit u) > 1 als Uberrelaxation, mit 
w < 1 als Unterrelaxation bezeichnet. Die Uberrelaxation 
wird zur Erhohung der Konvergenzgeschwindigkeit einge- 
setzt. Praktisch bedeutsam ist vor allem die Unterrelaxa- 
tion, die den Konvergenzradius erheblich vergrol3ern kann 
[3, 341. 
3.1 Standardsoftware tur Losung nichtlinearer 
Gleichungssysteme 
In allen grol3en mathematischen Standardbibliotheken 
(wie IMSL oder Harwell) sind Newton- und Quasi- 
Newton-Verfahren zur Berechnung der Nullstellen nichtli- 
nearer Gleichungssysteme enthalten. Besonders bewahrt 
hat sich bei uns bei kritischen Problemen das Programm 
NLEQl von Deuflhard [31], unter anderem bei der Berech- 
nung von simultanen Reaktionsgleichgewichten sowie zur 
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Initialisierung von DA-Systemen (s. Abschnitt 4.2). Es 
besitzt eine sehr effektive Steuerung des Relaxationspara- 
meters w . Neuere Ubersichten und Vergleiche verschiede- 
ner Verfahren zur Losung nichtlinearer Gleichungssysteme 
aus der Sicht des Chemieingenieurs stammen von Shacham 
[32] und Sun [33]. 
yk - 
auf eine nichtlineare Beziehung, die iterativ mit den im 
vorigen Abschnitt beschriebenen Methoden gelost werden 
muI3. 
, implizites Eulerverfahren a = 1 
.................................... 
At * k: 
b 
y k + l -  k 
= f ( y k + l ,  tk + At) 
At 
/a=O 
'\ // 
, I I 
4 Integration von Differentialgleichungen 
Das bei der Modellbildung gewonnene System besteht im 
allgemeinen aus partiellen Differentialgleichungen, ge- 
wohnlichen Differentialgleichungen erster und hoherer 
Ordnung und algebraischen Gleichungen. Mit Hilfe der 
,,method of lines" konnen die partiellen Differentialglei- 
chungen auf ein System gewohnlicher Differentialgleichun- 
gen zuruckgefuhrt werden. Die Umwandlung gewohnlicher 
Differentialgleichungen hoherer Ordnung in ein System 
von Differentialgleichungen erster Ordnung erfolgt durch 
einfache Substitution. 
Zunachst sei die Integration einer gewohnlichen Differen- 
tialgleichung erster Ordnung rnit allgemeiner nichtlinearer 
rechter Seite f(y, t) betrachtet. 
Die einfachste Moglichkeit besteht in der Approximation 
des Differentialquotienten dyldt durch einen Differenzen- 
quotienten, z.B. 
(33) 
Dabei ist die Frage nach einer geeigneten Annaherung der 
Funktion f (y, t) im Interval1 [tk, tk + At] zu stellen. Einen 
flexiblen Ansatz dafur liefert das allgemeine Euler-Verfah- 
ren (Abb. 4). 
Mit a = 0, d.h. f(y,t) = f ( y k ,  tk) erhalt man das sog. 
explizite Euler-Verfahren, das nach y k  + aufgelost werden 
kann. 
(35) 
Im Gegensatz dazu fuhrt das sog. implizite Euler-Verfahren 
mit a = 1, d.h. f ( ~  t )  = f ( y k f l ,  tk + At), im allgemeinen 
Beide Verfahren erreichen eine Genauigkeit erster Ord- 
nung. Fur a = 1/2 folgt aus G1. (34) die sog. Trapezregel, 
die, d a P + '  benotigt wird, ebenfalls implizit ist, aber eine 
Genauigkeit zweiter Ordnung erreicht. 
Dabei bedeutet Genauigkeit n-ter Ordnung, dalj sich der 
Diskretisierungsfehler bei der Losung der Differentialglei- 
chung proportional zu Atn verhiilt. Mit einem Verfahren 
hoherer Ordnung 1aI3t sich der Diskretisierungsfehler also 
durch Verkleinerung von At starker reduzieren. 
Mit einer Zentraldifferenzenapproximation der Zeitablei- 
tung lieI3e sich das folgende explizite Verfahren erzeugen, 
das ebenfalls von zweiter Ordnung ist 
y k + l -  k - 1  
= f ( y k ,  tk) . 
2 At 
(37) 
Allerdings zeigt eine Analyse, dalj durch diese Diskretisie- 
rung eine instabile parasitare Losung eingeschleppt wird. 
Sie fuhrt unabhangig von der Wahl von At nach mehreren 
Schritten zu aufklingenden Oszillationen um die tatsachli- 
che Losung, so daI3 sich G1. (37) als unbrauchbar erweist 
Notwendige Voraussetzung fur einen Losungsalgorithmus 
ist also zunachst eine stabile Approximation des zeitlichen 
Differentialquotienten. DieseVoraussetzung ist beim allge- 
meinen Eul-er-Verfahren erfullt. Trotzdem kann es auch 
hier zu unerwunschten Oszillationen kommen, wenn a < 1 
gilt und die Zeitschrittweite bestimmte Grenzen uber- 
schreitet. Das wird in Abb. 5 am Beispiel der stabilen 
linearen Differentialgleichung 
~71. 
dY 
z - = - y  , dt 
mit der Losung 
y (t) = yo exp (- t/z) (39) 
gezeigt. Anhand von Gln. (35) und (36) ist der numerische 
Losungsverlauf fur grolje Zeitschrittweiten leicht zu verfol- 
I I I 1 
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gen. Es zeigt sich, dal3 im Fall des expliziten Euler- 
Verfahrens die Losung zu oszillieren beginnt, sobald im 
Beispiel At  > z ist, und exponentiell aufklingt, sobald 
At > 2 z ist. Das implizite Euler-Verfahren nahert sich 
dagegen auch fur beliebig grol3e Zeitschritte At der exakten 
Losung monoton an. 
Dieses Ergebnis la& sich in bemerkenswerter Weise ver- 
allgemcinern: Alle rein expliziten Integrationsverfahren 
werden bei der Losung stabiler Differentialgleichungen 
oberhalb einer Grenzschrittweite Atkrlt instabil, wobei Atknt 
in der GroBenordnung der kleinsten Zeitkonstanten z bzw. 
des betragsmaisig kleinsten reziproken Eigenwertes der 
linearisierten Differentialgleichung liegt . Hingegen erlau- 
ben implizite Losungsverfahren auch Zeitschritte, die 
wesentlich grol3er als z sind. Dieses Ergebnis besitzt 
entscheidende Bedeutung fur die Losung von Differential- 
gleichungssystemen (s. Abschnitt 4.1). Hingegen gibt es 
keinen Grund, bei der Losung einer einzelnen Differenti- 
algleichung erster Ordnung implizite Verfahren den expli- 
ziten vorzuziehen. Um eine genaue Losung zu erzielen, 
mu13 die Schrittweite ohnehin deutlich kleiner als die 
Zeitkonstante t gewahlt werden und der Rechenaufwand 
expliziter Verfahren ist naturgemal3 wesentlich geringer. 
Deswegen wurden in der Vergangenheit auch hauptsachlich 
explizite Losungsverfahren fur gewohnliche Differential- 
gleichungen eingesetzt. Das popularste Beispiel ist das 
klassische Runge-Kutta-Verfahren 4. Ordnung, andere 
haufig venvendete Methoden sind das Adams-Moulton- 
und das Adams-Bashford-Verfahren [8]. 
Fur eine effiziente Nutzung von Integrationsverfahren ist 
eine automatisierte Steuerung der Zeitschrittweite uner- 
Iafllich. Neben der Sicherung der Stabilitat (bei expliziten 
Verfahren) und der Konvergenz (bei impliziten Verfahren) 
sorgt sie fur eine Kontrolle des Fehlers und eine Minimie- 
rung der zur Losung einer Aufgabe benotigten Rechenzeit. 
In aller Regel basiert die Schrittweitensteuerung auf einer 
Fehlerabschatzung, z. B. aus einemvergleich von Ergebnis- 
sen mit unterschiedlicher Schrittweite At. 
4.1 Integration eines Systems von gewohnlichen 
Differentialgleichungen 
Bei der Integration eines Systems von gewohnlichen Dif- 
ferentialgleichungen 
1 .o 
C 
0.5 
0.0 
1 .Oe-05 
C 
5.0e-06 
0.0e+00 
(mit regularer Matrix B )  kann die Venvendung eines der 
oben beschriebenen expliziten Verfahren zu erheblichen 
Problemen fuhren. Ein kurzes Beispiel sol1 dies verdeutli- 
chen. Zu berechnen sei der Konzentrationsverlauf im 
isothermen Batchreaktor mit konstantemvolumen fur eine 
einfache Folgereaktion: 
Der zeitliche Verlauf der Konzentrationen wird durch die 
nachstehenden Differentialgln. erster Ordnung beschrie- 
ben. 
(42) 
(43) 
(44) 
Die analytische Losung dieses Systems lautet 
CA = CAO exp (- kit) , (45) 
Dabei ist C A ~  die Konzentration des Edukts A zum 
Zeitpunkt t = 0. Lauft Reaktion 2 sehr vie1 schneller ab als 
Reaktion 1, dann klingt der Anteil exp (- k2t) schnell ab; 
das dynamische Verhalten des Systems wird dann nur von 
exp (- klt) bestimmt. Abb. 6 zeigt die Konzentrationsver- 
laufe fur die Zahlenwerte kl = 1 und kz = lo6. Man 
erkennt, dal3 das Ubergangsverhalten nach einem sehr 
0.0 2.5 5.0 0.0e+00 5.0e-06 1 .Oe-05 Abb. 6.  a) Konzentrationsverlaufe der Folgere- 
aktion (GI. (41)) fur k ,  = 1, k2 = lo6; b) Kurzzeit- 
t 
4 b) dynamik der Folgereaktion. 
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kurzen Einschwingvorgang nahezu ausschlieBlich von der 
langsamen Dynamik rnit z1 = l / k l  = 1 bestimmt wird. 
Trotzdem mu13 bei der Integration mit einem expliziten 
Verfahren die Zeitschrittweite aus den genannten Grunden 
in der GroBenordnung der kleinsten Zeitkonstanten, d.h. 
von z2 = l /k2 = (!) gewahlt werden, damit die Losung 
stabil bleibt. Ein solches System wird als ,,steif" bezeichnet. 
A l s  Ma13 fur die Steifheit kann allgemein dasverhaltnis von 
kleinstem und grol3tem Realteil der Eigenwerte des Diffe- 
rentialgleichungssystems bezeichnet werden [5]. Die Inte- 
gration eines steifen Systems der Form (40) mit einem 
expliziten Verfahren ist nicht mehr effektiv: die Zahl der 
nur der Stabilitat, nicht aber der Genauigkeit wegen 
erforderlichen Integrationsschritte wird so groB, dalj eine 
Integration nur noch rnit impliziten Verfahren sinnvoll 
moglich ist. 
Bei nichtlinearen Differentialgln. folgen die Eigenwerte 
aus den um die momentane Losung linearisierten Glei- 
chungen. Daher kann sich die Steifheit im Verlauf der 
Losung stark andern. Der kleinste Eigenwert eines durch 
Ortsdiskretisierung einer PDGL entstehenden Gleichungs- 
systems hangt auljerdem von der gewahlten Ortsschrittwei- 
te ab. Aus diesen und den in Abschnitt 4.2 genannten 
Grunden empfiehlt es sich, fur die allgemeine Losung von 
verfahrenstechnischen Problemen nach der ,,method of 
lines" von vornherein auf explizite Integrationsverfahren 
zu verzichten. 
Das im Einfuhrungsbeispiel verwendete sog. semi-implizite 
Euler-Verfahren [37] 
das aus dem impliziten Euler-Verfahren (36) durch Line- 
arisieren das Terms?+' um den alten Zeitpunkt tk gewon- 
nen wird, fuhrt zu der formal expliziten Integrationsvor- 
schrift 
ohne dabei die Stabilitatseigenschaften des impliziten 
Euler-Verfahrens zu verlieren [17]. Damit ist es auch fur 
steife Systeme geeignet. Es bildet die Basis fiir LIMEX [47], 
ein effizientes Standardverfahren zur Losung von DA- 
Systemen (siehe Abschnitt 4.4). 
4.2 Integration von Differential-Algebra-Systemen 
Im allgemeinen besteht das Model1 eines verfahrenstechni- 
schen Apparates aus Differentialgleichungen, die sein 
dynamischesverhalten beschreiben, und aus algebraischen 
Kopplungen (DA-System). Es kann ebenfalls in der Form 
(40) geschrieben werden, die MatrixB ist dann singular (sie 
enthalt leere Zeilen und/oder Spalten). Typische Beispiele 
fur lineare und nichtlineare Kopplungsbeziehungen sind 
die Randbedingungen partieller Differentialgleichungen, 
Phasengleichgewichte, Zustandsgleichungen und als 
quasistationar angenommene partielle Differentialglei- 
chungen. DA-Systeme konnen, wenn ihr Index kd 5 1 ist 
(s. folgender Abschnitt), wie steife Systeme rnit impliziten 
Integrationsverfahren gelost werden [38]. Anschaulich 
kann man algebraische Beziehungen als Differentialglei- 
chungen rnit unendlich kurzer Einschwingzeit auffassen, 
DA-Systeme sind dann unendlich steife Differentialglei- 
chungssysteme. 
Fur die numerische Losung von DA-Systemen mussen 
Anfangsbedingungen spezifiziert werden. Dabei kann die 
Anzahl der frei wahlbaren Anfangsbedingungen (die ,,Frei- 
heitsgrade des DA-Systems") kleiner sein als die Anzahl 
der Variablen, deren zeitliche Ableitung das System ent- 
halt. Darauf wird im folgenden Abschnitt naher eingegan- 
gen. In jedem Fall mussen vor dem Start der Integration die 
ubrigen (nicht frei wahlbaren) Variablen in einem Initiali- 
sierungsschritt so bestimmt werden, da13 sie das DA-System 
zum Startzeitpunkt erfullen. Die meisten Standardpro- 
gramme zur Integration von DA-Systemen weisen namlich 
schlecht initialisierte Systeme zuruck. Der Initialisierungs- 
schritt erfordert fur kd 5 1 die Losung der algebraischen 
Gleichungen des DA-Systems. Falls keine guten Schatz- 
werte zur Verfiigung stehen, kann die Initialisierung zu 
Konvergenzproblemen fuhren. Dann ist es erforderlich, 
z. B. uber Naherungsbetrachtungen geeignete Schatzwerte 
zu bestimmen. 
Ein anderer Ausweg besteht darin, die Integration des 
DA-Systems rnit einem impliziten Euler-Schritt (Gl. (36)) 
und vollstandiger Newton-Raphson-Iteration zu beginnen. 
Wenn die Iteration konvergiert, liefert sie einen konsisten- 
ten Startwertsatz. Bei Index-Problemen (kd L 2)  andern 
sich allerdings in diesem Startschritt haufig auch die 
gewahlten Anfangsbedingungen in physikalisch nicht sinn- 
voller Weise. Dann ist die im folgenden beschriebene 
Umformung des DA-Systems erforderlich. 
4.3 Index-Problematik 
In den meisten Fallen konnen DA-Systeme rnit impliziten 
oder semiimpliziten Integrationsverfahren problemlos 
gelost werden. In einigen Fallen macht sich jedoch eine 
Struktureigenschaft der DA-Systeme, der sog. Index, 
negativ bemerkbar. Zur Definition des Index existieren 
unterschiedliche Aussagen, die am weitesten verbreitete ist 
die des differentiellen Index [40, 411. Demnach entspricht 
der differentielle Index kd eines DA-Systems der Anzahl 
der Ableitungen die notwendig sind, um das DA-System in 
ein System gewohnlicher Differentialgleichungen zu uber- 
fuhren. DA-Systeme mit einem Index von kd 5 1 konnen 
rnit den oben beschriebenen Methoden fur steife Differen- 
tialgleichungssysteme integriert werden. Die Integration 
von Systemen mit kd 2 2 fuhrt hingegen auf zahlreiche 
Probleme, so daB Standardmethoden haufig versagen. 
Zur Veranschaulichung betrachten wir das folgende einfa- 
che Beispiel: 
y ; = y 1 - y 2 - z  , (51) 
O = y 1 + y 2  . (52)  
Es zeichnet sich durch die Besonderheit aus, dalj y1 und y2 
in G1. (52)  algebraisch verkoppelt sind. Offensichtlich kann 
daher nur eine der beiden als Anfangsbedingung frei 
vorgegeben werden, wahrend der Startwert der anderen 
zusammen mit dem der Variablen z in einem Initialisie- 
rungsschritt zu bestimmen ist. Allerdings ist diese Initiali- 
sierung nicht sofort moglich, da keine explizite Beziehung 
zur Berechnung von z vorliegt. Zu ihrer Bestimmung kann 
zunachst G1. (52) abgeleitet werden: 
y ; + y ; = o  . (53) 
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Nach Einsetzen von (SO) und (51) in (53) erhalt man die im 
ursprunglichen System versteckte algebraische Bezie- 
hung 
0 = 2 y 1 + y 2 + z  , (54) 
aus der sich der Initialisierungswert von z berechnen laat. 
Wird GI. (54) abgeleitet, folgt nach Einsetzen von (SO) und 
(51) die nachstehende Differentialgl. fur z 
z' = - 3 (y1 + y2 + z )  . 
Da zur Umwandlung des ursprunglichen DA-Systems (SO) 
bis (52) in das System gewohnlicher Differentialgleichun- 
gen (SO), (51), (5.5) zwei Ableitungen erforderlich waren, 
betragt der differentielle Index des ursprunglichen Systems 
2. 
Zur allgemeinen Behandlung von Indexproblemen mit 
(kd 2 2) schlagen Bachrnann u.a. [4S, 461 vor, aus dem 
ursprunglichen DA-System durch Differenzieren und Ein- 
setzen die versteckten algebraischen Kopplungen zu ent- 
wicklen und die algebraischen Gleichungen zusammen rnit 
der notwendigen Zahl von Differentialgln. zu losen. Im 
obigen Beispiel besteht das Ersatzsystem aus den Gln. (52) 
und (54), sowie einer der drei Differentialgln. (SO), (51), 
(55)  und besitzt den differentiellen Index kd = 1. 
Dies zeigt, dal3 von der Struktur des DA-Systems her alle 
drei Variablen y l ,  y2 und z gleichberechtigt sind und es 
freigestellt ist, einer von ihnen eine Anfangsbedingung 
(einen Freiheitsgrad) zuzuordnen. In der Praxis wird es sich 
nach der physikalischen Aufgabenstellung richten, fur 
welche Variable man die Anfangsbedingung vorgibt. 
Die Umformung des ursprunglichen DA-Systems durch 
Differenzieren und Einsetzen kann bei komplexen Syste- 
men sehr aufwendig werden. Dann bietet es sich an, die zu 
eliminierende Zeitableitung einer Variablen durch eine 
neue (algebraische) Unbekannte zu ersetzen, wobei die 
Ableitungen der algebraischen Kopplungsbedingungen die 
zusatzlichen Bestimmungsgleichungen liefern. Im obigen 
Beispiel fuhrt die Substitution von y; = z2 rnit G1. (53) auf 
das aquivalente DA-System mit Index kd = 1. 
O = Y 1 - y 2 - z - Z 2  , 
O = y 1 + y 2  , 
y' 1 -  - z2  . 
(57) 
Durch diese Vorgehensweise wird zwar das ursprungliche 
System durch neue Unbekannte vergroljert, der Umfor- 
mungsaufwand aber erheblich reduziert. 
Bei dynamischen Modellen verfahrenstechnischer Prozesse 
kann die Indexproblematik immer dann auftreten, wenn 
ZustandsgroBen uber Zustandsgleichungen, Phasengleich- 
gewichtsbeziehungen oder spezielle Transportansatze mit- 
einander verkoppelt sind. Dabei hat sich herausgestellt, 
dalj eine Indexproblematik bereits bei der Formulierung 
der zugrunde liegenden partiellen Differentialgleichungen 
vorliegen kann [42]. Wie in diesem Fall, also vor der 
Ortsdiskretisierung nach der ,,method of lines" zu verfah- 
ren ist, ist Gegenstand laufender Untersuchungen. 
4.4 Standardsoftware fur DA-Systeme 
Mit den in den grol3en Programmbibliotheken zur numeri- 
schen Mathematik (z.B. IMSL, NAG, Harwell) enthalte- 
nen Integrationsroutinen konnen einfache Probleme sicher 
und schnell gelost werden. Effektiver ist aber im allgemei- 
nen der Einsatz von Programmen, die neuere Ergebnisse 
der mathematischen Forschung implementieren - gerade 
auf dem Gebiet der numerischen Integration von DA- 
Systemen wurden in den achtziger Jahren entscheidende 
Fortschritte gemacht. 
A l s  sehr leistungsfahig erwiesen sich dabei die folgenden 
Methoden: 
- Backward-Differential-Formula-(BDF)-Verfahren, 
- Extrapolations-Verfahren und 
- implizite Runge-Kutta-Verfahren. 
Die weiteste Verbreitung haben die auf BDF-Verfahren 
beruhenden Programme DASSL [43] und LSODE/LSODI 
[44] gefunden. Die von Deuflhard entwickelten Extrapola- 
tionscodes (z.B. EULSIM und LIMEX [47]) haben sich in 
unseren Anwendungen als aufierordentlich leistungsfahig 
und in Problemen von praktischer Relevanz DASSL durch- 
aus gleichwertig gezeigt. Stark zugenommen hat in den 
letzten Jahren das Interesse an impliziten Runge-Kutta- 
Verfahren [48-SO]. Die dabei entwickelten Codes (z. B. 
RADAUS [SO]) haben noch nicht den Stand der oben 
erwahnten Programme erreicht, in den nachsten Jahren 
kann hier aber rnit wesentlichen Fortschritten gerechnet 
werden. 
Alle erwahnten Programme enthalten eine automatische 
Fehler- und Schrittweitensteuerung, LIMEX ist daruberhin- 
aus in der Lage, Probleme rnit einem Index kd22 zu 
erkennen und automatisch zuruckzuweisen. Im allgemei- 
nen werden diese Routinen ein Problem vergleichbar 
schnell losen, es mulj am Einzelfall untersucht werden, 
welches Verfahren am besten geeignet ist. Falls in einem 
System haufig sog. Schaltvorgange auftreten, die sich in 
Unstetigkeiten der rechten Seite f(y, t )  des mathemati- 
schen Modells auBern, sind Einschrittverfahren (wie Extra- 
polations- oder Runge-Kutta-Verfahren) vorzuziehen, weil 
ein Neustart bei Mehrschrittverfahren (wie BDF) zunachst 
nur rnit niedriger Ordnung erfolgt. 
Sog. simultane Verfahren der dynamischen Anlagensimu- 
lation wie DIVA [5] oder SPEEDUP [S2] basieren auf einem 
leistungsfahigen DA-Solver, wobei aus den ortsdiskretisier- 
ten DA-Systemen der einzelnen Anlagenteile ein der G1. 
(40) entsprechendes Gesamtsystem der ganzen Anlage 
erstellt und rnit den vorstehend beschriebenen Methoden 
gelost wird. 
5 Integration partieller 
Differentialgleichungen 
Wie im Einfuhrungsbeispiel gezeigt, lassen sich partielle 
Differentialgleichungssysteme durch Ortsdiskretisierung 
in DA-Systeme umformen. Wahrend fur die Losung von 
DA-Systemen das beschriebene umfangreiche und erprob- 
te Instrumentarium existiert, das eine Losung mit vorzuge- 
bender Genauigkeit gestattet, ist die Methodik zur Orts- 
diskretisierung nicht so weit entwickelt. Insbesondere muB 
der Verfahrens-Ingenieur die Ortsdiskretisierung auch bei 
kommerzieller Simulationssoftware in der Regel selbst 
durchfuhren, will er nicht mit vorgefertigten Apparatemo- 
dulen mit eingeschranktem Anwendungsbereich vorlieb 
nehmen. In aller Regel wird dabei der durch die Ortsdis- 
kretisierung entstehende Fehler nicht naher betrachtet und 
begrenzt. 
Zur Diskretisierung der Ortsableitungen existiert eine 
Vielzahl von Methoden. Am bekanntesten fur verfahrens- 
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technische Anwendungen sind Finite-Differenzen-Verfah- 
ren und Finite-Elemente-Methoden. Im ortlich eindimen- 
sionalen Fall fuhren beide auf identische oder ahnliche 
Gleichungssysteme. Wegen der einfachen 'Ableitung wird 
den Differenzverfahren im eindimensionalen, mitunter 
auch im zweidimensionalen Fall der Vorzug gegeben. Die 
im Einfuhrungsbeispiel in den Gln. (5) bis (7) durchgefuhr- 
te Differenzenapproximation sei als Beispiel genannt. 
Auf eine ausfuhrliche Darstellung der bei der Ortsdiskre- 
tisierung auftretenden Probleme und ihre zweckmaBige 
Losung muB in diesem Beitrag verzichtet werden; sie ist im 
Rahmen einer getrennten Veroffentlichung geplant. Hier 
sei nur auf einige einfuhrende und zusammenfassende 
Monographien verwiesen [9, lo]. Einfuhrende Kapitel in 
die Behandlung partieller Differentialgleichungen finden 
sich auch in einigen Standardbuchern zur numerischen 
Mathematik [ S ,  61. Fur die Losung verfahrenstechnischer 
Probleme gebrauchliche Verfahren werden in [ l l ,  121 
angesprochen. Zur Einfuhrung in sog. Finite-Volumen- 
Verfahren sei auf [ 131 und in Finite-Elemente-Verfahren 
auf [14-161 verwiesen. 
6 Informations- und Codequellen 
Der vorstehende Uberblick uber numerische Verfahren fur 
die Simulation des dynamischen und stationarenverhaltens 
verfahrenstechnischer Prozesse sollte eine Vorgehensweise 
referieren, die sich in den letzten Jahren etabliert und 
bewahrt hat. Genauere Informationen sind der jeweils 
genannten Fachliteratur zu entnehmen. Es sollte auBerdem 
deutlich gemacht werden, daB fur die Grundoperationen 
der Losung linearer Gleichungssysteme, der Losung nicht- 
linearer Gleichungssysteme und der Losung von DA- 
Systemen bewahrte Standard-Code existieren, so da13 eine 
eigene Programmierung dieser Schritte auf wenige Sonder- 
falle beschrankt bleiben kann. 
Die Standard-Codes sind in der Regel als FORTRAN 77-
Unterprogramme zum einen in den groBen, kommerziell 
vertriebenen, lizenzpflichtigen numerischen Bibliotheken 
wie IMSL, Harwell oder NAG enthalten. Zum anderen ist 
in den letzten Jahren eine Reihe interessanter Codes als 
,,public domain"-Software frei verfugbar geworden. Das 
heifit, daB diese Unterprogramme jederzeit frei kopiert und 
in eigenen Systemen verwendet werden durfen, wie zum 
Beispiel die LINrAcK-Sammlung fur die Losung linearer 
Gleichungssysteme zusammen mit den gleichzeitig entwik- 
kelten BLAS-Routinen (BLAS = Basic Linear Algebra 
Subroutines) fur die grundlegenden Vektor- und Matrix- 
Operationen. An den meisten Hochschulrechenzentren in 
Deutschland sind diese Losungen vorhanden und konnen 
kostenfrei kopiert werden. Weitere allgemeine und speziel- 
le Codes werden an verschiedenen Orten zentral gesam- 
melt. Der bekannteste Server fur Programme der numeri- 
schen Mathematik ist NETLIB. Die groBte entsprechende 
Sammlung in Deutschland ist die eLib des Konrad-Zuse- 
Zentrums in Berlin. Dort liegen neben einer Kopie der 
NETLIB auch zahlreiche aktuelle Entwicklungen wie die im 
Text erwahnten Routinen LIMEX und NLEQ1. Diese 
Sammlung ist uber DATEX-P, INTERNET und die verschiede- 
nen Mail-Protokolle leicht erreichbar. Die Netzwerkver- 
Walter von wissenschaftlichen Rechenzentren konnen in 
der Regel uber den besten Zugang Auskunft geben. 
Die mitgeteilten Erfahrungen entstammen zum Teil dem Gemein- 
schaftsprojekt DIVA zur dynamischen Simulation verfahrenstech- 
nischer Anlagen von vier Instituten der Fakultat Vcrfahrenstech- 
nik der Universitat Stuttgart. Die Forderung dieser Arbeiten durch 
die Volkswagen-Stiftung und die Deutsche Forschungsgemein- 
schaft wird dankbar anerkannt. 
Eingegangen am 21. November 1991 [B 56881 
Formelzeichen 
A Koeffizientenmatrix 
b Vektor der rechten Seite 
B, B Kapazitatsterm 
c Konzentration 
D Diffusionskoeffizient 
f ,  f 
J Jacobi-Matrix 
k , ,  k2 Geschwindigkeitskonstanten 
L Linksdreiecksmatrix 
L Lange des Reaktors 
N Anzahl der Gleichungen 
N Z  Anzahl der Ortsstiitzstellen 
p Druck 
R Rechtsdreiecksmatrix 
S Quellenfunktion 
t Zeit 
T Temperatur 
v Stromungsgeschwindigkeit 
y, y Unbekannte 
z Ort 
z 
At Zeitschrittweite 
Az Ortsschrittweite 
7 Zeitkonstante 
w Rclaxationsfaktor 
Vektoren und Matrizen werden durch fetten Druck gekcnn- 
zeichnet. 
Funktion der rechten Seite 
algebraische Unbekannte (in Abschnitt 4.3) 
Indices  
i Iterationsindex 
k Zeitindex oder Summationsindex 
1 Ortsindex 
* Zulauf 
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Handbuch der industriellen FestlFlussig-Filtration. Heraus- 
geg. von H. Gasper. Huthig Verlag, Heidelberg 1990. 338 S., 140 
Abb., 13 Tab., geb., DM 98,-. 
Das Handbuch der industriellen FesWlussig-Filtration ist eine 
Sammlung von Beitragen zahlreicher Fachleute auf dem Gebiet 
der Fest/Flussig-Trennung. Der Herausgeber hat versucht, in die 
Aneinanderreihung der Kapitel eine gewisse Ordnung zu bringen, 
indem er sie in ,,Grundlagen", ,,Filterbauarten" und "Peripherie" 
untcrteilt hat. Im Hauptteil werden 18 Filterbauarten in alphabe- 
tischer Reihenfolge abgehandelt, von ,,A" wie Anschwemmsyste- 
me his ,,T" wie Trommelfilter, einschliefilich der neueren Techniken 
der Membranfiltration (unter ,,M") und der dynamischen Filtration 
(unter ,,D"). Im Vorspann werden allgemeine Uberlegungen zu 
Entwicklungstendenzen angestellt und theoretische Grundlagen 
erlautert sowie unter ,,Neuentwicklungen" auch Druck-Filterzen- 
trifugen vorgestellt. Im dritten Teil (,,Peripherie") werden u.a. 
Filtermedien, Filterhilfsmittel, Test- und Auslegungsmethoden 
behandelt. Den SchluB bildet ein umfangreiches Bezugsquellen- 
und ein Stichwortverzeichnis. 
Die unterschiedlichen Autoren haben zwangslaufig ein ziemlich 
heterogenes Buch entstehen lassen, wobei in manchen Kapiteln die 
Firmeninteressen einzelner Fachleute erkennbar sind. Viele der 
Beitrage sind jedoch ausgeprochen informativ und praxisnah, so 
dab das Buch in der Hand von Planern und Betreibern eine 
niitzliche, kompakte Informationsquelle darstellt. Zumindest im 
deutschen Sprachraum gibt es zur Zeit keine vergleichbar aktuelle 
Zusammenstellung des Standes der FestFlussig-Filtration. 
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