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ABSTRACT 
Goodsell, Johnathan E.. Ph.D., Purdue University, December 2013. Solution to Certain 
Problems in the Failure of Composite Structures.  Major Professor: Byron Pipes. 
 
 
The present work contains the solution of two problems in composite structures.  In the 
first, an approximate elasticity solution for prediction of the displacement, stress and 
strain fields within the m-layer, symmetric and balanced angle-ply composite laminate of 
finite-width subjected anticlastic bending deformation is developed.  The solution is 
shown to recover classical laminated plate theory predictions at interior regions of the 
laminate and thereby illustrates the boundary layer character of this interlaminar 
phenomenon.  The results exhibit the anticipated response in congruence with the 
solutions for uniform axial extension and uniform temperature change, where divergence 
of the interlaminar shearing stress is  seen to occur at the intersection of the free-edge and 
planes between lamina of + and – orientation.  The analytical results show excellent 
agreement with the finite-element predictions for the same boundary-value problem and 
thereby provide an efficient and compact solution available for parametric studies of the 
influence of geometry and material properties.  The solution is combined with previously 
developed solutions for uniform axial extension and uniform temperature change of the 
identical laminate and the combined solution is exercised to compare the relative 
magnitudes of free-edge phenomenon arising from the different loading conditions, to
xxix 
 
study very thick laminates and laminates where the laminate width is less than the 
laminate thickness.  Significantly, it was demonstrated that the solution is valid for 
arbitrary stacking sequence and the solution was exercised to examine antisymmetric and 
non-symmetric laminates.  Finally, the solution was exercised to determine the 
dimensions of the boundary layer for very large numbers of layers.  It was found that the 
dimension of the boundary layer width in bending is approximately twice that in uniform 
axial extension and uniform temperature change. 
In the second, the intrinsic flaw concept is extended to the determination of the intrinsic 
flaw length and the prediction of performance variability in the 10-degree off-axis 
specimen.  The intrinsic flaw is defined as a fracture mechanics-type, through-thickness 
planar crack extending in the fiber direction from the failure initiation site of length, a.  
The distribution of intrinsic flaw lengths is postulated from multiple tests of 10-degree 
off-axis specimens by calculating the length of flaw that would cause fracture at each 
measured failure site and failure load given the fracture toughness of the material.  The 
intrinsic flaw lengths on the homogeneous and micromechanical scales for unnotched (no 
hole) and specimens containing a centrally-located, through-thickness circular hole are 
compared.  8 hole-diameters ranging from 1.00 – 12.7 mm are considered.  On the 
micromechanical scale, the intrinsic flaw ranges between approximately 10 and 100 
microns in length, on the order of the relevant microstructural dimensions.  The intrinsic 
flaw lengths on the homogeneous scale are determined to be an order of magnitude 
greater than that on the micromechanical scale.  The effect of variation in the fiber 
volume fraction on the intrinsic flaw length is also considered.   
In the strength predictions for the specimens, the intrinsic flaw crack geometry and 
probability density function of intrinsic flaw lengths calculated from the unnotched 
specimens allow fracture mechanics predictions of strength variability.  The strength 
prediction is dependent on the flaw density, the number of flaws per unit length along the 
free-edge.  The flaw density is established by matching the predicted strength with the 
experimental strength.  The distribution of intrinsic flaw lengths is used with the strength 
variability of the unnotched and of open-hole specimens to determine the flaw density at 
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each hole-size.  The flaw density is shown to be related to the fabrication machining 
speed suggesting machining damage as a mechanism for the hole-size dependence of the 
flaw density.   
The strength prediction methodology based on the distribution of intrinsic flaw lengths 
and flaw density and an examination of the intrinsic flaw lengths and failure sites in the 
open-hole specimens are used to address two questions about the failure-initiation site in 
the open-hole off-axis specimen.  In the first, it is determined that the perimeter of the 
circular-hole is the likely site of failure initiation, as opposed to the lateral edge.  In the 
second, it is determined that failure initiation likely occurs at a single site, rather than at 
multiple sites.  This justifies investigation of the perimeter of the circular-hole in the 
determination of the intrinsic flaw length and suggests the set of the least intrinsic flaw 
length from each specimen to be the set of critical flaw lengths. 
With the intrinsic flaw geometry, the set of critical intrinsic flaw lengths and the flaw 
density, the strength variability in the open-hole specimens may be predicted using the 
strength prediction methodology.  The strength and failure-site variability in the 6.35 mm 
open-hole specimen is predicted.  This is the specimen with the greatest number of 
experimental specimens tested.  The predicted distributions of strength and failure-site 
are compared with the experimentally observed distributions and good agreement is 
observed.  The Bayes factor and an area metric are introduced for quantitative 
comparison.  Prediction results from methodologies employing different parameters, 
including constant or variable flaw length and constant or variable failure site, and 
considering the flaw length calculated from constant or variable fiber volume fraction, 
are compared.  Finally, the strength dependence on hole-diameter, or the hole-size effect 
in the off-axis specimen is predicted.  It is found that the intrinsic flaw strength prediction 
methodology yields a conservative prediction of the minimum strength at each hole-size. 
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CHAPTER 1. INTRODUCTION 
1.1 Introduction 
The present work contains the solution to two problems in the field of failure prediction 
in composite materials.  In the first, an elasticity solution for the anticlastic bending of an 
angle-ply composite laminate is developed and compared with solutions developed 
previously for the laminate subjected to uniform axial extension and uniform temperature 
change.  Although a specific failure model is not proposed, accurate knowledge of the 
stress-field is fundamental to any such model.  In the second problem, an intrinsic flaw 
model is developed for the prediction of performance variability in an open-hole off-axis 
composite specimen.  While the two problems are dissimilar, there are interesting 
relationships.  In the former, material homogeneity and a flawless geometry are assumed 
and an approximate, elasticity solution is developed for a non-uniform state of three-
dimensional stress characterized by the presence of a singularity.  In the latter, material 
microstructural heterogeneity is recognized and the presence of defects in a state of 
uniform plane-stress is assumed to develop a stochastic prediction of strength variability.  
While the former is purely analytical, verified by numeric finite-element analysis, the 
latter relies heavily on experimental results while using an innovation in implementation 
of accepted analysis tools. The former does not propose a specific failure model, though 
accurate knowledge of the stress-field is fundamental to such a model; the latter develops 
and investigates a failure model, although the most significant contribution may be the 
framework for the prediction of strength variability in one specimen from the strength 
variability in another, as opposed to the specific failure model itself.  Indeed, these two 
problems illustrate the range of analytical, numerical and experimental tools available for 
the understanding and prediction of failure in composite materials and structures.  
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1.2 Interlaminar Stresses 
The investigation of interlaminar phenomena in composite laminates has been underway 
for many years by numerous investigators [1] [2] [3] [3] [4] [5].  A comprehensive and 
exhaustive review of this subject by Mittelstedt and Becker is presented in Ref. [6].  The 
earliest of the investigations of free-edge phenomena in composite laminates focused on 
the behavior of the finite-width laminate subjected to uniform axial extension [1] [3] [3] 
[4].  The mechanism of interlaminar stress transfer near the free-edge revealed the 
interlaminar stress field developed within a boundary-layer at the free-edge for laminates 
consisting of an equal number of lamina of + and – orientation (balanced) with respect 
to the axial direction and arranged symmetrically about the laminate mid-plane, typically 
referred to as “angle-ply” laminates.   Three primary stress components were found to 
dominate the angle-ply laminate response in extension: the axial stress, x, the in-plane 
shearing stress, xy and the interlaminar shearing stress, xz,. The stress components y 
and z have been shown to be negligible in angle-ply laminates subjected to extension.  
Here the components u, v and w describe the displacement components in the x, y and z 
directions. 
Near the free-edge of the angle-ply laminate, a gradient in the in-plane shear stress is 
developed as a result of the traction-free boundary condition for the in-plane shear stress 
at the edge. Further, the gradient in the in-plane shearing stress within the boundary layer 
required a gradient in the interlaminar shearing stress in the thickness coordinate, z, to 
satisfy the equilibrium equation in the axial direction. Further, it is important to note that 
the in-plane shearing stress within each of the lamina is the result of the shear-coupling 
terms of the elasticity compliance matrix Si6 (i=1-3) and that the sign of these terms 
follows the sign of the angle: Si6(+) = -Si6(-). 
Since the solutions for axial extension were first developed, understanding of free-edge 
phenomena in laminates subjected to other forms of loading, such as bending, torsion and 
uniform temperature change have also been developed.  Investigations of interlaminar 
stresses in laminates subjected to bending have been carried out using finite-difference 
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methods [7], finite-element methods [8] [9] [10] [11] [12], modified plate theories [13] 
[14], and stress-based variational methods employing the principle of complimentary 
potential [15] [16] [17] [18] [19] [20], such as the force-balance method, and the 
Rayleigh-Ritz method [21]. 
Two closed-form solutions deemed useful for efficient parametric studies have also been 
developed: the modified plate theory by Armanios and Li [13] [14] and a generalization 
of the force-balance method [22] [23] developed by Kassapoglou [15].  While the 
Armanios and Li method [13] [14] is straight forward and efficient, it may not be 
expected to yield satisfactory interlaminar stress state because “layer equilibrium” is not 
satisfied [24].  Kassapoglou assumed the functional form of the interlaminar stresses in a 
general laminate subjected to classical laminated plate theory (CLPT) loadings in 
addition to transverse shear loading [15].  However, the influence of each of the 
parameters in this model cannot be isolated due to the need to match coefficients and 
solve the governing characteristic equation for each loading, geometry and stacking 
sequence combination.  Further, the force balance method suffers from neglecting 
displacement continuity at the interfaces of dissimilar (±) lamina. 
It is also important to point out that while the coupling between bending and twisting has 
been recognized in a general laminate [8], this coupling has not been adequately 
discussed in the context of the angle-ply laminate and the free-edge phenomenon.  
Namely, application of a single bending moment results in all three bending and twisting 
curvatures for a symmetric and balanced angle-ply laminate.  Achieving a state of 
anticlastic bending deformation [25], [26] requires application of bending and twisting 
moment resultants to achieve a deformation state wherein the twisting curvature vanishes 
and the transverse curvature is that due only to the laminate Poisson’s effect.  Finally, 
although multiple solutions for the interlaminar stress field in laminates subjected to 
bending have been presented, the boundary layer characteristics of the stress field have 
not been investigated for anticlastic bending.  
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The aim of the present work is to develop a solution following the approach in reference 
[1] for the interlaminar stress field in a symmetric and balanced, angle-ply laminate 
subjected to anticlastic bending deformation.  Further, this class of problems is 
considered in order to elucidate the behavior of angle-ply laminates consisting of large 
numbers of layers.  The solution is compared to finite-element solutions of the same 
boundary value problem, (as well as the cases of pure bending and cylindrical bending).  
This study will extend the past work with extensional and thermal loading to include the 
effect of anticlastic bending.  This solution requires specific moment resultant inter-
relations in order to satisfy the assumptions of the two earlier solutions for axial 
extension and thermal expansion, namely C45 = y = z = 0.  While these assumptions 
may appear restrictive, this requirement is far outweighed by the enhanced capability to 
study a major class of angle-ply laminates consisting of a large number of lamina in an 
accurate model (The effect of these assumptions on the solution will be investigated by 
finite element solutions of three problems where the assumptions are violated: the first 
where C45 ≠ 0 and the second and third where y ≠ 0: pure bending and cylindrical 
bending).  As anticipated, the free-edge interlaminar stresses are significant in the angle-
ply laminate subjected to bending curvature.  The boundary-layer nature of the 
interlaminar stresses can be demonstrated, as well as the singular nature of the 
interlaminar stress at material points where dissimilar ply interfaces intersect the free-
edge.  (The order of the singularity in these problems has been established by Wang and 
Choi as r [27] [28].)  The solution will be exercised to characterize the boundary layer 
dimensions of a symmetric and balanced angle ply laminate subjected to anticlastic 
bending deformation.  Finally, comparisons will be drawn between the anticlastic 
bending curvature solution and the solutions for uniform axial extension and uniform 
temperature change. 
Following this Introduction (Chapter 1), the next chapter (Chapter 2 ) contains an 
introduction to anisotropic elasticity and classical laminated plate theory and develops the 
loading conditions under which the present solution is valid, namely those of anticlastic 
bending.  In Chapter 3, the solution for anticlastic bending is developed.  The comparison 
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between the solutions for uniform axial extension, uniform temperature change and 
anticlastic bending deformation is presented in Chapter 4.  Of particular significance is 
the demonstration that the solution is valid for arbitrary stacking sequence. 
 
1.3 An Intrinsic Flaw Model for the Prediction of Performance Variability 
The influence of microstructure variations on the performance variability and uncertainty 
of materials have been studied in multiple research communities.  In fiber-reinforced 
concrete, for example, Li and Wang have studied the influence of the microstructure on 
the strain-to-failure or ductility of the material [29].  Much work has been carried out in 
the metals community in predicting the variability of fatigue life based on an initial flaw 
distribution linked to key features of the material microstructure [30] [31].  Material 
variability and defects have been studied extensively in composite materials and the 
influence of variations in the microstructure on material performance such as elastic 
properties and crack propagation has been investigated [32].  Chamis demonstrated a 
framework for the propagation of uncertainty arising from material variability through 
multiple analysis scales [33] [34] [35].  A distribution of fiber, matrix and processing 
properties (volume fraction and fiber orientation) is propagated through micromechanics 
to yield a distribution of lamina properties.  Through laminated plate theory and structural 
modeling, this in turn yields a distribution of laminate properties and a distribution of 
structural outputs, such as stress and strain, buckling loads and natural frequencies.  
Predictions based on assumed distributions for constituent properties agree well with tests 
of lamina tensile and compressive strength and have been used to predict the strength and 
reliability of structures, including composite radomes, engine blades, and a combustor 
liner.  The actual variation on the microstructure, however, was not characterized and 
structural-scale predictions lack validation in References [27-29].  Further, aside from 
constituent property variations, the work neglects the influence of defects in the 
microstructure on the structural performance variability.   Of particular note in studying 
the influence of defects is recent work by Mendoza-Jasso, et. al. [36] [37].  This work 
identified the spatial variation of fiber volume fraction as one possible defect that 
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influences the variability in the performance of the material.  The volume fraction 
variability was measured by optical microscopy and incorporated into the modeling using 
micromechanical enhancement method, to be discussed hereafter.  Material performance 
was measured by the variability in the failure site in a 10 degree open-hole off-axis 
tensile coupon.  Tensile tests were performed on 15, 10-degree off-axis specimens with a 
6.35 mm diameter through-thickness circular hole located at the geometric center of the 
specimen and the intersection of the fracture surface with the perimeter of the circular 
hole was measured for each specimen; this yielded the distribution of observed failure 
sites.  The predicted distribution of failure sites was obtained through Monte Carlo 
sampling of the volume fraction distribution compared favorably with the experimental 
measurements.  The authors demonstrated that the observed variability in the location of 
the failure site may be predicted by incorporating the volume fraction variability into the 
micromechanical modeling of the strain field within the matrix.  The work confirmed that 
the spatial variation of fiber volume fraction, a specific defect on the microstructure scale, 
influences the performance variability as measured by the failure site on the structural or 
specimen scale.  However, the work has not yet been extended to predict the expected 
distribution of failure load based on the volume fraction distribution, though initial 
studies into the variation of the micromechanical distortional strain invariant with volume 
fraction variation have been reported.  Both the work of Mendoza-Jasso, et. al. and the 
work of Chamis demonstrate approaches to uncertainty quantification-based frameworks 
for predicting variability in structural performance based on variability in a 
microstructure-scale input; however, the work of Chamis is based on assumed rather than 
measured distributions and neglects the effects of microstructure-level defects and the 
work of Mendoza-Jasso, et. al. was not been fully extended to prediction of failure load. 
The concept of the intrinsic flaw was first introduced by Waddoups [38], where fracture 
mechanics concepts  were used to guide the prediction of the hole-size effect in multi-
axial laminates – namely that the laminate notched strength varies significantly with the 
absolute hole size even for the plate of infinite extent.  Waddoups postulated existence of 
an “intense energy region” of length a at the edges of the circular hole and perpendicular 
to the tensile loading axis for orthotropic laminates.  Using the Bowie solution [39] for 
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the Mode I stress intensity factor for a crack extending perpendicular to the loading 
direction from the edge of a circular hole of radius, R in an isotropic material, the stress 
intensity factor, KI can be given as: 
 
I
aK a f
R
        
(1) 
where the function, f(a/R), is known, he determined the “length of the characteristic 
dimension” from the strength of an unnotched specimen, 0, and a single notched 
specimen, N, with hole-radius, R.  The ratio of the unnotched strength to the notched 
strength yielded f(a/R) from which the characteristic dimension, a could be determined: 
 
 0
N
af a
R


      (2) 
By assuming a constant characteristic length, a, prediction of the hole-size effect follows 
from Equation (2).   
The present work builds upon the Waddoups’ approach, but focus on the unidirectional, 
off-axis specimen of specified aspect ratio (length-to-width) and containing circular hole 
at the geometric center of the specimen. The shear coupling characteristics of the off-axis 
tensile specimen bring a level of anisotropy to this problem not previously examined with 
a fracture mechanics approach. Shear coupling also introduces a mixed mode fracture 
condition to the open-hole fracture process.  Further, location of the site of the flaw or 
crack around the perimeter of the hole is unknown prior to failure for the off-axis tensile 
specimen.  Finally, in Waddoups’ development, the intrinsic flaw method has been 
limited to prediction of mean strength. Strength variability has not previously been 
examined by the intrinsic flaw approach.  These issues are considered in the present work. 
The intrinsic flaw is defined and a method for the calculation of its length is introduced in 
Chapter 5.  The intrinsic flaw lengths at the unnotched geometry and each of 8 hole-
diameters from 1.00 – 12.7 mm and on the homogeneous scale and on the micro-scale are 
compared.  The methodology for the calculation of the intrinsic flaw length is validated 
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by means of a numeric finite-element analysis containing a fracture mechanics-type crack.   
Additionally, the effect of consideration of variable fiber volume fraction on the intrinsic 
flaw length is investigated. Finally, assumptions in the calculation of the intrinsic flaw 
length are reviewed.  Chapter 6 introduces the strength prediction methodology. The 
strength prediction is dependent on the flaw density or number of flaws per unit length at 
the free-edge.  The flaw density is established by matching the mean predicted strength to 
the mean experimental strength at each hole-size.  Finally, the flaw density at each hole-
size is related to the machining speed and an inverse relationship is determined.  The 
strength prediction methodology is exercised to answer two questions about the likely site 
of failure initiation in Chapter 7.  Specifically, the questions of whether failure in the 
open-hole specimen initiates at the perimeter of the circular-hole or at the free-edge and 
at one point or multiple points are addressed.  Finally, in Chapter 8, four variations on the 
strength prediction model are explored to investigate the origins of strength variability.  
The predicted strength and failure site distributions are compared with the 
experimentally-observed strength and failure site distributions at the hole-size with the 
greatest number of specimens tested.  Finally, the hole-size effect or dependence of 
strength on hole-size is predicted and the minimum predicted strength is compared with 
the minimum observed strength at each hole-size. 
While specific conclusions are detailed at the end of each chapter, Chapter 9 provides a 
closure, highlighting the contributions of the interlaminar stresses section, underscoring 
the lessons learned about performance variability and suggesting future work both in the 
application of the intrinsic flaw model to multi-axial laminates and in the understanding 
and prediction of performance variability in general  
Appendix A contains details of the solution development for the interlaminar stresses.  
Further study of the intrinsic flaw length is provided in Appendix B while additional 
figures of strength and failure site predictions are contained in Appendix C. 
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CHAPTER 2.  ANISOTROPIC ELASTICITY AND CLASSICAL LAMINATED 
PLATE THEORY 
2.1 Introduction 
Fiber-reinforced composite laminae are inherently anisotropic. Analysis of stress, strain 
and displacement fields in composite structures requires anisotropic elasticity.  In the 
present chapter, the stress-strain relations, strain-displacement relations and equilibrium 
equations of anisotropic elasticity will be introduced.  These will be combined to form 
the governing equations for a set of problems where the stresses do not vary along the 
longitudinal axis of the structure.  This development follows Lekhnitski [40].  These are 
the governing field equations for the angle-ply laminate, to be studied in Chapters 3 and 4.  
Further, classical laminated plate theory, with the assumptions of a state of plane-stress 
and the Kirchhoff hypothesis, will be introduced and exercised to determine the 
curvatures and in-plane stress and strain components for a balanced, symmetric, angle-
ply laminate subjected to three different bending deformations: pure bending, anticlastic 
bending and cylindrical bending.  Specifically, the loading conditions under which the 
transverse stress component vanishes will be developed; these are the loading conditions 
under which the assumptions introduced in Chapter 3 for the analysis of the angle-ply 
laminate are valid.  The introduction to anisotropic elasticity and classical laminated plate 
theory follows the development in Sun [41].  
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2.2 Anisotropic Elasticity 
Continuous fiber-reinforced lamina may be modeled as homogenous, orthotropic solids 
with stress-strain relations in the principal coordinate system where 1- is aligned with the 
fiber direction, 2- is transverse to the fiber direction and 3- is perpendicular to the plane 
of the lamina: 
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Here sij are the engineering compliance coefficients and cij are the engineering stiffness 
coefficients (i,j = 1-6), ij are the stress components and ij are the engineering strain 
components (i,j = 1-3).  The strains are defined in terms of the displacements in the 
coordinate directions, ui (i = 1-3) as: 
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where a comma denotes partial differentiation.  About an off-axis orientation, such as a 
rotation about the 3- or z-direction, represented with the x-y coordinate system, the 
lamina may be modeled as a homogeneous, anisotropic solid with one plane of symmetry: 
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   (7) 
 
 
Where the Sij are the transformed compliance coefficients and Cij are the transformed 
stiffness coefficients and u, v, and w are the displacement components in the x-, y- and z- 
coordinate directions, respectively. 
Stress, strain, stiffness and compliance tensors transform about the 3- or z- axis according 
to the usual transformation laws: 
     12xy T   
    12xy T   
   Tij ijC T c T        
(8) 
(9) 
(10) 
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(13) 
 
 
where s = sin( and c = cos( and  is angle between the 1- and x- directions, positive 
from 1 to x.  The equilibrium equations for this body are expressed as: 
, , ,
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(14) 
 
If the stresses in the body do not vary along the axial coordinate, x, i.e. the body is very 
long and subjected to in-plane force and moment loading on its longitudinal ends, then 
the equilibrium equations for this body reduce to: 
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Allowing for off-axis loading and substituting the stress-strain relation and the strain-
displacement relations yields the following displacement-equilibrium equations 
 
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(16) 
 
These form a set of coupled, partial differential equations in the displacements u, v and w. 
Finally, Leknitskii developed the general expression for the displacements field in an 
anisotropic body where the stresses do not vary along the generator: 
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(17) 
 
 
 
Where x is the primary curvature in the x-z plane, y is the transverse curvature the y-z 
plane, C is the axial extension,   is twisting curvature about the x-axis, A characterizes 
bending in the x-y plane, x, y, z are rigid-body rotations about the x, y, and z- 
coordinate axes, u0, v0 and w0 are rigid-body translations in coordinate directions and  is 
a constant.   
 
2.3 Classical Laminated Plate Theory 
Consider a laminated plate consisting of lamina stacked in the thickness direction with 
arbitrary lamina fiber orientation, theta.  Classical laminated plate theory (CLPT) has 
been used to model the in-plane stress, strain and plate deformation fields resulting from 
applied in-plane force and moment resultants on the edges x = const., y = const. and from 
uniform temperature change.  CLPT invokes the Kirchhoff hypothesis, assuming in-plane 
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displacements that vary linearly through the thickness of the laminate (i.e. neglecting 
transverse shearing strain): 
   
 
0
0
0
0
0
w
u u z
x
v
u v z
y
w w
  
  

 
 
(18) 
where u0, v0 and w0 are the displacement components at the mid-plane, z = 0, of the 
laminate. This yields the lamina in-plane strains: 
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(19) 
where the mid-plane strains, denoted with a superscript 0 and curvatures, x, x and xy 
are determined from the mid-plane displacements: 
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Note that the CLPT twisting curvature, xy = -2  in (17).  Substitution of (19) and (20) 
into (18) yields the displacement field (without rigid-body translation and rotation terms) 
in terms of the strains and curvatures: 
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(21) 
It is obvious that axial extension produces constant axial strain through the thickness of 
the laminate and axial bending curvature produces linearly varying axial strains through 
the thickness of the laminate.  In both cases, all strain components are independent of in-
plane dimensions.  It is noted, however, that positive twisting curvature produces an in-
plane shearing strain that varies linearly through the thickness of laminate and is positive 
on the top surface and negative on the bottom surface of the laminate. 
In addition to strains arising from mechanical loading, temperature change induces 
thermal strains: 
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Where 1 and 2 are the lamina coefficients of thermal expansion (note that 12 = 0), 
which transform in the x-y plane according to: 
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Which results in thermal strains in the x-y coordinate system: 
  x xy y
T
T T
T
xyxy
T
 
  
 
                
 
 
(24) 
 
Consider now the plane-stress (z = yz = xz = 0) constitutive equations for a lamina with 
principle axes oriented at an angle  from the laminate, x-y coordinate system with total 
strains x, y and xy: 
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where Qij (i,j = 1-2,6) are the reduced stiffness coefficients in the x-y coordinate system 
given by the relations: 
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(26) 
 
 
and Sij-1 indicates a matrix inverse.   
By substituting for the strains in each lamina in terms of the mid-plane strains and 
curvatures, Equation (19): 
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(27) 
 
Note that the plane-stress thickness strain may be derived from (6) as: 
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Define mechanical force and moment resultants on the longitudinal and lateral faces of 
the laminate as 
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where h is the total thickness of the laminate.  Further, define thermal force and moment 
relations in a similar fashion: 
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Carrying out the integration, these can be expressed as: 
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Where k is summed over all the lamina in the laminate, tk is the thickness of the kth 
lamina and zk is the z-coordinate of the upper-surface of the kth lamina.  
Substitution of (27) into (29) yields the relation between the in-plane force and moment 
resultants and the mid-plane strains, e0 and curvatures, : 
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(32) 
 
where the plate stiffness coefficients, Aij, Bij, Dij are given in terms of the stiffness of 
each ply  weighted by its location in the laminate stack: 
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(33) 
 
where zk refers to the location of the kth ply interface.  Relation (32) is sometimes 
expressed in compact notation as: 
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(34) 
 
Of course the relation in (32) may be inverted.  In compact notation, this may be 
expressed as 
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(35) 
 
where the matrix inverse is denoted by an overbar.  
For laminates which are symmetric about the mid-plane, z = 0, Bij = 0.  Hence in 
symmetric laminates, the force resultants are decoupled from the curvatures and the mid-
plane strains are decoupled from the moment resultants.  Therefore, for mechanical 
loading, we consider only 
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(36) 
 
 
for the problem of extension, bending or twisting of a symmetric laminate.  Further, it 
should be noted that in a balanced laminate, where for every + lamina there is a – 
lamina, A16 = A26 = 0 and D16 and D26 change signs with layer and are positive in + 
layers and negative in – layers.  All other Dij are positive regardless of layer sign.  The 
angle-ply ([±s) laminate is one such symmetric, balanced laminate.  In the follow 
examples, the calculations will utilize the following material properties and a lamina fiber 
orientation of 45 degrees: 
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Table 1: Material Properties for IM7/K3B, used in CLPT Off-Axis and Angle-Ply Study 
Material Property Value  
E11 174.6 GPa (25.33 Msi) 
E22 7.929 GPa (1.150 Msi) 
E33 7.929 GPa (1.150 Msi) 
G12 4.482 GPa (0.650 Msi) 
G13 4.482 GPa (0.650 Msi) 
G23 2.758 GPa (0.397 Msi) 
12 0.34 
13 0.34 
23 0.45 
1 0.181x10-6/C (0.1x106/F) 
2 27.0x10-6/C  
(15.0x10-6/F) 
3 27.0x10-6/C  
(15.0x10-6/F) 
Dimension Value 
h0 1.27x10-4 m (0.005 in) 
  
Note that the out-of-plane properties in Table 1 are not needed for CLPT analysis.   
2.3.1 Bending of an Off-Axis Lamina 
An off-axis specimen is one in which all the lamina have the same fiber orientation at an 
angle  to the x-axis.  Consider an off-axis lamina subjected to a pure bending moment, 
Mx.   The lateral and top faces of the laminate are traction free.  From (36) and 
recognizing that for the off-axis specimen Dij = Qijh03/12, the mid-plane strains vanish 
and the curvatures are: 
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(37) 
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In the case of pure bending moment, both bending curvatures and the twisting curvature 
are all present.  The in-plane strains vary linearly through the thickness of the lamina and 
are given by (19) as: 
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(38) 
 
Note that the transverse strain is induced by the Poisson effect and the in-plane shearing 
strain by the shear-extension coupling.  Finally, the in-plane stress components are given 
by substituting (39) into (25) and with manipulation as: 
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M z
h

 

 
 
 
(39) 
 
In the special case of a single lamina, the transverse and shearing stresses vanish and the 
axial stress is identical to that given by the simple bending formula ( = M z / I).  The 
strains and stresses through the thickness are shown in Figure 1. 
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Figure 1: In-plane stresses and strains in off-axis lamina (45 degree) subjected to pure 
bending moment, Mx 
2.3.2 Bending of an Angle-Ply Laminate 
A symmetric, balanced angle-ply laminate consists of an equal number of lamina with 
fiber orientations + and – arranged symmetrically about the mid-plane z = 0.  The 
simplest example is the [±]s laminate.  Consider the [±]s laminate subjected to pure 
bending moment, Mx.  From (36), the mid-plane strains and curvatures are: 
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(40) 
 
As with the off-axis lamina, all three curvatures are present.  Note that in this case, it is 
simpler to keep the relations in terms of Dij and its inverse.  From (19) the in-plane strains 
vary linearly through the thickness and are: 
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(41) 
Finally, the in-plane stresses are given by (25) as: 
22 26
26 6
11 12 16 11
12 12
16 166
x
y x
xy
Q Q Q D
Q Q Q D z
Q Q Q D



                            
 
 
(42) 
In contrast to the single lamina, the angle-ply subjected to pure bending contains all three 
in-plane stress components.  The stresses and strains through the thickness are shown in 
Figure 2. 
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Figure 2: In-plane stresses and strains in angle-ply laminate ([±45]s) subjected to pure 
bending moment, Mx 
While the strains are continuous and vary linearly through the thickness of the laminate, 
the stresses are discontinuous at the interfaces between lamina of dissimilar sign.  Further, 
the maximum magnitude of the stresses is achieved at the interfaces between the + and –
 lamina, not at the top and bottom surfaces of the laminate. 
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It is of interest to determine the conditions under which a given stress component 
vanishes.  Consider the symmetric, balanced angle-ply laminate and require that the 
transverse stress, y vanish uniformly through the thickness of the laminate.  From (25): 
  0 0 012 22 26 12 22 260 x y xy x y xyQ Q Q Q z Q z Q z            (43) 
which must be true for any z, hence (43) may be separated into two equations which must 
be satisfied identically: 
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(44) 
In the angle-ply laminate, Q26(+) = -Q26(-), hence xy0 and xy must vanish for (44) to 
be satisfied in each layer.  This yields the following relations between the axial and 
transverse deformations: 
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(45) 
Because in the angle-ply laminate Q12(+) = Q12(-) and Q22(+) = Q22(-), from (33): 
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(46) 
For a symmetric laminate with the property that A16 = A26 = 0, which is true for the 
symmetric-angle ply laminate, the ratio A12/A22 is defined as the effective Poisson’s ratio 
of the laminate, xy*.  It may shown from (27) and (33) that the laminate effective 
Poisson’s ratio may also be expressed as: 
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The first deformation described in (45) corresponds to the case of axial loading of an 
angle-ply laminate.  The second deformation, where the primary curvature is specified, 
the transverse curvature arises from the Poisson effect and the twisting curvature vanishes, 
will be defined as anticlastic bending.   
Consider now a symmetric, balanced angle-ply laminate, ([±]s) subjected to anticlastic 
bending deformation: 
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The applied moments required to achieve this state of deformation are given from (36): 
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The in-plane strains are given by substituting (32) into (19): 
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The in-plane stresses are given by (25): 
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(51) 
 
Note that in anticlastic bending of an angle-ply laminate, the transverse stress vanishes 
but not the transverse strain and the shearing strain vanishes but not the shearing stress.  
The stresses and strains through the thickness are shown in Figure 3. 
In contrast with the case of pure bending, the axial stress is maximum at the top and 
bottom surfaces of the laminate.  The in-plane shearing stress, however, is maximum at 
the dissimilar ply interface.   
Finally, cylindrical bending may be defined as the deformation where only the primary 
curvature is exhibited: x ≠ 0, y = xy =0.  From (36) such a deformation requires 
application of all three bending and twisting moments: 
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(52) 
 
In this case, axial strain and all three in-plane stress components will be present. 
28 
 
Figure 3: In-plane stresses and strains in angle-ply laminate ([±45]s) subjected to 
anticlastic bending 
2.3.3 Vanishing Transverse Stress 
The proof in Equations (53)-(55) demonstrating the conditions under which the 
transverse stress vanishes are not restricted to balanced or symmetric angle-ply laminates 
and may be generalized to include thermoelastic effects.  It is relevant to establish these 
conditions.  Equation (53), which requires the transverse stress to vanish in any layer of 
the general laminate, may be expanded to include uniform temperature change: 
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(53) 
Which again must be true for any z, hence may be separated into two equations which 
must be satisfied identically: 
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(54) 
The second of these equations is identical to (44).  It is repeated that in the angle-ply 
laminate, Q26(+) = -Q26(-), hence xy must vanish for (54) to be satisfied in each layer.  
This yields the general expression for the deformation state which results in vanishing 
transverse stress in a single layer: 
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(55) 
Because xy (+) = -xy(-), the third of Equations (55) is non-vanishing only for an off-
axis lamina. Further, because Q12(+) = Q12(-) and Q22(+) = Q22(-), (55) may be 
satisfied identically    through the thickness of the general angle-ply laminate.  Finally, 
the relations expressed in (46) are valid for the general angle-ply laminate. The three 
modes of deformation that yield vanishing transverse stress are uniform extension, 
characterized by axial extension and transverse contraction due to the Poisson effect (the 
first of Equations (55)), anticlastic bending, characterized by axial bending curvature and 
Poisson-induced transverse bending curvature (the second of Equations (55)) and uniform 
temperature change, characterized by thermal straining according to the laminate 
coefficients of thermal expansion (the first of Eqns (55)).  The development of the 
solution for anticlastic bending of the angle-ply laminate in Chapter 3 thus completes the 
set of solutions that may be developed by the present solution method. 
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CHAPTER 3. INTERLAMINAR STRESSES IN SYMMETRIC ANGLE-PLY 
COMPOSITE LAMINATES SUBJECTED TO ANTICLASTIC BENDING 
DEFORMATION 
3.1 Introduction 
Approximate elasticity solutions for prediction of the displacement, stress and strain 
fields within the m-layer, symmetric and balanced angle-ply composite laminate of finite-
width and subjected to uniform axial extension and uniform temperature change were 
developed earlier [1] [2].  In the present work, these solutions will be extended to treat 
bending deformation. Bending and torsion moments are combined to yield a deformation 
state without twisting curvature and with transverse curvature due only to the laminate 
Poisson effect. This state of deformation is termed anticlastic bending. The approximate 
elasticity solution for this bending deformation is shown to recover classical laminated 
plate theory predictions at interior regions of the laminate and thereby illustrates the 
boundary layer character of this interlaminar phenomenon.  The results exhibit the 
anticipated response in congruence with the solutions for uniform axial extension and 
uniform temperature change, where divergence of the interlaminar shearing stress is  seen 
to occur at the intersection of the free-edge and planes between lamina of + and – 
orientation.  The analytical results show excellent agreement with the finite-element 
predictions for the same boundary-value problem and thereby provide an efficient and 
compact solution available for parametric studies of the influence of geometry and 
material properties.  Further, the analytic solution for anticlastic bending was compared 
to finite-element solutions for pure bending and for cylindrical bending where the former 
is defined as that deformation resulting from the application of a single bending moment 
and the resulting curvatures include the shear-coupling induced twisting curvature and 
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the latter is defined as that deformation corresponding only to the primary curvature. The 
interlaminar stresses for simple bending and anticlastic bending showed similar behavior.  
Finally, the solution was exercised to determine the dimensions of the boundary layer in 
bending for very large numbers of layers. 
3.2 Solution Development 
Consider the general expressions for the displacements in an anisotropic body which 
correspond to the stresses independent of the axial coordinate, x according to Lekhnitskii 
[40]:  
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(56) 
 
 
 
where x is the primary curvature in the x-z plane, y is the transverse curvature the y-z 
plane, C is the axial extension, taken as 0 x T    in [1] [2],   is –xy/2, twisting 
curvature about the x-axis, A characterizes bending in the x-y plane, x, y, z are rigid-
body rotations about the x, y, and z- coordinate axes, u0, v0 and w0 are rigid-body 
translations in coordinate directions and  is a constant.  The problem considered is the 
m-layer symmetric and balanced angle-ply laminate, Figure 4. The width of the laminate 
is 2b, thickness is mh0, where h0 is the lamina thickness and m is the number of lamina.  
For the laminate subjected to anticlastic bending curvature, only the terms in Equation 
(17) corresponding to x, y and the terms U(y,z), V(y,z), W(y,z) are retained in the 
present solution.  Though the laminate is comprised of m individual, homogenized, 
anisotropic lamina, the expression in (17) is valid throughout the laminate because the 
displacement field is required to be continuous at the interfaces between lamina.  
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Figure 4: a. Laminate geometry and coordinate system, b. Boundary value problem 
 
(a) 
(b) 
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Following the development in [1] [2], the displacement equilibrium equations for a 
symmetric angle-ply laminate reduce to a single, separable partial-differential equation 
under the assumptions that C45 = y = z = 0 [1].  As discussed previously, CLPT 
indicates that the transverse stress vanishes under anticlastic bending deformation.  
Further, it may be shown from equilibrium that z at most varies with transverse 
coordinate, y- and may be assumed to be negligible following the results presented in [3].  
The effect of non-zero C45 will be studied further.  In anticlastic bending, the Poisson-
induced transverse curvature, y and the constant,  were both shown to be a function of 
the primary curvature, x and are repeated here for convenience: 
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where xy* is the laminate Poisson ratio.  The laminate Poisson’s ratio may also be 
expressed as xy* = -D12/D22 where Dij are the laminated plate bending stiffness 
coefficients.  For a symmetric, balanced angle-ply laminate this reduces to xy = -Q12/Q22, 
where Qij are the transformed reduced stiffness coefficients.  The governing equation is 
the same as that developed earlier for the uniform axial extension [1]:  
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11 55
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(58) 
where Sij are the components of the elasticity compliance matrix for an anisotropic 
material with a single plane of elastic symmetry and the comma denotes partial 
differentiation.   
The homogeneous boundary conditions require the vanishing of the tractions on the top, 
bottom and lateral surfaces of the laminate:  
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The fourth boundary condition anticipates the anti-symmetry in U: 
  0, 0U z   (60) 
Both the governing differential equation and homogenous boundary conditions are 
identical for the uniform extension [1], uniform temperature change [2] and anticlastic 
bending curvature cases.  The vanishing of the in-plane shearing stress at the free-edge 
contains the applied deformation term in each of these cases. For anticlastic bending 
curvature, vanishing of the in-plane shearing stress at the free-edge leads to the following 
relationship between U,y and the bending curvature, x at y = b: 
   16
11
, ,y x
S
U y b z z
S
   (61) 
 
Further, the stacking sequence enters the solution through Equation (61) as well since the 
sign of S16 changes with the sign of the angle, .  The Fourier series representation of 
Equation 4 is shown in Figure 5, where the number of terms, N is 10,000, though the 
solution may be shown to converge with as few as 100 terms in all regions of the 
laminate, except near the intersection of the free-edge and lamina interfaces..   
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Figure 5: U,y at the free-edge for 4-ply laminate 
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To avoid numerical difficulties in evaluating the hyperbolic functions, it is convenient to 
express them in exponential form as shown in Eq (62): 
 
 
   
0
0
1/ 2 1/ 2
0 0
1/ 2
0
2 2 1/2
0 16 0 0
3 3
1 111 10 0 0
/ /
0
2 /
0
2
cos sin
2 2
cos
2
       
1
kh
m
x
k kn
n y b mh n y b mh
n b mh
h
m h S mh mhn n nU z z z
S mh mh mhn
mhe e n z
mhe
   
 
 

   


  

                 

   
    
  (62) 
 
 
 
The total mechanical stress and strain components can be expressed in terms of U,y and 
U,z.  The stress components are expressed in Equation (63), while the strain components 
are given in Equation (64).   
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It is also of interest that a longitudinal bending, Mx and a twisting, Mxy moment are 
required to yield anticlastic bending deformation as described by Equation (57).  
Relationships between the moment resultants and curvatures were determined from 
CLPT for this bending deformation state described in Equation (57) are given in terms of 
the compliance components, Sij: 
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where zk and zk-1 are the coordinates of the top and lower surface of the kth lamina. 
3.3 Finite-Element Formulation  
For comparison to the above solution, the identical boundary value problem has been 
solved by means of finite-element analysis (FEA) using Abaqus [42].  It should be noted 
that no assumptions regarding y = z = yz = 0 or C45 = 0 were made in the FEA.  The 
material properties for the simulation were representative of the IM7/K3B material 
system and, together with the length, L, width, W = 2b and ply thickness h0, are given in 
Table 1.  A ±45 degree, 4-layer symmetric laminate, [±45]s, was chosen for comparison.  
The displacements u, v and w, were applied as boundary conditions to the longitudinal 
ends of the laminate as specified in Equations (17) and (47).  All other faces were 
traction-free.  The stresses, x (0, 2h0), xy (0, 2h0) and xz (b, 1.5h0) resulting from these 
boundary conditions are shown in Figure 6.  As a check on the solution, it is observed 
that the stresses from the finite element solution are independent of axial coordinate.  To 
achieve the desired resolution at the free-edge and to ensure convergence except at the 
intersection of the free-edge and dissimilar ply interfaces, a displacement-based global-
local sub-modeling approach was used.  The sub-model was centered at (x, y, z) = (3L/4, 
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3W/4, 0), Figure 7. A solid three-dimensional global model consisting of 489,600 8-node 
brick elements determined the nodal displacements on a 544,000 8-node brick element 
sub-model of dimensions W/2 x W/2 x 4h0 centered at x = L/4, y = 3W/4.  Both meshes 
were refined approaching the free-edge.  The total simulation run time for the combined 
global-local model on a 4-core 2.33GHz CPU machine with 8GB of memory was 8042 
seconds.  For comparison of computational efficiency, the solution for 10,000 Fourier 
terms with equivalent nodes in the y-z plane was 19 seconds.  The runtime comparison 
underlines the convenience and simplicity of the analytic solution. 
 
 
Figure 6: Finite element stresses independent of axial coordinate 
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Figure 7: Finite element submodel location
 
 
3.4 Examination of the Solution 
Comparison between the finite-element results and developed analytic solution for 
anticlastic bending curvature of a [±45]s laminate shows excellent agreement for 
displacements throughout the region and for both interlaminar and in-plane shearing 
stresses. The material properties and laminate geometry are shown in Table 1, where 
lamina thickness is h0, the laminate thickness is h=4h0, and the laminate half-width is b.  
The results exhibit the anticipated response in congruence with the solutions for uniform 
axial extension and uniform temperature change [1] [2].  For the in-plane shearing stress, 
xy under bending curvature, the traction-free condition is achieved at the free-edge as 
shown in Figure 8.  At the center of the laminate (y = 0), the in-plane shearing stress is 
shown to achieve a magnitude and distribution through the thickness equal to that 
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predicted by classical laminated plate theory (see also Figure 14).  Further, the 
interlaminar shearing stress, xz is present in the regions where a gradient in xy is 
observed, illustrating the coupling between xy and xz, anticipated equilibrium.  As 
required by Equation (59), the interlaminar shearing stress, xz vanishes at the surfaces 
z=±2h0 (Figure 9).  The apparent singularity is seen to occur at the intersection of the 
free-edge and planes between lamina of +45 degree and -45 degree orientation, Figure 9, 
as was also seen in uniform extension and uniform temperature change loadings [1] [2].  
The singularity is manifest in the 1 n  divergence of U,z, shown in Figure 10. 
Comparing finite-element model results to the developed analytic model predictions for 
the axial displacement at the upper-surface, U(y,2h0) shows excellent agreement over the 
entire range (-1≤y/b≤1), Figure 11.  The through-thickness axial displacement 
distribution is shown in Figure 12 and is anti-symmetric with respect to the laminate mid-
plane, as is expected for bending. Examination of the stress components, y, z and yz in 
the finite-element model results (Figure 13) reveals that each of these stress components 
was present only in the boundary layer region near the free-edge of the laminate with 
magnitudes of approximately 1/5th to 1/10th the magnitude of x and xy.  These results 
justify the assumptions made in developing the solution, namely y = z = 0.  Finally, 
excellent agreement is observed between the analytic solution, finite element solution and 
CLPT at the center (y = 0) of the laminate, Figure 14. 
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Figure 8: In-plane and interlaminar shearing stress approaching the free-edge for 4-ply 
laminate 
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Figure 9: Interlaminar shearing stress at the free-edge for 4-ply laminate 
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Figure 10: Divergence of U,z at the intersection of dissimilar ply interfaces and the free-
edge for [±45]s laminate 
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Figure 11: U across the upper-surface, z=2h0, for 4-ply laminate 
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-0.04
-0.03
-0.02
-0.01
0
0.01
0.02
0.03
0.04
U
(y
,m
h 0
/2
) *
  x
y/b
 
 
Analytic Solution
Finite Element Solution
[45/-45]s h=4h0
10,000 terms
b=100h0
45 
 
 
 
 
Figure 12: U at the free-edge for 4-ply laminate 
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Figure 13: Verification of vanishing stress components 
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Figure 14: Analytic (fine solid), Finite Element (circles) and LPT (dashed) stresses for 
anticlastic bending 
 
  
-5000 -4000 -3000 -2000 -1000 0 1000 2000 3000 4000 5000
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
Stress ij(0,z) * x (MPa/mm)
z/
h 0
xy
xx
yy, zz, yz, xz
48 
 
3.5 Effect of C45 and y 
Simplification of the three coupled, displacement-equilibrium equations to the single 
governing equation in one variable, U, (58), required the assumptions that C45 = y = z = 
0.  It is noted that if y = 0, then by equilibrium z  is at most a function of y and has been 
observed to be negligible for the case of uniform axial extension [3].  If a problem is 
posed where C45 ≠ 0 or y ≠ 0, then strictly speaking, the solution presented herein is not 
valid.  However, it is of interest to compare the analytic solution to the numeric (finite 
element) solution of a problem where the assumptions are violated to observe the effect 
of non-zero C45 or y.  Indeed, in the finite element solution presented above, C45 ≠ 0 
hence the results already presented for the [±45]s laminate form a basis for examining the 
effect of non-zero C45.  The effect of y ≠ 0 will be investigated by comparing the 
analytic solution for anticlastic bending with the finite element solution for two bending 
problems where y ≠ 0, namely pure bending and cylindrical bending.  Pure bending is 
defined as the bending deformation resulting from application of only Mx while 
cylindrical bending is defined as that deformation corresponding to x ≠ 0, y = xy = 0.  
The moments, curvatures and in-plane stress and strain components corresponding to 
these two bending deformations were investigated in the previous chapter using CLPT. 
 
Table 2: Material Properties from Pipes and Pagano and for Generic E-Glass/Epoxy and 
Kevlar/Epoxy 
Material Property Pipes and Pagano [3]
  
E-Glass/Epoxy Kevlar/Epoxy 
E11 (GPa) 138 43 60 
E22 (GPa) 14.5 8.0 8.0 
E33 (GPa) 14.5 8.0 8.0 
G12 (GPa) 5.86 4.0 2.1 
G13 (GPa) 5.86 4.0 2.1 
G23 (GPa) 4.99 2.8 2.8 
12 0.21 0.28 0.34 
13 0.21 0.28 0.34 
23 (assumed) 0.45 0.45 0.45 
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The first investigation involves non-vanishing C45.  In general, C45 is strongly dependent 
on lamina fiber orientation,  and vanishes only at  = 0 and 90 degrees so C45 will be 
non-zero in any angle-ply laminate.  It is also relevant to note here that C45 is a function 
of the two out-of-plane shear moduli G13 and G23 which are often estimated or assumed.  
The dependence of C45 on lamina fiber orientation is shown in Figure 15 for 4 material 
systems with material properties given in Table 2.  C45 attains its maximum magnitude at 
 = 45 degrees for each material system and among the material systems, IM7/K3B 
exhibited the highest magnitude of C45.  It might also be suggested that the ratio C45/C44 
is a more relevant metric to the present discussion than the magnitude of C45.  An 
examination of the dependence of C45/C44 on lamina fiber orientation and material system 
(Figure 16) revealed that the magnitude of C45/C44 is greatest for the IM7/K3B material 
and that the maximum magnitude corresponds to a lamina fiber orientation of 
approximately 40 degrees.  By both measures, the magnitude of C45 and the magnitude of 
C45/C44, the material and lamina fiber orientation already considered constitute a severe 
test of the effect of C45 ≠ 0 (Figure 8-Figure 5).  The excellent agreement between the 
analytic solution and this finite element solution suggests that the influence of the non-
zero C45 term is negligible, at least within the range of material properties studied, all of 
which exhibit a high degree of anisotropy.  
A practical problem of interest is the simple bending deformation (x ≠ 0, y = xy =0) of 
a symmetric, angle-ply laminate.  Further, as can be seen from CLPT, simple bending 
deformation induces transverse stress, y in the interior region of the laminate.  Thus the 
governing equation, Equation (58) is not valid for the simple bending case.  It may be of 
interest, however, to compare the analytic solution for anticlastic bending to a numeric 
solution for simple bending.  This may also provide one means to assess the effect of 
violating the assumption of vanishing transverse stress.  The problem of the simple 
bending of the [±45]s laminate was solved using the finite element mesh, geometry and 
material properties presented above (Table 1).  Comparison between the numeric solution 
for simple bending and the analytic solution for anticlastic bending is illustrated in Figure 
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17-Figure 23.  Similarities are observed, particularly in the shape of U and its derivatives 
U,y and U,z = S44xz.  
 
 
Figure 15: Dependence of C45 on lamina fiber orientation 
0 15 30 45 60 75 90
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
 (deg)
C
45
 (G
P
a)
Pipes & Pagano
Kevlar/Epoxy
IM7/K3B
E-Glass/Epoxy
51 
 
 
Figure 16: Dependence of C45/C44 on lamina fiber orientation 
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removed from the free-edge and is seen to rise sharply at the free-edge.  The presence of 
xz in the interior regions of the laminate may be necessary to suppress the anticlastic 
transverse curvature y.  It is noteworthy that along the free-edge, y = b, the interlaminar 
stress in simple bending has a similar shape to that seen in anticlastic bending, Figure 19.  
The axial displacement in simple bending, U(y,2h0) (Figure 20) and U(b,z) (Figure 21) 
show more inflection than in anticlastic bending and the derivative U,y(b,z) (Figure 22) 
shows slightly greater slope and magnitude in simple bending. 
 
Figure 17: Analytic (fine solid), Finite Element (circles) and CLPT (dashed) stresses for 
simple bending 
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Figure 18: In-plane and interlaminar shearing stress approaching free-edge for simple 
bending of 4-ply laminate 
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Figure 19: Interlaminar shearing stress at free-edge of 4-ply laminate subjected to simple 
bending 
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Figure 20: U across upper-surface for simple bending of 4-ply laminate 
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Figure 21: U at free-edge of 4-ply laminate subjected to simple bending 
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Figure 22 U,y at free-edge of 4-ply laminate subjected to simple bending 
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Figure 23: Transverse and interlaminar stresses approaching free-edge for simple bending 
of 4-ply laminate 
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the shape of the in-plane shearing stress along the upper-surface are similar in the 
analytic solution for anticlastic bending and the finite element solution for pure bending. 
The pure bending finite element solution is observed to recover the stresses predicted 
from CLPT at interior regions of the laminate, Figure 24.  However, as with the solution 
for simple bending, these stresses are significantly different from the anticlastic bending 
deformation, which is illustrated by comparison with the analytic solution.  Significantly, 
the maximum magnitude of the stresses occurs at the interface between dissimilar ply 
interfaces as opposed to the upper and lower surfaces of the laminate, in contrast with the 
cases of anticlastic bending deformation and simple bending deformation.  The 
magnitude of the transverse stress is significant in the case of pure bending and the 
gradient in the transverse stress induces the interlaminar stresses yz and z, Figure 30.  
However, the magnitudes of yz and z are relatively small (note that y / 10 is shown in 
Figure 30 to illustrate the gradients in yz and z).  The shape of the in-plane shearing 
stress, xy and interlaminar shearing stress, xz approaching the free-edge is similar to that 
in anticlastic bending, though the magnitude of the in-plane shearing stress in pure 
bending is approximately half that in anticlastic bending, Figure 25.  As in the case of 
anticlastic bending, the interlaminar shearing stress, xz vanishes in interior regions of the 
laminate removed from the free-edge and is seen to rise sharply at the free-edge.  
Significantly, along the free-edge, y = b, the shape of the interlaminar stress in pure 
bending is similar to that in anticlastic bending, Figure 26.  The axial displacement in 
pure bending, U(y,2h0) (Figure 28) varies linearly with transverse coordinate in interior 
regions of the laminate, in contrast with the case of anticlastic bending.  Approaching the 
free-edge, the magnitude of U is seen to decrease.  However, the distance over which this 
decrease occurs is less in pure bending than in anticlastic bending and the magnitude of 
the decrease is smaller in pure bending than in anticlastic bending.  Finally, the 
displacement along the free-edge, U(b,z) (Figure 29) is observed to be vary linearly with 
thickness-coordinate, though the steady-state xz term has been removed.  This is in 
contrast with the solution for anticlastic bending deformation. 
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Figure 24: Analytic (fine solid), Finite Element (circles) and CLPT (dashed) stresses for 
pure bending 
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Figure 25: In-plane and interlaminar shearing stress approaching free-edge for pure 
bending of 4-ply laminate 
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Figure 26: Interlaminar shearing stress at free-edge of 4-ply laminate subjected to pure 
bending 
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Figure 27 U,y at free-edge of 4-ply laminate subjected to pure bending 
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Figure 28: U across upper-surface for pure bending of 4-ply laminate 
65 
 
 
 
 
Figure 29: U along free-edge for pure bending of 4-ply laminate 
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Figure 30: Transverse and interlaminar stresses approaching the free-edge of a 4-ply 
laminate in pure bending 
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While the cases of simple bending deformation and pure bending deformation are 
inconsistent with the assumption of y = 0 and the CLPT stresses in simple bending are 
significantly greater than in anticlastic bending, the interlaminar stress, xz is remarkably 
similar and the interlaminar stresses, yz and z are of relatively small magnitude.  
Violation of the assumption of y = 0 appears to cause greater discrepancy than violation 
of the assumption that C45 = 0.  Further the case of simple bending suppresses the 
transverse curvature present in anticlastic bending deformation and the case of pure 
bending allows the twisting curvature not present in anticlastic bending.  These two cases 
examine conditions under which the analytic solution for anticlastic bending deformation 
may be used to inform the more general bending problem.  The gradients, xy,y and xz,z, 
(Figure 23 and Figure 30) suggest that the same mechanism for inducing the interlaminar 
shearing stress, xz is present in all three bending deformation. The similarity in xz along 
the free-edge between the anticlastic solution and the pure bending and simple bending 
solutions suggests that the analytic solution may be used to estimate the interlaminar 
stress in more general bending deformations.   
3.6 Exercise of Solution 
3.6.1 Thick Laminates 
The analytic solution for an 8-ply ([±45]2s) laminate for the interlaminar shearing stress 
and axial displacement are shown in Figure 31 and Figure 32, respectively and reveal that 
the magnitudes of the interlaminar shearing stress and axial displacement at ply interfaces 
increase with distance from the neutral axis (z = 0), as would be anticipated in bending 
deformation.  This is particularly apparent in the solution for the axial displacement at the 
free-edge for the 32-, 64- and 128-ply ([±45]8s, [±45]16s, [±45]32s) laminates, Figure 33.  
As the number of plies becomes very large (m = 1024 or 2048), U takes on a distinct 
sigmoidal shape, Figure 34.  As seen from Equation (62), U varies linearly with the 
number of plies, m.  This behavior is seen clearly in Figure 35 wherein is shown the 
dependence of the magnitude of U at the intersection of the upper-surface and the free-
edge on the number of plies. 
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Figure 31: Interlaminar shearing stress at free-edge for 8-ply laminate  
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Figure 32: U at free-edge for 8-ply laminate 
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Figure 33: U at free-edge for 32-, 64-, and 128-ply laminates subjected to anticlastic 
bending 
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Figure 34: U at free-edge for 1024- and 2048-ply laminates subjected to anticlastic 
bending 
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Figure 35: Dependence of free-edge displacement, U on number of plies, m for [±45]ns 
laminates 
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Figure 36: Dependence of U on lamina fiber orientation 
  
0 15 30 45 60 75 90
0
0.2
0.4
0.6
0.8
1
1.2
1.4
-U
(b
,z
) *
  
x
 (degrees)
 
 
z=2h0
z=h0
[/-]s h=4h0
10,000 terms
b=100h0
74 
 
The solution for U at the intersection of the free-edge (y = b) and the upper-surface (z = 
2h0) shows its strong dependence on lamina fiber orientation, , Figure 36.  For the 
material system considered, the maximum displacement U for a given curvature, x is 
realized at  = 15 degrees and is approximately 3x the maximum displacement in a  = 
45 degrees laminate subjected to the same magnitude of curvature, x.  
3.6.2 Effect of Stacking Sequence 
The solution may be exercised to examine the effect of stacking sequence or “ply 
lumping” on the displacement, in-plane shearing strain and interlaminar shearing stresses 
at the free-edge.  For comparison, 16-layer symmetric laminates with three different 
stacking sequences: [±45]4s, [+452/-452]2s and [+454/-454]s were evaluated.  The free-edge 
displacement, U(b,z), the in-plane shearing stress at the free-edge, U,y(b,z) and the 
interlaminar shearing stress at the free-edge, xz(b,z) are compared for the three stacking 
sequences in Figure 37.  As anticipated, the effect of “ply lumping” is to increase the 
effective lamina thickness from h0 to 2h0 and to 4h0 for the [±45]4s, [+452/-452]2s and 
[+454/-454]s laminates, respectively.  The increased lamina thickness allows greater 
displacement at the free-edge, as is seen by comparing the magnitude of U at the upper-
surface, U(b,mh0/2) for the three laminates.  The relation between U and the effective 
lamina thickness is shown in Figure 38, which is an examination of U(b,ah0/2) vs a for a 
[+45a/-45a]ns laminate where the laminate thickness is constant.  Note the linear 
dependence of U on the effective lamina thickness, ah0.  Deformation compatibility, 
including U = 0, must only be satisfied at dissimilar ply interfaces and with increasing 
distance from the dissimilar ply interfaces, the deformation is “less constricted”.  Figure 
38 shows that the effect of the dissimilar ply interface on restricting deformation 
decreases linearly with distance from the interface.  Referring again to Figure 37, the 
magnitude of the in-plane shearing strain at the intersection of the free-edge and upper-
surface, U,y(b,mh0/2) appears unaffected by the stacking sequence.  Finally, the 
magnitude of the interlaminar shearing stress at the free-edge, xz(b,z) removed from 
dissimilar ply-interfaces decreases with effective lamina thickness.  It may be concluded 
that the effect of “ply lumping” is to increase the effective thickness of the lamina which 
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has the effect of increasing displacement and lowering interlaminar shearing stress at the 
free-edge.  “Ply lumping” effectively decreases the number of individual laminae in the 
laminate. 
 
Figure 37: Effect of stacking sequence on 16-ply [±45m]ns laminates subjected to 
Anticlastic Bending 
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Figure 38: Dependence of U(b,mh0/2) on effective lamina thickness, ah0 for 2048h0 thick 
laminate  
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3.7 Examination of the Boundary Layer 
Finally, as was apparent in Figure 8, the interlaminar stresses are shown to exist in a 
boundary layer near the free-edge [43].  This is readily seen by examining U against the 
normalized distance from the free-edge, (b-y)/h0 for 4, 8 and 16 ply IM7/K3B [±45ns 
laminates, Figure 39.  The positions indicated correspond to 2.5 mh0; removed more than 
2.5 laminate thicknesses from the free-edge, U is negligible for each laminate, suggesting 
that the boundary layer width is proportional to the laminate thickness.  Obviously the 
precise boundary layer width will depend on the specific definition of the boundary layer. 
By defining the boundary layer width,  as the position, y = b- where U(b-,z) = 0.01 
U(b,z), the boundary layer width is  seen to be approximately constant through the 
thickness of an 8-ply ([±45]2s) laminate, Figure 40.  U,y and U,z also exist in a boundary 
layer and the widths of these boundary layers, defined in a manner analogous to the 
boundary layer for U are also shown in Figure 40.  Whereas the boundary layer width 
through the thickness of the laminate is approximately constant for U, this quantity shows 
significant zig-zag behavior through the thickness for U,y and U,z.  This arises from the 
inherent overshoot of the Fourier series representation of U,y at ply interfaces; the 
boundary layer width for U,y removed from the interface, such as at z = (n + 0.5)h0, the 
center of each lamina, is approximately constant. The zig-zag nature of U,z arises from 
the divergence of U,z at the intersection of the free-edge and dissimilar ply interfaces 
owing to the presence of the singularity there.  Hereafter, U will be selected as the 
function for examination of the boundary layer.  The reason U is selected as a metric for 
the boundary layer definition is because it is non-singular, because all other displacement, 
stress and strain components are functions of U and its derivatives and because it is the 
part of the solution that is present only in the boundary layer.  As expected, the boundary 
layer width for U is independent of the number of Fourier terms, N, so long as N is 
sufficient for a converged solution.  It is noted that in the case of the IM7/K3B [±452s 
laminate, modifying the definition of the boundary layer to U(b-,z) = 0.001 U(b,z) 
increases the boundary layer width by one laminate thickness from 2.5mh0 to 3.5mh0. 
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The boundary layer width for U at the upper-surface of [±]ns laminates where n = 1-32 
(4-128 plies) is shown in Figure 41. The boundary layer width of [±]ns laminates where 
n = 1-32 (4-128 plies) is proportional to the laminate thickness, mh0 for a given lamina 
fiber orientation.  For the IM7/K3B material [±45ns laminates, this boundary layer width 
is approximately 2.5 laminate thicknesses.  The amplitude of U(b,z), of course, is seen to 
increase with |z| (Figure 33) so that the boundary layer effect is most pronounced at z = 
±mh0/2, the top and lower surfaces of the laminate.  
The boundary layer dependence on the ply orientation and material system was 
characterized by examining the width of the boundary layer at the upper-surface of the 4-
layer [±]s laminate for the IM7/K3B material, a generic glass/epoxy and a generic 
Kevlar/epoxy.  As seen in Figure 42, the maximum boundary layer width for the 
IM7/K3B occurs at  = 30 degrees and is almost 3 times the laminate thickness.  Specific 
values of the boundary layer width are, of course, material dependent as seen in Figure 42.  
It is also noted that the boundary layer width does not vanish approaching the limiting 
unidirectional cases:  = 0 or  = 90 degrees; even slight angle-ply orientations induce a 
boundary layer of significant width. However as seen in Figure 36, the magnitude of U in 
the boundary layer is negligible approaching  = 0 or 90 degrees.  One measure of the 
importance of the boundary layer combines the attributes of the magnitude of U and the 
width of the boundary layer at a given lamina fiber orientation.  We define the boundary 
layer importance metric, ߜ̅  at a lamina fiber orientation as boundary layer width 
multiplied by the ratio of the free-edge displacement, U(b,mh0/2) at that fiber orientation 
to the free-edge displacement for the lamina fiber orientation of 45 degrees.  As seen in 
Figure 12, though the amplitude of the boundary layer is significant for small lamina 
fiber orientations, the importance of the boundary layer is negligible, Figure 43.   
Finally, it is emphasized that this study of boundary layer width provides a good 
demonstration of the utility of the Fourier series approximate solution developed herein.  
Computational time for the analytic solution was found to scale linearly with the number 
of plies, facilitating efficient studies of thick laminates, including boundary layer 
dimensions.  Such a study is not practical/possible with FEA for large values of m and 
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provides the designer with key information on the regions where interlaminar stresses 
must be considered. 
 
 
 
 
Figure 39: U approaching free-edge for 4, 8 and 16 ply laminates illustrating boundary 
layer phenomenon 
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Figure 40: Boundary layer width for U, U,y and U,z through the thickness of an 8-ply 
([±45]2s) laminate 
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Figure 41: Dependence of boundary layer on number of plies, m for [±45]ns laminate 
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Figure 42: Dependence of boundary layer width on lamina fiber orientation 
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Figure 43: Dependence of boundary layer importance on lamina fiber orientation 
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3.8 Conclusions 
In summary, an approximate elasticity solution for the response of an m-layer symmetric 
and balanced, angle-ply laminate of finite-width subjected to anticlastic bending 
curvature has been developed using a compliance elasticity formulation.  The assumption 
that the transverse stress, y vanishes requires that the twisting curvature vanish and that 
the transverse curvature is a specific function of the primary curvature, x.  To achieve 
anticlastic bending curvature requires application of bending and twisting moment 
resultants.  Hence, the solution is not valid for the case of pure bending or cylindrical 
bending.  However, comparison of the analytic solution for anticlastic bending with a 
numeric finite element solution for pure bending and for cylindrical bending revealed that 
while the presence of the transverse stress component, z induced the interlaminar stress 
components, yz and z at the free-edge, the interlaminar stress component xz was of 
similar form to the anticlastic bending solution and suggested that the same mechanism 
inducing xz was present in each case.  Further, the analytical solution for the interlaminar 
stresses also showed good agreement with a numeric solution to the simple bending 
problem, suggesting robustness of the interlaminar stress predictions.  The present 
analysis for bending curvature is a companion solution to the results obtained earlier for 
uniform axial extension using a stiffness elasticity formulation and for uniform 
temperature change using a compliance elasticity formulation.  The free-edge stress field 
exhibits a behavior consistent with the known singularity and with the solutions for 
uniform axial extension and uniform temperature change.  The analytical results show 
excellent agreement with the finite-element predictions for the identical boundary-value 
problem, but the analytic solution offers a computationally efficient solution available for 
parametric studies of geometry and material properties.  Exercise of the solution to 
characterize the dimension of boundary layer region near the free-edge revealed a 
boundary layer width that is constant through the thickness of the laminate and 
proportional to the laminate thickness for a given lamina fiber orientation and material 
system.  For the material considered, the boundary layer width varied between 1.8-2.8 
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laminate thicknesses, with the maximum boundary layer width occurring at 30 degrees.  
This study demonstrated the utility of the solution for large numbers of lamina. 
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CHAPTER 4. INTERLAMINAR STRESSES IN ANGLE-PLY LAMINATES 
WITHOUT TWISTING DEFORMATION 
4.1 Introduction 
Approximate elasticity solutions for the symmetric, balanced angle-ply laminate 
subjected to uniform axial extension, uniform temperature change and anticlastic bending 
deformation have been developed previously.  In the present, these solutions are 
combined into a single solution which considers all three deformation cases.  The 
solution is exercised to compare the relative magnitudes of free-edge phenomenon arising 
from the different loading conditions, to study very thick laminates and laminate where 
the laminate width is less than the laminate thickness.   Results from an 8-ply, [±45]2s 
laminate subjected separately to uniform axial extension, uniform temperature change 
and anticlastic bending reveal the respective magnitudes of each deformation such that 
the magnitude of U(b,mh0/2) is identical for each solution.  It is demonstrated that 
residual stresses and strains arising from curing temperature were of opposite sign to 
those induced by uniform axial extension.  Results further indicate that for identical 
magnitude of the respective loading parameters, U(b,mh0/2) in uniform extension and 
uniform temperature change is identical and is less than U(b,mh0/2) in anticlastic bending.  
In very thick laminates, U is observed to take on a distinct sigmoidal shape and the 
dependence of U on the number of plies is found to vary logarithmically with the number 
of plies for the case of uniform axial extension.  In laminates where the laminate width 
was varied relative to the laminate thickness, it is found that the boundary layer is fully 
developed in laminates where the laminate width is at least twice the laminate thickness.  
Further, it is demonstrated that the combined solution is valid for arbitrary stacking 
sequence and is used to investigate antisymmetric and non-symmetric laminates.  
Specifically, the free-edge axial displacement, in-plane shearing strain and interlaminar 
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shearing stress in a 16-ply antisymmetric laminate are compared with corresponding 
results from a 16-ply symmetric laminate.   The cases of uniform axial extension and 
anticlastic bending are considered.  Further, solutions for the axial displacement, in-plane 
shearing strain and interlaminar shearing stress at the free-edge are examined for [45], 
[±45], [+45/-452] and [±45]s laminates subjected to the cases of uniform axial extension, 
uniform temperature change and anticlastic bending.  The case of uniform temperature 
change is found to be identical to the case of uniform axial extension. Additionally, the 
effects of an additional ply located at the center of a 16-ply laminate or at the upper-
surface of 16-ply laminate, such as might accidentally occur during lay-up,  are 
investigated.  Finally, results are examined for the axial displacement, in-plane shearing 
strain and interlaminar shearing stress at the free-edge for a random 16-ply laminate 
subjected to the cases of uniform axial extension and anticlastic bending. 
4.2 Combined Solution 
Analytic solutions for axial extension, uniform temperature change and anticlastic 
bending of a symmetric, balanced angle-ply laminate have been developed.  Given the 
similarity of the axial extension, uniform temperature change and anticlastic bending 
cases, it is possible to develop a solution which is the superposition of the solutions for 
these three boundary value problems, represented by the boundary condition for U,y.  
Further, because the governing equation may be used to represent any stacking sequence, 
the solution is valid for arbitrary stacking sequence.  No restrictions about the symmetry 
of the stacking sequence or identical numbers of + and – layers need be imposed.  The 
total solution for U and its derivatives, U,y and U,z is presented in exponential form for 
the combined three deformation cases: 
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with constants defined as:  
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Note that the terms E, T and B correspond to the axial extension, thermal expansion 
and anticlastic bending, respectively.  Recall the assumptions used in developing the 
solution, namely that y = z = yz = 0.  It was demonstrated in Chapter 2 that y = 0 only 
if  = Q12 x0 + Q22 y0 - yT, y = Q22/Q12 x and xy0 = xy = 0, which is the case for 
uniform axial extension, uniform temperature change and anticlastic bending deformation.  
In the case of uniform temperature change of a non-symmetric laminate, bending and 
twisting will generally result.  Hence it is noted that in the case of uniform temperature 
change of a non-symmetric laminate, mechanical force and moment resultants must be 
applied to achieve the deformations such that the transverse stress vanishes. 
In the following, the solution will be exercised to compare the conditions in which the 
solutions for uniform extension, uniform temperature change and anticlastic bending 
exhibit the same deformations and to examine the relative magnitude of the stresses 
induced by cure.  The boundary layer width will be compared for uniform extension, 
uniform temperature change and anticlastic bending.  The solution will be exercised to 
examine a laminate with a large number of lamina (m > 2000) subjected to uniform 
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extension (greater than has been reported in the literature), to examine laminates with 
varying width, and to examine anti-symmetric and non-symmetric laminates subjected to 
anticlastic bending deformation and uniform extension. 
4.3 Comparison of Solutions 
4.3.1 Examination of Loading Conditions 
The solutions for uniform extension, uniform temperature change and anticlastic bending 
may be combined.  It is of interest to compare the sign and relative magnitude of U from 
the three solutions.  This will reveal the conditions under which the uniform axial 
extension and uniform temperature change solutions yield identical results.  This will also 
highlight the differences between the solution for anticlastic bending and the solutions for 
uniform axial extension and uniform temperature change.  Comparisons will be made for 
the 8-ply, [±45]2s laminate subjected to three different loading conditions.  The first set of 
loading conditions yields equivalent loading parameters, E, T and B Equation (67).  
The second set of loading conditions yields identical axial strains at the center of the top 
surface of the laminate, (0, mh0/2), while the third set of loading conditions yields 
identical U(b,mh0/2).  The final set of loading conditions examines the effect arising from 
the temperature change between curing and room temperature.  
Examination of the superposition of the uniform extension, uniform temperature change 
and anticlastic bending solutions, Equations (66) and (67) reveals that it is  possible to 
impose an axial strain, 0, a temperature change, T and a primary curvature x  such that 
the loading parameters, , T and B are all equal.  In the case of bending, B is 
equated to E on the top surface of the laminate, z = mh0/2.  Manipulation of Equation 
(67) yields the following loading (with an arbitrary axial strain magnitude of 0.001): 
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For the laminate and material system under consideration,  = 36752 /oC, requiring a 
temperature change T = 367.5 oC for the uniform extension and uniform temperature 
change solutions to be identical.  The curvature, x = 0.00197 mm-1.  The three solutions 
for U across the top surface of the laminate, U(y, mh0/2) is presented in Figure 44.  The 
uniform extension and uniform temperature change solutions for U are identical; however, 
the solutions for U corresponding to uniform axial extension and anticlastic bending are 
of different shape and magnitude.  For anticlastic bending, the magnitude of U is greater 
at the free edge than for uniform extension and uniform temperature change.  Further, U 
is non-zero over a greater distance from the free-edge in the anticlastic bending solution 
than in the uniform extension solution.  This may be anticipated from the observation that 
the boundary layer width in anticlastic bending is approximately 2.5 laminate thicknesses 
as compared to a single laminate thickness in uniform extension and uniform temperature 
change [1, 2].  The boundary layer width will be discussed further in a later section.  
Finally, the signs of U along the upper-surface are identical in all three loading cases: the 
effect of positive temperature change is identical to that of tensile strain.  The three 
solutions for U along the free-edge of the laminate, U(b,z) is presented in Figure 45.  The 
symmetry of U through the thickness of the laminate is apparent in the cases of uniform 
axial extension and uniform temperature change.  Further, U at the upper and lower-
surfaces of the laminate is equal in magnitude and opposite in sign to U at the mid-plane.  
For the case of anticlastic bending, the antisymmetry of U through the thickness of the 
laminate is observed.   
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Figure 44: Comparison of U for uniform extension, uniform temperature change and 
anticlastic bending solutions with equivalent loading parameters, E = T = B 
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Figure 45: Comparison of U at free-edge for uniform extension, uniform temperature 
change and anticlastic bending solutions with equivalent loading parameters, E = T = 
B 
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A second comparison is to impose loading such that the axial strains at the lateral-center 
of upper-surface of the laminate (y = 0, z = mh0/2) are equal.  From Equation (67) this 
leads to the following loading (assigning an arbitrary axial strain of 0.001): 
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(69) 
 
Where x is the laminate axial coefficient of thermal expansion; the expression given in 
the last line of Equation (69) was developed in [2].  For the laminate and material system 
under consideration, x = 1.697x10-6/oC yielding a temperature change, T = 589 oC, 
significantly greater than the temperature change developed in Equation (68), above.  The 
curvature is identical to that in Equation (68), x = 0.00197 mm-1.  The three solutions are 
shown in Figure 46.  As anticipated from the larger T, the magnitude of U arising from 
uniform temperature change is significantly greater than arising from uniform extension 
and anticlastic bending, though the axial strains at the center of the upper-surface are 
identical.  This difference may be explained by noting that the uniform temperature 
solution depends on the quantity (S16/S66)xy not x .  The ratio (S16/S66)xy/ x = 7 for the 
laminate under consideration is identical to the ratio between U(b,mh0/2) from uniform 
temperature change and from uniform axial extension. 
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Figure 46: Comparison of U for uniform extension, uniform temperature change and 
anticlastic bending solutions with equivalent axial strain at the center of the top surface (0, 
mh0/2) 
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The third comparison examines the loading such that the magnitude of U at the free-edge 
is identical for the three deformations.  The loading that yields identical U at the 
intersection of the upper-surface and the free-edge (assigning an arbitrary axial strain of 
0.001) is: 
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The solutions for uniform extension and anticlastic bending are shown in Figure 47 and 
Figure 48, across the upper-surface and along the free-edge, respectively.  The solution 
for uniform temperature change is identical to the solution for uniform extension.  As 
anticipated, U is observed to be non-zero over a greater distance from the free-edge in 
anticlastic bending than in uniform extension and uniform temperature change; in this 
boundary-layer region the magnitude of U in bending is greater than the magnitude of U 
in uniform axial extension and uniform temperature change.  Along the free-edge, 
however, except at the upper and lower-surfaces of the laminate, the magnitude of U in 
anticlastic bending is less than the magnitude of U in uniform axial extension and 
uniform temperature change.  Within the boundary layer region, only at the intersection 
of the upper and lower-surfaces and the free-edge is the magnitude of the anticlastic 
bending solution equal to the magnitude of the uniform axial extension and uniform 
temperature change solutions. 
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Figure 47: Comparison of U for uniform extension and anticlastic bending with equal 
magnitude of U at the intersection of the upper-surface and the free-edge 
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Figure 48: Comparison of U at free-edge for uniform extension and anticlastic bending 
with equal magnitude of U at the intersection of the upper-surface and the free-edge 
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The final examination compares three solutions for the same magnitude of uniform axial 
extension and anticlastic bending as in Equations (68) and (69) and a uniform 
temperature change corresponding to the temperature difference between the cure 
temperature and room temperature, T = -150oC.  It is seen in Figure 49 that the 
solutions for uniform extension and uniform temperature change are of opposite sign and 
that the magnitude of the solution for uniform temperature change is significantly greater.  
The axial strain, 0 necessary to equate the uniform extension solution with the solution 
for uniform temperature change (T = -150oC) is -0.0041.  For comparison, a typical  
[±45]s IM7/8552 laminate exhibits onset of non-linearity at approximately 0.004 axial 
tensile strain.  The signs of U from uniform extension and uniform temperature change 
suggest that the residual stresses and strains from cure offset the effects of tensile loading 
and compound the effects of compressive loading.  However in the case of bending, both 
tensile and compressive loading effects are present. 
  
99 
 
 
 
 
Figure 49: Comparison of U for uniform extension, uniform temperature change and 
anticlastic bending solutions with thermal loading arising from cure 
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4.3.2 Boundary Layer Width 
Although the boundary layer width in the cases of uniform axial extension and uniform 
temperature change have been reported in the literature [1, 2], for completeness the 
boundary layer width in bending is compared to that in uniform axial extension and 
uniform temperature change.  As has been discussed in the literature [1] and 
demonstrated in the previous chapter, the boundary layer width is independent of 
laminate thickness and independent of laminate width for a sufficiently wide laminate.  
For comparison, the boundary layer in a wide (b = 100 h0), 4-ply [±45]s laminate will be 
examined.  Figure 50 shows three solutions for U approaching the free edge along the top 
surface for a 4-ply laminate, corresponding to axial extension, labeled 0, uniform 
temperature change, labeled T and anticlastic bending, labeled x.   The solutions are 
normalized by the respective magnitude of U at the free edge.  Note that the extension 
and thermoelastic solutions are identical and exhibit the same boundary layer width: 
approximately one laminate thickness, in contrast to the wider boundary layer observed 
in bending.  This is consistent with the boundary layer width reported in the literature for 
uniform axial extension and uniform temperature change [1, 2].  Because the boundary 
width is independent of the laminate thickness, it may be that the boundary layer width in 
bending is generally greater than that observed in axial extension and uniform 
temperature change. 
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Figure 50: Boundary layer comparison between uniform extension, uniform temperature 
change and curvature loadings 
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4.3.3 Thick Laminates 
Very thick laminates (m = 32, 64, 128, 1024 and 2048 plies) subjected to anticlastic 
bending were examined in the previous chapter.  The axial deformation, U, for identical 
laminates subjected to uniform axial extension are presented in Figure 51-Figure 52.  For 
a given laminate, the average and maximum magnitude of U within a ply increase with 
increasing distance from the laminate mid-plane.  As the number of plies, m increases, U 
is observed to take on a distinct sigmoidal shape, Figure 52.  The sigmoidal shape is 
symmetric about the laminate mid-plane, with equal magnitude and opposite sign at the 
laminate mid-plane and upper and lower surfaces.  The maximum magnitude of U in the 
laminate is observed to increase with increasing laminate thickness.  The dependence of 
U(b, mh0/2) on the number of plies in the laminate, m is observed to be logarithmic, 
Figure 53.  This is in contrast with anticlastic bending deformation where the dependence 
of U(b, mh0/2) on m was found to be linear.  As discussed, the shape of the solution for 
uniform temperature change is identical to the shape of the solution for uniform axial 
extension.    
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Figure 51: U at free-edge for 32-, 64-, and 128-ply laminates subjected to uniform axial 
extension 
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Figure 52: U for 2048 ply laminate subjected to uniform axial extension 
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Figure 53: Dependence of free-edge displacement, U on number of plies, m for [±45]ns 
laminates subjected to uniform axial extension 
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4.3.4 Narrow Laminates 
In addition to thick laminates, laminates where the width is varied from one-fourth to 
thirty-two times the laminate thickness are investigated.  The dependence of U across the 
width of the laminate, the magnitude of U at the intersection of the upper-surface and the 
free-edge and the width of the boundary layer are examined.  
The axial displacement across the upper-surface, U(y, mh0/2) for [±45]ns laminates, n = 1, 
2, 4, 8, 16 with constant width b = 16h0 is shown in Figure 54.  The effect of increasing 
laminate thickness while maintaining constant width is to increase the magnitude of the 
axial displacement at the intersection of the upper-surface and free-edge and to increase 
the width of the region wherein U does not vanish.  As the thickness-to-width ratio 
exceeds 2, U is observed to vanish only at the center-line of the laminate, y = 0 and the 
magnitude of U across the entire width of the laminate is seen to increase. 
The axial displacement across the upper-surface, U(y, mh0/2) for [±45]ns laminates, n = 1, 
2, 4, 8, 16 with a constant width-to-thickness ratio, b = 8mh0 is shown in Figure 55.  Note 
that the x-axis of Figure 55 is normalized by the laminate width, b and is shown from 0.8 
to 1.0. Increasing laminate thickness is observed to increase the maximum magnitude of 
U at the intersection of the free-edge and the upper-surface, however the shape and 
magnitude of U across the normalized coordinate y/mh0 is observed to be identical for the 
different laminates in the interior region of the laminate, y/mh0<0.9.  This is another 
expression of the result that the boundary layer width is independent of the laminate 
thickness when the laminate width scales with the laminate thickness.   
The effect of the narrow width is seen by comparing the magnitude of the axial 
displacement at the intersection of the upper-surface and the free-edge, U(b, mh0/2), for 
the laminates with constant width, b = 16h0, and the laminates with constant width-to-
thickness, b = 8mh0 (Figure 56).  U(b, mh0/2) is observed to be logarithmic with the 
number of plies for the case of constant width-to-thickness.  In the case of constant width 
where the thickness of the laminate is less than its width, U(b, mh0/2) has the same 
magnitude as the constant width-to-thickness case with the identical thickness. However, 
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it is observed that if the laminate width exceeds the laminate thickness, the magnitude of 
U is decreased relative to the case of constant width-to-thickness; the magnitude of the 
difference increases with increasing thickness. 
The boundary layer width corresponding to the distance, δ from the free edge in which U 
has decreased to 1% of its magnitude at the free edge, normalized by laminate thickness 
is shown versus the number of plies, m for the case of constant width and constant width-
to-thickness, Figure 57.  It is observed that the boundary layer width is approximately 
equal to a laminate thickness in the case of constant width-to-thickness.  In the case of 
constant width, the boundary layer thickness is approximately equal to the laminate 
thickness if the width of the laminate is greater than the laminate thickness.  However, if 
the laminate thickness exceeds the laminate width, the boundary layer width decreases 
relative to the laminate thickness.  The decrease in the boundary layer width is 
proportional to the laminate thickness.  The decreased boundary layer width-to-laminate 
thickness ratio and the decreased magnitude of U(b, mh0/2) relative to the constant width-
to-thickness case suggest that in laminates where the thickness exceeds the width, the 
width of the laminate is not sufficient to allow development of the full boundary layer. 
The axial displacement across the upper-surface, U(y, mh0/2) for [±45]s laminates with 
different widths, b = nh0, n = 4, 8, 16, 32, 64, 128 is shown in Figure 58.  The x-axis is 
normalized by laminate width, b.  The magnitude of U at the intersection of the upper-
surface and free-edge is observed to be identical for each laminate.  Further, the distance 
from the free-edge normalized by the laminate width in which U is non-zero decreases 
with increasing laminate width.  In the case where the laminate width is equal to the 
laminate thickness, U is observed to vanish only at the center of the laminate.  For the 
case of b = 32mh0, U vanishes in approximately 95% of the laminate width.  The axial 
displacement across the upper-surface, U(y, mh0/2) for [±45]s laminates where the width 
is equal to or less than the laminate thickness, b = nh0, n = 1, 2, 4 is shown in Figure 59.  
Note the case of b = 4h0 is shown in both Figure 58 and Figure 59.  In contrast with the 
case where the laminate width is equal to or greater than the laminate thickness, the 
magnitude of U at the intersection of the upper-surface and free-edge is observed to 
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decrease with increasing laminate thickness, as was observed in the study of constant 
width laminates with different thicknesses.  Further, in these cases, U vanishes only at the 
center of the laminate.  The boundary layer width for these laminates is shown against the 
ratio of the laminate width-to-laminate thickness in Figure 60.  It is observed that for b < 
2mh0, the boundary layer width increases logarithmically with the laminate width and for 
laminates where the width is at least twice the thickness, b≥2mh0 the boundary layer 
width is approximately constant.  This and the observation that the magnitude of 
U(b,mh0/2) is constant for b≥mh0 suggests that the boundary layer is fully developed in 
laminates where the laminate width is at least twice the laminate thickness.  It appears 
that for laminates where the thickness is at least twice the laminate width, the boundary 
layer width and magnitude of U in the boundary layer are independent of specimen width. 
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Figure 54: U along the upper-surface for laminates with constant width laminates 
subjected to uniform axial extension 
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Figure 55: U along the upper-surface for laminates with constant width/thickness ratio 
subjected to uniform axial extension 
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Figure 56: Axial displacement at the intersection of the free-edge and upper-surface for 
[±45]ns laminates subjected to uniform axial extension  
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Figure 57: Boundary layer width for [±45]ns laminates subjected to uniform axial 
extension  
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Figure 58: U along the upper-surface for laminates with constant thickness and widths 
greater than or equal to the laminate thickness subjected to uniform axial extension 
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Figure 59: U along the upper-surface for laminates with constant thickness and widths 
less than or equal to the laminate thickness subjected to uniform axial extension 
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Figure 60: Boundary layer width for [±45]s laminates of different width subjected to 
uniform axial extension 
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4.4 Antisymmetric Laminates 
Antisymmetric laminates are defined by (z) = -(-z).  The general solution was 
exercised to determine the axial displacement, U(b,z), the in-plane shearing strain, 
U,y(b,z), and the interlaminar shearing stress, xz(b,z), at the free-edge of the laminate for 
a 16-ply laminate subjected to uniform axial extension and to anticlastic bending. 
The results for an antisymmetric laminate ([±45]8) subjected to uniform axial extension 
are presented in Figure 61 and compared with the same results obtained for a symmetric 
laminate with the same number of laminae ([±45]4s).  The symmetry of U corresponds to 
the symmetry of the laminate: U is antisymmetric about the laminate mid-plane for the 
antisymmetric laminate.  As for the symmetric laminate, in the antisymmetric laminate, 
the average magnitude of U within an individual lamina increases with increasing 
distance from the laminate mid-plane.  The maximum magnitude of U, which occurs at 
the upper and lower surfaces of the laminate, is greater in the antisymmetric laminate 
than in the symmetric laminate.  The stacking sequence is apparent from the boundary 
condition, U,y(b,z) and the magnitude of U,y(b,z) is identical in each layer for both 
laminates and between both laminates.  The interlaminar shearing stress, xz(b,z) vanishes 
at the upper and lower surfaces of the laminate, in satisfaction of the traction-free 
boundary conditions there.  The apparent singularity in the interlaminar shearing stress is 
observed at all dissimilar ply interfaces, including at the laminate mid-plane in the case of 
the anti-symmetric laminate.  Its symmetry is observed to be opposite the symmetry of 
the laminate: xz(b,z) is symmetric about the mid-plane for the antisymmetric laminate.  
This is anticipated from Equation (66). 
Corresponding results for U(b,z), U,y(b,z) and xz(b, z ) for the identical symmetric and 
anti-symmetric laminates subjected to anticlastic bending deformation are shown in 
Figure 62.  The anti-symmetry of the deformation causes U to be symmetric about the 
laminate mid-plane for the anti-symmetric laminate.  However, in contrast with the 
symmetric-laminate, U does not vanish at the mid-plane of the anti-symmetric laminate 
and the magnitude of U at the intersection of the free-edge and the upper and lower 
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surfaces is less for the antisymmetric laminate than the symmetric laminate.  Additionally, 
the stacking-sequence and dissimilar lamina interfaces are readily apparent from U,y(b,z), 
the magnitude of U,y(b,z) varies linearly with distance from the laminate mid-plane and is 
identical for the symmetric and anti-symmetric laminates.  Finally, the symmetry of the 
interlaminar shearing stress, xz(b,z) corresponds to the symmetry of the laminate: xz(b,z) 
is anti-symmetric for the anti-symmetric laminate.  The apparent singularity in the 
interlaminar shearing stress is observed at dissimilar ply interfaces, except at the laminate 
mid-plane, z = 0, where xz vanishes.  The magnitude of xz(b,z) approaching dissimilar 
ply interfaces increase with increasing distance from the laminate mid-plane and is 
identical for the symmetric and antisymmetric laminate.  
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Figure 61: Comparison of symmetric ([±45]4s) and antisymmetric ([±45]8) laminates 
subjected to Uniform Extension 
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Figure 62: Comparison of symmetric ([±45]4s) and antisymmetric ([±45]8) laminates 
subjected to Anticlastic Bending 
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4.5 Non-symmetric Laminates 
The ability to examine non-symmetric laminates will be exercised to examine a 3-ply 
[45/-452] laminate.  Symmetric and antisymmetric laminates have already been 
investigated, but the results for the non-symmetric laminate will be presented with the 
antisymmetric laminate: [±45], and the symmetric laminate [±45]s to graphically illustrate 
the phenomenon at the free-edge as the laminate is “built-up” from the simplest, two-
layer, anti-symmetric angle-ply laminate to the simplest, four-layer, symmetric angle-ply 
laminate.  Additionally, a single lamina, [45] will be investigated.  The solutions will be 
examined for the three deformations: uniform axial extension, uniform temperature 
change and anticlastic bending.  In each case, U(b,z), U,y(b,z) and xz(b,z) will be 
examined along the free-edge.  Because the symmetric and antisymmetric laminates have 
been discussed previously, the non-symmetric laminate, [45/-452] will be the primary 
focus of the current discussion. 
The results for the case of uniform axial extension are presented in Figure 63.  In the 
[45/-452] laminate, the interface between the ±45 degree lamina is at z = -0.5 h0.  In 
contrast with symmetric and antisymmetric laminates, it is at this location, z = -0.5 h0, not 
at the laminate mid-plane, that U is observed to vanish.  In further contrast, the magnitude 
of U and U,y is greatest at the lower surface of the laminate.  This is the surface located 
nearest the dissimilar ply interface.   The interlaminar shearing stress shows the apparent 
singularity at the dissimilar ply interface and vanishes at the upper and lower surfaces of 
the laminate, in satisfaction of the traction-free boundary condition.  Further, the gradient 
of the interlaminar shearing stress through the thickness of the laminate, xz,z(b,z) is 
steeper in the region corresponding to the single +45 degree lamina.  Finally, U and its 
derivatives vanish for the case of a single lamina subjected to uniform axial extension.  
As anticipated, the solution for uniform temperature change, Figure 64, is identical in 
form to that of uniform axial extension.   
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Figure 63: U, U,y and xy at free-edge for laminates in uniform axial extension 
  
122 
 
 
 U(b,z) U,y(b,z) xz(b,z) 
[4
5]
 
[±
45
] 
[4
5/
-4
5/
-4
5]
 
[±
45
] s 
Figure 64: U, U,y and xy at free-edge for laminates in uniform temperature change 
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Figure 65: U, U,y and xy at free-edge for laminates in anticlastic bending 
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The solution for anticlastic bending is shown in Figure 65.  In the case of the single 45-
degree lamina, U(b,z), U,y(b,z) and xz(b,z) are all non-zero.  This may be anticipated 
from U,y = xy = x z, in anticlastic bending, which implies non-zero U and U,z.  U(b,z) 
and U,y(b,z) are observed to be antisymmetric about the mid-plane of the lamina.  xz(b,z) 
is observed to be symmetric about the laminate mid-plane and vanishes there.  Because 
there are no dissimilar ply interfaces, no singularity is observed in xz for the 45-degree 
lamina.  In the case of the [±45] laminate, U(b,z), U,y(b,z) and xz(b,z) are antisymmetric 
reflections about the laminate mid-plane of U(b,z) and U,y(b,z) observed in the single 45-
degree lamina.  No singularity is observed at the dissimilar ply interface because that 
interface is the neutral axis for bending.  In the [45/-452] laminate, U and its derivatives, 
U,y and U,z are neither symmetric nor antisymmetric with respect to the laminate mid-
plane.  U(b,z) does not vanish at ply interfaces or at the laminate mid-plane but at z/h0 = -
0.79 and +0.66.  The maximum magnitude of U(b,z) is achieved at the lower-surface of 
the laminate.  U,y(b,z) is observed to have the same magnitude and opposite signed slope 
in the +45 and -45-degree layers.  The sign and magnitude of U,y is the same at the 
intersection of the upper and lower surfaces of the laminate and the free-edge; this is 
achieved by a discontinuity in U,y at the dissimilar ply interface.  Finally, xz(b,z) 
vanishes at the upper and lower surfaces of the laminate and at z/h0 = -0.23 and the 
apparent singularity is observed at the dissimilar ply interface. 
The effect of an additional lamina, such as might accidentally occur during lay-up, is 
explored by including an additional lamina in a [±45]4s laminate.  In the first case, an 
additional -45 degree lamina is included at the mid-plane, yielding a [±454/-45/∓454]  
laminate.  In the second case, an additional +45 degree lamina is included at the upper-
surface, yielding a  [±454/∓454/45]  laminate.  Both laminates are subjected to anticlastic 
bending deformation.  The solution for U(b,z), U,y(b,z) and xz(b,z) for both laminates are 
compared, together with the solution for the [±45]4s laminate in Figure 66.  As expected, 
the location of the additional lamina is most apparent from the boundary condition U,y, 
though it is also readily apparent from U(b,z) and xz(b,z).  The effect of the additional 
lamina in the center of the laminate increases the magnitude of U, U,y and xz, but 
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maintains the symmetry of the laminate so has the effect of increasing the laminate 
thickness.  The addition of the lamina on the upper-surface of the laminate results in a 
non-symmetric laminate.  The magnitude of U at the upper-surface is greater than at the 
lower surface.  In contrast, the magnitude of U,y is greater at the lower surface than at the 
upper-surface.  Finally, the magnitude of the gradient xz,z is decreased at the upper-
surface relative to the lower surface by the addition of the +45-degree ply.  As anticipated, 
in bending, the effect of an additional lamina is most pronounced when the lamina is 
included at the upper-surface as opposed to the laminate mid-plane.  It is also significant 
that the magnitude of the interlaminar shearing stress removed from the dissimilar ply 
interface is not significantly affected by including an additional lamina.  It is also noted 
that the force and moment resultants that must be applied to the laminate in order to 
achieve the anticlastic bending deformation are also affected by the inclusion of an 
additional lamina anywhere throughout the thickness of the laminate.   
Finally, a ±45 degree laminate with random stacking sequence and subjected to uniform 
axial extension and anticlastic bending is examined.  The stacking sequence was [45/-
45/452/-45/453/-45/454/-45/452].  The solution for U(b,z), U,y(b,z) and xz(b,z) is shown 
in Figure 67 - Figure 69, respectively for uniform axial extension and in Figure 70 - 
Figure 72 for anticlastic bending.  In both cases, U is more similar in form to that for an 
antisymmetric laminate than for a symmetric laminate, though U does not vanish at the 
laminate mid-plane; the maximum magnitude of U occurs at the upper-surface of the 
laminate and the magnitudes of U at the upper and lower surfaces of the laminate are not 
equal.  The stacking sequence is readily apparent from the boundary condition, U,y(b,z).  
As expected, in the case of uniform extension, the magnitude of U,y is identical through 
the thickness of the laminate and in the case of anticlastic bending, the magnitude of the 
slope of U,y is identical through the thickness of the laminate and U,y(b,0) = 0.  The 
interlaminar shearing stress vanishes at the upper and lower surfaces of the laminate in 
both cases, satisfying the traction-free boundary condition.  The apparent singularity is 
seen at dissimilar ply interfaces and xz does not vanish at the laminate mid-plane in 
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either case.  Each of these observations may be anticipated from the studies of simple 
symmetric, antisymmetric and non-symmetric laminates. 
 
Figure 66: Effect of an additional lamina in the center or on the surface of the laminate 
for a symmetric ([±45]4s) laminates subjected to Anticlastic Bending 
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Figure 67: U for random =45 angle-ply laminate subjected to Uniform Axial Extension 
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Figure 68: U,y for random =45 angle-ply laminate subjected to Uniform Axial Extension 
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Figure 69: Interlaminar shearing stress for random =45 angle-ply laminate subjected to 
Uniform Axial Extension 
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Figure 70: U for random =45 angle-ply laminate subjected to Anticlastic Bending 
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Figure 71: U,y for random =45 angle-ply laminate subjected to Anticlastic Bending 
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Figure 72: xz for random =45 angle-ply laminate subjected to Anticlastic Bending 
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4.6 Conclusions 
The previously developed elasticity solutions for an angle-ply laminate subjected to 
uniform axial extension, uniform temperature change and anticlastic bending were 
expressed as a single solution with loading parameters corresponding to these three 
modes of deformation.  The solution was shown to be valid for arbitrary stacking 
sequence.  Results from an 8-ply, [±45]2s laminate subjected separately to uniform axial 
extension, uniform temperature change and anticlastic bending revealed the respective 
magnitudes of each deformation such that the magnitude of U(b,mh0/2) was identical for 
each solution.  It was found that residual stresses and strains from curing are of opposite 
sign and equal in magnitude to those arising from uniform axial tensile strain of 0.004.  
Results further indicated that for identical magnitude of the respective loading parameters, 
U(b,mh0/2) in uniform extension and uniform temperature change is identical and is less 
than U(b,mh0/2) in anticlastic bending.  Further, the boundary layer width in a 4-ply 
[±45]s laminate was found to be greater in anticlastic bending than in uniform axial 
extension and uniform temperature change; evidence of this was also observed in the 
studies of the 8-ply laminate.  The study of thick laminates demonstrated that for a 2048-
ply [±45]512s laminate subjected to uniform axial extension, U is observed to take on a 
distinct sigmoidal shape which is symmetric about the laminate mid-plane.  The study 
further revealed that the magnitude of U at the intersection of the free-edge and upper-
surface depends logarithmically on the number of plies.  The study of laminates, where 
the laminate width was varied between one-fourth and thirty-two times the laminate 
thickness demonstrated that the boundary layer is fully developed in laminates where the 
width is at least twice the laminate thickness.  Conversely, if the width of the laminate is 
less than one laminate thickness, the magnitude of U(b, mh0/2) decreases relative to U(b, 
mh0/2) of a laminate with greater width.  Results from 16-ply [±45]4 antisymmetric 
laminates subjected to uniform axial extension and anticlastic bending confirmed that U, 
U,y and xz exhibited the anticipated symmetries through the thickness of the laminate.  In 
the case of uniform axial extension, the maximum magnitude of U was greater for the 
antisymmetric laminate than for the corresponding [±45]2s symmetric laminate, however 
in the case of anticlastic bending the maximum magnitude of U was less for the 
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antisymmetric laminate than for the symmetric laminate.  The stacking sequence was 
readily apparent from the boundary condition, U,y(b,z) and in uniform axial extension the 
magnitude of U,y(b,z) was constant and identical in each ply and in anticlastic bending 
the magnitude of the slope of U,y(b,z) was constant and identical in each ply.  As 
anticipated, the apparent singularity in xz(b,z) was observed at all dissimilar ply 
interfaces in antisymmetric laminates except at the laminate mid-plane in anticlastic 
bending.  Results for a non-symmetric [45/-452] laminate subjected to uniform axial 
extension demonstrate that the magnitude of U(b,z), the magnitude of U,y(b,z) and the 
magnitude of the gradient xz,z(b,z) was greater in the single +45-degree layer than in the 
double -45-degree layer.  In the anticlastic bending of a single 45-degree lamina, U(b,z), 
U,y(b,z) and xz(b,z) were all present at the free-edge, in contrast with the identical lamina 
subjected to uniform axial extension.   It was found that inclusion of an additional +45-
degree lamina at the surface of a 16-ply [±45]4s laminate had greater effect than inclusion 
of an additional -45-degree lamina at the mid-plane of the 16-ply laminate.  In both cases, 
the effect of the additional lamina was to increase the magnitude of U at the intersection 
of the upper and lower surfaces and the free-edge, as would be anticipated by an increase 
in laminate thickness.  Finally, results from a “random” non-symmetric angle-ply 
laminate subjected to uniform axial extension and to anticlastic bending were examined.  
In particular, the location of the maximum magnitude of U(b,z), the unequal magnitude 
of U,y(b,z), the location of the reduced gradient, xz,z(b,z) and apparent singularities in 
xz(b,z) could be anticipated from the studies of symmetric, antisymmetric and non-
symmetric laminates.    
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CHAPTER 5. INTRINSIC FLAW LENGTH IN THE 10-DEGREE OFF-AXIS 
SPECIMEN 
5.1 Introduction 
The intrinsic flaw concept was first introduced by Waddoups. In the present, the intrinsic 
flaw concept is extended to determination of the intrinsic flaw length in the 10-degree 
off-axis specimen.  The intrinsic flaw will be defined as a fracture mechanics-type planar 
crack.  The experimental testing procedures for fabricating, testing and examining the 
off-axis specimen will be overviewed.  The fracture mechanics-based methodology for 
calculation of the intrinsic flaw length will be demonstrated in detail.  The intrinsic flaw 
length on the homogeneous scale and on the micromechanical scale will be determined 
and compared for unnotched (no hole) specimens and specimens containing a circular-
hole.  Variation in fiber volume fraction influences the micromechanical stress field; 
hence the effect of fiber volume fraction variation on the intrinsic flaw length is 
determined.  Finally, the assumptions in the intrinsic flaw methodology will be reviewed 
and examined against a finite element solution where the homogeneous intrinsic flaw is 
explicitly included as a fracture mechanics-type crack in the model.   
5.2 Definition of the intrinsic flaw 
The intrinsic flaw, shown in Figure 73, is defined as a through-thickness, planar crack 
extending in the fiber direction from the failure initiation site to a length, a.  The simple 
crack geometry is consistent with the physical observation that the fracture surface 
extends through the thickness of the specimen and is parallel to the fiber direction.  
Fracture mechanics is used to analyze failure since self-similar crack propagation is 
observed in all tests.  In the case of the unnotched specimen, the crack is located at the 
experimental site of failure initiation, taken to be the intersection of the fracture surface 
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Figure 73: Intrinsic Flaw Geometry 
 
with the free-edge of the specimen.  Stress analysis is performed to determine the local 
stress field magnitude at the failure site and the fracture mechanics analysis is performed 
with the intrinsic flaw crack geometry to determine the critical crack size that 
corresponded to failure when subjected to the local stress magnitude.  The length of the 
critical crack is then defined as the “intrinsic flaw length”.  It is observed that the 
experimental strength and failure site data vary when test conditions remain unchanged.  
The variability in strength and failure site is used to obtain the distribution of intrinsic 
flaw lengths by repeating the stress analysis and fracture analysis.  In this way, a 
probability density function of intrinsic flaw lengths for the material system under 
investigation is determined. 
The intrinsic flaw is defined as a fracture mechanics-type, through-thickness planar crack 
extending in the fiber direction from the failure initiation site of length, a.  On the 
homogenized scale, Figure 73, the flaw is assumed to exist in a homogeneous solid with 
effective properties of the lamina.  On the micromechanical scale, also shown in Figure 
73, the flaw is assumed to exist midway between two fibers in a periodic square array of 
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representative volume elements.  The distribution of intrinsic flaw lengths was postulated 
from multiple tests of 10-degree off-axis specimens by calculating the length of flaw that 
would cause fracture at each measured failure site and failure load given the fracture 
toughness of the material.  The following outlines the specimen fabrication and testing 
and details the flaw calculation methodology. 
 
5.3 Experimental testing 
Unidirectional specimens were fabricated by hand lay-up and autoclave cured following 
the manufacturer’s specifications.  The material was IM7/8552 prepreg from Hexcel.  
The off-axis orientations were achieved within ±2 degrees by use of a CNC razor cutter.  
Individual specimens were machined from the cured plates by means of a multiple-pass 
cutting with a diamond-tipped grinding saw.    The average specimen dimensions were: 
width, W = 19 mm, thickness, T = 3.4 mm, gage length between tabs, L = 152 mm, 
yielding an aspect ratio, L/W = 8.  For open-hole specimens, a through-thickness circular 
hole was drilled at the geometric center of the specimen using a diamond core drill bit 
and a CNC mill operating at 12,000 RPM.  Circular hole-diameters for the open-hole 
specimens were 1.57, 3.18, 4.76, 6.35, 7.94, 9.53 and 12.70 mm.  The surface roughness 
of the drilled surface was Ra=2.3m measured using a profilometer.  
Multiple 10-degree off-axis specimens were tested in tension to failure.  Both unnotched 
specimens and specimens with a centrally-located, through-thickness circular hole were 
tested.  The specimen geometry is shown in Figure 74.  The average specimen 
dimensions were: width, W = 19 mm, thickness, T = 3.4 mm, gage length between tabs, 
L = 152 mm, yielding an aspect ratio, L/W = 8.  Circular hole-diameters for the open-
hole specimens were 1.00, 1.57, 3.18, 4.76, 6.35, 7.94, 9.53 and 12.70 mm.  The test 
matrix is shown in Table 3.  Fractured unnotched specimen and fractured open-hole 
specimens at each hole-diameter are shown in Figure 75(a).  The fracture surface in the 
unnotched specimens was parallel to the fiber direction and extended from one lateral 
free-edge to the other through the thickness of the specimen.  The failure initiation site in 
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the unnotched specimen is taken to be the intersection of the fracture surface and the free-
edge.  Because the typical fracture surface was not perpendicular to the plane of the 
specimen, the positions of the intercepts of the failure surface with the specimen free-
edges were deemed the failure sites, as indicated by arrows in Figure 75(b).  In this way, 
four failure sites were recorded per specimen failure, two located on each free-edge.  In 
the open-hole specimens, the fracture surface was again parallel in the fiber direction, 
extended through the thickness of the specimen and intercepted the perimeter of the 
circular hole, thereby providing four failure sites along the perimeter of the circular hole.  
The intersection of the fracture surface with the perimeter of the circular hole, noted with 
arrows for the specimen shown in Figure 76 was taken as the failure initiation site.  The 
position of this intersection was measured on the z = t/2 and z = -t/2 surfaces of the 
specimen and yielded 4 failure sites for each specimen.  The angular position of each 
failure site, , is measured from the positive x-axis, Figure 76.  Because of the 180 degree 
periodicity of the stress field, to be shown hereafter, all results will be presented in the 
range of 0 degrees ≤ <180 degrees.  An axial strain gage, positioned at the geometric 
center of unnotched specimens and positioned midway between the perimeter of the 
circular hole and the edge of the tab of open-hole specimens, provide measures of the far-
field strain at failure for each specimen.   
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Table 3: Experimental specimens 
Hole Diameter (mm) Number of Specimens
No hole 28 
1.00 2 
1.59 3 
3.18 2 
4.76 3 
6.35 38 
7.94 3 
9.53 2 
12.70 3 
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Figure 74: Specimen geometry  
 
141 
 
 
 
 
 
Figure 75: (a) Failed unnotched and open-hole 10 degree off-axis specimens, (b) Fracture 
surface through the thickness of the unnotched specimen showing failure initiation sites 
(a) 
(b) 
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Figure 76: Failed 10-degree 6.35 mm specimen and failure site measurement for open-
hole specimens 
 
5.4 The calculation of the intrinsic flaw length 
The intrinsic flaw geometry, shown in Figure 73, defined as a through-thickness, planar 
crack extending in the fiber direction from the failure initiation site of length, a, is 
consistent with the physical observation that the fracture surface extends through the 
thickness of the specimen and is parallel to the fiber direction.  Fracture mechanics is 
warranted to analyze failure given the self-similar crack propagation of the failure 
process.  Because both Mode I and Mode II fracture mechanisms are present in the off-
axis specimen due to shear-coupling, the mixed-mode fracture criterion [44] is used in the 
fracture analysis: 
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Where KI and KII are the Mode I and Mode II stress intensity factors, defined for a 
center-crack of length 2a in an infinite sheet as: 
 
 I
II
K a
K a
 
 


  (72) 
KI,c and KII,c are the Mode I and Mode II fracture toughness values.  Here a is the crack 
length and  and  are the local field normal and shearing stress components, respectively. 
Note the condition on KI neglects the influence of compressive normal stress.  The 
intrinsic flaw is located at the site of failure initiation which is taken to be the intersection 
of the fracture surface with the free-edge of the specimen.   
The homogeneous intrinsic flaw length is calculated as follows.  In the following, the 
superscript H refers to a homogeneous quantity, i.e. a homogeneous stress component or 
homogeneous intrinsic flaw length.  A plane-stress, linear-elastic, finite-element analysis 
of the specimen geometry is performed to determine the homogeneous strain field in the 
lamina at the failure site.  Boundary conditions applied to the model account for the 
effects of end-constraint [45] and the axial displacement is scaled to match the axial 
strain at failure observed by the far-field strain gage.  Specifically, referring to the 
specimen geometry in Figure 74, at x = -L/2, the axial displacement is u = 0, and 
transverse displacement is v = 0, and at x = L, the axial displacement is u = xL, and the 
transverse displacement is v = 0.  The lateral edges are traction free.  The model is 
interrogated at the observed failure site to determine the homogeneous mechanical stress 
components,  and .  Here  = 22, the normal stress perpendicular to the fiber-
direction, referred to as the homogeneous opening stress,  = 12, the shearing stress in 
the plane of the lamina, referred to as the shearing stress.  A fracture mechanics analysis 
is performed with the intrinsic flaw geometry to determine the critical crack size that 
corresponds to failure at the local stress magnitudes, H and H by substituting 
Equation (72) into Equation (71) and solving for aH. 
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The length defined in equation (73) is the length of the critical crack on the homogeneous 
scale and thereby, defined as the homogeneous intrinsic flaw length.  As stated above, 
four failure sites were determined for each specimen failure and four intrinsic flaw 
lengths could be determined in each test.  The minimum of the four lengths in referred to 
as the minimum homogeneous intrinsic flaw length for the specimen.  The stress and 
fracture analysis are repeated for each specimen in order to calculate the variability in the 
critical crack length. 
The micromechanical intrinsic flaw length is calculated in the following manner.  The 
superscript M refers to a micromechanical quantity such as a micromechanical stress 
component or the micromechanical intrinsic flaw length.  The plane-stress, linear-elastic, 
finite-element analysis used in the calculation of the homogeneous intrinsic flaw length is 
again interrogated at the observed failure site to determine the homogeneous mechanical 
strain tensor,  j j T   .  Micromechanical enhancement (MME) [46, 47]  allows de-
homogenization to calculate the local micromechanical strain tensor in the matrix at the 
failure site.  In the MME approach, the micromechanical strain tensor at a point k, 
i
k
i
k T  , in a doubly-periodic representative volume element is given by the following 
influence function formulation: 
  k k ki ij j j iki T M T A T         (74) 
where kijM  is the influence function matrix relating the homogeneous mechanical strain 
tensor (total strains less the free thermal strains),  j j T   , kiA  is the thermal 
superposition vector, which accounts for the thermal expansion mismatch between fiber 
and matrix, and T is the uniform temperature change, taken as -150°C, the difference 
between cure and room temperature.  The unit cell for square-pack geometry and the kth 
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point used in this study, which is located midway between two fibers, are shown in 
Figure 77.  Calculation of the micromechanical stress components,  and  in 
equation (5) from the micromechanical strain tensor is accomplished through isotropic 
constitutive relations for the matrix material, with material properties listed in Table 4.  
The lamina properties were obtained from standard coupon tests outlined in Adams, et. al. 
[48] and the matrix properties were obtained from Hexcel [49].  The components of the 
influence function matrix, kijM , and thermal superposition vector, 
k
iA , are listed in Table 
5 and Table 6, respectively for Vf = 0.60.   
A fracture mechanics analysis is performed with the intrinsic flaw geometry to determine 
the critical crack size that corresponds to failure at the local stress magnitudes,  and 
 by substituting Equation (72) into Equation (71) and solving for aM.   
     12 222 12
2 2
, ,
M M
M
I c II c
a
K K
         
 (75) 
The length defined in Equation (75) is the length of the critical crack on the 
micromechanical scale and thereby, defined as the micromechanical intrinsic flaw length.  
The four failure sites determined for each specimen failure allowed determination of four 
intrinsic flaw lengths in each test.  The minimum of the four lengths in referred to as the 
least micromechanical intrinsic flaw length for the specimen.  The stress and fracture 
analysis are repeated for each of the specimens in order to calculate the variability in the 
micromechanical critical crack length.   
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Table 4(a): Material properties 
Property  Lamina Matrix Fiber
E1 (GPa) 151  4.76 276 
E2=E3 (GPa) 8.00  4.76 19.5 
12=13 0.32 0.37 0.28 
23** 0.45 0.37 0.70 
G12=G13 (GPa) 4.27  1.74 70 
G23** (GPa) 2.73  1.74 5.74 
1 (10-6/°C) -0.29 64.8 -0.4 
1=2 (10-6/°C) 29.3 64.8 5.6 
Table 4(b): Mode I and Mode II fracture toughness values for the lamina and matrix 
KIc (MPa-m1/2) KIIc (MPa-m1/2) KIcm (MPa-m1/2) KIIcm (MPa-m1/2) 
1.94 7.83 1.80* 3.42** 
* Manufacturer’s data sheet, ** Estimated 
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Table 5: Influence function matrix at kth point corresponding to Vf = 0.60 
1 0 0 0 0 0 
0.825 3.212 0.989 0 0 0 
-0.273 -0.599 0.541 0 0 0 
0 0 0 6.830 0 0 
0 0 0 0 0.121 0 
0 0 0 0 0 2.033 
 
Table 6: Thermal superposition vector at kth point corresponding to Vf = 0.60 
-64.4x10-6 /°C 
129.4 x10-6 /°C 
-82.9 x10-6 /°C 
0 
0 
0 
 
 
Figure 77: Micromechanical unit cell and interrogation point 
 
k
th point 
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5.5 The intrinsic flaw length in the 10-degree specimen 
The greatest number of specimens was tested at the 10-degree off-axis orientation.  This 
orientation will be used to demonstrate the intrinsic flaw length calculation in detail.  
Homogeneous and micromechanical intrinsic flaw lengths will be calculated and the set 
of flaw lengths corresponding to all failure sites and the set of the least flaw lengths from 
each specimen will be examined.  The calculation of the intrinsic flaw length will be 
demonstrated for the unnotched specimen and 6.35 mm open-hole specimen.  These are 
the geometries at which the greatest numbers of specimens were tested. 
5.5.1 Unnotched Specimen 
The homogeneous stress components, 22H and 12H along the free-edge (x,W/2) of the 
10-degree unnotched specimen are shown in Figure 78.  Note the stresses are scaled by 
the average far-field strain-to-failure of the 10-degree unnotched specimens.  The 
micromechanical stress components, 22 and 12 along the free-edge are shown in Figure 
79.  The ratio of the micromechanical opening stress to the homogeneous opening stress 
is significantly greater than the ratio of the micromechanical shearing stress to the 
homogeneous shearing stress.  Further, at the average far-field strain-to-failure22H is 
tensile and22M is compressive along the entire length of the free-edge.  However, at the 
maximum far-field strain-to-failure exhibited by a 10-degree unnotched specimen22M is 
tensile for x < 22.5 mm.  The axial gradient, or gradient with respect to axial coordinate, 
x of the micromechanical shearing stress is 15 times greater the axial gradient of the 
homogeneous shearing stress.  It is noted that while the axial gradient and the value of the 
stress components at x = 0 is uniquely determined by the far-field strain-to-failure in the 
homogeneous case, in the micromechanical case, both the far-field strain-to-failure and 
the temperature change, T influence the axial gradient and value of the stress 
components at x = 0.  Although the intrinsic flaw lengths for each specimen are 
calculated by interrogating the stress components at the location of the failure site, the 
intrinsic flaw length as a function of position along the free-edge may be calculated from 
Equation (73) by using the stresses in Figure 78.  The homogeneous intrinsic flaw length 
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for the 10-degree unnotched specimen along the free-edge, calculated from Equation (73), 
is shown in Figure 80.  The micromechanical intrinsic flaw length for the 10-degree 
unnotched specimen along the free-edge, calculated from Equation (75), is shown in 
Figure 81.  Note that the intrinsic flaw length curve is calculated from the average far-
field strain-to-failure of the unnotched specimens.  Because of the linear dependence of 
the stresses on axial coordinate, x and the quadratic form of the mixed-mode failure 
criterion, the homogeneous and micromechanical intrinsic flaw length exhibit quadratic 
dependence on x.  The minimum intrinsic flaw length occurs at x = 0 for both the 
homogeneous and micromechanical intrinsic flaw lengths.  The micromechanical 
intrinsic flaw length is an order of magnitude less than the homogeneous intrinsic flaw 
length at any x and the micromechanical intrinsic flaw length at x = 0 is 25 times less 
than the homogeneous intrinsic flaw length at x = 0. 
The homogeneous intrinsic flaw lengths calculated for each failure site of the 10-degree 
unnotched specimens are examined against the axial location of each failure site in Figure 
82.  A total of 28 10-degree unnotched specimens were tested, yielding 112 intrinsic flaw 
lengths.  Also shown in Figure 82 is the dependence of homogeneous intrinsic flaw 
length on axial coordinate, Figure 80.  Because the curve in Figure 80 is calculated from 
the average far-field strain-to-failure, the flaw lengths from individual specimens do not 
necessarily lie on the curve.  Further, significant scatter is seen in the flaw lengths at a 
given position, x because of differences in the far-field strain-to-failure between 
specimens.  The minimum observed homogenous intrinsic flaw length was 210 microns 
and occurred at x =0 mm.  The maximum observed homogeneous intrinsic flaw length 
was 1513 microns and occurred at x = 68 mm.  The mean homogeneous intrinsic flaw 
length was 533 microns and half of the flaws are observed in the range 0 ≤ x ≤ 25.4 mm.  
The micromechanical intrinsic flaw lengths calculated for each failure site of the 10-
degree unnotched specimens is shown versus failure site in Figure 81.  The mean, 
minimum and maximum lengths for the micromechanical intrinsic flaws were 20.4 
microns, 7.9 microns and 58.8 microns.   
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The less of the 4 homogeneous intrinsic flaw lengths calculated for each 10-degree 
unnotched specimen is shown against the axial location of the failure site in Figure 84; in 
Figure 85 is shown the least micromechanical intrinsic flaw lengths calculated for these 
specimens.  Because of the monotonic dependence of intrinsic flaw length on axial 
position, the axial locations of the least homogeneous flaw lengths and least 
micromechanical intrinsic flaw lengths are equal in each specimen.  The flaw within this 
set, located farthest from x = 0 occurs at x = 25.4 mm.  The maximum flaw length within 
the set of the least homogeneous flaw lengths is 723 microns, or 3.4 times the minimum 
observed homogeneous intrinsic flaw length.  The maximum flaw length within the set of 
the least micromechanical flaw lengths is 27.8 microns, 3.5 times the minimum observed 
micromechanical intrinsic flaw length.  In both cases the flaw of maximum length occurs 
at x = 15 mm. 
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Figure 78: Homogeneous stress components along the free-edge of the 10-degree 
unnotched specimen 
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Figure 79: Micromechanical stress components along the free-edge of the 10-degree 
unnotched specimen 
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Figure 80: Homogeneous intrinsic flaw length along the free-edge of the 10-degree 
unnotched specimen 
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Figure 81: Micromechanical intrinsic flaw length along the free-edge of the 10-degree 
unnotched specimen 
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Figure 82: Homogeneous intrinsic flaw length along the free-edge of the 10-degree 
unnotched specimen 
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Figure 83: Micromechanical intrinsic flaw length along the free-edge of the 10-degree 
unnotched specimen 
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Figure 84: Homogeneous intrinsic flaw length along the free-edge of the 10-degree 
unnotched specimen 
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Figure 85: Micromechanical intrinsic flaw length along the free-edge of the 10-degree 
unnotched specimen 
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5.5.2 Open-Hole Specimen 
The homogeneous stress components, 22 and 12 versus angular position at the perimeter 
of the hole,  of the 10-degree 6.35 mm open-hole specimen are shown in Figure 86.  The 
stresses are scaled by the average far-field strain-to-failure of the 10-degree 6.35 mm 
open-hole specimens.  The micromechanical stress components, 22 and 12 around the 
perimeter of the circular hole are shown in Figure 87.  The shape of the micromechanical 
stress components around the perimeter of the hole is similar to the shape of the 
homogeneous stress components and the amplitude of the shearing stress is increased 2.7 
times at  = 88.3 degrees, the location of the maximum magnitude of the shearing stress, 
while the amplitude of the opening stress is increased 2.1 times at  = 66.5 degrees, the 
location of the maximum tensile micromechanical opening stress.  (The location of the 
maximum tensile homogeneous opening stress is at  = 68.2 degrees.)  The homogeneous 
intrinsic flaw length for the 10-degree 6.35 mm open-hole specimen around the perimeter 
of the circular hole, calculated from Equation (73), is shown in Figure 88.  The 
micromechanical intrinsic flaw length is shown in Figure 89.  The stress components and 
the intrinsic flaw lengths on both scales have a period of 180 degrees.  The angular 
location of the minimum intrinsic flaw length is  = 78.3 degrees for the homogeneous 
intrinsic flaw lengths and  = 87.5 degrees for the micromechanical intrinsic flaw lengths.  
Note the steep gradient in the micromechanical intrinsic flaw length at  > 95 degrees.  
The micromechanical intrinsic flaw length is everywhere one order of magnitude less 
than the homogeneous intrinsic flaw length. 
The homogeneous intrinsic flaw lengths calculated for each failure site of the 10-degree 
6.35 mm open-hole specimens are examined against the angular location of the failure 
site at the perimeter of the circular hole in Figure 90.  A total of 38 10-degree 6.35 mm 
open-hole specimens were tested yielding 152 flaw lengths.  With the exception of one 
outlier, aH = 244,300 microns, the homogeneous intrinsic flaw lengths are between 113.6 
microns and 2336 microns, with a mean of 319 microns.  The failure sites occur in the 
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range 52.9 degrees ≤ min ≤ 97.3 degrees.  The minimum homogeneous intrinsic flaw 
length was located at 75.8 degrees.   
The micromechanical intrinsic flaw lengths calculated for each failure site are shown 
versus angular location of the failure site in Figure 91.  With the exception of one outlier, 
aM = 36,630 microns, the micromechanical intrinsic flaw lengths are between 6.7 and 
106.9 microns, with a mean of 17 microns.  The minimum micromechanical intrinsic 
flaw length is located at 86.2 degrees. 
The location of failure initiation is uncertain, hence the failure sites corresponding to the 
least flaw lengths are examined.  The least homogeneous intrinsic flaw lengths, aHmin 
calculated from each of the 10-degree 6.35 mm specimens are shown against the angular 
location of the failure site in Figure 92.  The mean, minimum and maximum aHmin are 209 
microns, 114 microns and 287 microns.  The angular locations of aHmin range from 65.5 
degrees to 83.9 degrees, with a mean location of 76.4 degrees. 
The least micromechanical intrinsic flaw lengths, aMmin calculated from each of the 10-
degree 6.35 mm specimens are shown against the angular location of the failure site in 
Figure 93.  The flaw lengths range from 6.7 – 16.6 microns, with a mean of 12.3 microns.  
The angular locations for aMmin are between 79.9 – 90.1 degrees with a mean of 87.2 
degrees.  Note that in any specimen the angular location of the least homogeneous flaw 
lengths and the angular location of the least micromechanical intrinsic flaw lengths are 
not necessarily equal.   
In Figure 94 are presented the homogeneous intrinsic flaw lengths as a function of hole-
diameter for 10-degree off-axis specimens with hole-diameters ranging from 1.00 – 12.7 
mm.  The homogeneous intrinsic flaw lengths for each specimen are indicated at the 
angular locations of the failure sites.  Also shown at each hole-diameter is the 
homogeneous intrinsic flaw length as a function of angular position around the circular 
hole where the flaw length was calculated from the average strain-to-failure of specimens 
with that hole-diameter.   The mean, minimum and maximum intrinsic flaw length at 
each hole-diameter is presented in Table 7.  Also presented in Table 7 is the location of 
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the mean failure site and the range in the failure site at each hole-diameter.  The mean 
homogeneous intrinsic flaw length varies between 228 microns, corresponding to the 
1.59 mm open-hole specimen, and 534 microns, corresponding to the unnotched 
specimen.  With the exception of the 9.53 mm hole-diameter specimen, the mean 
homogeneous intrinsic flaw length at each hole-diameter increases with increasing hole-
diameter.  The minimum homogeneous intrinsic flaw length observed for the 10-degree 
specimens is 114 microns.  The minimum homogeneous intrinsic flaw length at each 
hole-diameter also increases with increasing hole-diameter, with the exception of the 6.35 
mm open-hole specimen.  The maximum intrinsic flaw length occurred in the 6.35 mm 
hole-diameter geometry, the geometry with the greatest number of specimens tested (38 
as compared to 2-3 at other hole-diameters).  The range in failure site is also greatest for 
this specimen and the average failure site for the open-hole specimens is between 72 – 87 
degrees.   
Table 7: Homogeneous intrinsic flaw length and failure site statistics for 10-degree off-
axis unnotched and open-hole specimens, with hole-diameters from 1.59 – 12.7 mm.   
D (mm) mean aH 
(microns)
min aH 
(microns)
max aH 
(microns)
mean x 
or   
(mm or 
degrees) 
range in 
x or  
(mm or 
degrees) 
Unnotched 534 210 1513 23 68 
1.00 122 103 166 63 21 
1.59 228 152 359 72 37 
3.18 279   186 601 81 28 
4.76 312 192 915 79 42 
6.35* 319 114 2336 83 44 
7.94 384 220 869 84 33 
9.53** 327 204 525 84 30 
12.70 401 223 659 87 11 
* outlier at 244,300 microns not included 
** outlier at 12,800 microns not included 
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The micromechanical intrinsic flaw lengths for the 10-degree open-hole specimens are 
presented in Figure 95.  The micromechanical intrinsic flaw lengths for each specimen 
are examined versus failure site.  Note again that at every hole-diameter, the 
micromechanical intrinsic flaw lengths are one order of magnitude less than the 
homogeneous intrinsic flaw lengths.  Statistics of the intrinsic flaw length and failure site 
are presented in Table 8.  The mean micromechanical intrinsic flaw length at each hole-
diameter ranges between 17 – 28 microns.  Though this appears small, normalizing by the 
mean intrinsic flaw length at each hole-diameter, this scatter is comparable to that 
observed in the homogeneous intrinsic flaw length.  The minimum micromechanical 
intrinsic flaw length varies between 7 – 13 microns.  Both the mean and minimum 
micromechanical intrinsic flaw lengths appear to vary stochastically with hole-diameter.  
The maximum micromechanical intrinsic flaw length occurred for the 6.35 mm specimen.  
Table 8: Micromechanical intrinsic flaw length and failure site statistics for 10-degree 
off-axis unnotched and open-hole specimens, with hole-diameters from 1.59 – 12.7 mm.   
D (mm) mean aM 
(microns)
min aM 
(microns)
max aM 
(microns)
mean x 
or   
(mm or 
degrees) 
range in 
x or  
(mm or 
degrees) 
Unnotched 20 8 58 23 68 
1.00 11 9 18 63 21 
1.59 28 10 85 72 37 
3.18 17 11 25 81 28 
4.76 24 12 67 79 42 
6.35* 17 7 107 83 44 
7.94 20 12 44 84 33 
9.53** 18 10 35 86 37 
12.70 17 13 20 87 11 
* outlier at 36,630 microns not included 
** outlier at 342 microns not included 
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The least homogeneous intrinsic flaw lengths for the 10-degree open-hole specimens are 
presented in Figure 96.  The statistics for the homogeneous least intrinsic flaw lengths 
and failure sites are given in Table 9.  The mean intrinsic flaw length at each hole-
diameter varies between 188 microns and 399 microns, is observed to increase with 
increasing hole-diameter and is approximately 100 microns less than the mean of all the 
homogeneous intrinsic flaw lengths at that hole-diameter.  The maximum intrinsic flaw 
length is 723 microns and occurs for the unnotched specimen; the maximum intrinsic 
flaw length in the open-hole specimens is 360 microns.  With the exception of the 3.18 
mm open-hole specimen, the maximum intrinsic flaw length increases with hole-diameter.  
The ratio at each hole-diameter of the maximum of the least flaw lengths to the maximum 
flaw length is as small as 12%, occurring for the 6.35 mm specimen.  The range in failure 
sites at a given hole-diameter ranges from 1 – 18 degrees.  In addition to the 6.35 mm 
specimen, the 4.76 mm specimen and 7.94 mm specimen exhibit ranges in failure site of 
18 degrees.  This range is less than half the range observed for the set of all failure sites 
for the 6.35 mm specimen. 
Table 9: Least homogeneous intrinsic flaw lengths and failure sites statistics for 10-
degree off-axis unnotched and open-hole specimens, with hole-diameters from 1.59 – 
12.7 mm.   
D (mm) 
 
mean aH 
(microns)
min aH 
(microns)
max aH 
(microns)
mean x 
or   
(mm or 
degrees) 
range in 
x or  
(mm or 
degrees) 
Unnotched 399 210 723 7 25 
1.00 116 103 128 63 4 
1.59 188 152 243 72 1 
3.18 190 186 195 67 2 
4.76 231 192 257 69 18 
6.35 209 114 287 76 18 
7.94 252 220 303 77 18 
9.53 255 204 306 82 8 
12.70 299 223 360 84 2 
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The least micromechanical intrinsic flaw lengths for the 10-degree open-hole specimens 
are presented in Figure 97 and statistics for the flaw lengths and failure sites are given in 
Table 10.  The average of the least micromechanical intrinsic flaw lengths at each hole-
diameter varies between 12-16 microns and the minimum flaw length at each hole-
diameter ranges between 7-13 microns.  A measure of the scatter is the ratio of the range 
to the mean.  This ratio is approximately equivalent at each hole-diameter for the least 
homogeneous flaws and the least micromechanical flaws.  Measured by this ratio, the 
scatter is significantly smaller in the least flaw lengths compared with the set of all 
micromechanical flaw lengths at each hole-diameter.  The average failure site for five of 
the geometries is 87 degrees and varies between 81 – 85 degrees in the open-hole 
specimens.  The range in failure site at a given hole-diameter is from 2 to 14 degrees, 
significantly less than the range observed for all micromechanical flaws at each hole-
diameter.  Interestingly, the specimen with the minimum range in failure site for the least 
homogeneous intrinsic flaws, the 1.59 mm specimen, exhibits the greatest range in failure 
site for the least micromechanical intrinsic flaws.  The range in failure site for the 6.35 
mm specimen is 10 degrees for the least micromechanical intrinsic flaw lengths and 44 
degrees for all micromechanical intrinsic flaw lengths.  It is significant that while the 
failure sites for the specimen with the greatest number of specimens tested show 
significant scatter, 44 degrees, at least one failure site from each specimen is located in 
the range 80 degrees ≤  ≤ 90 degrees. 
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Table 10: Least micromechanical intrinsic flaw lengths and failure sites statistics for 10-
degree off-axis unnotched and open-hole specimens, with hole-diameters from 1.59 – 
12.7 mm.   
D (mm) mean aM 
(microns)
min aM 
(microns)
max aM 
(microns)
mean x 
or   
(mm or 
degrees) 
range in 
x or  
(mm or 
degrees) 
Unnotched 15 8 28 7 25 
1.00 9 9 9 69 11 
1.59 16 10 26 81 14 
3.18 12 11 14 85 6 
4.76 13 12 15 87 3 
6.35 12 7 17 87 10 
7.94 14 12 17 87 3 
9.53 14 10 18 87 2 
12.70 16 13 18 87 6 
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Figure 86: Homogeneous stress components around the perimeter of the circular hole of 
the 10-degree 6.35 mm open-hole specimen 
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Figure 87: Micromechanical stress components around the perimeter of the circular hole 
of the 10-degree 6.35 mm open-hole specimen 
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Figure 88: Homogeneous intrinsic flaw length around the perimeter of the circular hole of 
the 10-degree 6.35 mm open-hole specimen 
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Figure 89: Micromechanical intrinsic flaw length around the perimeter of the circular 
hole of the 10-degree 6.35 mm open-hole specimen 
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Figure 90: Homogeneous intrinsic flaw length around the perimeter of the circular hole of 
the 10-degree 6.35 mm open-hole specimen 
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Figure 91: Micromechanical intrinsic flaw length around the perimeter of the circular 
hole of the 10-degree 6.35 mm open-hole specimen 
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Figure 92: Homogeneous intrinsic flaw length around the perimeter of the circular hole of 
the 10-degree 6.35 mm open-hole specimen 
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Figure 93: Micromechanical intrinsic flaw length around the perimeter of the circular 
hole of the 10-degree 6.35 mm open-hole specimen 
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Figure 94: Homogeneous intrinsic flaw length around the perimeter of the circular hole of 
the 10-degree open-hole specimens; all flaw lengths from each specimen 
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Figure 95: Micromechanical intrinsic flaw length around the perimeter of the circular 
hole of the 10-degree open-hole specimens; all flaw lengths from each specimen 
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Figure 96: Homogeneous intrinsic flaw length around the perimeter of the circular hole of 
the 10-degree open-hole specimens; least flaw lengths for each specimen 
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Figure 97: Micromechanical intrinsic flaw length around the perimeter of the circular 
hole of the 10-degree open-hole specimens; least flaw lengths from each specimen 
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Figure 98: Micrographs of polished lateral surface of IM7/8552 material illustrating 
spatial variation in fiber volume fraction. Reproduced from Mendoza, et. al. [36].  
 
Figure 99: Probability density function of fiber volume fraction.  Reproduced from 
Mendoza, et. al. [36]. 
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5.6 The effect of fiber volume fraction 
Micrographs of the polished lateral surface, y = W/2, of a 90 degree specimen studied by 
Mendoza, et. al. [37, 36] and reproduced in Figure 98 indicate that fiber volume fraction 
varies spatially.  Measurements of fiber volume fraction were taken at different locations 
along the lateral surface and the measurements are presented as a histogram, normalized 
by the total number of measurements in Figure 99.   A normal distribution with mean,  = 
0.556 and standard deviation,  = 0.09, is used to approximate the fiber volume fraction 
distribution.  The effect of fiber volume fraction variation on the stress components in 
microstructure may be determined through the MME process.  The dependence on fiber 
volume fraction is manifest in the influence function matrix and thermal superposition 
vector.  The influence function matrix and thermal superposition vector were determined 
at the MME point indicated in Figure 77, for fiber volume fractions from 0.35 to 0.75, at 
every 0.05 increment in volume fraction.  The influence function matrix and thermal 
superposition vector at a volume fraction not explicitly calculated may be obtained by 
linear interpolation.  The effect of variable fiber volume fraction on the micromechanical 
stress components and the intrinsic flaw length will be investigated by examining the 
failure sites in the 10-degree 6.35 mm open-hole specimen that exhibited the minimum 
micromechanical flaw length.  This flaw length was 6.7 microns and occurred at the 
failure site  = 86.2 degrees.  The other failure sites were  = 75.8, 91.6 and 95.7 degrees.  
Additionally, the effect of the measured distribution of fiber volume fraction on the 
distribution of micromechanical intrinsic flaw lengths will be examined. 
The micromechanical stresses, M and M at the four failure sites,  = 75.8, 86.2, 91.6 
and 95.7 degrees are shown versus fiber volume fraction, Vf from 0.35 to 0.75 in Figure 
100.  At any volume fraction, the rank of the magnitude of the tensile opening stress from 
greatest to least is: M( = 75.8 degrees) > M( = 86.2 degrees) > M( = 91.6 
degrees) > M( = 95.7 degrees).  At  = 75.8 degrees, the opening stress increases in 
magnitude with increasing fiber volume fraction, from M = 122.6 MPa at Vf = 0.35 to 
M = 194.7 MPa at Vf = 0.75.  The opening stress at f = 95.7 degrees, in contrast, 
decreases with increasing opening stress, ranging from 10.2 MPa to -91.6 MPa over the 
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volume fraction range.  The opening stress at  = 86.2 degrees and  = 91.6 degrees 
shows a change in concavity at Vf = 0.65 and Vf = 0.40, respectively, with initial increase, 
then decrease in  with Vf.  The shearing stress at each site is negative and increases in 
magnitude with increasing volume fraction.  The greatest magnitude of M at any volume 
fraction occurs at the failure site  = 86.2 degrees and ranges from -266.6 MPa to -3130 
MPa.  At any volume fraction, the rank of the magnitude of the shearing stress from 
greatest to least is: M( = 86.2 degrees) > M( = 91.6 degrees) > M( = 75.8 
degrees) > M( = 95.7 degrees).  At any volume fraction, the site at  = 95.7 degrees is 
characterized by the lowest tensile opening stress and the lowest magnitude shearing 
stress compared to the other sites.  
 
Figure 100: Micromechanical stress component variation with fiber volume fraction at 
each of four failure sites in 10-degree 6.35 mm specimen 
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Figure 101: Micromechanical intrinsic flaw length variation with fiber volume fraction at 
each of four failure sites in 10-degree 6.35 mm specimen 
The micromechanical intrinsic flaw length, aM at the four failure sites is shown against 
fiber volume fraction, Vf = 0.35 – 0.75, in Figure 101.  At each site, the flaw length is 
observed to decrease with increasing fiber volume fraction; at Vf = 0.75, the flaw length 
is less than one micron at each failure site.  The flaw length at  = 95.7 degrees is 
observed to be the greatest and the flaw length at  = 86.2 degrees the least, irrespective 
of volume fraction.  This is anticipated from the magnitudes of the stresses.  However, for 
Vf < 0.529 the flaw length at  = 91.6 is greater than the flaw length at  = 75.8, whereas 
for Vf > 0.529 the opposite is true.  The maximum difference in the flaw lengths between 
the sites occurs at Vf = 0.35, where aM( = 95.7) = 131.7 microns and aM( = 86.2) = 38.3 
microns.  It is apparent that volume fraction can have a significant influence on intrinsic 
flaw length. 
0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75
0
20
40
60
80
100
120
140
Vf
aM
 (m
ic
ro
ns
)
 
 
75.8
91.6
86.2
95.7
182 
 
In addition to the dependence of micromechanical stresses and flaw length on fiber 
volume fraction, the probability density function (PDF) of the micromechanical intrinsic 
flaw length may be estimated at a site or set of sites from the PDF of fiber volume 
fraction.  At a site, the aM was calculated at discrete Vf points, from Vf = 0.35 to 0.75 
with Vf = 0.001.   In Monte Carlo fashion, a random volume fraction was chosen from 
the normal distribution and the flaw length at this volume fraction was calculated by 
linear interpolation between the flaw-lengths calculated at discrete volume fraction points.  
The sampling of the volume fraction PDF and calculation of the flaw length was repeated 
a number of times, N to estimate the PDF of the intrinsic flaw length.  This process may 
be repeated for multiple sites.  In the following, the PDF of intrinsic flaw lengths will be 
estimated by a histogram of flaw lengths, normalized by the total number of samples.  
Four sites or sets of sites will be examined: the site corresponding to the minimum flaw 
length in the 10-degree 6.35 mm open-hole specimen, the set of sites in the 10-degree 
6.35 mm open-hole specimen, the set of sites in the 10-degree unnotched specimen and 
the set of sites in the 10-degree specimens.  The PDF of flaw length will be compared 
with the micromechanical intrinsic flaw length calculated for a fiber volume fraction of 
0.60. 
First, the failure site corresponding to the minimum flaw length in the 10-degree 6.35 mm 
open-hole specimen is the  = 86.2 degrees, examined above.  The micromechanical 
intrinsic flaw length for n = 1,000 volume fraction samples is shown in Figure 102.  The 
minimum flaw length is 0.28 microns and the maximum flaw length is 49.3 microns.  The 
mean and median flaw lengths are 12.2 microns and 10.7 microns, respectively.  For 
reference, the micromechanical intrinsic flaw length at the assumed nominal fiber volume 
fraction of 0.60 is 6.7 microns, and is indicated by the solid line in Figure 102.  The 
distribution of the 1,000 micromechanical intrinsic flaw lengths with variable fiber 
volume fraction is shown in Figure 103, where the dashed line indicates the 6.7 micron 
flaw length.  The distribution is observed to be skewed to the lesser flaw lengths, with a 
tail of probability equal to or less than 0.01 extending from 30.5 to 50 microns.  The most 
probable flaw length is 5.7 microns with a probability of 0.096.  At this failure site, the 
effect of variable fiber volume fraction is to allow the existence of a flaw ranging from 
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0.3 to 49.3 microns in length, where each length has a certain probability of occurrence.  
This is compared with the deterministic analysis at the nominal fiber volume fraction of 
0.60 where the flaw length was 6.7 microns. 
 
 
Figure 102: Micromechanical intrinsic flaw length at 1,000 stochastic samples of fiber 
volume fraction at one failure site in 10-degree 6.35 mm specimen 
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Figure 103: Probability distribution of micromechanical intrinsic flaw length based on 
1,000 stochastic samples of fiber volume fraction at one failure site in 10-degree 6.35 mm 
specimen; the dashed line indicates the flaw length based on a deterministic volume 
fraction of 0.60. 
The micromechanical intrinsic flaw lengths for n = 1,000 volume fraction samples at each 
of the 152 failure sites in the 10-degree 6.35 mm open-hole specimens was calculated, 
yielding 152,000 flaw lengths.  The distribution of these flaw lengths is shown in Figure 
104 and is referred to as the “variable fiber volume fraction distribution”.  Also presented 
in Figure 104 is the distribution of micromechanical intrinsic flaw lengths from the 152 
failure sites in the 10-degree 6.35 mm open-hole specimens based on the deterministic 
analysis with a nominal fiber volume fraction of 0.60; this distribution is referred to as 
the “constant fiber volume fraction distribution”.  The two most probable flaw length 
ranges in the constant fiber volume fraction distribution are 5-10 microns and 10-15 
microns, with probabilities of 0.329 and 0.428, respectively.  In contrast, the most 
probable flaw lengths in the variable fiber volume fraction distribution are from 0-5 
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microns, with a probability of 0.135.  Past the most probable flaw length, the probability 
decreases with increasing flaw length in both distributions, though the magnitude of the 
decrease with increasing flaw length is less for the case of variable volume fraction.  The 
probability of 0.0145 at aM > 125 microns in the variable volume fraction distribution 
corresponds to flaws greater than 125 microns in length.  The maximum flaw length 
observed in the constant volume fraction distribution was between 100 – 105 microns. 
The micromechanical intrinsic flaw lengths for n = 1,000 volume fraction samples at each 
of the 112 failure sites in the 10-degree unnotched specimens was calculated, yielding 
112,000 flaw lengths, and is shown in Figure 105.  The distribution of micromechanical 
intrinsic flaw lengths from the 112 failure sites in the 10-degree unnotched specimens 
based on the deterministic analysis with a nominal fiber volume fraction of 0.60 is also 
shown in Figure 105.  The three most probable flaw length ranges in the constant fiber 
volume fraction distribution are 5-10 microns, 10-15 microns and 15-20 microns, with 
probabilities of 0.152, 0.321 and 0.223, respectively.  Similar to the open-hole case, the 
most probable flaw lengths in the variable fiber volume fraction distribution are from 0-5 
microns, with a probability of 0.111.  The variable fiber volume fraction distribution for 
the unnotched specimen is similar to that of the open-hole specimen, namely past the 
most probable flaw length, the probability decreases with increasing flaw length and 
there is a significant probability, 0.043, that aM > 125 microns.  The constant volume 
fraction distribution also is observed to have decreasing probability of flaws with the flaw 
length increasing beyond the most probable flaw length.  The maximum flaw length 
observed in the constant volume fraction distribution was between 55 – 60 microns. 
The micromechanical intrinsic flaw lengths for n = 1,000 volume fraction samples at each 
of the 336 failure sites in the 10-degree specimens was calculated and is shown in Figure 
106.  The constant volume fraction distribution of micromechanical intrinsic flaw lengths 
from the failure sites in the 10-degree specimens is also shown.  The variable volume 
fraction distribution and constant volume fraction distribution are very similar to the 
respective distribution in the 6.35 mm open-hole and unnotched specimens.  Here, the 
three most probable flaw length ranges in the constant fiber volume fraction distribution 
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5-10 microns, 10-15 microns and 15-20 microns, with probabilities of 0.247, 0.369 and 
0.152, respectively.  Further, the most probable flaw lengths in the variable fiber volume 
fraction distribution are from 0-5 microns, with a probability of 0.123.  In both 
distributions past the most probable flaw length, the probability decreases with increasing 
flaw length and, in the variable fiber volume fraction distribution, there is a significant 
probability, 0.023, that aM > 125 microns and the maximum flaw length observed in the 
constant volume fraction distribution was between 100 – 105 microns.  It is observed in 
each case, the open-hole specimen, the unnotched specimen and all 10-degree specimens, 
that the effect of variable volume fraction is to broaden the distribution of flaw lengths 
that may be observed. 
The added range in intrinsic flaw lengths introduced by the variable fiber volume fraction 
requires a comment on the intrinsic flaw geometry length scales.  The depth of the 
intrinsic flaw, or length of the intrinsic flaw in the 3-direction, is equal to the thickness of 
the specimen.  The thickness of the 10-degree specimens is 2.5 – 3 mm.  The width of the 
intrinsic flaw, in the 2-direction, is infinitesimal.  The length of the homogeneous 
intrinsic flaw in the 10-degree specimens is between 114 – 2336 microns.  Defining the 
aspect ratio of the intrinsic flaw as the length divided by the depth, for a specimen 
thickness of 3 mm, the aspect ratio of the homogeneous intrinsic flaw varies from 0.038 
to 0.78.  On the micromechanical scale with constant volume fraction of 0.60, the 
minimum and maximum intrinsic flaw lengths are 7 microns and 107 microns.  The 
aspect ratio of the micromechanical intrinsic flaws with constant volume fraction is 
0.0023 to 0.035.  The maximum aspect ratio on the micromechanical scale is 
approximately equivalent to the minimum aspect ratio on the homogeneous scale.  The 
range in micromechanical intrinsic flaw length increased significantly with variable fiber 
volume fraction; for the failure site at  = 79.9 degrees in the 10-degree 6.35 mm 
specimen, the minimum micromechanical intrinsic flaw length with variable fiber volume 
fraction was 0.29 microns.  The maximum micromechanical intrinsic flaw length 
observed in the 10-degree specimen with variable fiber volume fraction was 856 microns.  
The aspect ratio of the micromechanical intrinsic flaw with variable fiber volume fraction 
was 1x10-4 to 0.285.  It is noted that in the geometry shown in Figure 73, where the flaw 
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exists in the 1-3 plane and is of infinitesimal width in the 2-direction, the flaw may exist 
irrespective of fiber spacing unless the fibers impinge.  For the square-pack geometry, 
impingement occurs at a volume fraction of /4.  
Finally, it is emphasized that because the magnitude of the shearing stress increases with 
increasing fiber volume fraction, the higher the local fiber volume fraction, the more flaw 
sensitive is the material at that point. 
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Figure 104: Probability distribution of micromechanical intrinsic flaw length based on 
1,000 stochastic samples of fiber volume fraction at each failure site in all 10-degree 6.35 
mm specimens; the red bars indicate the micromechanical flaw length distribution based 
on a deterministic volume fraction of 0.60. 
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Figure 105: Probability distribution of micromechanical intrinsic flaw length based on 
1,000 stochastic samples of fiber volume fraction at each failure site in all 10-degree 
unnotched specimens; the red bars indicate the micromechanical flaw length distribution 
based on a deterministic volume fraction of 0.60. 
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Figure 106: Probability distribution of micromechanical intrinsic flaw length based on 
1,000 stochastic samples of fiber volume fraction at each failure site in all 10-degree 
specimens; the red bars indicate the micromechanical flaw length distribution based on a 
deterministic volume fraction of 0.60. 
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5.7 Examination of the flaw length by means of a FEM with a crack 
In the calculation of the intrinsic flaw length it was assumed that the flaw geometry does 
not influence the stress field.  The stress field is determined solely by the specimen and 
microstructure geometry, and lamina and phase elastic properties.  The influence of the 
flaw on the homogeneous stress field may be determined by including a crack described 
by the flaw geometry in the elastic analysis.  As a closed-form solution is unavailable, a 
finite element model of the specimen geometry with a crack at the observed failure site is 
constructed.   Specifically, the 10-degree 6.35 mm open-hole specimen which exhibited a 
failure site at  = 79.9 degrees and an intrinsic flaw of length 234 microns at that site was 
modeled.  A crack of length 234 microns extended from the perimeter of the circular hole 
in the 1-direction.  The crack intersected the perimeter of the circular hole at  = 79.9 
degrees.  An axial displacement was applied to the model such that the axial strain in the 
model at the location of the strain gage was equal to the measured axial far-field strain-
to-failure in the specimen.  The influence of the crack on the stress field may be observed 
by comparing the stress field with the crack to the stress field without the crack.  In 
Figure 107(a) is shown the opening stress in the vicinity of the circular hole for a 
specimen without a crack and for the specimen with the crack described above.  Contours 
of isostress are shown and in both the model without a crack and the model with a crack, 
contours of the same color have the same stress.  It is seen that the influence of the crack 
does not significantly affect the opening stress field removed a distance from the crack.  
Specifically, the opening stress field on the opposite side of the hole, at ±90 degrees to 
the crack and even the third stress contour from the crack appears unaffected by the 
presence of the crack.  Similar observations may be made for the shearing stress, Figure 
107(b).  The opening stress and shearing stress at the crack tip are shown in Figure 108.  
Here, the values of the stress contours are not equivalent to the values of the stress 
contours shown previously and are chosen to illustrate the steep gradients in the stress 
field at the tip of the crack.  The stress field at the crack tip and along the surface of the 
crack is influenced by the presence of the crack.  This result, though anticipated, is in 
contrast to the assumption made in the calculation of the intrinsic flaw length, that the 
flaw geometry does not influence the stress field.  Indeed, a crack located at the failure 
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site influences the stress field in exactly the location where the stress field is interrogated 
for calculation of the intrinsic flaw length. 
 
Figure 107: (a) Opening stress and (b) shearing stress from finite element analysis 
without a crack and from finite element analysis of a 234 micron crack at the 79.9 degree 
failure site of a 10-degree 6.35 mm open-hole specimen 
Without Crack With Crack 
Without Crack With Crack 
(a) 
(b) 
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Figure 108: Stress at crack tip from finite element analysis of a 234 micron crack at the 
79.9 degree failure site of a 10-degree 6.35 mm open-hole specimen 
One method to quantify the effect of the crack on the stress field is to calculate the stress 
intensity factors at the crack tip, KI,crack and KII,crack, in the case where the stress field is 
influenced by specimen geometry and crack geometry.  These may be compared with the 
stress intensity factors corresponding to the homogeneous intrinsic flaw length of 234 
microns at that site.  The stress intensity factors at the crack tip are determined by the 
FEM calculation of the J-integral using the interaction integral method.  The stress 
intensity factors KI,crack and KII,crack were 2.58 MPa-m1/2 and- 2.85 MPa-m1/2, respectively.  
The stress intensity factors were calculated from the intrinsic flaw length and the stress 
components s and t determined without a crack as: 
 
, 22
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II flaw
K a
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 
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
  
(76) 
Here  = 59.2 MPa and  = -162.1 MPa.  With aH = 234 microns, KI,flaw = 1.61 MPa-
m1/2 and KII,flaw = -4.39 MPa-m1/2.  It is interesting to note that KI,flaw / KI,crack = 0.62 
while KII,flaw / KII,crack = 1.54.  Substitution of the stress intensity factors and the Mode I 
Opening 
Stress 
Shearing 
Stress 
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and Mode II fracture toughness values, KI,c = 1.94 MPa-m1/2 and KII,c = 7.84 MPa-m1/2 
into the mixed-mode fracture criterion, yields a “failure index”: 
 2 2
. .
Failure IndexI II
I c II c
K K
K K
          
 (77) 
In the case of KI,flaw and KII,flaw, the failure index equals unity, as anticipated, with (KI,flaw 
/ KI,c)2 = 0.69 and (KII,flaw / KII,c)2 = 0.31.  In the case of KI,crack and KII,crack, the failure 
index equals 1.9, with (KI,crack / KI,c)2 = 1.75 and (KII,crack / KII,c)2 = 0.13.  In the present 
case, the influence of the crack geometry increases the Mode I stress intensity factor and 
decreases the Mode II stress intensity factor at the crack tip relative to stress intensity 
factors calculated by neglecting the influence of the flaw geometry on the stress field, 
Equation (73).  Further, the failure index exceeds unity by 90% in the case where the 
influence of the crack on the stress field is considered. 
The influence of crack length on the failure index was examined by doubling and halving 
the crack length in the finite element model with a crack.  The location and orientation of 
the crack remained unchanged; the stress intensity factors were extracted from the finite 
element model and their magnitude is observed to increase in an approximately linear 
fashion with crack length within the range of crack lengths considered, Figure 109(a).  
Because of the steep gradients in the stress field with respect to radial coordinate, it is 
anticipated that the relationship between stress intensity factor and crack length may not 
be linear over a larger range in crack length.  The failure index, Equation (77), was 
calculated and is shown versus flaw length in Figure 109(b).  Significantly, the failure 
index at the crack length of 117 microns is 1.0.  This is the length of the crack that would 
have caused failure at the observed site if the influence of crack geometry and specimen 
geometry are both considered.  Further, the failure index is approximately linear with 
crack length; at the crack length of 468 microns, the failure index is 3.2.  That the failure 
index increases linearly with crack length suggests that the difference between the failure 
index and unity may be a measure of the magnitude of the difference between the 
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intrinsic flaw length and the critical crack length or that at a failure site, the excess of the 
failure index over unity is a measure of the influence of flaw geometry. 
A finite element model with a crack was created for 18 of the 10-degree 6.35 mm open-
hole specimens.  The site of the crack was the failure site at which the least homogeneous 
intrinsic flaw lengths was located and the length of the crack was the length of the least 
homogeneous intrinsic flaw lengths.  In each model, the applied axial displacement 
yielded an axial strain at the location of the strain gage equal to the measured far-field 
strain-to-failure for the specimen.  Stress intensity factors were extracted and the failure 
index, Equation (77), was calculated.  The failure index varied between 1.4 and 2.1 with a 
mean of 1.8.  Between the 10-degree 6.35 mm open-hole specimens, the failure index 
shows no dependence on far-field strain-to-failure, Figure 110(a), or on crack length, 
Figure 110(b).  One specimen exhibited a far-field strain-to-failure of 1750x10-6, 
significantly less than the next-lowest strain-to-failure of 2250x10-6.  This specimen had a 
crack length of 472 microns, significantly greater than the next-highest crack length of 
287 microns.  The failure index for this specimen was 1.72 and the failure site was 
located at  = 82.9 degrees.  With the exception of this specimen, the failure index 
increases in a linear manner with increasing failure site approaching  = 90 degrees, 
Figure 111(a).  The contribution of the Mode II stress intensity factor, KII/(KI + KII) is 
seen to increase with increasing failure site, Figure 111(b), as anticipated from the 
stresses.  Recall that the magnitude of the homogeneous shearing stress, 12 exhibited a 
maxima at  = 88.3 degrees.  The failure index dependence on KII/(KI + KII) is shown in 
Figure 111(c), and observed to be linear.  Within specimen geometry, increasing the ratio 
of the Mode II stress intensity factor to the sum of the stress intensity factors increases 
the failure index.  It may be that the influence of the crack on the Mode II contribution to 
failure is more significant than on the Mode I contribution to failure. 
In addition to the 10-degree 6.35 mm specimens, a finite element model with a crack was 
created for the 10-degree open-hole specimens listed in Table 11.  An additional 16 
models were created with hole-diameters from 1.59 – 12.7 mm, yielding a total of 34 
models.   In  each  model,  the  length  of  the  crack  was  the  length  of  the  least  
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Table 11: Results for failure index from finite element model with crack 
D (mm) # 
Samples 
Mean 
Failure 
Index 
Min 
Failure 
Index 
Max 
Failure 
Index 
1.59 3 1.05 0.83 1.20 
3.18 2 1.36 1.33 1.38 
4.76 3 1.45 1.05 1.73 
6.35 18 1.81 1.38 2.11 
7.94 3 1.85 1.35 2.18 
9.53 2 2.07 1.80 2.35 
12.7 3 2.13 2.10 2.14 
 
homogeneous intrinsic flaw lengths for a specimen with that circular-hole geometry and 
the site of the crack was the site of this intrinsic flaw.  As with the 6.35 mm open-hole 
models, the applied axial displacement was chosen to yield an axial strain at the location 
of the strain gage equal to the measured far-field strain-to-failure for the specimen and 
stress intensity factors were extracted from which the failure index was calculated, 
Equation (77).  The minimum, maximum and mean failure index for the 10-degree open-
hole specimens is 0.83, 2.3 and 1.7, respectively.  The minimum, maximum and mean 
failure index at each hole-diameter is presented in Table 11.  The failure index for each 
specimen is shown versus hole-diameter in Figure 112(a).  With the exception of the 12.7 
mm specimens, the maximum failure index calculated at any hole-diameter increases in 
an approximately linear fashion with hole-diameter.  Further, the mean failure index at a 
hole-diameter increases with increasing hole-diameter.  Additionally, though the crack 
lengths vary within a hole-diameter-geometry, particularly for the 6.35 mm open-hole 
geometry, the mean crack length increases with increasing hole-diameter.  The increase 
of failure index with increasing hole-diameter may be caused directly by the influence of 
the hole-diameter and indirectly by the influence of the hole-diameter on the crack length.  
The failure index is examined against the ratio of the two relevant geometry length scales, 
the crack length and the hole-diameter, a/D in Figure 112(b).  The specimen with the 
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three greatest values for a/D is the 1.59 mm open-hole specimen.  Though there is 
significant scatter, the failure index is observed to decrease with increasing a/D.  
Additionally, taking the mean at each hole-diameter, the mean failure index decreases 
with increasing a/D, where a is the mean crack length at each hole-diameter.  It is 
suggested that the influence of the crack geometry is greatest in cases where the crack 
length is small relative to the hole-diameter.   It is noted that with the exception of the 
three 1.59 mm open-hole specimens, the failure index is observed to be linear with failure 
site, and with the ratio KII/(KI + KII), as in the 6.35 mm open-hole case. 
The influence of the crack geometry on the stress field at a given hole-diameter increases 
with increased crack length and with increased Mode II loading.  Between hole-diameters, 
the influence of crack geometry on the stress field increases with increasing hole-
diameter.  The failure index may be used to quantify the influence of the crack on the 
stress field.  It is noted that the finite element method with an explicit crack is an 
alternative to the intrinsic flaw calculation method for determining the critical crack 
length in a specimen.  While the former case considers the effect of both crack geometry 
and specimen geometry on the stress field and stress intensity factors, the requirement for 
iteration of a separate finite element model for each failure site of each specimen 
highlights the computational efficiency of the intrinsic flaw method and suggests the 
intrinsic flaw length as a first-order estimate of the critical crack length. 
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Figure 109: (a) Stress intensity factors calculated from finite element analysis at tip of 
crack for 3 crack lengths at the 79.9 degree failure site of a 10-degree 6.35 mm open-hole 
specimen. (b) Failure index calculated from stress intensity factors determined from finite 
element analysis at tip of crack for 3 crack lengths at the 79.9 degree failure site of a 10-
degree 6.35 mm open-hole specimen 
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Figure 110: (a) Dependence of failure index on far-field strain-to-failure for 18 10-degree 
6.35 mm open-hole specimens; the failure index was calculated from finite element 
models of each specimen with a crack with length equal to the least flaw lengths and at 
the failure site corresponding to that flaw length. (b) Dependence of failure index on 
crack length for 18 10-degree 6.35 mm open-hole specimens; the failure index was 
calculated from finite element models of each specimen with a crack with length equal to 
the least flaw lengths and at the failure site corresponding to that flaw length 
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Figure 111: (a) Dependence of failure index on failure site for 18 10-degree 6.35 mm 
open-hole specimens. (b) Dependence of KII/(KI+KII) on failure site for 18 10-degree 
6.35 mm open-hole specimens. (c) Dependence of failure index on KII/(KI+KII) for 18 10-
degree 6.35 mm open-hole specimens; the failure index was calculated from finite 
element models of each specimen with a crack with length equal to the least flaw lengths 
and at the failure site corresponding to that flaw length 
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Figure 112: (a) Dependence of failure index on hole-diameter for 10-degree open-hole 
specimens. (b) Dependence of failure index on the ratio of crack length to hole-diameter 
for 10-degree open-hole specimens; the failure index was calculated from finite element 
models of each specimen with a crack with length equal to the least flaw lengths and at 
the failure site corresponding to that flaw length 
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5.8 Review of assumptions 
The intrinsic flaw method makes the following assumptions.  First, the flaw geometry 
does not influence the stress field; the stress field is determined by the specimen 
geometry and material properties.  Second, the flaw size is small relative to the gradients 
in the stress field such that the stress acting on an element containing the flaw is 
essentially constant.  Third, the center-crack geometry is appropriate for calculating the 
stress intensity factors for the intrinsic flaw at the edge of a circular-hole and between 
two fibers in the heterogeneous microstructure.  Fourth, the mixed-mode fracture 
criterion describes failure in this material. On the micromechanical scale, additional 
approximations are employed.  First, the micromechanical enhancement is applied in a 
region of non-uniform homogeneous stress field and at a free-edge.  Second, the fracture 
toughness of the matrix is determined by the equivalence of the ratio of the potential-
energy release rates.  Finally, on both scales, the intrinsic flaw is assumed to extend 
through the thickness of the specimen, yielding aspect ratios on the micromechanical 
scale as small as    1x10-4. 
The influence of the flaw geometry on the stress field was investigated by modeling a 
crack in the finite element model.  It was found that while the crack influenced the stress 
field in the vicinity of the crack-tip, the stress-field removed from the crack was 
undisturbed.  Further, the finite element model with a crack suggested that the gradients 
in the opening stress and shearing stress along the length of the crack are insignificant, 
Figure 113.  An analytic solution for the stress intensity factors for either of the intrinsic 
flaw geometries shown in Figure 73 was not found in the literature.  Likewise, the 
solution for an edge-crack oriented at an angle to the edge and subjected to opening and 
shearing along the crack face was not found.  The center-cracked plate is the simplest 
solution for the stress intensity factors and was chosen as a first estimate for the intrinsic 
flaw length.  A more refined estimate for the stress intensity factors may be obtained by 
considering the edge-crack geometry with constant opening and shearing loading, Figure 
114.  Although this also does not capture the geometry of the assumed flaw, it is 
consistent with the observation that the stress does not vary significantly along the length 
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of the crack and with the method of examining the stress at the site of failure.  The 
solution for the stress intensity factors for an edge-crack with constant opening and 
shearing stress along the crack face is [50]: 
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(78) 
Substitution into the mixed-mode fracture criterion, Equation (71), reveals that the flaw 
length calculated with the edge-crack geometry is reduced to 80% of the flaw length 
calculated using the center-crack geometry.  Use of the edge-crack reduces the length of 
the flaw uniformly for all intrinsic flaws on the homogeneous and micromechanical 
scales.  The mixed-mode fracture criterion, Equation (71), was chosen for its simplicity in 
use, knowledge of a more appropriate criteria being unavailable.  The effect of 
compressive stress on closing the crack also being unknown, it was neglected in the 
fracture criterion.  
 
Figure 113: Opening stress and shearing stress along the length of the intrinsic flaw at the 
79.9 degree failure site of a 10-degree 6.35 mm open-hole specimen 
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Figure 114: Edge-crack geometry subjected to constant opening and shearing stress along 
the crack face, from Reference [50] 
 
The micromechanical enhancement, used for de-homogenization, was applied at a free-
edge where the periodicity of the representative volume element is likely violated.  
Further, because the MME is applied in a region of significant gradient, there is potential 
concern about the necessary condition of uniform macrostresses.  However, for the 10-
degree 6.35 mm open-hole specimen, the maximum magnitude of the gradient in the 
shearing stress at a failure site was at 95 degrees.  Here, the change in shearing stress 
over the 5.6 micron length of the RVE (assuming a 5 micron fiber and 60% fiber volume 
fraction) is 1.5%.  The gradients in the opening stress are less significant.  Though the 
stress field is non-uniform, the change in the stress over the dimensions of the 
representative volume element may not be significant.  This is also observed by 
examining the opening stress and shearing stress along the length of the intrinsic flaw in 
the 10-degree specimen with a failure site at 79.9 degrees and a homogeneous intrinsic 
flaw length of 234 microns, Figure 113.  It is seen that the opening stress is essentially 
unchanged along the length of the intrinsic flaw and the shearing stress decreases by a 
modest 12% along the length of the flaw.  The Mode II fracture toughness value of the 
matrix was varied and its effect on the flaw length was examined.  It was found that 
increasing the Mode II fracture toughness value, such that KI,cm = KI,c and KII,cm = KII,c 
increased the intrinsic flaw length.  A detail discussion is provided in the Appendix.  
Finally, the very small aspect ratios of the micromechanical intrinsic flaw suggest that the 
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assumption of through-thickness flaw geometry may not be physically realistic, 
especially for relatively thick specimens.  A different intrinsic flaw-geometry, perhaps 
not extending through the thickness of the specimen, may be appropriate.  An 
experimental study of specimens with different thicknesses may be aimed at thickness 
effects on the intrinsic flaw length.   
Finally, the failure at the perimeter of the circular-hole was described by four failure sites 
when, in fact, there are an infinite number of such points through the thickness of the 
specimen.  Though in many cases, the intersections of the fracture surface at the 
perimeter of the circular-hole with the upper and lower-surfaces bound the location of the 
fracture surface through the thickness, this is not always the case.   
5.9 Conclusions 
An intrinsic flaw was defined as a through-thickness, planar crack extending in the fiber 
direction from the failure initiation site to a length, a, consistent with the physical 
observation that the fracture surface extended through the thickness of the specimen and 
was parallel to the fiber direction.  In the case of the unnotched specimen, the crack was 
located at the experimental site of failure initiation, stress analysis was performed to 
determine the local stress field magnitude at the failure site and the fracture mechanics 
analysis was performed with the intrinsic flaw crack geometry to determine the critical 
crack size that corresponded to failure when subjected to the local stress magnitude.  The 
length of the critical crack was then defined as the “intrinsic flaw length”.  The intrinsic 
flaw length was determined for 10-degree unnotched specimens and open-hole specimens 
with hole-diameters from 1.59 – 12.7 mm.  The intrinsic flaw lengths on the 
homogeneous scale and on the micromechanical scale were determined.  The intrinsic 
flaw lengths on the homogeneous scale were between 114 – 2336 microns.  The intrinsic 
flaw lengths on the micromechanical scale varied between 7 – 107 microns.  The 
variability in strength and failure site was used to obtain the distribution of intrinsic flaw 
lengths by repeating the stress analysis and fracture analysis.  In this way, a probability 
density function of intrinsic flaw lengths for the material system under investigation was 
determined.  The intrinsic flaws varied between 0.7 – 5 carbon fiber diameters in length, 
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and are therefore, of the same length scale as the relevant geometry at the microscale of 
the composite material under study. 
Multiple sets of intrinsic flaw lengths were determined and examined.  While four flaw 
lengths were calculated for each specimen, the set of all flaw lengths from each specimen 
and the set of least flaw lengths from each specimen were examined.  It was apparent that 
the set of the least flaw lengths in a specimen exhibits significantly less variability than 
the set of all flaw lengths in a specimen.  The effect of hole-diameter on the intrinsic flaw 
length was investigated and it was found that with the exception of one hole-size, the 
mean length of the least flaw length increases with increasing hole-diameter.  The effect 
of variable fiber volume fraction on the intrinsic flaw length distribution was examined 
by introducing a stochastic sampling of the fiber volume fraction distribution in the 
calculation of the micromechanical stresses in the flaw length calculation.  It was found 
that while including the effects of variable fiber volume fraction significantly increased 
the range of intrinsic flaw lengths, the mean was not significantly affected.   
Finally, a finite element analysis of the open-hole geometry containing a crack was 
created.  It was found that the Mode I and Mode II stress intensity factors and thus the 
failure index varied linearly with crack length in the range of the homogeneous flaw 
lengths.  This is significant for it suggests a more refined estimate of the critical crack 
length may be obtained from a single finite element analysis of a crack whose length is 
equivalent to the intrinsic flaw length.  It was also noted that the presence of the crack 
does not significantly affect the stress field in regions removed from the crack tip and that 
stress gradients along the length dimensions of interest, i.e. an RVE dimension or 
intrinsic flaw length, are not significant.  
While it remains to be demonstrated that the intrinsic flaw methodology will be tractable 
in the more complex multi-axial laminate configuration, the intrinsic flaw approach 
provides the unique ability to treat case of a flaws in heterogeneous microstructure, 
subjected to mixed-mode loading and located at any point along the perimeter of the 
circular hole.  Additionally, the method considers the effect of shear-coupling and treats 
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the case of mixed-mode fracture.  In the method, linear superposition is appealed to in 
that the crack imposed on the local stress field without influencing the field.   
 
 
208 
 
CHAPTER 6. PREDICTION OF FLAW DENSITY AND DISTRIBUTION WITH 
MACHINING TOOL VELOCITY 
6.1 Introduction 
The distribution of the least micromechanical intrinsic flaw lengths is calculated from 
experimental data for the strength and failure site variability of unnotched 10-degree off-
axis specimens has been calculated in the previous chapter.  The distribution of intrinsic 
flaw lengths is used with the strength variability of the unnotched and open-hole 
specimens to determine the flaw density or number of flaws per unit length at each hole-
size.  The flaw density is shown to be related to the fabrication machining speed 
suggesting machining damage as a mechanism for the hole-size dependence of the flaw 
density.  Then the distribution of intrinsic flaw lengths and the flaw density can be used 
to predict the mean strength of open-hole 10-degree off-axis specimens as a function of 
machine tool velocity.  
6.2 Determination of Flaw Density 
In the strength predictions for the specimens, the intrinsic flaw crack geometry and 
probability density function of intrinsic flaw lengths calculated from the unnotched 
specimens allow fracture mechanics predictions of strength variability.  The strength 
prediction is dependent on the flaw density, the number of flaws per unit length along the 
free-edge.  The flaw density is established by matching the predicted strength with the 
experimental strength.  While this approach clearly provides a means for determining the 
strength variability of the open-hole specimens, the establishment of flaw density is based 
on the prediction of mean strength in an effort to minimize the experimental testing 
required.  In strength prediction it is necessary to sample at a finite number of locations 
and thereby, a distance between interrogation sites along the free edge is specified.  
209 
 
 
Figure 115: Probability distribution function of the least micromechanical intrinsic flaw 
length from 28 10-degree off-axis unnotched specimens 
Through Monte Carlo simulation, a fraction of interrogation sites along the specimen 
free-edge are assigned a flaw.  The length of the flaw is determined from the probability 
density function of intrinsic flaw lengths. The stress analysis is again performed to 
determine the local stress field magnitude at each of the sample sites where the fracture 
analysis is performed to determine the strength. The predicted specimen strength is the 
minimum of the strengths at each of the interrogation sites containing a flaw.  The mean 
strength is developed by repeating the simulation.  Next, these results are compared with 
the actual experimental mean strength.  The flaw density is determined by matching the 
predicted strength to the experimental strength data.  This process is repeated at each 
hole-diameter to determine the flaw density at each hole-size.  Details of the process are 
given as follows. 
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The probability density function of the least micromechanical intrinsic flaw lengths 
calculated from the strains-to-failure and the failure sites of 28 replicate tests of the 10-
degree unnotched off-axis specimen is shown in Figure 115.  The intrinsic flaw geometry 
and probability density function of intrinsic flaw lengths calculated from the unnotched 
specimens are next used to compare the predicted and experimental strength variability 
with the goal of establishing the flaw density, or number of flaws per unit length.  The 
distance between interrogation sites along the free edge, s, is chosen.  Here s = 0.139 
mm/site.  While this choice may appear arbitrary, it was made using the constraints of 
computational efficiency and appropriate resolution.  Investigation sites are limited to the 
length along the free-edge such that the fracture surface extending from the failure site 
will be contained within the specimen length.  For this geometry and lamina fiber 
orientation, the length is 44.4 mm.  In this way, failure sites that would lead to grip-
failures are excluded from the prediction.  The fraction of interrogation sites that contain 
a flaw is fflaw, allowing the flaw density, flaw to be defined as: 
 flaw
flaw
f
s
    (79) 
In a Monte Carlo simulation, each interrogation site along the free-edge is assigned a 
random number, fsite, and at each site where, fsite < fflaw, an intrinsic flaw length, a, 
sampled at random from the probability density function of intrinsic flaw lengths is 
assigned.  The local stress field magnitude,  and , at each site where a flaw length has 
been assigned is then determined.  Fracture analysis with the mixed-mode fracture 
criterion is carried out to determine the failure conditions at each site.  The failure 
criterion is determined by substitution of the definition of the stress intensity factors into 
the fracture criterion:  
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The predicted strength of the specimen is then determined as the minimum of the 
strengths of the interrogation sites where flaws were assigned.  By repeating the Monte 
Carlo simulation, the variability of strength can be determined.  Next, the mean predicted 
strength is compared with the mean experimental strength.  If the difference is greater 
than a given tolerance, the flaw density is adjusted the entire process is repeated.  The 
flaw density is iteratively established by matching the predicted and experimental mean 
strengths.  For the unnotched specimen, the flaw density was 0.025 flaw/mm. 
The process of predicting the strength and matching the predicted strength to the 
experimental strength in order to determine the flaw density is repeated at each hole-
diameter.  In this way, the flaw density at each hole-size is established.  In the case of 
open-hole specimens, the angular distance between interrogation sites around the 
perimeter of the circular hole,  is determined by matching the arc length between 
interrogation sites along the perimeter of the hole,  R, where R is the radius of the hole, 
to the linear distance between interrogation sites along the free-edge of the unnotched 
specimen, s =  R.  Investigating the perimeter of the circular hole is consistent with 
the experimental observation that the fracture surface always intersects the perimeter of 
the hole.  The process of strength prediction by investigating sites around the perimeter of 
the circular hole is necessary for determination of the flaw density and is identical to the 
process used for strength prediction of unnotched specimens.  A plane-stress, linear-
elastic, finite-element analysis of the open-hole geometry specimen is performed to 
determine the homogenized lamina strains at the interrogation sites where a flaw is 
assigned.  The boundary conditions are, at x = -L/2, the axial displacement is u = 0, and 
transverse displacement is v = 0, and at x = L, the axial displacement is u = xL, and the 
transverse displacement is v = 0.  The lateral edges and perimeter of the circular-hole are 
traction free.   
The flaw density at each hole-size is shown in Figure 116.  It is observed that the flaw 
density decreases with hole-size and is inversely proportional to the hole-diameter in the 
open-hole specimens.  The greatest flaw density is 4.52 flaw/mm and occurs for the 1.00 
mm open-hole specimen.  The least flaw density for the open-hole specimens occurs for 
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the 9.53 mm open-hole specimen and is 0.79 flaw/mm.  The unnotched specimens 
exhibited the least flaw density, 0.025 flaw/mm, which was one order of magnitude less 
than the least flaw density in the open-hole specimens.   
6.2.1 Relationship Between Flaw Density and Machining Speed 
The flaw density may be related to the machining speed used in fabrication.  The straight 
edges of all specimens were machined using multiple-pass cutting with a 10-inch-
diameter diamond-embedded saw operating at 1,500 rpm.   The circular-holes were 
fabricated using a diamond-tipped core drill with a tool diameter equal to the diameter of 
the circular-hole, operating at 12,000 rpm.  The machine linear velocity, V was calculated 
from the product of the rotational velocity,  and the tool diameter, D as V = D.  The 
flaw density is shown in Figure 117 versus the inverse of the machining speed, 1/V at 
each hole-size.  The flaw density at each hole-size is observed to vary linearly with the 
inverse of the machining speed.  This suggests machining-induced damage as a possible 
mechanism for the variation of flaw density with hole-size.  The flaw density for the 
unnotched specimen is observed to not be collinear with the flaw densities of the open-
hole specimens.  As stated, the lateral-edges of the unnotched specimens were fabricated 
with a different process and tool than the edges at the perimeter of the circular-hole in the 
open-hole specimens.  The flaw density may be predicted for each hole-size using the 
relationship between machining speed and flaw density and is shown in Figure 116 for 
comparison with the flaw density which was determined by matching the strength at each 
hole-size. 
6.2.2 Prediction of Strength 
The process of predicting the mean strength of off-axis specimens follows closely the 
process used to establish the flaw density with the exception that iteration is not used to 
match the predicted strength to the experimental strength.  Rather, the flaw density 
calculated from the tool-speed is used to predict the strength at each hole-size.  The 
intrinsic flaw lengths calculated from the unnotched specimen are used in the prediction 
of strength at each hole-size.  Prediction of the far-field strain-to-failure at each hole-
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diameter is shown in Figure 118 and compared with the mean of the experimental far-
field strain-to-failure at each hole-diameter, where good agreement is observed for all but 
the unnotched specimen geometry.  The agreement in the strength predictions confirms 
that the flaw density calculated from the tool speed may be used to accurately predict the 
strength of the 10 degree open-hole specimens.   
The flaw density was established for the micromechanical flaws using the flaw length 
distribution from the unnotched specimen where only the least intrinsic flaw length in 
each specimen was considered.  The micromechanical flaw density may also be 
established using the flaw length distribution from the open-hole specimen, where again 
only the least intrinsic flaw length in each specimen is considered.  The method for 
establishing the flaw density from the distribution of intrinsic flaw lengths from the open-
hole specimen is identical to the method used for establishing the flaw density from the 
unnotched specimen.  The intrinsic flaw distribution from the 6.35 mm open-hole 
specimen was used to establish the flaw density at each hole-size.  The flaw density at 
each hole-size, determined from the open-hole specimen flaw lengths, is shown in Figure 
119.  Also shown in Figure 119 is the flaw density at each hole-size determined from the 
unnotched specimen flaw length.  It is observed that the hole-size dependence of the flaw 
density from the open-hole flaw lengths is similar to the hole-size dependence of the flaw 
density from the unnotched flaw lengths.  Indeed, the flaw density from the open-hole 
specimen flaw lengths and the flaw density from the unnotched specimen flaw lengths 
agree within ±7% at each hole-size.  
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Figure 116: Flaw density in 10-degree off-axis specimens determined by matching 
predicted strength with experimental strength and by prediction from inverse of 
machining speed 
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Figure 117: Dependence of flaw density on the inverse of machining speed.  The flaw 
density is determined by matching the predicted strength with the experimental strength 
at each hole-size. 
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Figure 118: Predicted and experimental strength versus hole-size in the 10-degree off-
axis specimens.  The flaw density at each hole-size was predicted from the machining 
speed.  The predicted strength is the mean of 10,000 repetitions at each hole-size. 
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Figure 119: Flaw density in 10 degree off-axis specimens determined from the 
distribution of least intrinsic flaw lengths from the unnotched specimen and determined 
from the distribution of least intrinsic flaw lengths from the open-hole specimen 
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6.3 Conclusions 
The intrinsic flaw crack geometry and probability density function of intrinsic flaw 
lengths calculated from the unnotched specimens provide the foundation for fracture 
mechanics predictions of strength based on the flaw density in the unnotched and open-
hole specimens.  A distance between interrogation sites along the free edge or perimeter 
of the circular-hole was specified and through Monte Carlo simulation, a fraction of 
interrogation sites along the specimen edge were assigned a flaw.  The fraction of the 
sites containing flaws was governed by the flaw density.  The length of the flaw was 
determined from the probability density function of intrinsic flaw lengths. The stress 
analysis was again performed to determine the local stress field magnitude at each of the 
sample sites where the fracture analysis was performed to determine the strength. The 
minimum of the strengths at each of the interrogation sites containing a flaw was the 
predicted specimen strength, and the mean strength was developed by repeating the 
simulation.  These results were compared with the actual experimental mean strength and 
the flaw density was established by matching the mean predicted strength to the mean of 
the experimental strength data.  In this way the flaw density at each hole-size was 
established and was observed to be inversely proportional to hole-diameter.   
The flaw density at each hole-size was related to the machining speed.  It was found that 
the flaw density varied linearly with the inverse of the machining speed.  This suggests 
machining-induced damage as a mechanism for the dependence of flaw density on hole-
size.  The flaw density of the unnotched specimens, which were fabricated with a 
different process and cutting tool, was not collinear with the flaw density of the open-
hole specimens.  The strain-to-failure of the off-axis specimens was predicted using the 
flaw density calculated from the tool-speed.  With the exception of the unnotched and 
1.00 mm open-hole specimens, the strength predictions showed excellent agreement with 
the experimental strength, underscoring the relationship between the machining speed 
and the flaw density.   
In the present, the effect of machining speed on flaw density was studied through 
variation of hole-diameter with a constant tool-speed; variations caused by tool-speed 
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were not investigated.  Further, the unnotched specimens were fabricated with a different 
machining tool and process from the open-hole specimens.  Fabrication of free-edges 
with the tool used for fabricating open-hole specimens deserves study.  
Additionally, the flaw density was established by matching the mean of the strength 
predictions with the mean of the experimental data.  The presence of outliers in the 
strength prediction data influences the mean strength. Indeed, for the 6.35 mm open-hole 
specimen, the maximum strength prediction was almost an order of magnitude greater 
than the minimum predicted strength.  Establishing the flaw density based on the median 
strength is a possibility.  Elimination of the outlier strength predictions in the comparison 
to the experimental strength would decrease the value established for the flaw density at 
each hole-size. 
Further, the stress analysis neglected through-thickness variations in the stresses, which 
may be violated by the finite specimen thickness.  The flaw density variation through the 
thickness was not considered, though it may be that the flaw density will be highest at the 
upper and lower surfaces of the specimen owing to initial tool-specimen contact and 
breakthrough.  The effect of flaw density variation through the thickness deserves further 
study. 
The flaw density relationship with machining speed was established with 8 hole-sizes 
with a diameter-to-width ratio varying from 0.05 to 0.67.  While extrapolation of the flaw 
density is possible, the broad range of hole-sizes tested would allow interpolation for 
many relevant hole-sizes.  In this way, the flaw density at arbitrary hole-sizes may be 
established.  Establishing the flaw density with fewer hole-sizes is, of course, possible.   
Finally, while the flaw density was established from strength predictions based on the 
least micromechanical intrinsic flaw distribution from the unnotched specimen, similar 
studies may be conducted for other intrinsic flaw distributions.  It was shown that the 
flaw density calculated from the 6.35 mm open-hole least micromechanical intrinsic flaw 
lengths was approximately equivalent to that calculated from the unnotched flaw lengths.  
Similar studies were conducted for the set of all micromechanical flaw lengths from the 
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unnotched specimen and as anticipated, the flaw density decreased approximately 25% at 
each hole-size.  The flaw density for the least homogeneous flaw lengths from the 
unnotched specimen was approximately 10-20% less than the flaw density for the least 
micromechanical flaw lengths.  Though preliminary, these latter studies suggest the flaw 
density for homogeneous flaw lengths is similar to that for micromechanical flaw lengths 
and that the flaw density for the set of all flaw lengths is less than the flaw density for the 
set of the least flaw lengths.  This latter finding is anticipated from the greater flaw 
lengths in the set of all flaw lengths.  Subsequent effort will be expended using the flaw 
density established from the set of the least micromechanical intrinsic flaw lengths from 
the unnotched specimen.  In this effort, further refinement or comparison of the flaw 
densities from other sets of intrinsic flaw distributions was not necessary. 
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CHAPTER 7. DETERMINATION OF FAILURE SITE 
7.1 Introduction 
In experimental testing of the open-hole 10-degree off-axis specimen, the failure process 
was carefully observed but the site of failure initiation was not ascertained.  The question 
of failure initiation site is investigated by the use of the intrinsic flaw model.  The 
intrinsic flaw length as a function of angular position around the circular hole was 
previously determined.  In addition, the intrinsic flaw length along the lateral-edge of an 
open-hole specimen is determined.  Comparison between the intrinsic flaw length at the 
perimeter of the circular-hole and at the lateral-edge in the open-hole specimens indicates 
that the perimeter of the circular-hole is more flaw-sensitive than the lateral-edge and 
thus the more likely site for failure-initiation.  Additionally, the distribution of 
micromechanical intrinsic flaw lengths was calculated from experimental data for the 
strength and failure site variability of unnotched 10-degree off-axis specimens.  The 
intrinsic flaw lengths at the perimeter of the circular-hole are shown to be similar in 
magnitude to the intrinsic flaw lengths for the unnotched specimen. When the intrinsic 
flaw length is taken as a material constant the perimeter of the circular-hole is clearly 
indicated as the failure initiation site.  The flaw density at each hole-size has been 
established.  The flaw density and distribution of intrinsic flaw lengths are used to predict 
the failure site and strength of open-hole specimens when failure initiation at the 
perimeter of the circular-hole and at the lateral-edge are both considered.  It is shown that 
failure initiation at the lateral-edge is rare or does not occur, suggesting the perimeter of 
the circular-hole as the primary failure initiation site for the open-hole off-axis tensile 
coupon.  
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Further, the question of failure initiation at a single-site or a multiple-site is addressed 
with the intrinsic flaw model.  The site of the minimum intrinsic flaw length, or the 
angular position of the minimum in the intrinsic flaw length versus angular position curve, 
is identified for each hole-size.  It is found that while there was significant variability in 
the location of the failure sites, the location of the least intrinsic flaw length in each 
specimen was located in the vicinity of the location of the minimum intrinsic flaw length.  
Further, while the intrinsic flaw lengths at each hole-size are observed to vary 
considerably, the least intrinsic flaw length from each specimen shows little variability.  
Finally, the strength prediction was utilized to predict the strength of the investigation 
sites with the four-least strengths.  The results suggest failure initiation primarily occurs 
at a single site in the open-hole off-axis specimen.   
In the current and subsequent chapter, the micromechanical intrinsic flaw lengths will be 
considered.  Where not specified, “intrinsic flaw length” refers to the micromechanical 
intrinsic flaw length. 
7.2 Perimeter of Circular-hole or Lateral-edge 
The intrinsic flaw was defined as a through-thickness, planar crack extending in the fiber 
direction from the failure initiation site to a length, a.  The simple crack geometry is 
consistent with the physical observation that the fracture surface extends through the 
thickness of the specimen and is parallel to the fiber direction.  In the case of the 
unnotched specimen, the crack is located at the experimental site of failure initiation, 
taken to be the intersection of the fracture surface with the lateral-edge of the specimen.  
In the case of open-hole specimens, two regions for the crack location are considered.  
One is located at the intersection of the fracture surface with the perimeter of the circular-
hole and the other at the intersection of the fracture surface with the lateral-edge.  
Previously, only the region at the perimeter of the circular-hole was considered.   
The flaw density, intrinsic flaw crack geometry and probability density function of 
intrinsic flaw lengths calculated from the unnotched specimens allow fracture mechanics 
predictions of strength and failure site at each hole-size.  The flaw density from the least 
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micromechanical intrinsic flaw lengths previously established at each hole-size is used in 
the present analysis.  The fraction of failure sites occurring at the lateral-edge and at the 
perimeter of the circular-hole may be predicted by including investigation sites at the 
lateral-edge in addition to the investigation sites at the perimeter of the circular-hole in 
the failure prediction process described above.  In a simulation, a single failure site and 
strength are predicted.  By repeating the simulation, the fraction of failure sites located at 
the perimeter of the circular-hole and located at the lateral-edge may be predicted.  
Obviously, this fraction will depend on the flaw density at the perimeter of the circular-
hole and at the lateral-edge.  Two estimates for the flaw-density are considered and the 
failure sites at the perimeter of the circular-hole and at the lateral-edge are predicted.   
7.2.1 Comparison of Intrinsic Flaw Length 
The process of calculating the intrinsic flaw length at the lateral-edge is identical to that 
at the perimeter of the circular-hole.  As stated above, four failure sites were determined 
at the perimeter of the circular-hole and four failure sites were determined at the lateral-
edge for each specimen failure, hence eight intrinsic flaw lengths could be determined in 
each test.  Of the four flaw lengths at the perimeter of the circular-hole and at the lateral-
edge, the minimum is the critical crack length and is taken as the length of the flaw that 
would have caused failure.  In this way, one flaw length at the perimeter of the circular-
hole and one flaw length at the lateral-edge were recorded per test, these are equivalent to 
the least flaw length discussed previously.  In the present, only the least of the 
micromechanical intrinsic flaw lengths are considered. 
The intrinsic flaw length, aMmin at the perimeter of the circular-hole is shown against 
hole-diameter in Figure 120.  The intrinsic flaw lengths at the perimeter of the circular-
hole range between 6.7 microns to 26.3 microns, with a mean intrinsic flaw length of 
12.8 microns.  The intrinsic flaw length at the lateral-edge of the open-hole specimens is 
also shown against hole-diameter in Figure 120.  The intrinsic flaw lengths at the lateral-
edge vary between 78.2 microns to 268.2 microns, with a mean intrinsic flaw length of 
191.5 microns.  The intrinsic flaw length at the lateral-edge of open-hole specimens is an 
order of magnitude greater than at the perimeter of the circular-hole.  This suggests that 
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the perimeter of the circular-hole is more flaw-sensitive and thus the more likely site of 
failure initiation.  Additionally, it is observed that the intrinsic flaw length at the lateral-
edge exhibits greater variability than the intrinsic flaw length at the perimeter of the 
circular-hole.  The probability density function of the intrinsic flaw lengths calculated 
from the strains-to-failure and the failure sites of 28 replicate tests of the 10-degree 
unnotched off-axis specimen was shown previously.  The intrinsic flaw lengths in this 
distribution range between 7.9 microns to 27.8 microns, with a mean intrinsic flaw length 
of 15.3 microns.  This is very similar to the distribution of intrinsic flaw lengths 
calculated for the open-hole specimens at the perimeter of the circular-hole.  Additionally, 
the intrinsic flaw lengths for the unnotched specimens (calculated at the lateral-edge) are 
also shown in Figure 120.  It is observed that while the flaw lengths calculated at the 
perimeter of the circular-hole are similar to the flaw lengths calculated for the unnotched 
specimens, the flaw lengths calculated at the lateral-edge are between 1.3 – 4.9 times 
greater than the maximum flaw length calculated for the unnotched specimens.  If the 
distribution of intrinsic flaw lengths is taken as a material constant then this suggests the 
perimeter of the circular-hole as the failure initiation site.   
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Figure 120: Micromechanical intrinsic flaw length at the perimeter of the circular-hole 
(hole) and at the lateral-edge (edge) for open-hole 10-degree off-axis specimens.  The 
micromechanical intrinsic flaw length at the lateral-edge is also shown for the unnotched 
specimens. 
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7.2.2 Prediction of Strength and Failure Site 
As stated, the flaw density in the open-hole specimens was established by considering 
investigation sites at the perimeter of the circular-hole; investigation sites at the lateral-
edge were neglected.  By including investigation sites at the lateral-edge in the failure 
prediction the fraction of failure sites occurring at the lateral-edge and at the perimeter of 
the circular-hole may be predicted.  Obviously, the fraction of failure sites occurring at 
the lateral-edge and at the perimeter of the circular-hole will be influenced by the relative 
magnitudes of the flaw density at the lateral-edge and the flaw density at the perimeter of 
the circular-hole.  While the true value of the flaw-density at the lateral-edge is unknown, 
it is reasonable that the flaw density at the lateral-edge is similar to the flaw-density 
determined for the unnotched specimens.  Further, it is assumed that the flaw density at 
the perimeter of the circular-hole is not affected by the inclusion of lateral-edge 
investigation sites, so may be taken as the values previously determined for each hole-
size in the establishment of flaw density, which used the distribution of the least of four 
micromechanical intrinsic flaw lengths from the unnotched specimen. 
The prediction of strength and failure site for the open-hole specimens with investigation 
sites at the lateral-edge and at the perimeter of the circular-hole is identical to the process 
for prediction with investigation sites at the perimeter of the circular-hole.  In each 
simulation run a single failure site and single failure strength are predicted from the 
interrogation sites at the perimeter of the circular-hole and the lateral-edge.  By repeating 
the predictions, the fraction of failure sites that occur at the perimeter of the circular-hole 
and at the lateral-edge may be determined.   
The simulation was executed to predict 10,000 failure sites and failure strengths at each 
hole-size.  Though lateral-edge investigation sites were included, for all hole-size 
geometries, the predicted failure sites were consistently located at the perimeter of the 
circular-hole.  No failures were predicted to initiate at the lateral-edge for the open-hole 
specimens.  Further, the mean predicted strength was in good agreement with the mean 
experimental strength at each hole-size, confirming that the inclusion of lateral-edge 
investigation sites with a flaw density equivalent to the unnotched flaw density did not 
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affect the strength predictions.  It is concluded that if the lateral-edge flaw density is 
similar to the unnotched flaw density, then the perimeter of the circular-hole is the site of 
failure initiation. 
Though there is no physical justification, the flaw density at the lateral-edge may be 
taken as the flaw density at the perimeter of the circular-hole.  In this case, the flaw 
density on the lateral-edge differs for each hole-size and is 1-2 orders of magnitude 
greater than the unnotched flaw density.  The process of failure prediction is identical to 
the above process.   
10,000 predictions of strength and failure site were executed at each hole-size.  Failure 
sites occurring on the lateral-edge were observed for each-hole size, though the fraction 
of failure initiation sites occurring on the lateral-edge was observed to decrease with 
increasing hole-diameter.  The fraction of failure sites located at the perimeter of the 
circular-hole and at the lateral-edge is reported in Table 12 for each hole-size.  It is 
observed that while failure was predicted to initiate at the lateral-edge, even at the 
smallest hole-size, lateral-edge failure initiation occurred in less than 5% of the 
predictions.  Further, the likelihood of a failure initiating at the lateral-edge in the 12.7 
mm open-hole specimen is 22 in 10,000.  It is observed that lateral-edge failure initiation 
is rare.  The strain-to-failure versus the failure site for three hole-diameters, 1.59 mm, 
6.35 mm and 12.7 mm, is shown in Figure 121.  Failure sites both at the perimeter of the 
circular-hole and at the lateral-edge are observed.  At each hole-size, it is apparent that 
the majority of the failures occur at the perimeter of the circular-hole and that the strain-
to-failure for the majority of the failure sites at the circular-hole is significantly less than 
the strain-to-failure at the lateral-edge.  Indeed, failures initiating at the lateral-edge are 
predicted to be rarer and, in the majority of cases, stronger than failures initiating at the 
perimeter of the circular-hole.  For the few specimens where failure initiates at the open-
hole and the strength is significantly greater than the strengths in the unnotched 
specimens, the failure site is located in a region where the magnitudes of the stress 
components are relatively low compared to their maximum magnitudes.   
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Failure sites occur throughout the length along the lateral-edge, indicating that it is 
possible for a fracture site initiating at the lateral-edge to intersect the circular-hole 
perimeter.  These sites are highlighted in Figure 121.  The fraction of the predicted failure 
sites that initiated at the lateral-edge and exhibit a fracture surface intersecting the 
perimeter of the circular-hole is also given in Table 12.  It is observed that the greatest 
number of failure sites that initiated at the lateral-edge and intersected the circular-hole 
occurred for the 6.35 mm open-hole specimen.  That number was 133 of 10,000 total 
failure sites or, of 100 fractures observed to intersect the circular-hole, one may be 
anticipated to have initiated at the lateral-edge.  For the other hole-sizes, the likelihood 
that a fracture site located at the perimeter of the circular-hole initiated at the lateral-edge 
is even less.  It is also observed that three-quarters of the fractures in the 6.35 mm open-
hole specimens that initiate at the lateral-edge also intersect the perimeter of the circular-
hole.  This fraction increases with increasing hole-diameter.  Geometrically the hole-
diameter for which all lateral-edge, non-grip failures will intersect the perimeter of the 
circular-hole is D = L tan  – W.  For this geometry and 10-degree orientation, the critical 
hole-diameter is 7.82 mm.  Indeed, every predicted lateral-edge failure in the 7.94, 9.53 
and 12.7 mm open-hole specimens intersected the perimeter of the circular-hole.  Finally, 
the mean predicted strength is compared with the mean experimental strength at each 
hole-size in Figure 122.  The predicted strength is in good agreement with the 
experimental strength at each hole-size, indicating that the inclusion of the lateral-edge 
investigation sites with the flaw density equivalent to the flaw density at the perimeter of 
the circular-hole did not significantly affect the strength predictions. 
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Table 12: Prediction of the fraction of open-hole specimens failing at the circular-hole. 
Hole 
Diameter 
(mm) 
Fraction of 
specimens that 
failed at the 
circular-hole 
Fraction of 
specimens that 
failed at the 
lateral-edge 
Fraction of specimens 
that failed at the lateral-
edge and intersected the 
circular-hole perimeter 
1.00 0.9528  0.0472 0.0049 
1.59 0.9786 0.0214 0.0036 
3.18 0.9816 0.0184 0.0066 
4.76 0.9866 0.0134 0.0065 
6.35 0.9824 0.0176 0.0133 
7.94 0.9906 0.0094 0.0094 
9.53 0.9921 0.0079 0.0079 
12.70 0.9978 0.0022 0.0022 
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 Figure 121: Predicted strength versus failure site at the perimeter of the circular-hole and 
at the lateral-edge for specimens with hole-diameters of 1.59, 6.35 and 12.7 mm, for 
10,000 repetitions at each hole-size.  The highlighted sites on the lateral-edge are those 
where the fracture surface would have intersected the perimeter of the circular-hole.  
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Figure 122: Predicted and experimental mean strain-to-failure versus hole-size in the 10-
degree off-axis specimen.  Predictions are accomplished by means of the distribution of 
least micromechanical intrinsic flaw lengths from the unnotched specimen and the flaw 
density determined for each specimen.   Prediction of the mean strength is based on 
10,000 simulation repetitions at each hole-size.  Lateral-edge investigation sites are 
included in the analysis where the flaw density at the lateral-edge is equivalent to the 
flaw-density at the perimeter of the circular-hole.   
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7.3 Single Failure Site or Multiple Failure Sites 
The question of failure initiation at a single-site or at multiple-sites is addressed with the 
intrinsic flaw model.  The site of the minimum intrinsic flaw length, the minimum in the 
intrinsic flaw length versus angular position at the perimeter of the circular-hole, is 
compared with the mean location of the least flaw length at each hole-size and the mean 
location of all failure sites at each hole-size.  It will be shown that the location of the 
minimum flaw length accurately predicts the location of the mean intrinsic flaw length at 
each hole-size.  Further, the intrinsic flaw lengths at each hole-size will be compared.  
Specifically, the variability in the least flaw lengths is significantly reduced from the 
variability in the flaw lengths at every failure site.  Finally, the strength prediction 
methodology is exercised to predict the strength of multiple investigation sites.  A 
comparison of the strength of multiple failure sites in a single run suggests the feasibility 
of failure initiating at multiple sites simultaneously.  It will be shown that the mean of the 
second-least strengths is significantly greater than the mean of the least strengths for 
10,000 repetitions.  It will also be shown that the second-least strength is within 10% of 
the least strength in less than one-third of repetitions for each hole-size, suggesting failure 
initiation most likely occurs at a single site in the open-hole off-axis specimen.   
7.3.1 Comparison of Failure Sites and Flaw Lengths 
Examining the micromechanical intrinsic flaw length versus angular position, Figure 97, 
it is apparent that, at each hole-size, the intrinsic flaw length approaches a minimum at an 
angular location of between 73.5 – 87.9 degrees. Indeed, for the hole-sizes equal to or 
greater than 3.18 mm, the minimum intrinsic flaw length is located between 87 – 88 
degrees.  The location of the minimum flaw length is the site of greatest flaw sensitivity, 
where the critical flaw length necessary to cause failure is a minimum.  The specimen 
may be anticipated to fail in the vicinity of this location.  The mean location of the failure 
sites is shown in Figure 123, together with the intrinsic flaw length versus angular 
position.  Both the mean of all four failure sites for each specimen and the mean of the 
failure sites at which the least intrinsic flaw length was located for each specimen are 
shown.  These are referred to as the failure sites corresponding to “all flaw lengths” and 
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the “least flaw length”, respectively.  It is observed that the mean location of all the flaw 
lengths does not occur at the location of the minimum flaw length at each hole-size.  
Indeed, there is a 13.5 degree difference in these locations for the 1.59 mm hole-diameter.  
Conversely, the mean location of the least flaw lengths is within 5 degrees of the location 
of the minimum flaw length for each hole-size.  Further, the mean location of the least 
flaw lengths agrees within 1 degree of the location of the minimum flaw length for 5 of 
the 8 hole-sizes.  The minimum and maximum locations of the failure sites are also 
shown in Figure 123.  It is observed that while the failure sites for the least flaw length 
are consistently located in the vicinity of the minimum flaw length, the range in the 
location of failure sites for all flaw lengths is significantly greater.  Additionally, all 
failure sites for the least flaw lengths occur in a region of minimal gradient in flaw length.  
This may explain the observed scatter in the location of the least flaw length.  
Summarizing, the location of the failure sites for the least flaw length occurs in the 
vicinity of the location of the minimum intrinsic flaw length, suggesting that failure 
initiates at a single failure site, rather than simultaneously at four failure sites. 
The mean intrinsic flaw length at each hole-size is presented in Table 13.  Both the mean 
of all the flaw lengths and the mean of the least flaw length from each specimen are 
presented.  Additionally, the range (the maximum less the minimum) of both sets of flaw 
lengths is reported.  It is observed that with the exception of the 1.00 mm open-hole 
specimen, the mean of the least flaw lengths varies between 12 – 16 microns, whereas the 
mean of all flaw lengths varies between 17 – 28 microns.  Further, the range in intrinsic 
flaw lengths is significantly less for the least flaw lengths as compared to all flaw lengths.  
For the 6.35 mm open-hole specimen, which had the greatest number of specimens tested, 
the range of the least flaw lengths was one-tenth the range of all flaw lengths.  If the 
intrinsic flaw length is taken as a material constant, this suggests that failure initiation 
occurs at a single site. 
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Table 13: Micromechanical intrinsic flaw length statistics for 10-degree off-axis 
unnotched and open-hole specimens, with hole-diameters from 1.00 – 12.7 mm. 
 
* outlier at 36,630 microns not included 
** outlier at 342 microns not included 
  
D (mm) All 
Flaws: 
Mean aM 
(microns)
Least 
Flaws: 
Mean aM 
(microns)
All 
Flaws: 
Range aM 
(microns)
Least 
Flaws: 
Range aM 
(microns) 
Unnotched 20 15 50 20 
 1.00 11 9 9 0 
1.59 28 16 75 16 
3.18 17 12 14 3 
4.76 24 13 55 3 
6.35 17* 12 100* 10 
7.94 20 14 32 5 
9.53 18** 14 25** 8 
12.70 17 16 7 5 
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Figure 123: Mean failure site and range in failure site for the open-hole 10-degree off-
axis specimens.  The set of all failure sites and the set of failure sites corresponding to the 
least flaw length are considered. 
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7.3.2 Prediction of Strength at Multiple Sites 
In the strength predictions, the predicted specimen strength is the minimum of the 
strengths of the interrogation sites where a flaw was located in the stochastic analysis.  As 
it is possible for more than one interrogation site to contain an intrinsic flaw, the strength 
prediction was conducted at each site to determine the far-field strain required to cause 
failure with the intrinsic flaw length at that site.  The four least strengths for each 
simulation run were recorded.  The least strength is the predicted strength in the former 
simulations.  If the strength required to cause fracture at other sites is similar to the 
strength required to cause fracture at the site with the least strength, then it is suggested 
that failure initiation at multiple sites is likely.  For convenience, the strengths at the sites 
with the four least-strengths are numbered by the strength of the site, where the strength 
of site 1 is the least strength; the strength of site 2 is the second-least strength, etc…   
The predicted strain-to-failure at the four failure sites with the least four strengths is 
shown in Figure 124 for each hole-size.  The strength reported at Site 1 is the mean of the 
least strength from 10,000 simulation runs.  The strength reported at Site 2 is the mean of 
the second-least strength from 10,000 simulation runs, and so forth.  It is observed that 
the strength at Site 1 is inversely proportional to the hole-diameter.  Because the flaw 
density was established by matching the predicted strength to the experimental strength, 
the strength at Site 1 is in very good agreement with the experimental strength at each 
hole-size.  Further, it is observed that at each hole-size, the strength at Site 1 is 
significantly less than the strength at the other sites.  At the 12.7 mm hole-diameter, 
where the strength difference between sites is the least, the difference in strength between 
Sites 1 and 2 is greater than 30%.  The difference between strengths at Sites 1 and 4 in 
the 1.00 mm hole-size, the specimen where the strength difference was greatest, was 
1,400%.  The significant difference in strength different sites suggests that failure 
initiated at a single failure site. 
The number of simulation runs where the strength of at least one additional site was 
within 10% of the least strength is reported in Table 14 and is a measure of the likelihood 
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of failure initiation at multiple sites.  It is observed that the likelihood of failure initiation 
at multiple failure sites increases with increasing hole-diameter from 19% at the 1.00 mm 
hole-diameter to 28% at the 12.7 mm hole-diameter.  Additionally, the number of 
simulation runs where the strength at all four failure sites was within 10% of the least 
strength is also reported in Table 14.  It is again observed that the likelihood of failure 
initiation occurring at no fewer than four failure sites increases with increasing hole-
diameter.  However, even at 12.7 mm the likelihood of failure initiation occurring at no 
fewer than four failure sites is less than 1%.  This suggests that failure initiation at four 
failure sites is rare and that failure initiation is most likely at a single failure site.   
The strength predictions, together with the flaw density, were based on the distribution of 
intrinsic flaw lengths from the least flaw length in each of the unnotched specimens.   
Table 14: Number of specimens where strength at multiple failure sites is within 10% of 
strength at failure site with least strength; 10,000 simulation runs 
D (mm) At least 
2 sites 
At least 
4 sites 
Unnotched 1385 6 
1.00 1925 11 
1.59 2347 23 
3.18 2430 31 
4.76 2471 28 
6.35 2514 45 
7.94 2762 50 
9.53 2618 35 
12.7 2816 72 
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Figure 124: Predicted strain-to-failure for four sites at each hole-size in open-hole 10-
degree off-axis specimens.  The predicted strain-to-failure is the mean of 10,000 
simulation runs.  The distribution of the least intrinsic flaw length from each unnotched 
specimen was used in the prediction. 
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7.4 Conclusions 
7.4.1 Perimeter of Circular-Hole or Lateral-Edge 
While the failure initiation site in the 10-degree open-hole off-axis specimen was not 
observed experimentally, a methodology was developed for its prediction.  The intrinsic 
flaw model provided an approach to determine the likely site of failure initiation.  Firstly, 
in the investigation of the intrinsic flaw length at the perimeter of the circular-hole and at 
the lateral-edge, it was found that the intrinsic flaw length at the perimeter of the circular-
hole is less than at the lateral-edge.  This suggests the material near the perimeter of the 
circular-hole is more flaw-sensitive and thus is the more likely failure-initiation-site as 
compared to sites at the lateral-edge.  Additionally, the intrinsic flaw lengths calculated at 
the perimeter of the circular-hole are similar to the intrinsic flaw lengths calculated for 
the unnotched specimens.  When the distribution of intrinsic flaw lengths is taken as a 
material constant, the perimeter of the circular-hole is the most likely site for failure-
initiation.   
The intrinsic flaw crack geometry and probability density function of intrinsic flaw 
lengths calculated from the unnotched specimens and the flaw density were also used to 
predict failure sites.  By including investigation sites at the lateral-edge in the failure 
predictions, the fraction of failure sites occurring at the lateral-edge and at the perimeter 
of the circular-hole were predicted.  It was found for both upper and lower bounds on the 
open-hole flaw density that prediction of failure initiation at the lateral-edge was either 
rare or non-existent and the inclusion of the lateral-edge interrogation sites does not 
significantly affect the strength predictions.   
The prediction of failure site used the flaw density established in the previous chapter.  
The flaw density was not determined in a combined simulation where the investigation 
sites at the lateral-edge and at the perimeter of the circular-hole were simultaneously 
considered.  However, the inclusion of the lateral-edge investigation sites did not 
significantly affect the strength predictions and suggests that inclusion of the lateral-edge 
investigation sites would not affect the flaw density.  Further, while the two free-edges of 
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the specimen have been investigated, the present analysis ignores the possibility of failure 
initiation at interior regions of the specimen. 
That the perimeter of the circular-hole is the likely site of failure initiation provides 
justification for the examination of the failure site at the perimeter of the circular-hole in 
the calculation of the intrinsic flaw length and for investigating sites at the perimeter of 
the circular-hole in the strength and failure site prediction. 
7.4.2 Single Failure Site or Multiple Failure Sites 
The question of failure initiation at a single site or at multiple sites was also investigated 
by the intrinsic flaw model.  The failure sites corresponding to the least intrinsic flaw 
length in each specimen and from all flaw lengths in each specimen were compared with 
the location of the minimum intrinsic flaw length.  It was found at each hole-size that the 
mean of the failure sites from the least flaw length are in excellent agreement with the 
location of site of the minimum flaw length and that all of the sites for the least flaw 
length were located in the vicinity of the minimum flaw length.  Taking the site of 
minimum flaw length at the critical site suggests that failure initiated at a single site.  
Further, the mean of the least flaw lengths did not significantly vary with hole-size and 
the range of the least flaw lengths was significantly less than the range of all flaw lengths 
at each hole-size.  If the intrinsic flaw length is a material constant, this suggests failure 
initiation occurred at a single site.  The distribution of intrinsic flaw lengths from the 
unnotched specimen and the strength prediction methodology were used to predict the 
strength difference between multiple failure sites and the likelihood of failure initiation at 
multiple failure sites or a single failure site.  A significant strength difference was 
observed between multiple failure sites, suggesting failure initiation at a single site.  
Further, the likelihood of failure initiation at multiple sites was significantly less than the 
likelihood of failure initiation at a single site, suggesting failure initiation at a single site.   
In examining failure initiation at multiple failure-sites, the distribution of the least 
intrinsic flaw lengths from the unnotched specimens was used.  The strength predictions 
were repeated, together with the establishment of the flaw density, based on the 
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distribution of intrinsic flaw lengths from all failure sites in the unnotched specimens.  In 
this case, the difference between the strengths predicted at each site was greater than the 
strength difference discussed above.  Further, at each hole-size, the likelihood of failure 
initiation occurring at no fewer than two or no fewer than four failure sites was less than 
the likelihood reported above.  This confirms the conclusion that failure initiation occurs 
at a single site. 
The conclusion that failure initiation occurs at a single site at the perimeter of the 
circular-hole justifies the use of the distribution of intrinsic flaw lengths from the least 
flaw length in the strength predictions and establishment of the flaw density.   
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CHAPTER 8. PREDICTION OF OPEN-HOLE STRENGTH VARIABILITY 
8.1 Introduction 
With the intrinsic flaw geometry, the intrinsic flaw lengths and the flaw density, the 
strength variability in the open-hole specimens may be predicted.  The far-field strain-to-
failure at the strain gage position will be the measure of the strength and the strength 
distribution presented in the form of a probability density function (PDF) will be the 
primary presentation of the strength variability.  The process for strength prediction is 
identical to the process for establishing the flaw density; the strength variability is 
presented in addition to the mean strength.  Additionally, the failure site distribution is 
predicted. 
It has been demonstrated that the examination of the intrinsic flaw length at the perimeter 
of the circular-hole is appropriate.  Further, it has been demonstrated that the failure 
initiation likely occurs at a single failure site as opposed to multiple failure sites.  From 
this, it is suggested that the least flaw length at the perimeter of the circular-hole is the 
critical flaw length in each specimen.  Homogeneous and micromechanical intrinsic flaws 
were defined and their lengths calculated in Chapter 5.  However, the question of whether 
the homogeneous or micromechanical intrinsic flaw is responsible for failure has not 
been addressed.  Although a conclusive investigation is beyond the scope of this work, 
examination of the homogeneous and micromechanical intrinsic flaw lengths versus 
angular position at the perimeter of the circular-hole, (Figure 96 and Figure 97) indicates 
that the location of the minimum homogeneous intrinsic flaw length is not identical to the 
location of the minimum micromechanical intrinsic flaw length at each hole-size.  
Additionally, the locations of the least intrinsic flaw lengths are not identical on the 
homogeneous and micromechanical scales.  Indeed, examination of Figure 96 and 
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Figure 97 demonstrates that the agreement between the location of the minimum intrinsic 
flaw length and the observed locations of the least flaw lengths is greater on the 
micromechanical scale than on the homogeneous scale.  The average difference between 
the site of the minimum intrinsic flaw length and the mean of the sites of the least flaw 
length is 2.4 degrees for the micromechanical flaws and 3.7 for the homogeneous flaws.  
Further, the sum of the range of the sites of the least flaw lengths for each hole-size is 23% 
less for the micromechanical flaw lengths than for the homogeneous flaw lengths.  The 
ability of the micromechanical intrinsic flaw to anticipate the likely region of failure 
initiation and the reduced scatter in the sites of least micromechanical flaw lengths 
suggest the micromechanical intrinsic flaw as responsible for failure, as opposed to the 
homogeneous intrinsic flaw.  While preliminary, this argument justifies the use of the 
micromechanical intrinsic flaw in the prediction of strength variability.  It is noted, 
however, that the sum of the ratio of the range in least flaw lengths to the mean flaw 
length at each hole-size is 13% greater for the micromechanical flaw lengths than for the 
homogeneous flaw lengths.  In the present chapter, the distribution of least 
micromechanical intrinsic flaw lengths will be considered.  This will also facilitate 
consideration of variable fiber volume fraction in the calculation of the intrinsic flaw 
lengths.  
In the failure prediction methodology, the least micromechanical intrinsic flaw lengths 
are considered.  The distributions of least intrinsic flaw lengths from the unnotched 
specimens and from open-hole specimens will be sampled in the assignment of flaw 
length.  While the majority of the discussion will focus on the case flaw lengths 
determined under the assumption of constant fiber volume fraction, the effect of 
considering variable fiber volume fraction in the calculation of the intrinsic flaw length 
on the strength prediction will be established.  Additionally, the distribution of flaw 
lengths from the unnotched specimen is scaled such that the mean flaw length is equal to 
the mean flaw length from the distribution of flaw lengths from the hole-diameter of 
interest.  This is the “adjusted” flaw length distribution.  
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The predicted strength variability in the 6.35 mm open-hole specimen will be examined 
in detail.  This is the hole-size with the greatest number of tested samples; a total of 38 
6.35 mm open-hole specimens were tested.  The predicted strength distribution is 
compared with the experimental strength distribution.  Comparison with the observed 
experimental strength distribution is facilitated by the Bayes factor (BF) and by an area 
metric.  Both metrics quantify the similarity between the predicted and the observed 
strength distributions.  Similar comparison is made for the predicted and observed failure 
sites.   
In the establishment of the flaw density, the location of the intrinsic flaw and the length 
of the intrinsic flaw were simultaneously varied.  Obviously, either or both of the flaw 
site and the flaw length may be modeled as deterministic.  Treating both flaw site and 
flaw length as constants yields a deterministic strength prediction.  In the present, the four 
combinations of constant and variable flaw site and constant and variable flaw length are 
considered and each is referred to as a prediction “method”.  In addition, in the three 
stochastic strength predictions, the effects of constant and variable fiber volume fraction 
on the flaw length are considered.  In the case of the two constant flaw site prediction 
methods, the location of the flaw is the location of maximum flaw sensitivity, the location 
where the intrinsic flaw length is the minimum.  In the case of the two constant flaw 
length prediction methods, the mean flaw length from the intrinsic flaw distribution is the 
length of the flaw. The prediction methods are quantitatively compared on the basis of 
the Bayes factor and area metric calculated for the strength distribution and the failure 
site distribution.  Because it is the lower tail of the strength distribution that is of interest 
in design, the predicted strength distributions will also be examined in their ability to 
predict the minimum strength of the 6.35 mm open-hole specimen.   
Finally, though limited experimental data at other hole-sizes prevents detailed 
comparison, the strength variability at each experimentally-tested hole-size is predicted.  
In this way, prediction of the hole-size effect with strength variability at each hole-size is 
accomplished. 
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8.2 Deterministic Prediction of Strength 
The simplest method for strength prediction with the intrinsic flaw is to perform the 
fracture analysis at a single site with a single flaw length.  The fracture condition, 
repeated here, is: 
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                
 (81) 
In the present, the length of the flaw is the equal to the mean of the least micromechanical 
flaw length determined at that hole-diameter.  The site of the flaw, which determines the 
stresses, was the location of the minimum critical micromechanical intrinsic flaw length.  
In this way, a deterministic prediction was accomplished for each hole-size.  The 
predicted strength at each hole-size is shown with the experimental strengths at each 
hole-size in Figure 125.  It is observed that with the exception of the 1.59 mm open-hole 
strength, the predicted strength decreases with increasing hole-size.  The 1.59 mm open-
hole strength was affected by one specimen that failed with 15% lower strength than the 
other specimens and at sites far from the site of the minimum intrinsic flaw length.   
Nonetheless, the predicted strength at the 1.00 – 3.18 mm hole-sizes is 11-14% less than 
the minimum observed strength.  Further, at hole-diameters equal to or greater than 4.76 
mm, the predicted strength agrees with 6% of the minimum observed strength.  It is 
significant that the predicted strength based on the mean flaw length located at the site of 
the minimum critical flaw length predicts the minimum of the observed strength with 
reasonable accuracy, particularly for hole-sizes greater than 4.76 mm.  The mean flaw 
length may be established with a minimum of experimental testing; the site of the 
minimum critical flaw length is established purely by analysis.  The significance of this 
result arises where the minimum tail of the strength distribution must be considered in 
design applications.  The ability to predict this tail with minimal experimental testing is 
significant. 
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Figure 125: Prediction of strength in 10-degree open-hole specimens from mean intrinsic 
flaw length at each hole-size; the interrogation site is the location of the minimum 
intrinsic flaw length at each hole-size 
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8.3 Prediction of Strength Variability 
8.3.1 Variable Flaw Length and Constant Failure Site 
Though the ability to predict the minimum of the strength distribution is significant, in 
order to predict the variability of the strength distribution, a stochastic strength prediction 
is needed.  The process for stochastic strength prediction is identical to the process used 
to predict the strength in the determination of flaw density.  Indeed, both variability in 
flaw length and variability in flaw site may be considered.  Initially, variability in flaw 
length will be investigated with a constant flaw site.  Next, variability in flaw site will be 
investigated with a constant flaw length.  Finally, variability in flaw length and flaw site 
will be investigated simultaneously.  
The prediction methodology for predicting failure at a single site follows directly from 
the method for predicting the strength at multiple interrogation sites.  In the present, 
however, a single investigation site is considered.  The site of the flaw is the site of the 
minimum critical micromechanical intrinsic flaw length.  In each simulation run, the flaw 
is always located at this site.  Obviously, in this case the flaw density is irrelevant.  In the 
following, 1000 simulation runs were conducted for each prediction. 
To investigate the effect of intrinsic flaw length on strength, the specimen strength was 
predicted with flaw lengths from 1 to 25 microns at a constant site in the 6.35 mm open-
hole specimen.  This strength prediction is accomplished by means of Equation (81).  The 
strength predicted by Equation (81) for the 6.35 mm open-hole specimen at 85.7 degrees 
is shown against micromechanical intrinsic flaw length in Figure 126.  The maximum 
flaw length in Figure 126 corresponds to the maximum of the least flaw lengths observed 
for the open-hole specimens.  As anticipated, the strength is observed to decrease with 
increasing flaw length.  Additionally, the strength predicted at two other sites, 70 degrees 
and 80 degrees is shown, and is greater than the strength at 85.7 degrees, as anticipated.  
While the constant failure site predictions will consider only the failure site 
corresponding to the minimum intrinsic flaw length, the effect of considering other 
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failure sites would be to translate the strength predictions to a higher strength, and may be 
inferred from Figure 126.   
 
Figure 126: Predicted strength as a function of micromechanical intrinsic flaw length for 
three failure sites in the 10-degree 6.35 mm open-hole specimen 
Table 15: Bayes factor dependence on integration limits for the prediction of strength in 
the 10-degree 6.35 mm open-hole specimen from the 6.35 mm open-hole flaw lengths 
and interrogation site at the location of the minimum intrinsic flaw length 
Type Range BF  
discrete
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Area 
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Combined [1910 3385] 1.19 1.14 0.28 0.60 
Experimental [2250 3385] 0.74 0.80 0.28 0.60 
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As an initial examination of the methodology, the far-field strain-to-failure of the 6.35 
mm open-hole off-axis specimen was predicted from the distribution of least 
micromechanical intrinsic flaws in the 6.35 mm open-hole off-axis specimen.   The 
predicted and experimental strains-to-failure are shown in Figure 127.  The bin heights 
have been normalized such that the integral of the predicted data and the integral of the 
experimental data are both equal to unity.  In addition to the discrete histogram data, a 
kernel density estimate of each set of data is shown, implying that the discrete data is 
sampled from a collection of continuous data.  The predicted mean and predicted 
standard deviation agree within approximately 10% of the experimental mean and 
standard deviation.  However, a mean-to-mean comparison does not describe agreement 
between the predicted and experimental variability.  Hence, following Mendoza and 
Koslowski [51], the Bayes factor metric may be used to quantify the agreement between 
the prediction and the experiment.  The use of the Bayes factor metric in this context was 
initially proposed by Mahadevan to validate model predictions against experiments [52] 
[53] [54] [55] [56] [57].   The Bayes factor is defined as the ratio of the two likelihoods: 
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Here fexp is the experimental data and fpred is the predicted data.   is a uniform 
distribution on the interval.  However, the magnitude of the Bayes factor is dependent on 
the limits of integration in Equation (82) because of the uniform distribution term in the 
denominator.  The dependence of the Bayes factor on the limits of integration was 
investigated for four sets of integration limits: the range of the experimental data, the 
range of the predicted data, the range of the union of the experimental and predicted and 
the range [0 16,000].  The final range was included for comparison with the predictions 
based on the intrinsic flaw lengths calculated with variable fiber volume fraction.  The 
specific strain limits associated with each range are listed in Table 15.  It is observed that 
the former three sets of integration limits are similar.  In each case, the Bayes factor was 
calculated from the discrete bins and from the continuous curve-fit to the bin heights.  
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The Bayes factors calculated for each set of integration limits are listed in Table 15.  It is 
observed that while the Bayes factor does not significantly vary for the first three sets of 
limits, the Bayes factor for the limits [0 16,000] is an order of magnitude greater than the 
Bayes factors for the other sets of limits.  It is apparent that the confidence factor will 
exhibit similar dependence on the choice of integration limits.  For comparison with the 
predictions with variable fiber volume fraction, the limits [0 16,000] will be used 
hereafter in the calculation of the Bayes factor.  In Figure 127, BF is the Bayes factor 
calculated from the integration limits [0 16,000]; the first value is calculated from the 
discrete bins and the second is calculated from the continuous kernel density estimate.  In 
this context, the Bayes factor is employed to quantitatively compare the agreement 
between predicted and experimental variability.  Note that the magnitude of the Bayes 
factor is not significantly affected by the choice of the discrete or continuous 
representation.  This is anticipated from the denominator in the Bayes factor definition. 
Because of the dependence of the Bayes factor on the integration limits, the area of the 
intersection of the predicted and experimental strength distributions is introduced as an 
additional metric to quantify the agreement between the prediction and the experiment.   
     
0
min ,ex ep pr dA f f d     (83) 
An area value approaching unity indicates very good agreement between the prediction 
and experiment.  This area is calculated both with the discrete bin and kernel density 
estimate [58] data and is given in Table 15.  It is observed that in this case, because of the 
bin discretization, the continuous area is approximately twice the discrete area; the area is 
also presented in Figure 127.  In the present, if a single value for the Bayes factor or the 
area metric is presented, it represents the average of the discrete and continuous Bayes 
factors or the average of the discrete and continuous area metrics.  In figures where two 
values for the Bayes factor and two values for the area metric are presented, the value on 
the left is understood to be the value calculated with the discrete representation and the 
value on the right the value calculated with the continuous representation.  
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It is observed by both the Bayes factor and area metric that the agreement between the 
predicted strength distribution and the experimental strength distribution is quite good, 
with an area metric of 0.6 and a Bayes factor of 12.05.  The minimum predicted strength 
is 1910 microstrain, which agrees within 15% of the minimum experimental strength, 
2250 microstrain.  Further, the maximum predicted strength is 3101, which is 8% less 
than the maximum observed strength.  The mean predicted strength agrees within 11% of 
the mean experimental strength and the percent variance, or ratio of the standard 
deviation to the mean, of the predicted strength is similar to the percent variance of the 
observed strength.  Further, 50% of the predated strengths are within the range of the 
experimental strengths.  Finally, the predicted strength distribution indicates significantly 
greater probability of strength at the lower end of the distribution, with diminishing 
probability at high values of strength.  Hereafter, this general shape will be referred to as 
a log-normal shape, though fitting a log-normal distribution to the data was not attempted.  
The experimental distribution exhibits a similar decrease in probability with increasing 
strength.  While the predicted strength distribution compares favorably with the 
experimental strength distribution based on the area metric and Bayes factors, prior 
knowledge of the experimental strength data was necessary in order to calculate the 
intrinsic flaw length distribution for this prediction. 
In contrast, the intrinsic flaw length distribution from the unnotched specimen may be 
used to predict the strength distribution of the open-hole specimen.  The distribution of 
least micromechanical intrinsic flaw lengths from the 10-degree unnotched specimen was 
used to predict the strength variability of the 6.35 mm open-hole specimen.  The 
predicted strength distribution and experimental strength distribution are presented in 
Figure 128.  It is observed that the shape of the predicted strength distribution is similar 
to the shape predicted from the open-hole flaw lengths, though the prediction from the 
unnotched flaw length under-predicts the mean experimental strength by 19%.  
Significantly, the mean of the least micromechanical flaw lengths from the unnotched 
specimens is 19% greater than the mean of the least micromechanical flaw lengths from 
the open-hole specimens.  The percent variance of the predicted strength is approximately 
twice that of the experimental strength, suggesting that the predicted strength variability 
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is greater than the experimental strength variability.  The range in the strength predictions 
is 1412 microstrain, 25% greater than the range in the experimental strength.  The 
minimum predicted strength is 1430 microstrain, 37% less than the minimum observed 
strength.  The maximum predicted strength is 2842 microstrain, 16% less than the 
maximum experimental strength.  As quantified by the Bayes factors and area metric, of 
7.3 and 0.3, respectively, the agreement between the predicted strength distribution based 
on the unnotched flaw lengths and the experimental strength distribution is approximately 
half the agreement of the prediction based on the 6.35 mm open-hole flaw lengths.  It is 
significant, however, that in the latter prediction, the distribution of open-hole strength 
was predicted based on experimental data from the unnotched specimen. 
The strength prediction of the open-hole specimen from the unnotched specimen flaw 
lengths may be improved by adjusting the unnotched flaw lengths.  The least 
micromechanical intrinsic flaw lengths from the 10-degree unnotched specimen were 
each scaled by a factor of 0.82, such that the mean of the unnotched flaw lengths was 
equal to the mean of the 6.35 mm open-hole flaw lengths, <aUn> = <aOH>, where the 
pointed-brackets, <> indicate a mean quantity.  The strength distribution of the open-hole 
specimen was predicted from this distribution of adjusted flaw lengths.  The predicted 
and experimental strength distributions are presented in Figure 129.  The shape of the 
predicted strength distribution is identical to the former case, while the predicted mean is 
significantly closer to the experimental mean than in the former case of unnotched flaw 
lengths.  As anticipated, the percent variance of the prediction is identical to the former 
case.  The minimum and maximum predicted strengths are 1601 microstrain and 3156 
microstrain, within 30% and 7% of the minimum and maximum observed strengths, 
respectively.  Further, the predicted mean agrees within 10% of the observed mean, 
greater agreement than observed for the prediction from the open-hole flaw lengths.  
Moreover, the predicted mean strength is within 5% of the minimum observed specimen 
strength, suggesting that though the minimum strength is significantly less than the 
observed minimum strength, the mean predicted strength may be used to identify the 
minimum experimental strength.  Additionally, the Bayes factor indicates the adjustment 
of the mean flaw length increased the agreement between the predicted and experimental 
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strength distributions relative to the unadjusted unnotched case, while the area metric for 
the adjusted flaw lengths is similar, within 10%, to the area metric for the case of the 
open-hole flaw lengths.  Agreement between the predicted and experimental data is 
similar to that observed for the prediction from the open-hole flaw lengths.  It is apparent 
that adjusting the mean flaw length adjusted the mean of the strength prediction, but not 
its variability; the strength predictions are in good agreement with the experimental 
strength distribution.  In this way, the variability in the strength prediction may be 
established by multiple tests of the unnotched specimen geometry, while the mean in the 
strength prediction may be adjusted by a limited number of tests of the open-hole 
specimen.  This is promising for prediction of strength variability based on a limited set 
of experimental data. 
The strength distribution predicted at a constant failure site shows promise in accurately 
identifying the lower end and predicting the shape of the strength distribution.  This is 
accomplished by sufficient experimental testing to establish a distribution of flaw lengths 
at one geometry, the unnotched geometry in this case, where one flaw length is 
determined per test, and testing to establish the mean flaw length at the geometry to be 
predicted, the open-hole geometry in this case, where establishing the mean flaw length 
may be accomplished through relatively few experimental tests.  The determination of the 
flaw length from the strength and failure site data, the identification of the flaw site, the 
site of the minimum flaw length, and the prediction of strength are all conducted 
analytically; no further experimental testing is required.  In this method, however, the 
distribution of failure sites is not predicted, though it should be noted that the flaw site at 
87.5 degrees is in excellent agreement with the observed mean failure site of 87.2 degrees. 
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Figure 127: Prediction of 10-degree 6.35 mm open-hole strength from distribution of 
6.35mm open-hole flaw lengths; the investigation site was located at 87.5 degrees, the 
location of the minimum intrinsic flaw length 
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Figure 128: Prediction of 10-degree 6.35 mm open-hole strength from distribution of 
unnotched flaw lengths; the investigation site was located at 87.5 degrees, the location of 
the minimum intrinsic flaw length 
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Figure 129: Prediction of 10-degree 6.35 mm open-hole strength from distribution of 
adjusted unnotched flaw lengths with variable fiber volume fraction; the flaw lengths 
were scaled such that the mean unnotched flaw length was equal to the mean open-hole 
flaw length; the investigation site was located at 87.5 degrees, the location of the 
minimum intrinsic flaw length. 
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8.3.2 Constant Flaw Length and Variable Failure Site 
Prediction of the failure site distribution in addition to the strength distribution requires 
determination of the flaw density and the investigation of multiple interrogation sites.  
The flaw density was determined previously by matching the mean predicted strength to 
the mean experimental strength and was related to machining speed.  Because the flaw 
density is determined based on mean strengths, relatively few experimental tests are 
required for its establishment.  Though the strength and failure site prediction may be 
conducted with variable intrinsic flaw length, initially the strength and failure site 
predictions will be examined using a constant flaw length, equal to the mean flaw length 
in the 6.35 mm open-hole specimen or to the mean flaw length in the unnotched 
specimen.  In this way, the flaw length may also be established through relatively few 
experimental tests. 
In the strength prediction at a constant flaw length, the strength is dependent on the 
micromechanical stresses at each site, Equation (81).  The strength of the 6.35 mm open-
hole specimen is shown in Figure 130 for three micromechanical flaw lengths: 9 microns, 
12 microns and 15 microns.  For reference, the mean least micromechanical intrinsic flaw 
length from the unnotched specimens is 15 microns and from the 6.35 mm open-hole 
specimens is 12 microns.  The shape of the strain versus  curve is identical to the shape 
of the micromechanical intrinsic flaw length versus  curve presented in the intrinsic flaw 
length chapter.  As anticipated, it is observed that a lower strength is predicted for a 
greater flaw length while the shape of the profile of the strength versus failure site 
prediction is unaffected by the flaw length.   
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Figure 130: Predicted strength as a function of failure site for three micromechanical 
intrinsic flaw lengths in the 10-degree 6.35 mm open-hole off-axis specimen 
 
The prediction of strength variability with multiple failure sites is identical to the Monte 
Carlo process described previously in connection with establishing the flaw density with 
the exception that at the interrogation sites were a flaw is assigned, its length is not 
determined from the distribution of intrinsic flaw lengths, rather the length of the flaw is 
a constant value.  In the following, two flaw lengths will be investigated: the mean of the 
least micromechanical flaw lengths from the unnotched specimen and the mean from the 
6.35 mm open-hole specimen.   
The strength and failure site were predicted from the mean of the 6.35 mm open-hole 
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occur between 50 degrees and 95 degrees, the failure sites range between 36.5 degrees 
and 167 degrees.  Further, while more than 95% of the strengths are between 2230 and 
5000 microstrain, 1.5% of the strengths exceed 10,000 microstrain.  These strengths are 
observed at failure sites located at less than 40 degrees, at 101.5 degrees and greater than 
130 degrees.  It is apparent that the high strength predictions are associated with failure 
sites that occur in regions away from the experimentally-observed failure sites, the 
interval from 79.9 degrees to 90.1 degrees.  Finally, 43% of the predicted failure sites are 
within the interval of experimentally observed failure sites and 65% of the predicted 
strengths are within the interval of experimentally observed strengths. 
 
 
Figure 131: Predicted strength versus predicted failure site in10-degree 6.35 mm open-
hole specimen from the mean of the least micromechanical flaw lengths in the 6.35 mm 
open-hole specimen; investigation sites from 0 – 180 degrees were considered; the flaw 
density was 0.99 flaw/mm. 
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The predicted strength distribution determined from the mean of the 6.35 mm open-hole 
specimen intrinsic flaw lengths is shown in Figure 132(a).  The experimental strength 
distribution is also shown.  The minimum predicted strength is 2230 microstrain, in 
excellent agreement with the minimum experimental strength of 2250 microstrain.  The 
predicted strength distribution is observed to have a log-normal shape, with significantly 
higher probability at lower strengths; less than 5% of the predicted strengths were in 
excess of 5000 microstrain.  The mean predicted strength is 2926 microstrain, 14% 
greater than the mean experimental strength and influenced by the high predicted strength 
values.  It is significant that the predicted strengths bound the experimental strengths.  
Indeed, the agreement between the predicted and experimental strength distribution is 
quite good, as indicated by an area metric in excess of 0.6.  In addition to the strength 
distribution, the failure site distribution is shown, with the experimental failure site 
distribution, in Figure 132(b).  The integration limits for the calculation of the Bayes 
factor for the failure sites are 0-180 degrees.  The mean of the predicted failure sites 
agrees within 6 degrees of the mean of the experimental failure sites.  Further, the 
location of the most probable predicted failure site bin is identical to the location of the 
most probable experimental failure site bin.  Finally, as indicated by the area metric, the 
comparison between the predicted and experimental strength distributions is fair, though 
not as great the agreement between the strength distributions.   
The strength and failure site were predicted from the mean of the unnotched flaw lengths 
for 1,000 simulation runs.  The predicted distribution of strength is shown with the 
experimental distribution of strength in Figure 133(a).  As with the prediction from the 
open-hole specimen, it observed that the predicted strength distribution has a log-normal 
shape.  In contrast with the prediction from the open-hole flaw length, the mean predicted 
strength is within 3% of the mean experimental strength.  Indeed, the mean strength 
predicted from the unnotched flaw length is 85% of the mean strength predicted from the 
open-hole flaw length.  Significantly, the open-hole flaw length is 82% of the unnotched 
flaw length.  Further, the minimum predicted strength is 1986 microstrain, 12% lower 
than the minimum observed strength.  As with the prediction from the open-hole flaw 
length, strength values in excess of 10,000 microstrain were predicted, though the 
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number of strength values in excess of 10,000 microstrain was 5, one-third of the number 
predicted from the open-hole flaw length.  In contrast with the prediction from the open-
hole flaw length, only 26% of the predicted strengths were within the experimentally-
observed range of the strength.  In the open-hole case, 20% of predicted strengths were 
less than the minimum experimental strength; in the unnotched-case, 64% of the 
predicted strengths were less than the minimum experimental strength.  The predicted 
failure site distribution is shown in Figure 133(b), and is observed to be essentially 
identical in shape to the failure site distribution predicted from the open-hole specimen.  
The failure site distribution predicted from the unnotched flaw lengths does exhibit 
significantly less sites located at  < 40 degrees or  > 120 degrees.  Essentially the same 
number of failure sites, 42%, was predicted to occur in the range of the experimental 
failure sites, 79.9 to 90.1 degrees, based on the unnotched flaw length, as were predicted 
to occur in that range based on the open-hole flaw length.  The Bayes factor area metrics 
indicate identical agreement between the predicted and experimental failure site 
distributions for the case of open-hole flaw lengths and unnotched flaw lengths.  It is 
apparent that the effect of the increasing the flaw length from 12 microns, the mean of the 
open-hole flaw lengths, to 15 microns, the mean of the unnotched flaw lengths, is to scale 
the predicted distribution of strength downward while the failure site distribution is 
essentially unaffected.  Finally, it is noted that because mean strengths are used not only 
in the prediction of strength but also in the determination of the flaw density, the 
experimental testing requirement for the case of the open-hole flaw length is equivalent 
to the testing requirement for the case of the unnotched flaw length.   
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Figure 132: Prediction of (a) strength and (b) failure site in10-degree 6.35 mm open-hole 
specimen from the mean of the least micromechanical flaw lengths in the 6.35 mm open-
hole specimen; investigation sites from 0 – 180 degrees were considered; the flaw density 
was 0.99 flaw/mm. 
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Figure 133: Prediction of (a) strength and (b) failure site in10-degree 6.35 mm open-hole 
specimen from the mean of the least micromechanical flaw lengths in the unnotched 
specimen; investigation sites from 0 – 180 degrees were considered; the flaw density was 
0.99 flaw/mm. 
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8.3.3 Variable Flaw Length and Variable Failure Site 
While the predictions based on variable flaw length with constant failure site or constant 
flaw length with variable failure site are observed to bound the observed strengths and 
failure sites, in reality, the flaw length and failure site are both variable.  Hence, both 
variable flaw length and variable failure site are considered in the strength and failure site 
predictions.  The methodology for prediction of strength and failure site with variable 
flaw length and variable failure site is identical to the process used to establish the flaw 
density.  In addition to the mean strength, the strength distribution and failure site 
distribution will be examined.   
The distribution of strength and the distribution of failure site were predicted for the 10-
degree 6.35 mm open-hole specimen.  The flaw lengths were sampled from the adjusted 
distribution of the least micromechanical intrinsic flaw lengths from the unnotched 
specimens.  This distribution of flaw lengths was chosen based on the success of the 
distribution in predicting the strength distribution in the variable flaw length and constant 
failure site section and because it does not require significant a priori data for the 
specimen to be predicted.  The flaw lengths were scaled such that the mean was equal to 
the mean of the least micromechanical intrinsic flaw lengths from the 6.35 mm open-hole 
specimen.  The flaw density was 0.99 flaw/mm for each of 1,000 simulation runs.  The 
predicted strength is shown against the predicted failure sites in Figure 134.  The 
stochastic nature of the flaw length prediction is apparent from the different strengths 
predicted at identical failure sites, in contrast to the unique strength predicted at a failure 
site with the consideration of constant flaw length, Figure 131.  While the majority of 
predicted strengths are less than 5,000 microstrain and the failure sites are within 50-100 
degrees, strengths as high as 18,298 microstrain were observed and failure sites at less 
than 40 degrees or greater than 160 degrees were observed. 
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Figure 134: Predicted strength versus predicted failure site in10-degree 6.35 mm open-
hole specimen from the adjusted distribution of least micromechanical flaw lengths in the 
unnotched specimen; the flaw density was 0.99 flaw/mm and interrogation sites were 
considered in the range from 0 to 180 degrees 
 
The predicted strength distribution is shown in Figure 135(a).  While 7 of the predicted 
strengths exceeded 10,000 microstrain, the mean predicted strength was within 10% of 
the mean experimental strength.  The minimum predicted strength was 30% less than the 
minimum experimental strength.  46% of the predicted strengths were within the range of 
the experimental data.  Indeed, fair agreement is observed between the experimental and 
predicted strength distributions as indicated by the area metric and Bayes factor values of 
approximately 0.5 and 9.  The distribution of predicted failure sites is shown in Figure 
135(b).  While the mean of the predicted failure sites is within 7 degrees of the mean 
experimental failure site, the percent variance of the predicted failure site distribution is 
an order of magnitude greater than that for the experimental failure site distribution.  
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Approximately 10% of the predicted failure sites were in the region  ≤ 50 degrees or  ≥ 
100 degrees.  Approximately one-third of the predicted failure sites occurred in the region 
between 80 – 91.7 degrees, the region wherein the experimental failure sites were 
observed.  The occurrence of failure sites in the region less than 40 degrees and greater 
than 100 degrees is similar to the predicted failure sites observed in the case of constant 
flaw length and variable failure site.  In this case, the agreement between the predicted 
and experimental failure site distributions is less than the agreement between the 
predicted and experimental strength distributions, as measured by the area metric.   
8.3.4 Variable Fiber Volume Fraction  
In the former distributions of intrinsic flaw length, the fiber volume fraction was assumed 
to be constant.  The strength predictions may also consider the distributions of intrinsic 
flaw length in which the variable fiber volume fraction is considered.  In the following, 
the strength distribution was predicted from the distribution of intrinsic flaw lengths in 
the unnotched specimen where fiber volume fraction variation was considered.  Further, 
the intrinsic flaw lengths were scaled such that the mean intrinsic flaw length was equal 
to the mean intrinsic flaw length of the 6.35 mm open-hole specimen where variable fiber 
volume fraction was considered.  It is noted that in the strength prediction methodology, a 
constant fiber volume fraction was assumed for the calculation of micromechanical 
stresses at the flaw site; variable fiber volume fraction was only considered in the 
calculation of intrinsic flaw length.  The predicted strength distribution is shown in 
Figure 136(a) and is observed to have a log-normal shape with a range greater than the 
ranges observed in the strength distribution predictions with constant fiber volume 
fraction.  The mean predicted strength is 30% greater than the mean observed strength.  
The minimum predicted strength is 60% less than the minimum observed strength.  The 
predicted failure site distribution is shown in Figure 136(b) and is observed to have 
greater spread than the failure site distributions predicted with constant fiber volume 
fraction.  It is observed that the effect of the flaw distribution considering variable fiber 
volume fraction is to increase the variability in the strength and failure site predictions. 
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Figure 135: Prediction of (a) strength and (b) failure site in10-degree 6.35 mm open-hole 
specimen from the adjusted distribution of least micromechanical flaw lengths in the 
unnotched specimen; the flaw density was 0.99 flaw/mm and interrogation sites were 
considered in the range from 0 to 180 degrees 
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Figure 136: Prediction of (a) strength and (b) failure site in10-degree 6.35 mm open-hole 
specimen from the adjusted distribution of least micromechanical flaw lengths in the 
unnotched specimen; the flaw density was 0.99 flaw/mm and interrogation sites were 
considered in the range from 0 to 180 degrees 
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8.3.5 Comparison 
The strength and failure sites in the 10-degree 6.35 mm open-hole have been predicted 
using the intrinsic flaw methodology.  Four variations on the prediction methodology 
have been demonstrated: the combinations of constant and variable flaw length and 
constant and variable failure site.  While the variable failure site predictions used the flaw 
density established by equating the mean predicted strength with the mean experimental 
strength, the flaw lengths were chosen from the distribution of least micromechanical 
flaw lengths from the 6.35 mm open-hole specimen and from the unnotched specimen.  
In addition, a third distribution of intrinsic flaw lengths, obtained by scaling the 
unnotched distribution such that the mean of the distribution was equal to the mean of the 
open-hole distribution, was used.  Further, the effect of variable fiber volume fraction 
was considered.  With the exception of the deterministic case of constant flaw length and 
constant failure site, the predicted distributions of strength were compared to the 
experimentally observed strength distribution and the distributions of failure site were 
compared to the experimentally-observed failure site distribution.  The area metric and 
Bayes Factor were employed to quantify the agreement between the predicted and 
experimental distribution.  A failure site distribution was not predicted for the simulations 
based on constant failure site.  Though the location of the assumed failure site was similar 
to the mean observed failure site location, in the case of constant failure site, the values of 
the area metric and Bayes factor for the failure site prediction are taken as vanishing.   
The prediction methodologies may be quantitatively compared in their ability to 
reproduce the experimental strength distribution and failure site distribution using the 
area metric and Bayes Factor.  In Figure 137 is shown the area metric comparison of the 
prediction methodologies where the area metric for the failure site is the abscissa and the 
ordinate is the area metric for the strength.  In each case, the area metric is the average of 
the discrete bin and the continuous kernel density estimate values.  The data points are 
labeled as to their prediction methodology and intrinsic flaw distribution.  The first and 
second letters represent the flaw length and failure site, respectively, with “V” for 
variable and “C” for continuous.  In this way the prediction methodology is identified.  
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The third letter identifies the intrinsic flaw distribution: “O” for the distribution of 
intrinsic flaw lengths from the 6.35 mm open-hole specimen, “U” for the distribution 
from the unnotched specimen and “A” for the adjusted distribution from the unnotched 
specimen.  Finally, the predictions considering constant fiber volume fraction are 
identified with diamonds and the predictions considering variable fiber volume fraction 
are identified with circles.  While not every combination of failure site, flaw site and flaw 
length distribution, including fiber volume fraction variation was discussed above, each 
combination was simulated with 1,000 runs.  The results not presented and discussed 
above are reported in the Appendix.  The area metric and Bayes factor results are 
included in the following discussion. 
The method with the greatest ability to predict the strength distribution was the constant 
flaw length with the variable failure site using the mean of the open-hole flaw lengths 
considering variable fiber volume fraction.  The value of the strength area metric is 0.725.  
The value of the site area metric is 0.37, the highest observed for any of the simulations.  
The same simulation with constant fiber volume fraction had the third-highest area metric, 
with a value of 0.65, just less than the simulation considering the open-hole flaw length 
distribution with constant volume fraction and constant failure site, which had a value of 
0.68.  The site area metrics for these two simulations were 0.36 and 0.35, respectively, 
the second and third highest site area metric values.   
In Figure 138 is shown the comparison using the Bayes Factor.  As with the area metric, 
the highest strength BF is for the simulation considering the mean flaw length from the 
open-hole flaw distribution considering variable fiber volume fraction with variable flaw 
sites.  The value of the strength BF is 15.7; the corresponding site BF is 7.4.  The same 
simulation with constant volume fraction yields the second highest strength BF of 13.6 
with an area BF of 7.3.  These are also the two highest site Bayes factor values.  The 
simulation with constant failure site and variable flaw length from the open-hole flaw 
distribution with constant volume fraction exhibited the third highest BF strength value, 
12.4.   
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Figure 137: Comparison of area metric for strength and failure site calculated for 10-
degree 6.35 mm open-hole strength predictions 
VCO
VCU
VCA
CVO
CVU
VVA
VVO
VVU
VCA
VVA
CVU
CVO
VVO
VVU
VCO
VCU
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
St
re
ng
th
Site
Area Metric
Constant Vf
Variable Vf
272 
 
 
Figure 138: Comparison of Bayes Factor for strength and failure site calculated for 10-
degree 6.35 mm open-hole strength predictions 
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the mean failure site of 87.2 degrees.  The constant flaw length prediction, particularly 
with the open-hole flaw length, demonstrated the greatest ability to predict both the 
strength and failure site distributions according to both the area and Bayes factor metrics.  
Further, in all four of the constant flaw length simulation cases, the minimum predicted 
strength is between -12% to +9% of the observed minimum strength.  In the simulation 
considering the mean open-hole flaw length with constant fiber volume fraction, the 
predicted minimum strength was 1% less than the observed minimum strength.  This 
agreement between the minimum predicted strength and the minimum observed strength 
is greater than for any of the simulations based on variable intrinsic flaw length.  Indeed, 
the closest agreement between the minimum predicted strength and the minimum 
observed strength for any of the variable flaw length simulations was -15%.  The mean 
flaw length considering variable fiber volume fraction demonstrated superior agreement 
to the experimental distributions than the flaw length with constant fiber volume fraction.  
However, in every case where the distribution of flaw lengths was considered, the 
simulations that considered variable fiber volume fraction demonstrated lower area 
metrics and Bayes factors than their corresponding simulations considering constant fiber 
volume fraction.  The predictions based on the open-hole distributions demonstrated 
higher Bayes factors and area metrics than the distributions based on the unnotched 
distributions and the adjusted unnotched distribution was intermediate between the 
unnotched and open-hole distributions.  It is noteworthy that for three of the unnotched 
distributions the agreement between the predicted the mean strength and experimental 
mean strength was within ±4%; this is greater agreement than was observed for any of 
the open-hole or adjusted flaw length distributions.  Finally, it is noted that the site area 
metric is not significantly influenced by the choice of intrinsic flaw length distribution.  
The site area metric is, however, influenced by the choice of variable or constant flaw site 
and variable or constant flaw length.   
8.3.6 Prediction of the Hole-Size Effect 
In addition to the prediction of the hole-size effect from constant flaw length and constant 
flaw length, the hole-size effect may be predicted using the latter three methodologies.  
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The strength dependence on hole-size will be predicted using the adjusted distribution of 
least micromechanical unnotched flaw lengths where at each hole-size, the unnotched 
flaw lengths were scaled such that the mean of the unnotched flaw lengths was equal to 
the mean of the open-hole flaw lengths at that hole-size.  In the case of constant flaw 
length, the mean least micromechanical flaw length at each-hole size will be used.  
Further, in the constant failure site prediction, the site of the flaw is the site of the 
minimum critical intrinsic flaw length at each hole-size.  The choice of the adjusted 
distribution of unnotched flaw lengths is motivated to demonstrate the ability of a 
distribution from the unnotched specimen and the mean from the open-hole specimen to 
predict the strength variability of the open-hole specimen.   
The strength at each hole-size was predicted from the adjusted distribution of unnotched 
flaw lengths at constant failure site.  At each hole-size, the unnotched flaw lengths were 
scaled such that the mean of the unnotched flaw lengths was equal to the mean of the 
open-hole flaw lengths at that hole-size.  The single investigation site was located at the 
location of the minimum intrinsic flaw length at each hole-size.  The predicted strength 
and experimental strength at each hole-size are shown in Figure 139.  The mean, median, 
maximum and minimum of the predicted strength and the experimental strength of each 
specimen are shown.  The limited data at hole-sizes other than 6.35 mm precludes 
detailed comparisons of the predicted and observed variability; however, with the 
exception of the 1.59 and 6.35 mm hole-sizes, the predicted strengths bound the 
experimental strengths.  For the 6.35 mm open-hole specimen, 2 out of 38 of the 
experimental strengths are greater than the maximum of the predicted strengths.  For each 
hole-size, the mean predicted strength agrees within 10% of the minimum observed 
strength.  For 5 of the hole-sizes, the least four and the greatest hole-size, the mean 
predicted strength is less than the minimum observed strength.  At each hole-size, the 
minimum predicted strength is 27-37% less than the minimum observed strength and, 
with the exception of the 1.59 and 6.35 mm hole-diameters, the maximum predicted 
strength is 5-20% greater than the maximum observed strength.  The hole-size effect 
suggests that the conclusions from the detailed study of the strength prediction for the 
6.35 mm open-hole specimen are applicable to the other hole-sizes.  Namely, that while 
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the predicted minimum strength is significantly less than the observed minimum strength, 
the predicted mean strength may be used to identify the minimum expected experimental 
strength.  It appears from the limited data at each hole-size that this may identify the 
minimum experimental strength within ±10%.  Additionally, with the exception of the 
two least hole-sizes, where the agreement between the prediction and observation is 
poorest, the mean predicted strength is consistently between 7-10% less than the 
observed mean strength at each hole-size. 
The strength at each hole-size was also predicted using the constant flaw length and 
variable failure site methodology.  The flaw length was the mean flaw length at each 
hole-size.  The flaw density was that determined previously by matching the predicted 
mean strength with the experimental mean strength.  The strength at each hole-size is 
shown in Figure 140.  As with the predicted strength distribution at the 6.35 mm hole-
size, the strength distribution at each of the other hole-sizes exhibited a few very high 
strength values.  Consequently, while the lower bar in Figure 140 marks the minimum 
predicted strength, the upper bar marks the strength value such that 90% of the predicted 
strengths were less than that value; this is referred to as the “90% strength.”  Further, in 
addition to the mean of the predicted strengths, the median of the predicted strengths is 
also shown.  It is significant that at each hole-size, the minimum predicted strength and 
the 90% strength bound the observed experimental strengths.  Further, it is observed that 
at each hole-size, the median strength is very similar to the minimum strength and is 
significantly less than the mean strength.  This is anticipated from the log-normal shape 
of the strength distribution shown for the 6.35 mm open-hole specimen and observed, 
though not shown, for the other hole-sizes.  It is observed that with the exception of 2 
hole-sizes, the median strength is within the experimental strength bounds at each hole-
size.  For the 1.59 mm and 3.18 mm hole-sizes, the median strength is less than the 
minimum observed strength.  Indeed, the median strength is within ±7% of the minimum 
observed specimen strength, hence the median predicted strength may be used to predict 
the minimum experimental strength, though the prediction may not necessarily be 
conservative. 
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The strength at each hole-size was predicted using the variable flaw length and variable 
failure site methodology.  At each hole-size, the unnotched flaw lengths were scaled such 
that the mean of the unnotched flaw lengths was equal to the mean of the open-hole flaw 
lengths at that hole-size.  The flaw density was that determined previously by matching 
the predicted mean strength with the experimental mean strength.  The predicted strength 
and experimental strength at each hole-size are shown in Figure 141.  Similar to the 
prediction from the constant flaw length and variable failure site, the median predicted 
strength and 90% strength are indicated.  It is observed that the mean strength is within 
the bounds of the observed experimental strength at 6 hole-sizes.  In the 1.59 mm and 
3.18 mm hole-diameters the median predicted strength is less than the minimum observed 
experimental strength; in the other hole-sizes, the median strength is within the range of 
observed strength values.  The predicted strengths bound the experimental strengths.  
Further, the minimum predicted strength is less than the minimum strength predicted 
from the constant flaw length.  In this way, the predictions based on variable flaw length 
are slightly more conservative in predicting the lower tail of the distribution.  The 
minimum experimental strength and the minimum predicted strength are shown in Figure 
142.  The prediction is from the adjusted unnotched flaw length distribution and variable 
failure site discussed above.  The minimum predicted strength for the 1.59 mm hole-size 
is 39% less than the minimum observed strength.  For the other 7 hole-sizes, the 
minimum predicted strength is between 28-32% less than the minimum observed strength.  
While 38 specimens were tested for the 6.35 mm open-hole size, 2-3 specimens were 
tested for the other hole-sizes.  The ratio of the minimum observed strength to the mean 
observed strength for the 6.35 mm hole-size is 0.88.  An estimate of the minimum 
strength at hole-sizes with few data points is 88% of the mean strength.  The mean 
strength at each hole-size scaled by 0.88 is also shown in Figure 142.  It is observed that 
this estimate of the minimum strength is similar to the observed minimum strength.  The 
ratio of the predicted minimum strength to 88% of the mean strength at each hole-size is 
between 0.62-0.71.  The predicted strength is consistently conservative, between 30-40% 
less than the experimental strength. 
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It is finally noted that while the prediction of the hole-size effect from the consideration 
of variable fiber volume fraction is not shown, it is anticipated from the predicted 
strength of the 6.35 mm open-hole specimen that the inclusion of variable fiber volume 
fraction will increase the variability of the predicted strength at each hole-size.  
 
 
Figure 139: Prediction of 10-degree open-hole strength from distribution of unnotched 
flaw lengths; the flaw lengths were scaled such that the mean unnotched flaw length was 
equal to the mean flaw length at each hole-size; the investigation site was located at the 
location of the minimum intrinsic flaw length for each hole-size 
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Figure 140: Prediction of 10-degree open-hole strength from mean of the least 
micromechanical flaw lengths at each hole-size; the flaw density at each hole-size was 
taken as the value determined previously by matching the mean predicted strength with 
the mean experimental strength at each hole-size. 
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Figure 141: Prediction of 10-degree open-hole strength from the adjusted distribution of 
the least micromechanical flaw lengths in the unnotched specimen; the distribution was 
scaled at each hole-size such that mean flaw length from the distribution was equal to the 
mean flaw length at each hole-size; the flaw density at each hole-size was taken as the 
value determined previously by matching the mean predicted strength with the mean 
experimental strength at each hole-size. 
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Figure 142: Prediction of 10-degree minimum open-hole strength from the adjusted 
distribution of the least micromechanical flaw lengths in the unnotched specimen; the 
distribution was scaled at each hole-size such that mean flaw length from the distribution 
was equal to the mean flaw length at each hole-size; the flaw density at each hole-size 
was taken as the value determined previously by matching the mean predicted strength 
with the mean experimental strength at each hole-size.  The experimental data is the 88% 
of the magnitude of the mean experimental data. 
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8.4 Conclusions 
The strength and failure site variability in the 6.35 mm open-hole specimen has been 
predicted.  Four methodologies were introduced for strength prediction as the 
combinations of constant and variable failure site and constant and variable flaw length.  
Additionally, in the methods considering variable flaw length, flaw lengths determined 
from constant and variable fiber volume fraction was considered.  The predicted strength 
distribution at constant failure site yielded a similar shape with similar range to the 
observed strength distribution.  Consideration of variable flaw site predicted a strength 
distribution with similar shape to the observed distribution, but with significantly 
increased range.  In addition, the distribution of failure sites was predicted.  The predicted 
failure site distribution showed significantly greater range than the observed failure site 
distribution. 
The strength at each hole-size was predicted.  The deterministic strength prediction from 
constant flaw length and constant flaw site was in good agreement with the minimum 
observed strength at the greater hole-sizes.  The stochastic strength predictions provided a 
more conservative estimate of the minimum strength at each hole-size.  The strength 
predictions considering variable flaw length and flaw site bound the observed strengths at 
each hole-size. 
In each of the strength predictions, the minimum predicted strength was less than the 
minimum observed strength.  The predictions where variable flaw length was considered 
were more conservative in predicting the minimum strength.  The inclusion of variable 
fiber volume fraction broadened the predicted distribution. 
One obvious criticism of the work is the prediction of high strength values when 
variability in the flaw site was considered.  However, because it is the minimum tail of 
the strength distribution that governs design, the over-prediction of the maximum 
strength was not considered significant to the purpose of the work.  Another criticism of 
the work is the use of histograms and metrics based on histograms to compare predicted 
and experimental distributions.  The kernel density estimate does not depend on bin width 
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and was introduced for that reason; the histogram bins widths were consistent to facilitate 
consistent comparison.   
It was noted in the fiber volume fraction prediction that while the intrinsic flaw lengths 
were calculated using variable fiber volume fraction, the strength was predicted using a 
constant fiber volume fraction and where the value of the volume fraction was 0.60 and 
the mean fiber volume fraction was 0.56.  An obvious improvement to the prediction 
methodology would be to let the fiber volume fraction vary stochastically in the 
calculation of micromechanical stresses at the flaw site, as in the intrinsic flaw length 
calculation.  A further refinement would be to relate the fiber volume fraction at the flaw 
site to the fiber volume fraction of the flaw whose length was assigned to that flaw site.  
In this way, a correlation may be made between the fiber volume fraction assigned in the 
calculation of flaw length and the fiber volume fraction assigned in the prediction of 
strength.  It is conjectured that the former method would tend to further increase the 
variability of the strength prediction relative to that observed for the current volume 
fraction case; correlation of the fiber volume fraction in the calculation of flaw length and 
the prediction of strength would likely not result in as significant an increase in predicted 
strength variability.  A very interesting study would aim at isolating the effect of variable 
fiber volume fraction from the effect of variable intrinsic flaw length. 
The use of the “adjusted” flaw distribution and the establishment of the flaw density 
require a priori knowledge of the mean strength of the specimen to be predicted.  Though 
this requires experimental testing of the specimen to be predicted, the number of test 
specimens required to establish the mean is minimal.  It is significant that the strength 
variability, particularly the minimum strength, for the open-hole specimen may be 
predicted from flaw length variability data for the unnotched specimen and mean strength 
and flaw length data for the open-hole specimen. 
Finally, the methodology has not been demonstrated in the complex multi-axial laminate 
configuration or under loading conditions beyond simple tension.  An [±10]s angle-ply 
laminate may provide an intermediate test bed for the methodology between the off-axis 
specimen and the full multi-axial laminate.  The off-axis specimen has, however, 
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introduced complexity arising from anisotropy-induced shear-coupling and stochastic 
analysis with variable failure site and flaw length heretofore not treated in the intrinsic 
flaw analysis.  Further, prediction of the strength distribution in the open-hole off-axis 
specimen has demonstrated a methodology for the prediction of strength variability in 
one specimen from the strength variability in another.  Indeed, the greatest contribution 
may be not the specific intrinsic flaw failure model, but the framework for the prediction 
of strength variability. 
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CHAPTER 9. CLOSURE 
In addition to the specific conclusions summarized at the end of each chapter, the present 
chapter summarizes the overall findings of the work and suggests areas for further work. 
The chapter is divided into conclusions from the interlaminar stress study and from the 
intrinsic flaw study.  As noted in the introduction, the present work considers two 
problems which appear dissimilar, but may be related under the theme of failure of 
composite structures, though a specific failure model was not proposed for the angle-ply 
laminate considering interlaminar stresses.  A synthesis of the two problems suggests the 
problem of a planar crack oriented parallel to the plane of the lamina and located between 
two dissimilar laminae in an angle-ply laminate.  Such a problem may be tractable by the 
present approach and facilitate determination of the stress intensity factors for use in a 
fracture mechanics-based failure approach, such as the intrinsic flaw method.  
9.1 Interlaminar Stresses 
An approximate elasticity solution has been developed for the problem of the 
interlaminar stresses in an angle-ply laminate subjected to anticlastic bending 
deformation.  The solution procedure follows the methods developed previously for the 
uniform axial extension and uniform temperature change of the angle-ply laminate, 
facilitating a single solution which considers the effects of all three modes of deformation.  
It was demonstrated that modes of deformation other than the three considered herein 
induce stress components which prevent solution by the present technique.  Hence, the 
combined solution encompasses all the deformation modes that may be treated by the 
present technique.  For the same reasons, the present technique cannot treat the problem 
of the general laminate. However, the cross-ply [0/90]s laminate does exhibit the 
vanishing of the in-plane shearing stress component under certain modes of deformation, 
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such as uniform axial extension.  Under these conditions, the first equilibrium equation 
vanishes and it may be possible to reduce the remaining equations to a single equation in 
a single variable, facilitating solution by the present technique.  Comparing the solutions 
for the angle-ply laminate, it was found that while tension exacerbates the interlaminar 
stresses induced by positive temperature change, it relieves the residual stresses induced 
by curing.  Obviously, while combining bending with extension reduces stresses on one 
half of the laminate, it increases stresses on the opposite half.  The relative magnitudes of 
the displacement at the free-edge were compared for a single material system and layup 
subject to the three modes of deformation to quantify the free-edge phenomenon arising 
from uniform extension, uniform temperature change and anticlastic bending.  It was 
found that the boundary layer width is greater in bending than in extension and that the 
boundary layer is fully developed if the laminate width is at least twice the laminate 
thickness. The solution facilitates efficient study of thick laminates and was shown to be 
valid for non-symmetric laminates, greatly enhancing the utility of the solution.  
Elasticity solutions of very thick laminates with as many as 2048 plies and of 
antisymmetric and non-symmetric laminates demonstrate the utility of the approach. 
9.2 An Intrinsic Flaw Model for Prediction of Performance Variability 
An intrinsic flaw model for prediction of performance variability has been developed.  
The model includes the definition of the intrinsic flaw, the determination of its length, the 
determination of the flaw density at a free-edge and a stochastic process for prediction of 
strength and failure-site variability that considers variability in flaw length, flaw site and 
flaw density.  The predicted strength distributions compared favorably with experimental 
data for the 10-degree open-hole off-axis specimen with circular-holes of 8 diameters 
ranging from 1.00 – 12.7 mm, particularly in the prediction of the minimum strength at 
each hole-size.  The predicted strength distribution was compared with the 
experimentally-observed strength distribution of the 6.35 mm open-hole specimen where 
sufficient replicates were tested for detailed comparison. 
In addition to the specific chapter conclusions, it has been demonstrated that performance 
variability is dependent on variability in flaw length, flaw density and flaw site.  Indeed, 
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in 1924 Griffith postulated that flaws govern failure [59].  Weibull, in 1939, further 
related failure to the location of the flaw in a spatially-variable stress field [60].  While in 
the present work the dependence of the flaw density on machining speed was established, 
in actuality, the manufacturing likely affects each of the flaw length, flaw density and 
flaw site.  Indeed, end-to-end simulation of performance variability requires 
understanding the actual results, including flaws, of the manufacturing process.  This 
likely requires simulation of the manufacturing process. 
Further, while the present study has not examined an angle-ply or multi-axial laminate, 
the off-axis specimen exhibits a lack of redundancy in load-paths.  Experimentally, 
failure initiation and propagation are simultaneous. The lack of redundancy showcases 
the full brittle behavior of the material.  Indeed, the variability of the off-axis specimen is 
anticipated to be greater than the variability of a multi-axial laminate with redundant 
load-paths.  Therefore, it may be that the specimen with the greatest flaw-sensitivity and 
greatest performance variability is the specimen that has been examined. 
From this study, the range in lengths and the length distribution of the intrinsic flaw has 
been determined.  This may be useful in identifying and informing inspection procedures 
to “see” the intrinsic flaw.  Additionally, the flaw density at the perimeter of the circular-
hole was established and found to be inversely related to the machining speed.  Further 
machining studies would be both logical and useful.   
It has been demonstrated that failure in the open-hole off-axis specimen likely initiates at 
a single site as opposed to multiple sites and that failure initiates at the perimeter of the 
circular-hole as opposed to at the free-edge.  Indeed, the circular-hole may be anticipated 
as the site of failure initiation as it acts as a stress-concentrator and thereby exhibits 
greater flaw sensitivity than the lateral-edge.  Further, the circular-hole acts a flaw 
concentrator, likely due to differences in machining speed, machining tool and machining 
process as compared with the lateral-edge.  This confirms the understanding that failure 
initiates in regions of stress concentration and in regions of high flaw density.  Often, 
owing the manufacturing process required to create the geometry, the regions of stress 
concentration and high flaw density are identical.  Again, understanding of the results of 
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the manufacturing process combined with stress analysis is essential for the prediction of 
failure. 
Prediction of failure in a multi-axial laminate requires consideration of failure 
propagation in addition to onset.  Tomar has demonstrated a method whereby failure 
initiation is predicted by an intrinsic flaw model and failure propagation is predicted by a 
cohesive zone model [61] [62].  Within this framework, an initial extension of the 
intrinsic flaw prediction methodology would be to predict the onset of failure in a multi-
axial laminate.  The presence of dissimilar ply interfaces and the through-thickness 
variation of stresses suggest a reconsideration of the geometry of the intrinsic flaw, 
possibly introducing a second planar dimension to specify the flaw geometry.  The 
presence of interlaminar stresses and the delamination failure mode in addition to the 
through-thickness variation of stresses suggest possible variation in flaw location and 
flaw orientation.  Indeed, measurements of crack orientation, crack length and crack 
position for 1,021 cracks at the free-edge of [±25/90]s laminates were presented by 
Dustin [63].  Variation in the flaw orientation and location along both coordinates of the 
free-surface may readily be incorporated into the stochastic analysis.  Though a general 
analytic solution for such a crack is likely unavailable and numeric computation is 
prohibitively expensive, a satisfactory approximation may be developed and incorporated 
into the stochastic strength prediction.  However, while the intrinsic flaw failure model 
has been instructive and useful, perhaps most significant is the process whereby the 
performance variability in one specimen has been predicted from the performance 
variability of another. 
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Appendix A Detailed Derivation of Solution for Anticlastic Bending of Angle-Ply 
Laminate 
In the following, the solution of the angle-ply laminate is developed in detail following 
Lekhnitski [40] and Pipes [64]. 
Derivation of Lekhnitski’s solution for the displacement field in an elastic body with 
stresses that are independent of axial coordinate, x. 
Assume strains that depend on only 2 spatial coordinates, y and z: 
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(84) 
Integrate the normal strains to obtain the general expressions for the displacements in 
terms of functions of integration, f(y,z), g(x,z) and h(x,y): 
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Differentiate the normal strains to obtain the shearing strains: 
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(86) 
Differentiate the shearing strains with respect to x to obtain a set of vanishing equations: 
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(87) 
Differentiating the latter two of Equations (87) with respect to x: 
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And integrating Equations (88) with respect to axial coordinate three times yields 
expressions for two functions of integration: 
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Where gi and hi (i=1-3) are functions of integration in z and y, respectively.  Substituting 
the expressions for g(x,z) and h(x,y), Equations (89) into the first of Equations (87) yields 
and differentiating with respect to x yields:  
298 
 
    1 10 2 2g z h y
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(90) 
From which it is apparent that g1 and h1 are linear functions in their respective 
coordinates with the relationship: 
  
 
1 1
1 2
1
1
g z a z c
h y a y c
 
    
(91) 
Where a1, c1 and c2are constants.  Substituting Equations (91) into the functional form of 
g and h, Equations (89), yields: 
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Substitution of Equations (92) into the first of Equations (87) yields: 
    2 2
1 10 2 2
g z h y
a x a x
z y
       
(93) 
From which it is apparent that: 
  
 
2 1
2 2
2
2
g z a z d
h y a y d
 
    
(94) 
Where a2, d1 and d2 are constants.  Substituting into Equations (89) yields: 
        
       
2
1 2 2 2 3
2
1 1 2 1 3
,
,
h x y a y c x a y d x h y
g x z a z c x a z d x g z
      
      
(95) 
Substitution of Equations (95) into the latter two of Equations (87) yields: 
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    
   
1 2
1 1
,
0 2
,
0 2
x
x
y z
a y c
z
y z
a z c
y


    
   
 
(96) 
Integrating the first of Equations (96) with respect to z yields: 
      1 2, 2x y z dz a y c z p y       (97) 
Where p(y) is a function of integration.  Differentiating with respect to y and comparing 
to the latter of Equations (96) reveals: 
  1 1 30,a p y c y c    (98) 
Substituting into the expression for the displacements, Equations (85): 
          
           
           
2 1 3
2
1 2 1 3
2
22 2 3
, , , , 2 ,
, , , , ,
, , , , ,
y y
z z
xu x y z y z x f y z c z c y c x f y z
v x y z y z y g x z y z y c x a z d x g z
w x y z y z z h x y y z z c x a y d x h y

 
 
      
      
       
(99) 
Recognizing 
23 0 2 1,2 1, 2 , rigid body rotations,c bending in x-y plan, 2 ex xyc c a d       yields 
the expression: 
    
   
   
0 1
2
1 1
2
2
1
2
1 1
2 2
, , ,
, , ,
, , ,
x
xy
x xy
u x y z x c xy xz U y z
v x y z c x xz d x V y z
w x y z x xy d x W y z
 

 
   
   
    
 
(100) 
From which the expression in Equation (17) and Equation (56) follows in a 
straightforward manner, recognizing that in Equations (100) the transverse curvature, y 
is contained in the V(y,z) and W(y,z) terms in the expressions for u and v and the 
twisting curvature, xy is contained in the U(y,z) term in the expression for u. 
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Derivation of the governing equation from the displacement-equilibrium equations.  The 
displacement-equilibrium equations were developed in Equations (17) and are repeated 
here for convenience: 
 
 
 
26 36 66 45 55
22 23 26 44 45
23 33 36 44 45
, , , , , , 0
, , , , , , 0
, , , , , , 0
yy yz yy yz zz zz
yy yz yy yz zz zz
yz zz yz yy yz yz
C v C w C u C w v C u
C v C w C u C w v C u
C v C w C u C w v C u
     
     
     
 
 
(101) 
Requiring that y = z = yz = 0 and that C45 = 0 yields: 
26 36 66 55, , , , 0yy yz yy zzC v C w C u C u     (102) 
And 
22 23 26
23 33 36
, , 0
, , , 0
, , , 0
yz zz
y z y
y z y
w v
C v C w C u
C v C w C u
 
  
  
 
(103) 
Manipulation of Equations (103) yields: 
 
 
26 33 23 36
22 33 23 23
, ,yy yy
C C C C
v u
C C C C
    
22 36 26 23
22 33 23 23
, ,yy yz
C C C C
u w
C C C C
    
(104) 
Substitution of Equations (104) into Equations (102) yields the governing equation: 
, , 0yy zzu u    (105) 
Where the constant  is defined here in terms of the stiffness coefficients 
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 
2 2
66 23 26 36 33 26 22 36
55 55 22 33 23 23
2C C C C C C C C
C C C C C C
       
 
(106) 
Which is equivalent to the compliance formulation presented in the body of the 
dissertation.  While formulation of the displacement-equilibrium equations is 
straightforward from the stiffness formulation, the compliance formulation is more 
compact.  Expression of Equation (105) in the form presented in Equation (58) is 
straightforward from the displacement field in Equations (100).  Namely, u,yy = U,yy and 
u,zz = U,zz. 
Equation (105) is an elliptic, partial differential equation in a single variable.  The 
boundary conditions are given in Equations (59)-(60) in the text in terms of stresses.  The 
traction-free boundary condition on the lateral free-edge is given in terms of U,y in 
Equation (61). 
The total strain components are obtained by differentiation of the displacement field, 
Equations (100), accounting for the laminate thermal expansion, indicated by  with an 
overbar: 
0
0
0
Total
x x x
Total
y xy
Total
z z xz
Total
xy y xy
Total
xz
Total
yz
y y y
z
z
z y
z T
z V T
W T
U z
U
V W
   
   
   
 




   
    
  
 

 
 
(107) 
The mechanical strain components are the total strain components less the free thermal 
strains, and employing the relations in Reference [2] between the laminate and lamina 
coefficients of thermal expansion, the mechanical strain components are given as: 
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16
0
66
26
0
66
36
0
66
M
x x xy
M
y xy xy
M
z z xz xy
M
xy y xy xy
y y
z
M
xz xz z
M
yz z y
S
z a T
S
S
z V a T
S
S
W a T
S
U z T
U T U
V W
  
  
 
  
 



      
       
     
   
   
 
  
(108) 
With the strain components, determination of the in-plane stress components is 
accomplished by algebraic manipulation of the compliance relationships.  The results are 
as follows: 
   
   
66 16 11
2 2 2
11 66 16 11 6
0
0
6 16 11 66 16
66
=    =    =
x x y xy
xy x y y
xy
x
z U z
T
z U z
S
S S S
S S S S S S S S S
     
     
  
   
    

  
 
(109) 
Determination of the boundary-layer contribution to the transverse and thickness strains 
also follows from manipulation of the compliance relations: 
   
66
66
12 66 16 26 11 26 12 16
2 2
11 66 16 11 66 16
13 66 16 36 11
26
0
36
36 13 1
0
6
2 2
11 66 16 11 66 16
   =
   =
y xy
z x y xy xy
y
S
V U T
S
S
W z U z T
S
S S S S S S S S
S S S S S S
S S S S S S S S
S S S S S S
  
     
 
 
   
     
   
   
 
(110) 
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Determination of the interlaminar stress, xz is straightforward from the compliance 
relations.  
55
U z
xz S
   (111) 
The other stress components are assumed to vanish. 
With the expression for the in-plane shearing stress in terms of U,y, Equation (109), and 
the interlaminar shearing stress in terms of U,z, Equation (111), the governing equation, 
Equation (105), may be solved by the method of separation of variables. 
Introducing a shift of coordinates from the central-plane of the laminate, z=0 to the lower 
surface of the laminate, z’=0, where z = z’ – mh0/2 and dz = dz’, the boundary value 
problem may be specified as: 
 
 
 
 
 
0
0 16 0 16 55
0
11 11
11 55
552
11 66 16
66
U , ' 0 0
U , ' 0
, ' '
0
0
'
2 2
0, '
y xy x
yy z z
z
z
xy
U
y z
y z mh
mh S mh S S
U y b z z z T
S S S
U z
S
S S
U
S
S
S

  

 

 
 
 
             
 
 
   


 
(112) 
Where the comma denoting partial differentiation has been omitted for convenience.  
Assume U is separable, that is U(y,z’) = Y(y)Z(z’), substitution into the governing 
equation and manipulation yields: 
2' 'yy z zY Z
Y Z
     (113) 
An eigenvalue problem in , which yields an equation in Y and an equation in Z: 
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2
2
' '
0
Z 0
yy
z z
Y Y
Z
  
   
(114) 
With solutions: 
1/2 1/2sinh cosh
cos ' sin '
y yY A B
Z C z D z
 
 
 
          
 
 
(115) 
Where the arbitrary constants A, B, C and D are determined from the boundary 
conditions.  The boundary condition requiring Uz to vanish on the lower surface yields D 
= 0.  The boundary condition requiring Uz to vanish on the upper-surface requires 
sin(mh0) to vanish, which yields the eigenvalue: 
0
n
mh
   (116) 
The boundary condition U(0,z’) = 0 requires B = 0.  Hence Y and Z may be expressed in 
terms of infinite series in n: 
1/2
1 0
01
c
o
os
c sh
'
n
n
n
n
n yc
m
Y
d z
h
nZ
mh







 


 
 

 
(117) 
Where cn and dn are constants.  These may be combined into the single expression for U 
and its derivatives: 
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 
 
 
1/2
1 00
1/2 1/2
1 00 0
1/2
1 00
1/2
0
, ' cos '
, ' cosh cos '
, ' cosh cos '
sinhn
n
y n
n
y n
n
n y
mh
n y n y
mh mh
n y
m
nU
h
y z a z
mh
nU y z a
n
z
mh
nU y z a z
h
mh
m






 
 










   
   




 






 
(118) 
The constant an may be determined by expressing the final boundary condition, the 
traction-free boundary condition in Uy as a Fourier cosine series: 
 
1
0
0 0
' '' cos sin
2y nn
n
a n z n zU z c d
mh mh
 

    (119) 
With constants defined as: 
 
 
 
0
0
0
0
0
0 0
0
0
00 0
1 ' '
2 '' cos '
2 '' sin '
mh
mh
n
mh
y
yn
ya U z dzmh
n zc U z dz
mh mh
n zd U z dz
mh mh








 
(120) 
Because the stress field is self-equilibrating, a0 vanishes.  Further, dn vanishes from the 
choice of a cosine series.  The final constant cn may be evaluated layer-by-layer: 
 
 
0
0
10 1 0
2 '' cos '
Nhm
n
N N
y
h
n zc U z dz
mh mh

 
    (121) 
Substituting from Equations (112) for Uy(b,z’): 
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 
0
0
1 1
0 16 0
11
0 06 551
0
11 66
' '
2 22 'cos '
xy xkhm
n
k k h
xy
mh S mh
z z
S n zc dz
mh mhS S
T
S S
  
 
 
                     
   
(122) 
Carrying out the integration yields the Fourier series representation of the traction-free 
boundary condition: 
 
 
 
0
0
0
0
16 55
0
11 66
0 1
1
1
0
0
2 2
16
11
0
0 0 0
, '
sin '
2 'cos
cos ' ' sin '
2
xy
kh
m k h
k
x xy
kh
y
k h
U b z
S Sn T
mh S S
n z
mhmh n z
mhn S
S
mhn n nz z z
mh mh mh
  


  
  




                                        

01n


  
(123) 
Equating term-by-term with the expression for Uy in Equations (118) yields the 
expression for an: 
  
 
 
0
0
0
0
2 2 1/2 0
0
3 3
16 0
11 0
16 55
0
11 66 0 1
0 0
1
1
/2
0
1
sin '
2
cos ' ' sin '
2
cosh
kh
xy
m k h
kh
k
n
x xy
k h
a
S Sn nT z
mh S S mhm h
n S mhn n nz z z
S mh mh m
n b
mh
h
  
    







                                     

 





(124)
Substitution into Equations (118) yields the solution for U: 
307 
 
 
 
 
0
0
0
0
0
2 2 1/2
0 16
3 3
11
0
16 55
0
11 66
0 1
1
0
0 0 1
, '
sin '
2
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s '
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2
n
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k h
m
x xy
k
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k h
U y z
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mh S S
n z
mh
m h S
n S
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mh
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mh mh
  

 

 





                                        
 1/20
1 0
1/2
0
h
cos '
coshn
n z
mh
n y
mh
n b
mh






   
   

(125) 
This is the combined solution presented in hyperbolic form, equivalent to the combined 
solution presented in exponential form in Equation (67).  Note in this derivation the 
twisting curvature, xz was retained in the solution, however it was shown that the 
presence of xz induces transverse stress, y which invalidates the assumptions made in 
reduction of the combined displacement-equilibrium equations into the single governing 
equation. 
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Appendix B The Effect of Mode I and Mode II and the Effect of Mode II Fracture 
Toughness on the Intrinsic Flaw Length 
It may be useful to compare the relative contributions of Mode I and Mode II loading to 
the flaw length.  One means to quantify this is to calculate the length of the flaw that 
would have caused failure at the observed site and observed far-field strain-to-failure if 
only the shearing stress were present.  This flaw is termed the “Mode II intrinsic flaw” 
and its length is defined as: 
 12
2
,
II
II c
a
K
       
 (126) 
The Mode II intrinsic flaw may be calculated on the homogeneous and on the 
micromechanical scale and the calculation procedure of the Mode II intrinsic flaw length 
is identical to that of the intrinsic flaw length except that the opening stress is neglected.  
The ratio of the intrinsic flaw length to the Mode II intrinsic flaw length quantifies what 
portion of the flaw length is due to Mode II loading.  This ratio, a/aII is defined as the 
“Mode II dominance ratio,” and is bounded by 0 and unity: 
 Mode II Dominance Ratio = 
II
a
a
 (127) 
A vanishing magnitude indicates that the intrinsic flaw length is due entirely to Mode I 
loading and a value of unity indicates Mode II loading is entirely responsible for the 
intrinsic flaw length.  The Mode II dominance ratio may be calculated for both 
homogeneous and micromechanical intrinsic flaws.  The Mode II dominance ratio will be 
examined for the 10-degree specimens. 
The homogeneous and micromechanical Mode II dominance ratios for the 10-degree 6.35 
mm open-hole specimen are shown in Figure 143 and Figure 144, respectively.  
Comparison with the stress components, Figure 145 and Figure 146 (repeated from 
Figure 86 and Figure 87 and shown in the range 30 degrees ≤  ≤ 100 degrees) reveals 
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that regions of compressive opening stress correspond to a Mode II dominance ratio of 
unity and that the Mode II dominance approaches zero at angular locations where the 
shearing stress exhibits low magnitude.  The homogeneous Mode II dominance ratio 
varies between 0.05 – 0.92 in the region 52.8 ≤  ≤ 97.3, which is the region in which the 
failure sites for the 10-degree 6.35 mm open-hole specimens occurred.  In this region, the 
micromechanical Mode II dominance ratio varies between 0.30 – 1.0.  At any site,  the 
micromechanical Mode II dominance ratio is greater than the homogeneous Mode II 
dominance ratio, as is anticipated from the stress components. 
The Mode II dominance ratio will be examined for the 10-degree 6.35 mm specimen 
which exhibited the minimum micromechanical intrinsic flaw length.  The failure sites 
and corresponding homogeneous and micromechanical intrinsic flaw lengths are 
presented in Table 16.  The Mode II dominance ratio at each site for the homogeneous 
and micromechanical intrinsic flaws is also presented in Table 16.  The homogeneous 
Mode II dominance ratio varies from 0.24 at  = 75.8 degrees to 0.89 at  = 95.7 degrees.  
The micromechanical Mode II dominance ratio increases from 0.78 at  = 75.8 degrees to 
1.0 at  = 91.6 degrees and  = 95.7 degrees.  The least homogeneous flaw lengths was 
193 microns and occurred at  = 86.2 degrees, which had the second-lowest Mode II 
dominance ratio.  The least micromechanical flaw lengths also occurred at  = 86.2 
degrees and was 6.7 microns, and again this site exhibited the second-lowest Mode II 
dominance ratio. 
Table 16: Failure sites, intrinsic flaw lengths and Mode II dominance ratios for 10 degree 
6.35 mm specimen with minimum micromechanical intrinsic flaw length 
 1 2  3  4  
(degrees) 75.8 86.2 91.6 95.7 
aH 214 193 232 631 
aH/aHII 0.24 0.51 0.74 0.89 
aM 9.4 6.7 7.9 18 
aM/aMII 0.78 0.94 1.0 1.0 
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The homogeneous Mode II dominance ratio for each failure site of the 38 10-degree 6.35 
mm open-hole specimens is shown in Figure 147.  The minimum, maximum and mean 
homogeneous Mode II dominance ratios are 0.05, 0.93 and 0.48, respectively.  The 
homogeneous Mode II dominance ratios exhibit an approximately normal distribution 
about the mean, Figure 148.  The micromechanical Mode II dominance ratio for each 
failure site of the 10-degree 6.35 mm open-hole specimens is shown in Figure 149.  The 
micromechanical Mode II dominance ratios range from 0.45 to 1 with a mean of 0.91 and 
the distribution of micromechanical Mode II dominance ratios, Figure 150, is 
significantly skewed toward unity.  70% of the micromechanical Mode II dominance 
ratios are greater than or equal to 0.9.  In the homogeneous Mode II dominance ratio, 
only 3% of the ratios are greater than or equal to 0.9.  The Mode II dominance is 
significantly greater for micromechanical intrinsic flaws compared to homogeneous 
intrinsic flaws indicating that the effect of shearing is more pronounced in the case of the 
micromechanical intrinsic flaws. 
It may be instructive to examine the Mode II dominance ratio for the least homogeneous 
and least micromechanical intrinsic flaw lengths in the 10-degree 6.35 mm open-hole 
specimen.  In Figure 151, the homogeneous Mode II dominance ratio for the least 
homogeneous flaw lengths is highlighted with a different symbol.  The range of the Mode 
II dominance ratio for the least homogeneous flaw lengths is 0.11 and 0.43, which is 
significantly less than the range of Mode II dominance ratio for all the homogeneous flaw 
lengths and the mean of 0.27 is significantly lower than the mean of Mode II dominance 
ratio for all the homogeneous flaw lengths.  The micromechanical Mode II dominance 
ratio for the least micromechanical flaw lengths is highlighted in Figure 152; the range is 
0.89 – 1.0, which is significantly less than the range of the Mode II dominance ratio for 
all the micromechanical flaw lengths.  The mean is 0.97, which is greater than the mean 
of the Mode II dominance ratio for all the micromechanical flaw lengths. 
In the homogeneous intrinsic flaws, the Mode II dominance ratio value for the least 
intrinsic flaw lengths for 32 of the specimens is the least Mode II dominance ratio 
observed in that specimen.   In the other 6 specimens, the value of the homogeneous 
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Mode II dominance ratio at the site of the least flaw lengths was the second-least of the 
value observed in the specimen.  In the micromechanical intrinsic flaws, the Mode II 
dominance ratio for the least intrinsic flaw lengths is never the least Mode II dominance 
ratio for that specimen.   This is anticipated from a comparison between the location of 
the minimum intrinsic flaw length and the Mode II dominance ratio as a function of 
position around the circular-hole, Figure 88 and Figure 143 on the homogeneous scale 
and Figure 89 and Figure 144 on the micromechanical scale. 
The homogeneous Mode II dominance for the 10-degree specimens is shown versus hole-
diameter in Figure 153.  The greatest range in Mode II dominance is observed for the 
6.35 mm specimen, though the range is greater than 0.5 for all but the unnotched and 12.7 
mm open-hole specimens.  The Mode II dominance ratio for the unnotched specimens is 
independent of axial coordinate, x owing to the linear-dependence of the stress 
components on axial coordinate and because the axial gradient of the stress components 
are determined solely from the far-field strain-to-failure.  The homogeneous Mode II 
dominance ratio, aH/aHII is 0.66.  The range of Mode II dominance ratio for the 12.7 mm 
specimens is 0.40 – 0.85.  With the exception of the unnotched and 1.59 mm open-hole 
specimens, the value of the Mode II dominance ratio at the less of four flaw lengths is 
within the lower half of the of the Mode II dominance values at each hole-size.  The 
micromechanical Mode II dominance for the 10-degree specimens is shown versus hole-
diameter in Figure 154.  The greatest range in micromechanical Mode II dominance 
occurs for the 4.76 mm specimen; the range of the 1.59 mm, 4.76 mm and 6.35 mm 
specimens is greater than 0.5.  The Mode II dominance for the unnotched specimens is 
between 0.99 – 1.0.  The 12.7 mm specimens exhibit the second-least range, of 0.92 – 1.0.  
With the exception of the 1.59 mm specimens, the maximum Mode II dominance is unity; 
the maximum for the 1.59 mm specimens is 0.99.  The micromechanical Mode II 
dominance values at the less of four flaw lengths are highlighted and it is observed that, 
with the exception of the unnotched specimens, this value is never the minimum Mode II 
dominance value observed at the hole-size.  At each hole-size, the mean micromechanical 
Mode II dominance is significantly greater than the mean homogeneous Mode II 
dominance.  Further, for the open-hole specimens, the range in the micromechanical 
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Mode II dominance is less than the range of the homogeneous Mode II dominance at 
each hole-size. 
The Mode II fracture toughness of the matrix, KII,cm, was not determined experimentally 
but was estimated by assuming GI,c/GII,c = GI,cm/GII,cm.  Because the value of KII,cm is an 
estimate, it may be instructive to examine the dependence of the intrinsic flaw length and 
the Mode II dominance on the value of KII,cm.  The values of the homogenized and 
micromechanical opening and shearing stress components are the same order of 
magnitude, as are the homogenized and micromechanical fracture toughness values.  In 
fact, KI,cm = 0.93 KI,c.  Hence, another estimate of the intrinsic flaw length may be 
obtained by letting KI,cm = KI,c and KII,cm = KII,c and using the micromechanical stress 
components.  This estimate will be referred to as the “micromechanical stresses and 
homogeneous fracture toughness” intrinsic flaw length.  Because KII,c > KII,cm it is 
anticipated that this estimate will exhibit less Mode II dependence and less influence of 
the shearing stress on the intrinsic flaw length compared with the micromechanical 
stresses and micromechanical fracture toughness.  A third estimate of the intrinsic flaw 
length may be obtained by using the micromechanical fracture toughness, KI,cm and KII,cm 
and the homogeneous stresses.  This estimate is the “homogeneous stresses and 
micromechanical fracture toughness” intrinsic flaw length.  The 10-degree 6.35 mm 
intrinsic flaw lengths and the intrinsic flaw lengths and Mode II dependence of the 10-
degere specimens will be examined using the micromechanical stresses and homogenous 
fracture toughness estimate and the homogeneous stresses and micromechanical fracture 
toughness estimate.  In addition, identical figures for the micromechanical stresses and 
micromechanical fracture toughness case, which has been examined in detail, will be 
produced for comparison. 
The micromechanical intrinsic flaw length versus failure site for the 10-degree 6.35 mm 
open-hole specimen is shown in Figure 155, where all flaw lengths are shown and the 
least flaw lengths are highlighted.  This is a combination of the data in Figure 91 and 
Figure 93, discussed previously.  The dependence of the 10-degree micromechanical 
intrinsic flaw length on hole-diameter is shown in Figure 156.  This is a compact method 
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for displaying the data in Figure 95, previously discussed.  With the exception of the 
unnotched, 3.18 mm and 6.35 mm open-hole specimens, the maximum intrinsic flaw 
length decreases with increasing hole-size.  Again, both flaw lengths are shown and the 
least flaw lengths are highlighted.  The micromechanical Mode II dependence versus 
hole-diameter for the 10-degree specimens is shown in Figure 157 and while the Mode II 
dependence of all flaws is shown, the Mode II dependence of the least flaw lengths is 
highlighted.  This is similar to Figure 152 and Figure 154, presented previously. 
The intrinsic flaw length versus failure site for the 10-degree 6.35 mm open-hole 
specimen using micromechanical stresses and homogeneous fracture toughness is shown 
in Figure 158.  The minimum flaw length is 27.7 microns and occurs at 75.8 degrees, in 
contrast with the case of micromechanical stresses and micromechanical fracture 
toughness where the minimum flaw length was 6.7 microns and occurred at 86.2 degrees.  
For each failure site, the intrinsic flaw length calculated from the micromechanical 
stresses and homogeneous fracture toughness, denoted a, is greater than the 
micromechanical intrinsic flaw length, aM.  This is anticipated since KII,c > KII,cm and is 
apparent from Figure 159, where the micromechanical intrinsic flaw length at each 
failure site is shown against the intrinsic flaw length calculated at the site from the 
micromechanical stresses and homogeneous fracture toughness.  The color of each point 
indicates the failure site and the red line marks a = aM.  It is observed that there is a linear 
relationship of aM to a between flaws with similar failure site and that the greater the 
angular position of the failure site, the greater the difference between a and aM, or the less 
the slope of the line through points of aM vs a.  Examining the ratio of the 
micromechanical shearing stress to opening stress, Figure 160, it is observed that M/M 
increases with increasing .  The greater the magnitude of the micromechanical shearing 
stress relative to the opening stress, the greater the difference between the flaw length 
calculated with the micromechanical fracture toughness and the flaw length calculated 
with the homogeneous fracture toughness.  Note that while the majority of flaw lengths 
are clustered in aM < 50 microns, a < 100 microns, at failure sites characterized by 60 
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degrees <  < 90 degrees, the flaw lengths aM are in excess of 100 microns and a are in 
excess of 300 microns. 
The intrinsic flaw length versus hole-diameter for the 10-degee specimens calculated 
using the micromechanical stresses and homogeneous fracture toughness is shown in 
Figure 161.  As anticipated, the mean, minimum, maximum and range in flaw lengths is 
greater at every hole-size for the case of micromechanical stress and homogeneous 
fracture toughness than the case of micromechanical stresses and micromechanical 
fracture toughness.  In both cases, the range in intrinsic flaw length is greatest for the 
6.35 mm specimen.  However, the second-largest range in aM was observed for the 1.59 
mm specimen and the unnotched specimen exhibited the 4th-largest range in aM.  In the 
case of a, the second-largest range was observed for the unnotched specimen, which was 
comparable to the range observed in the 6.35 mm specimen.  That a is greater at each site 
than aM is apparent from Figure 162, wherein is shown aM versus a, where the color of 
each data point indicates the hole-diameter.  It is observed that the unnotched data are co-
linear and are most affected by the use of the homogeneous fracture toughness.  That the 
unnotched data are most affected is anticipated from the high ratio of M/M in this 
specimen for x < 50 mm, Figure 163.  The 10-degree open-hole data are shown in Figure 
164 as aM vs a where the color of each data point indicates the failure site.  As with the 
data for the 6.35 mm specimen, it is observed that points of aM vs a with similar failure 
site are co-linear and that the sites approaching 90 degrees, which are characterized by 
high ratios of shear stress to opening stress, exhibit the greatest difference between aM 
and a.  In each case, a is greater than aM, as anticipated. 
The Mode II dominance for the 10-degree specimens is shown against hole-size in Figure 
165.  At each hole-diameter, the minimum Mode II dominance is significantly lower than 
in the case of micromechanical stresses and micromechanical fracture toughness, Figure 
157.  The maximum Mode II dominance is unity at each hole-diameter with the exception 
of the 1.59 mm hole-diameter, where the maximum Mode II dominance is 0.95.  The 
minimum Mode II dominance occurs for the 4.76 mm specimen and is 0.15.  The 
micromechanical Mode II dominance ratio is shown against the Mode II dominance ratio 
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calculated using the micromechanical stresses and homogeneous fracture toughness in 
Figure 166.  The color of each point indicates the failure site.  It is observed that 
subsequent points of aM/aMII vs a/aII form an arc, with a minimum at (0.15, 0.45) and a 
maximum at (1.0, 1.0) suggesting that the values of aM/aMII < 0.8 are most strongly 
influenced by using the homogeneous fracture toughness.  In the open-hole specimens, 
the Mode II dominance increases with increasing failure site, as anticipated from the 
increase in the shearing stress with increasing failure site.  The unnotched specimens are 
characterized by Mode II dominance values approaching unity.  That the Mode II 
dominance for the case of micromechanical stresses and homogeneous fracture toughness 
is equal to or less than that of micromechanical stresses and micromechanical fracture 
toughness is anticipated from the fracture toughness comparison, KII,c  > KII,cm.   
In summary, using the homogeneous fracture toughness values as opposed to the 
micromechanical fracture toughness values increases the Mode II fracture toughness 
relative to the Mode I fracture toughness.  This has the effect of increasing the intrinsic 
flaw length relative to the micromechanical intrinsic flaw length.  The increase is most 
pronounced at the failure sites which exhibit high shearing stress relative to opening 
stress.  The increased Mode II fracture toughness also has the effect of decreasing the 
Mode II dominance in the 10-degree specimens. 
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Figure 143: Homogeneous Mode II dominance ratio for 10-degree 6.35 mm open-hole 
specimen 
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Figure 144: Micromechanical Mode II dominance ratio for 10-degree 6.35 mm open-hole 
specimen 
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Figure 145: Homogeneous stress components around the perimeter of the circular-hole 
for 10-degree 6.35 mm open-hole specimen 
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Figure 146: Micromechanical stress components around the perimeter of the circular-hole 
for 10-degree 6.35 mm open-hole specimen 
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Figure 147: Homogeneous Mode II dominance ratio for 10-degree 6.35 mm open-hole 
samples 
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Figure 148: Distribution of homogeneous Mode II dominance ratio for 10-degree 6.35 
mm open-hole samples 
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Figure 149: Micromechanical Mode II dominance ratio for 10-degree 6.35 mm open-hole 
samples 
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Figure 150: Distribution of micromechanical Mode II dominance ratio for 10-degree 6.35 
mm open-hole samples 
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Figure 151: Homogeneous Mode II dominance ratio for 10-degree 6.35 mm open-hole 
samples; the Mode II dominance ratios at the least homogeneous intrinsic flaw lengths 
are highlighted 
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Figure 152: Micromechanical Mode II dominance ratio for 10-degree 6.35 mm open-hole 
samples; the Mode II dominance ratios at the least homogeneous intrinsic flaw lengths 
are highlighted 
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Figure 153: Homogeneous Mode II dominance ratio for 10-degree specimens; the Mode 
II dominance ratios at the least homogeneous intrinsic flaw lengths are highlighted 
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Figure 154: Micromechanical Mode II dominance ratio for 10-degree specimens; the 
Mode II dominance ratios at the least homogeneous intrinsic flaw lengths are highlighted 
Least Flaw Lengths 
All Flaw Lengths
328 
 
 
Figure 155: Intrinsic flaw length for 10-degree 6.35 mm specimens using 
micromechanical stresses and micromechanical fracture toughness 
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Figure 156: Intrinsic flaw length for 10-degree specimens using micromechanical stresses 
and micromechanical fracture toughness 
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Figure 157:  Mode II dominance for 10-degree specimens using micromechanical stresses 
and micromechanical fracture toughness 
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Figure 158: Intrinsic flaw length for 10-degree 6.35 mm specimens using 
micromechanical stresses and homogeneous fracture toughness 
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Figure 159: Micromechanical intrinsic flaw length versus intrinsic flaw length calculated 
using micromechanical stresses and homogeneous fracture toughness for 10-degree 6.35 
mm specimens; the shade of each point indicates the failure site; the solid line indicates 
aM = a 
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Figure 160: Micromechanical shearing stress to opening stress ratio for the 10-degree 
6.35 mm specimen 
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Figure 161: Intrinsic flaw length for 10-degree specimens using micromechanical stresses 
and homogeneous fracture toughness 
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Figure 162: Micromechanical intrinsic flaw length versus intrinsic flaw length calculated 
using micromechanical stresses and homogeneous fracture toughness for 10-degree 6.35 
mm specimens; the shade of each point indicates the hole-size; the solid line indicates aM 
= a 
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Figure 163: Micromechanical shearing stress to opening stress ratio for the 10-degree 
unnotched specimen 
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Figure 164: Micromechanical intrinsic flaw length versus intrinsic flaw length calculated 
using micromechanical stresses and homogeneous fracture toughness for 10-degree open-
hole specimens; the shade of each point indicates the failure site; the solid line indicates 
aM = a 
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Figure 165:  Mode II dominance for 10-degree specimens using micromechanical stresses 
and homogeneous fracture toughness 
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Figure 166: Micromechanical Mode II dominance ratio versus Mode II dominance ratio 
calculated using micromechanical stresses and homogeneous fracture toughness for 10-
degree specimens; the shade of each point indicates the failure site; the solid line 
indicates aM = a 
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Appendix C Additional Strength and Failure Site Prediction Figures 
In addition to the predictions discussed in detail in the body of the text, further strength 
and failure site predictions were conducted to compare the predictions from different 
intrinsic flaw distributions.  The following predictions were included in the area metric 
and Bayes factor comparison, but were not discussed in detail in the text.  The caption 
and inset indicate the simulation parameters and flaw distribution used in the prediction. 
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Figure 167: Prediction of (a) strength and (b) failure site in10-degree 6.35 mm open-hole 
specimen from the distribution of least micromechanical flaw lengths in the 6.35 mm 
open-hole specimen; the flaw density was 0.99 flaw/mm and interrogation sites were 
considered in the range from 0 to 180 degrees 
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Figure 168: Prediction of (a) strength and (b) failure site in10-degree 6.35 mm open-hole 
specimen from the distribution of least micromechanical flaw lengths in the unnotched 
specimen; the flaw density was 0.99 flaw/mm and interrogation sites were considered in 
the range from 0 to 180 degrees 
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Figure 169: Prediction of (a) strength and (b) failure site in10-degree 6.35 mm open-hole 
specimen from the mean of the distribution of least micromechanical flaw lengths in the 
open-hole specimen considering variable fiber volume fraction; the flaw density was 0.99 
flaw/mm and interrogation sites were considered in the range from 0 to 180 degrees 
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Figure 170: Prediction of (a) strength and (b) failure site in10-degree 6.35 mm open-hole 
specimen from the mean of the distribution of least micromechanical flaw lengths in the 
unnotched specimen considering variable fiber volume fraction; the flaw density was 
0.99 flaw/mm and interrogation sites were considered in the range from 0 to 180 degrees 
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Figure 171: Prediction of (a) strength and (b) failure site in10-degree 6.35 mm open-hole 
specimen from the distribution of least micromechanical flaw lengths in the open-hole 
specimen considering variable fiber volume fraction; the flaw density was 0.99 flaw/mm 
and interrogation sites were considered in the range from 0 to 180 degrees 
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Figure 172: Prediction of (a) strength and (b) failure site in10-degree 6.35 mm open-hole 
specimen from the distribution of least micromechanical flaw lengths in the unnotched 
specimen considering variable fiber volume fraction; the flaw density was 0.99 flaw/mm 
and interrogation sites were considered in the range from 0 to 180 degrees 
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Figure 173: Prediction of 10-degree 6.35 mm open-hole strength from distribution of 
open-hole flaw lengths considering variable fiber volume fraction; the investigation site 
was located at 87.5 degrees, the location of the minimum intrinsic flaw length. 
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Figure 174: Prediction of 10-degree 6.35 mm open-hole strength from distribution of 
unnotched flaw lengths considering variable fiber volume fraction; the investigation site 
was located at 87.5 degrees, the location of the minimum intrinsic flaw length. 
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