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THE STRUCTURE OF E6
21 INTRODUCTION
1.1 Motivation
A fundamental idea in classifying Lie algebras is not only to list the possible algebras,
but to find each algebra’s subalgebras. The traditional approach to this problem follows
the work of Eugene Dynkin [1], who considered complex Lie algebras. Many properties
of an algebra are more easily seen when it is considered as a complex algebra, and it
is possible to list the complex algebras which exist within, and which contain, a given
complex Lie algebra. It is also possible to determine the real subalgebras of a complex
Lie algebra. However, for applications, such as to physics, it is important not only to
know the subaglebras of a real algebra but also to describe them in terms of an explicit
representation. Dynkin’s methods for classifying complex algebras are not helpful in this
situation.
There are four infinite families of complex Lie algebras and exactly five algebras,
called the exceptional Lie algebras, which do not fit into those families [2, 3]. The infinite
families of Lie algebras correspond to certain well-known groups over the three division
algebras R, C, and H [4]. It is known that the exceptional Lie algebras, named G2, F4, E6,
E7, and E8, are related to the octonions O, the largest division algebra [4]. The smallest
algebra, G2, is the automorphism group of the octonions. The other four exceptional Lie
algebras appear as the bottom row and right column of the Magic Square of Lie algebras,
constructed first by Freudenthal and Tits in 1964 and 1966, respectively [5, 6]. Each
division algebra F = R,C,H,O labels both a column and row in the 4× 4 Magic Square,
and each entry is a Lie algebra built over F1×F2. The Magic Square idea naturally yields
several nested chains of subalgebras associated with the division algebras. For example,
3in [7], Gu¨rsey showed that
SU(2) × U(1) ⊂ SU(2)× U(1) × SU(2)× U(1)
⊂ SU(4) × SU(2)× U(1) ⊂ SO(10) × SO(2) ⊂ E6
We will construct additional subalgebra chains contained within E6 in this thesis.
As discussed in more detail below, the exceptional Lie group E6 is related to the
exceptional Jordan algebra of 3 × 3 hermitian octonionic matrices. The corresponding
Dynkin diagram for E6 shows that it contains the group SO(8), indicating that E6 may
share some of the triality characteristics exhibited by SO(8). While the Dynkin diagram
can be used to reconstruct the commutation relations for E6, and while these commutation
relations can in turn be used to find subalgebras of E6, we note that this is done entirely
in the complex setting. The subalgebras identified by these constructions are complex Lie
algebras, and a real form of the algebra might not contain a real form of the complex
subalgebra.
The division algebras also seem to play an important role in the physics of string
theory and supersymmetry. In 1983, Kugo and Townsend [8] related spinors in space-
times of dimension 3, 4, and 6 with the sequence of Lorentz groups SL(2,R), SL(2,C),
and SL(2,H). In [9], Fairlie and Manogue extended this to SL(2,O) and constructed a
parametrization of the bosonic string coordinates in space-times of dimension 3, 4, 6, and
10. This parametrization exists in those dimensions due to the identity |z||z′| = |zz′| which
holds for the four division algebras. In [10], Fairlie and Manogue gave a parametrization
of the covariant superstring that both encodes the bosonic and fermionic components of
the superstring and satisfies three of the four equations of motion. Division algebras again
played an integral part in this construction, leading Fairlie and Manogue to assert that the
special dimensionality associated with sypersymmetric gauge theories is just a reflection
of the properties of division algebras.
4A number of results specifically relate the octonions to the superstring and super-
symmetry. In [11], Manogue and Sudbery use an octonionic formalism for ten-dimensional
vectors and spinors to solve the equations of motion for the Green-Schwarz Lagrangian
for the superstring. By representing a vector in (9 + 1)-dimensional Minkowski space
with a 2 × 2 hermitian octonionic matrix, they construct a lightlike ten-vector by squar-
ing a column of two octonions, which is a spinor. In [12], Schray combines the spinor
and vector into a 3 × 3 Grassmann, octonionic Jordan matrix and expresses the Lorentz
and supersymmetry transformations of fermionic and bosonic variables in terms of Jordan
products. This connection between the Jordan algebra and superstrings has been pur-
sued by others [13]. In fact, the octonionic Jordan algebra has another nice connection to
physics. In [14], Gu¨naydin notes that the reduced structure group of the Jordan algebra
of Hermitian octonionic 3× 3 matrices is a real form of the complex Lie algebra E6 with
signature (52, 26). Other approaches also relate E6 to the octonionic Jordan algebra, see
[15, 16]. The exceptional Lie group E6 seems to be the right size to contain the Lie group
SU(3,C) × SU(2,C) × U(1,C), which describes the fundamental forces in the Standard
Model of particle physics, and the Lorentz group SO(3, 1,R) of special relativity [17, 18].
In the Standard Model, the strong force is associated with the Lie group SU(3,C), the
weak force is tied to SU(2,C), and the electromagnetic force is represented by U(1,C).
1.2 Summary
Groups are used in quantum mechanics and particle physics in a fundamental way.
In quantum mechanics, operators describe the energy and time evolution of a particle.
The transformations which leave the Hamiltonian operator invariant in the Schro¨dinger
equation form a group. The particle is only measured with certain values, and these
5operator eigenvalues may be labeled with a representation of the group. In traditional
quantum mechanics, the representations are affiliated with complex Lie algebras. This
complexification process involves a square root of -1, usually labeled i, and causes some
difficulty. Myrheim notes in [19] that the standard complex notation identifies the role
played by several different square roots of -1 in the field equation and Hilbert space of
quantum mechanics. When working with the octonions, it is even more difficult to identify
the object or objects which should play the various roles of
√−1. If √−1 lies within the
octonions, which one is ’special’ and why was it chosen? If
√−1 lies outside the octonions,
where does it come from and how does it interact with the octonions? By avoiding issues
related to the complexification of Lie algebras, we can leave these questions unanswered
while still learning a great deal about the real structure of sl(3,O), a real form of E6.
Given the connection between the Lie group E6, Jordan matrices, and superstrings,
several authors have discussed the mathematical properties of the exceptional Lie algebra
E6 and its subalgebra F4 [20, 16, 21]. However, these discussions typically involve complex
Lie algebras instead of real Lie algebras. In [22], Manogue and Dray construct the Lie
group SL(3,O), and the Lie algebra sl(3,O) corresponding to this group is a real form of
the Lie algebra E6. The present work builds upon their results to provide the algebraic
subalgebra structure of sl(3,O). We provide the multiplication table for the real Lie
algebra sl(3,O) and give towers of subalgebras in sl(3,O). We use our knowledge of the
multiplication table of sl(3,O) to label the towers with the appropriate Casimir operators
and give explicit bases for the various subalgebras. We use the Casimir operators and
explicit bases to distinguish between the physically interesting subalgebras of sl(3,O) and
other physicially uninteresting, but isomorphic, subalgebras.
Even though the material presented in Chapters 2 and 3 summarizes known results,
the geometric treatment of root and weight diagrams in Chapter 2 is not readily available
6in the literature. While the interpretation of the group E6 as SL(3,O) is due to Manogue
and Dray [22], the detailed analysis of the Lie algebra sl(3,O) presented here is new.
In particular, the notion of continuous type transformations in Section 4.4, the use of
involutive automorphisms in Chapter 5, and the detailed towers of subalgebras with nested
Casimir operators in Section 5.4 are due to the author.
1.2.1 Thesis Organization
This thesis is arranged into seven chapters. The second chapter provides a general
introduction to Lie groups and Lie algebras. Section 2.1 gives the basic definitions we use
for the study of Lie groups and Lie algebras. We introduce an example in Section 2.1.1
and use this example to illustrate the definitions in the further sections. The definitions
needed for Lie groups are given in Section 2.1.2, while definitions for Lie algebras are
contained within Section 2.1.3. Properties of a Lie group can often be studied using its
associated Lie algebra (and vice versa) using the tools of differentiation, exponentiation,
and commutation; these tools are defined in Section 2.1.4. The regular representation of
a Lie algebra and the algebra’s Killing form can be used to identify the signature of a
simple Lie algebra; these tools are described in Section 2.1.5. We finish Section 2.1 with a
discussion in Section 2.1.6 of the different conventions employed by mathematicians and
physicists when defining the Lie algebras of the classical matrix groups; These groups and
algebras are listed in Section 2.1.7.
Section 2.2 includes verbatim a non-technical paper [23] which covers the classi-
fication of the simple complex Lie algebras using their root and weight diagrams, and
concludes with the complex Lie subalgebra structure of E6. This paper is intended for a
non-expert audience and the definitions are kept deliberately informal; we therefore pre-
cede the paper here with precise definitions in Section 2.2.1. The paper itself begins in
7Section 2.2.2 with a brief introduction. In Section 2.2.3, we show how to construct the
root and weight diagrams of any simple complex algebra from its Dynkin diagram. This
section concludes with the root and weight diagrams of the rank 3 complex simple Lie
algebras. In Section 2.2.4 we show how root and weight diagrams of algebras g and h
can be used to show g ⊂ h. In particular, we develop two methods, called slicings and
projections, which we use to identify the complex subalgebras of algebras whose root and
weight diagrams are of any dimension. In Section 2.2.5, we apply these two methods to
the four-dimensional root diagram of F4. We discuss how these methods may be applied
to the six-dimensional diagrams of E6, and produce a diagram showing the nesting of
complex subalgebras contained within the complex Lie algebra E6. This diagram will be
utilized and expanded upon in Chapters 4 and 5, where we produce the nesting of the
real subalgebras contained within the real Lie algebra sl(3,O), which is a real form of the
complex Lie algebra E6. The conclusion of this paper, in Section 2.2.6, is also incorporated
in the conclusion (Chapter 7) of this thesis.
Chapter 3 discusses the division algebras and their application to structures perti-
nent to geometry and physics. The first two sections of this chapter summarize the work
of Manogue and Schray, given in [24]. Section 3.1 discusses the algebraic and geometric
properties of the four normed division algebras. Their algebraic properties are covered
in Section 3.1.1, and in Section 3.1.2, we construct rotations and reflections in R4 and
R
8 using conjugation maps. These maps will play a vital role in the construction of the
generalized Lorentz transformations of SO(9, 1,R), which is discussed in Section 3.2.3,
and in our construction of SL(3,O) in Chapter 4. We discuss triality as it pertains to the
octonions in Section 3.1.3. Section 3.2 discusses Lorentz transformations and spacetime.
In particular, Section 3.2.1 discusses (k+ 1)-dimensional spacetime and Lorentz transfor-
mations for any finite k, Section 3.2.2 shows how spacetimes where k = 2, 3, 5, 9 can be
identified with vectors and spinors by using the division algebras, and Lorentz transfor-
8mations utilizing the division alagebras are constructed for these particular spacetimes in
Section 3.2.3. We conclude Chapter 3 by constructing the exceptional Jordan Algebra
M3(O), which is also known as the Albert Algebra. We describe the Lie group SL(3,O)
as the group which preserves the determinant of M3(O). By letting SL(3,O) act on the
Albert Algebra in Chapter 4, we are able to construct the commutation table of the Lie
algebra sl(3,O).
Chapter 4 incorporates the work of Manogue and Dray [22] to construct the Lie
group SL(3,O) and explicitly extends their results to the Lie algebra sl(3,O), which is a
real form of E6. We extend the construction of SL(2,O) = SO(9, 1,R) which was given
by Manogue and Schray in [24] and reviewed in Section 3.2 from the 2 × 2 case to the
3×3 case. This work uses the exceptional Jordan AlgebraM3(O) and a discrete type map,
as described in [22], and builds upon the work of Manogue and Dray who showed that
SL(3,O) contains three SO(9, 1,R) subgroups. We expand the results of Manogue and
Dray by using the explicit representation of the Lie group SL(3,O) to construct its Lie
algebra sl(3,O) in Section 4.2.1. In particular, we find an explicit basis for the underlying
vector space of the algebra and use the group transformations to define the product in
the algebra. These computations were done using Maple and Perl. We also extend the
work of Manogue and Dray by giving explicit bases for the three subalgebra chains of
so(9, 1,R) within sl(3,O) and identifying six Casimir operators for the exceptional Lie
algebra E6. We discuss triality as it relates to the Lie groups G2 and SO(8,R) in Section
4.3, and introduce the notion of strong triality. We also relate triality to our notion of type
in this section. In Section 4.4, we generalize our discrete notion of type to a continuous
transformation in the group SL(3,O). We identify this transformation in a particular
subgroup SO(3,R) of SL(3,O), and, using its corresponding algebra so(3,R), we find
that any algebra containing this algebra so(3,R) must be type independent. We use this
idea to separate the algebra sl(3,O) into chains of subalgebra of the form g1 ⊕ g2. In
9Section 4.5 we give an explicit basis for each of the subaglebras su(n,F) and sl(n,F) for
F = C,H,O and n = 2, 3. We again create a chain of subalgebras g1 ⊕ g2 of sl(3,O)
where g1 is either su(n,F) or sl(n,F) and g2 is the maximal subalgebra of sl(3,O) which
commutes with g1. In Section 4.6 we identify a subalgebra Fℓ of sl(3,O) which is the
stabilizer of the type 1 octonionic unit ℓ in M3(O). This subalgebra is neither simple
nor semi-simple, and consists of so(8, 1,R) together with an abelian ideal of dimension 16.
Finally, in Section 4.7, we give an isomorphism between a basis for our preferred octonionic
representation of the subalgebra su(3,C)C ⊂ G2 and the 3× 3 Gell-Mann matrices.
In Chapter 5, we find additional subalgebras of sl(3,O) by adapting methods in-
volving automorphisms of Lie algebras. We review the properties of automorphisms and
involutive automorphisms of complex Lie algebras in 5.1. The Killing form is used to
show that an involutive automorphism of a complex Lie algebra gC will map one real
form of gC to a possibly different real form of gC. In Section 5.1.1 we provide standard
theorems and lemmas from [25, 26] that help us establish the identity and “R-simpleness”
of a real subalgebra of sl(3,O). One such technique which we repeatedly employ identifies
a real subalgebra of sl(3,O) using only the algebra’s dimension, rank, and signature. We
construct three involutive automorphisms of E6 in Section 5.2 and identify new subal-
gebras of sl(3,O) using these automorphisms. In particular, if φ is such an involutive
automorphism, then both sl(3,O)∩φ (sl (3,O)) and the pre-image of the compact part of
φ (sl (3,O)) are subalgebras of sl(3,O). We use the methods from Section 5.1.1 to deter-
mine the R-semi-simple decompositions of certain real subalgebras of sl(3,O). We expand
this approach in Section 5.3 to find additional subalgebras of sl(3,O) by using the fact
that the set of involutive automorphisms form a group. We use the action of the individual
automoprhisms to partition the basis of sl(3,O) into sets and combine various sets to form
subalgebras of sl(3,O). This approach yields a number of subalgebras of sl(3,O) which
could not be readily found using the methods of Chapter 4. We find a real form of F4 with
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signature (36, 16) and multiple real forms of A5, C4 and C3. We provide explicit bases
for these real forms of these subalgebras and identify their Casimir operators. Finally, in
Section 5.4, we produce chains of subalgebras of sl(3,O) in which each larger algebra is
obtained by extending the basis of a subalgebra. In particular, the subalgebras in these
chains use the same choice of Casimir operators. We find this structure to be much more
intricate than the structure indicated for the complex Lie algebra E6 indicated in Chapter
2.2.5.
We summarize this work in Chapter 7 after identifying some open questions in
Chapter 6.
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2 LIE GROUPS AND LIE ALGEBRAS
This chapter begins with a brief introduction to the principle ideas needed for the
study of Lie groups and Lie algebras. In Section 2.1.1, we begin with an example of
a Lie group. We will develop this example throughout Section 2.1 to help illustrate
the definitions of a group, algebra, differentiation and exponentiation, as found in [27].
Although we give the general definitions of differentiation and exponentiation, we shall
also give equivalent definitions that are helpful for the study of the classical matrix groups,
which is of particular interest to this thesis. After discussing the adjoint representation
of a Lie algebra and the Killing form in Section 2.1.7, we include a paper in Section 2.2
that discusses the classification of Lie algebras. This paper is to appear in the Journal of
Online Mathematics, and is included without modification. It concludes with a tower of
complex Lie algebras contained within E6. Additional information about Lie groups and
Lie algebras can be found in [26, 25, 28].
2.1 Basic Definitions
2.1.1 An Example
We begin with a simple example. The solid ball of radius r = π, in three dimensions,
is an example of a Lie group of rotations. Each point p in the ball can be used to define
an axis of rotation extending from the origin through the point p, while the distance |p|
from the origin to p can be used to specify the amount of rotation about that axis. Hence,
the point at the origin represents a rotation about any axis through 0 radians, or the
identity transformation, while the point p = (x = π, y = 0, z = 0) represents a rotation
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of π radians about the x-axis. Every rotation p has an inverse rotation −p, and we note
that antipodal points on the boundary of the ball may be identified since they are the
same rotation. If we compose one rotation p about one axis with another rotation q about
a second axis, the result is a rotation s = q ◦ p about a third axis. It is important to
note that the resulting axis and amount of rotation depends continuously on both p and
q. Thus, we have given the ball of radius r = π in three dimensions a group structure.
2.1.2 Lie Groups
Informally, a Lie group is both a group and a manifold. Before we give a precise
definition, we must first define the concepts of a topological and differentiable manifold
as well as a group. We follow the treatment of Lie groups given in [27], where additional
information may be found.
A topological manifold M of dimension n is a topological space which is Hausdorff,
locally Euclidean of dimension n, and has a countable basis of open sets. A differentiable
manifold is a topological manifold M with a C∞ (smooth) structure, which is a family
U = {(uα, φα)} of coordinate neighborhoods such that
1. ∪ uα covers M
2. uα ∩ uβ 6= ∅ =⇒ φα ◦ φ−1β and φβ ◦ φ−1α are diffeomorphisms
3. Any coordinate neighborhood (uγ , φγ) compatible with every (uα, φα) ∈ U is in U
In general, a differentiable manifold may require more than one coordinate neigh-
borhood. The first condition above guarantees that there is a coordinate neighborhood for
each part of the manifold, while the second condition states that we can smoothly change
from one coordinate neighborhood to another whenever their intersection is non-empty.
The third condition guarantees that our atlas U of coordinate neighborhoods is complete.
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A group is a set G together with a map · : G×G→ G, referred to as multiplication,
such that
1. ∃ e ∈ G such that x · e = x = e · x ∀x ∈ G
2. ∀x ∈ G, ∃x−1 ∈ G such that x · x−1 = e = x−1 · x
3. (x · y) · z = x · (y · z) ∀x, y, z ∈ G
That is, there is an identity element in the group, there is an inverse for every element in
the group, and the multiplication is associative.
A Lie group is a differentiable manifold G which is also a group whose composition
map G × G → G defined by (x, y) = x · y and inverse map G → G defined by x → x−1
are both C∞ mappings.
In the example from Section 2.1.1, the ball of radius r = π is a 3-dimensional
topological manifold. To treat this solid ball as a differentiable manifold, we must be
able to put coordinates on the ball by mapping it to R3. We already saw that we could
interpret the solid ball as a group in Section 2.1.1. The solid ball became a Lie group
once it was assigned a smooth map giving the inverse of each rotation and a smooth map
composing two rotations. We note that the identity e of this Lie group is the origin of the
ball. We stress that while we are primarily interested in thinking of Lie groups as rotation
groups for this thesis, there are many other examples of Lie groups.
2.1.3 Lie Algebras
We review here the definition of a Lie algebra in its general formalism. This treat-
ment again is based upon [27]. Additional information about Lie algebras may also be
found in [25, 26, 28, 29, 30].
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A real Lie algebra g is a vector space V over R along with a product [ , ] : g×g → g,
called a commutator or bracket, which is bilinear,
[ax+ by, z] = a [x, z] + b [y, z]
anti-commutative,
[x, y] = − [y, x]
and satisfies the Jacobi identity
[[x, y] , z] + [[y, z] , x] + [[z, x] , y] = 0
for any x, y, z ∈ g and a, b ∈ R.
A complex Lie algebra g is a vector space V over C with a bilinear product which
satisfies the three properties above, but now with a, b ∈ C.
Example 1: Given a Lie group G, let Lp : G → G be left translation by p (more
formally a diffeomorphism from G to itself given by Lp(r) = pr for p, r ∈ G). A vector
field X on G is left-invariant if, for any p, r ∈ G, it satisfies (dLrp−1)(Xp) = Xr where
Xp is the value of X at p. Let X(G) denote the set of all C
∞ left-invariant vector fields
defined on G. This is a vector space over R, and it may be equipped with a multiplication
[ , ] : X(G) × X(G)→ X(G) given by
[X,Y ]p f = (XY − Y X)pf = Xp(Y f)− Yp(Xf), f ∈ C∞(p)
called the commutator of X and Y . As shown in [27], the commutator of left-invariant
vector fields is again left-invariant. Hence, the vector space X(G) along with the product
[X,Y ] is a real Lie algebra whose dimension is the dimension of the Lie group G.
Example 2: The Lie algebra of a classical matrix group G is the tangent space
TeG at the identity e of the group with the product [ , ] : TeG× TeG→ TeG defined by
[X,Y ] = XY − Y X
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for any X,Y ∈ TeG where XY denotes ordinary matrix multiplication, as shown in [25].
This concept of a Lie algebra of a matrix Lie group will be useful in Chapter 4.
There is a 1 − 1 correspondence between left-invariant vector fields on a Lie group
G and the vectors of TeG, as any vector from TeG may be used to generate a left-invariant
vector field on G and each left-invariant vector field on G is completely determined by its
value at the identity element e of G.
In our example using the solid ball of rotations as the Lie group, the corresponding
Lie algebra consists of the vector space R3. The tangent vector to each rotation at the
identity (origin) in the group is parallel to the axis of rotation. The commutator of two
tangent vectors x and y can be given by their cross product, [x, y] = x× y in R3.
Finally, we introduce some standard terminology for Lie algebras:
• A basis for the Lie algebra g is a basis of the underlying vector space.
• Given subsets g1, g2 of a Lie algebra g, the notation [g1, g2] denotes the set
{[z1, z2] |z1 ∈ g1, z2 ∈ g2}
• A Lie subalgebra g1 of a Lie algebra g is a subset of g that forms a Lie algebra with
the same commutator and field as that of g.
• Given a basis B = {b1, · · · , bn} of a real (complex) Lie algebra g, the structure
constants of g with respect to the basis B are the n3 real (complex) numbers crpq
satisfying
[bp, bq] =
n∑
r=1
crpqbr p, q = 1, 2, · · · , n
• The complexification V C of a real vector space V is the complex vector space
V ⊗R C = V ⊕ iV
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The complexification gC of a real Lie algebra g is a complexification of the vector
space g with the commutator
[x1 + iy1, x2 + iy2] = [x1, x2]− [y1, y2] + i ([x1, y2] + [y1, x2]) , x1, x2, y1, y2 ∈ g
extending the commutator of g.1 Further information may be found in [29].
• A real form of a complex Lie algebra g is a real Lie algebra h whose complexification
hC is isomorphic to g as a complex Lie algebra.
• A Lie algebra g is abelian if its commutator is identically zero, i.e. [g, g] = 0.
• A subalgebra g1 of g is called invariant if if [a, b] ∈ g1 for all a ∈ g1 and b ∈ g.
Equivalently, we have [g1, g] ⊂ g1.
• A real or complex Lie algebra g is called simple if its complexification gC is not
abelian and does not possess a proper invariant Lie subalgebra.
• A real or complex Lie algebra g is called semi-simple if its complexification gC does
not possess an abelian invariant subalgebra. Equivalently, a semi-simple Lie algebra
is a direct sum of simple Lie algebras.
Throughout this thesis, we often write C = R where C is a complex Lie algebra
and R is a real Lie algebra whose complexification is isomorphic to C. Given our primary
interest in the structure of the real subalgebras of a real form of E6, we define two non-
standard definitions for real Lie algebras corresponding to simple and semi-simple Lie
algebras:
1. If g is a real Lie algebra that is not abelian and does not possess a proper invariant
Lie subalgebra, then we say g is R-simple.
1Care must be taken when considering real Lie algebras whose elements are complex matrices, see [31].
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2. If the real Lie algebra g does not possess an abelian invariant subalgebra, then it is
called R-semi-simple. An R-semi-simple Lie algebra g is the direct sum of R-simple
real Lie algebras.
These terms are intended to comment only on the real structure of a real Lie algebra.
With this terminology, the real Lie algebra so(3, 1,R) is R-simple and not decomposable
into the form g1⊕ g2, even though so(3, 1,R) and its complexification, D2 = A1⊕A1, are
not simple. We will encouter the difference between simple, semi-simple, and abelian Lie
algebras again in Section 2.1.5.
Finally, we note that derivations may be used to construct a Lie algebra from any
algebra A over a field F = R or C. If A is an algebra over the field F, then an endomor-
phism2 D of the vector space A is called a derivation if A(xy) = A(x)y + xA(y) for all
x, y ∈ A. If D1 and D2 are derivations of A, then
[D1,D2] = D1D2 −D2D1
is also a derivation of A. The set of derivations of A is a subalgebra of gl(A). This
construction will be useful in Section 2.1.5 in the particular case that A is a Lie algebra.
2.1.4 Correspondence between Lie groups and Lie algebras
There is a very nice correspondence between elements of a Lie group G and elements
of its corresponding Lie algebra g. Roughly speaking, algebra elements are produced from
group elements by differentiation, while exponentiation produces a group element from
an element in the Lie algebra. As seen in the two examples above, elements of the Lie
algebra of a Lie group G may be described either as the set of left-invariant vector fields of
2An endomorphism is an F-linear map from a vector space V to itself, where V is a vector space over
the field F. We use EndFV to denote the associative algebra of all F-linear maps from V to V where V is
a vector space over F.
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G or as tangent vectors at the identity of G. Using these two processes, the commutator
of Lie algebra elements can be described using the Lie group. The following treatment
again follows [27].
We begin with differentiation, the process used to pass from the Lie group to the
associated Lie algebra. Given a Lie group G and the Lie group R, the additive group of
real numbers, if α : R → G is a homomorphism of R into G, then the image α(R) is called
a one-parameter subgroup of G. Note that the homomorphism property requires both that
α(0) = e, the identity element in G, and that
α(s1)α(s2) = α(s1 + s2) s1, s2 ∈ R
The corresponding left-invariant vector fieldX is determined by its valueXe at the identity
of G, which is given by
Xe = α˙ =
dα(s)
ds
|s=0
It is an element of the Lie algebra g associated to the Lie group G. We will often use the
notation α˙ to denote the tangent vector at the identity of the one-parameter subgroup
α : R → G.
Having created an element of the Lie algebra from a one-parameter subgroup of a
Lie group G, we now describe the inverse process, called exponentiation. Let G be a Lie
group and X a C∞ vector field on G. For each p ∈ G, there is a neighborhood V ⊂ G, a
real number δ > 0, and a C∞ mapping
γv : Iδ × V → G
which satisfies
∂γv(s, q)
∂s
= Xγv(s,q)
and
γv(0, q) = q
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for all q ∈ V , where Iδ = (−δ, δ) is a real open interval. This theorem is the manifold
version of the existence theorem for ordinary differential equations. We use this theorem
in the special case where X is a left-invariant vector field of G, in which case the interval
Iδ may be extended to all of R and we may take V = G. Let p = e ∈ G. As noted in
Section 2.1.3, each left-invariant vector field X on G may be identified by its value Xe
at the point e in G, that is, with a tangent vector v = Xe in TeG. Then the mapping
γv : R×G→ G given above is a global action of R on G, and the map γve : R → G given
by
γve (s) = γ
v(s, e) s ∈ R
is a one-parameter subgroup of G. We note that γve is defined for each particular v ∈ TeG.
Indeed, the map γe : R× TeG→ G given by
γe(s, v) = γ
v
e (s)
is a C∞ map. This map satisfies γe(s, s1v) = γe(s1s, v) for all s, s1 ∈ R. The exponential
map, exp : TeG→ G, is defined by the formula
exp (v) = γe(1, v)
.
The exponential map derives its name from the case of its use with the classical
matrix groups. Consider the Lie group G = GL(n,F), with F = R or C, which consists of
all non-singular n × n matrices over F. The Lie algebra of this Lie group is g = gln(F),
which is isomorphic to Mn(F), the set of all n × n matrices over F. Let A ∈ gln(F). The
flow of the left-invariant vector field defined by A is obtained by integrating dXds = X · A
with s ∈ R and X(0) = Id. If Fn is equipped with a norm and Mn(F) with the associated
endomorphism norm, then
||An|| ≤ ||A||n
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Hence, the series
∞∑
r=0
(
sr
r!
)
Ar
converges, as do all of its derivatives. Thus,
exp (sA) =
∞∑
r=0
(
sr
r!
)
Ar
giving the exponential map its name.
We can illustrate differentiation and exponentiation using our example of the solid
ball of rotations from Section 2.1.1. We begin with differentiation. Let G be the Lie group
under consideration. Choose a point p in the solid ball, and consider the straight line path
α : R → G extending through −p and p, which is given by
α(s) = s~p s ∈ R
where ~p is the vector pointing from the origin to p. This map is a homomorphism, and
the line traced out by α is a one-parameter subgroup of G. We note that α(1) = ~p and
α(−1) = −~p are rotations about the same axis but in opposite directions. Then
α˙ ≡ dα(s)
ds
|s=0 = ~p
is the tangent vector to the path α at the origin. It is an element of the Lie algebra
g associated to the Lie group G. Our example also illustrates the exponential of a Lie
algebra element. The Lie group G is of dimension three, implying that its Lie algebra
g = TeG is also of dimension three. Let ~v ∈ TeG be any vector in R3 and define the path
γ~ve : R → G in G by
γ~ve (s) = s~v s ∈ R
The image of this map is a line extending through the origin in G. Hence, it is a one-
parameter subgroup of G. The line also depends continuously on our choice of ~v ∈ R3, so
we may define γe : R× TeG→ G by
γe(s,~v) = γ
~v
e (s) = s~v
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The exponential map exp : TeG→ G is then given by the formula
exp (~v) = γe(1, ~v) = ~v = v
where we identify ~v with the point v ∈ G. We emphasize that the image of
exp (s~v) = γe(1, s~v) = s~v = γ
~v
e (s) s ∈ R
is not only a line through the origin containing v, but it is a one-parameter subgroup of
G whose tangent vector at the identity is ~v ∈ TeG.
It will be useful in Section 4.2.1 to have an expression for the commutator of two
Lie algebra elements in terms of the corresponding group elements. Given a Lie algebra
g of a Lie group G, we identify g with the tangent space TeG of G. Let u, v ∈ TeG, and
let exp (su) and exp (sv) denote their corresponding one-parameter subgroups in G. We
define the curve σ : R → G in G by
σ(s) = exp (−s
2
u) exp (−s
2
v) exp (
s
2
u) exp (
s
2
v) s ∈ R
We note that σ(0) = e is the identity in G, but that the image of σ(R) is not in general
a one-parameter subgroup of G. Nevertheless, its tangent vector is the commutator [u, v]
in the algebra.3
We finish this section with a note on the direct products of Lie groups and the direct
sum of Lie algebras. In particular, we show that if g1 and g2 are the Lie algebras of the Lie
groups G1 and G2, then the Lie algebra of the direct product G1 ×G2 is g1 ⊕ g2. Further
information regarding this fact may be found in [25].
Let G1, G2 be two Lie groups with identities e1 and e2, respectively. Consider the
3The first-order derivative of σ(s) vanishes at s = 0. However, the second-order derivative d
2σ(s)
ds2
|s=0
will be tangent to the curve σ(s) at s = 0. Further information may be found in [32].
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direct product of the manifolds G1 and G2, denoted G1 ×G2, with the product map
(x1, y1)(x2, y2)→ (x1x2, y1y2) for x1, x2 ∈ G1, y1, y2 ∈ G2
and inverse map
(x1, y1)→ ((x1)−1, (y1)−1) for x1,∈ G1, y1 ∈ G2
where (x1)
−1 and (y1)−1 is the inverse of x1 and y1 in G1 and G2, respectively. Since G1
and G2 are Lie groups, the product defined in this way also makes G1 × G2 into a Lie
group. Its identity element is (e1, e2). As a manifold, its dimension is |G1|+ |G2|.
The direct sum of Lie algebras g1 and g2 over R is denoted g1 ⊕ g2. It is a direct
sum of the underlying vector spaces with the product
[(x1, y1), (x2, y2)] = [[x1, x2], [y1, y2]] for x1, x2 ∈ g1, y1, y2 ∈ g2
which is anti-commutative, satisfies the Jacobi identity, and is bilinear. The dimension of
g1 ⊕ g2 is |g1|+ |g2|.
Cornwell [25] uses the fact that every finite-dimensional Lie algebra has a finite-
dimensional faithful linear representation to prove that if G1 and G2 are two matrix Lie
groups of dimensions |G1| and |G2|, then G1 × G2 is a matrix Lie group of dimension
|G1|+ |G2|, and that if g1 and g2 are the real Lie algebras of G1 and G2, respectively, then
the real Lie algebra of G1 × G2 is isomorphic to g1 ⊕ g2. Noting that the Lie algebra of
G1 × G2 will have dimension |G1| + |G2|, we shall prove this theorem for general finite-
dimensional Lie groups G1 and G2 by constructing a basis for g1 ⊕ g2 from G1 × G2.
Let B be a basis for G1. For each xi ∈ B, the image of (exp (sxi), e2) with s ∈ R is a
one-parameter subgroup of G1 ×G2. Hence, we obtain |G1| one-parameter subgroups of
G1 × G2. Similarly, we construct |G2| one-parameter subgroups in G1 × G2 of the form
(e1, exp (syi)) for each yi in a basis of G2. Hence, we have |G1|+|G2| subgroups of G1×G2.
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Differentiating, we obtain a set of |G1|+ |G2| linearly independent elements of g1⊕g2, each
of the form (xi, 0) or (0, yi). Hence, we have constructed a basis of g1 ⊕ g2 from G1 ×G2.
Since their dimension are the same, we have shown that the Lie algebra of G1 × G2 is
g1 ⊕ g2.
2.1.5 Regular Representation and Killing Form
In this section, we describe the adjoint representation of a Lie algebra and the
Killing form. We begin with the adjoint representation of the Lie group, and show how it
produces the adjoint representation of the Lie algebra associated with the Lie group. We
then discuss the Killing form of the Lie algebra, a tool which is fundamental in classifying
real and complex Lie algebras. Finally, we include a note on general representations of Lie
algebras and include definitions which will be useful in Section 2.2.3. The treatment of
the adjoint representation of a Lie group, representations of a Lie algebra, and the Killing
form may be found in a number of references, including [25, 27, 33].
We first define a representation of a Lie group G on a finite-dimensional vector
space V before considering the case where V = g, the Lie algebra of the Lie group. A
finite-dimensional representation of a topological group G is a continuous homomorphism
Ψ : G → GLC(V ) from G into the group of invertible linear transformations on a finite-
dimensional complex vector space V . In the case that G is a Lie group, it is often useful
to let V = g, the Lie algebra of G. Identify g with the tangent space TeG to G at the
identity. Then, for any element p ∈ G, the map Ψp : G→ G given by Ψp(r) = prp−1 is a
smooth isomorphism. If α : R → G is a smooth curve in G such that α(0) = e ∈ G and
α˙ ∈ g, then Ψp(α(t)) = pα(t)p−1 is also a smooth curve in G which passes through e at
t = 0. Hence, the tangent vector to this curve, pα˙p−1, is in g. Thus, the corresponding
isomorphism Ad(p) := dΨp : TeG → TeG is a representation Ad : G → Aut(TeG) of G
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on its tangent space TeG. Identifying TeG with g, we call this isomorphism the adjoint
representation of the group on its algebra. Further information on representations may be
found in [33].
Having defined a representation of a Lie group, we now discuss the related concept
for a Lie algebra. A representation of a Lie algebra g on a vector space V is a homomor-
phism of Lie algebras ρ : g → (EndF(V ))K where V is a vector space over F = R or C.
The map ρ must be K-linear and satisfy
ρ([x, y]) = ρ(x)ρ(y) − ρ(y)ρ(x) for all x, y ∈ g
We note that K = R if g is a real Lie algebra, and K = C if g is a complex Lie algebra. 4
Ado has proven that every finite-dimensional Lie algebra has a finite-dimensional faithful
linear representation [30].
As shown in [33], if Ψ is a representation of a Lie group on a vector space V , then
the differential at e ∈ G gives a representation of the real Lie algebra g of G on the space
V . We illustrate this using the adjoint representation of a matrix Lie group G on its Lie
algebra g. Let α : R → G be a smooth curve in G such that α(0) = e ∈ G and α˙ = y ∈ g.
The map t → Adα(t)(x), with x ∈ g, is a smooth map into g. Computing its derivative,
we find that
d
dtAdα(t)(x) =
d
dt [α(t)xα
−1(t)]
= dα(t)dt xα
−1(t) + α(t)xdα
−1(t)
dt
= dα(t)dt xα
−1(t)− α(t)xα−1(t)dα(t)dt α−1(t)
which, when evaluated at t = 0, gives
d
dtAdα(t)(x)|t=0 = α˙x− xα˙
= yx− xy
4The dimension of the space of endomorphisms (EndR(V ))
R is twice that of (EndC(V ))
R.
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which is also in g. The homomorphism Ad induces a homomorphism of Lie algebras,
denoted by ad : g → End(g), given by adx(y) = [x, y]. This homomorphism is known as
the adjoint representation of a Lie algebra g.
The adjoint representation of a Lie algebra may also be defined without any reference
to its Lie group. It is important to note that, for any Lie algebra g, the linear map
ad : g → End(g) given by
(ad x)(y) = [x, y]
is a representation of the Lie algebra g. This homomorphism satisfies
ad [x, y] = (ad x)(ad y)− (ad y)(ad x)
which can be seen by rewriting the Jacobi identity for g as
[[x, y], z] = [x, [y, z]] − [y, [x, z]]
However, the Jacobi identity of g may also be rewritten as
[x, [y, z]] = [[x, y], z] + [y, [x, z]]
or
(ad x)([y, z]) = [(ad x)(y), z] + [y, (ad x)(z)]
showing that ad is a derivation of g. Hence, as noted in Section 2.1.3, the image ad g of
g under this representation is a Lie algebra, and its commutator is given by
[ad x, ad y] = (ad x)(ad y)− (ad y)(ad x)
where the product on the right hand side is the the product in End(g). Further information
may be found in [33].
We find that the adjoint representation of a Lie algebra g is particularly useful.
The representation is fully defined by its action on a basis of g. Hence, given a basis
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{b1, · · · , bn} of an n-dimensional Lie algebra g, we may express the linear transformation
adbi as an n× n matrix ad (bi) whose components are given by
[bi, bj ] =
n∑
k=1
ad (bi)kj bk
We note that the components of ad (bi) are the structure constants of g. The coefficients
in column j of ad (a) are the coefficients in the expansion of ada(bj) = [a, bj ] using the
basis previously chosen. Hence, the components of the matrices ad (bi), i = 1, · · · , n,
are the structure constants of g. Even though the individual structure constants are basis
dependent, the entire collection describes the entire algebra, regardless of the chosen basis,
in the following way: Given a real (complex) Lie algebra g, we define the Killing form
to be a symmetric bilinear B form over R (C) on g whose value is given by B(x, y) =
tr (ad (x) ad (y)) for any x, y ∈ g. The Killing form is invariant under all automorphisms
of g. Further information on the Killing form may be found in [33].
We now list some important results related to the Killing form which will be par-
ticularly useful in Chapters 4 and 5. Consult [25, 26] for a further discussion of these
facts.
The Killing form provides useful criteria for proving that a Lie algebra g is semi-
simple, known as Cartan’s criterion for semi-simplicity. Given a Lie algebra g with basis
{b1, · · · , bn}, we may use the Killing form to define an n × n matrix B whose elements
are defined by Bij = B(bi, bj). The Lie algebra g is semi-simple if and only if the Killing
form is non-degenerate, that is, if detB 6= 0. According to a theorem in [25], it is possible
to choose a basis {b1, · · · , bn} of g such that B(bi, bi) ∈ {−1, 0 + 1} and B(bi, bj) = 0 for
i 6= j. That is, B is a diagonal matrix with diagonal entries equal to +1, −1, or 0. Let
d+, d−, and d0 denote the number of +1, −1, and 0 diagonal entries in B with such a
basis chosen. While there are any number of ways to choose the basis of g, a theorem [25]
on bilinear forms states that if a basis of g is chosen so that B is diagonal with entries
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+1,−1 and 0, then the values d+, d−, and d0 are invariant. If d0 > 0, then B is degenerate
and g is not semi-simple. On the other hand, if d0 = 0, then g is semi-simple and the
Killing form provides a further description of the Lie algebra g. The elements bi such that
B(bi, bi) = −1 correspond to compact generators or rotations in the Lie group, while the
elements for which B(bi, bi) = +1 correspond to non-compact generators or boosts. In this
case, we say that (d−, d+) is the signature of g. We note that a Lie algebra is compact if
and only if its Killing form is negative definite. Indeed, as noted in [33], a Lie algebra g
of a Lie group G is compact if and only if G is compact.
There are two other aspects of the Killing form which we will find useful in Chapters
4 and 5. First, we say x ∈ g is a null rotation if B(x, x) = 0. We note that this definition
neither implies that B is a diagonal matrix nor that g has an abelian invariant subalgebra.
We will encounter null rotations in Section 4.6. Second, if φ is any automorphism of g,
then
B(φ(x), φ(y)) = B(x, y) for x, y ∈ g
We will use this important property of the Killing form extensively in Chapter 5, Further
information about the properties of the Killing form can be found in [25].
In my work below, I often represent the adjoint representation of a Lie algebra in
a commutation table C. Having chosen a basis {b1, · · · , bn}, the ij entry in the table C
is given by Cij = [bi, bj ]. This entry contains the expansion of the j-th column of ad (bi)
with the basis {b1, · · · , bn}. Thus, each column of C represents a complete n×n matrix in
the adjoint representation. The Killing form of bi and bj is computed in part by expanding
the i-th and j-th columns of C into their equivalent n × n adjoint representations of bi
and bj. If g is abelian, then C will be the zero matrix. If g has an invariant subalgebra
g′ ⊂ g, we may expand a basis {b1, · · · , bk} for g′ to a basis of g. Then each of the entries
in the first k rows and first k columns of C will be linear combinations of {b1, · · · , bk}
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only. Finally, if g is semi-simple but not simple, we may choose a basis of g over C such
that C is block diagonal. This block-diagonal structure may not be possible if g is a real
Lie algebra and the basis must be chosen over R. However, if g is a real Lie algebra which
is R-semi-simple, then we may choose a basis of g over R such that C is block diagonal.
2.1.6 Different Conventions used by Physicists and Mathematicians
Mathematicians and physicists have slightly different conventions for the differentia-
tion and exponentiation processes related to the classical matrix groups. The conventions
above are typically used by mathematicians. For the classical matrix groups, these con-
ventions lead to Lie algebra elements which are anti-hermitian. In physics, one of the
fundamental ideas in quantum mechanics is that observables are associated with hermi-
tian matrices. Hence, physicists insert a factor of −i in the definition of differentiation,
using σ = −iα˙ = −idα(s)ds |s=0. This factor of −i is removed in the exponentiation process,
using the definition exp(sσ) =
∑∞
m=0
isσm
m! =
∑∞
m=0
(sα˙)m
m! , with s ∈ R, for the classical
matrix groups.
It is important to note that these differences do not affect the content of the com-
mutator in the algebra. If {α˙x, α˙y, α˙z} are the mathematicians’ Lie algebra elements,
the corresponding physicists’ conventions are {−iα˙x,−iα˙y,−iα˙z}. The mathematicians’
commutator [α˙x, α˙y] = α˙z and physicists’ commutator [−iα˙x,−iα˙y] = −i(−iα˙z) are con-
sistent, even if the physicists’ commutator initially appears to have an extra factor of i.
2.1.7 Classical Matrix Groups and their Algebras
We list here the classical matrix groups, using their standard definitions as found
in [34]. We use GL(n,F) with F = R or C to denote the general linear group composed of
n×n invertible matrices over F under the operation of matrix multiplication. The notation
29
AT is used to denote the transpose of the matrix A. The hermitian conjugate of the matrix
A is denoted by A† =
(
A
)T
. That is, if A = (aij), then the hermitian conjugate of A is
given by A† = (aji). Finally, the n×n identity matrix whose off-diagonal components are
zero and whose diagonal components are one is denoted by In, and Jn =

 0 In
−In 0

.
1. Real special linear group of degree n:
SL(n,R) = {g ∈ GL(n,R)|det (g) = 1}
2. Complex special linear group of degree n:
SL(n,C) = {g ∈ GL(n,C)|det (g) = 1}
3. Real orthogonal group of degree n:
O(n,R) = {g ∈ GL(n,R)|gT g = In}
4. Complex orthogonal group of degree n:
O(n,C) = {g ∈ GL(n,C)|g†g = In}
5. Real (Complex) special orthogonal group of degree n:
SO(n,R) = O(n,R) ∩ SL(n,R)
SO(n,C) = O(n,C) ∩ SL(n,C)
6. Real symplectic group
Sp(n,R) = {g ∈ GL(2n,R)|gT Jng = Jn}
7. Complex symplectic group
Sp(n,C) = {g ∈ GL(2n,C)|g†Jng = Jn}
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8. Unitary group of degree n:
U(n,C) = {g ∈ GL(n,C)|g†g = In}
9. Special unitary group of degree n:
SU(n,C) = U(n) ∩ SL(n,C)
10. Unitary symplecitic group of degree n:
Sp(n) = U(2n,C) ∩ Sp(n,C)
For each of the classical matrix groups just given, we list the corresponding Lie
algebras:
1.
sl(n,R) = {x ∈M(n,R)|tr (X) = 0}
2.
sl(n,C) = {x ∈M(n,C)|tr (x) = 0}
3.
o(n,R) = {x ∈M(n,R)|xT = −x}
4.
o(n,C) = {x ∈M(n,C)|xT = −x}
5.
so(n,R) = o(n,R) ∩ sl(n,R)
so(n,C) = o(n,C) ∩ sl(n,C)
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6.
sp(n,R) = {x ∈M(2n,R)|xTJn + Jnx = 0}
7.
sp(n,C) = {x ∈M(2n,C)|xTJn + Jnx = 0}
8.
u(n,C) = {x ∈M(n,C)|X† = −x}
9.
su(n,C) = {x ∈M(n,C)|x† = −x, tr (x) = 0} = u(n) ∩ sl(n,C)
10.
sp(n,C) = {x ∈M(2n,C)|x†Jn + Jnx = 0, x† = −x} = u(2n,C) ∩ sp(n,C)
2.2 Classifying Complex Lie Algebras
Lie algebras can be represented by various diagrams. The remaining part of Chapter
2 is a paper, to appear in the Journal of Online Mathematics and its Applicataions, which
discusses the classification of complex Lie algebras. It is included without modification,
and includes some minor duplication of material previously covered in Chapter 2. It is
intended for a non-expert audience, and therefore many definitions have been kept delib-
erately informal in this non-technical paper. Some of the terms with informal definitions
have been defined previously in Chapter 2, and we have included the precise definitions
of the other terms in Section 2.2.1. The actual text of the paper begins in Section 2.2.2.
The paper is organized as follows. Section 2.2.3 discusses how the root and weight
diagrams of a complex Lie algebra my be constructed from the algebra’s Dynkin diagram.
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This section includes a brief introduction to Lie algebras and other concepts covered
previously in this thesis. An algebra’s root and weight diagrams may be used to identify its
subalgebras. This is shown for the three-dimensional case in Section 2.2.4 using the algebra
B3 = so(7). In particular, two methods are described which find all the sublagebras of
the rank 3 algebras. These methods are generalized to higher dimensional diagrams in
Section 2.2.5, including a detailed treatment of F4. This paper concludes with a tower
of the complex Lie algebras contained within E6. The goal of the rest of this thesis is to
expand upon the structure of this tower by considering the real subalgebras of sl(3,O),
our real form of E6.
2.2.1 Precise Definitions
We list here precise definitions for the terms which we left inadequately defined in
the following paper.
1. In the following paper, we often write C = R where
C = An, Bn, Cn,Dn, E6, E7, E8, F4, G2
is the Dynkin classification of the complex Lie algebra and R is a real algebra whose
complexification is C. The equal sign is a short notation for the statement The
complexification of R is equal as a complex Lie algebra to C.
The Cartan subalgebra h of a Lie algebra g is a maximal nilpotent subalgebra of g.
Equivalently, it can be shown that the Cartan subalgebra h of a Lie algebra g is
the maximal abelian subalgebra h of a simple Lie algebra g. See [32] for additional
information.
2. A representation p of a real (resp. complex) Lie algebra g on a real (resp. complex)
vector space V is a mapping which assigns to each x ∈ g a linear transformation
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p(x) on V , and which is such that
p(ax+ by) = ap(x) + bp(y) for all x, y ∈ g and scalars a, b;
p ([x, y]) = p(x)p(y)− p(y)p(x)
For linear transformations on a vector space, the expression [X,Y ] will mean XY −
Y X. Further information about these definitions may be found in [35].
Equivalently, a representation of a real (resp. complex) Lie algebra g is a homomor-
phism p : g → gld(F) for some d. This d, called the degree of the representation, is
unrelated to the dimension n of the Lie algebra g. Two representations p, p′ of a Lie
algebra g of degree d are called equivalent if there exists a non-singular matrix T over
F such that p′(x) = T−1p(x)T for all x ∈ g. The degree of the adjoint representation
of a Lie algebra g is equal to the dimension of g. Further information may be found
in [36].
We tacitly require that p is not the trivial representation, i.e. p(x) = 0 for all x ∈ g.
3. If p is a representation of a complex Lie algebra g on a vector space V , then the
linear functional λ on g is called a weight of p if there exists a non-zero vector v ∈ V
such that p(x)v = λ(x)v for each x ∈ g. The vector v is called a weight vector
belonging to the weight λ. A weight is called a zero weight if the linear functional is
identially zero, and a non-zero weight if the linear functional is not identically zero.
Further information about these definitions may be found in [35].
We once refer to the adjoint representation as the n × n representation, in Section
2.2.3.
4. In the case that p is the adjoint representation of a complex Lie algebra g on a vector
space V , the weights are called roots. We reserve the term root vector for another
use in this paper, but refer to the weight vectors in the adjoint representation as
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operators. The zero roots and non-zero roots are defined analogously. We use the
symbol ∆ to denote the set of non-zero roots. Further information about these
definitions may be found in [35].
5. A simple set of roots is a set {r1, · · · , rk} of linearly independent roots of ∆ such
that every root r ∈ ∆ may be written as
r =
k∑
i=1
ciri
where the coefficients ci are unique and are integers which either satisfy ci ≥ 0 or
ci ≤ 0 for all i for each root r. The ordered basis {r1, · · · , rk} of simple roots can
be used to provide an ordering for the roots of ∆, by writing r > r′ if r =
∑k
i ciri
and r′ =
∑k
i c
′
iri and ci > c
′
i at the first i for which ci 6= c′i. The operator v is called
a raising operator if its associated root λ satisfies λ > 0, where 0 is the zero linear
functional. It is called a lowering operator if its associated root λ satisfies λ < 0.
Further information about these definitions may be found in [35].
6. Each weight λ of a representation of a Lie algebra g may be written uniquely as a
real linear combination of the simple roots {r1, · · · , rk} of the adjoint representation
of g. The ordered basis {r1, · · · , rk} of simple roots provides an ordering for the
weights, by writing λ > λ′ if λ =
∑k
i ciri and λ
′ =
∑k
i c
′
iri and ci > c
′
i at the first
i for which ci 6= c′i. The highest weight λ0 of a representation of a Lie algebra g
satisfies λ0 > λ for every weight λ. Further information about these definitions may
be found in [35].
7. A root diagram is a diagram in Rd, where d is the rank of the Lie algebra g, in which
every root of the adjoint representation is plotted as a point λ in Rd, vectors are
drawn extending from the origin to each λ, and a vector is drawn between two roots
λ1 and λ2 precisely when their difference is another root in ∆. Further information
about this definition may be found in [37].
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8. We reserve the term root vector for either the arrow in space which points from the
origin to the root λ in a root or weight diagram of g or a translation of that arrow
which does not reverse its orientation. The endpoint of a root vector is referred to
as a state, to help differentiate the root from the vector pointing towards it.
9. A weight diagram is a diagram in Rd, where d is the rank of the Lie algebra g, in
which every weight of a non-trivial representation is plotted as a point λ in Rd and
a vector is drawn between two weights λ1 and λ2 precisely when their difference is
a root in ∆. Further information about this definitions may be found in [37].
10. A minimal weight diagram of a Lie algebra g is a diagram with the least number of
weights which still contains a vector for every root in ∆. There may be more than one
minimal weight diagram in the sense that each arises from a different representation
of the Lie algebra g. However, all minimal weight diagrams are congruent.
In the following paper, we often refer to the image of the representation Γ of a
Lie algebra as a representation of the Lie algebra. We also refer to the weight and root
diagrams as a representation of the Lie algebra. We use this abuse of terminology not
only because it is prevalent in the literature but also because the image of Γ may be
used to construct the weight or root diagrams, which in turn may be used to recreate the
complexified algebra’s structure constants.
The root and weight diagrams in this paper are best viewed in color. In particular,
we often refer to roots which have been colored red, blue, etc. We have strived to include
other descriptions which may be useful if this paper is printed in black and white only.
We describe in the paper how we may identify g1 as a subalgebra of g2 using root and
weight diagrams, and simply state that g1 is a subalgebra of g2 if a root or weight diagram
of g1 may be identified as a subdiagram of g2. We also comment that both diagrams must
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use the same highest weight. We list here the precise criteria that allows us to state that
the complex Lie algebra g1 is a subalgebra of the complex Lie algebra g2:
We say D1 may be embedded in D2 if there is an isometry r : R
n → Rn such that
the image of each vertex in D1 is a vertex in D2. Each root or weight diagram Di of an
algebra gi has a highest shell of weights Wi, which consists of the weights which are the
furthest from the center of the diagram Di. The diagram D1 is a subdiagram of D2 if
D1 may be embedded in D2 and the image of W1 is contained within W2. In this case,
the algebra represented by the image of D1 in D2 will close, allowing us to say that the
algebra g1 is a subalgebra of g2.
Now, let p : Rn → Rn−k denote a projection with k < n which satisfies |p(x)−p(y)| ≤
|x− y| for all x, y ∈ Rn, and write pD2 for the result of projecting the diagram D2 from
R
n to Rn−k. Considered as a diagram itself, pD2 will contain a weight pW 02 such that
|pW 02 | ≥ |pW i2| for every other weight pW i2 of pD2, where |pW i2| denotes the distance from
the origin to the weight pW i2. Let pW2 denote the set of weights which are a distance
|pW 02 | away from the center of pD2. Then the algebra g1 is a subalgebra of g2 if D1 may
be embedded in pD2.
2.2.2 Introduction
Lie algebras are classified using Dynkin diagrams, which encode the geometric struc-
ture of root and weight diagrams associated with an algebra. This paper begins with an
introduction to Lie algebras, roots, and Dynkin diagrams. We then show how Dynkin
diagrams define an algebra’s root and weight diagrams, and provide examples showing
this construction. In Section 2.2.4, we develop two methods to analyze subdiagrams. We
then apply these methods to the exceptional Lie algebra F4, and describe the slight mod-
ifications needed in order to apply them to E6. We conclude by listing all Lie subalgebras
37
of E6.
2.2.3 Root and Weight Diagrams of Lie Algebras
We summarize here some basic properties of root and weight diagrams. Further
information can be found in [28], [25], and [38]. A description of how root and weight
diagrams are applied to particle physics is also given in [25].
Lie Algebras
A Lie algebra g of dimension n is an n-dimensional vector space along with a product
[ , ]:g × g → g, called a commutator, which is anti-commutative ([x, y] = −[y, x]) and
satisfies the Jacobi Identity
[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0
for all x, y, z ∈ g. A Lie algebra is called simple if it is non-abelian and contains no
non-trivial ideals. All complex semi-simple Lie algebras are the direct sum of simple Lie
algebras. Thus, we follow the standard practice of studying the simple algebras, which
are the building blocks of the semi-simple algebras.
There are four infinite families of Lie algebras as well as five exceptional Lie algebras.
The algebras in the four infinite families correspond to special unitary matrices (or their
generalizations) over different division algebras. The algebras Bn and Dn correspond to
real special orthogonal groups in odd and even dimensions, SO(2n + 1) and SO(2n),
respectively. The algebras An are the complex special unitary groups SU(n + 1), and
the algebras Cn correspond to unitary groups SU(n,H) over the quaternions.
While Lie algebras are usually classified using their complex representations, there
are particular real representations, based upon the division algebras, which are of interest
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in particle physics. Manogue and Schray [24] describe the use of quaternions H to
construct su(2,H) and sl(2,H), which are real representations of B2 = so(5) and
D3 = so(5, 1), respectively. As they discuss, their construction naturally generalizes to
the octonions O, yielding the real representations su(2,O) and sl(2,O) of B4 = so(9)
and D5 = so(9, 1), respectively. This can be further generalized to the 3×3 case, resulting
in su(3,O) and sl(3,O), which preserve the trace and determinant, respectively, of a 3×3
octonionic hermitian matrix, and which are real representations of two of the exceptional
Lie algebras, namely F4 and E6, respectively [39]. The remaining three exceptional
Lie algebras are also related to the octonions [4, 40]. The smallest, G2, preserves the
octonionic multiplication table and is 14-dimensional, while E7 and E8 have dimensions
133 and 248, respectively. A major step in describing all possible representations of E8
was recently completed by the Atlas Project [41].
In Sections 2.2.4 and 2.2.5, we label the Lie algebras using the standard complex Lie
algebra label (e.g. An, Bn) and also with the name of a particular real form (e.g. su(3),
so(7)) of the algebra. In section 4, when discussing the subalgebras of E6, we also give
particular choices of real forms.
Roots and Root Diagrams
Every simple Lie algebra g contains a maximal abelian subalgebra h ⊂ g, called
a Cartan subalgebra, whose dimension is called the rank of g. There exists a suitably
normalized basis {h1, · · · , hl} of h which can be extended to a basis
{h1, · · · , hl, g1, g−1, g2, g−2, · · · , gn−l
2
, g−n−l
2
}
of g satisfying:
1. [hi, gj ] = λ
j
igj (no sum), λ
j
i ∈ R
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2. [hi, hj ] = 0
3. [gj , g−j ] ∈ h
The basis elements gj and g−j are referred to as raising and lowering operators.
Property 1 associates every gj with an l-tuple of real numbers r
j = 〈λj1, · · · , λjl 〉, called
roots of the algebra, and this association is one-to-one. Further, if rj is a root, then so is
−rj = r−j, and these are the only two real multiples of rj which are roots. According to
Property 2, each hi is associated with the l-tuple 〈0, · · · , 0〉. Because this association
holds for every hi ∈ h, these l-tuples are sometimes referred to as zero roots. For raising
and lowering operators gj and g−j , Property 3 states that rj + r−j = 〈0, · · · , 0〉.
Let ∆ denote the collection of non-zero roots. For roots ri and rj 6= −ri, if
there exists rk ∈ ∆ such that ri + rj = rk, then the associated operators for ri and
rj do not commute, that is, [gi, gj ] 6= 0. In this case, [gi, gj ] = Ckijgk (no sum), with
Ckij ∈ C, Ciij 6= 0. If ri + rj 6∈ ∆, then [gi, gj ] = 0.
When plotted in Rl, the set of roots provide a geometric description of the algebra.
Each root is associated with a vector in Rl. We draw l zero vectors at the origin for
the l zero roots corresponding to the basis h1, · · · , hl of the Cartan subalgebra. For the
time being, we then plot each non-zero root ri = 〈λi1, · · · , λil〉 as a vector extending from
the origin to the point 〈λi1, · · · , λil〉. The terminal point of each root vector is called a
state. As is commonly done, we use ri to refer to both the root vector and the state.
In addition, we allow translations of the root vectors to start at any state, and connect
two states ri and rj by the root vector rk when rk + ri = rj in the root system. The
resulting diagram is called a root diagram.
As an example, consider the algebra su(2), which is classified as A1. The algebra
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su(2) is the set of 2× 2 complex traceless Hermitian matrices. Setting
σ1 =

 0 1
1 0

 σ2 =

 0 −i
i 0

 σ3 =

 1 0
0 −1


we choose the basis h1 =
1
2σ3 for the Cartan subalgebra h, and use g1 =
1
2(σ1 + iσ2)
and g−1 = 12 (σ1 − iσ2) to extend this basis for all of su(2). Then
1. [h1, h1] = 0
2. [h1, g1] = 1g1
3. [h1, g−1] = −1g−1
4. [g1, g−1] = h1
By Properties 2 and 3, we associate the root vector r1 = 〈1〉 with the raising
operator g1 and the root vector r
−1 = 〈−1〉 with the lowering operator g−1. Using the
zero root 〈0〉 associated with h1, we plot the corresponding three points (1), (−1), and
(0) for the states r1, r−1, and h1. We then connect the states using the root vectors.
Instead of displaying both root vectors r1 and r−1 extending from the origin, we have
chosen to use only the root vector r−1, as r−1 = −r1, to connect the states (1) and
(0) to the states (0) and (−1), respectively. The resulting root diagram is illustrated in
Figure 2.1.
-1 0 1
Figure 2.1: Root diagram of A1 = su(2)
Weights and Weight Diagrams
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An algebra g can also be represented using a collection of d × d matrices, with
d unrelated to the dimension of g. The matrices corresponding to the basis h1, · · · , hl
of the Cartan subalgebra can be simultaneously diagonalized, providing d eigenvectors.
Then, a list wm of l eigenvalues, called a weight, is associated with each eigenvector.
Thus, the diagonalization process provides d weights for the algebra g. The roots of an
n-dimensional algebra can be viewed as the non-zero weights of its n× n representation.
Weight diagrams are created in a manner comparable to root diagrams. First, each
weight wi is plotted as a point in Rl. Recalling the correspondence between a root ri
and the operator gi, we draw the root rk from the weight wi to the weight wj precisely
when rk + wi = wj , which at the algebra level occurs when the operator gk raises (or
lowers) the state wi to the state wj .
The root and minimal non-trivial weight diagrams of the algebra A2 = su(3) are
shown in Figure 2.2. The algebra has three pairs of root vectors, which are oriented east-
west (colored blue), roughly northeast-southwest (colored red), and roughly northwest-
southeast (colored green). The algebra’s rank is the dimension of the underlying Euclidean
space, which in this case is l = 2, and the number of non-zero root vectors is the number
of raising and lowering operators. The minimal representation contains three independent
arrows, which provide six different roots (although we’ve only indicated one of each raising
and lowering root pair). Using the root diagram, the dimension of the algebra can now
be determined either from the number of non-zero roots or from the number of root
vectors extending in different directions from the origin. Both diagrams indicate that the
dimension of A2 = su(3) is 8 = 6 + 2. Root and (non-trivial) weight diagrams indicate
the underlying algebra’s dimension and rank, which is (almost) enough information to
identify the algebra. 5
5For algebras of rank 6 and lower, the exceptions are that Bn = so(2n + 1) and Cn = sp(2 · n) have
the same dimension for each rank n, and that B6, C6, and E6 all have dimension 78.
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Figure 2.2: Root and minimal weight diagrams of A2 = su(3)
Constructing Root Diagrams from Dynkin Diagrams
In 1947, Eugene Dynkin simplified the process of classifying complex semi-simple
Lie algebras by using what became known as Dynkin diagrams [1]. He realized that every
root in a rank l algebra can be expressed as an integer sum or difference of l simple roots.
Further, the relative lengths and interior angle between pairs of simple roots fits one of
four cases. A Dynkin diagram records the configuration of an algebra’s simple roots.
Each node in a Dynkin diagram represents one of the algebra’s simple roots. Two
nodes are connected by zero, one, two, or three lines when the interior angle between the
roots is π2 ,
2π
3 ,
3π
4 , or
5π
6 , respectively. If two nodes are connected by n lines, then
the magnitudes of the corresponding roots satisfy the ratio 1 :
√
n. An arrow is used
in the Dynkin diagram to point toward the node for the smaller root. If two roots are
orthogonal, no direct information is known about their relative lengths.
We give the Dynkin diagrams for the rank 2 algebras in Figure 2.3 and the corre-
sponding simple root configurations in Figure 2.4. For each algebra, the left node in the
Dynkin diagram corresponds to the root r1 of length 1, colored red and lying along the
horizontal axis, and the right node corresponds to the other root r2, colored blue.
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D2 = so(4) A2 = su(3) B2 = so(5) C2 = sp(2 · 2) G2 = Aut(O)
Figure 2.3: Rank 2 Dynkin diagrams
D2 = so(4) A2 = su(3) B2 = so(5) C2 = sp(2 · 2) G2 = Aut(O)
Figure 2.4: Rank 2 simple roots
In Rl, each root ri defines an (l − 1)-dimensional hyperplane which contains the
origin and is orthogonal to ri. A Weyl reflection for ri reflects each of the other roots
rj across this hyperplane, producing the root rk defined by
rk = rj − 2(r
j
• ri
|ri| )
ri
|ri|
According to Jacobsen [28], the full set of roots can be generated from the set of simple
roots and their associated Weyl reflections.
We illustrate how the full set of roots can be obtained from the simple roots using
Weyl reflections in Figure 2.5. We start with the two simple roots for each algebra, as
given in Figure 2.4. For each algebra, we refer to the horizontal simple root, colored red,
as r1, and the other simple root, colored blue, as r2. Step 1 shows the result of reflecting
the simple roots using the Weyl reflection associated with r1. In this diagram, the black
thin line represents the hyperplane orthogonal to r1, and the new resulting roots are
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colored green. Step 2 shows the result of reflecting this new set of roots using the Weyl
reflection associated with r2. At this stage, both D2 = so(4) and A2 = su(3) have their
full set of roots. We repeat this process again in steps 3 and 4, using the Weyl reflections
associated first with r1 and then with r2. The full root systems for B2 = so(5) and
C2 = sp(2 · 2) are obtained after the first three Weyl reflections. Only G2 requires all
four Weyl reflections.
The full set of roots have been produced once the Weyl reflections fail to produce
additional roots. The root diagrams are completed by connecting the tips of the roots ri
and rj via the root rk precisely when rk + ri = rj. From the root diagrams in Figure
2.6, it is clear that the dimension of A2 = su(3) is 8 and the dimension of G2 is 14, while
both B2 = so(5) and C2 = sp(2 · 2) have dimension 10. Further, since the diagram of
B2 can be obtained via a rotation and rescaling of the root diagram for C2, it is clear
that B2 and C2 are isomorphic.
Constructing Weight Diagrams from Dynkin Diagrams
Root diagrams are a specific type of weight diagram. While the states and roots can
be identified with each other in a root diagram, this does not happen for general weight
diagrams. Weight diagrams are a collection of states, called weights, and the roots are
used to move from one weight to another. Although it has only one root diagram, an
algebra has an infinite number of weight diagrams.
Like a root diagram, any one of an algebra’s weight diagrams can be constructed
entirely from its Dynkin diagram. The Dynkin diagram records the relationship between
the l simple roots of a rank l algebra. Each simple root r1, · · · , rl is associated with
a weight w1, · · · , wl. When all integer linear combinations of these weights are plotted
in Rl, they form an infinite lattice of possible weights. This lattice contains every weight
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Step 1: Weyl reflection using root r1
D2 = so(4) A2 = su(3) B2 = so(5) C2 = sp(2 · 2) G2 = Aut(O)
Step 2: Weyl reflection using root r2
D2 = so(4) A2 = su(3) B2 = so(5) C2 = sp(2 · 2) G2 = Aut(O)
Step 3: Weyl reflection using root r1
D2 = so(4) A2 = su(3) B2 = so(5) C2 = sp(2 · 2) G2 = Aut(O)
Step 4: Weyl reflection using root r2
D2 = so(4) A2 = su(3) B2 = so(5) C2 = sp(2 · 2) G2 = Aut(O)
Figure 2.5: Generating an algebra’s full root system using Weyl reflections
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D2 = so(4) A2 = su(3) B2 = so(5) C2 = sp(2 · 2) G2 = Aut(O)
Figure 2.6: Root diagrams of simple rank 2 algebras
from every d × d (d ≥ 0) representation of the algebra. A particular weight diagram is
chosen by specifying a highest weight W in this lattice. Weyl reflections related to the
weights w1, · · · , wl then define the boundary of weights W for that particular weight
diagram, and root vectors are used to connect pairs of valid weights in W and within
W .6 Choosing a new highest weight W outside the original weight diagram’s boundary
W selects a new, larger, weight diagram, while choosing a new highest weight inside of
W selects a new, smaller, weight diagram.
An equivalent method [37] constructs weight diagrams while avoiding the explicit
use of Weyl reflections. First, the l simple roots r1, · · · , rl are used to define the Cartan
matrix A, whose components are aij = 2
ri • rj
ri • ri
. Equivalently, the components are:
6The distance between adjacent weights in the infinite lattice is less than or equal to the length of each
root vector. Root vectors do not always connect adjacent weights, but often skip over them.
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aij =


2, if i = j;
0, if ri and rj are orthogonal;
−3, if the interior angle between ri and rj is 5π6 , and
√
3|ri| = |rj|;
−2, if the interior angle between roots ri and rj is 3π4 , and
√
2|ri| = |rj|;
−1, in all other cases;
Cartan matrices are invertible. Thus, the fundamental weights w1, · · · , wl defined
by
wi =
l∑
k=1
(A−1)kirk
are linearly independent. We create an infinite lattice W = {miwi|mi ∈ Z} of possible
weights in Rl, and then label each weight W i = mijw
j ∈ W using the l-tuple M i =
[
mi1, · · · ,mil
]
, called a mark. We choose one of the infinite number of weight diagrams by
specifying l non-negative integers m01, · · · ,m0l for the mark of the highest weight W 0.
While the components of the Cartan matrix record the geometry of the simple roots,
the components of each mark record the geometric configuration of the weights within the
lattice. Each weight W i is part of a shell of weights W which are equidistant from
the origin. As discussed earlier, Weyl reflections associated with the fundamental weights
can be used to find the weights in W . The diagram’s entire set of valid weights can
also be determined using the mark M i of each weight. The positive integers mij ∈ M i
list the maximum number of times that the simple root rj can be subtracted from W i
while keeping the new weights on or within the boundary W . Thus, weights W i −
1rj, · · · ,W i − (mij)rj (no sum) are valid weights occurring on or inside W . These new
weights have marks M i − ATi ,M i − 2ATi , · · · ,M i − mijATi , where ATi is the transpose
of the ith column of the Cartan matrix A. Thus, given a weight diagram’s highest
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weight W 0, this procedure selects all of the diagram’s weights from the infinite lattice.
The diagram is completed by connecting any two weights W i and W k by the root rj
whenever W i + rj =W k.
We carry out this procedure for the algebra B3 = so(7), whose simple roots are
r1 = 〈√2, 0, 0〉, r2 = 〈−
√
1
2 ,−
√
3
2 , 0〉, r3 = 〈0,
√
2
3 ,
√
1
3〉
We produce the Cartan matrix A, find A−1, and list the fundamental weights.
Cartan Matrix
A =


2 −1 0
−1 2 −1
0 −2 2


Inverse Cartan Matrix
A−1 =


1 1 12
1 2 1
1 2 32


Fundamental Weights
w1 = 1r1 + 1r2 + 1r3
w2 = 1r1 + 2r2 + 2r3
w3 = 12r
1 + 1r2 + 32r
3
Starting with the highest weight W 0 = w1, whose mark is [1, 0, 0], the above procedure
generates the following weights:
Marks Weights
[1, 0, 0]−r1
wwoooo
o
W 0 = [1, 0, 0] • 〈w1, w2, w3〉 = 1r1 + 1r2 + 1r3
[−1, 1, 0]
−r2 
W 1 = [−1, 1, 0] • 〈w1, w2, w3〉 = 0r1 + 1r2 + 1r3
[0,−1, 2] −r3
''OO
OOO
W 2 = [0,−1, 2] • 〈w1, w2, w3〉 = 0r1 + 0r2 + 1r3
[0, 0, 0] −r3
''OO
OOO
W 3 = [0, 0, 0] • 〈w1, w2, w3〉 = 0r1 + 0r2 + 0r3
[0, 1,−2]
−r2 
W 4 = [0, 1,−2] • 〈w1, w2, w3〉 = 0r1 + 0r2 − 1r3
[1,−1, 0]−r1
wwoooo
o
W 5 = [1,−1, 0] • 〈w1, w2, w3〉 = 0r1 − 1r2 − 1r3
[−1, 0, 0] W 6 = [−1, 1, 0] • 〈w1, w2, w3〉 = −1r1 − 1r2 − 1r3
We plot the weight W 0, · · · ,W 6 and the appropriate lowering roots −r1, · · · ,−r3
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at each weight for this weight diagram of B3 = so(7) in Figure 2.7. The full set of roots
are used to connect pairs of weights, giving the complete weight diagram of B3 = so(7)
in Figure 2.8.
-r1
-r2 -r3
-r3 -r2
-r1
W0
Figure 2.7: B3 = so(7) weight skeleton Figure 2.8: B3 = so(7) weight diagram
Rank 3 Root and Weight Diagrams
Using the procedures outlined above, we catalog the root and minimal weight dia-
grams for the rank 3 algebras. We did this by writing a Perl program to generate the
weight and root diagram structures and return executable Maple code. We then used
Maple and Javaview to display the pictures.
The 3-dimensional root diagrams of the rank 3 algebras are given in Figure 2.9.
The root diagrams of A3 = su(4) and D3 = so(6) are identical. Hence, A3 = D3. These
algebras have dimension 15, as their root diagram contains 12 non-zero states. The
B3 = so(7) and C3 = sp(2 · 3) algebras both have dimension 21, and their root diagrams
each contain 18 non-zero states. Each of these algebras contain the A2 = su(3) root
diagram, which is a hexagon. This can be seen at the center of each rank 3 algebra by
turning its root diagram in various orientations. The modeling kit ZOME [42] can be
used to construct the rank 3 root diagrams. The kit contains connectors of the right
length and nodes with the correct configuration of connection angles to construct most of
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the rank 3 root diagrams.7
su(4) = A3 = D3 =
so(6)
B3 = so(7) C3 = sp(2 · 3)
Figure 2.9: Rank 3 root diagrams
An algebra’s minimal weight diagram has the fewest number of weights while still
containing all of the roots. Figure 2.10 shows the minimal weight diagrams for A3 = D3,
B3, and C3. Each root occurs once in the diagram for A3 = D3, while in the diagram
for B3 every root is used twice. The minimal weight diagram for C3 is centered about
the origin, and the roots passing through the origin (colored red, blue, and brown) occur
once, while the other roots occur twice.
2.2.4 Subalgebras of Complex Lie Algebras
We have already noted that we can recognize A2 = su(3) as a subalgebra of A3 =
su(4), B3 = so(7), and C3 = sp(2 · 3) by identifying its hexagonal root diagram in each
of the larger root diagrams. This section develops two further methods which help us
identify subalgebras.
7The root diagram for the algebra C3 = sp(2 · 3) can not be built to scale because it requires an angle
not in the existing ZOME tools.
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su(4) = A3 = D3 =
so(6) B3 = so(7)
C3 = sp(2 · 3)
Figure 2.10: Rank 3 minimal weight diagrams
Subalgebras of B3 = so(7) using Root Diagrams
Root and weight diagrams can be used to identify subalgebras. For algebras of
rank l ≤ 3, we can recognize subdiagrams corresponding to subalgebras by building the
algebra’s root and weight diagrams and rotating them in R3.
We illustrate the process of finding all subalgebras of B3 = so(7) by using its root
diagram. When rotated to the position in Figure 2.11, the large horizontal 2-dimensional
rectangle through the origin (containing roots colored green and magenta) contains eight
non-zero nodes. This subdiagram is the root diagram of the 10-dimensional algebra
B2 = C2. The smaller rectangular diagrams lying in parallel planes above and below this
large rectangle contain all of the roots vectors of B2 = C2. These diagrams are minimal
weight diagrams of B2 = C2.
Two additional rotations of the root diagram of B3 = so(7) produce subalgebras.
In Figure 2.12, the horizontal plane through the origin contains only two orthogonal
roots, which are colored blue and fuchsia. These roots comprise the root diagram of
D2 = su(2) + su(2). We have already identified the hexagonal A2 = su(3) root diagram
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in the horizontal plane containing the origin in Figure 2.13. Each horizontal triangle
above and below this plane is a minimal weight representation of A2. In addition, the
subdiagram containing the bottom triangle, middle hexagon, and top triangle is the 15-
dimensional, rank 3 algebra A3 = D3. Thus, it is possible to identify both rank l − 1
and rank l subalgebras of a rank l algebra.
Figure 2.11: B2 ⊂ B3 Figure 2.12: D2 ⊂ B3 Figure 2.13: A2 ⊂ D3 ⊂ B3
Identified Subalgebras of B3 = so(7) using the Root Diagram
Not all subalgebras of a rank l algebra can be identified as subdiagrams of its root or
weight diagram. When extending a rank l algebra to a rank l+1 algebra, each root ri =
〈λi1, · · · , λil〉 is extended in Rl+1 to the roots ri1, · · · , rim, where rij = 〈λi1, · · · , λil, λ
ij
l+1〉.
Here, λ
ij
l+1 is one of m ≥ 1 different eigenvalues values defined by the extension of the
algebra. Hence, although roots ri1, · · · , rim are all distinct in Rl+1, they are the same
root when restricted to their first l coordinates. Thus, we can identify subalgebras of a
rank l + 1 algebra by projecting its root and weight diagrams along any direction.
Just as our eyes “see” objects in R3 by projecting them into R2, we can identify
subalgebras of B3 = so(7) by projecting its root and weight diagram into R
2. In Figures
2.14 and 2.15, we have rotated the root diagram of B3 so that our eyes project one of the
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root vectors onto another root vector. This method allows us to identify B2 = so(5) and
G2 as subalgebras of B3 by recognizing their root diagrams in Figures 2.14 and 2.15,
respectively. Although we previously identified B2 ⊂ B3 by using a subdiagram confined
to a plane, we could not identify G2 as a subalgebra of B3 using that method.
Figure 2.14: B2 = so(5) ⊂ B3 = so(7) Figure 2.15: G2 ⊂ B3 = so(7)
Identify Subalgebras of B3 = so(7) using Projections of its Root Diagram
Geometry of Slices and Projections
The procedures in subsections 2.4 and 2.5 allow us to create root and weight
diagrams for algebras of rank greater than 3. We now give precise definitions for the two
processes we used in subsection 3.1 to identify subalgebras of B3 = so(7).
We first generalize the method that allowed us to find subalgebras of B3 = so(7)
by identifying subdiagrams in specific cross-sections of its root diagram. We refer to this
method as “slicing”, based on an analogy to slicing a loaf of bread. A knife, making parallel
cuts through the bread, creates several independent slices of the bread. We use the same
idea to slice an algebra’s root or weight diagram. A set of l − 1 linearly independent
vectors V = {v1, · · · , vl−1} defines an (l − 1)-dimensional hyperplane in Rl. Given V ,
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a slice Dα of an algebra’s l-dimensional diagram D is the subdiagram consisting of the
vertex α and all root vectors and vertices in the hyperplane spanned by V containing α.
A slicing of a diagram D using V separates D into a finite set of disjoint slices. The root
vectors which connect vertices from two different slices are called struts. We are interested
in slices of D which contain diagrams corresponding to the algebra’s subalgebras. Hence,
the slices must contain root vectors of D, and in practice we choose V to consist of
integer linear combinations of simple roots.
A diagram’s slices can tell us about its original structure. When dealing with bread,
we can obviously stack the slices on top of each other, in order, to recreate an image of
the pre-cut loaf of bread - our mind removes the cuts made by the knife. When dealing
with root and weight diagrams, we do not have the benefit of using the shape of an “outer
crust” to guide the stacking of the slices of the diagram. Instead of severing the struts, we
color them grey to make them less prominent. This allows us to use the slices and struts
to recreate the structure of the original root or weight diagram.
When the dimension of the diagram is greater than 3, stacking slices on top of
each other is not an effective means of recreating the root or weight diagram. Instead,
we lay the slices out along one direction, much as slices of bread are laid in order along a
countertop to make sandwiches. This allows us to display a 3-dimensional diagram in two
dimensions, as we have shown for B3 = so(7) in Figure 2.16, or a 4-dimensional diagram
in three dimensions, as we have shown for the root diagram of B4 = so(9) in Figure
2.17. Of course, a 5-dimensional diagram can be displayed in three dimensions by first
laying 4-dimensional slices along the x axis, and then slicing each of these diagrams and
spreading them along directions parallel to the y axis. This procedure generalizes easily to
diagrams for rank six algebras, and can be modified to allow any compact n-dimensional
diagram to be displayed in three dimensions.
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Figure 2.16: Slicing of B3 = so(7) using root r
1, colored red, and root r2,
colored blue.
Figure 2.17: Slicing of B4 = so(9) using roots r
1 (red), r2 (green), and r3
(blue).
For the Lie algebras of rank l = 6 or less, we implement a slicing as follows. We first
build the algebra’s root or weight diagram as described in subsection 2.5. Given three
vectors v1, v2, and v3 to define the slicing, we apply an orthonormal transformation
so that the slices are contained within the first 3 coordinates of Rl. We then use the
projection (given here for l = 6) R6 → R3 : (x, y, z, u1, u2, u3) → (x + s1 • u1, y +
s2 • u2, z + s3 • u3), where s1, s2, and s3 are separation factors used to separate the
slices from each other when placed on our 3-dimensional countertop.8 When helpful, we
keep the grey colored struts in the sliced diagrams.9 While slicing preserves the length
8An equivalent projection R6 → R3 : (x, y, z, u1, u2, u3) → (x + s1u1 + s2u2 + s3u3, y, z) with s1 >
η2s2 > η3s3 for sufficiently large η2 and η3 will string a 6-dimensional diagram along one axis. The u1
coordinate will separate the different 5-dimensional slices, with s1u1 moving these different slices very
far apart. The u2 and u3 coordinates will locally separate the 4-dimensional and 3-dimensional slices
along the x axis, but sufficiently small s2 and s3 will keep the subslices of one 5-dimensional slice from
interfering with another 5-dimensional slice. This method generalizes to n-dimensional diagrams, but
creates a very long string of the resulting diagrams.
9The large number of grey lines in a diagram can hide the important roots within each slice in addition
to causing computational overload.
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and direction of any root vector within a slice, laying the slices out along one direction
obviously changes these characteristics for the grey struts.
The second method used to find subalgebras of B3 = so(7) in subsection 3.1 involved
projecting the 3-dimensional diagram into a 2-dimensional diagram. A projection of an
l-dimensional diagram to an (l − 1)-dimensional diagram is accomplished by projecting
along a direction specified by p. To be useful, this projection must preserve the lengths
of the roots, and the angles between them, when those roots are orthogonal to p.
Given a direction specified by a vector p, we create a linear transformation to change
the basis from the standard basis e1, · · · , el to a new orthonormal basis whose first basis
vector is p|p| . This is accomplished by applying Gram-Schmidt orthonormalization to the
ordered set of vectors P = {p, e1, e2, · · · , el}, which is linearly dependent, and keeping
the first l non-zero vectors. We then use a linear transformation to convert the standard
basis to this new basis and apply it to the simple roots. Finally, we throw away the first
coordinate in the expression for each simple root. This allows us to build the root or
weight diagram following the procedure in subsection 2.5, using the original simple roots
to define the weights W 0, · · · ,W n, which are then constructed using our projected simple
roots. It is faster computationally to apply the projection to the simple roots before
building the diagram than to apply the projection to the entire diagram after it has been
built. As we can only display diagrams in three dimensions, when l ≥ 4, we repeat this
procedure l − 3 times using l − 3 projection directions p1, · · · , pl−3.
The Gram-Schmidt process smoothly transforms a set of linearly independent vec-
tors into a set of orthonormal vectors, and we choose our vectors in P in a smooth way.
However, as P is linearly dependent, our resulting change of basis transformation will
not smoothly depend on p if p ∈ span(e1, · · · , el−1). Thus, we place the restriction that
| p|p| · el| > ǫ, for some small ǫ. In practice, we are usually interested in directions p
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which are integer or half-integer linear combinations of the simple roots, and change p to
p+ 0.015e1 + 0.015e2 + · · ·+ 0.015el . This assures that our projection smoothly depends
upon p, or in the case l ≥ 4, on p1, · · · , pl−3.
By setting the separation factors si = 0, the slicing method can be used to produce
another projection of the diagram D. This choice for si collapses the separate slices
Dα onto one another, and centers them about the origin. Given a hyperplane V , this
slice and collapse method projects the slices along a direction perpendicular to V . This
provides less flexibility that the true projection method, which allows a projection along
any direction p when {p} ∩ V = 0. Nevertheless, by setting some si = 0, the slice
and collapse method can produce useful projections of 5-dimensional and 6-dimensional
diagram.
The slight difference between the projection method and slice and collapse method
is illustrated in Figure 2.18 and Figure 2.19. Figure 2.18 projects the root diagram of
C4 = sp(2 · 4) along the simple root r1. The result is the root diagram of C3 = sp(2 · 3).
Figure 2.19 collapses the slices of the root diagram of C4 = sp(2 · 4), defined using
the simple roots r2, r3, and r4, onto the origin. While this diagram contains the C3
root diagram, consisting of two large triangles on either side of a large hexagon, it also
contains smaller triangles on either side of the hexagon. These small triangles are part of
an octahedron, which is one of the original slices of C4. In Figure 2.19, the octahedron
is actually disjoint from the C3 root diagram.
10 However, in the true projection, in
Figure 2.18, the octahedron is placed by the projection either above or below the origin.
Whenever the slice and project method produces overlapping disjoint diagrams, a better
projection can be obtained by translating the collapsed slice away from the origin.
10While the root vectors in the octahedron and the C3 root diagram appear to intersect, they do not
terminate or start from any common vertex.
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Figure 2.18: Projecting the C4 =
sp(2 · 4) root diagram along simple
root r1
Figure 2.19: Collapsing the slices of
C4 = sp(2·4) defined by simple roots
r2, r3, and r4 onto the origin.
Identifying Subalgebras using Slicings and Projections
Given an algebra g, the slicing and projection techniques described above produce
subdiagrams of the algebra’s root and weight diagrams. We then compare these subdi-
agrams to a list of known Lie algebra diagrams. If the subdiagram’s vertices and root
configuration exactly matches the configuration of a diagram for the Lie algebra g′, then
g′ is a subalgebra of g.
While a projection along one of the diagram’s root vectors will only allow an iden-
tification of subalgebras of rank l − 1, slicings of a rank l algebra’s root diagram allow
identifications of subalgebras of rank l and l−1. When successfully slicing root diagrams,
the middle slice will be the root diagram of a rank l− 1 subalgebra, and other slices will
be different weight diagrams for that subalgebra [43]. We use a subdiagram consisting of
some slices to identify a rank l subalgebra. In addition, that subdiagram must contain
the original diagram’s highest weight. For instance, the short roots in the diagram of
C3 = sp(2 · 3) look like they form the A3 = D3 algebra in Figure 2.9. However, the high-
est weight of the C3 diagram is the furthest away from the origin, at the tip of the longest
root extending from the origin. This weight is outside any embedding of the A3 = D
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root diagram into the root diagram of C3. In fact, A3 = D3 is not a subalgebra of C3, as
there are two operators g1 and g2 corresponding to the short roots whose commutator is
an operator corresponding to one of the longer roots. These rules are sufficient to identify
rank l and rank l − 1 subalgebras of a rank l algebra.
These methods only allow us to find subalgebras of the complex simple Lie algebras.
For the case of real subalgebras of real Lie algebras, these techniques can only indicate
which containments are not possible (i.e. a real form of C3 can not contain a real form
of A3). See [44] for information regarding the real Lie subalgebras of E6.
2.2.5 Applications to Algebras of Dimension Greater than 3
We now show how these two techniques can be applied to find subalgebras of rank
l algebras, for l ≥ 4. We begin by using slices and projections to find subalgebras of the
exceptional Lie algebra F4. We then show how to apply these techniques to algebras of
higher rank.
Subalgebras of F4 using Slices
We apply the slice and projection techniques to the 52-dimensional exceptional Lie
algebra F4, whose Dynkin diagram is shown in Figure 2.20. We number the nodes 1
through 4, from left to right, and use this numbering to label the simple roots r1, . . . , r4.
Thus, the magnitude of r1 and r2 is greater than the magnitude of r3 and r4. We color
these simple roots magenta (r1), red (r2), blue (r3), and green (r4).
  〉  
Figure 2.20: F4 Dynkin diagram
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We consider the slicing of F4 defined using roots r
2, r3, and r4. Laying the
slices along the x axis, the large number of grey struts in the resulting diagram, Figure
2.21, makes it difficult to observe the underlying structure of each slice, and so they are
removed from the diagram in Figure 2.22. This diagram clearly contains three nontrivial
rank 3 root or weight diagrams. Comparing this diagram to the root diagrams in Figure
2.9, we identify the middle diagram, containing 18 non-zero vertices, as the root diagram
of C3 = sp(2 · 3). The other two slices are identical non-minimal weight diagrams of
C3. Because there are 46 non-zero vertices visible in Figure 2.22, it is clear that two
single vertices are missing from this representation of the root diagram of F4, which has
dimension 52.
Figure 2.21: Slicing of F4 using roots r
2 (red), r3 (blue), and r4
(green). Grey colored struts connect vertices from different slices.
Figure 2.22: Slicing of F4 using roots r
2, r3, and r4.
Eliminating the struts shows C3 = sp(2 · 3) ⊂ F4
Figure 2.23 is the result of slicing the root diagram of F4 using the simple roots r
1,
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r2, and r3. The center diagram again contains 18 non-zero weights, which we identify as
B3 = so(7) using Figure 2.9. Hence, B3 ⊂ F4. Furthermore, as all 48 non-zero vertices
are present and there are 5 nontrivial slices in the root diagram, we compare this sliced
root diagram of F4 with that of B4 = so(9), which is shown in Figure 2.17, and see that
B3 ⊂ B4 ⊂ F4. An additional slicing of B4 shows D4 = so(8) ⊂ B4 ⊂ F4.
Figure 2.23: Slice of F4 showing B3 = so(7) ⊂ B4 = so(9) ⊂ F4
Subalgebras of F4 using Projections Given the 4-dimensional root di-
agram of F4, we can observe its 3-dimensional shadow when projected along any one
direction. However, as a single projection eliminates the information contained in one
direction, it is not possible to understand the root diagram of F4 using a single projec-
tion. We work around this problem by creating an animation of projections, in which the
direction of the projection changes slightly from one frame to the next.
The Dynkin diagram of F4 reduces to the Dynkin diagram of C3 = sp(2 · 3) or
B3 = so(7) by eliminating either the first or fourth node. The simple roots r
1 and r4
define a plane in R4, and we choose a projection vector pθ = cos θr
1 + sin θr4 to vary
discretely in steps of size π18 from θ = 0 to θ =
π
2 in this plane. Each value of θ produces
a frame of the animation sequence using the projection procedures of section 3.2. The
resulting animation is displayed in Figure 2.24.
The result of each projection of F4 is a diagram in three dimensions. We create
the animation using Maple, and the software package Javaview is used to make a live,
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interactive applet of the animation. The Javaview applet allows the animation to be
rotated in R3 as it plays. In particular, when θ = 0, we can rotate the diagram to show
a weight diagram of C3 = sp(2 · 3), which our eyes project down to the root diagram
of B2 = C2. Without rotating the diagram, the animation continuously changes the
projected diagram as θ increases. When θ = π2 , our eyes project the root diagram of
B3 = so(7) down to the root diagram of G2. However, it is also possible to rotate the
animation to see the root diagram of G2 at various other values of θ. The interactive
animation makes it easier to explore the structure of F4.
This interactive animation can also illustrate an obvious fact about planes in R4.
As pθ is confined to a plane, there is a plane P
⊥ which is orthogonal to each of the
projection directions. Thus, the projection does not affect P⊥, and it is possible to see
this plane in R3 by rotating the animation to the view shown in the sixth diagram in
Figure 2.24. In this configuration, the roots and vertices in this diagram do not change
as the animation varies from θ = 0 to θ = π2 . While this is obvious from the standpoint
of Euclidean space, it is still surprising this plane can be seen in R3 even as the projected
diagram is continually changing.
Modifications of methods for E6
Of particular interest is the exceptional Lie algebra E6, which preserves the determi-
nant of elements of the Cayley plane. As explained in Section 2.1, this allows us to write
E6 = sl(3,O). It therefore naturally contains the subalgebras sl(2,O) and su(2,O),
which are identified as real forms of D5 and B4, respectively [44].
Because the root diagram of E6 is a 6-dimensional diagram, we apply three con-
secutive slicings to determine subalgebras of E6. The first slicing creates a string of
5-dimensional diagrams along the x axis. The second slicing, when applied to each of
these diagrams, creates a string of 4-dimensional diagrams laid parallel to the y-axis. The
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θ = 0 θ = π8 θ =
π
4
θ = 3π8 θ =
π
2 Orthogonal View in R
4
Figure 2.24: Animation of F4, projecting along the direction pθ = cos(θ)r
1 + sin(θ)r4
which is confined to a plane in R4 containing r1 and r4.
third slicing turns each 4-dimensional diagram into a string of 3-dimensional diagrams
laid out parallel to the z axis. We apply the same process to rank 5 algebras and use
two slicings. To identify a rank 5 subalgebra g of E6, we need to identify its sliced
root diagram as a subdiagram of the sliced E6 diagram. Of course, we must be careful
to check that the highest weight of the E6 root diagram is used in the subdiagram. A
similar technique is applied for finding rank 4 subalgebras of both rank 5 algebras and
of E6.
The projection technique can also be used to identify subalgebras of rank E6. In
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one version, we project the root diagram of E6 along one direction, thereby creating a
diagram that possibly corresponds to a rank 5 algebra g. We then apply the same pair
of projections to our projected E6 diagram and to the candidate root diagram of g. If
these two projections preserve the number of vertices in the 5-dimensional diagrams, it
is possible to compare the resulting diagrams in R3. If we have identified the correct
subalgebra of E6, the resulting two diagrams should match for every pair of projections
applied to the 5-dimensional diagrams.
Projections of rank 5 and 6 algebras can also be simulated using slicings of their
root diagrams. This is done using the slice and collapse technique, which collapses all the
slices onto one another in a particular direction. When using this technique, we draw the
grey struts, as we are now interested in the root diagram’s structure after the projection.
This technique provides clearer pictures compared to the pure projection method.
Towers of Complex Lie Algebras
We list in Figure 2.25 the subalgebras of E6 found using the slicing and projection
techniques applied to an algebra’s root diagram. As mentioned in Section 2.1, we list
certain real representations of the subalgebras of the sl(3,O) representation of E6 in the
diagram. The particular real representations are listed below each algebra.
We use different notations to indicate the particular method that was used to identify
subalgebras. The notation A //B indicates the slicing method was used to identify
A as a subalgebra of B. The notation A //B indicates that A was identified as
a subalgebra of B using the normal projection technique, while we indicate projections
done by the slice and collapse method as A
s+p //B . If both dotted and solid arrows are
present, then A can be found as a subalgebra of B using both slicing and projection
methods. If A and B have the same rank, only the slicing method allows us to identify
the root diagram of A as a subdiagram of B. This case is indicated in the diagram using
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the notation A
  //B . Each of the subalgebra inclusions below can be verified online
[45].
Lists of subalgebra inclusions are found in [43], which applies subalgebras to particle
physics, and in [26], which recreates the subalgebra lists of [46]. However, the list in [26]
mistakenly has C4 and B3 as subalgebras of F4, instead of C3 and B4. Further, the list
omits the inclusions G2 ⊂ B3, C4 ⊂ E6, F4 ⊂ E6, and D5 ⊂ E6. The correct inclusions
of C3 ⊂ F4 and B4 ⊂ F4 are listed in Section 8 of [46], but the Bn and Cn chains
are mislabeled in the final table of [46] which was used by Gilmore in [26]. Although [46]
uses root systems to determine subalgebra inclusions, it mistakenly claims that Dn ⊂ Cn
as a subalgebra in his Section 21 of [46], which is not true since their root diagrams are
based upon inequivalent highest weights.
In [1], Dynkin classified subalgebras depending upon the root structure. If the
root system of a subalgebra can be a subset of the root system of the full algebra, the
subalgebra is called a regular subalgebra. Otherwise, the subalgebra is special. A complete
list of regular and special subalgebras is given in [43]. All of the regular embeddings of
an algebra in a subalgebra of E6 can be found using the slicing method. In many cases,
the projection technique also identifies these regular embeddings of subalgebras, but there
are regular embeddings which are not recognized as the result of projections. The special
embeddings of an algebra in a subalgebra of E6 can only be found using the projection
technique. We conjecture that all the subalgebras of a complex Lie algebra may be found
using our slicing and projection methods, as these methods find the same regular and
special subalgebras of a complex Lie algebra as found by Dynkin.
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A //B indicates A is realized using a slice of B.
A //B indicates A is a projection of B.
A
s+p //B indicates B projects to A with the slice and project method.
A
  //B signals A and B have the same rank, but A is a subdiagram of B.
Figure 2.25: Subalgebras of E6 together with some important real representations
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2.2.6 Conclusion
We have presented here methods which illustrate how root and weight diagrams can
be used to visually identify the subalgebras of a given Lie algebra. While the standard
methods of determining subalgebras rely upon adding, removing, or folding along nodes
in a Dynkin diagram, we show here how to construct any of a Lie algebra’s root or weight
diagrams from its Dynkin diagram, and how to use geometric transformations to visually
identify subalgebras using those weight and root diagrams. In particular, we show how
these methods can be applied to algebras whose root and weight diagrams have dimensions
four or greater. In addition to pointing out the erroneous inclusion of C4 ⊂ F4 in [26, 46],
we provide visual proof that C4 ⊂ E6 and list all the subalgebras of E6. While we are
primarily concerned with the subalgebras of E6, these methods can be used to find
subalgebras of any rank l algebra.
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3 DIVISION ALGEBRAS AND APPLICATIONS
This chapter includes a review of the concepts we will use in the construction of
the group E6 = SL(3,O) in Chapter 4. Readers familiar with the octonions and Lorentz
transformations may want to skip this chapter, although they may want to quickly review
of notion of triality in Section 3.1.3 and Lorentz groups involving division algebras in
Section 3.2. In Section 3.1, we review the properties of the division algebras and point
out that the complexes, quaternions, and octonions naturally describe Euclidean spaces
of dimension 2, 4, and 8. In Section 3.1.2, we review the work of Manogue and Schray [24]
who show how to construct rotations and reflections in R4 and R8 using certain conjugation
maps in the division algebras. These maps will be used extensively in the construction
of our real form of E6 in Chapter 4. We finish our review of the division algebras with
a summary of triality in Section 3.1.3. This idea will be again visited in Section 4.3,
where we find that sl(3,O), the Lie algebra corresponding to the Lie group SL(3,O),
exhibits interesting characteristics due to triality. We review the properties of Lorentz
Transformations in Section 3.2 and pay particular attention to the notion that the division
algebras may be used to construct Lorentz Transformations in k + 1 dimensions, where
k − 1 = |K| is the dimension of the division algebra K = R,C,H,O. We conclude Chapter
3 in Section 3.3 by describing how the three smallest division algebras may be used to
construct Jordan algebras while the octonions may be used to construct the exceptional
Jordan algebra M3(O). Octonionic Lorentz transformations and the exceptional Jordan
algebra are utilized in Chapter 4 to give a description of the Lie group SL(3,O) and its
associated Lie algebra sl(3,O).
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3.1 Normed Division Algebras
The complexes, quaternions and octonions are division algebras of dimension 2, 4,
and 8 over the reals. Section 3.1.1 includes a review of the basic algebraic and geometric
properties of the normed division algebras. These algebras provide a nice description
of |K|-dimensional Euclidean space for K = R,C,H, or O. Certain multiplication maps in
the division algebra can result in rotations or reflections in the corresponding Euclidean
space, and this discussion, based on the work of [24], is included in Section 3.2. Triality is
a concept closely related to the multiplication properties of the division algebras as well as
to representations of Lie algebras, and is discussed in Section 3.1.3. Particular attention
is paid to the triality related to the octonions and representations of so(8,R).
3.1.1 Reals, Complexes, Quaternions and Octonions
We review here the properties of the four division algebras, using the construction
provided using the Cayley-Dickson process. Additional information about this construc-
tion and the properties of the division algebras may be found in either [47] or [4].
Real and Complex Numbers
The Cayley-Dickson process can be used to create a 2n-dimensional algebra from
an n-dimensional associative algebra. The real numbers, R, are associative, commutative,
and have an identity, denoted 1. Applied to R, the Cayley-Dickson process creates a
two-dimensional algebra C = R⊕ Ri over R, using i to denote a square root of −1. This
algebra has multiplication
(a, b)(c, d) = (ac− bd, ad + bc)
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or equivalently,
(a+ bi)(c+ di) = ac− bd+ (ad+ bc)i
In addition, this algebra has the property that i2 = −1, or (0, 1)(0, 1) = (−1, 0). For any
x, y, z ∈ C, this algebra is associative
(xy)z = x(yz)
and commutative
xy = yx
There is a conjugation map taking a+ bi to a+ bi = a− bi. Using this map, we can define
the norm
|a+ bi|2 = (a+ bi)(a+ bi) = a2 + b2
of any complex number a + bi. Notice that the only complex number of norm 0 is the
complex number 0 and that z−1 = z|z|2 is the inverse of any non-zero complex number z.
We call Re(z) = 12 (z + z) and Im(z) =
1
2 (z − z) the real part and imaginary part of z ∈ C.
One nice characteristic of the complex numbers is their ability to describe points
in a 2-dimensional plane. Each complex number a + bi ∈ C may be identified with the
point (a, b) ∈ R2. Euler’s formula
eiα = cosα+ i sinα
may be used to write every complex number z = a+bi in the form z = |z|eiα. The distance
from the origin to (a, b) is denoted by |z| = √a2 + b2, while α is the angle between the
positive real axis and the ray extending from the origin to (a, b). The quantity eiα is called
a phase. We note that complete set of complex phases describes S1.
Quaternion Numbers
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As the complex numbers are associative, we can again use the Cayley-Dickson pro-
cess and produce the quaternions H = C⊕Cj, a four-dimensional division algebra over R,
by using j, another square root of −1. The multiplication is again given by the rule
(a, b)(c, d) = (ac− bd, ad + bc)
where a, b, c, d ∈ C. Setting a = q1 + q2i and b = q3 + q4i, we will often write the
quaternionic number (a, b) = a+ bj = q1 + q2i+ q3j + q4k, where k is yet another square
root of −1 and is the product k = ij. This multiplication rule leads to the products
i j = k j k = i k i = j
j i = −k k j = −i i k = −j
This multiplication is nicely summarized in Figure 3.1, where the arrow indicates whether
the product of two imaginary unit quaternions will carry a plus (with the arrow) or minus
sign. The quaternions are not commutative, but they are still associative.
j
**
i
  
k
LL
Figure 3.1: Quaternionic multiplication
Although they are not commutative, the quaternions have similar norm properties
to the complex numbers. Again, there is a conjugation map q → q where
q1 + q2i+ q3j + q4k = q1 − q2i− q3j − q4k
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allowing the definition of a norm |q|2 = q21 + q22 + q23 + q24 for any quaternion q ∈ H.
The inverse of any non-zero q ∈ H is given by q−1 = q|q|2 . Again, Re(q) = 12 (q + q)
and Im(q) = 12 (q − q) are called the real part and imaginary part of q ∈ H.
Just as the complex numbers can be used to describe a plane, the quaternions may
be used to describe points in a 4-dimensional space. The quaternion q = q1+q2i+q3j+q4k
may be identified with the point (q1, q2, q3, q4) ∈ R4. We note that the imaginary quater-
nions may be identified with vectors in R3, in which case the quaternionic multiplication
corresponds to the ordinary cross-product. The set of imaginary unit quaternions form the
sphere S2 in R3. For any s ∈ S2, we may form the complex subalgebra with basis {1, s}.
Hence, Euler’s formula may be used to write any quaternion q ∈ H in the form q = |q|esα,
where s is the unit imaginary quaternion pointing toward q.
Octonion Numbers
When applied to the quaternions, the Cayley-Dickson process produces the octo-
nions, O = H + Hℓ, an eight-dimensional division algebra over R. Here, ℓ is yet another
square root of −1, which is orthogonal to H. The multiplication is again given by the rule
(a, b)(c, d) = (ac− bd, ad + bc)
with a, b, c, d ∈ H. We will often write the octonion (a, b) = a+ bℓ as
q1 + q2i+ q3j + q4k + q5kℓ+ q6jℓ+ q7iℓ+ q8ℓ
where a = q1 + q2i+ q3j+ q4k, b = q8 + q7i+ q6j+ q5k and kℓ, jℓ, and iℓ are the products
of k, j, and i with ℓ, respectively. We refer to {i, j, k, kℓ, jℓ, iℓ, ℓ} as the standard basis of
unit imaginary octonions. It is convenient to encode the multiplication of the octonions
as shown in Figure 3.2, which contains seven directed loops, six of which are shown as
directed lines instead of loops. Each loop contains three octonions p, q and r. The product
of any two of these octonions p and q is ±r, where the positive sign is chosen if the order
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of multiplication follows the arrow and the negative sign is chosen if the order goes against
the arrow. Hence, we see that i ℓ = iℓ and ℓ iℓ = i but ℓ i = −iℓ. We note that the
octonions are not commutative, since they are constructed from the quaternions, and not
associative, as i (j ℓ) = i (jℓ) = −kℓ but (i j) ℓ = (k) ℓ = kℓ. However, the octonions are
alternative, since
x(xy) = (xx)y (yx)x = y(xx)
for any x, y ∈ O. The conjugation map q → q changes the sign of every imaginary basis
unit in q. With this modification, the norm |q|2 = qq, inverse q−1 = q|q| , real Re(q) =
1
2(q + q) and imaginary Im(q) =
1
2(q − q) parts of an octonion q ∈ O are similar to those
for the other division algebras.
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Figure 3.2: Octonionic multiplication
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Just as the complex numbers and quaternions could be used to describe R2 and R4,
the octonions may be used to describe points in R8 using the obvious identification. The
imaginary octonions describe R7, and the set of imaginary unit octonions form the six-
sphere S6 in R7. Of course, Euler’s formula again allows us to write any octonion q ∈ O in
the form q = |q|esα where now s ∈ S6 points in the same direction as Im(q). According to a
theorem by Artin, the subalgebra generated by any two elements in an alternative algebra
is associative [48]. For the octonions, two imaginary orthogonal units s1, s2 ∈ S6 define
a quaternionic subalgebra spanned by 〈1, s1, s2, s1 s2〉. This result may be generalized to
the case where s1 and s2 are not orthogonal (but not parallel) by finding the orthogonal
projection of s2 onto s1 and re-normalizing the resulting octonions. We note that each
triple of imaginary unit octonions in the multiplication diagram in Figure 3.2 define a
quaternionic subalgebra. When working with one or two octonions, it is advantageous to
consider the complex or quaternionic subalgebra generated by those octonions.
3.1.2 Conjugation, Reflections, and Rotations
As mentioned in the previous section, each division algebra K = R,C,H,O may be
identified with R|K|. This identification allows us to produce a geometric transformation
in R|K| using multiplication in K. In this section, we describe the transformation cor-
responding to the conjugation map fx : K → K given by fx(y) = xyx for each x ∈ K.
Noting that R and C are commutative, implying the conjugation map is the identity map.
Hence, we only discuss the quaternionic or octonionic case. The material in this section
is a summary of the treatment given in [24], and will be fundamental to the construction
of SL(2,O) in Section 3.2 and the construction of SL(3,O) in Section 4.1.1.
Consider the case K = H, and let x = eiα/2 ∈ H, α ∈ R, be a phase. We shall see
that the conjugation map fx : H → H produces a rotation in one plane in R4 through an
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angle α; this is most easily seen using an explicit example. Let q = q1+q2i+q3j+q4k ∈ H.
Then fx(q) = e
iα/2qe−iα/2. The phase eiα/2 commutes with the basis elements 1 and i.
However, for j or k, we have
j e−iα/2 = eiα/2 j k e−iα/2 = eiα/2 k
Hence, the conjugation map fx fixes the (1, i) plane and rotates the (j, k) plane through
an angle of α radians:
eiα/2(q)e−iα/2 = eiα/2(q1 + q2i+ q3j + q4k)e−iα/2
= eiα/2e−iα/2(q1 + q2i) + eiα/2eiα/2(q3j + q4k)
= q1 + q2i+ e
iα(q3j + q4k)
This calculation may be generalized. For any imaginary unit s ∈ H and α ∈ R, the
phase esα/2 ∈ H defines a unique plane P in R4 perpendicular to 1 and s whenever
esα/2 6= ±1. Then, analogous to the example given above, the conjugation map fesα/2 :
H → H will fix the (1, s) plane and produce a rotation in the plane P through α radians.
In the case K = O, the conjugation map fx : O → O no longer rotates one plane
in R8. Indeed, if s is an imaginary unit octonion and α ∈ R, then esα/2 is a phase
in O. Assume that Im(esα) 6= 0, or equivalently, that α is not an integer multiple of 2π.
Then, orthogonal to the (1, s) plane in R8, there are three planes P1, P2, P3 which are also
pair-wise orthogonal. We will now show that the conjugation map produces a rotation
in three planes, not one! Given an imaginary unit octonion s ∈ O, pick an orthonormal
basis {1, s, p1, s1, p2, s2, p3, s3} for O over R with the property that s = pa sa for each a =
1, 2, 3. Let Pa denote the (pa, sa) plane. By the construction of the basis, P1, P2, P3 are
pairwise orthogonal and perpendicular to the (1, s) plane. Expand q ∈ O in terms of the
orthonormal basis. Conjugating q by the phase esα/2, we see that esα/2 will commute
with 1 and esα/2, but
pae
−sα/2 = esα/2pa sae−sα/2 = esα/2sa
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for each a = 1, 2, 3. Hence, just as with the quaternions, the plane spanned by pa and sa
is rotated by α radians. We note, however, that in the case K = O, the conjugation map
rotates all three planes Pa through an angle of α radians while fixing the (1, s) plane.
Manogue and Schray [24] note that a rotation of a single plane in R8 may be
constructed as the composition of two flips, which are reflections of R8 across a two-
dimensional plane containing the origin. In terms of octonions, a flip is accomplished with
the conjugation map fx : O → O where again s ∈ O is a unit imaginary octonion but
now the phase angle α in x = esα/2 is chosen to be α = π. This again fixes the (1, s)
plane, but causes the three pairwise orthogonal planes Pa for a = 1, 2, 3 perpendicular to
the (1, s) plane in R8 to rotate by π radians about the s-axis. Each rotation is indeed a
reflection across the (1, s) plane. Hence, in order to rotate the (r, s) plane through α radi-
ans, where r, s ∈ O are orthogonal imaginary unit octonions, we compose two reflections
using the map fr,s,α/2 : O → O given by
fr,s,α/2(q) = (cos (α/2) r + sin (α/2) s) (rqr)
(
cos (α/2) r + sin (α/2) s
)
The first conjugation q → rqr in the map above reflects R8 about the direction r, while the
second conjugation map reflects all of R8 back across the direction cos (α/2) r+sin (α/2) s.
Together, these two reflections cause the (r, s) plane to be rotated by α radians. In the
directions orthogonal to this plane, the composition of the two reflections is the identity
transformation. We shall use this map extensively in Chapter 4 to construct a basis
for SL(3,O).
Finally, notice that since the octonions r and cos (α/2) r+sin (α/2) s are imaginary,
then r = −r and cos (α/2) r + sin (α/2) s = − cos (α/2) r − sin (α/2) s. The fact that a
rotation in a plane spanned by two imaginary orthogonal unit octonions involves two sign
changes will be significant in future discussions of triality in Section 4.3.
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3.1.3 Triality
In this section, we discuss triality as it relates to octonions and three different
representations of SO(8,R). In 1925, Cartan [49] noted that the Dynkin diagram D
of so(8,R), shown in Figure 3.3, contained a three-fold symmetry τ which satisfies τ2 = τ−1
and τ3 = Id. He referred to these symmetries as “triality”, and noted that τ was an outer
automorphism, not an inner automorphism, of so(8,R). In [4], Baez mentions that each
of the exterior nodes in the Dynkin diagram of so(8,R) may be identified with a spinor,
dual-spinor, and vector representation of SO(8,R). Hence, the triality τ should provide an
automorphism between these three representations of SO(8,R). Baez, however, discusses
triality for the most part as a property of the division algebras. After looking at that
version of triality, we spend the remainder of this section discussing the more specific
version of triality related to octonions given by Conway in [50]. This idea of triality will
be visited again in Chapter 4.3 as we discuss our real form of E6. Additional information
regarding triality and octonions may be found in [4, 50, 48, 28], although we note that
Jacobsen [28] and Schafer [48] give an infinitesimal version of triality which is less helpful
for this work and hence we do not discuss their treatments of triality.
t✟
✟
✟
✟✟
t
t
❍
❍
❍
❍❍
t
Figure 3.3: Dynkin Diagram of so(8,R)
Given inner product spaces V1, V2, and V3, all of the same dimension, Baez [4] defines
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a normed triality as a trilinear map
t : V1 × V2 × V3 → R
where
|t(v1, v2, v3)| ≤ ||v1||||v2||||v3||
and such that for all v1, v2 there exists v3 6= 0 for which this bound is attained - and
similarly for cyclic permutations of 1, 2, 3. This map may be dualized, resulting in a
bilinear map
m : V1 × V2 → V ∗3
which Baez conveniently calls a “multiplication”. Using this dualized normed triality
map, left multiplication by v1 ∈ V1, v1 6= 0 gives an isomorphism V2 → V ∗3 while right
multiplication by v2 ∈ V2, v2 6= 0 gives an isomorphism V1 → V ∗3 . Similarly, appropriate
results hold for cyclic permutations of 1, 2, 3. Baez notes that with a normed triality, if unit
vectors are picked from any two of the three spaces V1, V2, or V3, then all three spaces may
be identified giving a normed division algebra. Evidently, every normed division algebra
has a normed triality.
We are especially interested in the triality associated with the octonions, and find
the particular treatment given in Conway [50] to be useful. Conway discusses triality
in relation to octonions and SO(8,R), and so we must first indicate how octonions may
be used to construct three different representations of SO(8,R). For any unit a ∈ O,
let La, Ra, and Sa denote the left, right, and symmetric multiplication maps from O to O
given by
La(x) = ax Ra(x) = xa Sa(x) = axa (x ∈ O)
As O may be identified with R8, and these multiplications are invertible and preserve
the norm of x, it can be shown [50] that (O, L), (O, R), and (O, S) are representations
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of SO(8,R). These representations are often called the “spinor,” “dual-spinor,” and “vec-
tor” representations due to the multiplication utilized in each space. Denote a general
transformation on O induced by a sequence of left, right, and symmetric multiplications
of unit octonions by Lα, Rβ , and Sγ , respectively. That is,
Lα = La1 · · ·Lam1 Rβ = Rb1 · · ·Rbm2 Sγ = Sc1 · · ·Scm3
for ai, bi, ci ∈ O with |ai| = |bi| = |ci| = 1. We use L−α to denote the transformation
given by L−a1 · · ·L−am1 . Similarly, R−β = R−b1 · · ·R−bm2 and S−γ = S−c1 · · ·S−cm3 ,
implying S−γ = Sγ .
We are now prepared to define the specific version of triality which is helpful in
the octonionic case, as presented in [50]. Suppose x, y, z ∈ O satisfy xy = z. If Sγ
is any transformation in (O, S), then there exists Lα ∈ (O, L) and Rβ ∈ (O, R) for
which Lα(x)Rβ(y) = Sγ(z). Moreover, (Lα, Rβ) and (L−α, R−β) are the only choices
from (O, L)×(O, R) which satisfy this equation. Hence, for each representation of SO(8,R),
we instead consider PSO(8,R) by writing [Lα] = {Lα, L−α} to signify that Lα is identified
with L−α, and similarly for [Rβ ] and [Sγ ]. In [50], Conway states that PSO(8,R) has
an outer automorphism τ of order 3 such that τ ([Lα], [Rβ ], [Sγ ]) = ([Rβ], [Sγ ], [Lα]). This
means that the general transformation [Lα] ∈ PSO(8,R) may be written as either a com-
position of symmetric multiplications [Sγ ] ∈ PSO(8,R) or, using τ2, as a composition of
right multiplications [Rβ ] ∈ PSO(8,R). This triality map τ on the three representations
of PSO(8,R) induces a map
SO(8,R)→ SO(8,R)→ SO(8,R)
between the spaces
(O, L)→ (O, R)→ (O, S)
generated by
Lα → Rβ → Sγ
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In the case of (O, L), (O, R), and (O, S), this not only implies that each left multiplica-
tion may be written as the composition of right multiplications, but Conway shows that
the general left multiplication requires an expression involving exactly seven right right
multiplications [50]. This form of triality will prove useful in Chapter 4, and in particular
in Section 4.3, as we analyze the structure of SL(3,O).
3.2 Lorentz Transformations
Informally, a (k+1)-dimensional spacetime consists of one time-like direction and k
space-like directions. Spacetimes for certain values of k naturally match physical phenom-
ena, for instance, (3 + 1)-dimensional spacetime, called Minkowski spacetime, is a natural
place for working with Einstein’s theory of special relativity. As noted in [8, 9, 10, 11],
each of the division algebras K = R,C,H,O give rise to particular (k + 1)-dimensional
spacetimes applicable to physics, where k − 1 = |K|. In this section, we first show
how (k + 1)-dimensional spacetimes may be represented using 2 × 2 Hermitian matrices
over K for k − 1 = |K|. We then show how the division algebras may be used to construct
isometries in these spacetimes. All of the concepts in Section 3.2.1 through Section 3.2.3
follow the treatment given in [24], which is fundamental to the construction of SL(3,O)
in Chapter 4.
3.2.1 Spacetime and Lorentz Transformations
Let V be a (k + 1)-dimensional real vector space, and let {e1, · · · , ek+1} denote
the standard ordered orthonormal basis on V . A (k + 1)-dimensional spacetime (V, g)
is a (k + 1)-dimensional real vector space V equipped with a non-degenerate, symmet-
ric, bilinear form g with signature (+,−,−, · · · ,−). We use t to signify the light-light
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coordinate of e1, and write
x =
(
t x2 x3 · · · xk xk+1
)T
∈ V
Then the squared length of x is given by
|x|2 = xT gx = t2 − x22 − x32 − · · · − x2k+1
We note that x ∈ V is called a null vector if |x| = 0.
A Lorentz Transformation is a map M : V → V which preserves the squared length
of x, that is,
|x|2 = |(Mx)|2
Writing x as a (k + 1) column vector, it is convenient to use matrix multiplication to
represent a Lorentz transformation. Indeed, if Mea,eb : V → V is a rotation through an
angle α in the plane spanned by ea, eb, then the components of Mea,eb are given by either
(assuming a < b)
(Me1,eb)(1,1) = (Me1,eb)(b,b) = coshα (Me1,eb)(1,b) = (Me1,eb)(b,1) = sinhα
(Me1,eb)(c,c) = 1 if c 6= 1 and c 6= b
or, when a 6= 1, by
(Mea,eb)(a,a) = (Mea,eb)(b,b) = cosα (Mea,eb)(a,b) = −(Mea,eb)(b,a) = − sinα
(Mea,eb)(c,c) = 1 if c 6= a and c 6= b
where all other entries are 0. Hence, we see that Me1,e3 and Me2,ek+1 are given by
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Me1,e3 =


coshα 0 sinhα 0 · · · 0
0 1 0 0 · · · 0
sinhα 0 coshα 0 · · · 0
0 0 0 1 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · 1


Me2,ek+1 =


1 0 0 · · · 0 0
0 cosα 0 · · · 0 − sinα
0 0 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 0
0 sinα 0 · · · 0 cosα


Any Lorentz transformation may be written as some composition of the matrices
Me1,e2,Me1,e3, · · · ,Me1,ek+1,Me2,e3, · · · ,Mek ,ek+1
using appropriate angles.
3.2.2 Spacetimes related to Division Algebras
For reasons expressed above, we are particularly interested in (k + 1)-dimensional
spacetimes where k = 2, 3, 5, 9 is one more than the dimension of K = R,C,H,O. For such
values of k, it is convenient to write an element of (k + 1)-dimensional spacetime using a
vector, which is a 2× 2 hermitian matrix
X =

 t+ z q
q t− z


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with q ∈ R,C,H,O, respectively. In the complex case, we may identify the element
x =
(
t x y z
)T
of (3 + 1) spacetime dimensions with the vector
X =

 t+ z x− iy
x+ iy t− z


by writing
X = tσt + xσx + yσy + zσz
where σt is the 2× 2 identity matrix and σx, σy, and σz are the Pauli spin matrices
σx =

 0 1
1 0

 σy =

 0 −i
i 0

 σz =

 1 0
0 −1


Equipped with a metric 〈 , 〉 whose value is given by 〈σa, σb〉 = 12tr (σaσb), it can be shown
that the Pauli matrices along with σt form an orthonormal basis of a four-dimensional
vector space over R. This identification between (3 + 1)-dimensional spacetime and com-
plex vectors may be extended to the quaternionic or octonionic case, involving spacetimes
of dimension (5 + 1) and (9 + 1), respectively, by relabeling σy as σi and including σq,
which is the matrix σi with i replaced with q = i, j, k or q = i, · · · , iℓ, ℓ, respectively.
We now show that the squared length of an element in (k+1)-dimensional spacetime
may be expressed as the determinant of its corresponding 2×2 hermitian matrix, where k−
1 is the dimension of one of the division algebras. We show this for the case involving
octonions and (9+1)-dimensional spacetime, and note that the other cases correspond to
subalgebras and subspaces of this case.
Let q = qx+ qii+ qjj+ qkk+ qkℓkℓ+ qjℓjℓ+ qiℓiℓ+ qℓℓ ∈ O. The general octonionic
vector
X =

 t+ z q
q t− z

 , q ∈ O, t, z ∈ R
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satisfies its characteristic equation
X2 − (tr (X))X+ (detX)I = 0
where tr (X) denotes the trace of X. We may solve this equation, giving an expression
for detX (See Section 3.3). As X is a 2×2 hermitian matrix and the components of X lie
in a complex subalgebra of O, the expression for the determinant of X takes the familiar
form
detX = (t+ z)(t− z)− |q|2
Hence, using the identification between an element
(
t qx qi · · · qiℓ qℓ z
)T
of (9 + 1)-dimensional spacetime and the octonionic vector X given above, we see that
|( t qx qi · · · qiℓ qℓ z )T |2 = t2 − q2x − q2i − · · · − q2iℓ − q2ℓ − q2
= detX
We note that the time-like variable t is found using
t =
1
2
tr (X)
Similar results can be found for the real, complex, or quaternionic cases involving space-
times of dimension (2 + 1), (3 + 1), and (5 + 1), respectively.
Finally, we can not discuss vectors for spacetimes associated to the division algebras
without mentioning spinors and dual-spinors. A spinor or Weyl spinor is an element
of K⊕K, for K = R,C,H,O, which we conveniently write as a two-component column v =
 b
c

 with b, c ∈ K. A dual spinor is an element of the vector space dual to K ⊕ K. It
is convenient to write a dual spinor v† =
(
b c
)
as the hermitian conjugate, or dagger,
of a spinor.
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Let K be one of the four division algebras and let the vector v ∈ K ⊕ K and
spinor v† ∈ (K ⊕ K)∗ be written as above. There are two meaningful products which
relate spinors to vectors. The product vv† is the 2× 2 Hermitian matrix
vv† =

 |b|
2 bc
cb |c|2


called the square of a spinor. Using the correspondence previously described in this
chapter, we see that vv† is an element of a (k+1)-dimensional spacetime where k−1 = |K|.
However, as
det
(
vv†
)
= det

 |b|
2 bc
cb |c|2


= |b|2|c|2 − (bc)(bc)
= |b|2|c|2 − |bc|2
= 0
we see that a squared spinor corresponds to a null vector in (k+1)-dimensional spacetime.
The other product, v†v = |b|2+ |c|2, gives twice the time-like coordinate of this null vector.
3.2.3 Lorentz Transformations related to Division Algebras
For k = 2, 3, 5, 9, the elements of (k+1)-dimensional spacetime may be represented
using real, complex, quaternionic, or octonionic vectors. The final step is to construct
Lorentz transformations. As we shall see, such transformations will make use of the
division algebras and the geometric transformations associated with its multiplication, as
reviewed in Section 3.1.2. This treatment again follows the work of [24]. The constructions
and notation in this section are fundamental to the construction of SL(3,O) in Chapter
4.
For the general case, let X be an octonionic vector. Since vectors are hermitian ma-
trices, a Lorentz transformation must preserve both the hermiticity of X as well as detX.
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For general M , neither one-sided multiplication X→MX nor X→ XM preserves the
hermiticity of X. However, the result of a transformation using conjugation
X→MXM †
is a hermitian matrix for any matrix M , provided the result is well-defined. As shown in
[24], the product MXM † := (MX)M † = M
(
XM †
)
is well-defined if either the compo-
nents of M lie in a complex subspace of O or the columns of the imaginary part of M
must be real multiples of each other. In addition, the squared length of x corresponding
to X will be preserved if detX = det
(
MXM †
)
. For such M , we also have
det
(
MXM †
)
= det
(
MM †
)
det (X)
requiring that the matrices M also satisfy the condition11
det
(
MM †
)
= 1
In the case of complex vectors X ∈M2(C), we choose basis transformations
Rab : R×M2(C)→M2(C)
where
Rab(α)(X) =Ma,b(
α
2
) XM †a,b(
α
2
)
rotates the (a, b) plane through an angle α, for a, b ∈ {t, x, y, z}. For rotations in
the (x, y), (y, z), and (z, x) planes, the matrices Ma,b(α) are given by:
Mx,y(α) =

 e
iα 0
0 e−iα

 My,z(α) =

 cosα i sinα
i sinα cosα


11Over the complex numbers, we can multiply M by an overall phase eiα without changing |detM |
or det (MXM†), and hence we require that detM = 1. Thus, the Lorentz group SO(3, 1) is essen-
tially SL(2,C).
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Mz,x(α) =

 cosα sinα
− sinα cosα


while the Ma,b(α) matrices with a = t are given by
Mt,z(α) =

 e
α 0
0 e−α

 Mt,x(α) =

 coshα sinhα
sinhα coshα


Mt,y(α) =

 coshα i sinhα
−i sinhα coshα


We find it convenient to call the Lorentz transformations which change the time-like
coordinate boosts. We label those transformations not with the label Rt,b(α) but with the
label Bt,b(α).
These transformations also work in the quaternionic case X ∈M2(H) with a slight
modification. In this larger setting, we are now working with three imaginary units, i, j,
and k, instead of just one, i. Hence, it becomes helpful to relabel the Lorentz transforma-
tions Rxy, Ryz, and Rty as Rxi, Riz, and Rti. We create six new Lorentz transformations
by replacing the i in the subscripts for the three transformations Rab(α) and Ma,b(α)
with j and k. This gives 12 Lorentz transformations, each of which rotates a plane con-
taining the t, x, or z direction. Finally, it is only necessary to include the rotations which
rotate a plane spanned by two imaginary quaternions in 5 + 1 dimensions. However, in
Section 3.1.2, we saw that the conjugation map
q → eiα/2qe−iα/2
fixes the (1, i) plane and produces a rotation through an angle α in the (j, k) plane. Thus,
for s = p q for p, q ∈ {i, j, k}, p 6= q, the Lorentz transformationRp,q : R×M2(C)→M2(C)
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given by
Rp,q(α)(X) =

 exp(s α/2) 0
0 exp(s α/2)

X

 exp(s α/2) 0
0 exp(r α/2)


†
produces a rotation in the (p, q) plane through an angle of α. The transformations involv-
ing two imaginary units are called transverse rotations.
In the octonionic case, Manogue and Schray [24] provided an explicit description of
vector Lorentz transformations in (9+ 1) spacetime dimensions by generalizing the above
results. The boosts and non-transverse rotations generalize to this case in the obvious
way, by extending the transformations Btq(α), Rxq(α), and Rzq(α) from q = i, j, k to
now q = i, j, k, kℓ, jℓ, iℓ, ℓ. More care must be taken to generalize the transverse rotations,
as we saw in Section 3.1.2 that the conjugation map q → eiαqe−iα rotates three planes
simultaneously instead of just one plane in the octonionic setting. As discussed in Section
3.1.2, nested flips may be used to produce a rotation spanned by two orthogonal pure
imaginary units p and q. That is, the transformation Rp,q : R ×M2(O) → M2(O) given
by
Rp,q(α) =M2(p,q) (α/2)
(
M1(p)XM
†
1(p)
)
M2(p,q) (α/2)
†
where
M1(p) =

 −p 0
0 −p


M2(p,q)(α/2) =

 cos(α/2) p+ sin(α/2) q 0
0 cos(α/2) p+ sin(α/2) q


is the transverse rotation in the plane defined by two orthogonal imaginary units p, q ∈ O.
There are 21 different ways to pick pairs of these units from the seven orthogonal imaginary
units in O, adding 21 transverse rotations to the 15 general rotations and 9 boosts.
Manogue and Schray [24] identified these 45 transformations as generators of the
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group SO(9, 1) and found several important subgroups using their finite Lorentz trans-
formations. The 21 transverse rotations produce all rotations among the various plains
spanned by the any two of the seven imaginary orthogonal units of O, generating the
group SO(7). The group SO(8) is obtained by adding the seven Rx,q transformations,
where q = i, j, k, kℓ, jℓ, iℓ, ℓ, while adding the remaining (non-boost) rotations gives SO(9).
In Table 3.1, we list the finite Lorentz transformations as categorized by Manogue
and Schray. The Category 1 transformations are boosts, while the Category 2 transforma-
tions are rotations in a plane containing either the x or z axis. The Category 3 transfor-
mations are the transverse rotations in the plane defined by two imaginary units p, q ∈ O
where p ⊥ q. We note that each of these basic transformations Rab only affect the (a, b)
plane in 9+1-dimensional spacetime. Hence, Rab(α)Rab(γ) = Rab(α+γ) for any α, γ ∈ R.
That is, each of the 45 basic transformations of SL(2,O) listed in Table 3.1 are generators
of a one-parameter subgroup of SL(2,O).
Finally, we note that Manogue and Schray carefully constructed their finite Lorentz
transformations so that they were compatible, meaning that the parentheses may be re-
arranged when it is applied to a squared spinor vv†. More precisely, a transformation X→
MXM † is compatible if
M(vv†)M † = (Mv)(v†M †) = (Mv)(Mv)†
This re-arrangement of parenthesis is possible for octonionic spinors v provided that the
elements of M lie in a complex subalgebra [24].
We use compatible vector finite Lorentz transformations to give spinor and dual spinor
transformations simply by using the same matrices but applying only left-multiplication
or right-multiplication, respectively, instead of conjugation. That is, if R : R×M2(O)→
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X→


MXM †, for Categories 1 and 2
M2
(
M1XM
†
1
)
M †2 , for Category 3
Category 1:
Boosts
Btz t←→ z M =

 exp
(
α
2
)
0
0 exp
(−α2 )


Btx t←→ x M =

 cosh
(
α
2
)
sinh
(
α
2
)
sinh
(
α
2
)
cosh
(
α
2
)


Btq t←→ q M =

 cosh
(
α
2
)
q sinh
(
α
2
)
−q sinh (α2 ) cosh (α2 )


Category 2:
Rotations
Rxq x←→ q M =

 exp
(
qα2
)
0
0 exp
(−qα2 )


Rxz x←→ z M =

 cos
(
α
2
) − sin (α2 )
sin
(
α
2
)
cos
(
α
2
)


Rzq q ←→ z M =

 cos
(
α
2
)
q sin
(
α
2
)
q sin
(
α
2
)
cos
(
α
2
)


Category 3:
Transverse
Rotations
Rp,q p←→ q M1 = −p I2
M2 =
(
cos
(
α
2
)
p+ sin
(
α
2
)
q
)
I2
Table 3.1: Finite octonionic Lorentz transformations
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M2(O) is a transformation given by
R(α)(X) =Mn(α)
(
· · ·
(
M1(α)XM
†
1 (α)
)
· · ·
)
M †n(α)
then the spinor and dual spinor versions of R are then R : R × (O ⊕ O) → (O ⊕ O) and
R : R× (O⊕O)∗ → (O⊕O)∗, respectively, where
R(α)(θ) =Mn(α) (· · · (M1(α) θ) · · · )
and
R(α)(θ†) =
(
· · ·
(
θ† M †1 (α)
)
· · ·
)
Mn(α)
†
We deliberately give the spinor and dual spinor versions of the transformations the same
name as the vector Lorentz transformation, as the context will make it clear which version
is appropriate. We utilize the vector, spinor, and dual spinor versions of each of the finite
Lorentz transformations in our construction of E6 = SL(3,O) in Chapter 4.
3.3 Jordan Algebras and Albert Algebras
We give here the definition of the Albert algebra, which is the exceptional Jordan
algebra. One particularly nice characteristic of the Albert algebra is that it naturally
contains both spinors and vectors. We develop the invariants for the Albert algebra
corresponding to the trace and determinant of a matrix, and discuss how these invariants
are tied to certain Lie groups. Additional information on Jordan and Albert algebras,
including their role in physics, may be found in [40, 51].
A Jordan algebra is a commutative algebra A with product denoted by ◦ that
satisfies the Jordan identity
(x2 ◦ y) ◦ x = x2 ◦ (y ◦ x)
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for any x, y ∈ A, where x2 ≡ x ◦ x. Given an algebra A with a bi-linear product xy, we
can create a new algebra (A, ◦) by introducing the commutative product
x ◦ y = 1
2
(xy + yx)
The algebra (A, ◦) may or may not satisfy the Jordan identity. If A is an associative
algebra, then (A, ◦) will always satisfy the Jordan identity and is called a special Jordan
algebra. In 1934, Jordan, von Neumann, and Wigner [52] proved that all finite-dimensional
simple Jordan algebras are special Jordan algebras except for one case, known as the
exceptional Jordan algebra.
The exceptional Jordan algebra M3(O), also known as the Albert algebra, consists
of 3× 3 octonionic hermitian matrices with the product
X ◦ Y = 1
2
(XY + Y X)
where XY is matrix multiplication, X,Y ∈M3(O). Although this product is commuta-
tive, it is not associative as
(X ◦ Y ) ◦ Z −X ◦ (Y ◦ Z) =
1
4 ((XY )Z + (Y X)Z + Z(XY ) + Z(Y X)
−X(Y Z)−X(ZY )− (Y Z)X − (ZY )X)
Nevertheless, the exceptional Jordan algebra does satisfy the Jordan identity. Now, for
X ∈M3(O), define X2 := (X ◦X) and X3 := X2 ◦X ≡ X ◦X2.
A general element of χ =M3(O) may be written in components as
χ =


p a c
a m b
c b n


93
where p,m, n ∈ R and a, b, c ∈ O. There are three natural ways to identify a 2×2 Hermitian
octonionic vector X, 2-component octonionic spinor θ, and 2-component octonionic dual
spinor θ† in χ. We will find it convenient in Chapter 4 to use the following identification
of X, θ, and θ† in χ:
χ =

 X θ
θ† n

 =


p a c
a m b
c b n


Standard expressions for the determinant of a matrix rely upon the associativity of
the underlying division algebra, but a general element of the exceptional Jordan algebra
contains three independent octonionic directions a, b, and c. Hence, except for very
particular choices of a, b, c ∈ O, standard expressions of the determinant of a matrix fail
to hold for χ ∈M3(O). Nevertheless, octonionic 3× 3 matrices satisfy their characteristic
equation. We now produce an equivalent expression of the determinant for 3×3 octonionic
hermitian matrices.
The characteristic equation of a 1× 1 matrix A is
A− σ1(A) = 0
Solving for σ1(A) and taking the trace, we see that tr (A) = σ1(A) and note that for 1×1
matrices, detA = σ1(A).
For the case when A is a 2× 2 matrix, the characteristic equation is
A2 −A tr (A) + σ2(A) I2 = 0
Again, we take the trace giving
tr
(
A2
)− (tr (A))2 + 2σ2(A) = 0
Solving for σ2(A), we obtain an expression for the 2× 2 invariant σ:
σ(A) :=
1
2
(
(tr (A))2 − tr (A2))
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We note that for 2× 2 matrices, the determinant of A is σ2(A).
If A is a 3× 3 matrix, then the characteristic equation is given by
A3 −A2 tr (A) +A σ(A) − detA I3 = 0
Again, taking the trace and solving for detA finds
det(A) =
1
3
(
tr
(
A3
)− 3
2
tr
(
A2
)
tr (A) +
1
2
(tr (A))3
)
where we have substituted in the expression for σ(A) previously found. This expression
for det(A) gives the determinant of a 3× 3 matrix in the special case that A ∈M3(O). 12
Equivalently, we find that the determinant of
χ =


p a c
a m b
c b n

 ∈M3(O)
is given by
detχ = pmn− (p|b|2 +m|c|2 + n|a|2) + 2Re(abc)
This may be rewritten in the more convenient form
det (χ) = det

 p a
a m

n+ 2

 p a
a m

 ·



 c
b


(
c b
)
where A · B = tr (A ◦B) − tr (A) tr (B) is the Lorentzian inner product of vectors A
and B. Of course, the trace of χ is tr (χ) = p + m + n. Just as in the case of n × n
real, complex, or quaternionic matrices, the expressions for the trace and determinant of
a Jordan matrix will be helpful in defining certain Lie groups. In particular, we will see
12The general pattern for the characteristic equation of an n× n matrix is given by
A
n −An−1 ǫ1(A) +A
n−2
ǫ2(A)− A
n−3
ǫ3(A) + · · · ± A
1
ǫn−1(A)∓ det(A)In = 0
where ǫn(A) is the expression found when solving the n× n case for detA.
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in the next chapter that the exceptional Jordan algebra is closely tied to the exceptional
Lie groups G2, F4, and E6, as well as a property of octonions called triality.
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4 THE BASIC STRUCTURE OF E6
In this chapter, we explore the Lie group SL(3,O) and its associated Lie alge-
bra sl(3,O). We provide our methods for producing and studying our representation of
the 78-dimensional exceptional Lie group E6 and its associated Lie algebra. This group
preserves the determinant of the exceptional Jordan Algebra M3(O), justifying the inter-
pretation
E6 ≡ SL(3,O)
We show how to realize this group by extending the description of
SL(2,O) ≡ SO(9, 1,R)
given in [24] from the 2 × 2 case to the 3 × 3 case. This process produces 135 group
generators, of which only 78 are independent. We follow the common practice of using
linear dependencies among the associated Lie algebra elements to reduce our list to the 78
independent group generators, giving us a preferred basis for E6.
After constructing the group SL(3,O) in Section 4.1 and discussing how to construct
its algebra in Section 4.2, we study the characteristics of the group and algebra, including
the relevant subgroups and subalgebras, in the remainig sections of this chapter. In
particular, we discuss the group SL(3,O) in Section 4.1, presenting our construction of the
group elements in Section 4.1.1 and giving an improved basis of the 3× 3 transformations
generalizing the 2 × 2 transverse rotations in Section 4.1.2. We study the Lie algebra
corresponding to this group in Section 4.2. In particular, we discuss our methods which
allow us to construct the algebra commutator for sl(3,O) in Section 4.2.1. In Section 4.2.2,
we use linear dependencies in the algebra to choose a preferred basis, and provide a basis
for each of the three natural SO(9, 1,O) subgroups of SL(3,O) in Section 4.2.3. We discuss
97
triality as it relates to E6 in Section 4.3. In Section 4.4, we give some continuous extensions
to the discrete type map used in our construction of SL(3,O) and find subgroups which
contain or are independent of this type map in Section 4.4.1. Although our construction
relies upon the octonions, we obtain other subgroups of SL(3,O) by restricting O to the
other division algebras. These findings are summarized in Section 4.5. Finally, we give an
isomorphism between our preferred basis of su(3,C) ⊂ G2 and the Gell-Mann matrices in
Section 4.6.
4.1 The Lie Group E6 = SL(3,O)
As mentioned in Section 2.2.5, it is known that E6 is the group which preserves the
determinant of the Jordan matrix χ ∈M3(O). It is in this sense that E6 is SL(3,O). Dray
andManogue [22] show E6 is the appropriate union of three copies of SO(9, 1,R) = SL(2,O).
In Section 4.1.1, we explicitly construct three different 3× 3 transformations from each of
the 2×2 finite Lorentz transformations which, as Manogue and Schray showed [24], form a
basis for SL(2,O). These 2× 2 transformations were also discussed in Section 3.2.3. This
construction provides 135 transformations in E6, which has dimension 78. In Section 4.1.2,
we choose an explicit basis for a preferred subgroup SO(7,R) of each SL(2,O). We find
this new basis will be helpful when discussing triality and the subgroup G2 in relation
to SL(3,O), and will use this basis for the remainder of this thesis after Section 4.2.
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4.1.1 Lorentz Transformations in 3× 3 case
We first describe the three natural ways to identify a vector X ∈ M2(O) in an
element χ of the exceptional Jordan algebra M3(O). We write
χ =


t+ z a c
a t− z b
c b n

 ∈M3(O)
t, z, n ∈ R a, b, c ∈ O
where we use
a = ax + aii+ ajj + akk + akℓkℓ+ ajℓjℓ+ aiℓiℓ+ aℓℓ ∈ O
and similar expressions for b and c to denote a general element of O. Recall from
Section 3.2.2 that an octonionic vector X is a 2 × 2 hermitian matrix, an octonionic
spinor θ ∈ (O⊕O) may be written as a two-component column matrix, and a dual
spinor θ† ∈ (O⊕O)∗ may be written as the hermitian conjugate, or dagger, of a spinor.
There are three natural ways to identify a 2 × 2 hermitian matrix in χ, as shown in Ta-
ble 4.1. In each case, this identification breaks χ into a block structure leaving a 1 × 2
octonionic submatrix and a 2× 1 octonionic submatrix which are hermitian conjugates of
each other. We identify them with the octonionic spinor and dual spinor, respectively.
Each of the 2 × 2 Lorentz transformations R ∈ SL(2,O) given in [24] and used in
Section 3.2.3 are expressed using a nesting of 2 × 2 matrices M1,M2, · · · ,Mn. That is,
if X ∈M2(O) is a vector, then R is given by
R(X) =Mn
(
· · ·
(
M2
(
M1 XM
†
1
)
M †2
)
· · ·
)
M †n
As noted in Section 3.2.3, the spinor (dual-spinor) version of the Lorentz transformation
is constructed from nesting matrices using left (right) multiplication by matrices:
R(θ) =Mn (· · · (M1 θ) · · · )
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Location 1 Location 2 Location 3

 X θ
θ† ·



 · θ
†
θ X




X2,2 θ2 X2,1
θ2 · θ1
X1,2 θ1 X1,1


‖ ‖ ‖

t+ z a c
a t− z b
c b n




t+ z a c
a t− z b
c b n




t+ z a c
a t− z b
c b n


Table 4.1: Three natural locations of X, θ, and θ† in χ
R(θ†) =
(
· · ·
(
θ†M †1
)
· · ·
)
M †n
If we treat the upper left 2×2 submatrix of χ as the vector, as in Location 1 in Table 4.1,
and M is a 2 × 2 matrix which we embed into the upper left 2 × 2 submatrix of a 3 × 3
matrix M which is block diagonal and M3,3 = 1, then we note that conjugating χ by M
gives the following block structure
χ → MχM†
 X θ
θ† n

 →

 M 0
0 1



 X θ
θ† n



 M 0
0 1


†
=

 MXM
† Mθ
(Mθ)† n


where we must worry about MXM † being well-defined. But each of the matrices Ma =
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M1, · · · ,Mn involved in the expression for the Lorentz transformation R satisfy certain
conditions, outlined in [24], which ensures MXM † is well-defined. In particular, con-
structing the 3 × 3 matrix Ma for each 2 × 2 matrix Ma in this way and conjugating χ
successively with matrices M1, · · · ,Mn gives
χ→ Mn
(
· · ·
(
M1χM
†
1
)
· · ·
)
M
†
n
The resulting matrix has the block structure
 Mn
(
· · ·
(
M1XM
†
1
)
· · ·
)
M †n Mn (· · · (M1θ) · · · )
(Mn (· · · (M1θ) · · · ))† n


=

 R(X) R(θ)
R(θ†) n


in which the vector, spinor, and dual spinor have all transformed according to their re-
spective versions of the Lorentz transformation R.
We now generalize this previous construction for all three natural locations of the
vector X in χ. Let M1, · · · ,Mn be the matrices involved in the expression of the 2 × 2
Lorentz transformation. Let T (a) : M2(O)→M3(O) be an embedding of a 2×2 matrixM
into a 3× 3 matrix according to
T (1)(M) =

 M 0
0 1

 T (2)(M) =

 1 0
0 M


T (3)(M) =


M2,2 0 M2,1
0 1 0
M1,2 0 M1,1


for a = 1, 2, 3. We call this the discrete13 type map. Given a 2 × 2 matrix M , we
abbreviate T (a)(M) as M (a) and refer to M (1),M (2), and M (3) as type 1, 2, and 3 versions
13This type map is expanded to a continuous map in Section 4.4
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of M . We note that
M (2) = TM (1)T † M (3) = TM (2)T † M (1) = TM (3)T †
is a cyclic permutation of the three types of M , where
T =


0 0 1
1 0 0
0 1 0


If R ∈ SL(2,O) is a vector Lorentz transformation which is constructed from the nesting
of conjugations of 2× 2 matrices M1, · · · ,Mn, then it can be shown that
χ→M (a)n
(
· · ·
(
M
(a)
1 χM
(a)†
1
)
· · ·
)
M (a)†n
respects the block structure of χ, in the sense that identifying a vector X, spinor θ,
and dual spinor θ† in χ according to the Location a given in Table 4.1 results in the
transformations
X→ R(X) θ → R(θ) θ† → R(θ†)
for the appropriate vector, spinor, and dual-spinor versions R of the Lorentz transforma-
tion. We call R(a) the transformation R of Type a.
Lemma: For any Lorentz transformation R ∈ SL(2,O), the corresponding 3 × 3
transformations R(a) : M3(O) → M3(O) preserves the determinant of elements of M3(O)
for a = 1, 2, 3.
Proof: We first prove this for the case a = 1: By definition, the finite Lorentz trans-
formation R ∈ SL(2,O) preserves the determinant of the 2× 2 vector X ∈M2(O). That
is, det (X) = det (R(X)). SinceR is a compatible transformation, thenR(θθ†) = R(θ) R(θ†)
for the appropriate vector, spinor, and dual-spinor versions of the Lorentz transformation,
giving
det
(
θ θ†
)
= det
(
R(θ) R(θ†)
)
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As shown in Section 3.3, the determinant of χ ∈M3(O) is given by
det (χ) = det

 X θ
θ† n

 = (detX)n+ 2X · θθ†
where A ·B = tr (A ◦B)− tr (A) tr (B) is the Lorentzian inner product of A and B. But
Lorentz transformations preserve the Lorentzian inner product of X and θ θ†, so that
R(X) ·R(θ θ†) = X · (θ θ†)
Hence, we see that
det
(
R(1)(χ)
)
= det

 R(X) R(θ)
R(θ†) n


= det (R(X))n+ 2R(X) · (R(θ)R(θ†))
= det (R(X))n+ 2R(X) · R(θθ†)
= det (X)n+ 2X · (θθ†)
= det (χ)
where the first two equalities are true by definition, the third equality is a result of com-
patibility, and the fourth equality results from the use of Lorentz transformations. Hence,
the transformation R(1) preserves the determinant of χ ∈M3(O) for each R ∈ SL(2,O).
For the case a = 2 and a = 3, we note that the determinant of χ ∈M3(O) may be
written
detχ = (t+ z)(t− z)n − ((t+ z)|b|2 + (t− z)|z|2 + n|a|2) + 2Re(abc)
as was shown in Section 3.3 with t+ z = p and t− z = m. We see that it is cyclic in a, b, c
and t+ z, t− z, n. That is, det (T χT †) = detχ. Hence,
detχ = det (R(1)(χ)) = det (R(2)(χ)) = det (R(3)(χ))
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showing that each of the three types of 3×3 transformation constructed from R ∈ SL(2,O)
are in SL(3,O).

We conclude with a result showing that the 3 × 3 transformations we just con-
structed will form a one-parameter subgroup of SL(3,O) provided that the original 2× 2
transformation is both compatible and forms a one-parameter subgroup of SL(2,O).
Lemma: If the finite Lorentz transformation R : R ×M2(O) → M2(O) is both
compatible and a one-parameter subgroup of SL(2,O), then R(a) : R×M3(O)→M3(O)
is a one-parameter subgroup of SL(3,O) for a = 1, 2, 3.
Proof: Our construction of R(a) fixes a block structure in χ in which the vector,
spinor, and dual-spinor version of the transformation R act on the appropriate blocks of χ.
By hypothesis, the vector transformation R is a one-parameter subgroup. It remains to
show that the spinor and dual-spinor transformations are one-parameter subgroups. But if
the vector version of R is compatible and a one-parameter subgroup, then for any α, β ∈ R,
we see that
(R(α) (R(β)(θ)))
(
R(α)
(
R(β)(θ†)
))
= R(α)
(
R(β)(θ) R(β)(θ†)
)
= R(α)
(
R(β)(θ θ†)
)
= R(α+ β)(θ θ†)
= (R(α+ β)(θ))
(
R(α+ β)(θ†)
)
where θ is a spinor and θ† is a dual spinor, and we have used the appropriate vector,
spinor, or dual spinor version of the vector Lorentz transformation R. Hence, the products
of spinor and dual-spinor transformations are one-parameter subgroups. But this requires
the spinor and dual-spinor transformations themselves to be one-parameter subgroups.
Since each of the vector, spinor, and dual-spinor versions of the transformation R are one-
parameter subgroups, then our construction produces a new transformation R(a) which is
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also a one-parameter subgroup.

This lemma shows that since each of the basis transformations R constructed by
Manogue and Schray [24] which were discussed in 3.2.3 are compatible one-parameter
subgroups of SL(2,O), then R(a) is a one-parameter subgroup of SL(3,O) for a = 1, 2, 3.
This result will be useful in Section 4.2.1.
4.1.2 A Basis for the Category 3 Transformations
The type maps provide three different copies of SO(9, 1) transformations which
act on χ. Hence, there are at least three SO(9, 1) groups, one of each type, as well
as subgroups SO(n,R) and SO(n, 1,R) for n ≤ 9, in the group E6 = SL(3,O). This
gives 3 × 45 = 135 generators in E6, which only has dimension 78. In the next section,
we will use linear dependencies among the corresponding Lie algebra elements for these
transformations to reduce the 135 generators down to a basis of 78 independent genera-
tors. In the remainder of this section, we introduce an alternate basis for the Category 3
transformations which were given by Manogue and Schray [24] and reviewed in Section
3.2.3. This new basis will prove useful in determining the dependencies among the 135
algebra generators.
In the 2 × 2 setting, each Category 3 transformation Rp,q rotates a single plane
spanned by the imaginary octonions p and q ⊥ p. Rather than simply rotating one
plane at a time, we choose a new basis of transformations, where each transformation
simultaneously rotates two or three planes. For each basis octonion, say q = i, there
are three pairs of basis octonions {j, k}, {kℓ, jℓ}, {ℓ, iℓ} which generate a quaternionic
subalgebra containing q = i. Note that we have chosen the ordering of the pairs in such a
105
way that the product of the pair is q = i, e.g. (j)(k) = i. Hence, we have used the three
triples (each pair along with q = i) to create a right-handed, three-dimensional coordinate
frame. The planes spanned by {j, k}, {kℓ, jℓ}, and {ℓ, iℓ} are orthogonal to each other,
and the Category 3 transformations Rj,k(α), Rkℓ,jℓ(α), and Rℓ,iℓ(α) rotate the appropriate
plane counter-clockwise about the q = i axis through the angle α. From these rotations,
we create the new class of transformations Aq, Gq, and Sq where, for q = i, we have
14
Ai(α) = Rj,k(α) ◦Rkℓ,jℓ(−α) Gi(α) = Rj,k(α) ◦Rkℓ,jℓ(α) ◦Rℓ,iℓ(−2α)
Si(α) = Rj,k(α) ◦Rkℓ,jℓ(α) ◦Rℓ,iℓ(α)
where ◦ is used to denote composition of the group transformations. The Ai transfor-
mation rotates the (j, k) plane counter-clockwise and the (kℓ, jℓ) plane clockwise about
the q = i axis. The Gi transformation rotates two planes counter-clockwise about the q = i
axis through an angle of α and one plane clockwise about the q = i axis through an angle
of 2α. The Si transformation rotates all three planes counter-clockwise about the q = i
axis through the angle α.15 Combined, the seven transformations of each class Aq, Gq,
and Sq form a new basis for SO(7,R). Finally, we expand these 2× 2 transformations to
the 3× 3 case by using the type map T (a), a = 1, 2, 3 which is applied to each matrix used
in the transformations Aq, Gq, and Sq to produce the transformations A
(a)
q , G
(a)
q , and S
(a)
q
for a = 1, 2, 3.
Lemma: The 3 × 3 transformations A(a)q , G(a)q , and S(a)q built from the 2 × 2
one-parameter transformations Rp,q are also one parameter transformations.
14Because the rotations are in orthogonal planes, our definition does not depend on the order of the
rotations, i.e. Ai(α) = Rj,k(α) ◦ Rkℓ,jℓ(−α) = Rkℓ,jℓ(−α) ◦ Rj,k(α)
15We choose the labels Aq since the seven Aq tranformations along with Gℓ are isomorphic to an SU(3,C)
normally represented by Gell-Mann matrices, which are typically labeled using the greek symbol Λ, and
the Roman symbol A closely resembles Λ. The Gq label is chosen for the relationship between these
transformations and the group G2. The Sq label is chosen to remind us that these are the symmetric
transformations.
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Proof: The 2 × 2 transformations Rp,q are one-parameter transformations, and
rotate one plane spanned by p and q. Our new transformations rotate two or three planes
at once, but because these planes are pair-wise orthogonal, the effect of one transformation
in the plane spanned by p and q does not affect the transformation in the plane spanned
by u and v. Hence, the rotations which comprise Aq, Gq, and Sq commute with each other.
But then we can rearrange all of the rotations in Aq(α)◦Aq(β) to form Aq(α+β), and sim-
ilarly for the transformations Gq and Sq. Hence, the 2×2 transformations Aq, Gq, and Sq
are one-parameter transformations. That their 3 × 3 generalizations A(a)q , G(a)q , and S(a)q
are also one-parameter transformations follows from the last lemma of Section 4.1.1.

We list here our conventions for our new basis for the SO(7) transformations. Each
of the Aq, Gq, and Sq transformations are labeled by a unit octonion q ∈ {i, j, k, kℓ, jℓ, iℓ, l}
about which the planes rotate. For each q, we have three pairs of unit octonions which
multiply to q. Our conventions for the pairs are listed in Table 4.2. We note that ℓ only
appears in the third pair, if at all.
In the 2×2 case, we may reproduce the original Category 3 transformations Rq,r(α)
simply by combining our new transformations with appropriate angles. For instance,
Rj,k(6α) = Ai(3α) ◦Gi(α) ◦ Si(2α)
We use the anlges 3α, α, and 2α so that the clockwise and counter-clockwise ro-
tations in the various planes cancel each other out, leaving only the rotation by 6α in
the j, k plane. These dependencies also extend to the 3× 3 transformations.
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q First pair Second pair Third pair
i (j, k) (kl, jl) (l, il)
j (k, i) (il, kl) (l, jl)
k (i, j) (jl, il) (l, kl)
kl (jl, i) (j, il) (k, l)
jl (i, kl) (il, k) (j, l)
il (kl, j) (k, jl) (i, l)
l (il, i) (jl, j) (kl, k)
Table 4.2: Quaternionic subalgebras chosen for Aq, Gq, and Sq
4.2 The Lie Algebra sl(3,O) of E6 = SL(3,O)
We have expanded the 45 finite Lorentz transformations from the 2 × 2 case to
the 3 × 3 case, giving us 3 × 45 = 135 transformations. Each of these transformations
preserves the determinant of the Jordan matrix χ ∈ M3(O). Hence, they are a subset
of SL(3,O) = E6, which is a 78-dimensional exceptional Lie group. The Lie algebra of
this group is sl(3,O), which is the topic of this section.
In Section 4.2.1, we present the techniques which allow us to conclude that our
transformations generate the entire group. Normally, we would do this by associating
each transformation with its tangent vector in the Lie algebra sl(3,O). Then, using linear
dependencies in the Lie algebra, we could reduce our 135 generators to 78 independent
generators to show that we have the entire group SL(3,O). However, the nesting of ma-
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trices involved in our representation of the transformations makes this difficult. Instead,
we use the local action of our representation of SL(3,O) on M3(O) to give a homomor-
phism of sl(3,O) into the Lie algebra of all vector fields on M3(O). The tangent vectors
to the group orbits at a point χ in M3(O) constitute a homomorphic copy of the Lie alge-
bra sl(3,O). We also use the tangent vectors to the group orbits to construct the complete
commutator multiplication in the Lie algebra sl(3,O). In Section 4.2.2, we use the lin-
ear dependencies among these tangent vectors to find linear dependencies among the 135
group generators constructed in the previous section. These results are combined with our
construction of SL(3,O) in Section 4.1.2 to give an explicit basis for subgroups SO(9, 1,R)
and SO(n, 1,R) for n ≤ 9, as well as for the exceptional groups G2 and F4 = SU(3,O).
In what follows, we find it cumbersome to always refer to tangent vectors to the
group orbits and the homomorphic copy of the Lie algebra sl(3,O). Hence, we often refer
to the group orbit of a one-parameter subgroup of SL(3,O) as a one-parameter path
in M3(O) and frequently state that the tangent vector to this curve is the element of the
Lie algebra sl(3,O). We hope this abuse of language makes the following methods more
intuitive.
4.2.1 Constructing the algebra for SL(3,O)
We begin by associating each transformation in the group with a vector in the Lie
algebra. Each of the 135 transformations are one-parameter curves in the group. Given a
one-parameter curve R(α) in a classical Lie group, the traditional method for associating
it with the Lie algebra generator R˙ is to find its tangent vector R˙ = ∂R(α)∂α |α=0 at the
identity in the group. However, our Category 3 transformations use nested matrices
χ→M (a)4
(
M
(a)
3
(
M
(a)
2
(
M
(a)
1 χM
(a)†
1
)
M
(a)†
2
)
M
(a)†
3
)
M
(a)†
4
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and it is not possible to apply this technique to the one-parameter transformations A
(a)
q ,
G
(a)
q , and S
(a)
q , with a = 1, 2, 3. Instead, we let our one-parameter transformations R
act on the exceptional Jordan algebra M3(O), as it is a 27-dimensional representation
of E6 [39]. When the transformation R acts on χ ∈ M3(O), it produces a curve R(α)(χ)
in M3(O). This curve R(α)(χ) is a one-parameter curve in M3(O), since R is a one-
parameter transformation that is the identity, R(0)(χ) = χ, when α = 0. We use the
tangent vector at the identity to this curve in M3(O) to represent our tangent vector to
the original one-parameter transformation R. That is, we have the association indicated
in Figure 4.1 between the group transformations and the tangent vectors. This procedure
produces 135 tangent vectors, one for each of the curves R(α)(χ).
We also use group orbits to construct the commutator of two tangent vectors. In
the traditional approach to the classical matrix groups, the commutator of the tangent
vectors R˙1 and R˙2 is defined as
[
R˙1, R˙2
]
= R˙1R˙2 − R˙2R˙1. However, we are not using
tangent vectors to the transformations themselves but tangent vectors to curves inM3(O).
To find the commutator of the tangent vectors to the curves R1(α)(χ) and R2(α)(χ), we
create a new curve in M3(O) defined by
[R2, R1](α)(χ) = R2(−α
2
) ◦R1(−α
2
) ◦R2(α
2
) ◦R1(α
2
)(χ)
where ◦ denotes composition. This new path is not a one-parameter curve, and its
first derivative is identically zero at α = 0, but ∂
2
∂α2
[R2, R1](α)(χ)|α=0 is tangent to the
curve [R2, R1](α)(χ) at α = 0. Therefore, we define the commutator of R˙1 and R˙2 to be
[
R˙2, R˙1
]
=
∂2
∂α2
[R2, R1](α)(χ)|α=0
This formula agrees with the usual definition [26]. We have a 1−1 correspondence between
the group transformation R, the orbit R(α)(χ) in M3(O), and our tangent vector to the
group orbit R˙(α)(χ), allowing us to identify the group transformation given the tangent
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vector R˙(α)(χ) to the group orbit R(α)(χ). In particular, we can use this correspon-
dence to identify the algebra element corresponding to
[
R˙2, R˙1
]
for any R˙2 and R˙1. Our
construction of the commutator, and this correspondence, is summarized in Figure 4.1.
Lie Group G R(α)
  

R2(α), R1(α)

{{
Path in M3(O) R(α)(χ)
∂
∂α
|α=0

[R2, R1] (α)(χ)
∂2
∂α2
|α=0

Tangent vector
to the path
∂R(α)(χ)
∂α |α=0

∂2[R2,R1](α)(χ)
∂α2
|α=0

Lie Algebra g R˙ R˙2, R˙1
1−1
99
[ , ] //
[
R˙2, R˙1
]
Figure 4.1: Calculating tangent vectors and their commutators
We note that since we are using the local action of SL(3,O) on M3(O) to give
a homomorphic image of sl(3,O), our construction does not lead to a readily available
exponential map giving the group element corresponding to
[
R˙1, R˙2
]
. In particular, we
are not always able to find the one-parameter curve whose tangent vector is
[
R˙1, R˙2
]
.
To illustrate our techniques, we compute the tangent vector for the group transfor-
mations A
(1)
ℓ . By our construction given in Section 4.1.2, the finite Lorentz transforma-
tion A
(1)
ℓ (α) conjugates the Jordan matrix χ ∈M3(O) with the Category 3 matrices used
in R
(1)
iℓ,i(α) and R
(1)
jℓ,j(−α). This gives
A
(1)
ℓ (α)(χ) = R
(1)
jℓ,j(−α) ◦R(1)iℓ,i(α)(χ)
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where
R
(1)
iℓ,i(α)(χ) =


eℓα/2iℓ 0 0
0 eℓα/2iℓ 0
0 0 1






−iℓ 0 0
0 −iℓ 0
0 0 1

χ


−iℓ 0 0
0 −iℓ 0
0 0 1


†



eℓα/2iℓ 0 0
0 eℓα/2iℓ 0
0 0 1


†
and
R
(1)
jℓ,j(−α)(χ) =


e−ℓα/2jℓ 0 0
0 e−ℓα/2jℓ 0
0 0 1






−jℓ 0 0
0 −jℓ 0
0 0 1

χ


−jℓ 0 0
0 −jℓ 0
0 0 1


†



e−ℓα/2jℓ 0 0
0 e−ℓα/2jℓ 0
0 0 1


†
It is useful to use a computer algebra software program to compute the result of conju-
gating χ with the above matrices. Then, the tangent vector to this group orbit is found
to be
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A˙
(1)
ℓ =
∂A
(1)
ℓ (α)(χ)
∂α
=


0 a1 c1
a1 0 b1
c1 b1 0


where
a1 = −aiℓ i + aj ℓ j − aj j ℓ+ ai iℓ
b1 = −biℓ i + bj ℓ j − bj j ℓ+ bi iℓ
c1 = −ciℓ i + cj ℓ j − cj j ℓ+ ci iℓ
(4.1)
The calculations involved in finding the commutator of two transformations are
straight-forward, but time-consuming. We used a MAPLE program to calculate all 3003
commutators of pairs of the 135 different group generators as well as identify its tangent
vector as a linear combination of the tangent vectors to our preferred 78 transformations.
Running this calculation on 12 computers running at 1.5Ghz, it finished in just under 6
hours.
To simplify notation, we will use the traditional notation R˙ in place of ∂R(α)(χ)∂α |α=0
for the tangent vector to R(α)(χ) at α = 0. Using the isomorphism above, we can regard
these tangent vectors as our Lie algebra.
4.2.2 Linear Dependencies
We shall now give the dependencies among the group transformations by using
linear dependencies among the Lie algebra elements. In doing so, we will indicate which
transformations can be eliminated leaving our preferred basis for the group SL(3,O) and
the algebra sl(3,O). Since we are using a homomorphic image of the Lie algebra sl(3,O),
we check that the indicated dependencies actually do provide dependencies among the
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group transformations.
We begin with the Category 3 transformations. Among the 21 transformations Aq,Gq,
and Sq of each type, direct examination of the tangent vectors shows that
A˙(1)q = A˙
(2)
q = A˙
(3)
q G˙
(1)
q = G˙
(2)
q = G˙
(3)
q
for each basis octonion q. That is, the Aq and Gq transformations are type independent,
allowing us to drop the type designation and simply write A˙q and G˙q. These fourteen
transformations generate G2 = Aut(O), which is the smallest of the exceptional Lie groups.
The type independence of these transformations is an effect of triality, which will be further
discussed in Section 4.3. When added to the fourteen G2 transformations, the seven S
(a)
q
transformations of each type produce a basis for an SO(7) of type a, with a = 1, 2, 3.
However, the S
(a)
q transformations are not independent, as their tangent vectors satisfy
S˙(1)q + S˙
(2)
q + S˙
(3)
q = 0
Hence, the union of any two of the SO(7) groups contains the third. In particular, we
may use the transformations S
(a)
q of type 1 and type 2 to generate the type 3 transfor-
mations S
(3)
q . These linear dependences have reduced our 63 Category 3 transformations
by 35, trimming our original 135 transformations down to 100.
Among the Category 2 transformations, we have the relation
R˙(1)xq + R˙
(2)
xq + R˙
(3)
xq = 0
This identity allows us to eliminate another seven transformations, and we choose to keep
the type 1 and type 2 transformations. The seven group transformations R
(a)
xq of type a
are added to the group SO(7) of type a to obtain SO(8). But the dependency among the
types for the R
(a)
xq transformations indicates the group transformation R
(3)
xq can be obtained
from the group transformations R
(1)
xq and R
(2)
xq . That is, the union of the groups SO(8) of
type 1 and type 2 contains the group SO(8) of type 3.
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A final pair of relations exist among the Category 2 and Category 3 transforma-
tions, however, which will eliminate an additional 14 transformations and condense all
of the different SO(8) groups into one! Having eliminated the Sq and Rxq transforma-
tions of type 3, these final relations allow us to write the type 2 transformations as linear
combinations of the type 1 transformations. The tangent vectors satisfy
R˙(2)xq = −
1
2
R˙(1)xq −
1
2
S˙(1)q S˙
(2)
q =
3
2
R˙(1)xq −
1
2
S˙(1)q
Hence, we may express any of the S
(2)
q and R
(2)
xq transformations in terms of S
(1)
q and R
(1)
xq
transformations which are in the SO(8) of type 1. Hence, there is only one SO(8)! This
group contains three different copies of SO(7) built upon the unique group G2. Again,
this is a result of triality, which will be further discussed in Section 4.2.
Having reduced the 135 transformations to 100 and then by another 21 to 79, we
expect only one additional linear dependency among the transformations. Not surpris-
ingly, we are left with 52 Category 2 and 3 transformations. These rotations preserve the
trace of χ ∈ M3(O) and form the Lie group F4. Among the boost transformations in
Category 1, we see that
B˙
(1)
tz + B˙
(2)
tz + B˙
(3)
tz = 0
From the three boosts B
(1)
tz , B
(2)
tz , and B
(3)
tz , we choose to keep the boosts B
(1)
tz and B
(2)
tz
in our preferred basis for SL(3,O). We will see in the algebra that there is some evidence
that we should choose the boost B˙
(2)
tz − B˙(3)tz in place of B˙(2)tz , but this choice makes little
difference given the identity among B˙
(1)
tz , B˙
(2)
tz , and B˙
(3)
tz .
It can be shown that the final 78 tangent vectors corresponding to the remaining
boosts and rotations are linearly independent. By looking at the tangent vectors to the
group actions for the rotations, direct computation shows there are 24 hermitian and 24
anti-hermitian trace-free tangent vectors in addition to the fourteen G2 tangent vectors.
The tangent vectors for the 26 boosts are non-trace-free and hermitian. It turns out that
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the 64 non-G2 tangent vectors correspond to the 64 independent trace-free octonionic 3×3
matrices. Taken with the G2 transformations, this gives 78 independent transformations.
Hence, we do have the group SL(3,O) = E6. The commutation table for sl(3,O) is located
online at [53], and using this table, we can further identify
B˙
(1)
tz , B˙
(2)
tz , R˙
1
xℓ, A˙ℓ, G˙ℓ, and S˙
(1)
ℓ
as the six elements corresponding to the Casimir operators in the complexified Lie alge-
bra sl(3,O). Hence, we will refer to these six elements as Casimir operators, but note that
this is not a choice of orthogonal Casimir operators.
4.2.3 Triplets of Subgroup Chains
With our particular choice of basis for E6, we can identify two separate SO(n)
subgroup structures within E6. Figure 4.2 shows the SO(n) subgroup chain of SO(9, 1)
of type 1 in SL(3,O), while Figure 4.3 shows the three SO(9) subgroup chains of F4
within E6. In both subgroup structures, there is only one SO(8). While G2 ⊂ SO(7),
it is not a subset of SO(6) in Figure 4.2. Hence, we omit G2 from Figure 4.2, but
include it in Figure 4.3 since the SO(7) basis here may be restricted to to the basis of G2.
We also note that SU(3), consisting of Ai, · · · , Aiℓ, Aℓ, Gℓ, is contained both within G2
and SO(6). Gu¨naydin denotes this SU(3) subgroup of G2 as SU(3)
C in [54], and we
adopt that convention. We use this same notation for the subgroup SU(2)C ⊂ SU(3)C ,
which consists of Ak, Akℓ and Aℓ. The figures indicate which Casimir operator is added
to a group when it is expanded to a larger group. The additional Casimir operator and
basis elements are also indicated in Table 4.3 and Table 4.4.
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sl(3,O)
[E6]
so(9, 1) = sl(2,O)
[D5]
B
(2)
tz
66mmmmmmmmmmmmmmmm
so(9, 1) = sl(2,O)
[D5]
B
(1)
tz
OO
so(9, 1) = sl(2,O)
[D5]
B
(3)
tz →B(1)tz
B
(2)
tz
hhQQQQQQQQQQQQQQQQ
so(9) = su(2,O)
[B4]
B
(1)
tz
OO
so(9) = su(2,O)
[B4]
B
(2)
tz
OO
so(9) = su(2,O)
[B4]
B
(3)
tz
OO
so(8)
[D4]
OO 66mmmmmmmmmmmmmmmmm
hhQQQQQQQQQQQQQQQQQ
so(7) = su(1,O)
[B3]
R
(1)
xℓ
66mmmmmmmmmmmmmmmmm
so(7) = su(1,O)
[B3]
S
(2)
ℓ →S
(1)
ℓ R
(1)
xℓ
OO
so(7) = su(1,O)
[B3]
S
(3)
ℓ →S
(1)
ℓ
R
(1)
xℓ
hhQQQQQQQQQQQQQQQQQ
so(6)
[D3]
OO
so(6)
[D3]
OO
so(6)
[D3]
OO
so(5)
[B2]
Gℓ−2S(1)ℓ
OO
so(5)
[B2]
Gℓ−2S(2)ℓ
OO
so(5)
[B2]
Gℓ−2S(3)ℓ
OO
so(4) = so(3)⊕ so(3)
[D2]
OO
so(4) = so(3)⊕ so(3)
[D2]
OO
so(4) = so(3)⊕ so(3)
[D2]
OO
so(3)
[B1]
Gℓ+S
(2)
ℓ
OO
Gℓ+2S
(1)
ℓ
hhQQQQQQQQQQQQQQQQQ
Gℓ+2S
(3)
ℓ
66mmmmmmmmmmmmmmmmm
u(1)
Aℓ
OO
Figure 4.2: Chain of subgroups SO(n) ⊂ SO(9, 1) ⊂ SL(3,O)
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(1)
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OO
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OO
so(9) = su(2,O)
[B4]
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so(8)
[D4]
OO 77pppppppppppppp
ggNNNNNNNNNNNNNN
so(7) = su(1,O)
[B3]
R
(1)
xℓ
77pppppppppppppp
so(7) = su(1,O)
[B3]
S
(2)
ℓ →S
(1)
ℓ R
(1)
xℓ
OO
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S
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ℓ →S
(1)
ℓ
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OO
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Figure 4.3: Chain of subgroups SU(3)C ⊂ G2 ⊂ SO(8) ⊂ F4 ⊂ E6
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Algebra Casimir Basis Set for q
Operator
sl(3,O) = E6 B
(2)
tz B
(2)
tx , B
(3)
tx
B
(2)
tq , B
(3)
tq i, j, k, kℓ, jℓ, iℓ, ℓ
R
(2)
zq , R
(3)
zq i, j, k, kℓ, jℓ, iℓ, ℓ
R
(2)
xz , R
(3)
xz
sl(2,O) = so(9, 1) = D5 B
(1)
tz B
(1)
tx , B
(1)
tq i, j, k, kℓ, jℓ, iℓ, ℓ
R
(2)
xz , R
(3)
xz
R
(2)
zq , R
(3)
zq k, kℓ, ℓ
B
(1)
tq i, j, iℓ, jℓ
su(2,O) = so(9) = B4 R
(1)
xz , R
(1)
zq i, j, k, kℓ, jℓ, iℓ, ℓ
so(8) = D4 R
(1)
xℓ R
(1)
xq i, j, k, kℓ, jℓ, iℓ
su(1,O) = so(7) = B3 Gq − S(1)q i, j, k, kℓ, jℓ, iℓ
so(6) = D3 Gℓ − S(1)ℓ 3Aq −Gq − 2S(1)q i, j
3Aq +Gq + 2S
(1)
q iℓ, jℓ
so(5) = B2 3Aq +Gq + 2S
(1)
q i, j
3Aq −Gq − 2S(1)q iℓ, jℓ
so(4) = so(3)⊕ so(3) = D2 Gℓ + 2S(1)ℓ Gq + 2S(1)q k, kℓ
so(3)C = B1 Aq k, kℓ
u(1) Aℓ
Table 4.3: Basis for SO(n) ⊂ SO(9, 1) subgroup chain of Type 1
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Algebra Casimir Basis Set for q
Operator
sl(3,O) = E6 B
(1)
tz , B
(2)
tz B
(1)
tx , B
(2)
tx , B
(3)
tx
B
(1)
tq , B
(2)
tq , B
(3)
tq i, j, k, kℓ, jℓ, iℓ, ℓ
su(3,O) = F4 R
(2)
zq , R
(3)
zq i, j, k, kℓ, jℓ, iℓ, ℓ
R
(2)
xz , R
(3)
xz
su(2,O) = so(9) = B4 R
(1)
xz , R
(1)
zq i, j, k, kℓ, jℓ, iℓ, ℓ
so(8) = D4 R
(1)
xℓ R
(1)
xq i, j, k, kℓ, jℓ, iℓ
su(1,O) = so(7) = B3 S
(1)
ℓ S
(1)
q i, j, k, kℓ, jℓ, iℓ
Aut(O) = G2 Gq i, j, k, kℓ, jℓ, iℓ
su(3,C)C Gℓ Aq i, j, jℓ, iℓ
su(2,C)C = A1 Aq k, kℓ
u(1) Aℓ
Table 4.4: Basis for G2 ⊂ SO(7) ⊂ F4 subgroup chain
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4.3 Triality
In this section, we expand upon the discussion of triality given in Section 3.1.3 as
it relates to SL(3,O) and its Lie algebra. In particular, we note that each 3 × 3 trans-
formation in our basis of SL(3,O) naturally implements a 2 × 2 Lorentz transformation
and as well as a spinor and dual spinor version of this transformation. However, we may
also view χ as consisting of three octonions as well as the three real components on its
diagonal. The SO(8,R) transformations, which fix the diagonal components, only act on
the octonions via left, right, or symmetric multiplication. In this section, we find an inter-
esting connection between these different left, right, and symmetric transformations. In
particular, we discuss how the spinor, vector, and dual-spinor transformations embedded
into our 3 × 3 transformation use triality to simplify the subgroup structure of SO(8,R)
within SL(3,O). We also discuss triality in relation to our type map, and introduce a
strong formulation of triality.
We quickly review the two versions of triality most pertinent to this work. Baez [4]
mentions that each of the exterior nodes in the Dynkin diagram of so(8,R) may be identi-
fied with a spinor, dual-spinor, and vector representation of SO(8,R). Both Baez [4] and
Conway [50] discuss a triality between transformations of O via left, right, and symmetric
multiplication. Conway further states that each left multiplication may be written as a
product of at most seven right or seven symmetric multiplications. Further information
regarding these claims may be found in [4, 50] or Section 3.1.3.
We first consider triality in relation to the transformations contained within G2.
Consider the one-parameter transformations A
(a)
q (θ) and G
(a)
q (θ), with a = 1, 2, 3, as
121
constructed in Section 4.1.2. In Section 4.2.1, we calculated A˙
(1)
ℓ , which was found to be
A˙
(1)
ℓ (θ)(χ) =
∂A
(1)
ℓ (θ)(χ)
∂α
=


0 a1 c1
a1 0 b1
c1 b1 0


a1 = −aiℓ i + aj ℓ j − aj j ℓ+ ai iℓ
b1 = −biℓ i + bj ℓ j − bj j ℓ+ bi iℓ
c1 = −ciℓ i + cj ℓ j − cj j ℓ+ ci iℓ
The above expressions for a1, b1, and c1 are very similar; Direct computation of the tan-
gent vectors for A
(2)
ℓ or A
(3)
ℓ yields the exact same expression for a1, b1, and c1. That
is, the one-parameter curves A
(1)
ℓ , A
(2)
ℓ , and A
(3)
ℓ all have this same tangent vector.
Hence, we refer to this transformation as Aℓ without ambiguity. Similarly, since the
one-parameter curves G
(1)
ℓ , G
(2)
ℓ , G
(3)
ℓ have the same tangent vector, we also refer to this
transformation as Gℓ without a need to refer to type. Similar results hold for Aq and Gq
for q = i, j, k, kℓ, jℓ, iℓ.
In terms of vector, spinor, and dual spinor transformations, the G2 transformations
are type independent. This requires further explanation. Let q = i, j, k, kℓ, jℓ, iℓ, ℓ. We
may choose to view χ as containing the vector X, spinor θ, and dual spinor θ† in any one
of the three natural locations given in Table 4.1 of Section 4.1.1. Regardless of this choice,
the type 1 transformation A
(1)
q (and similarly G
(1)
q ) produces the same transformation
on X, θ, θ†. On the other hand, we may fix a location for X in χ, and notice that the three
types a of A
(a)
q (and similarly forG
(a)
q ) produce the same transformation onX. We say that
the G2 transformations are type independent not only because the type 1 transformation
may be written in terms of the type 2 or type 3 transformation, but because all three
types are the same transformation!
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Conway [50] states that a general transformation of SO(8,R) via left-sided multi-
plication may be expressed in terms of at most seven right-sided multiplications or via
at most seven symmetric multiplications. Our basis G2 transformations use symmetric,
left, and right-sided matrix multiplication on the vector X, spinor θ, and dual spinor θ†
in χ and are contained in SO(8,R). By looking explicitly at the matrices involved in the
type 1 expression for Aℓ, we find
Al(α)(χ) = Al(α)

 X θ
θ† n


= R
(1)
jℓ,j(−α) ◦R(1)iℓ,i(α)

 X θ
θ† n


where the vector X, spinor θ, and dual spinor θ† transform according to
X→
(
M2′
(
M2
(
M1′
(
M1XM
†
1
)
M †1′
)
M †2
)
M †2′
)
θ → (M2′ (M2 (M1′ (M1θ))))
θ† →
((((
θ†M †1
)
M †1′
)
M †2
)
M †2′
)
with the 2× 2 matrices M1,M1′ ,M2, and M2′ given by
M1 = −iℓI2 M1′ =
(
cos
(α
2
)
iℓ+ sin
(α
2
)
i
)
I2
M2 = −jℓI2 M2′ =
(
cos
(
−α
2
)
jℓ+ sin
(
−α
2
)
j
)
I2
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Indeed, we notice that the matrices involved in this G2 transformation, and all other G2
transformations, are diagonal and imaginary. Hence, for these matrices, M † = −M and
the vector transforms not only by conjugation but by symmetric multiplication! Indeed,
the spinor and dual spinor transform via four multiplications from the left or right, respec-
tively. We also note that our other G2 transformations of the form Gq have the vector,
spinor, and dual spinor transform with expressions involving multiplication by six matri-
ces. Hence, there are certain transformations within SO(8,R) which may be expressed
via symmetric, left, or right matrix multiplication using the same matrices. We note that
all fourteen of our basis transformations in G2 have this property.
Of course, we previously discussed (Section 3.1.3) Conway’s claim as it applied to
transformations involving octonions. The matrix χ contains three octonions a, b, c ∈ O.
We find by examining the transformations on a, b, c for the Al transformation of type 1
Aℓ(α)(χ) = Aℓ(α)


t+ z a c
a t− z b
c b n

 =


t+ z a1 c1
a1 t− z b1
c1 b1 n


that the octonions a, b, and c transform in the vector, spinor, and dual-spinor pieces via
a→ a1 = e−lα2 jℓ
(
−jℓ
(
eℓ
α
2 iℓ
(
(−iℓ)a(−iℓ)†
)
(eℓ
α
2 iℓ)†
)
(−jℓ)†
)
(e−l
α
2 jℓ)†
b→ b1 = e−lα2 jℓ
(
−jℓ
(
eℓ
α
2 iℓ (−iℓ (b))
))
c→ c1 =
(((
c(−iℓ)†
)
(eℓ
α
2 iℓ)†
)
(−jℓ)†
)
(e−l
α
2 jℓ)†
However, since all three types of the Aℓ transformation are the same, we see that a, b,
and c undergo the same transformation using conjugation, left-sided, and right-sided mul-
tiplication by octonions. These octonions transform the same way using different forms
of multiplication by the same octonions. This is a stronger condition than Conway gives
in [50] for triality, and we call this property strong triality. Equivalently, a transformation
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in SL(3,O) which is type independent exhibits strong triality. Hence, every transforma-
tion in G2 gives octonionic transformations which have strong triality.
Finally, we note that SO(8,R) ∈ SL(3,O) also exhibits triality. There is an SO(7)
group of each type a = 1, 2, 3, which consists of G2 along with the seven transforma-
tions S
(a)
q . We expand any one SO(7) group to SO(8) by including the R
(a)
xq transforma-
tions of type a. The linear dependencies in the algebra allow us to express any type 2 or
type 3 transformation of the form R˙
(a)
xq or S˙
(a)
q in terms of type 1 transformations 16
R˙(2)xq = −
1
2
R˙(1)xq −
1
2
S˙(1)q S˙
(2)
q =
3
2
R˙(1)xq −
1
2
S˙(1)q
R˙(3)xq = −
1
2
R˙(1)xq +
1
2
S˙(1)q S˙
(3)
q = −
3
2
R˙(1)xq −
1
2
S˙(1)q
Since the tangent vectors for the transformations on the right-hand side of each equality
commute, their corresponding group transformations commute. Hence, we may express
the corresponding type 2 or type 3 group transformation on the left-hand side in terms
of type 1 transformations. For instance, the expression for R˙
(2)
xℓ given above leads to the
group transformation identity
R
(2)
xℓ (α)(χ) = S
(1)
ℓ (−
α
2
)(χ) ◦R(1)xℓ (−
α
2
)
Given that it is possible in the algebra so(8) to express every transformation in terms
of type 1 transformations or G2 transformations, we see that the group SO(8) exhibits
triality. In particular, while there are three different SO(7) groups built from G2, there is
only one SO(8).
We now show that transformations in SO(8,R) − G2 exhibit the more traditional
version of triality described by Baez [4] and Conway [50] which was described in Sec-
16These expressions are cyclic in a = 1, 2, 3, so that we may write any SO(8) transformation of type a
in terms of transformations of another type.
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tion 3.1.3. Consider the two transformations R
(2)
xℓ (α) and S
(1)
ℓ (−α2 ) ◦ R
(1)
xℓ (−α2 ), which
were just shown to be equal, and their effect on the octonions a, b, c ∈ O which results
from them being applied to χ. Following the construction given in Section 4.1, explicit
calculation shows that a, b, and c transform under R
(2)
xℓ (α)(χ) according to
a→ ae−ℓα2 b→ eℓα2 be−ℓα2 c→ eℓα2 c
while under S
(1)
ℓ (−α2 ) ◦ R
(1)
xℓ (−α2 )(χ), we see that b and c transform via left-sided and
right-sided multiplication
b → e−ℓα4 kℓ
(
−kℓ
(
e−ℓ
α
4 jℓ
(
−jℓ
(
e−ℓ
α
4 iℓ
(
−iℓ
(
e−ℓ
α
4 (b)
))))))
c →
((((((
(c)eℓ
α
4
)
iℓ
)
(−iℓeℓα4 )
)
jℓ
)
(−jℓeℓα4 )
)
kℓ
)
(−kℓeℓα4 )
and a transforms via multiplication by conjugate octonions, although we have omitted the
expression for this transformation due to space constraints. Due to the equalities of the
group transformations, we see that these new expressons for a, b, and c are equal to the
previous expressions for all values of α. In particular, we have
eℓ
α
2 be−ℓ
α
2 = e−ℓ
α
4 kℓ
(
−kℓ
(
e−ℓ
α
4 jℓ
(
−jℓ
(
e−ℓ
α
4 iℓ
(
−iℓ
(
e−ℓ
α
4 (b)
))))))
eℓ
α
2 c =
((((((
(c)eℓ
α
4
)
iℓ
)
(−iℓeℓα4 )
)
jℓ
)
(−jℓeℓα4 )
)
kℓ
)
(−kℓeℓα4 )
That is, we may produce the b→ eℓα2 be−ℓα2 action by nesting seven left-sided multiplica-
tions, and we may also produce the action of multiplying the octonion c on the left by
nesting seven right-sided multiplications. The expression for a would show that multi-
plying a on the right by an octonion produces the same action as conjugating a with a
series of octonions. These identities hold for all values of α ∈ R. Also, these expressions
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are not unique.17 All of the equivalent ways of writing type 2 or type 3 transformations
in SO(8)−G2 in terms of type 1 transformations (and cyclic permutations) will produce
similar identities involving seven multiplications.
4.4 Type Transformation
Our construction of 3 × 3 Lorentz transformations produces equivalent SO(9, 1)
groups of type 1, type 2 and type 3 in the following sense: The discrete type transforma-
tion T :M3(O)→M3(O) given by
T(M) = TMT †
with
T =


0 0 1
1 0 0
0 1 0


cycles the matrices used in our 3× 3 finite Lorentz transformations from type 1 to type 2
and type 3 matrices
T(M (1)) =M (2) T(M (2)) =M (3) T(M (3)) =M (1)
Hence, we have T3 = Id and T2 = T−1. In addition, the type transformation is
in SL(3,O) since
det(T(χ)) = det(χ)
17Note, too, that each factor e−ℓ
α
4 and eℓ
α
4 next to b and c, respectively, on the right hand side of each
equality generates a rotation in the 1 ↔ ℓ plane and is perpendicular to the other three planes being by
the S
(1)
ℓ transformation. Hence, we are free to commute the phase e
−ℓα
4 across any pair of factors of the
form (e−ℓ
α
4 q)(−q) in the expression for b and similarly in the expressions for c and a.
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While it is not one of our basis group transformations, we have the identities
T = R(3)xz (−π) ◦R(1)xz (−π) T−1 = R(2)xz (π) ◦R(1)xz (π)
We may expand T3 = Id for these expressions, showing that
T−1 = R(3)xz (−π) ◦R(1)xz (−π) ◦R(3)xz (−π) ◦R(1)xz (−π)
T = R
(2)
xz (π) ◦R(1)xz (π) ◦R(2)xz (π) ◦R(1)xz (π)
We also note that
Id = T ◦T−1 = R(3)xz (−π) ◦R(1)xz (−π) ◦R(2)xz (π) ◦R(1)xz (π)
and that
Id = R(2)xz (π) ◦R(1)xz (π) ◦R(2)xz (π) ◦R(1)xz (π) ◦R(2)xz (π) ◦R(1)xz (π)
Combining these two expressions and solving for T, we obtain the expression
T = R(1)xz (π) ◦R(3)xz (π) ◦R(2)xz (π) ◦R(1)xz (π)
which involves all three types. Similarly, many additional expressions for T and T−1 may
be obtained from these expressions.
We also note that each of these expressions may be expanded into a continuous
type transformation from R → SL(3,O) by letting the fixed angle π or −π become
an arbitrary angle α which varies over R. The resulting transformations are not one-
parameter subgroups of SL(3,O), but they do connect a type 1 transformation with
either a type 2 or type 3 transformation.
4.4.1 Type Independent and Dependent Subgroups
We list here some important groups which contain the type transformation. The
group 〈R(1)xz , R(2)xz , R(3)xz 〉 is the standard representation of SO(3,R), and we label this
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group SO(3,R)s using the subscript s to designate it as the standard representation.
This group obviously contains T, as does the standard representation
SL(3,R)s = 〈R(1)xz , R(2)xz , R(3)xz , B(1)tz , B(2)tz , B(1)tx , B(2)tx , B(3)tx 〉
Using ℓ as our preferred complex unit, we see that the standard representation
SU(3,C)s = 〈R(1)xz , R(2)xz , R(3)xz , R(1)xℓ , R(2)xℓ , R(1)zℓ , R(3)zℓ , R(3)zℓ 〉
of SU(3,C), which consists of 3× 3 special unitary matrices, contains SO(3,R)s. Hence,
SU(3,C)s also contains T, as does, of course, the group
SL(3,C)s = SU(3,C)s ∪ 〈B(1)tz , B(2)tz , B(1)tx , B(2)tx , B(3)tx , B(1)tℓ , B(2)tℓ , B(3)tℓ 〉
These four groups SO(3,R)s, SL(3,R)s, SU(3,C)s, and SL(3,C)s are important because
they contain the type transformation T. If, for instance, the transformation R(1) is in
a group G which has one of these groups as a subgroup, then the subgroup forces G to
contain R(2) and R(3) as well. On the other hand, if we add one of those four groups to
any type-specific group G, then the new group must contain R(1), R(2), and R(3) for each
transformation R ∈ G. The new group, in most cases, becomes much larger.
We are careful to point out that the standard representations SO(3,R)s and SU(3,C)s
are not our preferred representations for the groups SO(3,R)C and SU(3,C)C , which
are subgroups of G2. For any R ∈ G2, we have R(1) = R(2) = R(3). Thus, we see
that SU(3,C)s and SU(3,C)
C are both type independent, but in SU(3,C)s the transfor-
mations R(1), R(2) and R(3) are distinct while in in SU(3,C)C the three transformations
are equal.
We use the type transformation T to provide insight into the structure of SL(3,O).
The algebras g in the left column of Figure 4.4 are subalgebras of the type 1 copy of sl(2,O),
while each algebra g′ in the right column is the largest algebra of sl(3,O) such that g⊕ g′
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is still R-simple. When we restrict g to a smaller subalgebra of sl(2,O), it is sometimes
possible to exand the type independent subalgebra g′ to a larger subalgebra of sl(3,O).
Each arrow in the diagram indicates containment.
sl(2,O)
[D5
⊕
⊕
{B˙(2)tz − B˙(3)tz }
su(1)]

su(2,O)
[B4
OO
⊕
⊕
{B˙(2)tz − B˙(3)tz }
su(1)]

su(1,O)
[B3
OO
⊕
⊕
({B(1)tz } ⊕ {B˙(2)tz − B˙(3)tz })
(su(1) ⊕ su(1))]

G2
[G2
OO
⊕
⊕
sl(3,R)s
(A1 ⊕A1)]

su(3,C)C
[A2
OO
⊕
⊕
sl(3,C)s
(A2 ⊕A2)]

so(3,R)C
[A1
OO
⊕
⊕
sl(3,H)
A5]
Figure 4.4: Type dependent and independent subalgebras of E6
4.5 Reduction of O to H, C, and R
We find subalgebras of E6 by restricting our octonionic E6 generators to be quater-
nionic, complex, or real.
130
In the first case, we limit ourselves to the quaternionic case by using only the algebra
generators R˙ab or R˙aq where a, b ∈ {t, x, z} and q ∈ {k, kl, l}. Of course, we must also
include those generators in SO(7) which mix up these imaginary quaternionic pieces.
Given our definition of Aq, Gq, and Sq, the particular combinations
G˙k − S˙(1)k G˙kl − S˙(1)kl G˙l − S˙(1)l
provide the permutations of {k, kl, l} while fixing {i, j, il, jl}. This provides 35 transfor-
mations, of which 14 are boosts. The 21 compact generators form the algebra su(3,H), a
real form of C3 = sp(2·3), while all 35 together form sl(3,H), a real form of A5 = su(6,C).
Restricting only to type 1 transformations, we obtain 10 rotations and 5 boosts. This re-
striction reduces the algebra sl(3,H) to sl(2,H) = so(5, 1), a real form of D3 = so(6). The
algebra containing only the 10 rotations is su(2,H) = so(5), a real form of C2 = sp(2 · 2).
We note that A˙k, A˙kl, and A˙l fix our preferred quaternions {k, kl, l} and permute the
four orthogonal quaternions {i, j, jl, il} among themselves. Hence, we have sl(3,H)⊕ so(3)C ,
where {A˙k, A˙kl, A˙l} form the so(3)C . This direct sum structure g ⊕ so(3)C holds for all
quaternionic subalgebras g of sl(3,H).
Given the octonion ℓ, there are at least two interesting ways to break the octonions
into quaternionic subalgebras. As discussed above, we chose a preferred quaternion algebra
containing k, kℓ and ℓ. However, another choice would be to leave ℓ alone, instead using i, j,
and k. Using this quaternionic sublagebra instead of {1, k, kl, l}, direct calculation shows
that
A˙i +
1
3
G˙i +
2
3
S˙
(1)
i A˙j +
1
3
G˙j +
2
3
S˙
(1)
j A˙k +
1
3
G˙k +
2
3
S˙
(1)
k
permutes our imaginary quaternionic units {i, j, k} while
G˙i − S˙(1)i G˙j − S˙(1)j G˙k − S˙(1)k
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form the so(3) which fixes our quaternionic subalgebra and permutes the orthogonal
quaternions {kl, jl, il, l}. However, neither of these Lie algebras contain any of the pre-
ferred Casimir operators {B˙(1)tz , B˙(2)tz , R˙(1)xl , A˙l, G˙l, S˙(1)l }.
As previously discussed, we obtain the classical Lie algebras su(3,C)s and sl(3,C)s
by choosing those transformations R˙ab and R˙aq of all three types, where a, b ∈ {t, x, z}
and q = l. As there is only one octonionic unit used to form C, we do not need to use any of
the transformations from SO(7). While using all 16 transformations gives sl(3,C)s, a real
form of A2⊕A2 = su(3,C)⊕su(3,C) with 8 boosts, we obtain su(3,C)s by using only the 8
compact generators. Restricting ourselves to the type 1 case reduces these two algebras
to sl(2,C)s = so(3, 1)s and su(3,C)s, which are real forms of D2 = su(2,C)⊕ su(2,C)
and A1 = su(3,C).
We also note that when we restrict sl(3,C)s to sl(2,C)s, the smaller algebra no
longer contains the type transformation T but it uses the octonionic direction ℓ. Direct
calculation shows that sl(2,C)s ⊕ so(6), where so(6) fixes ℓ, is an R-simple subalgebra
of sl(3,O).
Finally, by restricting to real transformations, we see that in the 3×3 case, the nine
elements R˙
(T )
ab , a, b ∈ {t, x, z}, T = 1, 2, 3 along with the relation R˙(1)tz + R˙(2)tz + R˙(3)tz = 0
give a real form of A2 = su(3,C) with 5 non-compact elements. Note that this is not
our standard su(3,C)C ⊂ G2, nor the standard su(3,C)s as it is not complex. It may be
restricted to either so(3,R)s, whose group contains the type transformation, or so(2, 1)s,
which is a type 1 non-compact form of A1 = so(3,R).
The results of restricting sl(3,O) to sl(n,F) for n = 1, 2, 3 and F = R,C,H,O is
given in Figure 4.5. For each algebra g in Figure 4.5, we list in Figure 4.6 the maximal
subalgebra g′ of E6 such that we have the structure g⊕ g′. Here so(6) denotes the algebra
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which permutes {i, j, k, kℓ, jℓ, iℓ} but fixes ℓ. While so(6) 6⊂ G2, we do have su(3,C)C ⊂
so(6). The solid arrow indicates inclusion when the algebra g is expanded to a larger Lie
algebra and the dotted arrow indicates the result of restricting the algebra g′ to a smaller
algebra.
sl(3,O)
[E6]
sl(3,H)
[A5]
OO
sl(3,C)s
[A2 ⊕A2]
OO
sl(2,O)
[D5]
>>||||||||||||||||||||||||||||||||||||||
sl(2,H)
[A3 = D3]
==|||||||||||||||||||||||
oo sl(2,C)s
[A1 ⊕A1]
==||||||||
oo su(3,C)s
[A2]
``AAAAAAAA
// su(3,H)
[C3]
``@@@@@@@@@@@@@@@@@@@@@@@
// su(3,O)
[F4]
__@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@
su(2,C)s
[A1]

aaBBBBBBBB
>>}}}}}}}}
su(2,H)
[B2 = C2]

>>~~~~~~~~~~~~~~~~~~~~~~~
aaBBBBBBBBBBBBBBBBBBBBBBB
su(2,O)
[B4]
??~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
``BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB
Figure 4.5: Subalgebras sl(n,F) and su(n,F) of sl(3,O)
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sl(3,O)⊕ 0
[E6 ⊕ 0]

((
vv
sl(3,H)⊕ so(3)C
[A5 ⊕A1]
OO

vv
((
sl(3,C)s ⊕ su(3)C
[(A2 ⊕A2)⊕A2]
OO
vv
((
sl(2,O)⊕ 0
[D5 ⊕ 0] //
66nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn
((
sl(2,H)⊕ so(3)C
[(A3 = D3)⊕A1] //
66mmmmmmmmmmmmmmmmmmmmmmmmmmmmm
oo
((
sl(2,C)s ⊕ so(6)
[(A1 ⊕A1)⊕D3]
66mmmmmmm
((
oo su(3,C)s ⊕ su(3)C
[A2 ⊕A2]
hhQQQQQQQ
vv
// su(3,H) ⊕ so(3)C
[C3 ⊕A1]
hhQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQ
vv
//
oo
su(3,O)⊕ 0
[F4 ⊕ 0]
hhQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQ
vv
oo
su(2,C)s ⊕ so(6)
[A1 ⊕D3]

hhQQQQQQQ
66lllllll
su(2,H)⊕ so(3)C
[(B2 = C2)⊕A1]

66lllllllllllllllllllllllllllll
hhQQQQQQQQQQQQQQQQQQQQQQQQQQQQQ
OO
su(2,O)⊕ 0
[B4 ⊕ 0]
66mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm
hhPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPP
OO
Figure 4.6: Subalgebras sl(n,F)⊕ g1 and su(n,F)⊕ g1 of sl(n,O)
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4.6 A Subalgebra fixing ℓ
We examine here a subalgebra of sl(3,O) which fixes a preferred octonionic unit
in χ. Given
χ =


t+ z a c
a t− z b
c b n

 ∈M3(O)
we choose to treat the upper 2 × 2 submatrix as a vector. We call the unit octonion ℓ in
this vector special and look for transformations which fix the coefficient aℓ of ℓ near the
identity. That is, we find Stab(ℓ) for this special ℓ. At the Lie algebra level, this implies
that the coefficient of our special ℓ in the tangent vector must vanish, ensuring that ℓ is
fixed by the corresponding one-parameter transformation in the group.
Examination of the 78 tangent vectors in our preferred basis for SL(3,O) results
in 52 elements which fix our special ℓ. Direct computation shows these elements form
a 52-dimensional subalgebra Stab(ℓ) of sl(3,O). However, Stab(ℓ) is not a simple algebra.
It contains
su(3,C)C = 〈Ai, Aj , Ak, Akℓ, Ajℓ, Aiℓ, Aℓ, Gℓ〉
which is a subalgebra of G2. The algebra su(3,C)
C can be expanded to the algebra so(6,R)
of type 1 which fixes ℓ via
so(6,R) = su(3,C)C ∪ 〈Gi + 2S(1)i , Gj + 2S(1)j , Gk + 2S(1)k ,
Gkℓ + 2S
(1)
kℓ , Gjℓ + 2S
(1)
jℓ , Giℓ + 2S
(1)
iℓ , S
(1)
ℓ 〉
We note that we may expand so(6,R) into so(8, 1,R) which does not contain our
preferred so(8,R). In particular, this so(8, 1,R) is an algebra of type 1 and does not
contain G2. The basis of this so(8, 1,R) is expanded from that of so(6,R) by including
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the transformations R
(1)
xz , B
(1)
tx , B
(1)
tz , which form so(2, 1,R), and
B
(1)
tq , R
(1)
xq , R
(1)
zq
where q = i, j, k, kℓ, jℓ, iℓ, but not q = ℓ. We note that so(2, 1,R) commutes with so(6,R)
since it contains purely real transformations. We note that each of the 3 × 3 Lorentz
transformations corresponding to the Lie algebra elements in so(8, 1,R) are one-parameter
transformations. Hence, then the group SO(8, 1,R) also fixes the coefficient of ℓ in the
vector.
At the identity, the tangent vectors of our type 2 and type 3 transformations do not
fix ℓ. However, the following real linear combinations of these tangent vectors do fix the ℓ
of type 1:
b2 = 〈B(2)tq +R(2)zq |q = i, j, k, kℓ, jℓ, iℓ〉
b3 = 〈B(3)tq −R(3)zq |q = i, j, k, kℓ, jℓ, iℓ〉
bℓ = 〈B(2)tx +R(2)xz , B(3)tx −R(3)xz , B(2)tℓ +R(2)xℓ , B(3)tℓ −R(3)xℓ 〉
No other real linear combinations of tangent vectors fix the ℓ of type 1. The algebra b =
b2⊕ b3⊕ bℓ is abelian, and [so(8, 1,R), b] ⊂ b. Hence, b is an ideal, implying Stab(ℓ) is not
simple. We note that
[su(3)C , b2] ⊂ b2 [su(3)C , b3] ⊂ b3 [su(3)C , bℓ] = 0
and that [so(6), b] ⊂ b since [so(6), b3] ⊂ b. The Killing form for E6 shows that the
elements of b2, along with B
(2)
tz +R
(2)
xz and B
(2)
tℓ +R
(2)
xℓ , are null transformations.
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4.7 Gell-Mann Matrices and su(3) ⊂ G2
We list in Table 4.5 the isomorphism between the 3 × 3 Gell-Mann matrices and
the subalgebra su(3,C)C ⊂ G2. This isomorphism respects [ , ] in the sense that the
structure constants are the same for each algebra. We use ι to denote a square root
of −1 which commutes with all octonions. This is required, since the Gell-Mann matrices
are Hermitian and use physicists’ conventions, while our su(3,C)C uses mathematicians’
conventions.
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Octonionic su(3) Gell-Mann
Transformation Matrix
A˙k λ1 = −ι


0 1 0
1 0 0
0 0 0


A˙kℓ λ2 = −ι


0 −i 0
i 0 0
0 0 0


A˙ℓ λ3 = ι


1 0 0
0 −1 0
0 0 0


A˙i λ4 = −ι


0 0 1
0 0 0
1 0 0


A˙iℓ λ5 = ι


0 0 −i
0 0 0
i 0 0


A˙jℓ λ6 = −ι


0 0 0
0 0 1
0 1 0


A˙j λ7 = −ι


0 0 0
0 0 −i
0 i 0


G˙ℓ λ8 = −ι
√
3


1√
3
0 0
0 1√
3
0
0 0 − 2√
3


Table 4.5: Isomorphism between su(3,C)C and Gell-Mann matrices
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5 THE FURTHER STRUCTURE OF E6
In this chapter, we identify additional subalgebras and subalgebra chains of sl(3,O),
our preferred real form of E6. We identify real subalgebras of sl(3,O) by adapting tech-
niques from the study of complex Lie algebras. In particular, if g is a real form of a complex
Lie algebra gC, we use a map φ which sends the complex Lie algebra gC to itself while
sending the particular real algebra g to another real form g′ of gC. The algebra g∩g′ is then
an easily identifiable subalgebra of g. In addition, the maximal compact subalgebra g′c
of g′ can be easily identified, providing a simple way to identify the subalgebra φ−1 (g′c)
in the original algebra g.
The chapter is organized as follows. We discuss the properties of automorphisms of
Lie algebras, particularly involutive automorphisms, in Section 5.1. These automorphisms
will later be used to find subalgebras of sl(3,O) in Sections 5.2 and 5.3. While the
automorphisms may be used to find subalgebras of sl(3,O), we still must identify and
classify those subalgebras. Section 5.1.1 reviews the methods we utilize to determine
whether a given subalgebra of sl(3,O) is semi-simple, simple, or neither, in addition
to developing methods to classify it as a classical matrix algebra. We construct three
involutive automorphisms in Section 5.2, which we then use to find some subalgebras
of sl(3,O) which we did not find in Chapter 4. These automorphisms are combined
in Section 5.3 to give new involutive automorphisms and new subalgebras of sl(3,O).
These subalgebras are used to fill out the chain of subalgebras contained within sl(3,O)
in Section 5.4, where we construct a tower of subalgebras in sl(3,O) based upon our
preferred choice of Casimir operators.
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5.1 Automorphisms of Lie Algebras
We summarize here the standard definitions and treatment of automorphisms of Lie
algebras, according to [26]. These methods will be used in Sections 5.2 and 5.3 to identify
simple subalgebras of sl(3,O).
Let g be a real form of the complex Lie algebra gC. An automorphism of gC is
a map φ : gC → gC which is an isomorphism of the underlying vector space over C and
satisfies
φ ([X,Y ]) = [φ(X), φ(Y )] X,Y ∈ g
This condition means that φ respects the algebraic structure of gC. An involutive auto-
morphism of gC is an automorphism φ such that
φ2 = Id
As discussed in [26], involutive automorphisms map simple Lie algebras to simple
Lie algebras. Hence,
Lemma: If φ : gC → gC is an involutive automorphism of the associated complex
Lie algebra gC of a real semi-simple Lie algebra g, then the subalgebra g1 ⊂ g is simple if
and only if φ (g1) is simple.
Proof: Assume that g1 is not simple. That is, either g1 is abelian, or it possesses a
proper invariant subalgebra h1. If g1 is abelian, then for every x, y ∈ g1, we have
[φ(x), φ(y)] = φ ([x, y]) = 0
showing that φ(g1) is also abelian. On the other hand, if h1 ⊂ g1 is a proper invariant
subalgebra of g1, then for every x ∈ g1, y ∈ h1, we have [x, y] ∈ h1. This implies
[φ(x), φ(y)] = φ ([x, y]) ∈ φ(h1)
140
Hence, φ(h1) is a proper invariant subalgebra of φ(g1). We conclude that if g1 is not
simple, then φ(g1) is not simple. Since involutive automorphisms are invertible, we can
reverse the arguments above to show that g1 is not simple if φ(g1) is not simple, thus
proving our claim.

The set of automorphisms form a group, as do the set of involutive automorphisms.
This property of involutive automorphisms will be utilized in Section 5.3. Finally, as
mentioned in Section 2.1.5, we note that if φ is an automorphism of a Lie algebra g with
Killing form B, then B(φ(x), φ(y)) = B(x, y) for all x, y ∈ g. This interaction between the
Killing form of a complex Lie algebra gC and one of its involutive automorphisms allows
us to naturally separate gC into two orthogonal subspaces, which we now show. Further
details may be found in [26].
Suppose gC is a semi-simple complex Lie algebra and φ : gC → gC is an involutive
automorphism. The following argument from [26] shows that we may use φ to naturally
separate gC into two useful subspaces. Since φ2−Id = (φ− Id) (φ+ Id) = 0, the involutive
automorphism φ splits the vector space gC into subspaces P and N which are associated
with the eigenvalues +1 and −1 of φ, respectively. Using these eigensubspaces, we write
gC = P ⊕N
where we note that this is not a direct sum of Lie algebras! However, as
φ
(
gC
)
= φ (P)⊕ φ (N )
= (+1)P ⊕ (−1)N
and the Killing form of the semi-simple Lie algebra gC is non-degenerate, then
B (P,N ) = B (φ (P) , φ (N )) = B (+P,−N ) = −B (P,N ) = 0
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showing that P and N are orthogonal as vector spaces.
We use the Killing form and the involutive automorphism φ to show that P closes
under commutation, that [N ,N ] ⊂ P, and that [P,N ] ⊂ N . For any p1, p2 ∈ P and
any n ∈ N , we have
B ([p1, p2] , n) = B ([φ(p1), φ(p2)] , φ(n))
= B ([+p1,+p2] ,−n)
= −B ([p1, p2] , n)
= 0
Hence, [P,P] is orthogonal to N , implying [P,P] ⊂ P since B is non-degenerate. Thus, P
closes under commutation and is a subalgebra of g. Note that if we had chosen p1, p2 ∈ N
instead, then the two plus signs in the commutator in the second line would become
negative signs, resulting in no overall sign change. Hence, the same calculation shows
that [N ,N ] ⊂ P. Finally, for n1 ∈ N and p1, p2 ∈ P, we have
B ([n1, p1] , p2) = B ([φ(n1), φ(p1)] , φ(p2))
= B ([−n1, p1] , p2)
= −B ([n1, p1] , p2)
= 0
This shows [N ,P] is orthogonal to P, resulting in [N ,P] ⊂ N . This proves P and N are
orthogonal complementary subspaces of gC.
When restricted to g, a slight modification of the involutive automorphism φ can be
used to produce another real form of gC. We again use φ to split g into subspaces P ⊕N ,
and then introduce the involutive automorphism φ∗ : gC → gC via
φ∗(p+ n) = φ(p) + ξφ(n)
where p ∈ P, n ∈ N , and ξ is a square root of −1 which commutes with all imaginary units
used in the representation of g. As mentioned in Section 2.1.3, the structure constants of
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a real form g of gC are real, and since
[P,P] ⊂ P [P, ξN ] ⊂ ξN [ξN , ξN , ] ⊂ (ξ)2P = (−1)P
then P ⊕ ξN also has real structure constants. It is a different real form of the complex
Lie algebra gC. Further information regarding the interplay between involutive automor-
phisms, the Killing form, and real forms of a complex Lie algebra may be found in [26].
5.1.1 Identification of Algebras
In Sections 5.2 and 5.3, we will use involutive automorphisms to find many semi-
simple real subalgebras of sl(3,O). Identifying these subalgebras can be fairly easy if we
know they are simple. Establishing whether a subalgebra is simple or not, however, may
be time consuming. In this section, we outline the various methods we use for identifying
simple subalgebras of sl(3,O), and verifying that they are indeed simple.
In the following discussion, g and g′ are real Lie algebras. The complexification of g
is denoted gC. We are primarily interested in the real subalgebras of sl(3,O), and may
utilize a procedure in our specific case even though it does not apply to more general Lie
algebras. We also find it useful to consider the following example to illustrate how the
various methods may be used:
Example 1: Let ̺ be a subalgebra of sl(3,O) whose dimension is 36, and assume
that ̺ contains precisely 4 Casimir operators. We note that ̺ has rank four if it is simple,
but we do not assume that ̺ is simple or semi-simple.
Traditional Methods
The classic approach to classifying the real Lie algebra g is to utilize its Killing
form B and construct the Dynkin diagram for its associated complex Lie algebra gC. As
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mentioned in Section 2.1.5, if the Killing form is non-degenerate, then g is semi-simple.
According to [1], if g is semi-simple, then it is possible to construct the Dynkin diagram
associated with gC. This diagram will be connected if and only if gC is simple [1]. In
this case, the Dynkin diagram uniquely identifies the complex Lie algebra gC as one of
the classical Lie algebras Al, Bl, Cl,Dl for l ≥ 1 or as one of the exceptional Lie alge-
bras G2, F4, E6, E7, or E8. Conversely, if g
C is semi-simple but the Dynkin diagram is not
connected, then gC is a direct sum of simple complex Lie algebras which can be identified
from the resulting diagram. Further information regarding these methods may be found
in [25, 26].
We also note that if g is a simple Lie algebra, then the Killing form provides the
signature of g. As stated in [26], except in some cases involving real forms of Al and Dl
for various values of l, if g is not compact, then the signature, rank, and dimension of g
identifies g as a particular real form of gC. We do not encounter any of the exceptions to
this rule, due to the rank and signature of these algebras. Tables of the various real forms
of the complex Lie algebras may be found in [26].
For the algebra ̺ in Example 1, if we know that ̺ is simple, then we may classify
it as either a real form of B4 or C4. In this case, the signature of ̺ will usually help us
identify the particular real form when we use the tables listed in [26] by matching the
rank, dimension, and signature. This will fail, however, if ̺ is compact. If it is not known
that ̺ is simple, we note that it is a tedious process to calculate the Killing form of ̺
and to construct the Dynkin diagram of ̺C for such a large algebra. Indeed, while the
traditional methods described above are effective, we prefer to find other methods which
may be more helpful in identifying subalgebras of sl(3,O) with less effort.
Counting Methods for Complex Algebras
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According to [26], the complex simple Lie algebra gC may be identified by its di-
mension n and rank l in all but a few cases. The complex Lie algebra Al has dimen-
sion n = l2 − 1 for l ≥ 1 and the dimension of Dl is n = l(2l − 1) for l ≥ 4. The
exceptional Lie algebras G2, F4, E6, E7, and E8 have dimensions 14, 52, 78, 133, and 248.
The subscript indicates the rank of each algebra. These algebras have different dimensions
and rank. The main exception is that both Bl and Cl have dimension l(2l + 1), but that
for l ≥ 3, these algebras are not isomorphic. We also note that B6 and C6 have the same
dimension as E6.
This counting argument can help us classify the complexified algebra of a simple
real Lie algebra g. As noted in Section 5.1.1, we may then use the signature of g and
tables found in [26] to identify the particular real form of g. However, this method fails if
it is not known that g is semi-simple, as is the case with the algebra ̺ in Example 1.
For the algebra ̺ in Example 1, if we know that ̺ is simple but do not want to
determine its Killing form B, then there is still a method that may identify ̺ as either
a real form of B4 or C4. As shown in Figure 2.25 in Section 2.2.5, the Lie algebra B4
contains a subalgebra D3 of dimension 28, while the largest simple subalgebra contained
within C4 is C3, which has dimension 21. Hence, if we are able to find a simple subalgebra
of dimension 28 within ̺, then we know that ̺ must be a real form of B4. We note that
the failure to find such a subalgebra does not mean ̺ must be a real form of C4, as not
every real form of a complex algebra gC will contain real forms of the complex subalgebras
of gC.
Involutive Automorphisms and Compact Subalgebras
As shown in [26] and listed in its tables of real forms of complex Lie algebras, each
real form g and g′ 6= g of gC contains a maximal compact subalgebra g1 ⊕ g2 ⊕ · · · ⊕
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gk ⊂ g and g′1 ⊕ · · · ⊕ g′j ⊂ g′, respectively. According to [25], there is an involutive
automorphism φ∗ : gC → gC such that φ∗(g) = g′ and φ∗(g) ∩ g = g1 ⊕ g2 ⊕ · · · ⊕ gk is
the maximal compact subalgebra of g. When g ⊂ sl(3,O), this method merely identifies
the maximal compact subalgebra of g. However, the pre-image of the maximal compact
subalgebra of g′ = φ∗(g) is also a subalgebra of g and the involutive automorphism may be
used to determine the signature of this subalgebra in g. Again, [26] lists the semi-simple
decomposition of this non-compact subalgebra in g.
Given a subalgebra g ⊂ sl(3,O), assume we know g should have the semi-simple
decomposition g = g1⊕g2⊕· · ·⊕gk where |g1| ≤ |g2| ≤ · · · ≤ |gk| and |gi| is the dimension
of gi. By identifying the smallest subalgebras g1, · · · , gk−1 in g which commute with each
other and also which commute with gk = g−g1−· · ·−gk−1, we automatically show that gk
is simple. This method is most effective when k = 2 or k = 3 and the dimension of gk
is very large compared to g1, · · · , gk−1. Effectively, by finding some very small simple Lie
algebras in g, this method allows us to find a very large simple subalgebra of g with very
little work.
We now show how this method may be used to show an algebra is simple by applying
it the algebra ̺ given in Example 1. By assumption, ̺ is a 36-dimensional subalgebra ̺
of sl(3,O). First, we note that there is a real form g′ of E6 with signature (36, 42),
and that [26] identifies its compact maximal subalgebra, denoted P, as C4. There are
involutive automorphisms φ∗ : E6 → E6 such that φ(sl(3,O)) = g′. We search for one
such that the inverse image of P is ̺ ∈ sl(3,O). If this succeeds, we have identified ̺ as a
real form of C4. If it fails, however, all is not lost - we have still shown that the pre-image
of P in sl(3,O) is both simple and a real form of C4.
Counting for Matrix Groups
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We now show how to classify the simple real classical Lie algebras, which are
su(p, q,F) and sl(n,F) for F = R,C,H, or O. While the signature of a simple algebra g
was used in the past to help identify a maximal compact subalgebra, we will now see that
its particular real form is identified by the algebra’s signature, rank, and dimension.
For F = R,C,H, or O, and for n ≥ 1 (with n ≤ 3 when F = O), let |so(im(F))|
denote the dimension of the special orthogonal group acting on the imaginary basis units
of the division algebra F. Hence, we have
|so(im(R))| = |so(0)| = 0 |so(im(C))| = |so(1)| = 0
|so(im(H))| = |so(3)| = 3 |so(im(O))| = |so(7)| = 21
We note that Aut(H) = so(im(H)), as they are both so(3), and that
G2 = Aut(O) ⊂ so(im(O))
We now derive a formula for the dimension of SU(n,F),F 6= O by counting the
dimension of its associated Lie algebra su(n,F). Let |F| denote the dimension of the
division algebra F. An n × n matrix m ∈ su(n,F) satisfies m† = −m and tr (m) = 0.
For the diagonal entries of m, the condition m† = −m guarantees the diagonal entries
are pure imaginary. Combined with the condition tr (m) = 0, there are (|F| − 1)(n − 1)
real degrees of freedom on the main diagonal. The condition m† = −m eliminates half
of the |F|(n(n − 1)) real degrees of freedom for the off-diagonal entries of m. Finally, we
add |so(im(F))| degrees of freedom for the transformations which mix up the imaginary
units of the division algebra F. Thus, the Lie group SU(n,F) has dimension
|SU(n,F)| = |su(n,F)| = (|F| − 1)(n − 1) + |F|n(n− 1)
2
+ |so(im(F))|
which reduces to the following dimensions for the division algebras over F = R,C, and H:
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F SU(n,F) Dimension
R SO(n,R) n(n−1)2
C SU(n,C) (n+ 1)(n − 1) = n2 − 1
H SU(n,H) = SP (2 · n) n(2n + 1)
Traditionally, the Lie algebra sp(n) consists of 2n×2n complex matrices constructed
in a way that resembles the representation of quaternions via 2× 2 complex matrices. We
do not use this convention, and instead use a representation which truly uses quaternions.
With our convention, the matrices in su(n,H) = sp(n) are n× n matrices.
In the case F = O, the above formula produces |su(1,O)| = 21 and |su(2,O)| = 36,
matching the dimensions of so(7) and so(9), respectively. For the case n = 3, we must
modify the formula since seven of the so(im(F)) transformations (which are not in G2)
can be generated from the type 2 and type 3 off-diagonal generators. This over-counting
is a result of triality, since the three copies of so(7) (each of which contains G2) in so(8)
are not independent (see Section 4.3). Thus, we reduce the dimension of su(3,O) from 59,
as given by the formula, to 52, which is the dimension of F4.
F = O SU(n,F) Dimension
SU(1,O) 21
SU(2,O) 36
SU(3,O) 52
To produce a formula for SL(n,F), we again count the dimension of the associated
Lie algebra sl(n,F). The n × n matrix m ∈ sl(n,F) satisfies m† = ±m and tr (m) = 0.
When compared with the conditions for m ∈ su(n,F), there are n − 1 additional degrees
of freedom for the diagonal entries and |F|n(n−1)2 additional degrees of freedom for the
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off-diagonal entries of the sl(n,F) matrices than existed for the su(n,F) matrices. This
produces the dimension formula
|sl(n,F)| = |su(n,F)|+ (n − 1) + |F|n(n− 1)
2
This formula gives the following dimensions of SL(n,F) for F = R,C, and H:
F SL(n,F) Dimension
R SL(n,R) (n+ 1)(n − 1)
C SL(n,C) 2(n− 1)(n + 1)
H SL(n,H) 4n2 − 1
In the case F = O, when n = 1, we find the dimension of sl(1,O) is 21. In fact, for
all F, we have |sl(1,F)| = |su(1,F)|, since sl(n,F) adds Hermitian trace-free matrices to the
anti-Hermitian trace-free matrices of su(n,F), and in the case n = 1, no such matrices may
be added to su(1,F). For F = O and n = 2, 3, the formula gives the dimensions of sl(2,O)
and sl(3,O) as 45 and 78, which are the dimensions of so(9, 1) and E6, respectively.
F = O SU(n,F) Dimension
SL(1,O) 21
SL(2,O) 45
SL(3,O) 78
Finally, we note that su(p, q,F) is another real form of the real algebra su(n,F)
when p + q = n. Thus, both su(p, q,F) and su(n,F) have the same dimension and
rank. The algebra su(n,F) is compact, containing no boosts, while the algebra su(p, q,F)
contains |F|pq boosts. The algebra sl(p, q,F) is sl(n,F), since sl(n,F) already contains the
anti-hermitian and hermitian matrices which correspond to the compact and non-compact
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generators needed for su(p, q,F). Nevertheless, we will use sl(p, q,F) in certain instances
to differentiate the algebra from another (preferred) algebra sl(n,F).
We conclude that in all but a few cases (which are not relevant for subalgebras
of sl(3,O)), knowing the rank, dimension, and signature of a finite-dimensional simple
Lie algebra g is enough information to identify g as su(p, q,F) or as sl(n,F), where F =
R,C,H,O and n = p+ q. The exceptions to this rule are listed in [26].
This conclusion is very useful for identifying the particular real form of a simple Lie
algebra contained within sl(3,O). Consider the 36-dimensional algebra ̺ in Example 1,
which was introduced as the start of Section 5.1.1. Assuming that we have shown ̺ is
simple, then we know g is either a real form of B4 or C4 since it has dimension 36 and
rank 4. If ̺ contains 8 boosts, then it must be so(8, 1,R), while if it contains 12 boosts,
then it must be su(3, 1,H). If ̺ is compact, we may use an involutive automorphism φ∗ :
̺∗ → ̺∗ sending ̺ to another real form of its complexification ̺∗. Now, depending on the
number of boosts in φ∗(̺), we determine that g∗ is either B4, in which case ̺ = so(9,R),
or C4, in which case ̺ = sp(4).
Summary
We summarize here the methods which allow us to quickly find and identify sub-
algebras of sl(3,O). We use an involutive automorphism φ∗ : gC → gC not only to
identify different real forms of gC, but also to identify real subalgebras of our particular
real form g. When applied to the compact real form g = P ⊕N , the map φ∗ changes the
signature from (|P|+ |N |, 0) to (|P|, |N |). Similar counting arguments give the signature
of φ∗(g) when g is non-compact, and we note that φ∗ changes some compact generators
into non-compact generators, and vice-versa. We then use the rank, dimension, and sig-
nature of φ∗(g) to identify the particular real form of the algebra. Using tables, found
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in [26], of real forms of gC that list the algebra’s maximal compact subalgebra, we then
identify P = g ∩ φ∗(g) as a subalgebra of our original real form g. In addition, it is
very easy to identify the maximal compact subalgebra g(c) of φ
∗(g). We then identify the
pre-image of g(c) as a non-compact subalgebra of g. The involutive automorphisms φ,
and their complex extensions φ∗, provide significant insight into the structure of our real
form g = sl(3,O) of the algebra E6.
5.2 Three Important Involutive Automorphisms of sl(3,O)
We first make some comments about our preferred basis for sl(3,O), which is listed
in Table A.1. Let B and R be the vector subspaces consisting of boosts and rotations,
respectively. Our preferred choice of basis favors type 1 transformations, in the sense
that we choose to use the linear dependencies given in Section 4.2.2 for so(8) to ex-
press G2, so(7), and so(8) transformations in terms of type 1 transformations. Let T1 be
the subspace spanned by {B˙(2)tz − B˙(3)tz } and all type 1 transformations, and T2 and T3
the subspaces spanned by the type 2 and type 3 transformations which are not in T1.
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Let T(2,3) = T2+T3. Finally, let H be the subspace spanned by those transformations with
no labels from {i, j, jℓ, iℓ} and H⊥ the subspace spanned by those transformations labeled
with one label from {i, j, jℓ, iℓ}. This subspace H contains quaternionic basis elements
(using the quaternionic algebra 〈1, k, kℓ, ℓ〉) such as A˙kℓ, R˙(1)zℓ , and B˙(3)tx , while H⊥ contains
orthogonal-quaternionic basis elements such as A˙i, R˙
(1)
ziℓ, and B˙
(3)
tjℓ .
The results from Section 5.1 show that as a vector space, sl(3,O) splits into the
pairs of orthogonal spaces R⊕B, T1⊕T(2,3), and H⊕H⊥. Indeed, the pairs of orthogonal
18With the condition B˙
(1)
tz + B˙
(2)
tz + B˙
(3)
tz = 0, we note that both B˙
(2)
tz and B˙
(3)
tz are viewed as elements
of T1 since T1 contains B˙
(1)
tz and B˙
(2)
tz − B˙
(3)
tz .
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spaces R⊕B, T1 ⊕ T(2,3), and H ⊕H⊥ satisfy the commutation relations:
[R,R] ⊂ R [T1, T1] ⊂ T1 [H,H] ⊂ H
[R,B] ⊂ B [T1, T(2,3)] ⊂ T(2,3) [H,H⊥] ⊂ H⊥
[B,B] ⊂ R [T(2,3), T(2,3)] ⊂ T1 [H⊥,H⊥] ⊂ H
We define the three maps φ(t), φ(2,3), and φH from sl(3,O) to sl(3,O), according to
the rules
φ(t)(r + b) = r + ξb r ∈ R, b ∈ B
φ(2,3)(g1 + g(2,3)) = g1 + ξg(2,3) g1 ∈ T1, g(2,3) ∈ T(2,3)
φ(H⊥)(h+ h
′) = h+ ξh′ h ∈ H,h′ ∈ H⊥
where ξ = −1. These maps respect the algebraic structure of sl(3,O), and each clearly
satisfies φ2 = Id. Thus, φ(t), φ(2,3), and φ(H⊥) are involutive automorphisms, inducing the
structure sl(3,O) = P⊕N for P⊕N = R⊕B, P⊕N = T1⊕T(2,3), and P⊕N = H⊕H⊥,
respectively.
Lemma: The signatures of R, T1, and H are (52, 0), (36, 10), and (24, 14).
Proof: The algebra R consists of the compact generators of sl(3,O), of which there
are 52. The algebra T1 contains so(9, 1), which has signature (36, 9), and the subalge-
bra 〈B˙(2)tz − B˙(3)tz 〉. The signature of H is found by counting the number of compact and
non-compact generators in its basis.

We extend our basis of sl(3,O) to a basis of the complex Lie algebra E6 by consid-
ering our basis now as a vector space over the complex numbers. Writing
√−1 for ξ, we
extend our involutive automorphisms φ : sl(3,O) → sl(3,O) to φ∗ : E6 → E6, giving the
maps
φ∗(t)(R +B) = R+
√−1B φ∗(2,3)(T1 + T(2,3)) = T1 +
√−1T(2,3)
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φ∗(H⊥)(H +H
⊥) = H +
√−1H⊥
These involutive automorphisms change some compact and non-compact generators
of sl(3,O) into non-compact and compact generators, respectively, of φ∗ (sl(3,O)). For
instance, each boost b satisfies B(b, b) > 0, where B( , ) is the Killing form. Under φ∗(t),
the boosts b satisfy
B
(
φ∗(t)(b), φ
∗
(t)(b)
)
= B(ξb, ξb) = ξ2B(b, b) < 0
Hence, φ∗(t)(b) is a compact generator of φ
∗
(t) (sl(3,O)). The involutive automorphism φ
∗
(2,3)
changes the type 2 and type 3 rotations to non-compact generators, and the boosts in T(2,3)
are changed to compact generators. Similarly, all orthogonal-quaternionic rotations and
boosts in H⊥ change signature.
The involutive automorphism φ∗(t) transforms sl(3,O), which has signature (52, 26),
into the compact real form φ∗(t) (sl(3,O)), which has signature (78, 0). The subalgebra
P = φ∗(t) (sl(3,O)) ∩ sl(3,O)
has dimension 52 and is compact. Hence, according to the tables in [26], we see that P is
the compact real form su(3,O) of F4. Of course, the compact part of φ
∗
(t) (sl(3,O)) is the
entire algebra, so that in this case, its pre-image is already known.
We obtain two interesting results when we apply the involutive automorphism φ∗(2,3)
to sl(3,O). First, the signature of g′ = φ∗(2,3) (sl(3,O)) is (52, 26), giving another real form
of E6 whose maximal compact subalgebra g
′
(c) is F4. Hence, the pre-image of g
′
(c) is a
real form of F4 in sl(3,O). It has signature (36, 16), and the 16 non-compact generators
identify this real form of F4 as su(2, 1,O). The second result comes from looking at
P = φ∗(2,3) (sl(3,O)) ∩ sl(3,O)
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Because |P| = 46, we see from the table in [26] that P is a real form of D5 ⊕ D1. Of
course, φ∗(2,3) fixes the algebra T1, which has signature (36, 9)⊕(0, 1). Hence, we identify T1
as the subalgebra so(9, 1) ⊕ 〈B˙(2)tz − B˙(3)tz 〉.
We also obtain two results by applying φ∗
(H⊥)
to sl(3,O). We find that the signature
of g′ = φ∗
(H⊥)
(sl(3,O)) is (36, 42). The maximal compact subalgebra g′(c) of g
′ is su(4,H),
a real form of C4. The pre-image of g
′
(c) has signature (24, 12), and due to the 12 non-
compact generators, must be identified as su(3, 1,H)1. The invariant subalgebra
P = φ∗(H⊥) (sl(3,O)) ∩ sl(3,O)
has dimension |P| = 38 and signature (24, 14). According to the table in [26] P is a real
form of A5⊕A1 with signature (21, 15)⊕ (3, 0). The involutive automorphism φ∗(H⊥) obvi-
ously fixes H. Of the 24 rotations unaffected by φ∗
(H⊥)
, there are 21 which are quaternionic
and form the subalgebra su(3,H). The remaining three rotations Ak, Akℓ, Aℓ are elements
of G2, but are transformations involving pairs of i, j, iℓ, and jℓ only and leave k, kℓ,
and l fixed. The four elements i, j, iℓ and jℓ can be paired into two complex pairs (of
which i + iℓ, j + jℓ is one choice), and the A˙k, A˙kℓ, A˙ℓ transformations act as su(2,C)
transformations producing the other pairs of complex numbers. Hence, the 24 compact
elements form the algebra su(3,H) ⊕ su(2,C)C , where we continue to use superscript C
notation to indicate this su(2,C) is a subalgebra of G2 and not the canonical su(2,C)s.
We identify P = H as the subalgebra sl(3,H)⊕ su(2,C)C .
The set of involutive automorphisms form a group, allowing us to consider the com-
positions of the involutive automorphisms φ∗(t), φ
∗
(2,3), and φ
∗
(H⊥)
. After working through
one example, we provide the subalgebra structure of sl(3,O) that can be found using these
maps in Table 5.3.
Consider the involutive automorphism φ∗(2,3) ◦ φ∗(H⊥) : E6 → E6. We define the
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following subspaces H1, H(2,3), H
⊥
1 , and H
⊥
(2,3) which are the intersections of pairs of
spaces T1, T(2,3),H, and H
⊥, as indicated in Table 5.1. For example, H1 = H ∩ T1
and H⊥(2,3) = H
⊥ ∩ T(2,3). The second table in Table 5.1 indicates the number of basis
elements which are boosts and rotations (in sl(3,O)) in each of these spaces. These spaces
satisfy the commutation rules given in Table 5.2.
∩ T1 T(2,3) ∩ T1 T(2,3)
H H1 H(2,3) H (16, 6) (8, 8)
H⊥ H⊥1 H
⊥
(2,3) H
⊥ (20, 4) (8, 8)
Subspace Signature
Table 5.1: Intersections of Subspaces T1, T(2,3), H, and H
⊥
[ , ] H1 H(2,3) H
⊥
1 H
⊥
(2,3)
H1 H1 H(2,3) H
⊥
1 H
⊥
(2,3)
H(2,3) H(2,3) H1 H
⊥
(2,3) H
⊥
1
H⊥1 H
⊥
1 H
⊥
(2,3) H1 H(2,3)
H⊥(2,3) H
⊥
(2,3) H
⊥
1 H(2,3) H1
Table 5.2: Commutation structure of H1,H(2,3),H
⊥
1 , and H
⊥
(2,3)
.
We see from Table 5.2 thatH1,H1+H
⊥
(2,3), H1+H(2,3), andH1+H
⊥
1 are subalgebras
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of sl(3,O) The involutive automorphism φ∗(2,3) ◦ φ∗(H⊥) fixes
P = φ∗(2,3) ◦ φ∗(H⊥) (sl(3,O)) ∩ sl(3,O)
= H1 +H
⊥
(2,3)
as a subalgebra, since everything in H1 is fixed by both automorphisms, while everything
in H⊥(2,3) is multiplied by ξ
2 = −1. The subalgebra P has dimension 38 and signa-
ture (24, 14), and is thus a real form of A5 ⊕ A1. It has a fundamentally different basis
from sl(3,H) ⊕ su(2,C)C , however, as it uses a mixture of the quaternionic transforma-
tions of type 1 with the orthogonal-quaternions transformations of type 2 and type 3,
while sl(3,H) is comprised of only the quaternionic transformations. We call this alge-
bra sl(2, 1,H) ⊕ su(2,C)2, where the notation sl(2, 1,H) is used to indicate that this is
not our standard sl(3,H) and
su(2,C)2 = 〈G˙k + 2S˙1k , G˙kℓ + 2S˙1kℓ, G˙ℓ + 2S˙1ℓ , 〉
again corresponds to permutations of {i, j, jℓ, iℓ}, fixes {k, kℓ, ℓ}, but is not in G2. We
also note that the compact subalgebra g′(c) of φ
∗
(2,3) ◦ φ∗(H⊥) (sl(3,O)) has dimension 36,
and its preimage in sl(3,O) has signature (24, 12). We identify this as su(3, 1,H)2, and
include the subscript 2 since this real algebra has a different basis than our previously
identified su(3, 1,H), which we had called su(3, 1,H)1.
We summarize in Table 5.3 the subalgebras achieved from our three involutive auto-
morphisms as well as compositions of these automorphisms. For each involutive automor-
phism φ∗, the second column lists the signature of φ∗(sl(3,O). The third column identifies
the fixed subalgebra P = φ∗ (sl(3,O)) ∩ sl(3,O) as well as its signature. In the fourth
column, we identify the pre-image of the maximal compact subalgebra of g′ = φ∗ (sl(3,O))
and lists both the algebra and its signature.
Despite recognizing H1, H1 + H
⊥
(2,3), H1 + H(2,3), and H1 + H
⊥
1 as subalgebras
of sl(3,O) using the commutation relations in Table 5.2, we note that su(3, 1,H)2 is not
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Involutive Signature of Signature of Signature of
Automorphism g′ = φ∗ (sl(3,O)) P = g′ ∩ sl(3,O) (φ∗)−1(g′(c))
1 (52, 26) (52, 26) (52, 0)
sl(3,O) su(3,O)
φ∗(t) (78, 0) (52, 0) (52, 26)
su(3,O) sl(3,O)
φ∗(2,3) (52, 26) (36, 10) (36, 16)
sl(2,O)⊕ u(1) su(2, 1,O)
φ∗
(H⊥)
(36, 42) (24, 14) (24, 12)
sl(3,H)⊕ su(2,C)C su(3, 1,H)1
φ∗(2,3) ◦ φ∗(t) (46, 32) (36, 16) (36, 10)
su(2, 1,O) so(9, 1) ⊕ u(1)
φ∗
(H⊥)
◦ φ∗(t) (38, 40) (24, 12) (24, 14)
su(3, 1,H)1 sl(3,H)⊕ su(2,C)C
φ∗(2,3) ◦ φ∗(H⊥) (36, 42) (24, 14) (24, 12)
sl(2, 1,H) ⊕ su(2,C)2 su(3, 1,H)2
φ∗(2,3) ◦ φ∗(H⊥) ◦ φ∗(t) (38, 40) (24, 12) (24, 14)
su(3, 1,H)2 sl(2, 1,H) ⊕ su(2,C)2
Table 5.3: Involutive automorphisms with maximal subalgebras of sl(3,O)
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any of these subalgebras. In the next section, we use another technique involving involutive
automorphisms to give a finer refinement of subspaces of sl(3,O), allowing us to provide
a nice basis for su(3, 1,H)2 and other subalgebras of sl(3,O).
5.3 Additional Subalgebras of sl(3,O) from Automorphisms
We have already used involutive automorphisms to identify the maximal subalgebras
of sl(3,O). This was done by separating the algebra into two separate spaces, one of which
was left invariant by the automorphism. In this section, we use the group characteristic
of the involutive automorphisms to separate sl(3,O) into four or more subspaces spanned
by either the compact or non-compact generators, with the condition that the involutive
automorphism either preserves the entire subspace or it changes the character of all the
basis elements in the subspace. We identify additional subalgebras of sl(3,O) by taking
various combinations of these subspaces.
We continue to use the automorphisms φ∗(t), φ
∗
(2,3), and φ
∗
(H⊥)
, as well as the sub-
spaces R,H, T1, T(2,3),H, and H
⊥ defined in the previous section.
We first consider the involutive automorphism φ∗
(H⊥)
◦ φ∗(t) : E6 → E6. This map
fixes the subspaces RH = R∩H, consisting of quaternionic rotations, and BH⊥ = B∩H⊥,
consisting of orthogonal-quaternionic boosts. Under φ∗
(H⊥)
◦ φ∗(t), the two subspaces BH
and RH⊥ = R ∩H⊥ change signature. These spaces consist of orthogonal-quaternionic
rotations and quaternionic boosts, respectively. The dimensions of these four spaces are
displayed in Table 5.4.
We list the signature of these spaces under φ∗
(H⊥)
◦φ∗(t), and can thus identify subalge-
bras of φ∗
(H⊥)
◦φ∗(t) (sl(3,O)). However, we are primarily interested in the pre-image of these
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φ∗
(H⊥)
◦ φ∗(t) Signature
(1, 0) (0, 1)
Same Signature |RH | = 24 |BH⊥ | = 12
Change Signature |BH | = 14 |RH⊥ | = 28
Table 5.4: Splitting of E6 basis under φ
∗
(H⊥)
◦ φ∗(t)
subalgebras in our preferred algebra sl(3,O). The signature of these spaces in sl(3,O) is
straight-forward, as the rotations are compact and the boosts are not compact.
We use the subspaces represented in Table 5.4 to identify subalgebras of sl(3,O).
As previously identified, the 24 rotations in RH fixed by the automorphism form the
subalgebra su(3,H) ⊕ su(2,H⊥)1. The entries in the first column of Table 5.4 represent
all quaternionic rotations and boosts, and form the subalgebra sl(3,H)1 ⊕ su(2,H⊥)1.
Of course, the entries on the diagonal, RH and RH⊥ , form F4. We finally consider the
entries RH and BH⊥ in the top row of the table. Two orthogonal-quaternionic boosts
commute to a quaternionic rotation, and an orthogonal-quaternionic boost commuted
with a quaternionic rotation is again an orthogonal-quaternionic boosts. Hence, the sub-
space RH + BH⊥ closes under commutation and is a subalgebra with signature (24, 12).
While both so(9− n, n,R) and su(4− n, n,H) have dimension 36, only su(3, 1,H) has 12
boosts. We realize RH +BH⊥ is the previously identified su(3, 1,H)1.
The algebra RH +BH⊥ = su(3, 1,H)1 is a real form of the complex Lie algebra C4.
Since C4 contains C3 but not B3, we note that the 21-dimensional subalgebra contained
within RH is a real form of C3, not of B3. In addition, any simple 21-dimensional sub-
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algebra of RH + BH⊥ is a real from of C3. Eliminating the boosts from su(3, 1,H)1
leaves su(3,H) ⊕ su(2,H⊥)1.
We next consider the involutive automorphism φ∗(2,3) ◦ φ∗(t) : E6 → E6. This auto-
morphism separates the basis for sl(3,O) into the subspaces
R1 = R ∩ T1 B1 = B ∩ T(2,3)
B(2,3) = B ∩ T(2,3) R(2,3) = R ∩ T(2,3)
This automorphism leaves the signature of R1 and B(2,3) alone, while it reverses the
signature of the generators in R(2,3) and B1. This information is represented in Table 5.5
φ∗(2,3) ◦ φ∗(t) Signature
(1, 0) (0, 1)
Same Signature |R1| = 36 |B(2,3)| = 16
Change Signature |B1| = 10 |R(2,3)| = 16
Table 5.5: Splitting of E6 basis under φ
∗
(2,3) ◦ φ∗(t)
We again use the subspaces represented in Table 5.5 to identify subalgebras of sl(3,O).
The subspaceR1 is the subalgebra so(9,R), and contains all subalgebras so(n,R) for n ≤ 9.
The subspace R1 +B1 is, of course, so(9, 1,R)⊕ u(1), where u(1) = 〈B˙(2)tz − B˙(3)tz 〉. Again,
the complete set of rotations, R1 +R(2,3) is the subalgebra su(3,O), which is a real form
of F4. Interestingly, the subspace R1+B(2,3) in the top row is another form of F4. The 16
boosts in R1 +B(2,3) identify this version of F4 as su(2, 1,O).
We finally consider the involutive automorphism φ∗(2,3) ◦ φ∗(H⊥) : E6 → E6 as the
composition of the maps φ∗(2,3)◦φ∗(t) and φ∗(H⊥)◦φ∗(t). A pair of maps normally separates E6
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into four different subspaces, but we can create a finer refinement of subspaces of sl(3,O)
by using the two copies of φ∗(t) to separate the boosts and rotations from each other.
These subspaces are represented in Table 5.6. We continue with our previous conventions
for designating intersections of subspaces - that is, R(2,3),H⊥ = R ∩ T(2,3) ∩H⊥. We use
a 4× 4 table, rather than a 4× 2 table, to help us identify relevant subalgebras.
φ∗(2,3) ◦ φ∗(H⊥) Signature
(1, 0) (1, 0) (0, 1) (0, 1)
φ∗(2,3) = Id, φ
∗
(H⊥)
= Id |R1,H | |B1,H |
= 16 = 6
φ∗(2,3) 6= Id, φ∗(H⊥) 6= Id |R(2,3),H⊥ | |B(2,3),H⊥)|
= 8 = 8
φ∗(2,3) 6= Id, φ∗(H⊥) = Id |B(2,3),H | |R(2,3),H |
= 8 = 8
φ∗(2,3) = Id, φ
∗
(H⊥)
6= Id |B1,H⊥ | |R1,H⊥ |
= 4 = 20
Table 5.6: Splitting of E6 basis under φ
∗
(2,3) ◦ φ∗(H⊥)
Using this division of sl(3,O), we find a large list of subalgebras of sl(3,O) simply
by combining certain subspaces. The subspace description of these algebras, as well as
their identity and signature in sl(3,O), is listed in Table 5.7. We note that this fine
refinement of sl(3,O) provides a description of the basis for su(3, 1,H)1 and su(3, 1,H)2,
as well as sl(3,H) and sl(2, 1,H). The explicit basis elements for each algebra are listed
in Appendix B.
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Basis Subalgebra of sl(3,O) Our φ∗(2,3) ◦ φ∗(H⊥)
(our signature) Signature Signature
R1,H su(2,H)⊕ su(2,C)C ⊕ su(2) (10 + 3 + 3, 0) (16, 0)
R1,H +R(2,3),H⊥ su(3,H)2 ⊕ su(2,C)C (21 + 3, 0) (21 + 3, 0)
R1,H +B1,H sl(2,H)⊕ su(2,C)C (21 + 1, 6) (15 + 1, 6)
⊕su(2)⊕ u(1)
R1,H +B(2,3),H⊥ su(2, 1,H)1 ⊕ su(2,C)C (16, 8) (16, 8)
R1,H +B(2,3),H su(2, 1,H)2 ⊕ su(2,C)C (13 + 3, 8) (21 + 3, 0)
R1,H +R(2,3),H su(3,H)⊕ su(2,C)C (21 + 3, 0) (13 + 3, 8)
R1,H +B1,H⊥ so(5,R)⊕ so(4, 1,R) (10 + 6, 4) (10 + 10, 0)
R1,H +R1,H⊥ so(9) = su(2,O) (36, 0) (16, 20)
R1,H +B1,H sl(3,H)⊕ su(2,C)C (21 + 3, 14) (21 + 3, 14)
+B(2,3),H +R(2,3),H
R1,H +B1,H sl(2, 1,H)1 ⊕ su(2,C)2 (21 + 3, 14) (21 + 3, 14)
+R(2,3),H⊥
+B(2,3),H⊥
R1,H +B1,H sl(2,O)⊕ u(1) (35 + 1, 10) (20, 25 + 1)
+B1,H⊥
+R1,H⊥
R1,H +B(2,3),H⊥ su(3, 1,H)1 (24, 12) (20, 16)
+R(2,3),H +B1,H⊥
R1,H +R(2,3),H⊥ su(3, 1,H)2 (24, 12) (36, 0)
+B(2,3),H +B1,H⊥
R1,H +R(2,3),H⊥ su(3,O) (52, 0) (24, 28)
+R(2,3),H +R1,H⊥
R1,H +B(2,3),H⊥ su(2, 1,O) (36, 16) (24, 28)
+B(2,3),H +R1,H⊥
Table 5.7: Subalgebras of sl(3,O) using φ∗(2,3) ◦ φ∗(H⊥)
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5.4 Chains of Subalgebras of sl(3,O) with Compatible Bases and Casimir
Operators
We used the involutive automorphisms to produce large simple subalgebras of sl(3,O).
These subalgebras range in dimension from 52, for F4, to 21, for C3. Each of these subalge-
bras have involutive automorphisms which we can also use to find even smaller subalgebras,
thereby giving a catalog of subalgebras chains contained within sl(3,O). However, having
identified the real form of the large subalgebras of sl(3,O), it is not too difficult a task to
find smaller algebras simply by looking for simple subalgebras of smaller dimension and/or
rank, using the tables of real forms listed in [26] when needed. In addition, we choose
our representatives of the smaller subalgebras so that they use a subset of the preferred
Casimir operators {B˙(1)tz , B˙(2)tz , R˙(1)xℓ , S˙(1)ℓ , G˙ℓ, A˙ℓ} which we have chosen for sl(3,O). We
list the basis for these subalgebras in Appendix B.
We display the chains of subalgebras of sl(3,O) in the following tables. Each table is
built from an u(1) algebra, which consists of merely a single Casimir operator. We extend
each algebra g to a larger algebra g′ by adding elements to the basis for g. In particular,
each algebra of higher rank must add compatible Casimir operators. Figure 5.1 is built
from the single u(1) = 〈Gl − S1l 〉 algebra. This basis can be extended to
u(1) ⊂ su(1,H) ⊂ su(2,H) ⊂ su(3,H)1 ⊂ sl(3,H)
However, additional subalgebras of sl(3,O) can be inserted into this chain of subalgebras.
For instance, we can insert sl(2,H) between su(2,H) and sl(3,H), and extend sl(2,H)
to sl(2,O). We can expand su(1,H) to su(1,O) = so(7) and insert the so(n,R) chain
for n ≥ 7 into the figure. However, we note that so(7) uses a basis in this chain that is
not compatible with G2 = aut(O). We do not list all of the possible u(1) algebras, but do
add the u(1) = 〈R1xℓ〉 subalgebra into the chain and extend it to su(2,C)s and sl(2,C)s
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which use the standard definition of su(2,C) and sl(2,C).
Finally, we have identified four different real forms of C3 which all contain su(2,H).
Space constraints limit us to listing only su(2, 1,H)1 and su(3,H)1 in Figure 5.1, but the
algebras
su(2, 1,H)2 su(3,H)2 su(3, 1,H)2
should also be in this table. We list the four C3 algebras which are build from su(2,H) in
Figure 5.2, and include all the algebras which are built from the C3 algebras. Figure 5.2 can
be incorporated into Figure 5.1 without having to adjust choice of the Casimir operators.
While the algebras in Figure 5.1 are built from its subalgebras by extending the
subalgebra’s basis, we do not allow a change of basis in any of the algebras. In Figure 5.3,
we do allow a change of basis at each subalgebra stage. The major difference this change
allows is that the chain
su(2,C) ⊂ su(3,C) ⊂ su(3,H)
may be included with the Casimir operators S1ℓ and Gℓ for each subalgebra extension.
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Figure 5.1: Preferred subalgebra chains of E6 using the same basis
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Figure 5.2: Four real forms of C3
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Figure 5.3: Preferred subalgebra chains of E6 allowing a change of basis
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6 OPEN QUESTIONS
This study of sl(3,O) has been driven by an underlying desire to find subalgebras
useful for physics and to find a subalgebra structure which treats “ℓ as special. Although
we have not fully resolved these issues, this study of sl(3,O) has raised some additional
interesting questions.
Ultimately, the interesting subalgebra structure we seek involves so(3, 1,R) along
with su(3,C) ⊕ su(2,C) ⊕ u(1,C). While we did not carry out an exhaustive search for
this structure, we did find structures which are the direct sum of subalgebras of sl(3,O),
as indicated in Appendix D. This search may be more fruitful if we knew exactly how
the desired algebra structure contains the direct sum su(3,C) ⊕ su(2,C) ⊕ u(1,C) and
so(3, 1,R).
There are a number of ways to interpret the phrase “ℓ is special”, and each leads to
interesting substructures of E6. In one scenario, we choose ℓ as our preferred imaginary
complex unit, leaving us free to choose the quaternionic subalgebra H to either contain
ℓ or to be independent of ℓ. For instance, choosing H generated by 〈1, k, kl, l〉 obviously
creates the scenario C ⊂ H ⊂ O, while choosing H to be generated by 〈1, i, j, k〉 breaks O
into division algebras C,H whose intersection is R. An interesting question would be to
find the subalgebras of sl(3,O) which respect these divisions of the octonions into C and
H.
The questions above may also be extended to the group SL(3,O) in various ways.
Although we found in Section 4.6 the subalgebra of sl(3,O) which fixes the ℓ in the type
T = 1 vector of sl(3,O), it is not clear how to give an expression for the one-parameter
curves associated with the 8 null rotations. In addition, there may be transformations in
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SL(3,O) which fix ℓ but are not connected to the identity. There could also be discrete
transformations in SL(3,O) which form a group and also fix ℓ.
We could use our automorphisms to study the subalgebra structures of the other
real forms of E6. As a real algebra, we did not find any real form of A4 in sl(3,O), even
though we can find it in φ∗
H⊥
(sl(3,O)). We therefore do expect that there will be slight
differences in the subalgebra structures of these different real forms of E6.
Finally, this work may also be extended to study the structure of the final two
exceptional Lie algebras E7 and E8.
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7 CONCLUSION
We presented here a study of the subalgebra structure of sl(3,O), a real form of the
complex Lie algebra E6. We first examined the subalgebra structure of the complex Lie
algebra E6. We then expanded upon Dray and Manogue’s work with SL(3,O) to provide
subalgebras in the 3× 3 case corresponding to the 2× 2 subalgebra structure of sl(2,O).
Finally, we used automorphisms of real algebras to provide some subalgebra structures in
sl(3,O) which are distinctly 3× 3.
In Chapter 2, we presented methods which illustrated how root and weight diagrams
could be used to visually identify the subalgebras of a given Lie algebra. While the
standard methods of determining subalgebras rely upon adding, removing, or folding along
nodes in a Dynkin diagram, we showed here how to construct any of a Lie algebra’s root
or weight diagrams from its Dynkin diagram, and how to use geometric transformations
to visually identify subalgebras using those weight and root diagrams. In particular, we
showed how these methods can be applied to algebras whose root and weight diagrams
have dimensions four or greater. In addition to pointing out the erroneous inclusion of
C4 ⊂ F4 in [26, 46], we provided visual proof that C4 ⊂ E6 and listed all the complex
subalgebras of E6. While we were primarily concerned with the subalgebras of E6, these
methods could be used to find subalgebras of any rank l algebra.
In Chapter 3, we discussed the four division algebras. We repeated the findings of
Manogue and Schray who showed how multiplication in H and O can produce rotations in
specific planes in R4 and R8. Lorentz transformations in (k + 1) dimensions were related
to determinant or trace preserving transformations of 2× 2 hermitian matrices using the
expressions developed in [24]. After discussing the Albert algebra, we showed how to
construct an expression for the determinant of a 3× 3 octonionic hermitian matrix. This
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material was needed for the construction of our real form of E6.
We discussed our construction of the Lie group SL(3,O) and its associated Lie
algebra sl(3,O) in Chapter 4. The 2 × 2 formalism for hermitian octonionic matrices
given in [24] was generalized to the 3 × 3 case using our notion of type. Despite the
use of nested matrices in transformations, we constructed an association between group
and algebra transformations and produced the multiplication table in the Lie algebra.
We repeated many of the results shown in [22] which were needed for this work. We
identified F4, G2, and a preferred su(3,C) ⊂ G2. We showed how our notion of type is
related to triality, and identified a strong notion of triality among our transformations.
We also showed the existence of continuous type transformations, and identified subgroups
of SL(3,O) which contain these transformations. We also used this type transformation
to study type dependent and type independent subalgebras of sl(3,O). The subalgebra
structures of so(9, 1), sl(2,O), and su(2,O), which were known for the 2 × 2 case, were
generalized to the 3× 3 case. Finally, we found a non-simple subalgebra of sl(3,O) which
fixes ℓ.
In Chapter 5, we used automorphisms of sl(3,O) to find subalgebras of sl(3,O).
We adapted theory related to automorphisms of real forms of complex algebras to provide
methods which helped us find subalgebras of our specific real form of E6. This search
provided some surprising results. We found multiple real forms of C3 and C4 in sl(3,O).
These real algebras differ both in how they reduce the octonions O to the quaternions H
and how they used quaternionic and orthogonal-quaternionic spinor and dual spinor trans-
formations. We saw that each octonion q defined both a quaternionic subalgebra which
contained q and a quaternionic subalgebra which was perpendicular to q. Further, each of
those subalgebras were used to construct real forms of A5 and C4 in sl(3,O). The auto-
morphisms were also used to show that sl(3,O) contains both a compact and non-compact
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form of F4. With the results of the previous section, we were able to construct subalgebra
maps of sl(3,O), labeled with Casimir operators, which show how its subalgebras sit in
relation to each other. When used with our basis of sl(3,O), the automorphisms could
also be used to construct these maps for the other real forms of E6.
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A Preferred Basis for sl(3,O)
We list here our preferred basis for sl(3,O). Let q ∈ {i, j, k, kl, jl, il, l}. In the
following table, we use the letters Aq and Gq to denote those transverse rotations which
are G2 transformations, while Sq denotes the transverse rotations which are in so(7) but
not in G2. The letter Rxq denotes the rotation involving x and q. These four classes
of transformations form so(8), and we choose to treat each of them as a type T = 1
transformation. Each of the remaining rotations R
(T )
xz and R
(T )
zq exist for each of the three
types, as do the boosts B
(T )
tx and B
(T )
tq . We choose the boosts B
(1)
tz and B
(2)
tz to finish our
basis for sl(3,O). Our particular choices are listed in Table A.1.
Boosts (2) (3) (21)
(Cat. 1) B˙
(1)
tz B˙
(1)
tx B˙
(1)
tq
B˙
(2)
tz B˙
(2)
tx B˙
(2)
tq
B˙
(3)
tx B˙
(3)
tq
Rotations (7) (3) (21)
(Cat. 2) R˙
(1)
xq R˙
(1)
xz R˙
(1)
zq
R˙
(2)
xz R˙
(2)
zq
R˙
(3)
xz R˙
(3)
zq
Transverse (7) (7) (7)
Rotations A˙q G˙q S˙
(1)
q
(Cat. 3)
Table A.1: Our preferred basis for sl(3,O)
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B Preferred Basis for various subalgebras of E6
We list here the preferred basis for the various maximal subalgebras of E6, as found
in Section 5.2. We let the indices q refer to {i, j, k, kl, jl, il, l}, and designate indices h and
h⊥ to run over the sets {k, kl, l} and {i, j, jl, il}, respectively. Hence, A˙q, A˙h, and A˙h⊥
represent 7, 3, and 4 basis elements, respectively.
The tables below are arranged as follows: We list the subalgebra of sl(3,O), its
signature, and then the basis elements. In order to keep some consistency, an replaces
the list of basis elements if it is not in our subalgebra. Our preferred Casimir operators
are taken as linear combinations of the elements
{B˙(1)tz , B˙(2)tz , R˙(1)xℓ , S˙(1)ℓ , G˙ℓ, A˙ℓ}
Subalgebra Signature Basis elements
sl(3,O) (52, 26) B˙
(1)
tz , B˙
(2)
tz B˙
(1)
tx , B˙
(2)
tx , B˙
(3)
tx B˙
(1)
tq , B˙
(2)
tq , B˙
(3)
tq
[E6] R˙
(1)
xq R˙
(1)
xz , R˙
(2)
xz , R˙
(3)
xz R˙
(1)
zq , R˙
(2)
zq , R˙
(3)
zq
A˙q G˙q S˙
(1)
q
su(3,O) (52, 0) , , , , ,
[F4] R˙
(1)
xq R˙
(1)
xz , R˙
(2)
xz , R˙
(3)
xz R˙
(1)
zq , R˙
(2)
zq , R˙
(3)
zq
A˙q G˙q S˙
(1)
q
su(2, 1,O) (36, 16) , , B˙
(2)
tx , B˙
(3)
tx , B˙
(2)
tq , B˙
(3)
tq
[F4] R˙
(1)
xq R˙
(1)
xz , , R˙
(1)
zq , ,
A˙q G˙q S˙
(1)
q
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sl(2,O) (36, 9 + 1) B˙
(1)
tz , B˙
(2)
tz B˙
(1)
tx , , B˙
(1)
tq , ,
⊕{B˙(2)tz − B˙(3)tz } R˙(1)xq R˙(1)xz , , R˙(1)zq , ,
[D5 ⊕ u(1)] A˙q G˙q S˙(1)q
u(1) : B˙
(2)
tz − B˙(3)tz
sl(3,H) (21 + 3, 14) B˙
(1)
tz , B˙
(2)
tz B˙
(1)
tx , B˙
(2)
tx , B˙
(3)
tx B˙
(1)
th , B˙
(2)
th , B˙
(3)
th
⊕su(2,C)C R˙(1)xh R˙(1)xz , R˙(2)xz , R˙(3)xz R˙(1)zh , R˙(2)zh , R˙(3)zh
[A5 ⊕ C1] G˙h S˙(1)h
su(2,C)C : A˙h
sl(2, 1,H) (21 + 3, 14) B˙
(1)
tz , B˙
(2)
tz B˙
(1)
tx , , B˙
(1)
th , B˙
(2)
th⊥
, B˙
(3)
th⊥
⊕su(1,C)2 R˙(1)xh R˙(1)xz , , R˙(1)zh , R˙(2)zh⊥ , R˙
(3)
zh⊥
[A5 ⊕ C1] A˙h G˙h − S˙(1)h
su(2,C)2 : G˙h + 2S˙
(1)
h
su(3, 1,H)1 (24, 12) , , , B˙
(1)
th⊥
, B˙
(2)
th⊥
, B˙
(3)
th⊥
[C4] R˙
(1)
xh R˙
(1)
xz , R˙
(2)
xz , R˙
(3)
xz R˙
(1)
zh , R˙
(2)
zh , R˙
(3)
zh
A˙h G˙h S˙
(1)
h
su(3, 1,H)2 (24, 12) , , B
(2)
tx , B
(3)
tx B˙
(1)
th⊥
, B˙
(2)
th , B˙
(3)
th
[C4] R˙
(1)
xh R˙
(1)
xz , , R˙
(1)
zh , R˙
(2)
zh⊥
, R˙
(3)
zh⊥
A˙h G˙h S˙
(1)
h
su(2,O) = so(9) (36, 0) , , , , ,
[B4] R˙
(1)
xq R˙
(1)
xz , , R˙
(1)
zq , ,
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A˙q G˙q S˙
(1)
q
so(8) (28, 0) , , , , ,
[D4] R˙
(1)
xq , , , ,
A˙q G˙q S˙
(1)
q
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Subalgebra Signature Basis elements
su(3,H)1 (21 + 3, 0) , , , , ,
⊕su(2,C)C R˙(1)xh R˙(1)xz , R˙(2)xz , R˙(3)xz R˙(1)zh , R˙(2)zh , R˙(3)zh
[C3 ⊕A1] G˙h S˙(1)h
su(2,C)C : A˙h
su(2, 1,H)1 (13 + 3, 8) , , , , B˙
(2)
th⊥
B˙
(3)
th⊥
⊕su(2,C)2 R˙(1)xh R˙(1)xz , , R˙(1)zh , ,
[C3 ⊕A1] A˙h G˙h − S˙(1)h
su(2,C)2 : G˙h + 2S˙
(1)
h
su(3,H)2 (21 + 3, 0) , , , , ,
⊕su(2,C)2 R˙(1)xh R˙(1)xz , , R˙(1)zh , R˙(2)zh⊥ , R˙
(3)
zh⊥
[C3 ⊕A1] A˙h G˙h − S˙(1)h
su(2,C)2 : G˙h + 2S˙
(1)
h
su(2, 1,H)2 (13 + 3, 8) , , B˙
(2)
tx , B˙
(3)
tx , B˙
(2)
th , B˙
(3)
th
⊕su(2,C)C R˙(1)xh R˙(1)xz , , R˙(1)zh , ,
[C3 ⊕A1] , G˙h S˙(1)h
su(2,C)C : A˙h
su(1,O) = so(7) (21, 0) , , , , ,
[B3] , , , ,
A˙q G˙q S˙
(1)
q
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sl(2,H) (15 + 3 + 3, 0) B˙
(1)
tz , B˙
(1)
tx , , B˙
(1)
th , ,
⊕su(2,C)C R˙(1)xh R˙(1)xz , , R˙(1)zh , ,
⊕su(2,C)2 G˙h − S˙(1)h
[A3 = D3 ⊕A1 ⊕A1] su(2,C)C : A˙h
su(2,C)2 : G˙h + 2S˙
(1)
h
su(2,H) (10 + 3 + 3, 0) , , , , ,
⊕su(2,C)C R˙(1)xh R˙(1)xz , , R˙(1)zh , ,
⊕su(2,C)2 G˙h − S˙(1)h
[B2 = C2 ⊕A1 ⊕A1] su(2,C)C : A˙h
su(2,C)2 : G˙h + 2S˙
(1)
h
sl(3,C)s (8, 8) B˙
(1)
tz , B˙
(2)
tz B˙
(1)
tx , B˙
(2)
tx , B˙
(3)
tx B˙
(1)
tℓ , B˙
(2)
tℓ , B˙
(3)
tℓ
[A2 ⊕A2] R˙(1)xℓ , R˙(2)xℓ R˙(1)xz , R˙(2)xz , R˙(3)xz R˙(1)zℓ , R˙(2)zℓ , R˙(31)zℓ
Aut(O) (14, 0) , , , , ,
[G2] , , , ,
A˙q G˙q
su(3,C)C (8, 0) , , , , ,
[A2] , , , ,
A˙q G˙ℓ
su(3,C)s (8, 0) , , , , ,
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[A2] R˙
(1)
xℓ , R˙
(2)
xℓ R˙
(1)
xz , R˙
(2)
xz , R˙
(3)
xz R˙
(1)
zh , R˙
(2)
zh , R˙
(3)
zh
sl(2,C)s (6, 0) B˙
(1)
tz , B˙
(1)
tx , , B˙
(1)
tℓ , ,
[A1 ⊕A1] R˙(1)xℓ R˙(1)xz , , R˙(1)zℓ , ,
su(2,C)s (3, 0) , , , , ,
[A1] R˙
(1)
xℓ R˙
(1)
xz , , R˙
(1)
zℓ , ,
su(1,H) (3, 0) , , , , , ,
[A1] , , , , ,
G˙h − S˙(1)h
Table B.1: Preferred basis for subalgebras of E6
C Basis for Small Subalgebras of sl(3,O)
Algebra Casimir Basis Set for q
Operator
sl(3,O) = E6 B
(1)
tz , B
(2)
tz B
(1)
tx , B
(2)
tx , B
(3)
tx
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B
(1)
tq , B
(2)
tq , B
(3)
tq k, kℓ, ℓ
R
(1)
zq , R
(2)
zq , R
(3)
zq i, j, iℓ, jℓ
Aq, Gq, S
(1)
q i, j, iℓ, jℓ
su(3, 1,H)1 = C4 Gℓ + S
(1)
ℓ Gq + S
(1)
q k, kℓ
R
(2)
xz , R
(3)
xz
R
(2)
zq , R
(3)
zq k, kℓ, ℓ
B
(1)
tq i, j, iℓ, jℓ
su(2, 1,H)1 = C3 B
(2)
tq , B
(3)
tq i, j, iℓ, jℓ
su(2,H)⊕ so(3) Aℓ Aq k, kℓ
su(2,H) = sp(2) = C2 R
(1)
xz , R
(1)
zq k, kℓ, ℓ
so(4) = so(3)⊕ so(3) = D2 R(1)xℓ R(1)xq k, kℓ
su(1,H) = C1 Gq − S(1)q k, kℓ
u(1) Gℓ − S(1)ℓ
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Subalgebra Algebra Casimir New Basis Choices
Operator Elements for q
su(2,H) = C2 su(2,O) = so(9) Aℓ, Gℓ + S
(1)
ℓ R
(1)
xq , R
(1)
zq i, j, iℓ, jℓ
= B4 Aq, Gq + S
(1)
q k, kℓ
Aq, Gq, S
(1)
q i, j, iℓ, jℓ
su(2,H) = sp(2) su(3,H)1 = C3 Gℓ + S
(1)
ℓ R
(2)
xz , R
(3)
xz
= C2 R
(2)
zq , R
(3)
zq k, kℓ, ℓ
Gq + S
(1)
q k, kℓ
su(3,H)1 = C3 sl(3,H) = A5 B
(1)
tz , B
(2)
tz B
(1)
tx , B
(2)
tx , B
(3)
tx
B
(1)
tq , B
(2)
tq , B
(3)
tq k, kℓ, ℓ
su(2, 1,H)1 sl(2, 1,H) B
(1)
tz , B
(2)
tz R
(2)
zq , R
(3)
zq i, iℓ, j, jℓ
B
(1)
tx , B
(1)
tq k, kℓ, ℓ
su(2, 1,H)1 su(2, 1,O) Gℓ + S
(1)
ℓ Gq + S
(1)
q k, kℓ
= F4(36,16) B
(2)
tq , B
(3)
tq k, kℓ, ℓ
B
(2)
tx , B
(3)
tx
R
(1)
xq , R
(1)
zq i, iℓ, j, jℓ
Aq, Gq, S
(1)
q i, iℓ, j, jℓ
u(1) R
(1)
xℓ
u(1) su(2,C)s = A1 R
(1)
xz , R
(1)
zq l
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su(2,C)s = A1 su(3,C)s = A2 R
(2)
xℓ R
(2)
xz , R
(3)
xz
R
(2)
zq , R
(3)
zq l
su(3,C)s = A2 su(3,H)1 = C3 Gℓ Gq − S(1)q k, kℓ
R
(1)
xq k, kℓ
R
(1)
zq , R
(2)
zq , R
(3)
zq k, kℓ
Gq + S
(1)
q k, kℓ
su(3,H)1 = C3 su(3,O) = F4 Aℓ R
(1)
zq , R
(2)
zq , R
(3)
zq i, j, iℓ, jℓ
R
(1)
q , Aq, Gq, S
(1)
q i, j, iℓ, jℓ
Aq k, kℓ
su(2,H) = sp(2) sl(2,H) B
(1)
tz B
(1)
tx , B
(1)
tq k, kℓ, ℓ
= C2 = A3 = D3
sl(2,H) sl(3,H) = A5 B
(2)
tz , Gℓ + S
(1)
ℓ R
(2)
xz , R
(3)
xz
= A3 = D3 B
(2)
tx , B
(3)
tx
B
(2)
tq , B
(3)
tq k, kℓ, ℓ
R
(2)
zq , R
(3)
zq k, kℓ, ℓ
Gq + S
(1)
q k, kℓ
sl(2,H) sl(2,O) = so(9, 1) Gℓ + S
(1)
ℓ , Aℓ B
(1)
tq i, j, iℓ, jℓ
= A3 = D3 = D5 R
(1)
xq , R
(1)
zq i, j, iℓ, jℓ
Aq, Gq, S
(1)
q i, j, iℓ, jℓ
Aq, Gq + S
(1)
q k, kℓ
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D Direct sums in sl(3,O)
While the following list is probably not complete, we include it to show that we may
find the following direct sums of Lie algebras in sl(3,O):
1. u(1)⊕ u(1) ⊕ su(3)⊕ so(3, 1) where we have the following basis for the algebras:
Algebra Casimir Operator Basis
u(1) s
(1)
l
u(1) B
(1)
tz + 2B
(2)
tz
su(3,C)C Al, Gl Ai, AjAk, Akl, Ajl, Ail
so(3, 1) R
(1)
xℓ , B
(1)
tz R
(1)
zℓ , R
(1)
xz , B
(1)
tx , B
(1)
tℓ
2. u(1)⊕ su(4)⊕ so(3, 1) where we have the following basis for the algebras:
Algebra Casimir Operator Basis
u(1) B
(1)
tz + 2B
(2)
tz
su(4) Al, Gl + S
(1)
l , Gl Ai, · · · , Ail
Gi + S
(1)
i , · · · , Gil + S(1)il
so(3, 1) R
(1)
xℓ , B
(1)
tz R
(1)
zℓ , R
(1)
xz , B
(1)
tx , B
(1)
tℓ
3. u(1)⊕ u(1) ⊕ su(3)⊕ so(3, 1) where we have the following basis for the algebras:
Algebra Casimir Operator Basis
u(1) 2Gl + s
(1)
l
u(1) B
(1)
tz + 2B
(2)
tz
su(3) Al,−Gl + 4S(1)l Gi + 2S(1)i , Gj + 2S(1)j , Ak, Akl
Gjl + 2S
(1)
jl , Gil + 2S
(1)
il
so(3, 1) R
(1)
xℓ , B
(1)
tz R
(1)
zℓ , R
(1)
xz , B
(1)
tx , B
(1)
tℓ
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4. u(1)⊕ su(2)⊕ su(2)⊕ sl(2,H) where we have the following basis for the algebras:
Algebra Casimir Operator Basis
u(1) B
(1)
tz + 2B
(2)
tz
su(2,C)C Al Ak, Akl
su(2,C)2 Gl + 2S
(1)
l Gk + 2S
(1)
k , Gkl + 2S
(1)
kl
sl(2,H) B
(1)
tz , R
(1)
xℓ , Gl − S(1)l B(1)tx , B(1)tℓ , R(1)xz , R(1)zℓ
Gk − S(1)k , Gkl − S(1)kl , R(1)xk , R(1)xkl
R
(1)
zk , R
(1)
zkl, B
(1)
tk , B
(1)
tkl
We note that sl(2,H) has so(3, 1) ⊕ u(1) as subalgebra.
5. u(1)⊕ so(5)⊕ so(4, 1) where we have the following basis for the algebras:
Algebra Casimir Operator Basis
u(1) B
(1)
tz + 2B
(2)
tz
so(5) R
(1)
xℓ , Gl − S(1)l R(1)xz , R(1)zℓ , R(1)zk , R(1)zkl
R
(1)
xk , R
(1)
xkl
Gk − S(1)k , Gkl − S(1)kl
so(4, 1) Al, Gl + 2S
(1)
l Ak, Akl, Gk + 2S
(1)
k , Gkl + 2S
(1)
kl
B
(1)
ti , B
(1)
tj , B
(1)
til , B
(1)
tjl
We note that so(4, 1) has so(3)⊕ so(3) as a subalgebra.
