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Abstrat
In this paper, it is shown that Bermudan option priing based on either the réduite (in a one-
dimensional setting: pieewise harmoni interpolation) or ubature  is sensible from an eonomi
vantage point: Any sequene of thus-omputed pries for Bermudan options with inreasing sets
of exerise times is inreasing. Furthermore, under ertain regularity assumptions on the payo
funtion and provided the exerise times are equidistant of exerise mesh size h, it has a supremum
whih oinides with the least xed point of the approximate priing algorithm  this algorithm
being pereived as a map that assigns to any real-valued funtion f (on the basket of underlyings)
the approximate value of the European option of maturity h and payo funtion f .
1 Introdution
The Bermudan priing approah outlined in the rst part of this paper is to iteratively onstrut
a pieewise harmoni approximation to the funtion that assigns the value of a Bermudan option
(with payo funtion g, exerise mesh size t > 0 and maturity nt) to the vetor of logarithmi
start pries of the underlying assets.
In the rst step of this iteration, one will ompute a pieewise harmoni approximation to the
funtion that assigns the orresponding European option prie of maturity t to the logarithmi
asset pries at the penultimate time T−t where exerise is possible. The iteration step will onsist
in omputing the expetation of this funtion after time t (under the assumption that the vetor
prie proess is a Markov proess), disount, take the maximum with the payo funtion g, and
then perform a réduite-based interpolation (in the one-dimensional setting: an interpolation by
interval-wise harmoni funtions). (This proedure omputes a pieewise harmoni approximation
to the so-alled Snell envelope [2℄ from the theory of optimal stopping [6, 1℄.)
The notion of harmoniity will be derived from the log-prie proess X , assumed to be a
time-ontinuous Markov proess with a path-ontinuous modiation, i e a diusion  whih
then makes the innitesimal generator of X a seond-order ellipti dierential operator and gives
rise to a notion of harmoniity.
The prinipal advantage of suh an algorithm based on pieewise harmoni interpolation is
that it is intrinsially nite-dimensional, sine the spae of harmoni funtions orresponding to
X will be two-dimensional. However, one needs to make sure that this algorithm will make sense
eonomially. In partiular one will have to require that the iteration step be monotone, sine
adding one more possible exerise time of ourse inreases the value of the option prie. This
is not diult to see and will be one of the rst results of this paper. Also, one monotoniity
of the iteration step has been established, the question of whether there exists a supremum to
this sequene of approximate non-perpetual option pries arises, sine this ould then be treated
as an approximation to the prie of the orresponding perpetual option of exerise mesh size t.
Under ertain assumptions on the payo funtion, this will be proven as well; furthermore we will
be able to haraterise it as the minimal xed point of the iteration step previously referred to.
First, we will disuss these questions in the one-dimensional setting  very little knowledge
of potential theory has to be assumed for the proofs in that setion. Seond, we shall generalise
that approah to higher dimensions; this will entail a few tehnial subtleties. At the end of both
Setions we will apply these results to nanially relevant settings.
Finally, in a last Setion we shall disuss related questions for Bermudan priing based on
ubature and establish a linear onvergene rate that orresponds to the disount fator.
2 Some terminology for Bermudan option priing algo-
rithms
Let C0
(
R
d, [0,+∞)
)
and L0
(
R
d, [0,+∞)
)
, as usual, denote the spaes of nonnegative ontin-
uous funtions dened on R
d
, and of equivalene lasses of nonnegative measurable funtions
dened on R
d
, respetively.
The observed prie for any nanial derivative inreases when adding one more possible exerise
time; also, the perpetual limit often has to be nite (in partiular for puts, sine then any option
prie is bounded by the strike prie).
Approximative Bermudan priing algorithms also should reet these features of atual ob-
served pries, therefore we introdue the following manner of speaking to distinguish eonomially
sensible from less sensible algorithms.
Denition 1. A map D : L0
(
R
d, [0,+∞)
)
→ L0
(
R
d, [0,+∞)
)
is said to be a sound iterative
Bermudan option priing algorithm (for short, a sound algorithm) for a payo funtion
g ∈ C0
(
R
d, [0,+∞)
)
if and only if Df ≥ g for all f ∈ L0
(
R
d, [0,+∞)
)
and the map D is
pointwise monotone, that is
∀f0, f1 ∈ L
0
(
R
d, [0,+∞)
)
(
∀x ∈ Rd f0(x) ≤ f1(x)⇒ ∀x ∈ R
d Df0(x) ≤ Df1(x)
)
.
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A sound iterative Bermudan option priing algorithm D is said to have a perpetual limit if
and only if
sup
n∈N0
D◦ng ∈ L0
(
R
d, [0,+∞)
)
(rather than this supremum being allowed to equal +∞ on a subset of positive Lebesgue
measure of its range). In that very ase, the funtion in the last line is simply referred to
as the perpetual limit of the algorithm. Finally, D is said to onverge linearly in L∞ to the
perpetual limit if and only if there exists a c ∈ (0, 1) suh that
∀n ∈ N
∥∥(Dn+1 −Dn) g∥∥
L∞(Rd,R)
≤ c ·
∥∥(Dn −Dn−1) g∥∥
L∞(Rd,R)
,
Dn being shorthand for D◦n for all n ∈ N0.
Remark 1. The elements of L0
(
R
d, [0,+∞)
)
should be oneived of as assigning the value
 that is, the expeted payo  of an option to the vetor of logarithmi start pries of the
omponents of the basket (at least on the omplement of a Lebesgue null set).
Remark 2. The monotoniity ondition imposed on sound iterative Bermudan priing al-
gorithms entail that the sequene of funtions (Dng)n∈N0 = (D
◦ng)n∈N0 is always pointwise
inreasing. Thus, this sequene has a limit:
g ≤ sup
n∈N
Dng = lim
n→∞
Dng.
The inmum of all D-xed points is always an upper bound for the perpetual limit:
Lemma 1. Let D be a sound iterative Bermudan priing algorithm for g with a perpetual
limit u. Then the funtion u is smaller than any xed point of D; moreover, Du ≥ u.
Proof. Any xed point h of D is in the image of D and therefore, due to our assumptions
on sound algorithms, pointwise greater than or equal to g. Now, as D (and thus Dn) is
pointwise monotone,
∀n ∈ N0 h = D
nh ≥ Dng,
therefore
h = sup
m
Dmh ≥ sup
m
Dmg,
where the right hand side is just the perpetual limit. Hene, any xed point of D is greater
than or equal to the perpetual limit. Furthermore, observe that due to the pointwise mono-
toniity of D,
D
(
sup
n
Dng
)
≥ Dm+1g,
therefore for all m ∈ N0,
D
(
sup
n
Dng
)
≥ sup
m
Dm+1g = sup
m
Dmg.
Later on, it will turn out that if D is based on pieewise harmoni interpolation or the réduite,
the perpetual limit is, in fat the minimal xed point (f Theorem 1 and Lemma 7 for pieewise
harmoni interpolation, Theorem 2 for réduite-based approximation, and Theorem 3 for a result
on a map D whih is based on ubature).
3 Pieewise harmoni Bermudan option priing for op-
tions on one asset
3.1 Denitions and fats from lassial potential theory
Let (Pt)t≥0 be a Markovian semigroup assoiated to a one-dimensional diusion and let L be the
innitesimal generator of L. Then L will be a seond-order dierential operator (f eg Revuz and
Yor [9℄).
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If one assumed, for the sake of an example, that L is a seond-order dierential operator even
with onstant oeients, that is
L : f 7→ βf ′ +
1
2
f ′′,
then P will merely be the semigroup of nite-dimensional distributions of a multiple of Brownian
motion with linear drift.
Let now U ⊆ R be open and nonempty. A twie dierentiable funtion f : U → R is
alled harmoni on U if and only if Lf = 0 on U . A ontinuous funtion g : U¯ → R is
said to be subharmoni on U if and only if Lg is dened as an element of R ∪ {±∞} and
Lg(x) = limt↓0
Ptg(x)−g(x)
t
≥ 0 for all x ∈ U . A funtion f : U¯ → R will be alled superharmoni
on U if and only if −f is subharmoni on U .
A funtion that is harmoni (subharmoni, superharmoni) on R will simply be alled harmoni
(subharmoni, superharmoni).
Also, if h is both superharmoni and subharmoni, then one will have h ≥ Pth ≥ h for all
t ≥ 0, making h harmoni.
The spae of all harmoni funtions on U is a vetor spae. As a lassial result (f eg Protter
and Weinberger [8℄), one has that all subharmoni funtions obey the following
Maximum Priniple: If g is subharmoni on U ⊂ R and U¯ is ompat, then the maximum of
g will be attained on ∂U .
Also, the set of subharmoni funtions has the following losure properties:
Subharmoni funtions form a one, losed under ∨ and P : If f, g : R→ R are subharmoni
funtions, then so are f ∨ g, Ptf for all t ≥ 0, and αf + βg for all α, β ≥ 0.
See textbooks like Revuz and Yor [9℄, Meyer [5℄, Port and Stone [7℄ and the lassial referenes
therein.
3.2 Harmoni interpolation
Lemma 2. Given two support absissas a0 6= a1 and ordinates c0, c1, there is a unique
harmoni interpolation, that is a harmoni funtion h : R → R suh that h(ai) = ci for
i ∈ {0, 1}. Thus, there annot be more than two linearly independent harmoni funtions,
and two harmoni funtions oinide on all of R, one they agree in two points.
Assume now, for the sake of simpliity, that L is a seond-order dierential operator with
onstant oeients, that is
L : f 7→ βf ′ +
1
2
f ′′.
Then, if β 6= 0, all harmoni funtions have the shape γ0 + γ1 · exp (−2β·) for some real
onstants γ0, γ1, and if β = 0, the vetor spae of all harmoni funtions is just the spae of
all ane funtions.
Proof. The existene and uniqueness assertion for harmoni interpolation is merely the state-
ment of the unique solvability of the Dirihlet problem for L.
If there were more than two linearly independent harmoni funtions on (a0, a1), the
operation of harmoni interpolation would not be unique.
Finally, onstant funtions are of ourse harmoni. Also, in ase β = 0 any linear funtion
must be harmoni as well, whene idR and 1 are already to linearly independent funtions
for the ase β = 0. For the ase of non-zero β, we remark that
L exp (−2β·) = −2β exp (−2β·) · β + 4β2 exp (−2β·) ·
1
2
= 0
and onlude that 1 and exp (−2β·) are two (obviously linearly independent) harmoni fun-
tions.
Lemma 3. Let I = (a, b) be an open nonempty interval, and let f : I¯ → R be subharmoni
on U suh that f(a) = f(b) = 0. If there exists an x0 ∈ I with f(x0) = 0, then f = 0 on I.
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Proof. Due to the Maximum Priniple, f ≤ 0. Now suppose f(x0) = 0 for some x0 ∈ (a, b).
If neither f = 0 on (a, x0) nor f = 0 on (x0, b), then we would have a y0 ∈ (a, x0) and a y1 ∈
(x0, b) suh that f(y0) < 0 and f(y1) < 0. Then max∂(y0,y1) f < max[y0,y1] f = f(x0) = 0, a
ontradition to the Maximum Priniple. Hene, either f = 0 on (a, x0), or f = 0 on (x0, b),
and without loss of generality, we shall from now on assume f = 0 on (a, x0).
If there was now an x1 ∈ (x0, b) with f(x1) < 0, pik any a1 ∈ (a, x0) and let (by virtue
of Lemma 2) h1 : R → R be the unique harmoni funtion suh that h1(a1) = f(a1) = 0,
h1(x1) = f(x1) < 0. Then f − h1 is subharmoni on (a1, x1) and vanishes on the boundary
of (a1, x1). Hene, by the Maximum Priniple applied to f − h1, one has f − h1 ≤ 0
on (a1, x1). However, f = 0 on (a1, x0) ⊂ (a, x0) as established previously, and, by the
Maximum Priniple applied to h1, also h1 ≤ 0 on (a1, x1) ⊃ (a1, x0). Thus
0 ≤ −h1 = f − h1 ≤ 0 on (a1, x0),
whih means h1 = 0 on (a1, x0). But sine (a1, x0) is a nonempty open interval (and therefore
does not have less than two elements) and h1 is harmoni, this an only be true if h1 is
identially zero on all of R, in ontradition to h1(x1) < 0.
If there is only a rst order non-zero term, the spae of harmoni funtions will just oinide
with the spae of onstant funtions.
Lemma 4. Let a0 < · · · < am ∈ R. Consider a funtion f : R → R that is subharmoni
on (a0, am) and let, by virtue of Lemma 2, I(f) be the unique interpolation to f suh that
I(f) = f on {a0, . . . , am} and for all i < m, I(f) oinides with some harmoni funtion on
(ai, ai+1), denoted by fi.
Then the following assertions hold:
1. I(f) ≥ f on [a0, am].
2. I(f) = max{f0, . . . , fm−1} on (a0, am), thus making I(f) subharmoni on (a0, am).
3. I(f) ≤ f on (−∞, a0) ∪ (am,+∞).
Corollary 1. Pieewise harmoni interpolation with respet to a set of support absissas
{a0, . . . , am} preserves subharmoniity on (a0, am) in the following sense: If, in the notation
of Lemma 4, f is subharmoni on (a0, am), then so is I(f).
Proof of Lemma 4. 1. We apply for every i < m the Maximum Priniple to the subhar-
moni funtion f − fi on (ai, ai+1) (whih vanishes on the boundary of (ai, ai+1)) to
get 0 ≥ f − fi = f −I(f) on [ai, ai+1] for all i < m. This proves I(f) ≥ f on [ai, ai+1].
2. Again from the Maximum Priniple, we get that two dierent harmoni funtions an
only have one point in ommon. Hene, not only {fi = fi+1} ⊇ {ai+1} for all i < m−1
(a trivial onsequene of the interpolation) but if fi 6= fi+1, then even
{fi = fi+1} = {ai+1} .
Consider any i < m. There are two possibilities: Either fi < fi+1 on (−∞, ai+1) and
fi > fi+1 on (ai+1,+∞) or the other way round fi > fi+1 on (−∞, ai+1) and fi < fi+1
on (ai+1,+∞).
Suppose, for a ontradition, the former situation holds for some i < m: fi < fi+1 on
(−∞, ai+1) and fi > fi+1 on (ai+1,+∞). Then I(f) would equal fi∧fi+1 on [ai, ai+2],
whih is superharmoni. Then, f − (fi ∧ fi+1) would be subharmoni on [ai, ai+2] and
it would have three zeroes, in ai, ai+1 and ai+2. By Lemma 3, this an only be true
if f − (fi ∧ fi+1) = 0 on all of [ai, ai+2]. Thus, f = fi ∧ fi+1 on [ai, ai+2]. Sine f is
subharmoni on [ai, ai+2], so must then be fi ∧ fi+1 (whih is already superharmoni
on [ai, ai+2]) then, and therefore, fi ∧ fi+1 is harmoni on [ai, ai+2]. Now, fi and fi+1
agree only on one point, viz. ai+1, inside (ai, ai+2). Therefore, fi ∧ fi+1 has with both
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fi and fi+1 at least two points in ommon. Sine any harmoni funtion is uniquely
determined by a mere two points, we thus get
fi = fi ∧ fi+1 = fi+1
in ontradition to our assumption.
Therefore, fi > fi+1 on (−∞, ai+1) and fi < fi+1 on (ai+1,+∞) for all i < m.
Thus, due to a0 < · · · < am, we gain
f0 > f1 on (−∞, a1) ⊃ (−∞, a0),
f1 > f2 on (−∞, a2) ⊃ · · · ⊃ (−∞, a0),
.
.
.
.
.
.
.
.
.
fm−2 > fm−1 on (−∞, am−1) · · · ⊃ (−∞, a0)
as well as
f0 < f1 on (a1,+∞) ⊃ · · · ⊃ (am,∞),
f1 < f2 on (a2,+∞) ⊃ · · · ⊃ (am,∞),
.
.
.
.
.
.
.
.
.
fm−2 < fm−1 on (am−1,+∞).
Hene we arrive at
f0 > f1 > · · · > fm−1 on (a0, a1)
as well as
∀i ∈ {1 . . . ,m− 1} (f0 < · · · < fi, fi > · · · > fm−1) on (ai, ai+1)
Therefore,
∀i < m ∀j 6= i fi > fj on (ai, ai+1),
so
∀i < m fi = max {f0, . . . , fm−1} on (ai, ai+1)
whih proves I(f) = max {f0, . . . , fm−1}.
3. This part of the proof is similar to the proof of Lemma 3. The funtion f − I(f)
is subharmoni on (−∞, a1) and it has two zeroes in a0 and a1. First onsider the
ase where f , whilst being subharmoni, is not harmoni on (a0, a1), whih ensures
that the subharmoni funtion f − I(f)  whih vanishes on the boundary of (a0, a1)
 is not harmoni. Then there is an x1 ∈ (a0, a1) suh that (f − I(f)) (x1) < 0. If
f − I(f) was now also negative for some x0 ∈ (−∞, a0), then the Maximum Priniple
would yield 0 > max{x0,x1} (f − I(f)) = max[x0,x1] (f − I(f)), but on the other hand
(f − I(f)) (a0) = 0 and a0 ∈ (x0, x1), a ontradition. Hene in the ase where f is
not harmoni on (a0, a1), we already have f − I(f) ≥ 0 on (−∞, a0).
Next suppose f is indeed harmoni on (a0, a1). Then, so will be f − I(f) and beause
f − I(f) = 0 on {a0, a1}, we will get f − I(f) = 0 on all of [a0, a1]. Now pik
some x1 ∈ (a0, a1) and assume, for a ontradition that (f − I(f)) (x0) < 0 for some
x0 ∈ (−∞, a0). Aording to Lemma 2, there exists a unique harmoni funtion h suh
that h(x0) = (f − I(f)) (x0) < 0 and h(x1) = (f − I(f)) (x1) = 0. Then f−I(f)−h is
subharmoni on (x0, x1) and vanishes on the boundary of (x0, x1), hene f−I(f)−h ≤ 0
on [x0, x1]. But also, h is harmoni and nonpositive on the boundary of (x0, x1), thus
−h will be nonnegative on all of (x0, x1). Therefore
0 ≤ −h = f − I(f)− h ≤ 0 on [a0, x1],
therefore h = 0 on (a0, x1) 6= ∅, yielding h = 0 everywhere. This ontradits h(x0) < 0
and hene ompletes the proof for f − I(f) ≥ 0 on (−∞, a0).
Analogously, one an prove the domination of I(f) by f on (am,+∞).
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Lemma 5. Pieewise harmoni interpolation to a set of support absissas {a0, . . . , am} is
monotone on [a0, am] in the sense that if f ≤ g on [a0, am], then the pieewise harmoni
interpolation I(f) of f will be dominated by the pieewise harmoni interpolation I(g) of g
on [a0, am].
Proof. Consider any i < m. By dention, I(f) = f ≤ g = I(g) on {ai, ai+1}, hene
I(f) − I(g) ≤ 0 on {ai, ai+1}. But I(f) − I(g) is harmoni on (ai, ai+1), therefore the
Maximum Priniple yields I(f) − I(g) ≤ 0 on [ai, ai+1]. Sine this holds for all i < m, we
get I(f)− I(g) ≤ 0 on all of [a0, am]
Lemma 6. Let, as before, I : R[a0,am] → RR denote the operator of pieewise harmoni in-
terpolation with respet to the set of support absissas {a0, . . . , am}. Consider a subharmoni
funtion f : R → R and a harmoni funtion h : R → R suh that f ≤ h on R. Then
I(f) ≤ h on R.
Proof. From the previous Lemma 5, we already know that I(f)(x) ≤ I(h)(x) holds for all
x ∈ [a0, am]. However, I(h) = h, hene I(f) ≤ h on [a0, am] and from Lemma 4, we onlude
that h ≥ f ≥ I(f) on the intervals (−∞, a0) and (am,+∞).
3.3 A xed point theorem
Theorem 1. Let I : R[a0,am] → RR again denote the operator of pieewise harmoni inter-
polation with respet to the set of support absissas {a0, . . . , am}, and x t > 0, r ≥ 0. Let g
and c be subharmoni funtions, and let h be harmoni and nonnegative. Let c be, moreover,
harmoni on eah of the intervals [ai, ai+1] for i < m, and assume Ptc(x) is nite for all
x ∈ R. Suppose c ≤ g on [a0, am] and c, g ≤ h on R. Now dene
K : f 7→ I
(
e−rtPt (I(f) ∨ c) ∨ g
)
↾ [a0, am]
as well as
Q :=

f ↾ [a0, am] :
f : R→ R subharmoni, f ≥ c on [a0, am],
∀i ∈ {1, . . . ,m− 2} f harmoni on (ai, ai+1),
f harmoni on (−∞, a1), (am−1,+∞), f ≤ h

 .
Then K maps the onvex and bounded subset Q of C0[a0, am] ontinuously to itself. Moreover,
due to Lemma 2, Q is a subset of a nite-dimensional subspae of C0[a0, am] (this subspae
being the spae of all funtions from [a0, am] that are harmoni on eah of the intervals
[ai, ai+1] for i < m. By Brouwer's Fixed Point Theorem, K has got a xed point in Q.
Finally, K is a omposition of monotone funtions on [a0, am] and therefore monotone as
well.
Proof. We an divide the proof for K(Q) ⊆ Q into three parts:
1. The one of subharmoni funtions is losed under ∨, under Pt, under multipliation
by onstants and under pieewise harmoni interpolation I (f Lemma 4), therefore the
image of Q under K an only onsist of subharmoni funtions.
2. By the monotoniity of Pt and I (Lemma 5), ombined with the equations Pth = h
and I(h) = h, as well as c, g ≤ h, we have for all f : R→ R suh that f ↾ [a0, am] ∈ Q,
e−rtPt

I(h) ∨ c︸ ︷︷ ︸
=h∨c=h

 ∨ g = e−rt Pth︸︷︷︸
=h≥0
∨g ≤ h.
But the left hand side of this last estimate is subharmoni (beause the one of sub-
harmoni funtions is losed under ∨, Pt and, as we have remarked in Corollary 1, also
I). Hene, due to Lemma 6, we obtain Kf ≤ h.
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3. The lower bound follows again from the monotoniity of I (Lemma 5, that is), but this
time only by exploiting c ≤ g on [a0, am] and the spei shape of c: For all f : R→ R
suh that f ↾ [a0, am] ∈ Q, one has
Kf = I(· · · ∨ g) ≥ I(g) ≥ I(c) = c.
We get that Q is bounded by sup[a0,am] h ∨ |c| ≥ 0 as a subset of C
0[a0, am], and beause Q
is nite-dimensional, we may apply Shauder's Theorem, as soon as we have established the
ontinuity of K with respet to the norm ‖ · ‖Q : f 7→ max {|f(a0)| , . . . , |f(am)|}.
Note, for this sake, that from the Maximum Priniple, we have ‖f‖Q = max[a0,am] |f |
whenever f is harmoni on eah of the intervals (ai, ai+1 for i < m. Therefore, if (fn)n∈N ∈
QN, f ∈ Q and ‖fn − f‖Q −→ 0 for n → ∞, then fn −→ f uniformly on [a0, am] as
n→∞, hene  sine all fn and f are harmoni on (−∞, a1) and (am−1,+∞)  by Harnak's
inequality (f eg [8, p 111f℄), fn −→ f pointwise on all of R as n→∞. But
c(x) ≤ fn(x) ≤ h(x) = Pth(x)
for all n ∈ N and x ∈ R, therefore Lebesgue's Dominated Convergene Theorem (applied to
the measure A 7→ PtχA(x) for eah x ∈ R) may be employed to get Ptfn(x) −→ Ptf(x) as
n→∞ for all x ∈ R. Via∣∣e−rtPt (I(f) ∨ c) ∨ g − e−rtPt (I(fn) ∨ c) ∨ g∣∣
≤
∣∣e−rtPt (I(f) ∨ c)− e−rtPt (I(fn) ∨ c)∣∣
≤
∣∣e−rtPt (I(f) ∨ c− I(fn) ∨ c)∣∣
≤
∣∣e−rtPt (I(f)− I(fn))∣∣
=
∣∣e−rtPt (f − fn)∣∣ ,
we an now dedue that |Kfn −Kf‖Q −→ 0 as n→∞.
The existene of a minimal xed point for K an be proven onstrutively as well:
Corollary 2. Let us adopt the notation of the previous Theorem. Then the sequene
(Kn(g ∨ 0))n∈N0 is monotone on [a0, am], bounded and dominated by h. Therefore we have
the existene of a limit on [a0, am] given by
∀x ∈ [a0, am] q(x) := lim
n→∞
Kn(g ∨ 0)(x) = sup
n∈N0
Kn(g ∨ 0)(x).
This limit is an element of Q and therefore an be anonially extended to the whole of R. By
the ontinuity of K, q is a xed point of K. On [a0, am], the onvergene in the last equation
will be uniform.
Proof. The only part of the Corollary that does not follow diretly from the preeding Theo-
rem 1 is the uniformity of the onvergene and that q will be harmoni on eah of the intervals
[ai, ai+1] for i < m. However, monotone onvergene on ompat sets preserves harmoniity
and is always uniform (f e g Meyer [5℄  or, more diretly, Port and Stone [7, Theorem 3.9℄
if P is the Brownian semigroup).
Lemma 7. In the preeding Corollary's notation, q is the minimal nonnegative xed point
of K.
Proof. The proof partly opies the one for Lemma 2. Any nonnegative xed point p of K
must be greater or equal g on [a0, am]. Therefore the monotoniity of K on [a0, am], implies
∀n ∈ N0 p = K
np ≥ Kn(g ∨ 0) on [a0, am],
yielding
p ≥ sup
n∈N0
Kn(g ∨ 0) = q on [a0, am].
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3.4 Appliation
Example 1 (Bermudan vanilla alls and puts on an asset that pays dividends at
ination rate in the Blak-Sholes model). Assume
P := (Pt)t≥0 :=
(
νµt,σ2t ∗ ·
)
t≥0
,
where
σ > 0, µ := r − δ −
σ2
2
= −
σ2
2
,
thus P an be pereived as the semigroup assoiated to the logarithmi prie proess under
the risk-neutral measure in the one-dimensional Blak-Sholes model). We will assume that
(possibly after re-saling the time sale) σ = 1. Dene
g0 := −K + exp, g1 : K − exp
(the payos on exerise of a one-dimensional all and a one-dimensional put option with
strike prie K, respetively). The innitesimal generator of the Markov semigroup P is
L : f 7→
1
2
f ′′ + µf ′ =
1
2
f ′′ +
(
r − δ −
1
2
)
f ′.
Let us, for the remainder of this Example, assume that r = δ. Then we have L exp = 0
and of ourse L1 = 0 (1 denoting the onstant funtion 1 : x 7→ 1). Therefore, by Lemma 2
the set of harmoni funtions equals the spae of all linear ombinations of 1 and exp, whih
is the set of all real multiples of the exponential funtion with additive onstants. Thus, both
g0 and g1 will be harmoni.
Now suppose we are given support absissas a0 < · · · < am as in the previous paragraphs.
In order to obtain the setting of Theorem 1 for g = g0, set h0 = a+ exp for an arbitrary
a ≥ −K. Then h0 will be a harmoni funtion dominating g0 = exp−K on R. Also, the
onstant funtion c0 = min[a0,am] (exp−K) = e
a0−K will be harmoni and trivially less than
or equal to g0 on [a0, am]. Then the onditions of Theorem 1 are satised for c = c0, g = g0
and h = h0, and the Theorem as well as its Corollary may be applied to establish the existene
of a unique minimal xed point for K and its haraterisation as the approximate prie of
the orresponding perpetual Bermudan option with exerise mesh t  the approximation being
based on pieewise harmoni interpolation as outlined in the introdution to this paper. In
order for K to be nanially meaningful, however, we must hoose a0 ≥ lnK to ensure that
c0, the pointwise lower bound on the elements of Q, is nonnegative.
Finally, in order to get the situation of Theorem 1 also for g = g1, we now dene h1 =
K− exp to get a harmoni funtion dominating g1 = K− exp on all of R. Also, the onstant
funtion c1 = min[a0,am] (K − exp) = K − e
am
will be harmoni and trivially less than or
equal to g1 on [a0, am]. Then the onditions of Theorem 1 are satised for the hoies of
c = c1, g = g1 and h = h1, and both the Theorem and its Corollary may be applied to
see that again there is a minimal xed point for K oiniding with the approximate prie
of the orresponding perpetual Bermudan option with exerise mesh t. In order for K to be
nanially meaningful, we must this time hoose am ≤ lnK to ensure that all elements of Q
are pointwise nonnegative.
4 Réduite-based approximation of Bermudan option
pries
Suppose P is a Markov semigroup on Rd (d ∈ N) and L is the innitesimal generator of P . We
will all a funtion f : Rd → R subharmoni if and only if
∀t > 0 Ptf ≥ f
holds pointwise. A funtion f : Rd → R will be alled superharmoni if and only if −f is
subharmoni, and f : Rd → R will be alled harmomi if it is both super- and subharmoni.
8
Let U denote the operator of upper-semiontinuous regularisation, that is, for all funtions
f : Rd → R,
Uf = inf
{
ℓ ≥ f : ℓ : Rd → R subharmoni
}
(of ourse, this is a priori only dened as a funtion taking values in R ∪ {− −∞}). Consider
a harmoni funtion h : Rd → R and a losed (and therefore Fσ) set B and dene the réduite
operator R = Rh,B on the set of all subharmoni funtions f : Rd → R dominated by h via
Rf := U
(
sup
{
ℓ ≤ h : ℓ : Rd → R subharmoni, ℓ ≤ f on B
})
.
It is a well-known result from potential theory (f e g the work of Paul-André Meyer [5, Théorème
T22℄) that there will be a greatest subharmoni funtion dominated by f on B and that this
funtion will be equal to Rf . Moreover, we have that f = Rf on B exept on a set of potential
zero, in probabilisti/potential-theoreti jargon
f = Rf q.e. on B,
where q.e. is, as usual, short-hand for quasi-everywhere. Now dene
Q :=
{
f ≤ h : f : Rd → R subharmoni
}
.
Then our denition of the réduite operator R implies Rf ≤ h (as h is dominating the funtion
whose upper-semintinuous regularisation is, aording to our denition, the réduite Rf of f)
and our potential-theoreti haraterisation of the réduite  as the greatest subharmoni funtion
dominated by f on B  ensures the subharmoniity of Rf . Therefore,
R : Q→ Q.
We also have that U is monotone (in the sense that for all f0 ≤ f1, Uf0 ≤ Uf1) so that R must
be monotone as well (from the ⊆-monotoniity of sup and the denition of R).
Hene
Lemma 8. Adopting the notation of the preeding paragaph, R : Q → Q and whenever
f0 ≤ f1, Rf0 ≤ Rf1.
Let g : Rd → R be a subharmoni funtion suh that g ≤ h and let r > 0. The next step is
going to be the onsideration of the following family of operators:
φt : f 7→ e
−rtPtf ∨ g
for t ≥ 0. If f ≤ h, Ptf ≤ Pth = h for all t ≥ 0, sine the operators Pt are positive and linear,
and h was assumed to be harmoni. Thus, sine g ≤ h and r > 0, one must have φtf ≤ h
for all f ≤ h and t ≥ 0. Moreover, the operators Pt preserve subharmoniity and the maximum
of two subharmoni funtions is subharmoni again, therefore φtf must be subharmoni for all
subharmoni f . Finally, sine Pt is monotone, φt has to be monotone for all t ≥ 0. Summarising
this, we obtain
Lemma 9. Using the notation introdued previously, φt : Q → Q and whenever f0 ≤ f1,
φtf0 ≤ φtf1 for all t ≥ 0.
As a onsequene, we derive from the two Lemmas 8 and 9 the following:
Corollary 3. If we dene Kt := R ◦ φt (adopting the notation of the previous paragraph),
we have Kt : Q→ Q and whenever f0 ≤ f1, Ktf0 ≤ Ktf1.
Corollary 4. The map f 7→ Ktf ∨0 is a sound iterative Bermudan option priing algorithm
for the payo funtion g ∨ 0 (in the sense of Denition 1).
This already sues to prove the following
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Theorem 2. Let t ≥ 0. Then for all n ∈ N0,
Kt
n+1(g ∨ 0) ≥ Kt
n(g ∨ 0). (1)
Furthermore,
q := sup
n∈N0
Kt
n(g ∨ 0)
(whih a priori is only dened as a funtion with range in R ∪ {+∞}) is an element of Q
and indeed is the least nonnegative xed point of Kt.
Proof. 1. Relation (1) follows from the fat that Kt is a sound algorithm and Remark 2.
2. Sine Kt maps Q to itself, the whole sequene (Kt
n(g ∨ 0))n∈N0 is bounded by h. This
entails q ≤ h as well. Applying Beppo Levi's Theorem on swapping sup and
∫
·dµ
 for bounded monotonely inreasing sequenes of measurable nonnegative funtions
and an arbitrary measure µ  to the measures Pt(·, x), x ∈ Rd and the sequene
(Kt
n(g ∨ 0))n∈N0 , we an exploit the subharmoniity of the funtions Kt
n(g∨0), n ∈ N0,
to dedue
∀x ∈ Rd Ptq(x) = sup
n∈N0
Pt (Kt
n(g ∨ 0)) (x)
≥ sup
n∈N0
Kt
n(g ∨ 0)(x) = q(x),
whih is the subharmonoity of q. As we have already seen, q ≤ h, so q ∈ Q.
3. If we employ Beppo Levi's Theorem again, we an show that Kt and supn∈N0 ommute
for bounded monotonely inreasing sequenes of funtions. Thereby
Ktq = sup
n∈N0
KtKt
n(g ∨ 0) = sup
n∈N
Kt
n(g ∨ 0) = q.
4. That q is the least nonnegative xed point is seen as in the proof of Lemma 1. Any
nonnegative xed point p of Kt must be greater or equal g ∨ 0. Therefore by the
monotoniity of sup and Kt,
sup
n∈N0
Kt
np ≥ sup
n∈N0
Kt
n(g ∨ 0) = q.
Example 2 (Bermudan all option with equidistant exerise times in t · N0 on
the weighted arithmeti average of a basket in a speial Blak-Sholes model).
Let (β1, . . . , βd) ∈ [0, 1] be a onvex ombination and for simpliity, assume that the assets
in the basket are independent and eah follow the Blak-Sholes model with one and the
same volatility σ1 = · · · = σd =: σ, and let r > 0 be the interest rate of the bond. We
may assume that, possibly after a linear hange of the time-sale, σ = 1. Then (Pt)t≥0 =(
ν
t(r− 12 )
d
i=1
t,t
∗ ·
)
t≥0
is the semigroup of this Markov (even Lévy) basket. Then one has
L =
1
2
∆ +
(
r −
1
2
)d
i=1
· ∇
(f e g Revuz and Yor's exposition [9℄), and for
g : x 7→
d∑
i=1
βi exp (xi)−K
we obtain
Lg =
d∑
i=1
(
βi
2
2
+
(
r −
βi
2
))
exp ((·)i)
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whih is pointwise nonnegative if and only if
r ≥
maxi∈{1,...,d} βi
2
=
1
2d
+
∑d
i=1 βi
2
2d
.
Hene, if r is suiently large, g is subharmoni and we an apply the theory developed
earlier in this paper, in partiular Theorem 2.
5 Soundness and onvergene rate of perpetual Bermu-
dan option priing via ubature
When Niolas Vitoir studied asymmetri ubature formulae with few points [10℄ for symmetri
measures suh as the Gaussian measure, the idea of (non-perpetual) Bermudan option priing
via ubature in the log-prie spae was born. In the following, we will disuss the soundness and
onvergene rate of this approah when used to prie perpetual Bermudan options.
Consider a onvex ombination (α1, . . . , αm) ∈ [0, 1]d (that is,
∑m
k=1 αk = 1) and
x1, . . . , xm ∈ Rd. Then there is a anonial weighted arithmeti average operator A assoi-
ated with ~α, ~x given by
∀f ∈ RR Af =
m∑
k=1
αkf(· − xk).
Now suppose c ∈ (0, 1), g, h : Rd → R, Ag ≥ g, Ah = h and 0 ∨ g ≤ h. Dene an operator D
on the one of nonnegative measurable funtions by
D : f 7→ (c ·Af) ∨ g.
We should stress that we expliitly allow for g to take negative values.
Lemma 10. Adopting the previous paragraph's notation and setting
Q := {f ≤ h : Af ≥ f ≥ 0} ,
we have the following properties of D and Q:
1. D is monotone (ie Df ≤ Dg whenever f ≤ g).
2. AD −D is nonnegative on Q.
3. D : Q→ Q.
4. (g ∨ 0) ∈ Q.
Proof. 1. Sine A is positive and linear, thus monotone (in the sense that for all f0 ≤ f1,
Af0 ≤ Af1), it follows that D is a omposition of monotone maps, thus monotone as
well.
2. Whenever Af ≥ f , the monotoniity of A and our assumption Ag ≥ g imply
ADf ≥ A(cAf) ∨ Ag ≥ (cAf) ∨ g = Df.
Hene ADf ≥ Df for all f ∈ Q.
3. Beause h is nonnegative and g ∨ 0 ≤ h and due to the monotoniity of D, we have for
all nonnegative f ≤ h,
Df ≤ Dh = cAh ∨ g = ch ∨ g = ch ∨ 0 ∨ g ≤ h,
thus Df ≤ h for all f ∈ Q. Also, whenever Af ≥ f ≥ 0, one gets cAf ≥ 0 and therefore
in partiular Df ≥ 0 for all f ∈ Q. However, we have already shown that ADf ≥ Df
for all f ∈ Q. Summarising this, we arrive at Df ∈ Q for every f ∈ Q.
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4. Beause of our assumption Ag ≥ g and the monotoniity of A, we not only have
A(g∨0) ≥ 0, but also A(g∨0) ≥ g, therefore A(g∨0) ≥ g∨0 ≥ 0. However, by another
assumption, g ∨ 0 ≤ h. Therefore (g ∨ 0) ∈ Q as laimed.
Corollary 5. The map f 7→ Df ∨ 0 is a sound iterative Bermudan option priing algorithm
for the payo funtion g ∨ 0 (in the sense of Denition 1).
Lemma 10 sues to prove
Theorem 3. For all n ∈ N0,
Dn+1(g ∨ 0) ≥ Dn(g ∨ 0) =: qn. (2)
Furthermore,
q := lim
n→∞
Dn(g ∨ 0) = sup
n∈N0
Dn(g ∨ 0) ∈ Q
and q is the smallest nonnegative xed point of D.
Proof. 1. Relation (2) follows from the soundness of D and Remark 2.
2. In Lemma 10, we have not only seen that (g ∨ 0) ∈ Q and D is losed under Q, but
also that ADf ≥ Df for all f ∈ Q. Hene
∀n ∈ N0 A (D
n(g ∨ 0)) ≥ Dn(g ∨ 0),
and therefore
Aq = sup
n∈N0
A (Dn(g ∨ 0)) ≥ sup
n∈N0
Dn(g ∨ 0) = q,
whih means Aq ≥ q ≥ 0.
Again beause D maps Q itself and (g ∨ 0) ∈ Q, we have that the whole sequene
(Dn(g ∨ 0))n∈N0 is bounded by h. This entails q ≤ h as well.
As we have already seen, Aq ≥ q ≥ 0, so q ∈ Q.
3. Sine A is a weighted arithmeti average operator, A and supn∈N0 ommute in the sense
that A (supn fn) = supnAfn for inreasing sequenes of funtions (fn)n∈N0 . Hene,
whenever (fn)n∈N0 is inreasing,
D
(
sup
n
fn
)
= A
(
sup
n
fn
)
∨ g =
(
sup
n
Afn
)
∨ g = sup
n
(Afn ∨ g) = sup
n
Dfn,
i e D and sup ommute for bounded monotonely inreasing sequenes of funtions.
Thereby
Dq = sup
n∈N0
DDn(g ∨ 0) = sup
n∈N
Dn(g ∨ 0) = q.
4. Just as in the proof of Lemma 1, we see that q is the minimal nonnegative xed point.
For, any nonnegative xed point p of D must be greater or equal g ∨ 0. Thus, by the
monotoniity of sup and D,
sup
n∈N0
Dnp ≥ sup
n∈N0
Dn(g ∨ 0) = q.
Lemma 11. Using the previous Theorem's notation, we have for all x ∈ Rd and n ∈ N0, if
qn+1(x) = g(x), then qn(x) = g(x).
Proof. By the monotoniity of the sequene (qn)n∈N0 (Theorem 3), we have
g(x) ≤ q0(x) ≤ qn(x) ≤ qn+1(x).
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Theorem 4. For all n ∈ N,
‖qn+1 − qn‖C0(Rd,R) ≤ c · ‖qn − qn−1‖C0(Rd,R) .
Proof. The preeding Lemma 11 yields
‖qn+1 − qn‖C0(Rd,R) = ‖qn+1 − qn‖C0({c·Aqn>g},R)
= ‖c ·Aqn − ((c · Aqn−1) ∨ g)‖C0({c·Aqn>g},R)
via the denition of qi+1 as (cAqi) ∨ g for i = n and i = n+ 1. But the last equality implies
‖qn+1 − qn‖C0(Rd,R) ≤ ‖c ·Aqn − c ·Aqn−1‖C0({c·Aqn>g},R)
≤ ‖c ·Aqn − c ·Aqn−1‖C0(Rd,R) .
Sine A is linear as well as an L∞-ontration (and therefore a C0-ontration, too), we
nally obtain
‖qn+1 − qn‖C0(Rd,R) ≤ c ‖A (qn − qn−1)‖C0(Rd,R) ≤ c ‖qn − qn−1‖C0(Rd,R) .
Example 3 (Bermudan put option with equidistant exerise times in t · N0 on
the weighted arithmeti average of a basket in a disrete Markov model with a
disount fator c = e−rt for r > 0). Let β1, . . . , βd ∈ [0, 1] be a onvex ombination and
assume that A is suh that
∀i ∈ {1, . . . , d}
m∑
k=1
αke
−(xk)i = 1, (3)
then the funtions
g : x 7→ K −
d∑
i=1
βi exp (xi)
and h := K (where K ≥ 0) satisfy the equations Ah = h and Ag = g, respetively. Moreover,
by denition g ≤ h, thus 0 ∨ g ≤ h. Then we know that the (perpetual) Bermudan option
priing algorithm that iteratively applies D to the payo funtion g∨0 on the log-prie spae,
will inrease monotonely and will have a limit whih is the smallest nonnegative xed point
of D. Moreover, the onvergene is linear and the ontration rate an be bounded by c.
The ondition (3) an be ahieved by a hange of the time sale (whih ultimately leads
to dierent ubature points for the distribution of the asset prie)
One might also be interested in determining the onvergene rate for the approximation of non-
perpetual Amerian option pries based on non-perpetual Bermudan option priing via ubature.
After proving a series of Lemmas we will end up with a Theorem that asserts linear onvergene
and also provides bounds for the onvergene fator.
From now on, c and A will no longer be xed but their rle will be played by e−rt and Pt (for
t ∈ sN0 where s > 0 shall be xed) respetively, where r > 0 and (Ps·m)m∈N0 desribes a Markov
hain on R
d
(By the Chapman-Komogorov equation this is tantamount to ∀s, t ≥ 0 PsPt =
Ps+t).
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