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show an application of Universal Kriging to a massive spatial
dataset. We also present some perspectives of future work in this field.
1. Introduction
Modern technology has facilitated the collection of very large datasets. Nowadays, we generate about several trillion
bytes of data every day, characterized by high dimensionality and large sample size and called Big Data or massive volumes
of data. The term Big data is relatively new, but gathering and storing huge amounts of data is an old subject. The early
years of the new millennium saw the concept of large dataset (Laney, 2011). However, due to its complexity, no universal
definition can be given to big data.
The last two decades have seen an extensive development of statistical tools capable of managing huge quantities of data
consisting of amatrix of n data vectors, each containing pmeasurements, usually with large n and p (Izenman, 2008). Among
others Functional Data Analysis (FDA) (Ramsay and Silverman, 2005) has arisen as a field of statistics for modeling data in
this context, particularly when p ≫ n.
FDA is concerned with the modeling of data, such as curves, shapes, images or a more complex mathematical object,
thought as smooth realizations of a stochastic process (which is an infinite dimensional data object). In this sense functional
data are part of Big Data (Zipunnikov et al., 2011; Chen et al., 2011, 2015). It is common to find applications of FDA where
the size of data is of order of terabytes, as encountered for example in fMRI (functional magnetic resonance imaging), brain
imaging analysis (Chen et al., 2015) or bioinformatics (Yoo et al., 2014).
In a number of diverse disciplines such as environmental sciences, agronomy ormining, the data have an inherent spatial
component. Spatial statistics (Cressie and Wikle, 2011) embodies a suite of methods for analyzing this type of information.
This characteristic is also present in some spatial massive dataset (called spatial big data). An example is when long time
series of meteorological variables are recorded at each point of a monitoring network or space–time usage of the mobile-
phone network in a given area (Secchi et al., 2015).
In this contribution, we highlight the use of FDA to model spatial big data. We briefly review in Section 2 the notion of
spatial big data and some FDA tools that can be used to model such data, particularly for doing spatial prediction. Section 3
is dedicated to an illustration on a big spatial dataset of daily temperature curves. The article ends with a brief discussion
and suggestions for further research in Section 4.
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2. A review on modeling spatial big data by using functional data analysis
Today statistical techniques for the analysis of large and complex data with a spatial underlying structure are required.
For example, it is the case in neurological studies when curves of the electrical activity are recorded in voxels of the
brain (Lindquist, 2008). Generally, some multivariate techniques of dimension reduction are used to solve the problem of
high dimensionality that arises in these cases (Izenman, 2008). FDAmay be an alternative in this scenario. High dimensional
data become functional data which are posteriorly analyzed by using FDA methods (Giraldo et al., 2011). Basically, it is
considered that the data observed for several dependent spatial units correspond to realizations of stochastic processes,
usually assumed to be in a metric, semi-metric, Hilbert or Banach space.
In fact, in the setting of functional spatial data analysis, complex high dimensional data is typically a set of curves or
surfaces, spatially distributed, regarded as points in a functional space (space of squared integrable functions, . . . ).
Here, we give a review about the common basis of these approaches making an emphasis in the spatial prediction of
functional data.
The last decade saw a dynamic literature on parametric or non-parametric FDA approaches for high dimensional spatially
dependent data and applications to various domains, such as principal component analysis (Li and Guan, 2014; Liu et al.,
2017), clustering (Giraldo et al., 2012; Secchi et al., 2013; Romano et al., 2015), regression and prediction of stationary or
non-stationary processes with kriging or non-parametric methods (Ignaccolo et al., 2008; Dabo-Niang et al., 2010; Nerini
et al., 2010; Delicado et al., 2010; Giraldo et al., 2011; Dabo-Niang et al., 2012; Menafoglio and Secchi, 2013; Sangalli et al.,
2013; Caballero et al., 2013; Ternynck, 2014; Zhu et al., 2014; Bohorquez et al., 2016, 2017), testing (Aston et al., 2017),
among others. For more details, see the recent review of Menafoglio and Secchi (2017) on object oriented spatial statistics
and references therein.
In the following, we propose to illustrate spatial prediction involving complex high dimension datum by a modern
functional prediction technique, namely, functional kriging.
3. Spatial prediction of temperature curves
In this sectionwe show briefly an application of universal kriging for functional data (Caballero et al., 2013) as an example
of a methodology for modeling spatial big data. We consider daily temperature data recorded at 772 stations from the
meteorological monitoring network of Colombia (Fig. 1). Specifically, we have 13.149 data at each station corresponding
to daily records of maximum temperature (◦C) obtained from January 1, 1980 to December 31, 2015. Note that this is a
spatiotemporal dataset and could be analyzed by using, among other methodologies, space–time geostatistics (Christakos,
2000). However, given the high volume of data it is reasonable or even necessary to assume an approach based on FDA.
In Fig. 1 we show the temperature data of a sample of ten stations (of the total of 772) randomly selected. We only show
the data in this small sample of stations in order to identify more easily the temporal behavior of the temperature. In a first
step of the analysis the discrete data at each station are converted into curves by using smoothing methods. Specifically,
we expand each time series in terms of 100 Fourier basis functions. The number of basis functions was chosen by using
cross-validation. The temperature in Colombia varies considerably according to the topography. For this reason we take
the altitude as a covariable into the analysis. As an example, we carry out prediction on an unvisited location (red point
in Fig. 1). In order to reduce the computational time, we use as input the curves corresponding to the 30 closest stations
to the prediction site. The smoothed curves in these sites and the prediction at the unvisited site considered are shown in
Fig. 2.
The methodology here illustrated has been replicated for the Colombian Institute of Hydrology, Meteorology and
Environmental Studies as a procedure for getting information of this variable in remote and difficult to access zones of
Colombia. This technique has been also used to predict the temperature values in large time periods with missing values.
4. Further research
The purpose of the present work shows the relevancy of using the functional framework in analyzing massive spatial
data. After an introduction to functional data as part of big data and a review, a spatial prediction method is used to forecast
high dimension spatial temperature data.
Conceptually, FDA is suited for spatial huge data as shown by the illustration presented in this paper. However, this last
is relatively simple and deals with a single functional object. In fact, spatial big data will become increasingly common, and
a large number of complex situations with many potential applications may be considered. The statistical community must
then address the challenge of proposing newmethods for describing and analyzing spatial big data with complex structures.
For instance, one may consider, different big and non-big data objects of different types (qualitative, quantitative, ordinal,
. . . ) for different regions and pay attention to hot topics such as,missing (for instance a continuous part of a curve) or extreme
data. Particularly, in the meteorological context considered in Section 3, the modeling of satellite information (an example
of massive spatial datasets) in combination with ground data or taking into account the peak (maximum) in the smoothing
procedure, is an open research field. For FDA, reaching the peaks necessitates an important amount of basis functions. In
addition, setting a FDA approach requires a proper definition of the targeted function spaces, suitable metrics to measure
similarity between objects, spatial or space–time correlations techniques, . . . .
2
Fig. 1. Top: Temperature monitoring network of Colombia (black points). Red point corresponds to a station without information. Bottom: Records of daily
maximum temperature (◦C) obtained from January 1, 1980 to December 31, 2015 in ten stations (randomly chosen) from the Colombian meteorological
monitoring network. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 2. Temperature curves obtained by smoothing the data with a Fourier basis (gray curves). Prediction of a smoothed curve on an unvisited station (black
curve).
In fact, amain challengewhen analyzing (dimension reduction, clustering, parametric, non-parametric, semi-parametric,
additive regression models, analysis of variance, tests, . . . ) complex spatial big data is to use statistical tools able to compute
in a non-costly way (Cressie and Wikle, 2011) spatial correlations among huge amounts of data (Zipunnikov et al., 2011;
Chen et al., 2015).
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