Abstract-We present an optimization-based approach to stochastic control problems with nonclassical information structures. We cast these problems equivalently as optimization problems on joint distributions. The resulting problems are necessarily nonconvex. Our approach to solving them is through convex relaxation. We solve the instance solved by Bansal and Başar [1] with a particular application of this approach that uses the data processing inequality for constructing the convex relaxation. Insights are obtained on the relation between the structure of cost functions and of convex relaxations for inverse optimal control.
. Nonclassical information structure and the setting of N Variables u 0 , u 1 are bound by the information structure: u 0 is adapted to x 0 alone and u 1 is adapted to x 1 alone (Fig 1) . In general, these problems are challenging to solve. For example, if κ(x 0 , u 0 , x 1 , u 1 ) = (x 0 − u 0 ) 2 + (u 0 − u 1 ) 2 , and x 0 , w are Gaussian, then this becomes the long standing open problem of Witsenhausen [2] . Despite long efforts, many fundamental issues related to its solution remain to be clarified (see [3] for an excellent survey).
In 1987, Bansal and Başar [1] solved a nontrivial version of this problem. They consider the cost κ(x 0 , u 0 , x 1 , u 1 ) = k 0 u A natural question one may ask is if this proof can be used as a general methodology for other variants of N. This answer to this is not clear since the proof relies on a special tool -the information-theoretic data processing 1 Ankur is with the Coordinated Science Laboratory, University of Illinois at Urbana-Champaign, Urbana, IL USA. akulkar3@illinois.edu 2 Coleman is with the Department of Bioengineering, University of California, San Diego, La Jolla, CA USA. tpcoleman@ucsd.edu inequality (DPI). Indeed this is the only known logic for proving optimality for B [3] .
This paper presents an optimization-based approach to problems like N that is comparatively mechanistic. In the process it reveals a new insight on the role of the DPI in solving these problems. We cast N as an equivalent problem of minimization of the cost over the joint distribution of all variables, but the where γ 0 and γ 1 (the encoder and decoder) are allowed to be random. The resulting problem has a linear objective and necessarily nonconvex constraints.
Nonconvexity implies there is no general approach for solving N. A possible solution strategy is to construct a convex relaxation with the same objective and a larger and convex feasible region. This problem being convex is potentially more accessible. The strategy then is to find a solution of the relaxation that is feasible for N, which would thereby be a solution of N.
A. Main new results
We solve B using the above approach: we solve a convex relaxation of B that involves the DPI and obtain a solution of the relaxation that is feasible for B. Implicit in the proof of Bansal and Başar is the use of the variational equations for the rate-distortion and capacity-cost function and their relation using the DPI. While we also use the DPI, in our approach only its convexity properties are needed in solving B. With this viewpoint, we show that inverse optimal control requires the perfect agreement of the cost function and the function that convexifies the problem. In the standard setting this coupling occurs with the DPI. As such, these results provide a general purpose framework to propose other convexifications that will lead to similar formalisms.
Using the convex relaxation approach we give a new proof of optimality for B that does not use Cauchy-Schwartz inequality (which is one of the steps in [1] ). And we show that if a certain nondegeneracy condition holds, equality in the DPI is a necessary condition for optimality in B. Finally, by convex relaxation we give a lower bound on the Witsenhausen problem and a result that indicates that a certain "easy" solution approach cannot succeed for it.
B. Related work and organization
Recent work of Wu and Verdú [4] also casts the problem as an optimization over distributions, but the eventual problem they address has a different formulation from ours. Their focus is specifically on the Witsenhausen problem; they exploit the quadratic structure of the cost function and their newly discovered properties of the MMSE estimator. With this, they relate the Witsenhausen problem to a standard optimal transportation problem with quadratic cost, to characterize properties of an optimal solution.
On the other hand, our contributions are centered around the information structure, the nonconvexity of the problem and addressing it through convex relaxation.
The paper is organized as follows. In the Section I-C we explain our results in an abstract and conceptual form. In Section II, we recall the proof of Bansal and Başar and its communication-theoretic explanation. Section III contains the optimization formulation, convex relaxation, the solution of B and a treatment of the Witsenhausen problem.
C. Theoretical explanation of the results
The relaxation of deterministic codes to random codes is a logical extension to problem N of the optimization approach to MDPs (stochastic control problems with classical information structures). But while the classical information structure results in a convex (in fact, linear) program [5] , nonclassicality entails nonconvexity. This underscores the fact that problems with nonclassical information structure are harder than those with classical information structure.
Problem B is also nonconvex, but it happens to share its solution with a convex problem. This is because there is a convex set that contains the feasible region of B and whose normal at the solution of B "agrees" with the cost of B. To explain this, suppose a solution z * of the nonconvex problem (1), where v is a vector and C is a nonconvex set, also solves its convex relaxation (2) where C ⊇ C is a convex set.
Standard results provide that z * ∈ C solves (2) if and only if −v is normal to C at z * and pointing outwards (see Fig 2; technically, −v belongs to the normal cone [6] of C at z * ). Fig. 2 . The point z * is optimal for both (2) and (1).z is optimal for (2) but not feasible for (1).
For (1) and (2) to share a solution, at least one such point must lie in C . This coincidence occurs in problem B if the set C is formed using the DPI. The notion of inverse optimality seeks cost functions (the vector v) for which a candidate solution is optimal. For (1), one can in general give only necessary conditions for inverse optimality. For v to be inverse optimal for (1), it is sufficient that −v lies in N (z * ; C ) (the normal cone of C at z * ). But, by convexity of C, v is inverse optimal for (2) if and only if −v ∈ N (z * ; C). Since C ⊃ C , N (z * ; C) ⊆ N (z * ; C ). Therefore if z * solves (2), the corresponding cost functions (which are now inverse optimal for (2)) are guaranteed to be inverse optimal for (1) . In general these form a strict subset of the set of functions that are inverse optimal for (1). In our case, the convexification with the DPI provides this subset for a variant of B (with s 01 = 0 in the definition of B). 
Combining these gives a lower bound on the distortion: 
This bound is shown to be tight by the explicit construction of maps γ *
) equals the lower bound. The most important step here is obtaining the lower bound on the distortion. The only known approach for this is through the DPI.
A. Communication theoretic explanation
We now explain the above proof by comparing problem B with a problem from communication theory studied by Gastpar et al. [7] . Consider a communication system (cf. where S, X, Y, S (and S, X , Y, S) are the random variables (and spaces) corresponding to the source, channel input, channel output and destination. The source distribution and the channel kernel are given and are denoted P S (·) and P Y |X (·|·), respectively. The system is endowed with two performance metrics: a distortion measure δ : S × S → [0, ∞) and a cost ρ : X → [0, ∞). An n-block encoder (resp., decoder) is a map f : S n → X n (resp., g : Y n → S n ); their pair is called an n-block code. A single-letter code is a 1-block code. The problem studied in [7] asks: when is a single-letter code Pareto optimal for average distortion and average cost, over the class of codes of arbitrary block length?
Gastpar et al. use the communication-theoretic constructs of the rate-distortion function R and capacity-cost function
I(S, S). (6)
where I(U, V ) denotes the mutual information between U and V . For each P ≥ 0, the capacity-cost function is
They show that, except in some degenerate cases, the equality R(∆ * ) = C(Γ * ), is equivalent to the Pareto optimality of average distortion and cost values ∆ * , Γ * . The
Pareto optimal single-letter code comprises of maps f, g such that f (S) ∼ p * (x) and g(Y )|S ∼ p * ( s|s) where p * (x) and p * ( s|s) achieve the optima in (7), (6), respectively, or equivalently, they satisfy
and where p * Y denotes the marginal of Y under p * . Note that the existence of such a single-letter code is not guaranteed by this argument.
1) Relation to the Bansal-Başar problem: By definition, controllers γ 0 , γ 1 in problem B comprise a single-letter code. Suppose s 01 = 0. Then B asks for a single-letter code that minimizes a sum of distortion (u 1 − x 0 ) 2 and cost k 0 u 2 0 over the class of all single-letter codes. Clearly, if a single-letter code exists that is Pareto optimal in the sense of Gastpar, it is (upon scaling of cost functions) also optimal for B.
Problem B with s 01 = 0 forms a case where such a code does exist. The appearance of the data processing inequality in the proof of Bansal and Başar can thus be explained as a vestige of Gastpar's communication theoretic problem and a stronger notion of optimality, i.e. optimality over codes of arbitrary block lengths.
III. THE OPTIMISATION-BASED APPROACH
This section contains the main contributions of this paper. In the following sections we introduce the optimization formulation of N and solve B by convex relaxation.
A. Problem formulation
For the rest of the paper, we will consider the setting and notation of Fig 3. We assume for simplicity that S, X , Y, S are finite. There are four random variables in the problem: S, X, Y, S. Let s, x, y, s denote their specific values, let Q be their joint distribution,'Q • ' denote the marginal of '•' and abbreviate 'Q V (v)' as 'Q(v)'. To be a distribution of S, X, Y, S, Q must satisfy the following 'constraints'. 1) Q must be a distribution.
2) Q must be consistent with the given marginals. i.e. Q S (s) ≡ P S (s), and Q Y |X (y|x) ≡ P Y |X (y|x). 3) Q must respect the information structure, i.e. Q must satisfy Markovianity: S → X → Y → S This notation says that S is independent of X and S given Y , and Y is independent of S given X. Therefore, a 'feasible' distribution Q is one that can be expressed as
We use Q to denote the set of all such Q.
Q := {Q| Q ∈ P(Z), for which ∃ Q X|S ∈ P(X |S),
where P(·) is the set of probability distributions on '·' and we denote Z := S × X × Y × S. We call a conditional distribution Q X|S on X given a symbol in S (resp., Q S|Y on S given a symbol in Y), a random encoder (resp., random decoder). An encoder (decoder) is deterministic if there is a function f (resp., g) such that Q X|S (x|s) = I {f (s)=x} for all x, s (Q S|Y ( s|y) = I {g(y)= s} for all y, s). A pair of a random (deterministic) encoder and decoder is a random (deterministic) code.
The problem that minimizes cost E[κ(S, X, Y, S)] over random codes is our optimization-based formulation for N:
where ·, · is the inner product, κ, Q := z κ(z)Q(z) and z is a short-hand for a tuple (s, x, y, s) ∈ Z. There is no abuse in denoting this problem as N since it has the same optimal value as N from Section I.
Lemma 3.1: The relaxed stochastic control problem over random codes (i.e. N) has a solution that is a deterministic code. The proof uses the bilinearity of the expression for Q in (9); we skip it due to space constraints. Without loss of generality we consider this N as our stochastic control problem. Remark III.1. Bilinearity: The bilinearity in (9) is a consequence of the information structure of N; it is not clear if this property will hold for for joint distributions representing more exotic information structures.
B. Convex relaxation
We first note the nonconvexity of Q. Lemma 3.2: Q is not a convex set The (skipped) proof uses an argument by contradiction. Consequently, N is a nonconvex optimization problem. In this paper we consider the following relaxation: we minimize κ, Q over the set Q DPI that consists of all distributions Q that satisfy the DPI and are consistent with the given source and channel distributions. This problem is denoted C N :
where
and I(·) is the mutual information under distribution '·'. Clearly, Q ⊂ Q DPI (since Markovianity implies the DPI, but is not equivalent to it), and unlike Q, Q DPI is a convex set (cf. Lemma 3.3).
To solve C N , we write it as a mathematical progam using additional variables {a( s|s) : s ∈ S, s ∈ S},{b(x) : x ∈ X }.
s,x,y, s κ(s, x, y, s)Q(s, x, y, s) s.t.
x,y Q(z) = a( s|s)P S (s), ∀s, s, :λ a (s, s),
s a( s|s) = 1, ∀s, :µ a (s)P S (s), a( s|s) ≥ 0, ∀s, s, : :ν a ( s|s)P S (s),
Here I(aP S ) is the mutual information of S, S under distribution a( s|s)P S (s) (and likewise I(P Y |X b)). 
to the specific constraints. Assume the existence of an interior (or Slater) point [8] . Then (Q, a, b) solves C N if and only if there exist Lagrange multipliers that satisfy the following system of KKT conditions
where we have used,
To solve N for optimality or inverse optimality by the logic of the convex relaxation, we have to tackle (KKT C N ). The hardness of this depends on structure of κ and the choice of the convexification, as we explain below. Remark III.2. DPI and the structure of κ: Perhaps the most difficult part of solving (KKT C N ) is ( * ), specifically, ensuring both the nonnegativity of ν and its complementarity with Q. To deal with this, suppose one sets ν(·) ≡ 0. Then ( * ) necessitates that κ be of the form
where the functions f 1 , f 2 , f 3 are determined by the Q that solves C N . Note that the structure of the RHS of (11) is due the DPI constraint. The communication setting, where κ(z) ≡ δ(s, s) + ρ(x), agrees naturally with this structure. Problem B has κ(z) ≡ δ(s, s) + ρ(x) + τ (x, s) and does not agree directly with (11). The Witsenhausen problem has κ(z) ≡ ζ(x, s) + τ (x, s) and is even harder to reconcile with (11). This indicates that these problems may not have a solution with ν(·) ≡ 0 (see Theorems 3.3 and 3.7). This makes inverse optimality for these problems hard too, while it is easy for the communication setting (cf. Remark III.3). The above conclusions hold for the DPI convexification; other convexifications may yield other structures in (11) and allow greater ease in solving (KKT C N ). What we have developed so far is thus a general framework of which the DPI-based convexification is a particular application.
C. Solution of specific instances
In this section, we solve B and show that this view of the DPI as a convexification artifice is sufficient for solving it. 1) Solution with Gastpar-type cost functions: Consider a special case of N, denoted G, where κ(z) ≡ δ(s, s) + ρ(x):
min
and C G is the convex relaxation of G. We first clarify the inverse optimality provided by the optimization approach. C G can be written in the following simpler form by noticing that the variable 'Q' in C N can be dropped (the objective of C G can be expressed in terms of a, b aone, and for any (a, b) satisfying I(aP S ) ≤ I(P Y |X b), there exists Q satisfying the constraints in C N ), to give,
This simplification amounts to setting ν(·) ≡ 0 in (KKT C N ). Lemma 3.3: C G is a convex optimization problem. Proof: The objective is linear. The feasible region is convex since I(aP S ) − I(P Y |X b) is convex in a, b [9] . a, b are optimal for C G if and only if together with Lagrange multipliers µ a , µ b , λ, ν a , ν b , they satisfy
∀z ∈ Z. We now clarify the distinction between inverse optimality for our problem and for that of Gastpar in (8). Remark III.3. Inverse optimal control: Suppose we are interested in inverse optimality of δ and ρ for G. Nonconvexity of Q makes this hard, but the normal cone of Q DPI provides a subset of the inverse optimal functions (cf. Section I-C).
The right-hand side of the system (KKT C G ) is precisely this subset. Although the form of δ and ρ in (KKT C G ) are the same as Gastpar's in (8) (except for minor differences), ours are obtained for an altogther different notion of optimality, namely optimality over single-letter random codes (i.e. over Q; Gastpar has inverse optimality over deterministic codes of arbitrary block length). For inverse optimality for G, (KKT C G ) is not a necessary condition (unlike for Gastpar where (8) is also necessary). They have coincided because mutual information serves the dual role of characterizing Gastpar's optimality and of convexifying Q. We now return to our initial goal which was to solve G by finding a solution of C G that it is feasible for G. Although we have taken Z to be finite, we assume that (KKT C G ) holds for this problem too. The arguments used are essentially geometric and they can be generalized with appropriate technical assumptions. We abbreviate ξ 0 (γ 0 ) := Proof: We will parametrize X = γ 0 S and S = γ 1 Y and find γ 0 and γ 1 to solve (KKT C G ). The distribution obtained would be feasible for G since S → γ 0 S → Y → γ 1 Y , and would thus be a solution of G. With these constants we get
whereP =P (γ 0 ), c 1 independent of x and c 2 is independent of s (see [10] , p. 51 for details). To solve system (KKT C G ), take ν b (x), ν a ( s|s) ≡ 0, µ b = −λc 1 and µ a (s) ≡ −λc 2 (s). The first two equations in (KKT C G ) reduce to the identities
Comparing coefficients and simplifying, we get γ 0 = γ * 0 , where γ * . Thus, the PDF induced by X = γ * 0 S and S = γ * 1 Y is optimal for C G . Since it satisfies Markovianity, it solves G. Remark III.4. Gaussian test channel: That these calculations look familiar and that the gains γ * 0 and γ * 1 are the well-known codes for the Gaussian test channel is not surprising; when the objective is a function of a, b alone, (KKT C N ) reduces to (KKT C G ), the right hand side of which has the same form as Gastpar's (8) . But, recall, our calculations do not pertain to a communication problem. They are for the solution of a convex relaxation of a nonconvex optimization problem which was convexified using the DPI. γ * 0 and γ * 1 agree with the solution of Bansal and Başar for s 01 = 0. But the important consequence, which is part of the message of this paper, is that, problem B (with s 01 = 0) shares its solution with a specific convex relaxation. Theorem 3.2: Let the setting and the assumptions of Theorem 3.1 hold. The optimal value of problem B with s 01 = 0 equals the optimal value of its convex relaxation with Q DPI .
2) Solution of the Bansal-Başar problem: We now solve B and show that it shares its solution with its convex relaxation. B has the following structure:
where α = |k| s (τ (s)) 2 P S (s). Define the auxilliary problem B where τ, Q is replaced with −α ρ, Q
The convex relaxation of B using Q DPI is the following,
We will use C B to solve B. Note that C B is not a special case of C N because its objective is not linear in Q. But it can be written as a mathematical program, as C G was, in terms of the variables a, b. The resulting formulation of C B has the same constraints as C G and its objective is where OPT(·) is the optimal value of '·'. We first show that the second inequality is tight by finding a solution of C B that is feasible for B . Then we will construct a feasible point of B for which the objective of B equals OPT(B ).
The KKT conditions of C B are similar to those of C G , except for the equation
where R :
. We postulate that We now show that any solution of B must satisfy equality in the DPI (proof skipped; follows from Theorem 3.4).
Theorem 3.5: Let the setting and assumptions of Theorem 3.3 hold and let Q * be a solution of B. Define the ratedistortion function R(·) and capacity cost function C(·) as in (6)- (7) for distortion δ and cost (1 − α/(2R * ))ρ, where R * = ρ, Q * . Suppose for each P ≥ 0 there exists D ≥ 0 such that C(P ) = R(D). Then the equality holds in the DPI under the distribution Q * .
Remark III.5. DPI in problem B:
It is an open problem to ascertain if there a way of solving B that does not use the DPI [3] . The above theorem says that, except in a degenerate case, any other solution method must imply this equality in the DPI. This is true even for solutions of B that are not 'linear' (where X ∼ γ 0 S, S ∼ γ 1 Y ) or deterministic. The original proof of optimality of B by Bansal and Başar used Cauchy-Schwartz inequality (cf. Section II). We used this inequality in the construction of the auxilliary problem B . We now present an alternative proof by directly solving the convex relaxation C B (by solving its KKT conditions).
Proof of Theorem 3.3 (without Cauchy-Schwartz): We will solve the system (KKT C N ) for C B . Let X ∼ γ 0 S, S ∼ γ 1 Y and Q be the resulting PDF. In (KKT C N ), use (12)-(13), and put
, γ 0 (and ν(·)) remain to be determined. This reduces ( * ) to
where ξ := ξ 0 (γ 0 ). If s 01 = 0, setting k 0 = ξ,μ a (·) ≡ 0 and ν(·) ≡ 0 solves the problem. So assume s 01 = 0. We first determineμ a (·) to satisfy ν(·) ≥ 0. To do this, assume γ 0 is such that k 0 > ξ 0 (γ 0 ) and complete the squares to get . This completes the proof. Remark III.6. Separability of the cost: Although the objective of B cannot be written in a, b alone, using CauchySchwartz inequality, a problem B with OPT(B ) = OPT(B), and whose objective could be written in a, b was constructed. For a problem with this structure, results from communication theory apply more directly and Bansal and Başar were able to leverage them. The optimization approach, on the other hand, can address B more directly and through a more general framework, without the need for Cauchy-Schwartz inequality.
In summary we have shown that B can be solved by a particular application of the broader concept of convex relaxation where the DPI was used for constructing the convex relaxation.
D. Convex relaxation for the Witsenhausen problem
We now study the relaxation with Q DPI of the Witsenhausen problem, i.e., N with κ(z) ≡ ζ(x, s) + τ (x, s). Consider the problems, The KKT conditions of C W are a special case of (KKT C N ). Although we cannot solve C W , we can characterize its optimal value in terms of the Langrage multiplier µ a (·) (proofs have been skipped in this section). Theorem 3.6: Suppose C W has a solution Q = Q * and suppose system (KKT C N ) characterizes the solution of C W . Then OPT(W) ≥ OPT(C W ) = −E[µ a * (S)], where µ a * (·) is the value of the (scaled) Langrange multiplier µ a (·) that satisfies (KKT C N ) for Q * . In Remark III.2 we alluded to the fact that solving ( * ) is harder for C W . We now show that it is not possible to solve (KKT C N ) for C W with ν(·) ≡ 0 using linear controllers.
Theorem 3.7: Consider the convex relaxation of the Witsenhausen problem, i.e., in C W suppose S ∼ N (0, σ In a sense, the above theorem was only a sanity check. We already know from [2] that linear controllers are not optimal for the Witsenhausen problem; had we found γ 0 , γ 1 that solved C W , they would automatically be optimal for the Witsenhausen problem.
This indicates that if at all a solution of the Witsenhausen problem is to be found through C W , finding it will require a more sophisticated attempt at solving (KKT C N ). Or, it may require a different convexification.
To summarize, we have presented a general optimizationbased framework for stochastic control problems with nonclassical information structure. In this framework, these problems were equivalent to nonconvex optimization problems and the data processing inequality was a tool for constructing a suitable convex relaxation. We recovered solutions obtained by Bansal and Başar through this approach and gave insights on inverse optimal control. We concluded with a study of the relaxation of the Witsenhausen problem.
