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Error bounds for dynamical spectral estimation
Robert J. Webber∗ , Erik H. Thiede† , Douglas Dow‡ , Aaron R. Dinner† , and Jonathan
Weare‡
Abstract. Dynamical spectral estimation is a well-established numerical approach for estimating eigenvalues
and eigenfunctions of the Markov transition operator from trajectory data. Dynamical spectral
estimation has been applied for two decades in biomolecular simulation, yet its error properties
remain poorly understood. Here we analyze the error of a dynamical spectral estimation method
called “the variational approach to conformational dynamics” (VAC). We bound the approximation
error and estimation error for VAC estimates. Our analysis establishes VAC’s convergence properties
and suggests a new approach for tuning the lag time to improve VAC accuracy.
Key words. transition operator, Rayleigh-Ritz method, Markov state models, computational statistical me-
chanics, conformation dynamics
AMS subject classifications. 65C05, 60J35, 65N30
1. Introduction. An essential goal in simulation studies is identifying functions that
decorrelate slowly in time. Slowly decorrelating functions are important for dimensional-
ity reduction and prediction, since the values of these functions can be forecast far into the
future. Moreover, because of their persistent nature, slowly decorrelating functions often
have scientific significance. For example, in biomolecular systems, arrangements that control
biological activity generally decorrelate very slowly compared to small fluctuations of bond
lengths and angles.
Dynamical spectral estimation is a numerical approach that uses simulated trajectories to
estimate the eigenvalues and eigenfunctions of the Markov transition operator. Under appro-
priate assumptions, a small number of eigenfunctions span all the most slowly decorrelating
functions of the system, and the eigenvalues determine the slowest decorrelation rates. There-
fore, dynamical spectral estimation is a rigorous approach for estimating slowly decorrelating
functions.
Despite the prevalence of dynamical spectral estimation in biomolecular simulation studies,
estimated eigenfunctions and eigenvalues can have substantial error [42], and the cause of this
error is not yet fully understood. Our goal here is to identify and bound the major error
sources, thereby identifying opportunities where dynamical spectral estimation can produce
accurate results.
We focus on a dynamical spectral estimation method called “the variational approach
to conformational dynamics” (VAC) [26, 5, 25, 12]. VAC can be applied to any Markov
process Xt that is ergodic and reversible with respect to a distribution µ. After gathering
data by simulating Xt, VAC consists of two steps. First, simulation data is used to estimate
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expectations Cij (τ) = Eµ [φi (X0)φj (Xτ )] for a set of basis functions (φi)1≤i≤n. Second,
the spectral decomposition of the matrix C (0)−1C (τ) is used to estimate eigenvalues and
eigenfunctions of the transition operator of Xt.
Our mathematical analysis establishes bounds on VAC’s approximation error and esti-
mation error. Approximation error is the theoretical approximation quality of VAC if ex-
pectations Cij (τ) = Eµ [φi (X0)φj (Xτ )] were computed perfectly. Estimation error is the
additional error incurred in VAC estimates because matrices C (0) and C (τ) are computed
imperfectly using a finite data set.
We are not the first authors to mathematically examine VAC’s error. Djurdjevac and
coauthors [7] bounded the approximation error of VAC eigenvalues. We extend their work
by bounding the approximation error for VAC eigenfunctions, which are the chief objects of
interest in most applications of dynamical spectral estimation. Additionally, we provide the
first analysis of estimation error both for VAC eigenvalues and for eigenfunctions.
The analysis of VAC is challenging and requires original mathematics. We find that the
standard bounds for the approximation of eigenspaces (e.g., [35, pg. 103] or [17, pg. 990]) are
not sufficiently detailed to show how approximation error depends on the lag time parameter
τ . A major contribution of our work is to use the structure of the transition operator at
long lag times to obtain sharp error bounds. These new bounds successfully demonstrate the
benefit of long lag times for reducing approximation error.
Our error bounds draw attention to a subtle conditioning problem that has not been fully
explained in past work. VAC is error-prone at short lag times due to the high approximation
error and also at long lag times due to the high estimation error. Therefore, it is best to select
an intermediate lag time.
While our analysis does not fully determine the Goldilocks lag time that minimizes error,
we offer diagnostic tools to help measure error levels and rule out lag times that are excessively
high. One diagnostic, the VAC eigenvalue ratio, identifies the range of lag times during which
approximation error must decrease and then stabilize. A second diagnostic, the asymptotic
estimation error, identifies the estimation error from data by using asymptotic formulas. In
experiments we find that these new diagnostic tools make it possible to measure error with
greater accuracy compared to the previous leading approach [42].
The paper is organized as follows. Background material is given in section 2, theoretical
results are in section 3, numerical experiments are in section 4, mathematical derivations are
in section 5, and the conclusions follow in section 6.
2. Background. This section presents background material explaining the VAC algorithm
and the dynamical quantities VAC approximates.
2.1. VAC. We begin by introducing the steps of VAC applied to a process Xt with an
ergodic, reversible distribution µ. The algorithm starts by estimating expectations involving
a set of basis functions (φi)1≤i≤n. Subsequently, VAC solves an eigenvalue problem involving
matrices of expectations.
In Algorithm 2.1, we are purposefully vague about the exact method for obtaining the
estimates
(2.1) Cˆij (τ) ≈ Cij (τ) = Eµ [φi (X0)φj (Xτ )] .
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Algorithm 2.1 VAC algorithm at lag time τ .
1. Form matrix Cˆ (0) with entries Cˆij (0) ≈ Cij (0) = Eµ [φi (X0)φj (X0)].
2. Form matrix Cˆ (τ) with entries Cˆij (τ) ≈ Cij (τ) = Eµ [φi (X0)φj (Xτ )].
3. Solve eigenvalue problem λˆτi vˆ
i (τ) = Cˆ (0)−1 Cˆ (τ) vˆi (τ).
4. Return VAC eigenvalues λˆτi and VAC eigenfunctions γˆ
τ
i =
∑
j vˆ
i
j (τ)φj .
One common approach involves simulating long trajectories of Xt and removing the start of
each trajectory to limit equilibration bias [39]. A second common approach (“importance sam-
pling” [19]) involves simulating short trajectories and addressing bias through an appropriate
reweighting procedure [28, 50]. Since there are no restrictions on how the data set is gener-
ated, enhanced sampling techniques can be used to generate the trajectory initial conditions
or even the trajectories themselves [3, 30]
In addition to collecting a data set, another key design feature affecting VAC is the choice of
the basis functions. In the mid-1990s, early versions of VAC used the coordinate axes as basis
functions [44, 10], a choice that remains common in molecular dynamics simulations [24, 38,
31]. Independently, in the late 1990s and early 2000s, researchers began constructing spectral
estimates from “Markov state models” [37, 42, 43], a procedure mathematically equivalent to
performing VAC using a basis of indicator functions on disjoint regions of state space. This idea
of using a basis of indicator functions can be traced back to a publication by Stanislaw Ulam
in 1960 [47, pg.74-75] and leads to simplifications in the eigenvalue problem in Algorithm 2.1.
In the 2010s, it was observed that these schemes shared a common mathematical framework
that could be extended to arbitrary basis sets [26]. Subsequent work led to the development
of new families of basis functions [29, 48, 2, 27].
The name “variational approach to conformational dynamics” is inspired by the min-
max principle for self-adjoint operators [26, 33]. This variational principle demonstrates that
eigenfunctions η of the transition operator maximize the value of the autocorrelation function
(2.2) ρη (τ) = corrµ [η (X0) , η (Xτ )]
at all lag times τ > 0. Consistent with this variational principle, VAC constructs linear
combinations of basis functions that maximize autocorrelations. A recent approach due to
[20] and [4] extends the linear fitting procedure in VAC by using artificial neural networks to
form nonlinear combinations of basis functions that maximize autocorrelations. However, in
the present analysis we focus on the linear VAC algorithm as described in Algorithm 2.1, and
we leave analysis of the nonlinear fitting procedure to future work.
To help clarify the relationship between VAC and other related algorithms, we observe
that the computational steps in Algorithm 2.1 can be used for many purposes which may be
different from the goals of VAC. For example, AMUSE [46, 23] uses the same computational
procedure as Algorithm 2.1, but the goal is to solve the blind-source separation problem in
signal processing. Likewise, dynamic mode decomposition [34] and extended dynamic mode
decomposition [49] use the same computational procedure as Algorithm 2.1, but the goal is to
analyze non-reversible processes, particularly deterministic fluid flows. While the underlying
computations are similar in all these cases, VAC refers specifically to the spectral estimation
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of time-reversible processes. To learn more about the connections between VAC and other
related algorithms, we refer the reader to the helpful review paper by Klus and coauthors [15].
2.2. Spectral theory. In this subsection, we take a closer look at the transition operator
of the process Xt and its eigenfunctions. We assume Xt is either a continuous-time Feller
process [13] or a discrete-time process restricted to the even lag times t = 0, 2, 4, . . .. We
assume Xt is ergodic and time-reversible with respect to a distribution µ. Lastly, we use 〈·, ·〉
to denote the inner product on the Hilbert space L2 (µ), and we set ‖·‖ = 〈·, ·〉1/2.
The transition operator, also called the Koopman operator, is defined as the conditional
expectation operator [13]
(2.3) Tt [f ] (x) = E [f (Xt)|X0 = x] .
There are three main properties of the transition operator that determine information about
its eigenfunctions.
1. The transition operator Tt is self-adjoint in L
2 (µ). The self-adjointness follows from the
time-reversibility condition
µ (dx) pt (x, dy) = µ (dy) pt (y, dx) , ∀x, y.(2.4)
where pt (x, dy) denotes the transition probabilities for the process Xt. By integrating over
equation (2.4), we verify the self-adjointness property
〈f, Ttg〉 = 〈Ttf, g〉 , ∀f, g ∈ L2 (µ) .(2.5)
2. The transition operator satisfies the semigroup property
(2.6) Tt+s = TtTs.
For discrete-time processes, the semigroup property guarantees a decomposition
Tt = (T1)
t ∀t = 0, 1, 2, . . .(2.7)
For continuous-time Feller processes, the decomposition can be extended even further,
leading to the formula
Tt = e
tA, ∀t ≥ 0,(2.8)
which relates the semigroup Tt to its infinitesimal generator A [13].
3. The transition operator is nonnegative
〈f, Ttf〉 =
〈
Tt/2f , Tt/2f
〉 ≥ 0, ∀f ∈ L2 (µ) ,(2.9)
for all t ≥ 0 if Xt is a continuous-time process and for t = 0, 2, 4, . . . if Xt is a discrete-time
process.
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Using the spectral theorem for self-adjoint operators [32], we obtain a decomposition of
either −A or T2 and we extend this decomposition to the transition operator Tt at lag times
t ≥ 0 or t = 0, 2, 4, . . .. The spectral decomposition takes the form
(2.10) Tt =
∫ ∞
0
e−σtΠ (dσ)
where Π (dσ) is a projection-valued measure.
The spectral decomposition completely determines the time correlations of the process
Xt. In particular, if the spectrum is discrete, then a finite set of orthonormal eigenfunctions
are responsible for all the slowest decorrelations of the process Xt. However, if the spectrum
is continuous near σ = 0, there is an infinite set of orthonormal functions that decorrelate
arbitrarily slowly.
To avoid the possibility of having a continuous spectrum near σ = 0, it is sufficient to
assume Tt is compact. Under compactness, the spectral decomposition takes the form
(2.11) Tt =
∞∑
i=1
e−σit proj [ηi] ,
where e−σ1t > e−σ2t ≥ e−σ3t ≥ · · · are eigenvalues, η1, η2, η3, . . . are eigenfunctions, and
proj [ηi] is the orthogonal projection onto the subspace spanned by ηi. By the ergodicity
assumption, e−σ1t = 1 is a simple eigenvalue of Tt corresponding to the eigenfunction η1 = 1.
Figure 1 shows additional examples of eigenfunctions for a compact transition operator Tt.
Figure 1: Eigenfunctions of a compact transition operator, corresponding to dynamics
d
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Y
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(−0.4 0.17
0.17 −0.2
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X
Y
)
dt+
√
2 d
(
W1
W2
)
.
Left: typical trajectory of (Xt, Yt). Upper middle: time series for eigenfunction η2 with long
decorrelation timescale σ−12 = 5. Lower middle: time series for eigenfunction η50 with short
decorrelation timescale σ−150 = 0.1. Right: spatial structure of η2 and η50.
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While the compactness assumption is enough to facilitate a rigorous analysis of VAC,
the compactness assumption can be very restrictive. In the Monte Carlo literature, there are
numerous examples of time-reversible processes with transition operators that are not compact
such as the transition operator for the Metropolis-Hastings sampler [22, 1]. Therefore, we
prefer to use the quasi-compactness assumption, a weaker assumption satisfied by a broader
class of processes.
Assumption 2.1 (Quasi-compactness). The spectral decomposition for the transition op-
erator Tt takes the form
Tt =
r∑
i=1
e−σit proj [ηi] +Rt, Rt =
∫
[σr+1,∞)
e−σtΠ (dσ) ,(2.12)
where η1, η2, . . . , ηr are eigenfunctions, e
−σ1t > e−σ2t ≥ · · · ≥ e−σrt are eigenvalues, and e−σr+1t
is not necessarily an eigenvalue but it bounds the operator norm of the residual operator, that
is, ‖Rt‖2 ≤ e−σr+1t.
Remark 2.2. In the analysis to follow, an “eigenspace” of Tt denotes the closed linear sub-
space of eigenfunctions with a given eigenvalue. A “simple eigenvalue” has a one-dimensional
eigenspace. An “invariant subspace” U is any closed linear subspace satisfying TtU ⊆ U .
Remark 2.3. There is a common modification of Algorithm 2.1 where the estimated mean
µˆi ≈ µi = Eµ [φi (X0)] is subtracted from each one of the basis functions φi before performing
VAC (see the discussion in [15]). When the mean is removed, VAC no longer estimates the
trivial eigenfunction η1 = 1; however, VAC continues to estimate all other eigenspaces.
2.3. Approximation of eigenspaces. It is colloquially said that VAC approximates eigen-
values and eigenfunctions, but it is more correct to say that VAC approximates eigenvalues
and eigenspaces. Recall that λˆτi and γˆ
τ
i denote the VAC eigenvalues and eigenfunctions, while
e−σiτ and ηi are the true eigenvalues and eigenfunctions of the transition operator. We assume
that VAC eigenvalues are arranged from largest to smallest so that λˆτ1 ≥ λˆτ2 ≥ · · · ≥ λˆτn. Then
VAC approximates eigenvalues
(2.13) λˆτi ≈ e−σiτ
for each 1 ≤ i ≤ n. VAC approximates eigenspaces and other invariant subspaces
(2.14) span
j≤i≤k
γˆτi ≈ span
j≤i≤k
ηi,
whenever there is a gap between {σj , . . . , σk} and all other σi values.
To measure the error in VAC subspaces, we introduce two distances: the gap distance
d2 (·, ·) and the projection distance dF (·, ·).
Definition 2.4. Consider closed subspaces U and W and let W⊥ indicate the orthogonal
complement of W. Then, the gap distance and projection distance are defined by [8]
d2 (U ,W) =
∥∥∥proj [W⊥] proj [U ]∥∥∥
2
dF (U ,W) ,=
∥∥∥proj [W⊥] proj [U ]∥∥∥
F
.(2.15)
Here, ‖·‖2 denotes the operator norm and ‖·‖F denotes the Hilbert-Schmidt norm, also known
as the Frobenius norm.
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The gap distance and projection distance are very flexible, and definitions (2.15) can be
applied even if dim (U) < dim (W) ≤ ∞. In this case, we observe that d2 (U ,W) and dF (U ,W)
are not technically distances. Rather, d2 (U ,W) and dF (U ,W) are properly interpreted as
distances between U and the nearest dim (U)-dimensional subspace of W.
We end this section by introducing a useful property of the projection distance that allows
us to extend error bounds from a small range of subspaces to a wider range of subspaces when
orthogonality conditions are satisfied.
Lemma 2.5. Consider U = span (U1,U2) where U1 and U2 are orthogonal subspaces, and
W = span (W1,W2) where W1 and W2 are orthogonal subspaces. Then,
(2.16) d2F (U2,W2) ≤ d2F (U ,W) + d2F (U1,W1) .
Proof. Calculate
d2F (U2,W2) =
∥∥∥proj [U2] proj [W⊥]∥∥∥2
F
+ ‖proj [U2] proj [W1]‖2F(2.17)
≤
∥∥∥proj [U ] proj [W⊥]∥∥∥2
F
+
∥∥∥proj [U⊥1 ] proj [W1]∥∥∥2
F
(2.18)
= d2F (U ,W) + d2F (U1,W1)(2.19)
3. Theoretical results. To describe the approach taken in the theoretical analysis, we
introduce an idealized VAC algorithm where expectations Cij (τ) = Eµ [φi (X0)φj (Xτ )] and
Cij (0) = Eµ [φi (X0)φj (X0)] are computed perfectly. Notationally, we distinguish between
VAC and idealized VAC by using the hat symbol to indicate the quantities calculated using
data. For VAC, we write Cˆij (τ), λˆ
τ
i , vˆ
i (τ), and γˆτi . For idealized VAC, we write Cij (τ), λ
τ
i ,
vi (τ), and γτi .
In the theoretical analysis, we use idealized VAC to isolate two different sources of error.
We decompose subspace error using
(3.1) dF
(
span
j≤i≤k
γˆτi , span
j≤i≤k
ηi
)
︸ ︷︷ ︸
total error
≤ dF
(
span
j≤i≤k
γτi , span
j≤i≤k
ηi
)
︸ ︷︷ ︸
approximation error
+ dF
(
span
j≤i≤k
γˆτi , span
j≤i≤k
γi
)
︸ ︷︷ ︸
estimation error
.
Analogously, we decompose eigenvalue error using
(3.2)
∣∣∣λˆτi − e−σiτ ∣∣∣︸ ︷︷ ︸
total error
≤ ∣∣λτi − e−σiτ ∣∣︸ ︷︷ ︸
approximation error
+
∣∣∣λˆτi − λτi ∣∣∣︸ ︷︷ ︸
estimation error
.
Approximation error is the difference between idealized VAC estimates and the true eigenval-
ues and eigenspaces. Estimation error is the difference between VAC estimates and idealized
VAC estimates. We first present approximation error bounds in subsection 3.1 and then we
present estimation error bounds in subsection 3.2.
Remark 3.1. Throughout the section, we use numerical experiments to illustrate the im-
plications of the error bounds. Figure 2, Figure 3, and Figure 4 all demonstrate the error of
VAC when applied to the Ornstein-Uhlenbeck process dX = −X dt+√2 dW using a basis of
indicator functions. Details on how the figures were generated appear in the supplement.
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3.1. Approximation error. In this subsection, we first bound the approximation error by
using traditional Rayleigh-Ritz approximation bounds. However, we find that the Rayleigh-
Ritz bounds do not provide enough information to show how approximation error depends on
the lag time parameter τ . Therefore, we derive improved bounds by using original methods.
The improved bounds are asymptotically sharp at long lag times, revealing how long lag times
cause the approximation error to stabilize.
3.1.1. Existing approximation bounds are inadequate. The idealized VAC algorithm is
equivalent to the Rayleigh-Ritz method in spectral estimation. In the Rayleigh-Ritz method
[41], the eigenvalues and eigenspaces of a target operator A are estimated by introducing a
subspace of functions U and then calculating the eigenvalues and eigenspaces of proj [U ] A|U
where A|U denotes the restriction of A to the subspace U . This is also exactly what is
done in idealized VAC. The target operator is the transition operator Tτ , and the subspace
of basis functions is Φ = span1≤i≤n φi. Moreover, the idealized VAC eigenfunctions γτi are
eigenfunctions of proj [Φ] Tτ |Φ with eigenvalues λτi .
The equivalence between the Rayleigh-Ritz method and idealized VAC is known in the
VAC literature [36, 7]. However, the implications for VAC’s approximation error have not
yet been fully explored. Djurdjevac and coauthors [7] applied Rayleigh-Ritz error bounds
to analyze idealized VAC eigenvalues. The following theorem takes a step further, by also
applying Rayleigh-Ritz error bounds to analyze idealized VAC eigenspaces.
Theorem 3.2 (Approximation bounds).
1. In the limit as dF
(
span1≤i≤k ηi,Φ
)→ 0, idealized VAC eigenvalues converge
(3.3) λτi → e−σiτ .
2. Eigenvalue approximation error is bounded by
(3.4) 1− d22
(
span
1≤i≤k
ηi,Φ
)
≤ λ
τ
k
e−σkτ
≤ 1.
3. In the limit as dF
(
span1≤i≤k ηi,Φ
)→ 0, idealized VAC subspaces converge
(3.5) span
j≤i≤k
γτi → span
j≤i≤k
ηi,
provided there is a gap between {σj , . . . , σk} and other σi values.
4. Subspace approximation error is bounded by
(3.6) 1 ≤ d
2
F
(
span1≤i≤k γτi , span1≤i≤k ηi
)
d2F
(
span1≤i≤k ηi,Φ
) ≤ 1 + ∥∥proj [Φ⊥]Tτ proj [Φ]∥∥22∣∣e−σkτ − λτk+1∣∣2 ,
provided that e−σkτ > λτk+1.
Proof. See [16, 17] for the original proofs, or see the derivations in the supplement.
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The main takeaway from Theorem 3.2 is that the approximation error converges to zero
in the limit as
(3.7) dF
(
span
1≤i≤k
ηi,Φ
)
→ 0.
Condition (3.7) implies that the basis set Φ must become very rich, so that eigenfunctions ηi
can be closely approximated using linear combinations of basis functions.
The Rayleigh-Ritz error bound (3.6) clearly identifies how the eigenspace approximation
error must decay with an increasingly rich basis. However, the bound is not sufficiently
detailed to identify how approximation error depends on the lag time τ . As seen in Figure 2,
the Rayleigh-Ritz bound (3.6) asymptotes to infinity as the lag time increases, implying that
approximation error can grow arbitrarily large. In contrast to this upper bound, however,
experiments reveal that approximation error decreases and then stabilizes as the lag time
tends to infinity. In the next section, we will derive an improved bound that is asymptotically
sharp, describing the exact behavior of the approximation error as τ →∞.
Figure 2: Left: the Rayleigh-Ritz bound asymptotes to infinity at long and short lag times.
Center: the true approximation error stabilizes at long lag times. Right: the improved bound
presented in Theorem 3.4 is asymptotically sharp at long lag times. Here, 3D approximation
error is the projection distance between span1≤i≤3 γτi and span1≤i≤3 ηi.
3.1.2. New approximation bounds. To analyze the dependence on lag time, we develop
a mathematical approach different from the methods applied to the Rayleigh-Ritz method
in the past. We start by identifying a key stability property of idealized VAC that has not
appeared in the previous literature. As τ → ∞, idealized VAC eigenvalues and eigenspaces
converge to a well-defined limit. This convergence implies that the approximation error must
stabilize at long lag times.
To rigorously study the convergence of idealized VAC estimates, our first step is to in-
troduce the orthogonalized projection functions q1, q2, . . .. These are the natural functions
to appear in the τ → ∞ limit. They are constructed from the projected eigenfunctions
proj [Φ] η1, proj [Φ] η2, . . . , but they are adjusted to meet the orthogonality constraints on ide-
alized VAC eigenfunctions.
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Definition 3.3. Set p = min {n, r}, where n is the number of basis functions (φi)1≤i≤n and
r is the number of eigenfunctions (ηi)1≤i≤r. Assume that projections proj [Φ] ηi are linearly
independent for 1 ≤ i ≤ p. Then, define
q˜1 = proj [Φ] η1, q1 = q˜1/ ‖q˜1‖ .(3.8)
q˜2 = proj [Φ] η2 − 〈q1, η2〉 q1, q2 = q˜2/ ‖q˜2‖ .(3.9)
...(3.10)
q˜p = proj [Φ] ηp −
p−1∑
i=1
〈qi, ηp〉 qi, qp = q˜p/ ‖q˜p‖ .(3.11)
Our next step is to prove that idealized VAC eigenfunctions γτi converge to the orthogo-
nalized projections qi at long lag times.
Theorem 3.4 (The τ →∞ limit).
1. In the limit as τ →∞, idealized VAC eigenvalues converge
(3.12)
λτi
e−σiτ
→ 〈ηi, qi〉2 ,
provided there is a gap between σi and other σj values.
2. In the limit as τ →∞, idealized VAC subspaces converge
(3.13) span
j≤i≤k
γτi → span
j≤i≤k
qi,
provided there is a gap between {σj , . . . , σk} and other σi values.
3. In the limit as τ →∞, the convergence rate for idealized VAC eigenfunctions is
dF
(
span
1≤i≤k
γτi , span
1≤i≤k
qi
)
=
∣∣∣∣ 〈ηk+1, qk〉〈ηk+1, qk+1〉
∣∣∣∣ λτk+1λτk (1 + o (1)) ,(3.14)
provided e−σkτ and e−σk+1τ are simple eigenvalues and 〈ηk+1, qk〉 6= 0.
4. VAC’s approximation error is bounded by
(3.15) 1 ≤ d
2
F
(
span1≤i≤k γτi , span1≤i≤k ηi
)
d2F
(
span1≤i≤k ηi,Φ
) ≤ 1 + 1
4
∣∣∣∣ e−σk+1τλτk − e−σk+1τ
∣∣∣∣2 ,
provided that e−σk+1τ < λτk.
Proof. See subsection 5.2, subsection 5.3, and subsection 5.4.
The main message of Theorem 3.4 is that idealized VAC eigenspaces converge exponen-
tially fast as τ →∞. Because of this convergence, the approximation error must stabilize.
Interpreting the results of Theorem 3.4 further, we can identify concrete strategies for how
best to reduce approximation error. The approximation error can be divided into two parts:
(3.16) dF
(
span
j≤i≤k
γτi , span
j≤i≤k
ηi
)
︸ ︷︷ ︸
approximation error
≤ dF
(
span
j≤i≤k
qi, span
j≤i≤k
ηi
)
︸ ︷︷ ︸
lag-time-independent error
+ dF
(
span
j≤i≤k
γτi , span
j≤i≤k
qi
)
︸ ︷︷ ︸
lag-time-dependent error
.
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In this decomposition, we separate the lag-time-independent error and the lag-time-dependent
error. In applications of VAC, there are separate strategies for reducing these two error sources.
To reduce the lag-time-independent error, the best strategy is to enrich the basis set
as much as possible. If the basis set is rich enough to approximate the top eigenfunctions
η1, η2, . . . , ηk with high accuracy, then the lag-time-independent error must be low. Assuming
there is a gap between {σj , . . . , σk} and other σi values, Lemma 2.5 guarantees
(3.17) d2F
(
span
j≤i≤k
qi, span
j≤i≤k
ηi
)
︸ ︷︷ ︸
squared lag-time-independent error
≤ d2F
(
span
1≤i≤j−1
ηi,Φ
)
+ d2F
(
span
1≤i≤k
ηi,Φ
)
.
Sharper bounds on the lag-time-independent error are also presented in the supplement.
To reduce the lag-time-dependent error, the best strategy is simply to increase the lag
time. As τ → ∞, the lag-time-dependent error decays exponentially fast in proportion to
e−(σk+1−σk)τ . Given a sufficiently rich data set, the VAC eigenvalue ratio
(3.18) λˆτk+1/λˆ
τ
k
also decays in proportion to e−(σk+1−σk)τ . As seen in Figure 3, the VAC eigenvalue ratio
helps identify the asymptotic convergence rate for the lag-time-dependent error. However, at
short lag times, the lag-time-dependent error can decay more quickly than e−(σk+1−σk)τ due
to preasymptotic error sources.
Figure 3: When estimation error is low, VAC eigenvalue ratio decays in proportion to
e−(σ4−σ3)τ (left). At long lag times, lag-time-dependent error also decays in proportion to
e−(σ4−σ3)τ (right), but it decays more quickly at short lag times.
In experiments, we find it is best to interpret the VAC eigenvalue ratio as a theoretical
upper bound. When the VAC eigenvalue ratio is small, it provides a guarantee that a large part
of the lag-time-dependent error has been eliminated. Conversely, when the VAC eigenvalue
ratio is nearly one, users should be wary that VAC estimates are potentially contaminated by
lag-time-dependent error.
3.2. Estimation error. In this subsection, we present formulas for the estimation error
and explain how to calculate the typical estimation error using data.
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3.2.1. Formulas for the estimation error. In applications of VAC, it is not typically pos-
sible to evaluate expectations Cij (τ) = Eµ [φi (X0)φj (Xτ )] exactly. Instead, stochastic simu-
lation is used to provide estimates Cˆij (τ) ≈ Cij (τ). In the asymptotic limit as Cˆ (τ)→ C (τ)
and Cˆ (0)→ C (0), the estimation error is governed by the following asymptotic formulas.
Theorem 3.5 (Estimation error). Assume idealized VAC eigenfunctions are normalized so
that
〈
γτi , γ
τ
j
〉
= δij, and recall v
τ
i is the vector with γ
τ
i =
∑n
j=1 v
i
j (τ)φj. Set
Lˆli (τ) = vl (τ)
T
[
Cˆ (τ)− λτi Cˆ (0)
]
vi (τ) , 1 ≤ l, i ≤ n(3.19)
1. As Cˆ (τ)→ C (τ) and Cˆ (0)→ C (0), eigenvalue estimation error is described by
(3.20) λˆτi − λτi = Lˆii (τ) +O
(∥∥∥Cˆ (τ)− C (τ)∥∥∥2
F
+
∥∥∥Cˆ (0)− C (0)∥∥∥2
F
)
,
provided there is a gap between λτi and all other idealized eigenvalues.
2. As Cˆ (τ)→ C (τ) and Cˆ (0)→ C (0), subspace estimation error is described by
dF
(
span
j≤i≤k
γˆτi , span
j≤i≤k
γτi
)
=
 k∑
i=j
∑
l<j
or l>k
∣∣∣∣∣ Lˆli (τ)λτl − λτi
∣∣∣∣∣
2

1/2
+O
(∥∥∥Cˆ (τ)− C (τ)∥∥∥2
F
+
∥∥∥Cˆ (0)− C (0)∥∥∥2
F
)
,
(3.21)
provided there is a gap between
{
λτj , . . . , λ
τ
k
}
and all other idealized eigenvalues.
3. The condition number for VAC subspaces is given by
lim sup
Cˆ(τ)→C(τ)
Cˆ(0)→C(0)
dF
(
span
j≤i≤k
γˆτi , span
j≤i≤k
γτi
)
∥∥∥Lˆ (τ)∥∥∥
F
=
1
min
{
λτj−1 − λτj , λτk − λτk+1
} .(3.22)
with the conventions λτ0 =∞ and λτn+1 = −∞.
Proof. See subsection 5.5.
A useful quantity identified in Theorem 3.5 is the condition number [40]. The condition
number quantifies VAC’s sensitivity to small errors in the matrices Cˆ (τ) and Cˆ (0). In experi-
ments, we find the condition number is a useful heuristic for judging whether a VAC estimation
problem is easy or hard—more specifically whether a large or small data set is required for
accurate estimation. As the condition number reaches high values like 10, 25, or 100, VAC
estimates are increasingly likely to be contaminated by estimation error. Empirically, the
condition number can be estimated using
(3.23) min
{
λˆτj−1 − λˆτj , λˆτk − λˆτk+1
}−1
.
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3.2.2. Calculating the typical estimation error using data. Here, we explain how to
calculate the typical estimation error using trajectory data. We assume for simplicity that
the data consists of a single long equilibrium trajectory of the process Xt. However, the
estimation procedure described here could be generalized to other types of trajectory data.
Our approach for calculating the typical estimation error is based on the following asymp-
totic characterization.
Theorem 3.6. Assume Eµ |φi (X0)|4 <∞ for 1 ≤ i ≤ n. Assume an equilibrium trajectory
X0, X∆, X2∆, . . . , XT−∆ is simulated and estimates Cˆij (τ) are formed using
(3.24) Cˆij (τ) =
∆
T − τ
T−τ
∆
−1∑
s=0
φi (Xs∆)φj (Xs∆+τ ) + φj (Xs∆)φi (Xs∆+τ )
2
.
Then, as T →∞ the estimation error is characterized by
√
T
(
λˆτi − λτi
) D→ Zii (τ)(3.25)
√
TdF
(
span
j≤i≤k
γˆτi , span
j≤i≤k
γτi
)
D→
k∑
i=j
 ∑
l<j
or l>k
Zli (τ)
2∣∣λτl − λτi ∣∣2

1/2
.(3.26)
Here, (Zli (τ))1≤l,i≤n is a mean-zero multivariate normal distribution that satisfies
(3.27) E |Vli (τ)|2 = ∆
∞∑
s=−∞
Covµ [F
τ
li (X0, Xτ ) , F
τ
li (Xs∆, Xs∆+τ )] ,
with
(3.28) F τli (x, y) =
γτl (x) γ
τ
i (y) + γ
τ
l (y) γ
τ
i (x)
2
− λτi
γτl (x) γ
τ
i (x) + γ
τ
l (y) γ
τ
i (y)
2
.
Proof. See subsection 5.6
The great value of Theorem 3.6 it that it suggests a data-driven approach for calculating
the asymptotic estimation error. First, the data set is used to provide asymptotic variance
estimates Vˆli (τ)
2 ≈ E |Zli (τ)|2 by means of equation (3.27). Second, the estimates Vˆli (τ)2
are substituted into equation (3.25) to compute the typical eigenvalue estimation error or
equation (3.26) to compute the typical eigenspace estimation error. A complete description
of this procedure appears in the supplement.
We refer to the calculated estimation error using Theorem 3.6 as the asymptotic estimation
error. The asymptotic estimation error is empirically very accurate when estimation error
levels are low, as seen in Figure 4. However, when estimation error levels are high, the
asymptotic estimation error is no longer very accurate since the assumptions underlying the
asymptotic formulas begin to fail.
We conclude this section by considering three strategies to reduce the estimation error of
VAC. The first strategy is to increase trajectory length. By increasing the length T of the
trajectory, the estimation error consistently decreases at a 1/
√
T rate as shown in Figure 4.
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Figure 4: Estimation error for different trajectory lengths T . True error is the mean squared
estimation error from 100 independent trials. The asymptotic estimation error is calculated
during a single trial using formulas from Theorem 3.6.
The second strategy for reducing the estimation error is to prune the size of the basis set.
Examining the results of Theorem 3.5, we find that the squared estimation error increases
linearly with the number of basis functions. Therefore, it is best to include only those basis
functions that have the potential to overlap with the eigenfunctions of the transition operator.
The final strategy for reducing the estimation error is to select basis functions with fa-
vorable integrability properties. In Theorem 3.6, it is seen that the typical estimation error
potentially depends on the fourth moments of the idealized VAC coordinates. If the basis
functions themselves have large kurtosis
(3.29)
Eµ |φi (X0)− Eµ [φi (X0)]|4(
Eµ |φi (X0)− Eµ [φi (X0)]|2
)2 ,
this can increase the fourth moments of the idealized VAC coordinates, contributing to the
estimation error in VAC calculations. Integrability may be one factor that helps explain
the success of Markov state models in which the basis consists of indicator functions. The
higher moments of indicator functions are often well-controlled, compared to, e.g., higher
order polynomials of the coordinate axes.
4. Numerical experiments. In this section, we report on two numerical experiments that
illustrate the major factors impacting VAC accuracy.
4.1. Varying the basis size and trajectory length. First, we apply VAC to estimate the
span of eigenfunctions η1, η2 and η3 for the Ornstein-Uhlenbeck (OU) process
(4.1) dX = −X dt+
√
2 dW .
In two different trials, we show how VAC’s accuracy depends on the size of the basis set
and the length of the simulated trajectory. The number of basis functions and the trajectory
length are varied as follows:
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Trial 1 Trial 2
Basis functions n = 20 n = 50
Trajectory length T = 104 T = 500
In both trials, the basis functions are indicator functions on disjoint intervals.
The two different trials demonstrate that the breakdown of approximation error and es-
timation error is sensitive to context, as seen in Figure 5. The approximation error is higher
in trial 1 because of the smaller library of basis functions, while the estimation error is higher
in trial 2 because of the smaller data set. In trial 1, it is optimal to use a comparatively long
lag time of τ = 0.7. In contrast, in trial 2 it is optimal to use a comparatively short lag time
of τ = 0.1 to avoid the upsurge of estimation error at longer lag times.
Figure 5: Top: total error is decomposed into estimation error and approximation error (top).
Purple dot shows the minimum subspace error: the “optimal lag time.” Middle: asymptotic
estimation error. Bottom: VAC eigenvalue ratio. Bold lines indicate the mean over 30 inde-
pendent trajectories, while the shaded region indicates the mean ± 1 standard deviation.
In addition to showing the true error levels, Figure 5 shows two diagnostic tools that are
computed directly from the data: the asymptotic estimation error and the VAC eigenvalue
ratio. The asymptotic estimation error correctly identifies the rising levels of estimation error
as the lag time increases. The VAC eigenvalue ratio correctly identifies the reduction in the
approximation error as the lag time increases. Specifically, the VAC eigenvalue ratio decreases
at a rate of e−τ , indicating that the approximation error stabilizes more quickly than e−τ at
short time lags and eventually converges at a rate of e−τ at long time lags. The asymptotic
estimation error and VAC eigenvalue ratio could be used to to partially measure the error
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levels and to help select an appropriate lag time if the true error levels were unknown.
An alternative lag time selection strategy called “implied timescale analysis” has been
advocated in the past by VAC researchers [42]. In this strategy, the VAC eigenvalues are used
to compute the implied timescales
(4.2) − τ/ log(λˆτi ).
If VAC eigenvalues are perfect estimates of the true eigenvalues, then implied timescales are
perfectly flat and they equal σ−1i . In practice, however, implied timescales are not flat. They
increase quickly at short lag times and then increase more slowly at long lag times. To cut
down on VAC’s error, Swope and coauthors [42] proposed selecting a long enough lag time so
that the implied timescales for the eigenfunctions of interest are approximately level.
Figure 6 presents the implied timescales for the OU process. From the figure it is clear
that the implied timescales cannot be used to assess the estimation error. The estimation
error is much higher in the second trial, yet the implied timescales for trial 1 and trial 2 are
similar. However, implied timescales may help assess the approximation error. At a lag time
of τ = 0.1, the approximation error for the subspace {η1, η2, η3} begins to stabilize. At this
same lag time, the second and third implied timescales become much flatter.
Figure 6: Implied timescales of the OU process.
We conclude that implied timescale analysis may be helpful for assessing VAC approxi-
mation error when the error is initially stabilizing. However, implied timescales should not be
used to assess approximation error in the asymptotic regime or assess VAC estimation error.
The VAC eigenvalue ratio provides a rigorous approach for assessing approximation error in
the asymptotic regime, which can be computed at no additional cost compared to the implied
timescales. The asymptotic estimation error is the only tool for measuring estimation error.
4.2. Varying the size of the subspace. In this second experiment, we apply VAC to
estimate the eigenfunctions of the diffusion process
(4.3) dX = −1
2
σσT∇U(X) dt+σ dW
ERROR BOUNDS FOR DYNAMICAL SPECTRAL ESTIMATION 17
where the potential U and the diffusion matrix σ are given by
U(x1, x2) = 4x
4
1 − 8x21 + x1 + 0.5x22, σ =
(
2 0
−1 √3
)
.(4.4)
We simulate an equilibrium trajectory of length T = 500 and then apply VAC using the basis
set
{
1, x1, x2, x
2
1, x1x2, x
2
2
}
.
We investigate how the accuracy changes when VAC is used to estimate two subspaces of
different sizes: span {η1, η2} and span {η1, η2, η3}. When estimating span {η1, η2}, there is a
wide range of lag times that all lead to low error levels. As seen in Figure 7, the total error
decreases between lag times of τ = 0 and τ = 0.2, but it is nearly constant for all lag times
between τ = 0.2 to τ = 1.5. In contrast, when estimating span {η1, η2, η3}, the total error is
V-shaped with a distinct minimum at the lag time τ = 0.2. The error rises rapidly as the lag
time is increased beyond τ = 0.2 due to an upsurge in the estimation error.
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Figure 7: When the minimum condition number is 2.0, estimation error is low (left). When
the minimum condition number is 9.5, estimation error is much higher (right).
What explains the different error profiles when estimating the subspace span {η1, η2} versus
span {η1, η2, η3}? The explanation is not a difference in the data set or the basis set, since
these factors remain the same when estimating the two subspaces. Rather, the increase in
estimation error is due to the much higher condition number for the subspace span {η1, η2, η3}.
No matter how the lag time is selected, the condition number (λτ4 − λτ3)−1 is at least as high as
9.5. In contrast, when estimating the subspace span {η1, η2}, the minimum condition number
(λτ3 − λτ2)−1 is just 2.0. Here we see a high condition number is associated with increased
levels of estimation error and a stronger relationship between estimation error and lag time.
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To avoid situations where the estimation error is uncontrollably high, VAC users should
identify well-conditioned subspaces and focus on estimating these subspaces whenever possible.
As shown in the VAC eigenvalue plot in Figure 8, eigenvalues for well-conditioned subspaces
often visually stand apart from the rest of the eigenvalues. The large gap between the second
and third VAC eigenvalue indicates a natural separation in timescales, which implies that
span {η1, η2} is a well-conditioned subspace.
Figure 8: VAC eigenvalues.
5. Mathematical derivations. In this section, we prove the mathematical results pre-
sented in Theorem 3.4, Theorem 3.5, and Theorem 3.6.
5.1. Building mathematical intuition. Before proving Theorem 3.4, we identify the in-
tuitive mathematical reason why idealized VAC estimates converge at long lag times. The
intuitive reason for the convergence is revealed through a decomposition of the matrix C (τ).
Applying the spectral decomposition (2.12), we find that each matrix entry Cij (τ) has an
exponentially decaying structure.
Cij (τ) = 〈φi, Tτφj〉 =
r∑
l=1
e−σlτ 〈ηl, φi〉 〈ηl, φj〉+O
(
e−σr+1τ
)
as τ →∞.(5.1)
Thus, the matrix C (τ) is the sum of exponentially decaying rank-one matrices
C (τ) =
r∑
l=1
e−σlτ
〈
ηl, ~φ
〉〈
ηl, ~φ
〉T
+O (e−σr+1τ) as τ →∞,(5.2)
where we have used the shorthand
〈
ηl, ~φ
〉
to denote the vector with entries 〈ηl, φi〉.
To approximate the behavior of idealized VAC at long lag times, we remove the smallest
terms in the expansion (5.2) and replace C (τ) by the sum of k rank-one matrices
(5.3)
k∑
l=1
e−σlτ
〈
ηl, ~φ
〉〈
ηl, ~φ
〉T
.
ERROR BOUNDS FOR DYNAMICAL SPECTRAL ESTIMATION 19
When the rank-k approximation is used in place of C (τ), it results that the top k idealized
VAC eigenfunctions γτ1 , . . . , γ
τ
k span the subspace
(5.4) span
1≤i≤k
qi = proj [Φ] span
1≤i≤k
ηi.
Therefore, the truncation argument helps intuitively explain the convergence of idealized eigen-
functions γτi to orthogonalized projections qi as τ →∞. Our proofs in subsection 5.2, subsec-
tion 5.3, and subsection 5.4 essentially serve to justify the truncation argument and to provide
rigorous bounds on the convergence behavior.
5.2. Convergence of idealized eigenvalues. In this section, we prove the convergence of
idealized VAC eigenvalues
λτi
〈ηi, qi〉2 e−σiτ
→ 1 as τ →∞(3.12)
when there is a gap between σi and other σj values. To prove this result, our main tool is the
min-max principle for self-adjoint operators [33]:
Lemma 5.1. Consider a quasi-compact self-adjoint operator
(5.5) A =
∑r
i=1
λi proj [ηi] +R.
Here, η1, η2, . . . , ηr are orthonormal eigenfunctions of A with eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λr,
and the spectrum of R lies in (−∞, λr). Then, for each 1 ≤ k ≤ r,
(5.6) λk (A) = max
dim(H)=k
min
η∈H,η 6=0
〈η,Aη〉
〈η, η〉
Before applying the min-max principle, we derive two estimates.
Proposition 5.2. For any φ ∈ Φ ∩ (span1≤i≤k−1 qi)⊥,
(5.7)
〈φ, Tτφ〉
〈φ, φ〉 ≤ e
−σkτ 〈ηk, qk〉2 + e−σk+1τ .
Proof. Calculate
〈φ, Tτφ〉 =
〈
φ,
(∑r
i=k
e−σiτ proj [ηi] +Rτ
)
φ
〉
(5.8)
= e−σkτ 〈ηk, φ〉2 +
〈
φ,
(∑r
i=k+1
e−σiτ proj [ηi] +Rτ
)
φ
〉
(5.9)
≤ e−σkτ 〈ηk, qk〉2 〈qk, φ〉2 + e−σk+1τ 〈φ, φ〉(5.10)
≤ e−σkτ 〈ηk, qk〉2 〈φ, φ〉+ e−σk+1τ 〈φ, φ〉 .(5.11)
Proposition 5.3. Set H1:k−1 = span1≤i≤k−1 ηi. Then for any q ∈ span1≤i≤k qi,
(5.12)
〈q, Tτq〉
〈q, q〉 ≥ e
−σkτ
(
〈ηk, qk〉2 −− d
2
2 (H1:k−1,Φ)
e(σk−σk−1)τ
(
1− d22 (H1:k−1,Φ)
)− 〈ηk, qk〉2
)
provided the denominator term is positive.
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Proof. It suffices to consider the ‖q‖ = 1 case. Then, q can be decomposed as q = aq′+bqk
where a2 + b2 = 1, q′ ∈ Q1:k−1, and ‖q′‖ = 1. It follows
〈q, Tτq〉 ≥
〈
q,
(
e−σk−1τ proj [H1:k−1] + e−σkτ proj [ηk]
)
q
〉
(5.13)
= a2e−σk−1τ
∥∥proj [H1:l−1] q′∥∥2 + e−σkτ 〈ηk, aq′ + bqk〉2 .(5.14)
Thus, 〈q, Tτq〉 is bounded from below by the lowest eigenvalue of
M = e−σk−1τ
∥∥proj [H1:k−1] q′∥∥2(1 00 0
)
+ e−σkτ
( 〈ηk, q′〉2 〈ηk, q′〉 〈ηk, qk〉
〈ηk, q′〉 〈ηk, qk〉 〈ηk, qk〉2
)
.(5.15)
For any symmetric real-valued matrix M =
(
a b
b c
)
with a > c, the lowest eigenvalue is at
least as large as c− b2/ (a− c) [21]. We can check that
e−σk−1τ
(
1−
∥∥∥proj [H⊥1:k−1] q′∥∥∥2) ≥ e−σk−1τ (1− d22 (H1:k−1,Φ))(5.16)
e−σkτ
∣∣〈ηk, q′〉∣∣ ≤ e−σkτ ∥∥∥proj [H⊥1:k−1] q′∥∥∥ ≤ e−σkτd2 (H1:k−1,Φ) .(5.17)
Therefore, the lowest eigenvalue of the matrix M is at least as large as
(5.18) e−σkτ 〈ηk, qk〉2 − e
−2σkτd22 (H1:k−1,Φ)
e−σk−1τ
(
1− d22 (H1:k−1,Φ)
)− e−σkτ 〈ηk, qk〉2 .
Proof of (3.12). Using the min-max principle and Proposition 5.2,
(5.19) λτk = max
dim(S)=k,S⊆Φ
min
φ∈S
〈φ, Tτφ〉
〈φ, φ〉 ≤ e
−σkτ 〈ηk, qk〉2 (1 + o (1))
as τ →∞. Using the min-max principal and Proposition 5.3,
λτk = max
dim(S)=k,S⊆Φ
min
φ∈S
〈φ, Tτφ〉
〈φ, φ〉 ≥ minq∈Q1:k
〈q, Tτq〉
〈q, q〉 ≥ e
−σkτ 〈ηk, qk〉2 (1 + o (1)) .(5.20)
5.3. Convergence of idealized subspaces. In this section, we prove the statement in
Theorem 3.4 that idealized VAC subspaces converge
span
j≤i≤k
γτi → span
j≤i≤k
qi, τ →∞(3.13)
whenever there is a gap between {σj , . . . , σk} and other σi values. To prove this result, our
main tool is a well-known lemma due to Davis and Kahan [6].
Lemma 5.4. Suppose A and B are self-adjoint operators and U andW are closed subspaces.
If the spectrum of proj [U ] A|U lies in the interval [a, b] and the spectrum of proj [W] B|W lies
in (−∞, a− δ] ∪ [b+ δ,∞),
δ ‖proj [W] proj [U ]‖F
≤ ‖proj [W] proj [U ]B proj [U ]− proj [W] proj [U ] proj [W]A‖F .
(5.21)
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The Davis and Kahan lemma leads to the following error bound.
Proposition 5.5. Assume that λτk > e
−σk+1. Then, the distance between subspaces Γτ1:k =
span1≤i≤k γτi and Q1:k = span1≤i≤k qi is bounded by
(5.22) dF (Γ
τ
1:k, Q1:k) ≤
e−σk+1τ
2
(
λτk − e−σk+1τ
)dF( span
1≤i≤k
ηi,Φ
)
.
Proof. The spectrum of proj
[
Φ ∩Q⊥1:k
]
Tτ |Φ∩Q⊥1:k lies in the interval [0, e
−σk+1τ ], while the
spectrum of proj [Γτ1:k] Tτ |Γτ1:k lies in the interval [λ
τ
k, 1]. Therefore, the spectral gap is at least
λτk − e−σk+1τ . We calculate(
λτk − e−σk+1τ
) ∥∥∥proj [Φ ∩Q⊥1:k] proj [Γτ1:k]∥∥∥
F
(5.23)
≤
∥∥∥proj [Φ ∩Q⊥1:k] proj [Γτ1:k]Tτ proj [Γτ1:k]
−proj
[
Φ ∩Q⊥1:k
]
Tτ proj
[
Φ ∩Q⊥1:k
]
proj [Γτ1:k]
∥∥∥
F
(5.24)
=
∥∥∥proj [Φ ∩Q⊥1:k]Tτ proj [Γτ1:k]
−proj
[
Φ ∩Q⊥1:k
]
Tτ proj
[
Φ ∩Q⊥1:k
]
proj [Γτ1:k]
∥∥∥
F
(5.25)
=
∥∥∥proj [Φ ∩Q⊥1:k]Tτ proj [Q1:k] proj [Γτ1:k]∥∥∥
F
(5.26)
≤
∥∥∥proj [Φ ∩Q⊥1:k]Tτ proj [Q1:k]∥∥∥
F
(5.27)
where we have used the fact that Γτ1:k is an invariant subspace of proj [Φ]Tτ proj [Φ]. Next,
we introduce the subspace H1:k = span1≤i≤k ηi, which is orthogonal to proj
[
Φ ∩Q⊥1:k
]
. Then,
(5.28)
∥∥∥proj [H1:k] proj [Q⊥1:k]∥∥∥
F
=
∥∥∥proj [H1:k] proj [Φ⊥]∥∥∥
F
= dF
(
span
1≤i≤k
ηi,Φ
)
.
To complete the theorem, it is enough to show∥∥∥proj [Φ ∩Q⊥1:k]Tτ proj [Q1:k]∥∥∥
F
≤ e
−σk+1τ
2
∥∥∥proj [H1:k] proj [Q⊥1:k]∥∥∥
F
.(5.29)
To prove equation (5.29), we apply a useful property of the Frobenius norm. For any
bounded linear operators A and B, if it is true that ‖Au‖ ≤ ‖Bu‖ for all u, then it follows
that ‖A‖F ≤ ‖B‖F [11]. Using this property, it is sufficient to prove
(5.30)
∥∥∥proj [Φ ∩Q⊥1:k]Ttq∥∥∥ ≤ e−σk+1τ2 ∥∥∥proj [H⊥1:k] q∥∥∥
for all q ∈ Q1:k. Moreover, it is sufficient to prove that
(5.31) |〈φ, Ttq〉| ≤ e
−σk+1τ
2
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for all φ ∈ Φ ∩Q⊥1:k and q ∈ Q1:k with ‖φ‖ =
∥∥proj [H⊥1:k] q∥∥ = 1. We observe
(5.32)
∥∥∥proj [H⊥1:k] (φ± q)∥∥∥2 = ∥∥∥φ± proj [H⊥1:k] q∥∥∥2 = 2± 2〈proj [H⊥1:k]φ, q〉 = 2.
Using the polarization identity and the fact that H⊥1:k is an invariant subspace of Tτ , conclude
|〈φ, Tτq〉| =
∣∣∣〈proj [H⊥1:k]φ, Tτ proj [H⊥1:k] q〉∣∣∣(5.33)
=
∣∣∣∣14 〈proj [H⊥1:k] (φ+ q) , Tτ proj [H⊥1:k] (φ+ q)〉
−1
4
〈
proj
[
H⊥1:k
]
(φ− q) , Tτ proj
[
H⊥1:k
]
(φ− q)
〉∣∣∣∣(5.34)
≤ 1
2
∥∥∥proj [H⊥1:k]Tτ proj [H⊥1:k]∥∥∥
2
(5.35)
≤ e
−σk+1τ
2
.(5.36)
Proposition 5.5 allows us to verify the error bound (3.15) that was presented in Theo-
rem 3.4.
d2F
(
span
1≤i≤k
γτi , span
1≤i≤k
ηi
)
(5.37)
=
∥∥∥proj [Φ⊥] proj [H1:k]∥∥∥2
F
+
∥∥∥proj [(Γτ1:k)⊥] proj [Φ] proj [H1:k]∥∥∥2
F
(5.38)
=
∥∥∥proj [Φ⊥] proj [H1:k]∥∥∥2
F
+
∥∥∥proj [(Γτ1:k)⊥] proj [Q1:k] proj [H1:k]∥∥∥2
F
(5.39)
≤
(
1 +
1
4
∣∣∣∣ e−σk+1τλτk − e−σk+1τ
∣∣∣∣2
)
d2F
(
span
1≤i≤k
ηi,Φ
)
.(5.40)
In addition, Proposition 5.5 implies the convergence of idealized VAC eigenspaces. Indeed,
if there is a gap between σk and σk+1, the right-hand side of equation (5.22) must vanish as
τ →∞. We must have
span
1≤i≤k
γτi → span
1≤i≤k
qi as τ →∞.(5.41)
Moreover, by applying the quadratic inequality in Lemma 2.5, we verify that
span
j≤i≤k
γτi → span
j≤i≤k
qi, as τ →∞(3.13)
provided there is a gap between {σj , . . . , σk} and other σi values.
5.4. Asymptotic error multiplier. In this section, we confirm the last part of Theorem 3.4.
dF
(
span
1≤i≤k
γτi , span
1≤i≤k
qi
)
=
∣∣∣∣ 〈ηk+1, qk〉〈ηk+1, qk+1〉
∣∣∣∣ λτk+1λτk (1 + o (1)) as τ →∞,(3.14)
provided that e−σkτ and e−σk+1τ are simple eigenvalues, and 〈ηk+1, qk〉 6= 0.
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Proof of (3.14). If there are fewer orthogonalized projection functions (qi)1≤i≤p compared
to basis functions (φi)1≤i≤n, we select additional functions (qi)p+1≤i≤n so that (qi)1≤i≤n is a
complete orthonormal basis for Φ. Then dF (Γ1:k, Q1:k) is given by∥∥∥proj [Φ ∩Q⊥1:k]proj [Γ1:k]∥∥∥
F
(5.42)
=
∥∥∥∥(∑ni=k+1 qi 〈qi, ·〉)
(∑k
j=1
γτj
〈
γτj , ·
〉)∥∥∥∥
F
(5.43)
=
∥∥∥∥∑ni=k+1∑kj=1 qi 〈qi, γτj 〉 〈γτi , ·〉
∥∥∥∥
F
(5.44)
=
(∑n
i=k+1
∑k
j=1
〈
qi, γ
τ
j
〉2)1/2
(5.45)
The terms
〈
qi, γ
τ
j
〉
are determined by the eigenvalue equation
(5.46) λτj
〈
qi, γ
τ
j
〉
=
〈
qi, Tτγ
τ
j
〉
=
∑n
l=1
〈qi, Tτql〉
〈
ql, γ
τ
j
〉
.
As τ →∞, Theorem 3.2 and the calculations in Proposition 5.5 imply
(5.47) 1/λτj = O (eσjτ ) and |〈qi, Tτql〉| ≤ min
{
e−σiτ , e−σlτ
}
.
Setting  = min {σk+2 − σk, σk+1 − σk} and sending τ →∞, we find∥∥∥proj [Φ ∩Q⊥1:k]proj [Γ1:k]∥∥∥
F
= |〈qk+1, γk〉|+O
(
e−τ
)
(5.48)
=
∣∣∣∣ 1λτk
∑n
l=1
〈qk+1, Tτql〉 〈ql, γτk 〉
∣∣∣∣+O (e−τ)(5.49)
Lastly, as τ →∞, we observe that γτk → qk and
〈qk+1, Tτqk〉 = 〈ηk+1, qk〉 〈ηk+1, qk+1〉 e−σk+1τ (1 + o(1))(5.50)
=
〈ηk+1, qk〉
〈ηk+1, qk+1〉λ
τ
k+1 (1 + o (1))(5.51)
This verifies (3.14).
5.5. Matrix perturbation theory. In this section, we show how matrix perturbation the-
ory can be used to verify the error formulas in Theorem 3.5.
Proof of Theorem 3.5. We first organize idealized VAC eigenvalues and coordinate vectors
into matrices
Λ (τ) = diag
{(
λτ1 · · · λτn
)}
, V (τ) =
(
v1 (τ) . . . vn (τ) .
)
(5.52)
Due to the normalization δij =
〈
γτi , γ
τ
j
〉
, we must have
V (τ)T C (0)V (τ) = I, V (τ)T C (τ)V (τ) = Λ (τ) .(5.53)
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Thus, idealized VAC eigenfunctions γτi and eigenvalues λ
τ
i are the eigenfunctions and eigen-
values of the multiplication operator
(5.54)
∑n
i,j=1
γτi Λij (τ)
〈
γτj , ·
〉
=
∑n
i,j=1
γτi
(
V (τ)−1C (0)−1C (τ)V (τ)
)
ij
〈
γτj , ·
〉
.
In contrast, VAC eigenfunctions γˆτi and eigenvalues λˆ
τ
i are eigenfunctions and eigenvalues of
(5.55)
∑n
i,j=1
γτi
(
V (τ)−1 Cˆ (0)−1 Cˆ (τ)V (τ)
)
ij
〈
γτj , ·
〉
.
As Cˆ (0)→ C (0) and Cˆ (τ)→ C (τ), we calculate
V (τ)−1 Cˆ (0)−1 Cˆ (τ)V (τ)(5.56)
= V (τ)T C (0) Cˆ (0)−1 Cˆ (τ)V (τ)(5.57)
= V (τ)T
[
I +
[
Cˆ (0)C (0)−1 − I
]]−1
Cˆ (τ)V (τ)(5.58)
= V (τ)T
[
Cˆ (τ)−
[
Cˆ (0)C (0)−1 − I
]
C (τ)
]
V (τ)
+O
(∥∥∥Cˆ (0)− C (0)∥∥∥2
F
+
∥∥∥Cˆ (τ)− C (τ)∥∥∥2
F
)(5.59)
= Λ (τ) + Lˆ (τ) +O
(∥∥∥Cˆ (0)− C (0)∥∥∥2
F
+
∥∥∥Cˆ (τ)− C (τ)∥∥∥2
F
)
,(5.60)
where we have made repeated use of the identities (5.53). Theorem 3.5 then follows by applying
the first-order asymptotic formulas for the perturbation of eigenvalues and invariant subspaces
when a diagonal matrix Λ (τ) is perturbed by a small error matrix Lˆ (τ) (e.g., [14]).
5.6. Variance estimates. In this section we verify the results of Theorem 3.6.
Proof of Theorem 3.6. Following the definitions in Theorem 3.5, we set
Lˆli (τ) = vl (τ)
T
[
Cˆ (τ)− λτi Cˆ (0)
]
vi (τ) , 1 ≤ l, i ≤ n.(5.61)
We will show the variables
√
T Lˆli (τ) converge to a mean-zero multivariate normal distri-
bution as T →∞. First decompose Lˆli (τ) into three terms
(5.62)
∆
T − τ
T−τ
∆
−1∑
s=0
F τli (Xs∆, Xs∆+τ )︸ ︷︷ ︸
A
+λτi
∆τ
T (T − τ)
T−τ
∆
−1∑
s= τ
∆
γτl (Xs∆) γ
τ
i (Xs∆)︸ ︷︷ ︸
B
− λτi
∆ (T − 2τ)
2T (T − τ)
 τ∆−1∑
s=0
γτl (Xs∆) γ
τ
i (Xs∆) +
T
∆
−1∑
s=T−τ
∆
γτl (Xs∆) γ
τ
i (Xs∆)

︸ ︷︷ ︸
C
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We can bound terms B and C using
Var [B] ≤
∣∣∣∣ ∆τT (T − τ)
∣∣∣∣2 T − 2τ∆ Varµ [γτl (X0) γτi (X0)](5.63)
Var [C] ≤
∣∣∣∣∆ (T − 2τ)T (T − τ)
∣∣∣∣2 2τ∆ Varµ [γτl (X0) γτi (X0)](5.64)
As T → ∞, Var [B] is O (T−3) and Var [C] is O (T−2), so both of these terms make an
asymptotically negligible contribution to
√
T Lˆli (τ).
A is the sample average of a stationary, mean-zero process s 7→ F τli (Xs∆, Xs∆+τ ). More-
over the conditional expectations E [F τli (Xs∆, Xs∆+τ )|X0 = x] satisfy
‖E [F τli (Xs∆, Xs∆+τ )|X0 = x]‖ ≤ Ce−σ2s∆ ∀s ≥ 0,(5.65)
for an appropriate constant C <∞. Condition (5.65) is an asymptotic negligibility condition
that guarantees the validity of the central limit theorem for the process s 7→ F τli (Xs∆, Xs∆+τ ).
Using the central limit theorem in [9, ch. 5], we verify
√
T Lˆli (τ)
D→ N
(
0,∆
∞∑
s=−∞
Covµ [F
τ
li (X0, Xτ ) , F
τ
li (Xs∆, Xs∆+τ )]
)
, T →∞(5.66)
For simplicity, we have considered the asymptotic distribution of Lˆli (τ). However, by the
same approach we find that any linear combination of the Lˆli (τ) variables has a limiting mean-
zero normal distribution. By the Crame´r-Wold theorem [13], the variables Lˆli (τ) converge
jointly to a mean-zero multivariate normal distribution. Theorem 3.6 follows by applying the
asymptotic formulas (3.20) and (3.21).
6. Conclusions. In this paper, we have identified and bounded the major error sources
of “the variational approach to conformational dynamics” (VAC) [26, 5, 25, 12]. VAC is
frequently applied in biomolecular simulation studies to estimate the largest eigenvalues
e−σ1τ ≥ e−σ2τ ≥ · · · ≥ e−σkτ for the Markov transition operator Tτ , along with the cor-
responding eigenfunctions η1, η2, . . . , ηk.
We have proved that VAC can identify subspaces of eigenfunctions spanj≤i≤k ηi even
when the state space is enormously high-dimensional. The convergence of VAC eigenfunction
estimates is guaranteed under three conditions:
1. The values {σj , . . . , σk} are separated from all other σi values by a spectral gap.
2. The library of basis functions (φi)1≤i≤n is very rich so that linear combinations of basis
functions can fully represent η1, . . . , ηk.
3. The data set is very large so that expectations Cij (0) = Eµ [φi (X0)φj (X0)] and Cij (τ) =
Eµ [φi (X0)φj (Xτ )] are evaluated with vanishing error.
VAC converges for any value of the lag time parameter τ > 0, yet the choice of lag time
can dramatically alter the speed of convergence. Hence, our main contribution is to prove
error bounds that explicitly show how error depends on the lag time. These bounds provide
a full theoretical justification for why limitations in the basis set contribute to the error at
short lag times and limitations in the data set contribute to the to error at long lag times.
26 R. J. WEBBER, E. H. THIEDE, D. DOW, A. R. DINNER, J. WEARE
Our numerical analysis approach is flexible, and it could be extended to algorithms besides
VAC that estimate dynamical quantities of interest using trajectory data. A broadly useful
approach involves decomposing the total error into approximation error and estimation error.
Another useful approach involves identifying asymptotic formulas for the estimation error and
then calculating the asymptotic estimation error using trajectory data. In future research, it
is our goal to rigorously analyze the approximation and estimation error for other powerful
algorithms used in biochemical simulation (e.g., [45]).
Lastly, while the main purpose of our work is to deepen theoretical understanding, we
also provide practical diagnostic tools to assess VAC’s accuracy and tune VAC’s parameters.
We present the VAC eigenvalue ratio as a tool to identify a range of lag times during which
then approximation error stabilizes. We present the asymptotic estimation error as the first
known measure that begins to provide error bars for VAC calculations. These diagnostic tools
have direct relevance to the thousands of biochemical researchers using VAC, pointing the
way toward a more streamlined lag time selection process and a more critical assessment of
VAC’s error for the future.
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7. Supplement.
7.1. Asymptotic estimation error. We describe the procedure for calculating the asymp-
totic estimation error in Algorithm 7.1.
7.2. Figures for the Ornstein-Uhlenbeck process. Here we provide additional informa-
tion about how Figure 2 - Figure 6 were generated. These figures show VAC applied to the
Ornstein-Uhlenbeck process
dX = −X dt+
√
2 dW(7.6)
X0 ∼ N (0, 1) .(7.7)
The eigenfunctions of the transition operator Tt are the Hermite polynomials
(7.8) 1, x,
x2 − 1√
2
,
x3 − 3x√
6
, . . .
with eigenvalues 1, e−t, e−2t, e−3t, . . ..
The conditional distribution for the OU process is determined by
(7.9) Law (Xt|X0 = x) = N
(
xe−t, 1− e−2t) .
Therefore, we can simulate the OU process in discrete time using the exact evolution equations
X0 ∼ N (0, 1) .(7.10)
Xt+∆ = e
−∆Xt + ξt, ξt ∼ N
(
0, 1− e−2∆t) .(7.11)
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Algorithm 7.1 Asymptotic estimation error
1. For 1 ≤ l, i ≤ n, perform the following calculations.
(a) Form the time series Fˆ τli (Xr∆, Xr∆+τ ) for r = 0, 1, . . . ,
T−τ
∆ − 1, where the function
Fˆ τli (x, y) is given by
(7.1)
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.
(b) For s = 0, 1, . . . , T−τ∆ − 1, calculate the autocovariance terms Rˆli (s∆) given by
(7.2)
1
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)
(c) Use the approach in [39, pg.143-145] to determine a truncation threshold K such
that Rˆli (s∆) ≈ 0 for s > K, and set
(7.3) Vˆli (τ)
2 =
∆
T
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)
.
2. Estimate eigenvalue estimation error or subspace estimation error using
E
∣∣∣λˆτi − λτi ∣∣∣2 ≈ Vˆii (τ)2(7.4)
E
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When we apply VAC to the OU process, we use a basis of n indicator functions on disjoint
intervals, namely,
(7.12)
{
1(−∞,q1),1[q1,q2),1[q2,q3), . . . ,1[qn−1,∞)
}
The boundary points
(7.13) q0 = −∞ < q1 < q2 < · · · < qn−1 < qn =∞
are selected as follows:
1. First, we set qi = Φ
−1 (i/n) where
(7.14) Φ (x) =
∫ x
−∞
e−y2/2√
2pi
dy
is the cumulative distribution function for a standard normal random variable and Φ−1 is
the inverse cumulative distribution function, also called the quantile function.
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2. Next, we set qi ← qi+, where  is an offset parameter that is always  = 0.1 in our figures.
The offset parameter helps make our examples realistic, since it would typically be impossible
in VAC applications to identify quantiles of the equilibrium distribution exactly.
Although many quantities involving the Ornstein-Uhlenbeck process can be calculated
analytically, we used numerical quadrature to evaluate the integrals
(7.15) 〈ηi, φj〉 =
∫ qj
qj−1
ηi (x)
e−x2/2√
2pi
dx
and
(7.16) 〈φi, Tτφj〉 =
∫ qj
qj−1
[
Φ
(
qi − xe−τ√
1− e−2τ
)
− Φ
(
qi−1 − xe−τ√
1− e−2τ
)]
e−x2/2√
2pi
dx .
Remark 7.1. If the offset parameter were set to  = 0, the linear span Φ of the basis func-
tions would decompose into even functions φ (x) = φ (−x) and odd functions φ (x) = −φ (−x).
Thus, idealized VAC would decompose into one estimation problem for the even eigenfunc-
tions 1,
(
x2 − 1) /√2, . . . and an orthogonal estimation problem for the odd eigenfunctions
x,
(
x3 − 3x) /√6, . . .. The lag-time-dependent approximation error would no longer decay at
an asymptotic e−(σk+1−σk)τ = e−τ rate, since the conditions of part 3 of Theorem 3.4 would
be violated. Rather, the lag-time-dependent approximation error would decrease at a faster
e−(σk+2−σk)τ = e−2τ rate. This observation suggests that symmetries of the transition oper-
ator can be exploited to reduce VAC’s approximation error. However, a full exploration of
symmetry considerations is outside the scope of the current paper.
7.3. Figures for the double well process. Here we provide additional information about
how Figure 7 and Figure 8 were generated. These figures show VAC applied to the process
(7.17) dX = −1
2
σσT∇U(X) dt+σ dW
where the potential U and the diffusion matrix σ are given by
U(x1, x2) = 4x
4
1 − 8x21 + x1 + 0.5x22, σ =
(
2 0
−1 √3
)
.(7.18)
Xt is a double well process that spends long time periods in potential wells near (−1, 0) and
(1, 0) with rare transitions between wells. We simulate Xt using the BAOAB-limit integrator
presented in Leimkuhler and Matthews [18] with the timestep ∆ = 10−4. We discard the first
t = 10 time units of each trajectory to reduce equilibration bias.
To calculate reference values for the true eigenfunctions ηi and the idealized VAC matrices
C (τ), we use the numerical PDE approach from appendix D of reference [45]. We first con-
struct a grid from −2 to 2 in x and from −5 to 5 in y with grid spacing of  = (6× 10−4)−1/2.
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We next construct the transition matrix P for a hopping process on a grid:
P (x± , y) = 1
6 (1 + exp [U(x± , y)− U(x, y)])(7.19)
P (x, y ± ) = 1
6 (1 + exp [U(x, y ± )− U(x, y)])(7.20)
P (x± , y ± ) = 1
6 (1 + exp [U(x± , y ± )− U(x, y)])(7.21)
P (x± , y ∓ ) = 0(7.22)
P (x, y) = 1− P (x+ , y)− P (x− , y)− P (x, y + )− P (x, y − ).(7.23)
In the  → 0 limit, the action of 24
2
(P − I) on smooth functions approximates the action of
the infinitesimal generator L for the process Xt.
We calculate the eigenfunctions ηi using eigenfunctions of P . We calculate the idealized
VAC matrix C (τ) using the approximation
Cij (τ) =
〈
φi, e
Lτφj
〉
(7.24)
≈
〈
φi,
(
I +
2
24
L
)24τ/2
φj
〉
(7.25)
≈ ~φTi DµP 24τ/
2~φj ,(7.26)
where ~φi is the vector of φi values evaluated at each gridpoint and Dµ is a diagonal matrix
with the stationary measure associated with each gridpoint on the diagonal.
7.4. Rayleigh-Ritz approximation bounds. In this section, we re-derive the classic ap-
proximation bounds for the Rayleigh-Ritz method first presented in [16] and [17, pg. 992].
Our first step is to verify the inequality
(7.27) 1− d22
(
span
1≤i≤k
ηi,Φ
)
≤ λk (τ)
e−σkτ
≤ 1
that appears in the statement of Theorem 3.2.
Proof of equation (3.4). As in the proof of Theorem 3.4, the upper bound
(7.28) λk (τ) = max
dim(H)=k,H⊆Φ
min
η∈H
〈η, Tτη〉
〈η, η〉 ≤ maxdim(H)=kminη∈H
〈η, Tτη〉
〈η, η〉 = e
−σkτ
follows directly from the min-max principle.
The lower bound on λk (τ) follows trivially if d2
(
span1≤i≤k ηi,Φ
)
= 1. To handle the case
d2
(
span1≤i≤k,Φ
)
< 1, we define subspaces
H1:k = span
1≤i≤k
ηi and Q1:k = proj [Φ] span
1≤i≤k
ηi.(7.29)
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For any q ∈ Q1:k with ‖q‖ = 1, we calculate
eσkτ ≤ 〈Tτ proj [H1:k] q,proj [H1:k] q〉〈proj [H1:k] q,proj [H1:k] q〉 =
〈Tτ proj [H1:k] q,proj [H1:k] q〉
1− ∥∥proj [H⊥1:k] q∥∥2(7.30)
≤ 〈proj [H1:k]Tτ proj [H1:k] q, q〉+
〈
proj
[
H⊥1:k
]
Tτ proj
[
H⊥1:k
]
q, q
〉
1− ∥∥proj [H⊥1:k]proj [Q1:k]∥∥2(7.31)
=
〈Tτq, q〉
1− d22 (H1:k,Φ)
(7.32)
We conclude that(
1− d22 (H1:k,Φ)
)
eσkτ ≤ 〈q, Tτq〉〈q, q〉 , ∀q ∈ Q1:k.(7.33)
The lower bound then follows by applying the min-max principle.
It remains to verify the inequality from Theorem 3.2 that
(3.6) 1 ≤ d
2
F
(
span1≤i≤k γτi , span1≤i≤k ηi
)
d2F
(
span1≤i≤k ηi,Φ
) ≤ 1 + ∥∥proj [Φ⊥]Tτ proj [Φ]∥∥22∣∣e−σkτ − λτk+1∣∣2
whenever e−σkτ > λτk+1.
Proof of equation (3.6). We define subspaces
Hj:k = span
j≤i≤k
ηi and Γ
τ
j:k = span
j≤i≤k
γτi .(7.34)
Then it follows
d2F
(
span1≤i≤k γτi , span1≤i≤k ηi
)
d2F
(
span1≤i≤k ηi,Φ
) =
∥∥∥proj [H1:k] proj [(Γτ1:k)⊥]∥∥∥2
F
‖proj [H1:k] proj [Φ⊥]‖2F
(7.35)
≤ 1 +
∥∥proj [H1:k] proj [Γτk+1:n]∥∥2F
‖proj [H1:k] proj [Φ⊥]‖2F
(7.36)
It remains to bound the distance between H1:k and the idealized VAC subspace Γ
τ
k+1:n. To
bound this distance, we apply the Davis-Kahan lemma as in the proof of Theorem 3.4. The
spectrum of proj [H1:k] Tτ |H1:k lies in [e−σkτ ,∞), while the spectrum of proj
[
Γτk+1:n
]
Tτ |Γτk+1:n
lies in
(−∞, λτk+1]. Therefore, the spectral gap is at least e−σkτ − λτk+1. It follows that(
e−σkτ − λτk+1
) ∥∥proj [H1:k] proj [Γτk+1:n]∥∥F(7.37)
≤∥∥proj [H1:k] proj [Γτk+1:n]Tτ proj [Γτk+1:n]
−proj [Hj:k]Tτ proj [Hj:k] proj
[
Γτk+1:n
]∥∥
F
(7.38)
=
∥∥proj [H1:k] proj [Φ]Tτ proj [Γτk+1:n]
−proj [H1:k]Tτ proj
[
Γτk+1:n
]∥∥
F
(7.39)
=
∥∥∥proj [H1:k] proj [Φ⊥]Tτ proj [Γτk+1:n]∥∥∥
F
(7.40)
≤
∥∥∥proj [H1:k] proj [Φ⊥]∥∥∥
F
∥∥∥proj [Φ⊥]Tτ proj [Φ]∥∥∥
2
(7.41)
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where we have used the fact that Γτk+1:n is an invariant subspace of proj [Φ]Tτ proj [Φ] and
H1:k is an invariant subspace of τ .
7.5. Sharper bounds on the lag-time-independent error. Here we prove an elegant
bound on the lag-time-independent error.
Proposition 7.2. The lag-time-independent error satisfies
(7.42) 1 ≤ dF
(
spanj≤i≤k qi, spanj≤i≤k ηi
)
dF
(
spanj≤i≤k ηi,Φ
) ≤ 1√
1− d22
(
span1≤i≤j−1,Φ
)
Proof. To verify the upper bound, it is enough to prove
(7.43)
∥∥∥proj [Q⊥j:k] η∥∥∥2 ≤ ∥∥proj [Φ⊥] η∥∥2
1− ‖proj [Φ⊥] proj [H1:j−1]‖22
for all η ∈ Hj:k. Moreover, observing that
(7.44)
∥∥∥proj [Q⊥j:k] η∥∥∥2 = ‖proj [Q1:j−1] η‖2 + ∥∥∥proj [Φ⊥] η∥∥∥2 ,
it is enough to prove
‖proj [Q1:j−1] η‖2 ≤
∥∥proj [Φ⊥] η∥∥2 ∥∥proj [Φ⊥]H1:j−1∥∥22
1− ‖proj [Φ⊥] proj [H1:j−1]‖22
(7.45)
If proj [Q1:j−1] η = 0, then equation (7.45) follows trivially. Therefore, we consider the
case where proj [Q1:j−1] η 6= 0. Then, there is a function η′ ∈ H1:j−1 with
(7.46) proj [Φ] η′ =
proj [Q1:j−1] η
‖proj [Q1:j−1] η‖ .
We can bound the norm of η′ by observing∥∥η′∥∥2 = ∥∥proj [Φ] η′∥∥2 + ∥∥∥proj [Φ⊥] η′∥∥∥2(7.47)
≤ 1 +
∥∥∥proj [Φ⊥] proj [H1:j−1]∥∥∥2
2
∥∥η′∥∥2(7.48)
This gives the norm bound
(7.49)
∥∥η′∥∥2 ≤ 1
1− ‖proj [Φ⊥] proj [H1:j−1]‖22
.
Using the norm bound and the orthogonality of η ∈ Hj:k and η′ ∈ H1:j−1, we conclude
‖proj [Q1:j−1] η‖2 =
〈
proj [Φ] η,proj [Φ] η′
〉2
(7.50)
=
〈
proj
[
Φ⊥
]
η,proj
[
Φ⊥
]
η′
〉2
(7.51)
≤
∥∥∥proj [Φ⊥] η∥∥∥2 ∥∥∥proj [Φ⊥] η′∥∥∥2(7.52)
≤
∥∥proj [Φ⊥] η∥∥2 ∥∥proj [Φ⊥]H1:j−1∥∥22
1− ‖proj [Φ⊥] proj [H1:j−1]‖22
.(7.53)
