Abstract: Women and men tend to work in different occupations. There has been substantial movement over the last forty years toward a more even distribution of men and women across occupations, but differences persist. Although a great deal of research has been devoted to the measurement of trends in occupation segregation by gender, very little work has focused on the underlying job choice process that generates this segregation. What makes men and women choose the jobs they do? Using employment data from the 1995 -1998 Current Population Surveys and data on occupational injuries and deaths from the Bureau of Labor Statistics, we estimate conditional logit models of occupation choice as a function of the risk of work-related death and other job characteristics. Our results suggest that women choose safer jobs than men. Within gender, we find that single moms or dads are most averse to fatal risk, presumably because they have the most to lose. The effect of parenthood on married women is larger than its effect on married men, which is consistent with the idea that men's contributions to raising children are more fully insured than women's. Overall, men and women's different preferences for risk can explain about one-quarter of the fact that men and women choose different occupations.
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Introduction
Women and men tend to work in different occupations. Although there has been substantial movement over the last forty years toward a more even distribution of men and women across occupations, differences persist (Weeden [1998] ; Wells [1998] ; King [1992] ; Beller [1982] ).
Although a great deal of research has been devoted to the measurement of trends in occupation segregation by gender, very little work has focused on the underlying job choice process that generates this segregation. What makes men and women choose the jobs they do?
One way to think about job choice is that a job is a bundle of attributes including a wage as well as job benefit and working conditions. For the most part, the literature has cataloged the attributes of men's jobs compared with women's jobs, but this exercise does little to explain why men and women are in different jobs. These differences may be explained by men and women having different preferences for job attributes and amenities. Alternatively, these differences may be the result of discrimination that discourages women from performing certain types of jobs. In reality the observed distribution could be due both to discrimination and to differences in preferences; in either case, men's and women's jobs will have different attributes.
Economic theory offers some predictions about why men and women might, even in the absence of discrimination, have different preferences for job attributes. For example, theory predicts that women would prefer flatter wage profiles because they anticipate spending to the extent that they spend time out of the labor market. There is an extensive empirical debate as to whether this prediction is borne out in the data. We propose an additional explanation as to why men's and women's preferences for job attributes might differ from one another. Specifically, we focus on the risk of being killed or injured on the job. We posit that women will avoid risky jobs; the basic idea 1 Case and Paxson (2001) find that investments in children's health are significantly lower for children living without their birth mothers, regardless of whether or not a stepmother is present. The same is not true for children living without birth fathers. 2 is that people with children need to be more careful because they have people who depend on them, and that women are more likely to have such dependents. Moreover, even for married individuals with children, men and women will still have different preferences for risk to the extent that formal and informal insurance mechanisms work better to compensate for the loss of a father than the loss of a mother. Other research suggests that women's contributions to raising their own children cannot be replaced; men's contributions, however, may be more likely to be insurable (Case and Paxson 2001) . 1 In this paper, we empirically test the predictions of this theory. Specifically, we estimate conditional logit models of men's and women's occupation choices as functions of injury risk and other job attributes. The theory predicts that single moms and dads should have the highest aversion to risk of death on the job, followed by married women with children, married men with children, then people without children (men or women, single or married). We find results that generally support the predictions of this theory; within gender, single moms and dads are the most averse to risk. The effect of parenthood for those who are married is much larger for women than for men, which is consistent with the idea that mothers' contributions to raising children are not insurable.
Differences in family responsibilities cannot explain all of the differences between men's and women's occupation choices, however; the results indicate a consistent difference in men's and women's preferences that is independent of family structure. The most safety-oriented group of men (single dads) have the same level of aversion to risk as the least safety-oriented group of women (married women without children). So, gender exerts a strong effect on tastes toward occupational 2 For a discussion of the Duncan index and other measures of segregation, see Watts 1998; Grusky and Charles 1998; Boisso et al. 1994; and Deutsch et al. 1994 .
risk that is only partially explained by differences in family structure. The remaining gender difference could be either the result of discrimination or inherent differences in men's and women's preferences.
We proceed as follows. In Section 2, we present an overview of the literature on gender differences in occupation choice. In Section 3, describe the data used for our empirical analysis and present summary statistics. In Section 4, we present a model of occupation choice that allows the risk of injury to differ across occupations and allows men and women to have different preferences for safety. We also discuss the implications of our model for occupation segregation. In Section 5, we show the results of our empirical model of occupation choice and show how much of occupational segregation can be explained by male-female differences in preferences for risk. In Section 7, we discuss alternative explanations and the limitations of our approach. Section 8 concludes.
2.
A Review of the Literature on Gender Differences in Occupations This estimate differs from those in the literature in two ways: first, we have calculated the Duncan index using two-digit occupation codes while most studies use three-digit. Second, our sample is restricted to young workers. The Duncan index calculated using three-digit codes without the age restriction is 0.471. categories and uses seven separate logit models to determine the effect of "home time" (years spent out of the labor force) on the log odds of being in each occupation relative to a reference category ("professional"). He finds that there is a significant relationship between "home time"and occupation choice. In order to be able to characterize this relationship (since the sequence of logit models just described has, as he points out, no natural ordering), he calculates the "atrophy rate" of each occupation. The atrophy rate is defined as the wage penalty in panel data for each year spent out of the labor force. He then estimates an individual-level OLS regression with the atrophy rate in a woman's occupation as the dependent variable and human capital variables (education, marital status) plus "home time" as explanatory variables. He finds a negative and significant relationship between "home time" and the atrophy rate: that is, women who spend more time out of the labor force are in occupations with lower atrophy rates. This result is interpreted as saying that some of the concentration of women into particular occupations can be explained by rational economic choice based on the characteristics of those occupations.
England in a series of papers in response to Polachek's, rejects his hypothesis and proposes a counter-argument focusing on the role of social and cultural factors, rather than individual choice, in determining the distribution of women across occupations (England 1982 (England , 1985 . England's primary empirical reason for rejecting Polachek's hypothesis is that she finds no correlation between the wage penalty for intermittency in an occupation and the fraction of workers in the occupation who are female, an empirical hypothesis she derives from Polachek's behavioral model. The
Polachek-England debate has led to several other studies analyzing the question of whether women systematically choose jobs that will more easily accomodate childbearing. Glass and Camarigg (1992) use data from the 1977 Quality of Employment Survey to test the hypothesis that women are in jobs that provide more "flexibility"and find that, in fact, self-reported "flexibility" is higher for men. The self-reported nature of this variable makes their result difficult to interpret, but taken at face value it suggests that women do not or cannot choose jobs that will best accommodate childbearing as Polachek's hypothesis predicts. Desai and Waite (1991) use the NLSY to estimate hazard models of women's decision to leave work during a first pregnancy and to return to work following first birth. They find that some job attributes do affect these hazards; for example, pregnant women's job-leaving hazard is higher if they are in physically demanding jobs. They find no effect of the fraction of workers in the woman's occupation who are female on the hazard of her return to work following birth. This result is, as they acknowledge, difficult to interpret. It is not entirely clear, based on England's work discussed above, whether fraction female serves as a good proxy for occupations that flexibly accommodate maternity leaves; so that the Desai and Waite result may reflect the lack of correlation between percent female and flexibility or it may reflect the absence of an underlying relationship between job flexibility and women's return-to-work decisions.
The paper that is most directly relevant to our work is Reed and Dahlquist (1994) . The title of their paper -"Do Women Prefer Women's Work?" -conveys their main analytic objective, which like ours is to determine whether men and women systematically choose jobs with different attributes. They estimate the values that men and women place on various different job attributes using a hazard model and data from the NLSY, on the assumption that workers will be more likely to remain in jobs with attributes that they like. The interpretation of results is therefore that job attributes that increase the hazard of leaving are "undesirable", while those that decrease the hazard are "desirable." Information on job attributes was gathered in 1982 by asking NLSY respondents to evaluate separately on a scale of one to four whether their jobs offer safe and healthy working conditions, are people-oriented, have pleasant work surroundings, offer opportunities for promotion, and offer variety. Respondents were also asked whether jobs gave them a chance to "do the things you do best" and whether they developed close friendships on the job. Perhaps surprisingly, among the nonpecuniary job characteristics studied, only the last two significantly affected job quitting hazards, and did so differently for men and women: the "do the things you do best" measure reduced quit hazards for women and the "friendships" variable reduced quit hazards for men. Taken 
The Data
In order to determine whether women systematically choose safer occupations than men, we use data from three different sources. First, we use data on male and female employment by occupation from the March Current Population Surveys (CPS). Second, we use data on the fatal and non-fatal risks associated with each occupation that we construct by merging Bureau of Labor Statistics data on injuries and deaths with CPS data in a way that we describe in more detail below.
Third, we use data on the occupational characteristics of each occupation other than injury risks from the Dictionary of Occupational Titles (DOT).
We calculate male and female employment by occupation using the March CPS surveys from 1995 through 1998. We use responses to March supplement questions about the longest job held in the previous calendar year prior to the survey. We restrict the sample to individuals who worked full-time full-year in the calendar year prior to the survey year and use the 2-digit "detailed occupation recode" (46 codes in all) of the longest job held in the previous calendar year. To avoid counting people twice, for the 1995 through 1997 surveys, we restrict our sample to rotation groups 5 through 8 while for the 1998 survey we use all rotation groups. In addition, we restrict our sample to young workers (ages greater than or equal to 25 and less than or equal to 34).This gives us approximately 24,000 workers (approximately 5,000 in each year from 1995 -1997 and 9,000 in 1998).
We assign fatal and non-fatal injury risks to each occupation using data from the BLS Survey of Occupational Injuries and Illnesses and Census of Fatal Occupational Injuries. These data provide counts of injuries and fatalities at the 3-digit occupation level from 1992 to 1999; there is also information on the severity of non-fatal injuries, including the median number of days missed from 4
The categories do not correspond perfectly to the Census detailed occupation recodes; we collapse codes 40, 41, and 42 into a single category since the fatality data are not available for these categories in a way that can be disaggregated.
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A full-time worker is assumed to work 2000 hours/year, so that the risks we calculate are per 200,000 hours worked. 9 work per injury within an occupation. In some cases the data are aggregated across 3-digit occupations; we aggregate all data to correspond to the 2-digit detailed occupation recodes in the CPS 4 . We use monthly CPS data to calculate hours worked over this period in each category to transform the counts into risks (the number of injuries per 100 full-time workers 5 ). We also calculated "anticipated" days of work lost due to nonfatal injury by multiplying the risk of nonfatal injury by the median days lost per injury within an occupation.
In Table 2 , we report the occupations with the highest and the lowest risk of fatal injury based on the BLS data from 1992 to 1999. In addition, the table reports the fraction of hours worked in the occupation that are worked by women ("fraction female"). The occupation with highest risk of death is forestry and fishing, with .0869 deaths per 100 full-time workers, or a risk of death that is approximately 1 in 1,100 workers. The fraction female is 4.4 percent. With the exception of "Technicians, except health, engineering and science," which is 36.6 percent female, all of these occupations are almost completely male. The ten safest occupations, by contrast, which are also listed in table 2, are heavily female.
Another way to represent the association between risk and "women's work" is to plot the fraction female in each occupation against the natural log of fatal risk, as we have done in figure 1.
This figure shows the strong negative correlation between fraction female and log risk; the regression coefficient is -0.174 (p<0.001).
Other occupational characteristics are available from the DOT. The DOT is a reference manual complied by the U.S. Department of Labor that provides information about occupations. The DOT attempts both to define occupations in a uniform way across industries and assesses the characteristics of occupations. The occupational characteristics in the DOT were not collected from a nationally representative survey of firms; little detail on sampling or response rates is available.
However, they are the best data available on the characteristics of occupations. The analysis of occupational characteristics was conducted through on-site observation and interviews with employees. The DOT data were constructed by analysts assigning numerical codes to 43 job traits.
We create five aggregate variables from the underlying DOT variables to describe occupational characteristics: substantive complexity, motor skills, physical demands, working conditions, and creative skills. Details on how these five variables were constructed are provided in the Appendix (Section 8). Table 3 reports the correlations between our job characteristics and our measures of fatal and non-fatal injury risks, the percent of hours worked in an occupation by unionized workers, and the fraction female at the occupation level.
In Table 4 , we report the job attributes of our CPS sample by gender, marital status, and whether or not the individual has children at home. Fifty-eight percent of our sample of young workers are men. The largest single group of these men --43 percent --are married with children. Average risk of death on the job is 0.004 for all men (or one for every 25,000 men) and 0.002
(or one for every 50,000 women). Fatal risk does not differ by family structure within gender. Nonfatal risk is higher on average for men; within gender, non-fatal risk is highest for single parents.
Men are in much more physically demanding jobs than are women and are more likely to experience hot, wet or cold conditions on the job. On other dimensions (as measured by the other DOT variables), men's and women's jobs do not differ systematically.
4.
A Model of Occupational Choice with Different Preferences for Safety by Substituting the wage equation into equation (2), assuming a linear functional form, and adding an independently and identically distributed with type I extreme value distribution disturbance term yields:
An individual will choose among J occupations the one that yields the highest utility. Define U ij = 1 if individual i chooses occupation j and U ij = 0 otherwise. An individual will choose occupation j if Given our assumption on the distribution of the error term, we can estimate the parameters of the random utility model by McFadden's conditional logit (for a description, see Maddala 1983):
Note that β cannot be estimated because βX i will drop out of equation (7).
The vector of parameters α reflect the weights individuals place on different job characteristics Z. We are interested in how the influence of fatal risk and other job characteristics on occupational choice differs for women and men, with and without spouses and/or children.
Therefore we estimate this model separately for these groups (eight categories in all) to obtain different α vectors for each of the eight groups.
Results
Tables 5 and 6 present the parameter estimates from conditional logit models estimated separately for men and women (table 5) and also for the eight disaggregated categories defined by gender, marital status, and presence of children (table 6 ). All specifications except the first two (columns 1 and 2 of table 5) include a full set of DOT occupational characteristics plus the fraction unionized as controls. Table 5 shows that both men and women dislike fatal risk in the sense that the coefficient α on fatal risk is estimated to be negative; however, women dislike it more than men do. This result persists even when we control for other occupational characteristics. Surprisingly, both men and women like (i.e. place positive utility weight on) nonfatal injury risk. This is less surprising in light of the fact that we are controlling for fatal risk and a host of other job characteristics; moreover, as we will discuss later, this result may be due to the fact that workers are more likely to miss work when they have generous disability insurance, a feature of "good" jobs. This confirms what we already suspected from table 2: women avoid occupations where they have a high risk of being killed.
In order to determine whether men's and women's different preferences are due to differences in their family structure, we turn to the completely disaggregated results in table 6. All four groups of women (single childless, single with kids, married childless and married with kids) dislike fatal risk more than all any group of men. Within gender, we find that as expected, single dads and single moms dislike risk more than their married or childless counterparts. Married women with children dislike fatal risk significantly more than either single or married women who have no children, whose preferences are similar to one another. Except for the "single dad" result noted above, men's preferences toward fatal risk are not affected by their family structure; single men without children and married men either with or without children have about the same α. These results suggest that while family structure offers a partial explanation for the male/female differences observed in table 5, it does not explain it completely. All women dislike risk at least as much as any group of men; the most risk-loving women dislike risk to the same degree as the most cautious men.
One concern about these results is that our measure of fatal risk may be correlated with other job attributes --such as strength requirements --that women may avoid not because of differences in preferences but because of differences in abilities. We control for this by including control variables measuring other attributes of a job (including the job's physical demands); all of the control variables are statistically significant in explaining men's and women's choices. Interpreting most of these coefficients is difficult since they are, as discussed above, composite variables that capture aspects of jobs which would appeal to some individuals and not to others (e.g.,. does a job require motor skills). But we do find that women uniformly avoid physically demanding jobs, while men do not, and the coefficient on fatal risk remains significant and negative even once we have controlled for this fact.
Our results suggest that family responsibilities do help determine preferences toward risk, and that they affect men and women differently. In addition, men and women's preferences differ in ways that we cannot explain by looking at differences in family structure: women simply dislike physical risk.
How much of the observed pattern of occupational gender segregation -that is, the fact that there are "men's jobs" and "women's jobs" -can be explained by differences in men's and women's preferences for risk? In order to answer this question we will use the results from our conditional logit models to estimate out-of-sample predictions about the fraction female in each occupation under the assumption that men and women have the same preference for risk, and compare them to the actual distribution by recalculating the Duncan index using the predicted distribution. We find that if men's and women's preferences for risk were the same, the Duncan index would be 0.324; that is, only 33 percent of women would have to change jobs in order to achieve a uniform distribution of women and men across occupations. Recall that in the actual data, this fraction is 42.5 percent.
Another way to interpret the magnitude of the coefficients on risk from our conditional logit models is to re-draw figure 1 using the predicted fraction female based on the models. This exercise answer the question: how much of the relationship between risk and percent female in an occupation is the result of risk as opposed to other occupational characteristics such as physical strength. Figure   2 displays the result of this exercise. The slope of the regression in this figure is -0.105, compared to -0.174 in the actual data, suggesting that risk actually accounts for almost two-thirds of the observed correlation between risk and percent female.
Discussion
Our results suggest that women, in general, are in safer jobs than men. Within gender, we find that single moms or dads are most averse to fatal risk, presumably because they have the most to lose. The effect of parenthood on married women is larger than its effect on married men, which is consistent with the idea that men's contributions to raising children are more fully insured than women's. Overall, men and women's different preferences for risk can explain about one-quarter of the fact that men and women choose different occupations.
A question that remains unanswered is whether women's apparent avoidance of risky jobs reflects labor supply or demand. That is, do women choose safer jobs, or are they constrained to choose safe jobs by demand-side constraints? There are two ways in which demand constraints could 16 result in the patterns we observe in the data. One is a "pure discrimination" story, in which women are barred from certain occupations. For example, risky jobs may be considered "unsuitable" for women. A different reason why labor demand would keep women out of risky jobs is a "job requirements" story, where risky jobs are also jobs that require physical strength. We believe that we have controlled for this possibility by including the job strength requirements measured by the DOT data in our models. But we cannot distinguish between supply and demand factors that may be driving the differences between men's and women's occupation choices.
Another question that remains unanswered is how much of the historical trend in women's labor force participation, and women's entry into previously male-dominated occupations, can be explained by secular changes in the riskiness of work outside the home. We know that all kinds of work have been getting safer over time (Kniesner, 1995) ; do women enter occupations only once they become safer? Our work suggests a significant role for risk in determining men's and women's occupation choices.
Appendix
We create five occupational characteristics (substantive complexity, motor skills, physical demands, working conditions, and creative skills) from the Dictionary of Occupational Titles (DOT) in the following manner. We use the data set created by England and Kilbourne (1988) To determine how to group the disaggregated occupation traits, we conducted a factor analysis of the disaggregated worker traits and worker functions by using the above data for 503 census occupational categories. Five interpretable factors emerged which we label substantive complexity, motor skills, physical demands, working conditions, and creative skills. Next we chose for each factor that set of items that loaded strongly on the factor and only weakly or not at all on all other factors. The rule used was that items should be loaded at least 0.4 on the primary factor and less than 0.3 on the remaining factors. Items chosen in this way were then standardized and summed to form each scale.
We then calculate the factor scores for each aggregated occupation used in our analysis by calculating the weighted mean of that factor for detailed occupations in that aggregated occupation, weighting by the yearly hours worked in each detiailed occupation. We standardize each of these variables (so that the mean of the attribute in the sample of workers is 0 and the variance is 1) to yield a set of occupational attributes that can be merged to the data on occupation-level risks and then to individual-level data on occupation choice from the March CPSs.
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