Markov Bidecision Processes(MATHEMATICAL OPTIMIZATION AND ITS APPLICATIONS) by IWAMOTO, Seiichi
Title Markov Bidecision Processes(MATHEMATICALOPTIMIZATION AND ITS APPLICATIONS)
Author(s)IWAMOTO, Seiichi











In this paper we consider the Markov decision processes on finite state and action spaces,
which have the multiplicatively additive reward system. Our multilpicative additivity does
not come from the usual ’ discount factor’ but from a new notion ” discount function”
The discount function depends on the current stage, state and $ac$ tion. Furthermore, it may
also take negative values. Our monotonicity becomes either monotone nonincreasingness
or monotone nondecreasingness according as nonpositiveness or nonnegativeness. On the
basis of both the usual recursiveness and our monotonicity, we must consider simultaneously
both maximum and minimum subproblems.
2 Bimax Theorem
Throughout the paper we use, for two sets of real values $\{a, b\}$ and $\{a_{1}, a_{2)}\ldots, a_{n}\}$ , the
following notations for their maxima and minima, respectively:
$a \vee b=\max\{a, b\}$ , $a\wedge b=mi_{I1}\{(-\tau, b\}$
$i=1a_{\dot{l}}n= \max\{a_{1}, a_{2}, \ldots, a_{n}\}$ , $\bigwedge_{i=1}^{n}a_{i}=\min\{\mathfrak{a}_{1}, a_{2}, \ldots, a_{n}\}$ .
Let $X,$ $Y$ and $Z$ be three nonempty sets. Let $X$ be the disjoint union of $X^{-},$ $X^{+}:$
$X=X^{-}+X^{+}$ .
Theorem 1 Let $g:X\cross R^{1}arrow R^{1}$ satisfy (i) for $x\in X^{-}g(x;\cdot)$ : $R^{1}arrow R^{1}$ is nonincreas-
$ing$ , and (ii) for $x\in X^{+}$ $g(x;\cdot)$ : $R^{1}arrow R^{1}$ is nondecreasing. Let $h$ : $X\cross Y\cross Zarrow R^{1}$
be a real-valued function. If the right-hand two-stage optima in (1), (2) exist, then the left-
hand simultaneous optima ${\rm Max}_{x,y,z}g(x;h(x;y, z))$ and $\min_{x,}$ } $g(x;h(x;y, z))$ exist, and the
following two equalities hold, respectively:
${\rm Max}_{x,y,z}g(x;h(x;y, z))$ $=$ ${\rm Max}_{x\in X}-g(x; \min_{y,z}h(x;y, z))$
$\vee{\rm Max}_{x\in X}+g(x;{\rm Max}_{y,z}h(x;y, z))$ (1)
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$\min_{x,y,z}g(x;h(x;y, z))$ $=$ $\min_{x\in X}-g(x;{\rm Max}_{y,z}h(x;y, z))$
$\vee\min_{x\in X}+g(x;\min_{y},,h(x;y, z))$ (2)
where, unless specified, the suff ces $x,$ $y$ and $z$ range over $X,$ $\}^{\gamma}$ and $Z,$ $7^{\cdot}espectively$ .
Corollary 1 Let
$g(x;h)=r(x)+\beta(x)h$ : $X\cross R^{1}arrow R^{1}$
$h(x;y, z)=U(y)p(x)+V(z)q(x)$ : $X\cross Y\cross Zarrow R^{1}$
where
$r,$ $\beta$ : $R^{1}arrow R^{1}$ , $U$ : $Yarrow R^{1}$ , V : $Zarrow R^{1}$
and
$p(x)+q(x)=1$ , $p(x)\geqq 0$ for $x\in X$ .
If the right-hand two-stage optima in (3), (4) exist, then the left-hand $s\iota multaneous$ optima
exist, and both are equal, respectively:
${\rm Max}_{x,y,z}[r(x)+\beta(x)[U(y)p(x)+V(z)q(x)]]$
$=$ ${\rm Max}_{x\in X}-[r(x)+ \beta(x)\min_{y,z}[U(y)p(x)+V(z)q(x)]]$
$\vee{\rm Max}_{x\in X+}[r(x)+\beta(x){\rm Max}_{y,z}[U(y)p(x)+V(z)q(x)]]$ (3)
$\min_{x,y,z}[r(x)+\beta(x)[U(y)p(x)+V(z)q(x)]]$
$=$ $\min_{x\in X^{-}}[r(x)+\beta(x){\rm Max}_{y,z}[U(y)p(x)+V(z)q(x)]]$
V $\min_{x\in X+}[r(x)+\beta(x)\min_{y,z}[U(y)p(x)+V(z)q(x)]]$ . (4)
3 Finite-stage Markov Bidecision Processes
A finite-stage Markov bidecision process (BDP) is specified by a five-tuple:
$B=$ (Opt, $\{S_{n}\}_{1}^{N+1},$ $\{A_{n}\}_{1}^{N},$ $(\{r_{n}\}_{1}^{N},$ $\{\beta_{n}\}_{1}^{N},$ $k),$ $\{q_{n}\}_{1}^{N}$ )
where
(i) $N$ is a positive integer, total number of stages. The subscript $\uparrow 7$ ranges $1\leqq n\leqq N$ (or $N+$
1). It specifies the current number of stage.
(ii) $S_{n}$ is a nonempty finite set, n-th state space. Its elements $s_{\iota},$ $s_{n}^{*}\in S_{n}$ are called n-th
states. $s_{1}$ is an initial state. $s_{N+1}$ is a terminal state.
(iii) $A_{n}$ is a nonempty finite set, n-th action space. Let $A_{n}(s_{n})\subset A_{l}$ be a nonempty subset,
n-th feasible action space at state $s_{n}$ . Its elements $a_{n},$ $a_{n}^{*}\in A_{t}(s_{n})$ are called $\uparrow\iota- t1\iota$ actions
at state $s_{n}$ .
(iv) $r_{n}$ : $S_{n}\cross A_{n}arrow R^{1}$ is an n-th reward function.
(v) $\beta_{n}$ : $S_{n}\cross A_{n}arrow R^{1}$ is an n-th discount functton. We don’t always assume that
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$\beta_{n}(s_{n}, a_{n})\geqq 0$ . The constant discount function $\beta_{n}(s_{n}, a_{n})=\beta\geqq 0$ has been called the
discount factor, as has been frequently used.
(vi) $k$ : $S_{N+1}arrow R^{1}$ is a terminal reward function. The three-tuple $(\{?_{n}^{\tau}\}_{1}^{N}, \{\beta_{n}\}_{1}^{N}, k)$ is
called a reward system.
(vii) $q_{n}=q_{n}(s_{n+1}|s_{n}, a_{n})$ is an n-th Markov transition law from $s_{n}$ onto $S_{?l+1}$ depending on
the current action $a_{n}$ . When the system is in state $s_{n}$ on stage $n$ and action $a_{n}$ is chosen,
the next state will become $s_{n+1}$ with probability $q_{n}(s_{n+1}|s_{n}, a_{n})\geqq 0$ . We write $s_{n+1}\sim q_{n}($
. $|s_{n},$ $(x_{n})$ .
(viii) Opt denotes either ${\rm Max}$ or $\min$ , optimizer. It means that BDP $B$ represents the
stochastic optimization problem:
Opt
$\sum_{s_{1}\in S_{1}}\sum_{s_{2}\in S_{2}s_{N+}}\cdots\sum_{1\in S_{N+1}}I_{1}(s_{1}, a_{1}, s_{2}, a_{2}, \ldots, s_{N)}a_{N}, s_{N+1})$
$\cross q_{1}(s_{2}|s_{1}, a_{1})q_{2}(s_{3}|s_{2}, c\iota_{2})\ldots q_{N}(s_{N+1}|s_{N}, a_{N})$
$s.t$ . $(i)s_{n+1}\sim q_{n}(\cdot|s_{n}, a_{n})$ $1\leq n\leq N$ (5)
(ii) $a_{n}\in A_{n}(s_{n})$ $1\leq n\leq N$ .
Here
$I_{n}(s_{n}, a_{n}, s_{n+1}, a_{n+1)}\ldots, s_{N}, 0_{N}, s_{N+1})$
$=$ $r_{n}+\beta_{n}r_{n+1}+\beta_{n}\beta_{n+1^{\uparrow}’ n+2}+\ldots+\beta_{n}\beta_{??+1}\ldots\beta_{N-1^{\uparrow\urcorner}N}+\beta_{n}\beta_{n+1}\ldots!_{-}3_{N}k$
where
$r_{n}=r_{n}(s_{n}, a_{n})$ , $\beta_{n}=\beta_{n}(s_{n}, a_{n})$ , $k=k(s_{N+1})$ .
Let
$\nu_{n}$ : $S_{1}\cross S_{2}\cross$ $\cdot$ .. $\cross S_{n}arrow A_{n}$ $\nu_{n}(s_{1}, s_{2}, \ldots, s_{n})\in A_{n}(s_{n})s_{n}\in S_{n}$
be an n-th (not necessarily Markovian) decision function. A sequence $t/=\{’\ldots$ , is
called strategy. Thus let $E^{\nu}$ be the expectation (integral) operator on $S_{\underline{0}}\cross S_{3}\cross\cdots\cross S_{N+1}$
with an initial state $s_{1}\in S_{1}$ .
Therefore the problem (5) is rewritten as follows.
Opt $E^{\nu}[I_{1}(s_{1}, a_{1}, s_{2}, a_{2}, \ldots, s_{N}, a_{N}, s_{N+I})|(i), (ii)1\leq n\leq N]$ (6)
The aim of BDP $B$ is to find two optimal strategies in the following sense. A strategy
$\lambda=\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\}$ is called maximal if for each $s_{1}\in S_{1}\lambda$ attains the maximum value of
Maximum Problem (6). Another strategy $\mu=\{\mu_{1}, \mu_{2}, \ldots, \mu_{N}\}$ is called minimal if for each
$s_{1}\in S_{1}\mu$ attains the minimum value of nlinimum Problem (6).
A policy is an ordered set of $N$ decision functions $\pi=\{\pi_{1}, \pi_{2,}\pi_{N}\}$ where $7\Gamma_{?t}$ : $S_{\iota}-A_{?t}$
with the feasibility $\pi_{n}(s_{n})\in A_{?l}(s_{7?})s_{n}\in S_{7?}$ is an n-th $(_{A}\eta fn\uparrow^{\backslash }kovian)$ decision.fnnction.
Given BDP $B$ , we for each $n(1\leqq\uparrow x\leqq N)$ define the following maximum and $nlini_{1}l1n\ln$
problems together with maximum and minimum values, respectively:
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$U^{N-n+1}(s_{n})={\rm Max} E^{\nu}$ [ $I_{n}(s_{n},$ $a_{n)}\ldots,$ $s_{N},$ $a_{N},$ $s_{N+1})|(i)$ , (ii)]
$u^{N-n+1}(s_{n})= \min E^{\nu}$ [ $I_{n}(s_{n)}a_{n},$ $\ldots,$ $s_{N},$ $a_{N},$ $s_{N+1})|(i)$ , (ii)]
Here
(i) $s_{m+1}\sim q_{m}(\cdot|s_{m}, a_{m})$ $n\leq m\leq N$
(ii) $a_{m}\in A_{m}(s_{m})$ $n\leq m\leq N$
and
$\nu=\{\nu_{m}, \nu_{m+1}, \ldots, \nu_{N}\}$
where
$\nu_{m}$ : $S_{n}\cross S_{n+1}\cross$ $\cdot$ . . $\cross S_{m}arrow A_{m}$ $\nu_{m}(s_{n}, s_{n+1}, \ldots, s_{m})\in A_{m}(s_{?n})s_{m}\in S_{m}$ .
Then we have the following system of two alternate-recursive formulae between maximum
reward functions $\{U^{0}, U^{1}, \ldots, U^{N}\}$ and minimum ones $\{u^{0}, u^{1}, \ldots, u^{N}\}$ .
Theorem 2 (Bicursive Formula)
$U^{N-n+1}(s)={\rm Max}_{a;-}T_{n}(s, a;u^{N-n})\vee{\rm Max}_{a;+}T_{n}(s, a;U^{N-n})$ $s\in S_{\iota}$ (7)
$u^{N-n+1}(s)=nin_{o,-}T_{n}(s, a_{\backslash }\cdot U^{N-n})$ A $\min_{o,+}T_{\gamma?}(s, a;u^{N-n})$ $s\in S_{n}$ (8)
$U^{0}(s)=u^{0}(s)=k(s)$ $s\in S_{N+1}$
where
$T_{n}(s, a;w)=r_{n}(s, a)+ \beta_{n}(s, a)\sum_{t\in S}w(t)q(t|s, a)$
$\hat{A}_{n}(s)=\{a\in A_{n}(s)|\beta_{n}(s, a)\leqq 0\}$
$A_{n}^{*}(s)=\{a\in A_{n}(s)|\beta_{n}(s, a)>0\}$
and
$a;-$ , $a;+$ denote $c\iota\in\hat{A}_{n}(s)$ , $a\in A_{n}^{*}(s)$ , respectively.
Further letting
$\pi_{n}^{*}(s_{n})=an$ $a$ which attains the maximum of (7)
$\hat{\sigma}_{n}(s_{n})=an$ $a$ which attains the minimum of (8)
we have the ‘maximal’ n-th decision function $\pi_{n}^{*}$ and the ‘minimal’ n-th decision function
$\hat{\sigma}_{n}$ in the remaining $(N-n+1)$ satges.
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4 Infinite-stage Bidecision Processes
We consider an infinite-horizon stationary Markov bi-decision process on finite state and
action spaces:
$B=$ (Opt, $\{S_{\eta}\}_{1}^{\infty},$ $\{A_{n}\}_{1}^{\infty},$ $(\{r_{n}\}_{1}^{\infty},$ $\{\beta_{n}\}_{1}^{\infty}),$ $\{q_{n}\}_{1}^{\infty}$ )
where
$S_{n}=S=\{1,2, \ldots, N\}$
$A_{n}=A$ , $A_{n}(i)=\{1,2_{7}\ldots,K_{i}\}$ $i=1,2,$ $\ldots,$ $N$
$r_{n}=r$ , $\beta_{n}=\beta$ , $q_{n}=q$ .
The Markov bidecision process $B$ represents the optimization problem
Opt $E^{\nu}[r_{1}+\beta_{1}r_{2}+\beta_{1}\beta_{2}r_{3}+\cdots+\beta_{1}\beta_{2}\cdots\beta_{n}r_{n+1}+\cdots]$
$s.t$ . (i) $s_{n+1}\sim q_{n}(\cdot|s_{n}, a_{n})$
(ii) $a_{n}\in A_{n}(s_{n})$ $n=1,2,$ $\ldots$
where
$\beta_{n}=\beta(s_{n}, a_{n})$ , $r_{n}=r(s_{n}, a_{n})$ .
We assume that there exist $m,$ $M$ such that
$-1<m\leq\beta(i, k)\leq M<1$ $1\leq k\leq K_{i},$ $1\leq i\leq N.$ (9)
Let $U(i)$ be the maximum expected value from an initial state $i$ and $u(i)$ be the mini-
mum. Then we have the following system of two $al$ ternate-recursive equations:
Theorem 3 (Bicursive Equation)
$U(i)$ $=$ $\beta(\dot{\iota},k)\leq 0(\uparrow(i, k)+\beta(\iota, k)\sum_{=J1}^{N}u(j)q(j|i, k))$
$\vee$ $\beta(i,k)>0(r(\iota, k)+\beta(i, k)\sum_{=J1}^{N}U(j)q(j|i, k))$ (10)
$i=1,2,$ $\ldots,$ $N$
$u(i)$ $=$ $\bigwedge_{\beta(i,k)\leq 0}(r(i, k)+\beta(’)k)\sum_{=J1}^{N}U(j)q(\gamma|\iota, k))$
$\wedge$ $\bigwedge_{\beta(i,k)>0}(r(i, k)+\beta(\iota, k)\sum_{\dot{g}=1}^{N}u(j)q(\gamma|\iota, k))$ . (11)
We call this system optimality equation in Markov bidecision process.
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Let $W=(U, u)’$ be any $2N$-dimensional real column-vector with $U’=(\mathfrak{k}l_{1}, \ldots, U_{N})$ and
$u’=(u_{1}, \ldots, u_{N})$ , where / is tranpose. We take the maximum norm $\Vert M^{\gamma}||=||[T||\vee||v\Vert$ ,
where
$||U||=_{1}|\dot{t}=NU_{i}|$ , $||u||= \bigvee_{1}^{N}|\dot{l}=u_{i}|$ .
Let $TW$ be the $2N$-dimensional real column-vector composed of the right-hand sides of
(10),(11).
Theorem 4 The operator $T:R^{2N}arrow R^{2N}$ is a contraction mapping with the contraction
coefficient $\beta<1$ , where
$\beta={\rm Max}_{s,a,-}|\beta(s, a)|\vee{\rm Max}_{s,a,+}\beta(s, a)$ .
Here $s,$ $a$ ; –and $s,$ $a;+denotea\in A(s),$ $\beta(s, a)\leqq 0,$ $s\in S$ and $a\in A(s),$ $\beta(s, a)>0,$ $s\in$
$S$ , respectively. $There_{J}^{f}ore$ the bicursive equation (10) (11) has a unique solution in $R^{2N}$ .
Theorem 5 (Successive Approximation) Take any $W_{0}$ in $R^{2N}$ . If we generate the se-
quence $\{W_{n}\}$ by
$W_{n+1}=TW_{n}$ $n\geqq 0$
then $\{W_{n}\}$ converges to the unique $sol$it tion $W$ of (10), (11), that $\iota s$ ,
$TW=IV$.
5 Bi-policy Iteration Algorithm
We have the following algorithm for finding the unique solution.
Bi-policy Iteration Algorithm (BIP)
step 1 (initial selection) Let $n=0$ . Take any pair of feasible selections $(f_{0)}F_{0})$ .
step 2 (value determination) Calculate $X^{n}=X(f_{n}, F_{n})=$
$(X_{1}(f_{n}, F_{n}),$
$\ldots,$
$X_{N}(f_{n}, F_{n}))$ and $x^{n}=x(f_{n}, F_{n})=(x_{1}(f_{n}, F_{n}),$ $\ldots,$ $x_{N}(f_{n}, F_{n}))satisf_{J’}\cdot ing$
the system of $2N$ linear equations :
$X_{i^{n}}=\{\beta(i,F_{n}^{n}(i))\sum_{j=l}^{j}q^{F^{n}(i)}X_{J}^{n}+r^{F_{n^{t}}(i)}\beta(i,F(i))\sum_{N^{=1}}^{N}q_{i,.j_{n}}^{F_{J}(|)}x_{j_{n}}+r_{l}^{F_{i^{n}}()}$ $forfor\beta(i,F^{n}(i)))>0\beta(i,F_{n}(i))\leq 0$
and $i=1,2,$ $\ldots,$ $N$
$x_{\dot{l}}^{n}=\{\beta(i,f_{n}\beta(i, f_{n\{i))\sum_{N_{=1}^{-1}}^{N}q_{i_{f_{n}^{J^{n}}(i)}}^{f_{{}^{\dot{t}}J}(j)}X_{n^{J}}^{n}i))\sum_{J}^{J.-}qx_{J}\cdot+^{+}r_{\dot{l}}^{r_{f_{n}^{t}(\dot{\iota})^{|)}}^{f_{n}(}}} forfor\beta(if_{n}(i))\leq_{>}0_{0}\beta(\iota^{)},f^{n}(i)))$
.
step 3 (optimality test) If $(X^{n}, x^{n})$ satisfies
$X_{i}^{n}=( \beta(i, k)\sum_{j0=1}^{N}q_{\dot{l}}^{k_{J}}x_{J}^{n}+r_{\dot{t}}^{k})\vee.(\beta(i, k)\sum_{=\beta(i,k)\leq\beta(l,k)>0J1}^{N}q_{l}^{k_{J}}X_{J}^{n}+r_{\dot{t}}^{k})$
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$i=1,2,$ $\ldots,$ $N$
$x_{\dot{t}}^{n}= \bigwedge_{\beta(i,k)\leq 0}(\beta(i, k)\sum_{=J1}^{N}q_{\dot{l}}^{k_{J}}X_{J}^{n}+r_{t}^{k})\wedge.\bigwedge_{?\beta(,k)>0}(\beta(i, k)\sum_{=J1}^{N}q_{?J}^{k}x_{J}^{n}+r_{\dot{?}}^{k})$ ,
then go to step 6. Otherwise, go t,o step 4.
step 4 (selection improvement) Choose a pair of feasible selections $(F_{n+1}, f_{r\iota+1})$ satisfying
$\beta(t(\beta(i, k)\sum_{j0=1}^{N}q_{\dot{t}j}^{k}x_{J}^{n}+r_{\dot{t}}^{k})\vee(\beta(i, k)\sum_{=J1}^{N}q_{\dot{l}}^{k_{J}}\cdot X_{J}^{n}+r_{t}^{k})$
$=\{\beta(i,F^{n+1}(i))\sum_{J}^{j_{=1}}q_{i_{J}^{J}}^{l}X_{J}^{n_{n}}+r_{\dot{l}}^{F_{n+^{1}1}(\cdot)}\beta(i,F_{n+1}(i))\sum_{N^{=1}}^{N}q_{F^{n+1(\iota)}}^{F_{n+1(i)}}x_{j}+r^{F_{n+}()}l$ $forfor\beta(7F_{n+1}^{n+1}(i))>0\beta(7,.’ F(i))\leq 0$
,
and $i=1,2,$ $\ldots,$ $N$




step 5 (next step) Let $n=n+1$ . Go to step 2.
step 6 (optimal solution) The pair of selections $(F_{n}, f_{n})$ is optimal and $(X^{n}, x^{n})$ is the
desired solution.
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