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ABSTRACT  
Interpersonal trust as “expectancy that the verbal statements of others can be relied upon”
(Rotter, 1967; p. 651) plays an important role in human relationships. But even in the context 
of automation and man-machine systems, the consideration of trust has acquired even greater 
importance in recent years. In the field of automated vehicle control systems or military 
friend-or-foe recognition, a large number of surveys relating to trust have been conducted. An 
area of research that, to date, has not been well-investigated is home automation, such as 
smart home and assistive technologies for older people. The present thesis aims to initiate 
such research activities in the context of trust in Ambient Assisted Living (AAL) systems, as 
well as to demonstrate the opportunities that assistive technologies present for impaired 
persons in the living environment. The focus of the present survey is on the trust of older 
people, as potential end-users, in AAL systems. To establish an understanding of the state of 
this research field, a literature review has been conducted. Subsequently, the various factors 
influencing trust in AAL and usage intention of the elderly target group are examined via a 
written questionnaire study. Taking into account the variables of the Technology Acceptance 
Model (TAM) (Davis, 1989), persons with and without need for daily support are interviewed. 
Based on the obtained results, two subsequent experiments were carried out. The participants 
in the two experiments, each including a senior test group and a young control group, worked 
on various tasks through a mock-up on a tablet-computer in the living environment. In the 
first experiment, in addition to the standard user interface of the AAL technology, either 
personal support via operator or a technical embedded support was provided to test the 
differential impact on the trust of the participants in AAL. The second experiment included 
three different levels of reliability of an AAL application. 
Keywords: Ambient Assisted Living (AAL), Older People, Human Factors, Human-
Machine-Interaction, Assistive Technology, Trust 
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ZUSAMMENFASSUNG  
Zwischenmenschliches Vertrauen spielt in Beziehungen eine wichtige Rolle und beinhaltet die 
Erwartung, dass auf das Wort des Anderen Verlass ist (Rotter, 1967). Auch im Zusammenhang 
mit Automation und Mensch-Maschine-Systemen erlangt die Betrachtung von Vertrauen in 
den vergangenen Jahren immer größere Bedeutung. In den Bereichen automatisierte 
Fahrzeugsteuerung oder militärische Freund-Feind-Erkennung wurde bereits eine Vielzahl 
von Erhebungen durchgeführt. Einen Forschungsgegenstand, der bislang jedoch 
weitestgehend unbeachtet geblieben ist, stellen Heim-Automatisierungen und 
Unterstützungstechnologien für ältere Personen dar. Die vorliegende Dissertation möchte 
einen Anstoß für die Forschungsaktivitäten im Kontext von Vertrauen in Ambient Assisted 
Living (AAL) Systeme geben und gleichzeitig die Möglichkeiten von Unterstützungs-
technologien (für beeinträchtigte Personen) im Wohnumfeld aufzeigen. Im Fokus der 
Untersuchung steht dabei das Vertrauen älterer Personen, als potentielle Endnutzer, in AAL 
Systeme. Nach Durchführung der Literaturanalyse, wurden mittels einer Fragebogenstudie 
zunächst verschiedene Einflussfaktoren auf das Vertrauen in AAL sowie die Nutzungsabsicht 
der senioren Zielgruppe erforscht. Unter Einbeziehung der Variablen des Technology 
Acceptance Modells (TAM) (Davis, 1989) werden Personen mit und ohne täglichem 
Unterstützungsbedarf befragt. Basierend auf den dadurch gewonnenen Erkenntnissen wurden 
zwei Experimente durchgeführt. Die Probanden der beiden Experimente, die jeweils eine 
seniore Testgruppe und eine junge Kontrollgruppe umfassten, sollten mittels eines Mock-Ups 
auf einem Tablet-Computer verschiedene Aufgaben im Wohnumfeld bearbeiten. Im ersten 
Experiment wurde zusätzlich zu der Standard-Bedienoberfläche der AAL Technologie, 
entweder persönliche Unterstützung via Operateur oder eine technische Unterstützung zur 
Verfügung gestellt. Das zweite Experiment untersuchte drei unterschiedliche Stufen von 
Zuverlässigkeit einer AAL Applikation. 
 
Schlagwörter: Ambient Assisted Living (AAL), Ältere Personen, Human Factors, Mensch-
Maschine-Interaktion, Unterstützungstechnologie, Vertrauen 
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1. INTRODUCTION 
The combination of an aging society and the progress of digitization offer both opportunities 
and risks related to new technology. These technologies should meet the requirements of 
people who have lived without smart phones, tablet computers and the internet for decades. In 
particular, in order to be useful, new functionalities should offer a noticeable added value for 
older people in everyday life. Due to the growing demand for health services, which are 
especially needed for the elderly, increasing health care expenditures are anticipated 
(Bundesministerium des Innern, 2011). The lack of qualified caregivers and decrease in 
family care (Geiger, 2009) present an opportunity to use assistive technology in the residential 
environment. Technical support via comfort functions, such as regulating the temperature in 
the apartment or operating lights, has been offered by various vendors in Germany in previous 
years. By adding more sensors that can measure physiological status (e.g.  vital functions such 
as blood pressure, or automatically alerting the emergency doctor in the event of a fall), AAL 
systems can provide additional security for people with health problems or physical 
impairments. With the exception of the control element, other AAL components and services 
are often intangible or function only in the background. Thus, these components could be 
difficult to understand for the end-user. The research project Smart and Independent Living 
for the Elderly (SMILEY) pursued the goal of an overall AAL working system that included 
five modules: my apartment; my reminder; my environment; my health; and my contacts 
(Fraunhofer ISST, 2013). By means of various requirement analyses, personal interviews, and 
summative evaluation, a user interface was developed to enable an easily usable design for the 
surface. Moreover, the functions and services that are identified as most useful for the target 
group of elderly people are integrated in the SMILEY prototype. This holistic AAL approach 
serves as the basis for the present thesis.  
Because AAL working systems can be responsible for individuals’ health, apprehension of 
users may be anticipated. To mitigate this concern, gaining the trust of older people in this 
technology can be crucial for its purchase and actual usage. To support the establishment of 
AAL technology in the market, detailed research with the appropriate target group could be 
helpful. Consequently, the present thesis provides a comprehensive study to investigate the 
factors required for the trust of older people to be established for AAL technology. Within the 
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and analyzed the connection between trust and changes in operators’ control strategies. Also, 
the connection between different types of trust has been addressed in research. Madhavan and 
Wiegmann (2007) set up a theoretical framework that described the differences between trust 
in human–automation and human–human interactions.  
In addition to the existing trust research, the TAM (Davis, 1989) will be used as a theoretical 
approach. Based on the Theory of Reasoned Action (TRA) by Fishbein and Ajzen (1975), the 
TAM specifies the two most important determinants of user acceptance, perceived usefulness 
and perceived ease of use (Davis, 1989). Moreover, the attitude toward usage affects the 
behavioral intention to use, which leads to actual usage. The TAM has been applied and 
modified in different application fields (see Venkatesh and Davis, 2000; Hu, Chau, Liu 
Sheng, Yan Tam, 2012; Chen and Chan, 2014). Hu  and colleagues (2012) investigated the 
applicability of the TAM in explaining physicians’ decisions to accept telemedicine 
technology in a health care context. Furthermore, Chen and Chan (2014) developed the senior 
technology acceptance model (STAM) by integrating variables including cognitive ability and 
gerontechnology anxiety. In the present thesis, variables from the origin TAM (Davis, 1989) 
as well as other influencing factors from research on trust in automation will be integrated in 
the questionnaire development for investigating trust in AAL (see article 2; Steinke, Bading, 
Fritsch and Simonsen, 2014). 
The present work includes the following background component in which the demographic 
development and impact for the German health system is emphasized. Based on this, the need 
for assistive technology to support people in the home environment is presented, and the 
importance of trust in automation, and especially AAL, is described. Based on three research 
questions, the common thread of the thesis is presented. In the methodology section, the 
relationship between the four integrated studies is explained, and further details on the 
research structure are provided. The results section presents the research questions and 
structures the findings before discussing these in general in the discussion section. The thesis 
ends with a conclusion followed by a short overview about further research activities that 
should be conducted to broaden the conclusions presented herein. 
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persons 90 years and older were in need of care. The persons concerned prefer assistance by 
outpatient services in their own surrounding, in order to delay or avoid a movement to a 
residential care facility. In 2007, 68% of the persons who required care were assisted at home 
(Statistische Ämter des Bundes und der Länder, 2010). For older people who are restricted in 
their mobility due to physical and mental impairments or diseases, their environment is often 
reduced to their home and their direct neighborhood (Backes and Clemens, 2008). Thus, the 
need for an age-designed home environment is growing. Additionally to modifications for a 
barrier-free home environment, new technologies such as AAL have been designed for the 
requirements of older people to support the personal independence in aging. 
The origin of supportive technology in the home environment goes back to the early 1970’s. 
Older persons used a self-organized network via telephone to monitor each other. In case that 
one member did not respond to the call of the “phone-chain,” relatives or professionals would 
be informed (Paulus, Hilbert and Potratz, 2009). In the following decades, various 
developments in the context of home automations were achieved. Ambient Intelligence (AmI) 
was presented in the late 1990s by the ‘Information Society Technologies Advisory Group’ 
(ISTAG) in a European research program and described a living environment that is equipped 
with networked devices that are able to complete diverse functions. This network collects and 
analyzes data and guides actions independently (Weyrich, 1999). In the further evolutionary 
step, AAL was developed “as use of AmI in everyday life. Assisted means assistance, by 
technical devices as well as by technical or human services” (Giesecke, Hull, Schmidt, Strese, 
Weiß and Baumgarten 2005, p. 44). AAL offers a wide range of assistance options for elderly 
or impaired persons in the market segments of Health & Homecare, Safety & Privacy, Supply 
& Household as well as Social Environment (Bundesministerium für Bildung und Forschung, 
2008). These solutions are not only focused on quality of life regarding the living area, but 
extended to all areas of life. “AAL refers to intelligent systems of assistance for a better, 
healthier and safer life in the preferred living environment and covers concepts, products and 
services that interlink and improve new technologies and the social environment” (Van den 
Broek, Cavallo and Wehmann, 2010, p. 6). Various sponsored research projects, within the 
several market segments as well as overlapping in Germany and Europe-wide, have been 
conducted in the last decade (Bundesministerium für Bildung und Forschung, 2009; Ambient 
Assisted Living Joint Programme, 2013). For an overview of the widely-ranging technical 
implementations in the context of AAL, some excerpts should be mentioned. The spectrum of 
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AAL has included, for example, the maintenance and improvement of social relationships via 
tablet computer, smartphone, television or social media solutions (Ambient Assisted Living 
Joint Programme, 2013, for example Hellman, 2012; Nikolaos, 2014; University Duisburg-
Essen, 2013) as well as the development of algorithms for the detection of falls in the living 
environment by the use of biologically-inspired stereo vision sensors, for example as part of 
the project “CARE” (Belbachir et al., 2012).  
AAL technology represents a diversified form of automation in which people are often not 
directly involved in the decision-making process. In this characteristic, AAL differs from 
human-machine interaction in other segments of development. The impact of AAL on human 
performance depends on the type and degree of automation and on the form of assistance. 
Automation and assistance likewise have influence on the mental workload and attention of 
the user. Consequences may be over-reliance on automation and reduction of the abilities of 
the individual (Parasuraman and Riley 1997). As emphasized by Wandke (2005), users “will 
not use the technical system or they will use it rudimentarily, ineffectively and inefficiently” 
(Wandke 2005, p. 133) when they do not understand or cannot use the functions of the 
technology or the overall system. Since most of the AAL prototypes that are developed via 
governmentally-funded research projects are currently not transferred into marketable 
solutions, field research in AAL is often difficult. The usage characteristics and the 
understanding of new technologies by users have not been able to be studied with large 
sample sizes.  Research of the intended as well as the actual usage of these products could be 
helpful for an optimization and adjustment to older persons’ requirements.  
Since in innovative technologies such as AAL, the complexity has been increasing and is 
hardly manageable from an end-user perspective, human-machine trust (Muir, 1987) is 
gaining more importance. As seen in the description of AAL, the degree of automation and 
assistance (for example in case of detection of falls in the living environment) is high. Trust of 
a person in a technology or a device, so-called trust in automation, could help to reduce the 
complexity and uncertainty in case that  products or processes are not clear and 
understandable (Lee and See, 2004). Despite the long-standing development of home 
automation and efforts to design operable AAL technology, there is almost no research on 
human behavior associated with these technologies. Studies on trust, acceptance or usage 
intention, as well as business model analysis, are under-represented in the technical literature. 
As seen in Steinke and colleagues (2012a), the importance of trust for AAL has, to date, not 
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been analyzed, which establishes the basis for the present thesis. In contrast, other  areas of 
technology have a long tradition in researching the relationship between automated systems 
and trust; these will be introduced briefly. A detailed overview can be found in article 1 
(Steinke et al., 2012a).  
The ‘Turing Effect’ initiated the discussion about human trust in information provided by 
automation compared with another human (Turing, 1950). According to the construct “trust in 
automation”,“[t]rust can be defined as the attitude that an agent will help achieve an 
individual’s goals in a situation characterized by uncertainty and vulnerability” (Lee and See, 
2004; p. 51). The agent can be characterized as person or automation, which interacts with the 
person’s surrounding. People tend to rely on automation they trust in, and reject automation 
they do not trust (Muir and Moray 1996). Additionally, the calibration of trust plays an 
important role in the use of automation (Lee and See, 2004). As seen in Lee and Moray (1992, 
1994), usage is positively influenced by individuals‘ trust in automation. Individual 
differences in personality and perception can affect the connection between properties of a 
machine and end-users’ trust (Merritt and Ilgen, 2008). Further studies revealed connections 
between self-confidence (for example Lee and Moray, 1992; 1994; Lewandowsky, Mundy 
and Tan, 2000), mood (Merritt, 2011), or implicit attitudes toward automation (Merritt, 
Heimbaugh, LaChapell and Lee 2013) and trust. Moreover, rejection of technology, improper 
use of the automation, or overreliance can occur in cases when the user is not aware of the 
real performance of the system (Parasuraman and Riley, 1997; Singh, Molloy and 
Parasuraman, 1993). As seen in Parasuraman and Miller (2004), overreliance can lead to 
dangerous situations. An example from the shipping industry shows that, due to a lack of GPS 
signals on the Royal Majesty and the associated change of the autopilot, one ship sailed into 
dangerously shallow water zones. As a consequence, $7 million in losses resulted due to 
damage suffered by the ship and lost revenues. Luckily, nobody was harmed. Unfortunately, 
inadequate trust in technology does not always yield good results. In air traffic, a tragic 
accident with 71 dead passengers was caused by distrust in the Traffic Collision and Alerting 
System (TCAS) and overreliance on human judgments (National Transportation Safety 
Board, 1997).  
In the context of AAL technology, overreliance on technology may also lead to tragedy, in the 
case that the assistance system does not work correctly (for example due to a defective 
sensor). In the example of a fall, various stations within the emergency call cascade offer 
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potential risks for technical or human errors. Between the alarm by the sensor in the home 
environment, which informs the 24/7 telephone service provider, and the arrival of the 
emergency doctor who provides first aid, this process may ideally take only a few minutes. As 
seen in Merritt and colleagues (2013), end-user trust differs on the basis of different system 
characteristics. Heydenbluth (2013) examined four system characteristics of an AAL 
emergency application: dependency of fall sensors; alarm transmission via wireless network; 
mode of operation in the emergency call center; and position detection. The results showed 
that the AAL system function, including a human component  (mode of operation in the 
emergency call center)  was regarded as more reliable in contrast to the other functions. 
Overall, the 273 participants with mean age 26.2 years (SD = 5.84 years) reviewed the 
expected reliability of the AAL application as lower than an online cloud service that was 
analyzed as a second technology (Heydenbluth, 2013). Contrary to these findings, a study by 
Steinke, Fritsch, Hertzer, Tautz, and Zickwolf (2013) with 206 participants (mean age 38.0 
years; SD= 17 years) revealed that the expected reliability for an AAL solution was higher 
than for other everyday technologies. As seen, for example, in an experiment with a visual 
detection task, the reliability of automation can strongly  influence whether or not individuals 
will trust the technology (Dzindolet, Pierce, Beck and Dawe, 2002). Moreover, the 
differentiation between perfect reliability and imperfect automation was discussed in various 
studies (e.g. Ezer, Fisk and Rogers, 2008; Neyedli, Wang, Jamieson and Hollands, 2010). 
Since actual reliability is important for the success of an AAL technology, the relationship 
between trust and reliability will be analyzed in detail in article 4 (Steinke, Hertzer and 
Fritsch, 2014), in which the actual reliability of an AAL application is manipulated in an 
experimental setting. 
Considering that during the usage of the AAL system, the perception could be different 
among multiple user groups (e.g. end users, relatives, health care providers), the complexity 
increases in the analysis of trust. Montague, Winchester and Kleiner (2010) underlined that 
“users with different perspectives of the system have different criteria for developing trust in 
medical technologies” (Montague et al. 2010, p. 541). The present thesis concentrates on one 
of these user groups and places the end user into the focus of attention. The next section 
presents the three research questions that provide the framework for the thesis. 
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3. RESEARCH QUESTIONS  
The following three research questions are used to structure the overall topic and to 
concentrate on presenting the main findings. This thesis is not intended to supply a complete 
answer to these three questions. By means of the first research question, the state of the art 
was determined. For this purpose, the first research question is: 
1) What is the current state of research in the interplay between trust and Ambient 
Assisted Living (AAL)? 
This question is mainly answered by the results of the literature review performed for this 
thesis, in which studies until January 2011 were considered (see article 1; Steinke et al., 
2012a) and moreover, this question is partly addressed in the previous background section. 
Before starting the design of the questionnaire survey, it was necessary to analyze the research 
landscape via standardized online database search. The evaluation of the literature review, 
which was quantitative as well as qualitative, by clustering the content of the identified 
studies of interest, demonstrated the need for research in our selected topic. In addition, 
influencing factors that affect end-users’ trust need to be analyzed. Various factors include 
ease of use (Lee and See, 2004; McGuirl and Sarter, 2006), system reliability (Bailey and 
Scerbo, 2007; Dixon and Wickens, 2006), workload (Ho, Wheatley and Scialfa, 2005), self-
confidence (de Vries, Midden and Bouwhuis, 2003; Gao, Lee and Zhang, 2006; Moray, 
Inagaki and Itoh, 2000), or mood (Merritt, 2011) have an impact on trust in automation. For 
the questionnaire survey (see article 2; Steinke et al., 2014) and both experiments (see article 
3; Steinke et al., 2014, and article 4; Steinke et al., 2014), selected variables are used for the 
investigation of trust and intention to use with respect to AAL. The second research question 
is posed as follows:  
2) Which influencing factors affect end-users’ trust in AAL and intention to use?  
Intention to use as a variable is adapted from the TAM variable ‘behavioral intention to use’ 
and is upstream to (i.e. it precedes) the actual system use (Davis, 1989; Ma and Liu, 2004). In 
this thesis, the intended usage of AAL technology is measured via questionnaire and is not 
equal to the actual use by an end-user. The multiple variables that influence the intended 
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usage will be considered in more detail by support of the second research question. The third 
and last research question focused on the connection between end-user trust in AAL 
technology and intended usage of AAL. An extended version of the TAM by Ghazizadeh, 
Peng, Lee and Boyle (2012) revealed a significant connection between trust and intention to 
use in a questionnaire survey regarding an on-board monitoring system for commercial 
drivers. Another study by Jung and Loria (2010) in the context of e-health services discovered 
that trust in the service provider can also be important for the usage of such a technology. To 
examine this connection within the scope of AAL, the last research question is formulated: 
3) What is the impact of trust in AAL on the intended usage of an AAL system? 
The factors that influence trust in AAL and the intended usage are investigated by qualitative 
as well as quantitative research. Due to the extent and relevance of the second and third 
research questions for the results of the present thesis, answers for both questions can be 
found in the research article 2 (see Steinke et al. 2014), article 3 (see Steinke et al. 2014) and 
article 4 (see Steinke et al., 2014). In the following section, the overall research structure of 
this thesis, as well as the methodology of the four research articles, is described. 
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integrated into the qualitative as well as quantitative studies in this cluster, the questionnaire 
for the further thesis was developed.  
This questionnaire forms the key element of this thesis and was especially oriented toward the 
understanding of the elderly target group (see article 2; Steinke et al., 2014). Several variables 
from the TAM (Davis, 1989) serve as the foundation of the questionnaire.  These variables 
included perceived ease of use, perceived usefulness, and intention to use, as well as the 
variable of trust in AAL, which is based on adapted questions by Jian, Bisanz and Drury 
(2000) in the context of trust in automation. Moreover, the final questionnaire includes the 
following items: expected reliability, interest in technology, information procurement and 
perceived health status. Demographic data and personal information (e.g. living condition) are 
collected as well. During the development of the questionnaire, it was deemed necessary to 
keep this questionnaire as minimal as possible, wherefore the original scales were partly 
reduced and adapted for this topic and target group. Due to the fact that the chosen target 
group in article 2 (Steinke et al., 2014) included one subgroup in which people with need for 
assistance in daily life (care level 1; Bundesministerium für Gesundheit, 2013) were surveyed, 
this action was closely connected with the success of the study. A response rate of 53% 
overall, and 49% in the subgroup with participants with care level 1, can be viewed positively.  
To support the questionnaire study, a scenario-based design (Caroll, 2000) was used. Two 
scenarios in a home environment were used for an explanation of the AAL technology and as 
a basis for evaluation. Based on the requirement analysis by Steinke, Fritsch, Brem and 
Simonsen (2012b), in which the elderly preferred sensors in the home surroundings over 
sensors on the body or on clothing, all scenarios used fixed sensors in the home environment. 
The first scenario described an emergency situation in which a person fell in his home 
environment and was not able to stand up alone. The installed AAL solution automatically 
triggered an emergency call, by which an emergency physician was notified. In the second 
scenario, a person forgot to turn of the stove when leaving home and the AAL technology 
gives a reminder that no critical situation may arise during the absence. The complete scenario 
descriptions can be found in article 2 (Steinke et al., 2014). Finally, 292 fully completed 
questionnaires by participants from the age of 50 to 93 years (mean age = 74.38; SD = 10.01) 
have been received.  
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therefore to simulate that the house is inhabited. In the “window scenario,” the participants 
were tasked with controlling the window in the bedroom. The participant was asked to close 
this window in case that it is still open. The participants were given ten minutes time to solve 
each of the tasks. 
The added value of this experiment was created by two different support functions for solving 
the tasks within the scenarios. Thus, the experimental design was differentiated in support of 
the older participants when using AAL by  
a) personal remote assistance (PRA) and  
b) embedded technical assistance (ETA). 
In the PRA condition, which was provided for the older participants only, the simulated 
service provider was able to communicate via AAL application surface by video telephony 
with the participant. Moreover, the service provider was able to click actively on the desired 
icons via remote control in case that communication via video telephony was insufficient for 
solving the task by the participant. PRA occurred, on the one hand, as push support 
automatically after five minutes or, on the other hand, as pull support by telling the keyword 
“help” at any time, even if the five minutes had not elapsed. In both cases, the simulated 
service provider appears in the upper right corner of the display and the participant can decide 
which type of support seems to be helpful (a screenshot of the design can be found in article 
3; Steinke et al. 2014). In the side room, the second investigator simulated the service 
provider by using a laptop computer and a head set for communicating via video telephony. 
The second support function was called embedded technical assistance (ETA). Contrary to the 
PRA condition, participants in the ETA condition received support via technical push 
function. After 30 seconds without correct click by the participant, the technical support 
function highlighted the button that had to be tapped next. No personal assistance was 
available in this experimental design, and the technical support could not be accelerated by 
saying the word “help.” In general, 53 participants successfully completed the experiment. 
The 32 elderly subjects (mean age = 69.84; SD = 6.31; range = 60-84 years) were randomly 
divided into the two conditions, PRA (n = 15) and ETA (n = 17), to prevent the occurrence of 
any systematic differences before the experiment began. As mentioned previously, the 21 
students from the control group (mean age = 24.71; SD = 2.10; range = 22-29 years) were 
only examined with technical support.  
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The second experiment focused on the importance of reliability in AAL (see article 4; Steinke 
et al., 2014). The above-described mock-up was adapted so that each participant had to solve 
30 tasks in seven different rooms within a virtual apartment. Analogous to the first 
experiment, participants were asked to control the status of the stove, lights and windows. 
Additionally, reducing the temperature of the heating or switching on the alarm device are 
further tasks that were required to be solved. The  complete task list can be found in article 4 
(Steinke et al., 2014). The value of this second experiment can be seen in the three different 
reliability conditions (80%, 90% or 100%), which were modeled in the mock-up. To gain 
knowledge about the different expectations regarding reliability in AAL in contrast to other 
daily life technologies (e.g. dishwasher or personal computer), an online questionnaire with 
206 participants (mean age = 38.0; SD = 17.0; range = 14 to 88 years) was conducted 
beforehand (Steinke et al., 2013). The three AAL scenarios in this online questionnaire were 
comparable to those used in article 3 (Steinke et al., 2014). The overall expectation for the 
AAL scenarios with nearly 95% expected reliability led to the gradation into the three 
reliability conditions.  
Within the experiment, all participants were required to perform the tasks in an equal 
predetermined sequence, and each participant completed only one out of the three reliability 
conditions. 60 participants, 30 older in the intervention (mean age = 70.80; SD= 7.18; range= 
61 to 85 years), as well as 30 younger in the control group (mean age= 24.33; SD= 2.41; 
range= 20 to 29 years) were randomly distributed to three experimental conditions each. In 
contrast to the experimental condition with 100% actual reliability, in the other conditions 
with 90% and 80% reliability, three or six error messages, respectively, pop up in the series of 
30 tasks. The mock-up was developed to the effect that only correct error messages occurred. 
The error message stated that the operation could not be performed successfully. After the 
appearance of an error message, the participant was able to perform the single task a second 
time. At the second attempt, no further error message by the automation occurred in the case 
that the task was solved correctly. The time to complete the 30 tasks was not limited, in 
contrast to the previous experiment.  
Additionally, participants were given the opportunity to check whether their actions were 
selected correctly in both experiments. A “checking operation” was integrated into the mock-
up to voluntarily monitor the state of the performance. To prevent the participants from using 
this function every time, whether the participant had doubts regarding the correct 
Chapter 4: METHODOLOGY 
 
18 
functionality,  or only queried this function for curiosity reasons, mathematical tasks were 
implemented as artificial barriers to increase the costs of such queries (Ho et al. 2005). The 
four arithmetical tasks including basic calculating methods with response options from one to 
nine; these tasks functioned like a transaction authentication number (TAN) for online 
banking. The camera view ( e.g. from the stove that had been successfully shut off) was only 
displayed when all four mathematical tasks were solved correctly (screenshots can be found 
in article 4; Steinke et al., 2014). Otherwise, participants were given no additional visual 
confirmation that the task was solved successfully. The virtual camera view, moreover, should 
hide the fact that the application itself was not performing any task in reality, since the 
prototype was not far enough advanced to execute such actions.  
In addition to the former mentioned variables from the questionnaire study (see article 2; 
Steinke et al., 2014), some further variables are examined during the two experiments. The 
differentiation between the two types of assistance and the percentage of solved tasks was 
analyzed in the first experiment, as well as the three reliability conditions and the variable of 
general trust in the second experiment. During the experiments, perceived reliability was 
measured since participants had evaluated their experiences with AAL reliability in contrast to 
the variable expected reliability in the questionnaire study. The term “perceived reliability” is 
used in the following description, for the purpose of achieving a consistent use of the 
variables ”expected reliability” and “perceived reliability.” Additionally, participants’ 
performance was measured by the number of clicks and investment of time as well as by the 
amount of checking operations in both experiments. Finally, the differentiation between older 
intervention and younger control groups can be evaluated. For these analyses, the data were 
investigated on the basis of descriptive statistics, correlations, and analyses of variances and 
regressions. All statistical analyses were conducted by using SPSS version 17 and following. 
In the next section, the results of the four research articles are presented along with the 
previously-defined research questions.  
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5. RESULTS  
This results section is structured with regard to the research questions presented in this thesis.  
The results from the literature review provide answers to the first question, whereas the 
results from the other three studies supply information about the second and third research 
question (visualization can be found in Figure 3 in Methodology). As mentioned above, the 
findings within the present thesis should not be interpreted as complete and final answers to 
the questions posed, since research on trust in AAL is still at an early stage. 
1) What is the current state of research in the interplay between trust and Ambient 
Assisted Living (AAL)? 
The research of the scientific landscape at the beginning of this work led to the conclusion 
that the interplay between trust and AAL is worthy to be explored. As seen in the background 
section, the demographic development in Germany emphasizes the needs of a growing elderly 
population. The lack of professional caregivers and the decrease of family care (Geiger, 2009) 
furthermore represent an opportunity for AAL technology to support the aging society in a 
home environment. Also, in residential home care units, information and communication 
technology (ICT) can support interconnectedness and social stimulation (Chaumon, Michel, 
Tarpin Bernard and Croisile, 2014). Usage of AAL could extend and promote impaired 
peoples’ personal independence in the event that the technology is market-ready. The 
combination of different components into a holistic AAL solution is a challenge for industry 
and research (European Ambient Assisted Living Innovation Alliance, 2010). Since 2005, 
studies on trust and healthcare or assistance systems  have increased (see article 1; Steinke et 
al. 2012a). Contrary to trust research in other automation systems, this research field is still at 
an early stage.  
In contrast to studies in other fields of automation, in which the elderly are only sporadically 
involved (e.g. in: McCloskey, 2006; Roberts, Ghazizadeh, and Lee, 2012; Sanchez, Rogers, 
Fisk, and Rovira, 2014), in studies regarding trust in medical or assistance technology, this 
target group is more represented (Chen and Chan, 2014; Harrefors, Axelsson and Sävenstedt, 
2010; Ho et al., 2005). Before starting research activities on trust in AAL in 2010 by the 
author, no published studies on this topic had existed (see article 1; Steinke et al., 2012a). In 
2013, Heydenbluth picked up the theme and examined the connection of trust in AAL systems 
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2) Which influencing factors affect end-users’ trust in AAL and intention to use?  
Beginning with the second research question, the results of the questionnaire survey and of 
the two experiments are presented. Since the questionnaire from article 2 (Steinke et al., 
2014) was also used in slightly adapted form in both experiments, the findings can be 
compared alongside each other. In general, it can be said that the studies revealed some 
continually occurring as well as changing results between the studies. Firstly, stable results 
that can be seen across all studies (see article 2 (Steinke et al., 2014), article 3 (Steinke et al., 
2014) and article 4 (Steinke et al., 2014) are the connections between the variables of 
perceived ease of use as well as perceived reliability and end-users’ trust in AAL. Trust in 
AAL was positively influenced by these two variables.  
Regarding the variable of perceived ease of use, participants who perceived the mock-ups as 
more understandable and easy to operate or the assistance function as easy to use have shown 
a positive connection to trust in AAL. This result is comparable to findings in other areas such 
as electronic commerce (e-commerce) (Gefen, Karahanna and Straub, 2003) or electronic 
customer relationship management (eCRM), in which online trust was influenced by 
perceived ease of use (Hwang, 2009). According to both types of assistance, which are 
examined in article 3 (Steinke et al. 2014), PRA influenced the elderly subject base’s 
perceived ease of use positively. In this experiment, PRA can be seen as a satisfaction driver, 
which acts as a motivator (Herzberg, Mausner and Snyderman, 1959) for the end-user since it 
was not expected for an AAL application. Moreover, PRA leads to higher number of solved 
tasks in general and can be illustrated by the fact that approximately 53% of the participants 
with this assistance type have solved all three tasks of the experiment correctly, whereas only 
12% of participants with ETA achieved this level of success. Regarding perceived ease of use, 
support by a human operator via video telephony appears to be more comfortable than 
technical assistance without a personal component. Despite this fact, the data revealed that the 
type of assistance had no direct significant correlation with TAAL or intention to use.  
Perceived reliability is the second variable that constantly influenced trust in AAL
 
across all 
studies. The participants’ expectations about the functionality of AAL technology in the two 
described scenarios (“fall” and “stove”) in the questionnaire study as well as  the perception 
of the functionality in both experiments had a positive correlation to trust in AAL by the 
participants.  
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Moreover, the results from article 4 (Steinke et al., 2014) exhibit that a distinction exists 
between older persons’ perceived reliability of AAL technology and its actual reliability. The 
actual reliability of AAL was manipulated and divided into three levels. The results revealed 
that the manipulation was not perceived equally and was thus interpreted in different ways by 
the participants. These results can be supported by Dzindolet and colleagues (2002), who 
determined that participants assessed the reliability of a combat identification system 
inaccurately in cases when they did not completely understand how the automation worked 
and why errors of the automated aid occurred. Perceived reliability of the AAL application 
was positively linked with trust in AAL, despite the fact that these three different reliability 
levels were presented. There was a tendency in the results showing that actual reliability of 
the AAL application could have an influence on trust, but in reality there was no evidence for 
a significant correlation. The values for perceived reliability, trust in AAL, and intention to 
use do not differ significantly between the 80%, 90% and 100% reliability conditions.  
In addition to the stable positive connection of perceived reliability and perceived ease of use 
on trust in AAL, the factor of perceived usefulness has a positive influence across all studies. 
In contrast to both of the influencing factors described before, the influence of perceived 
usefulness was ambiguous since there was a significant positive influence on TAAL in the 
questionnaire survey  but no further evidence for this linkage with trust in the following two 
experiments. Within the experiment incorporating both additional assistance types for AAL, 
the connection between trust in AAL and perceived usefulness was disproved and instead of 
this, a significant influence on intention to use was revealed (see article 3; Steinke et al., 
2014). The following experiment supported this statement and revealed a positive influence of 
perceived usefulness on intention to use, mediated by perceived reliability. Support of the 
connection between perceived usefulness of an AAL system as a positive factor for the 
(intended) usage by the end-user can be found in various other research areas. Perceived 
usefulness was the determinant for usage of e-commerce (Pavlou, 2001), or behavioral 
intention to use distraction mitigation systems (Roberts, Ghazizadeh and Lee, 2012). As a 
further example, Horst, Kuttschreuter and Gutteling (2007) discovered that the intention to 
use electronic-government (e-government) services was determined by perceived usefulness.  
With respect to further results from the studies, the variables of information procurement and 
interest in technology show positive influence on older persons’ intention to use AAL. The 
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additional information gained by information procurement offers a better understanding and 
knowledge about a new technology. Older persons who consult their relatives or friends 
before purchasing a new product have shown significantly higher intention to use values. The 
results from the questionnaire study also revealed that people who are more interested in new 
electronic devices have higher intention to use AAL. The differentiation between participants 
with need for care (care level 1) and without care level have proven to be interesting findings 
for developers of AAL and for marketing strategists. The results demonstrated that people 
with care level 1 who require support in various activities of daily life had lower values of 
trust in AAL and intention to use AAL than people without health restrictions. Since this 
finding, as well as the connection between trust and chronological age, was only significant in 
this study, this topic will be picked up in the discussion section (for details see article 2; 
Steinke et al. 2014). Regarding the third research question:  
3) What is the impact of trust in AAL on the intended usage of an AAL system? 
There is a variety of results that should be mentioned and discussed in detail. The impact of 
end-users’ trust in AAL on intention to use was not stable across the three studies. The results 
from the questionnaire survey revealed a significant connection between both of these 
variables. In article 2 (Steinke et al., 2014), trust in AAL had the largest impact on intention to 
use in comparison to all other variables. Based on the previously described variables of 
perceived usefulness, perceived reliability, and perceived ease of use, all of which had a 
positive influence on trust, the intended usage was also significant positively influenced by 
trust in AAL. Moreover, the results from article 4 (Steinke et al., 2014) supported this 
connection and also found a positive influence of trust in AAL on intention to use. Contrarily, 
these findings were not supported by article 3 (Steinke et al., 2014), in which intention to use 
was only positively influenced by perceived usefulness and not by trust in AAL. In the 
following section, possible reasons for these varying results and further topics will be 
discussed in more detail. 
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6. DISCUSSION  
In the following section, an overall discussion about the results of this thesis is presented. As 
seen previously, some results are stable among the four research articles, whereas other 
findings differed depending on the research design. First of all, the different results in terms of 
the connection between trust in AAL and intention to use needs to be discussed. As seen in the 
Results section, two out of three studies confirmed the statement that intention to use is 
positively influenced by
 
trust in AAL. Article 2 (Steinke et al., 2014) shows a strong 
significant positive connection. The target group in this study includes people with and 
without care level 1, which had a higher mean age and more physical handicaps. Contrary to 
both of the subsequent experiments, the scenario “fall,” as a highly critical scenario, was only 
investigated in the questionnaire survey. Moreover, the sample size (with 292 participants 
over 50 years) was nearly ten times as large as the senior samples in both experiments. 
Studies from various research fields such as e-commerce (Awad and Ragowsky, 2008; Gefen 
et al., 2003), e-government service (Carter and Bélanger, 2005; Warkentin, Gefen, Pavlou, 
and Rose, 2002) or driving assistance via on-board monitoring system (Ghazizadeh et al., 
2012) support the positive connection between trust and intention to use.  
Compared with driving assistance automation, in which the driver can manually intervene 
while driving, the degree of automation in AAL is higher. In AAL technology, the end-user 
has no possibility to act manually in case of an emergency, and no human supervision in the 
home environment is available. In other domains, the human can often correct errors of the 
technology on their own, if they are paying attention or have the necessary skills. In AAL, the 
emergency cascade is initiated solely by technology, and end-users are required to trust the 
automated system. Also, the service provider can only rely on the technical alert. By usage of 
the fall sensors, the end-user has to trust permanently in the monitoring by technology. 
Regarding most of the scenarios in the experiments, a healthy end-user could, for example, 
close the window or turn off the light manually in case that he is on-site. But in case of need, 
for which AAL technology is designed, the impaired person has to rely on the functionality of 
AAL. The positive correlation between trust in AAL and intention to use can also be 
supported by the results from the experiment in article 4 (Steinke et al., 2014) with 30 
participants over the age of 60 years. After considering the studies from other areas, the 
results from the two studies (see article 2 and article 4), and the other mentioned facts, the 
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statement is arguable that trust in AAL seems to have a positive effect on the intended usage 
of AAL. The results from article 3 (Steinke et al., 2014), in which no significant correlation 
between both variables existed, could be attributed to the small number of participants (n=21) 
in the senior sample. 
Next, the clear results regarding trust in AAL that are revealed within the present thesis should 
be discussed. The influence of perceived ease of use and perceived reliability on trust in AAL 
were consistent across all studies. Perceived ease of use is the degree to which a person 
considers that a technology can be used without effort (Davis, 1989); this metric showed a 
consistent positive connection with trust in AAL in the described AAL scenarios. Older end-
users who often have little or no experience with a smartphone or tablet computer see the 
variable of ease of use as a basis for building trust in AAL. The mock-ups on the tablet 
computer used in the experiments seemed to have conveyed the feeling that they are easy to 
operate. Furthermore, not only the application but also the AAL technology as a whole could 
have been decisive for the positive evaluation, since this distinction is often not clear for the 
end-user. This evaluation of simple operability was intensified by support via PRA. Personal 
remote support by a simulated service provider was preferred by the participants in contrast to 
solely embedded technical assistance (see article 2; Steinke et al. 2014). This finding 
indicated that integrated personal assistance on request could be an important factor for 
increasing not only the ease of use of AAL, but also trust and intention to use in subsequent 
steps. PRA can be seen as a satisfaction driver (Herzberg et al., 1959; Kano, Seraku, 
Takahashi and Tsuji, 1984) that supports the end-user in solving the tasks via video telephony. 
A service provider that offered service 24 hours per day, 7 days a week, could assist end-users 
with daily routines, such as the replacement of batteries in their AAL sensors. On the other 
hand, in emergency situations a personal contact via voice or video telephony could be used 
as an initial aid as well as also to calm down the person until personal help arrived on-site. 
This connection of perceived ease of use and trust in AAL corresponds with previous studies 
from other research areas in which trust in automation can be seen as affected by perceived 
ease of use (e.g. Gefen et al., 2003; Hwang, 2009; Lee and See, 2004). Additionally, a clear 
structured interface with legible characters, an understandable manual, or a personal briefing 
before using AAL technology for the first time could lead to higher ease of use by the end-
user. 
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The variable of perceived reliability could be identified as a further influencing factor that 
was consistently positively correlated with trust in AAL. This result was accompanied by 
previous studies in which trust in automation was affected by perceived reliability (e.g. Keller 
and Rice, 2010; Madhavan, Wiegmann and Lacson, 2006). The idea of AAL - supporting 
(impaired) persons for living a healthy and safe life in the home environment -  includes the 
fact that the used technology had to assist the end-user perfectly at all times. As seen in 
Steinke et al. (2013), the participants’ expectation for reliability in AAL solutions was the 
highest, with about 95% expected reliability for AAL compared with other daily life 
technologies. Despite that fact, the results of the present thesis revealed that the manipulation 
of actual reliability in the AAL mock-up had no significant impact on trust in AAL. This 
indicates that, independent from the reliability condition (80%, 90% or 100%  reliability), no 
significant differences related to trust, intention to use, or perceived reliability were revealed.  
These findings regarding trust are supported by Bagheri and Jamieson (2004) whose work 
revealed that trust ratings in the case of an air traffic control system did not significantly differ 
between various reliability conditions. In contrast, Bailey and Scerbo (2007) determined that 
operator trust in the context of aviation automation tasks increased as a function of increasing 
reliability of the system. Further studies (Rice, 2009; Rovira, McGarry, and Parasuraman, 
2007; Spain and Bliss, 2008) support this positive correlation between trust and actual 
reliability. Different explanations for the missing significance between trust and the various 
reliability levels can be found. The error message seemed to have a strong impact on the 
perception of the participants (see article 4; Steinke et al., 2014). The correct error messages 
used in the experiment could give the appearance of a reliable AAL application, although 
obviously errors existed. Older people seem also to trust an AAL technology having only 80% 
reliability. This perception of the end-user could also result in overreliance (Dzindolet, Pierce, 
Beck, Dawe and Anderson, 2001; Lees and Lee, 2007; Sheridan and Parasuraman, 2005) or 
blind faith (Wälivaara, Andersson, and Axelsson, 2009) in AAL. From a practical viewpoint, 
developers should be aware that, for example, in case of changing the batteries in the installed 
sensors at home, very clear information and instructions for the end-users are  needed to keep 
the equipment operational. 
Regarding the intended usage of an AAL solution, both experimental studies support that 
perceived usefulness influenced this variable positively (see article 3 (Steinke et al., 2014) 
and article 4 (Steinke et al., 2014). As can be seen, for example in Pohlmeyer (2011), 
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perceived usefulness of a computer was the principal reason for older people to use this 
system. Moreover, the adoption of interactive technologies by older as well as younger people 
was influenced by perceived usefulness. Further studies in research areas of automation 
(Roberts et al., 2012), e-commerce (Pavlou, 2001), e-government (Horst et al., 2007), and 
mobile banking (Luarn and Lin, 2005) support this correlation. Wilkowska and colleagues 
(2010) revealed that in the context of medical devices for male users, perceived usefulness 
was the only variable that influenced their intention to use. In the context of AAL, end-users 
could appreciate perceived usefulness as one main factor for using this technology. While 
older people perceived the possibility to prolong their personal independence in their familiar 
surroundings by usage of technological support, the younger control groups had an 
expectation that AAL could be used to augment their comfort in order to achieve a higher 
quality of living. Thus, it can be seen that perceived usefulness depends essentially on 
personal factors.  
Summarizing the main reasons for the intention to use AAL, it can be stated that the existence 
of trust in an AAL product as well as high values of perceived usefulness will not 
automatically lead to an actual usage or purchase of AAL by the end-user. The simultaneous 
presence of both factors seem necessary for the intention to use AAL. In case no usefulness is 
perceived by the end-user, trust will not compensate this lack, and a purchase decision will 
likely not be made. Otherwise, the presented results give reason to assume that trust in AAL is 
relevant in the case that perceived usefulness is existent. Therefore, the combination of both 
influencing factors, perceived usefulness and trust in AAL, seems to be relevant for the 
intention to use. Trust in AAL is moreover influenced by the variables of perceived ease of 
use and perceived reliability. As seen above, both of these factors show consistent 
correlations across all research studies of this thesis. Based on the definition of trust in AAL 
from article 1 (see Steinke et al., 2012a), the new findings lead to a more refined definition:  
End-user trust in AAL is influenced by perceived ease of use and perceived reliability, and 
could lead, in combination with the existence of perceived usefulness, to the intention to use 
AAL. 
Returning to the starting point, the demographic shift in Germany, the results of this thesis 
could be considered with particular attention by developers of AAL and the industry in 
general. Due to the increasing technology use in all parts of society, older people are 
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increasingly getting in touch with technological devices such as tablet computers and smart 
phones. Due to the predicted lower capacity of nursing care in the upcoming decades, further 
effort is required to attract people to use AAL who actually need support in their living 
environment. In a further step, the different findings between participants with need for care 
(care level 1) and without care level in article 2 (see Steinke et al., 2014) should be 
considered in more detail. The results demonstrated that people with care level 1 who require 
support in various activities of daily life had lower values of trust in AAL, as well as lower 
intention to use AAL than people without health restrictions. The analysis revealed that 
chronological age was associated with care level 1 and also with perceived health status. This 
means that the younger older in this study and people with better perceived health status have 
higher trust in AAL technology. Also, for intention to use, a positive connection with 
perceived health status was identified. People with better perceived health status had a higher 
willingness to use AAL technology. The results could be interpreted in the way that there may 
be fear of individuals with care level 1 who already receive support at home due to this 
innovative technology. Some participants could see AAL as a threat that could be used as a 
substitution for personal assistance in the home environment through a caregiver. This 
significant connection between chronological age and trust in AAL was only found in this 
study. This discrepancy could be explained by the larger sample size or due to the fact that it 
was only in this study that people with existent impairments were surveyed. From a marketing 
perspective, people with health restrictions as a target group for which the functionality and 
services of AAL are developed primarily, need to be informed and sensitized in a different 
way than people without these restrictions. The message should be that AAL is not developed 
to remove personal care from people who are in need, but to support these people in their 
daily lives by supplying additional technology. 
As a further socio-demographic variable, the role of gender in AAL should be discussed 
briefly. In contrast to Steinke et al. (2012b), in which male participants showed higher trust 
values in AAL sensors, the research articles in the present thesis revealed no significant 
differences. The studies of Wilkowska  and colleagues (2010) and Ziefle and Schaar (2011), 
in which smart textiles and invasive technical stents were investigated, revealed significant 
results of gender differences with respect to the acceptance of (invasive) medical technology. 
Moreover, for example in studies in the context of e-commerce (Awad and Ragowsky, 2008), 
the role of gender influenced the effect of trust on intention to use. Since women have a 
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higher life expectancy that men and thus live more often alone in their home environment in 
old age (Statistisches Bundesamt, 2012b), this target group should be sensitized to AAL usage 
via special marketing or information campaigns.  
Additional to these results, three further important facts that will be decisive for the 
development of AAL in the upcoming years should be mentioned briefly. Firstly, the topic of 
data security and data privacy needs to considered. The interviews during the requirement 
analysis at the beginning of the research project SMILEY in 2011 did not reveal a high 
sensitivity of older persons to data security issues (Fraunhofer ISST, 2013). In the meanwhile, 
this topic is present in the media nearly on a daily basis. Data privacy protection and data 
security standards could be important for the credibility and success of AAL technology. 
Wilkowska and Ziefle (2012) reported that security as well as privacy aspects are important 
for the adaption of medical assistive technology. In particular, women and people with better 
health status insist on high security standards. Another study in this context revealed that the 
lowest priority of privacy was reported by the oldest (range 61 to 80 years) and youngest 
(range 20 to 30 years) participants (Wilkowska and Ziefle, 2012). Since the collection and 
processing of personal data is necessary in the context of AAL, providers should actively 
address this topic. Pavlou (2001) reported that privacy and security perceptions influenced 
trust in the area of e-commerce as well. 
The second topic can be seen in the regulatory requirements in the context of AAL and 
telemedicine. In Germany, in contrast to other European countries such as Portugal (Costa, 
Andrade, Novais and Simoes, 2012), high legal and regulatory compliances are existent and 
tracked by the German Medical Products Law (Medizinproduktegesetz). On the one hand, 
these strict regulations try to protect the end-user against damages that occur by unfinished 
products or data theft/loss. On the other hand, the German regulations restrict the economic 
freedom of organizations and are a main reason why it is so difficult to launch marketable 
AAL products in Germany (Fraunhofer, 2013). Additionally to regulations by the national 
data protection law, it is also difficult for organizations to give a service level agreement that 
the technology will work perfectly without fail. Due to the importance for end-user health, a 
guarantee for the reliable functionality of AAL technology in cases of emergency would be 
desirable, but cannot be guaranteed. For example, in rural areas it currently appears difficult 
to provide comprehensive support. 
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The third topic that needs to be addressed for raising awareness and generating market 
penetration for AAL, is the insufficient business and price models in this market. Due to the 
various functionalities and services that can be offered by AAL technology, a broad target 
group and large market potential exist. These possibilities are exhausted so far only to a small 
extent, since business models and business systems are not sufficiently developed (Gersch 
and Liesenfeld, 2012). The design of cost-effective technical support as a medium-term goal 
could promote the purchase and use of AAL. For example, in case of false alarms by technical 
or human fault, which cause an unnecessary visit of an emergency doctor, high costs may 
occur. Moreover, a marketing strategy, starter packages, or discount campaigns could be used 
as incentives for adopting the comfort functions of AAL solutions and enable companies to 
achieve the critical mass of users necessary for financial feasibility faster as well as to 
facilitate the entry for the use of other (more critical) AAL functions.  
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7. CONCLUSION  
It would be presumptuous to say that the present thesis has covered the complete picture of 
trust research in AAL. By means of the conducted literature review, the questionnaire survey, 
as well as both experiments, the following findings can be derived. Trust in AAL as well as 
perceived usefulness positively influences the intention to use AAL technology. The existence 
of both of these factors in combination seem to be the basis for intention to use by the end-
user. Moreover, the crucial factors that are identified for trust in AAL are perceived ease of 
use and perceived reliability. Perceived ease of use of the interface can be seen as positive 
influencing factor for trust in AAL and is consistent with the results from previous studies in 
other areas of human-machine interaction (e.g. Lee and See, 2004; Montague et al., 2010). 
Moreover, the correlation between trust and perceived reliability was stable across all research 
articles. These factors in combination should build the fundament for design and service 
requirements for AAL solutions. The influence of actual reliability on trust, which was 
measured by the manipulation of reliability in article 4 (Steinke et al., 2014), cannot be 
clearly proven in the context of AAL. A tendency of overreliance (Parasuraman and Riley, 
1997) on the presented AAL system could be seen.  
The functionality of AAL is manifold and thus, the end-user should decide on a personalized 
bundle according to their individual needs. The scenarios analyzed in the present thesis cover 
a broad range of AAL, but only the questionnaire study included the scenario “fall” as one of 
the most serious reasons for using AAL (see article 2, Steinke et al., 2014). Technological 
support in such a situation as preventing long-term injuries, for example, by informing the 
emergency doctor immediately, is the added value of AAL. The results of this study revealed 
that people who already receive support for living in their own home environment showed 
lower values of trust in AAL and usage intention. The fact that this target group is more 
skeptical in intended usage highlights the challenge for research and industry. One possible 
explanation could be seen in the fact that people with need for care could regard AAL as a 
substitution for personal assistance in the home environment and fear the adoption of this 
technology. Further important factors for the success of AAL in the market will be data 
security and privacy protection. Moreover, it will be a challenge for organizations to develop 
successful and sustainable price and business models for holistic AAL systems that are also 
affordable for the end-user. 
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8. OUTLOOK 
In order to confirm the obtained findings and to clarify the open topics, further research will 
be necessary for a more detailed assessment of trust in AAL. First of all, studies for 
investigating the variation of actual reliability in AAL technology should be conducted to 
analyze whether there is a correlation with trust. Moreover, it would be interesting to 
determine whether there is a threshold in declining trust due to decreasing actual reliability of 
the AAL system. In previous studies, reliability levels between 60% and 80% represented a 
threshold of performance decline (Rovira et al. 2007; Wickens and Dixon, 2005). In the 
context of AAL applications, experiments with reliability conditions less than 80% could 
bring new knowledge about the perception of reliability by the end-user. Additionally, the 
integration of false alarms as a further error type, as well as an increase in the number of tasks 
or duration of the experiment, could reveal new insights for trust in AAL. External factors, 
personality traits (Szalma and Taylor, 2011), or different types of trust (Hoff and Bashir, 2013) 
could be considered for a more detailed examination in the future.  
In order to establish reliable information in a real-life environment, a longitudinal study with 
older people would be useful. For this purpose, AAL actuators and sensors should be 
integrated into the participants’ homes to measure actual usage over a period of several 
months. During this time, modifications could be made to analyze different scenarios in a 
field experiment. Moreover, the importance of the added value by support of “fall 
monitoring” could be analyzed in detail. Older persons’ learning effects, trust development 
over time, as well as the performance of sensors and actuators in daily use could be examined. 
Experiments could be also conducted in rural areas, in which older persons could have 
different views about AAL technology in contrast to people who are living (alone) in a larger 
city.  Due to the multiple components of AAL, examination with other types of sensors that 
are positioned on the body or in clothing or camera-based systems could lead to a more 
holistic picture (Ziefle et al., 2011). To underline the relevance of personal (remote) assistance 
in AAL for older users, developers could test additional sorts of remote support such as video 
and voice telephony or remote support without telephony. Since human-robot systems such as 
ASIMO (ASIMO, 2013) gain more importance, the combination with studies regarding 
human-robot trust (Sanders, Oleson, Billings, Chen and Hancock, 2011; Schaefer, 2013) 
could be relevant to the understanding of trust in AAL technology as well.
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Abstract: The present study examined three different reliability levels of an 
ambient assisted living (AAL) application and its influence on trust and 
intention to use. Past research has generally supported differences in trust in 
automation by a variation of reliability. However, investigations in the context 
of AAL, with older people as a target group, have not been empirically 
established. A 3 reliability (100%; 90%; 80%) × 2 target group (older people; 
students) experimental design was used for solving home automation tasks with 
an AAL mock-up. The study revealed no significant influence on trust in AAL 
and intention to use by the three different reliability conditions. In contrast, 
older people’s perceived reliability had a significant impact on both variables. 
The study highlighted the importance of perceived reliability in trust in  
AAL and usage intention, whereas the manipulated reliability showed only 
tendencies of these connections. 
Keywords: ambient assisted living; AAL; assistive technology; automation; 
intention to use; older people; perceived ease of use; perceived usefulness; 
reliability; technology; trust; human factors; ergonomics. 
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1 Introduction 
Automation in daily life supports people in various fields such as home automation in the 
household (Paulus et al., 2009; Floeck and Litz, 2008). In contrast to applications in 
aviation or shipping, which are operated exclusively by professionals, technologies in the 
living environment can be used by anyone. Older people, though, have less experience 
with these innovative technological devices. The present study places particular focus on 
ambient assisted living (AAL) technologies. AAL “refers to intelligent systems of 
assistance for a better, healthier and safer life in the preferred living environment and 
covers concepts, products and services that interlink and improve new technologies and 
the social environment” [AALIANCE, (2010), p.6]. AAL technologies encompass such 
devices as floor sensors that identify emergency situations (Belbachir et al., 2012) to 
social media solutions with the intention of supporting and facilitating participation in 
social life (Elder-Spaces, 2011). 
In recent years, many AAL research projects have been carried out with the support 
of private funding by participating organisations on the one hand and public funding from 
the European Commission and AAL Partner States on the other (Ambient Assisted 
Living Joint Programme, 2013). From 2008 until 2013, the planned budget for the 
Ambient Assisted Living Joint Programme (2013) was €700 million – financed by 50% 
public and 50% private funding. Nevertheless, few AAL solutions have gone beyond the 
prototype stage. Barriers that prevent a rapid market launch can be found in missing 
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standards or interoperability (VDE, 2009). Additionally, awareness in the target group of 
older people, as well as acceptance and subsequent use of the existing products, is low 
(Grauel and Spellerberg, 2008), but the potential has been detected (BITKOM, 2009). 
Since older people are more likely to become dependent on such technologies in the 
future, this target group will be analysed in more detail. 
Due to demographic shifts, the number of elderly people has increased in many 
countries (UNDESA, 2010). During 2005 to 2010, the globally annual growth rate of the 
elderly accounted for 2.6% and surpassed the overall population’s growth rate of 1.2% 
per annum. An increase from 784 million people above 60 years of age in 2011 to two 
billion people in 2050 is predicted. Moreover, the number of people aged 80 years or 
over is predicted to grow from 109 million to 402 million in the same period  
(UNDESA, 2010). With 21%, Germany has the highest percentage of people aged 65 
years and over within the European Union. A long-term forecast shows that by 2060, 
assuming a simultaneous decrease of the total population, 34% of the population will be 
aged 65 or over, and 9% of the population will be aged 85 or over. In 2009, the 
corresponding figures were 21% and 2%, respectively (Destatis, 2011). 
Moreover, considering the ageing population, an increase in long-term care is 
predicted. In 2007, 5% of people aged between 70 and 74 years, and 62% of people aged 
90 years and above, were in need of care in Germany. Remaining in the family home for 
as long as possible is the preferred alternative for people who need care. They prefer 
assistance from outpatient services in their own surroundings in order to delay, or avoid, 
a move to a residential care facility. In 2007, 68% of people who needed care were given 
this provision at home (Statistische Ämter des Bundes und der Länder, 2010). Since 
demographic changes have caused shortages in social security funds and an unequal 
distribution of nursing staff for people who require care (Afentakis and Maier, 2010), 
AAL, as an overall system, could provide support within the healthcare industry. 
The front end of AAL technology is designed to be as easy as possible to handle. 
Furthermore, the technical details of AAL, as well as the interfaces to various service 
providers, are hidden and not obvious for the end-user due to the high complexity. Thus, 
placing trust in automation plays an important role since people will not understand all 
automation in detail. In the case of AAL, the interaction between technology and the 
service provider is significant for the life of the end-user, whereby trust could be an 
important factor for usage in general. As seen in Lee and Moray (1992, 1994), the usage 
can be positively influenced by personal trust in this automation. In contrast, the factor of 
over-reliance (Parasuraman and Riley, 1997), as a consequence of incorrect calibration, 
can lead to tragic accidents – for example, in the field of passenger transport systems 
(National Transportation Safety Board, 1997; Parasuraman and Miller, 2004). 
Trust can be defined as “the attitude that an agent will help to achieve an individual’s 
goals in a situation characterized by uncertainty and vulnerability” [Lee and See, (2004), 
p.51]. Former studies of trust in automation contain a wide research spectrum – for 
example, in the following areas: automotive (see e.g., Abe and Richardson, 2006; 
Kantowitz et al., 1997; Lees and Lee, 2007; Stanton and Young, 2005), aviation (see e.g., 
Bliss and Dunn, 2000; Hughes et al., 2009; Keller and Rice, 2010; McGuirl and Sarter, 
2006; Wickens et al., 2009), combat identification (see e.g., Dzindolet et al., 2002; Rice, 
2009; Wang et al., 2009; Yeh and Wickens, 2011) or others (see e.g., Ezer et al., 2008; 
Moray et al., 2000; Parasuraman and Wickens, 2008). A more detailed literature 
overview can be found in Steinke et al. (2012b). 
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This study also revealed that, as yet, there are no explicit research activities regarding 
trust in AAL technology (Steinke et al., 2012b). Further studies by the authors showed 
noteworthy results which build the basis for the current study. Regarding the location of 
the sensors used within an AAL solution, Steinke et al. (2012a) revealed that AAL 
sensors which are permanently attached in the accommodation are considered as more 
reliable than sensors attached to clothing or on the body. Additionally, those elderly 
living in single households showed lower trust values in AAL sensors, in general, than 
people living with others (Steinke et al., 2012a). Consequent scenario-based studies 
focussed on sensor and actor technology fixed in the accommodation. A questionnaire 
study with 292 persons (mean age = 74.39 years) revealed a strong relationship between 
trust in AAL and the intention to use AAL (Steinke et al., 2014a). The authors worked 
out that expected reliability, perceived ease of use and perceived usefulness of AAL 
significantly influence trust in AAL on the one hand, and the variables of information 
procurement, interest in technology and perceived health status directly influence the 
end-user intention to use on the other. The differentiation within the study between 
people with and without the need for care showed lower values for trust and intention to 
use in the group of people with need for care. Moreover, the survey revealed that younger 
participants, as well as those with a better perceived health status, have higher trust 
values and more intention to use AAL (Steinke et al., 2014a). 
A further study by Steinke et al. (2014b) differentiated, in an experimental setting, 
between support in an AAL mock-up by personal remote assistance and embedded 
technical assistance. The analysis showed that older participants who are supported by a 
personal operator via remote assistance solve a significantly greater number of tasks than 
people with technical support alone. Additionally, personal remote assistance 
significantly influenced older people’s perceived ease of use of the AAL technology. The 
results showed no significant correlation between the type of assistance and older 
people’s trust and intention to use AAL. A significant connection between trust in AAL 
technology and perceived ease of use, as well as perceived reliability, was also detected 
(Steinke et al., 2014b). These results – in terms of trust, intention to use and (perceived) 
reliability – will be analysed in the current study in more detail. In critical situations 
especially, the person in need has to rely on AAL’s functionality and the reliability of the 
technology. For example, in the case of a person collapsing, errors resulting from 
imperfect technology can have serious consequences. Reliability can be defined as “the 
ability of an item to perform a required function under stated conditions for a stated 
period of time” [Naresky, (1970), p.199]. 
In the context of reliability, engineering reliability can be defined as “the probability 
that a product will operate or a service will be provided properly for a specified period of 
time […] under the design operating conditions […] without failure” [Elsayed, (2012), 
p.3]. Due to the different fields of AAL applications, reliability in AAL technology has 
diverse facets. The technical components (as well as the service provider) connected with 
the technology can produce errors. The present study excludes human errors and focuses 
solely on automation errors. Within automation studies, a distinction is made between 
perfect (without any error) and imperfect automation, whereas imperfection can be 
defined differently. In different studies in which reliability was considered amongst 
others as an influential factor for trust in automation, imperfect automation with an error 
rate up to 40% was used (e.g., Dixon and Wickens, 2006). In some of the studies,  
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participants are informed of the fact that the technology is capable of errors (Ezer et al., 
2008; Rovira et al., 2007). Moreover, a framework by Dzindolet et al. (2001) predicted 
that trust is based on the result of a match between perceived reliability of manual control 
and perceived reliability of the automation. A differentiation between miss and false 
alarm as feedback was used as another criterion for reliability investigations (e.g., 
Madhavan et al., 2006; Wickens and Colcombe, 2007). This distinction is not considered 
in the present study and therefore not described in detail. 
These studies focussed on human-machine interaction in the context of automation, 
whereas in the context of AAL no human control of sensors and actors is possible. People 
can operate AAL functions via an interface on a tablet computer or smartphone but have 
no access to manual handling of the underlying technology in the home environment. 
Given that people who are assigned for use of AAL often have physical or mental 
impairments, even the handling of the device can be seen as challenge for the end-user. 
The previously mentioned studies in the context of AAL technology (Steinke et al., 
2014a, 2014b) showed that higher expected/perceived reliability can be seen as an 
indicator for higher trust in AAL. As detailed in the following sections, the present study 
differentiated between three reliability levels which are manipulated experimentally. The 
change of reliability during the experiment may affect trust in automation (Wiegmann  
et al., 2001). To follow the thread, this article is aligned to the following research 
question: 
• How do the different reliability levels of an AAL application influence end-users’ 
trust and intention to use? 
2 Methodology 
2.1 Participants 
The present laboratory experiment (N = 60) contains a between-group design with  
30 older (mean age = 70.80 years, SD = 7.18, range = 61 to 85 years), as well as 30 
younger participants aged between 20 and 29 years (mean age = 24.33 years, SD = 2.41). 
All sample details can be found in Table 1. 
Table 1 Descriptive statistic total sample (N = 60) including computer experience 
Senior sample (n = 30) Junior sample (n = 30) 
Reliability level Reliability level 
 
100% 90% 80% 
 
100% 90% 80% 
# of participants        
 Total 10 10 10  10 10 10 
 Male 5 6 6  5 6 5 
 Female 5 4 4  5 4 5 
Age [mean]        
 Total 70.2 70.7 71.5  24.7 23.5 24.8 
 Male 69.2 70.5 71.67  24.4 23.5 24.8 
 Female 71.2 71 71.25  25 23.5 24.8 
 
   
 
   
   
 
   
   
 
   
    Experimental manipulation of reliability in ambient assisted living 127    
 
    
 
 
   
   
 
   
   
 
   
       
 
Table 1 Descriptive statistic total sample (N = 60) including computer experience (continued) 
Senior sample (n = 30) Junior sample (n = 30) 
Reliability level Reliability level 
 
100% 90% 80% 
 
100% 90% 80% 
# people living alone        
 Total 1 4 1  1 0 0 
 Male 0 2 1  1 0 0 
 Female 1 2 0  0 0 0 
# of user [computer]        
 Total 7 8 7  10 10 10 
 Male 4 6 4  5 6 5 
 Female 3 2 3  5 4 5 
Years of computer ownership [mean]        
 Total 18.29 19.25 16.14  13.3 14.2 13.4 
 Male 18.25 19.33 21  12.8 14 14.2 
 Female 18.33 19 9.67  13.8 14.5 12.6 
Use of computer [mean h/week]        
 Total 10.13 11.31 19.5  27.5 32.3 49.2 
 Male 19.25 11.08 33  22 36.67 54.4 
 Female 1.33 12 1.5  33 25.75 44 
# of user [tablet computer]        
 Total 1 0 0  4 2 3 
 Male 0 0 0  2 1 2 
 Female 1 0 0  2 1 1 
The younger control group allows us to compare age differences in terms of trust, as well 
as to ensure comparability to the previous study in which this design was also chosen to 
analyse the two different age groups – students as a younger control group and older 
participants (Steinke et al., 2012a). The control and experimental groups are randomly 
distributed to three experimental scenarios each. These three scenarios differ by the 
reliability condition of either 80%, 90% or perfect (100%) reliability of the AAL 
application. In the run-up to this experiment, two preliminary studies – with five younger 
participants (mean age = 25.43 years, SD = 3.02) in a first study, as well as five older 
participants (mean age = 67.98 years, SD = 4.35) in a second study – were conducted. 
Based on these preliminary studies, the design of the mock-up and the task description 
was slightly modified. 
2.2 Equipment 
The participants will have to use a mock-up of an AAL application, which was modelled 
after an AAL prototype from the research project ‘Smart and Independent Living for the 
Elderly’ (SMILEY) (Fraunhofer ISST, 2013). The experiment was conducted using a 
tablet computer by Fujitsu – the Stylistic Q550, 1.70 GHz, 2.00 GB RAM, 10.1 inch with 
a resolution of 1,280 × 800. The operating system was Windows 7 and the tablet was 
operated via touch screen. 
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2.3 Experimental design 
Based on variables of the technology acceptance model (TAM) (Davis, 1989), the 
questionnaire designed by Steinke et al. (2014a) was used as an initial point. The 
additional item ‘general trust’ (Tgen) was added and measured before performing the 
experiment. In contrast, trust in AAL (TAAL) was measured after the experiment. Both 
items were derived from the scale by Jian et al. (2000). Following the process of the 
experimental tasks, the participants are also asked about perception regarding ease of use 
(PEOU), usefulness (PU), and reliability (PR), as well as their usage intention (IU). All of 
these variables are measured on a seven-point Likert scale subsequent to the experiment. 
Further behavioural data, such as the investment to fulfil the tasks, the number of clicks 
and usage of the checking operation, which were implemented for the participants as a 
control function to prove if the action was executed correctly by the AAL system, were 
raised during the experiment. In total, six variables (Tgen, TAAL, PEOU, PU, PR, IU) were 
measured by the questionnaire and four (reliability level, number of clicks, investment of 
time, number of checking operations) within the experiment. In addition, demographic 
data and (tablet) computer possession and usage were taken anonymously. Table 2 shows 
the questionnaire presented in German. 
Table 2 Questionnaire used in this study (in German) 
Trust in technology 
Ich glaube, dass die meisten Technologien das tun, für was sie entwickelt wurden.  
(I believe that most technologies do, for what they were developed.) 
Eine große Mehrheit der Technologien sind hervorragend.  
(A large majority of technologies are excellent.) 
Die meisten Technologien haben die Eigenschaften, die für ihre Aufgaben benötigt werden.  
(Most technologies have the functions which are required for their tasks.) 
Ich denke, die meisten Technologien ermöglichen es mir zu tun, was ich tun möchte.  
(I think most technologies enable me to do what I want to do.) 
Meine typische Vorgehensweise ist es neuen Technologien zu vertrauen, bis sie mir das 
Gegenteil beweisen. (My typical approach is to rely on new technologies until they  
prove me wrong.) 
Wenn ich eine Technologie zum ersten Mal verwende, gehe ich davon aus, dass sie funktioniert. 
(When I use a technology for the first time, I assume that it will work.) 
Normalerweise vertraue ich einer Technologie, bis sie mir einen Grund gibt, nicht mehr zu 
vertrauen. (Usually, I trust a technology until it gives me a reason not to trust.) 
Trust in AAL (TAAL) 
Die Unterstützungstechnik erscheint mir trügerisch.  
(The assistive technology appear deceptive to me.) 
Ich vertraue darauf, dass mir die Unterstützungstechnik Sicherheit bietet.  
(I trust that the assistive technology provides security to me.) 
Ich bin gegenüber der Unterstützungstechnik misstrauisch.  
(I am wary of the assistive technology.) 
Notes: English version in parentheses. These are the scales that were collected as part  
of the questionnaire. Questions about sociographic factors (e.g., about use of 
computers) were also included. The response format was a scale from ‘---’ 
(strongly disagree) to ‘+++’ (totally agree). 
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Table 2 Questionnaire used in this study (in German) (continued) 
Trust in AAL (TAAL) 
Ich vertraue der Unterstützungstechnik. (I rely in the assistive technology.) 
Ich misstraue den Absichten, Handlungen oder Folgen der Unterstützungstechnik.  
(I am suspicious of the intentions, actions or consequences of the assistive technology.) 
Die Aktivitäten der Unterstützungstechnik haben eine schädliche oder schädigende Folge.  
(The activities of the assistive technology will have a harmful or injurious outcome.) 
Ich vertraue auf die Unterstützungstechnik. (I trust in the assistive technology.) 
Perceived ease of use (PEOU) 
Die Unterstützungstechnik zu verwenden verwirrt mich.  
(Using the assistive technology confuse me.) 
Bei der Anwendung der Unterstützungstechnik mache ich häufig Fehler.  
(While using the assistive technology I often make erorrs.) 
Der Umgang mit der Unterstützungstechnik frustriert mich.  
(Handling of the assistive technology is frustrating.) 
Der Umgang mit der Unterstützungstechnik erfordert eine Menge meiner geistigen Anstrengung. 
(Interacting with the assistive technology requires a lot of my mental effort.) 
Die Verwendung der Unterstützungstechnik finde ich umständlich.  
(Using the assistive technology is cumbersoming.) 
Insgesamt finde ich die Unterstützungstechnik einfach zu bedienen.  
(Overall, I think that the assistive technology is easy to use.) 
Perceived usefulness (PU) 
Die Unterstützungstechnik verbessert die Qualität des Wohnens im eigenen Haushalt.  
(The assistive technology improves the quality of living in my own household.) 
Ich empfinde es als komfortabel, von der Unterstützungstechnik im häuslichen Umfeld 
unterstütz zu werden. (I find it convenient to be supported by the assistive technology in my 
home environment.) 
Die Unterstützungstechnik unterstützt das Leben in meinem eigenen Haushalt.  
(The assistive technology supports living in my own household.) 
Die Unterstützungstechnik ermöglicht mir, länger in meinem eigenen Haushalt zu leben, als dies 
sonst möglich wäre. (The assistive technology allows me to live longer in my own household 
than I would otherwise be able to.) 
Der Besitz der Unterstützungstechnik erhöht mein Ansehen in meinem Umfeld.  
(The possession of the assistive technology increases my reputation in my environment.) 
Die Unterstützungstechnik macht es mir einfacher, länger in meinem eigenen Haushalt zu leben. 
(The assistive technology makes it easier to extend living in my own household.) 
Insgesamt finde ich die Unterstützungstechnik in meinem eigenen Haushalt sinnvoll.  
(Overall, I consider having the assistive technology in my own household as useful.) 
Notes: English version in parentheses. These are the scales that were collected as part  
of the questionnaire. Questions about sociographic factors (e.g., about use of 
computers) were also included. The response format was a scale from ‘---’ 
(strongly disagree) to ‘+++’ (totally agree). 
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Table 2 Questionnaire used in this study (in German) (continued) 
Perceived reliability (PR) 
Die Unterstützungstechnik erscheint mir zuverlässig.  
(The assistive technology appears to be reliable.) 
Die Unterstützungstechnik erscheint mir präzise.  
(The assistive technology appears to be precise.) 
Die Unterstützungstechnik erscheint mir sicher.  
(The assistive technology appears to be safe.) 
Die Unterstützungstechnik erscheint mir ehrlich.  
(The assistive technology appears to be honest.) 
Ich denke, die Unterstützungstechnik arbeitet fehlerfrei.  
(I think the assistive technology will work correctly.) 
Die Unterstützungstechnik weist für mich Zuverlässigkeit auf.  
(The assistive technology shows reliability for me.) 
Usage intention (IU) 
Es ist wahrscheinlich, dass ich die Technologie verwenden würde.  
(It is probably that I would use the technology.) 
Ich würde auf jeden Fall einmal ausprobieren, die Technologie zu nutzen.  
(I would at least try to use the technology.) 
Sobald die Möglichkeit besteht, würde ich die Technologie nutzen.  
(As soon as the opportunity arises, I would use the technology.) 
Notes: English version in parentheses. These are the scales that were collected as part  
of the questionnaire. Questions about sociographic factors (e.g., about use of 
computers) were also included. The response format was a scale from ‘---’ 
(strongly disagree) to ‘+++’ (totally agree). 
Within this experiment, an examination of three different manipulated reliability levels is 
included. The manipulated reliability levels set for this experiment are deduced from the 
results of an online questionnaire with 206 participants (mean = 38.0 years, range = 14 to 
88 years) (Steinke et al., 2013). Within this study, the users’ expected reliability of 
different daily-life technologies, such as dishwashers, computers and navigation systems, 
was investigated and compared to the expected reliability of three AAL functions: 
‘stove’, ‘floor sensor’ and ‘window’. Due to the results provided by Steinke et al. (2013), 
which have shown an overall value of about 95% of expected reliability in the segment of 
AAL technology, a demarcation in one experimental setting with perfect automation and 
two settings with imperfect automation (90% and 80% manipulated reliability) were used 
in the present study. 
2.4 Procedure 
Each participant solved 30 tasks within a virtual accommodation by using a mock-up of 
an AAL system – either in the 80%, 90% or 100% reliability condition. The design of the 
mock-up was derived from a previous experiment investigating two types of assistance – 
personal remote and embedded technical assistance for AAL technology (Steinke et al., 
2014b). In the present study, the control of devices in the home environment is also 
simulated via an application on a tablet computer. 
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Based on this application, the participants undertook 30 tasks within seven 
consecutive rooms. The order of the tasks was fixed so that all participants in the three 
reliability conditions had to perform the tasks in the same sequence. The participants 
were asked to control the status – for example, of the stove – and subsequently turn off 
the stove. They were also asked to control and close the windows in different rooms – 
such as the kitchen or living room – and to reduce the temperature of the heating [for 
more details see Hertzer (2013), all actions can be found in Appendix]. All these tasks 
that the participants are asked to solve are performed via remote control on the tablet. 
Due to the fact that the application is still in the prototype phase, the application itself 
was not performing any tasks in reality – only in the virtual surroundings. 
Each participant completed only one out of the three reliability conditions. The first 
group completed an experiment with perfect automation, which means that no errors 
occurred during the solving of the problems. The second experimental group experienced 
90% manipulated reliability, which means that within the 30 tasks three errors occurred. 
An error in understanding of the experiment is, for example, an open blind after the 
participant had performed the action ‘closing the blind’. All errors are shown on the 
surface of the mock-up displayed by an error message to the user, which stated that the 
operation could not be performed successfully. In contrast to previous studies in which 
the user got wrong or no error messages (Madhavan et al., 2006; Wickens and Colcombe, 
2007), in the present experiment the participant received – in any case – a correct error 
message if the action was not performed completely. The participant had the opportunity 
to execute this single task a second time. At the second attempt, if the participant 
performed the task correctly, no error message occurred – this task was finished. 
Following this logic, the mock-up of the third experimental group had a modelled 
manipulated reliability of 80%, which means that six errors occurred within this 
condition. 
The time duration to fulfil all tasks was not limited. The investment of time as well as 
the number of clicks was measured from the first task in the hall until the participant had 
finished all 30 tasks. To provide the best possible comparability, the number of additional 
clicks per participant was taken, which means that the number of minimal clicks per 
condition, as well as the amount of clicks for the usage of the checking operation, was 
subtracted to identify the participants’ clicks which were not necessary for solving the 
tasks. The number of minimum clicks used to solve all 30 tasks in one of the different 
experimental conditions was: 50 clicks in the 100% reliability condition, 56 clicks in the 
90% condition and 62 clicks in the 80% condition. 
Within the instructions of the experiment, the participants received no information 
about the reliability of the AAL application and whether errors occur or not. Analogous 
to the former experiment by Steinke et al. (2014b), participants have the possibility to 
check the correct functionality of the AAL technology via a ‘checking operation’. By 
monitoring the state of the performance – for example, a camera view of the blind after 
having it closed by the system – the participant is given the opportunity to check the 
system reliability of the sensors and actors – after finishing all tasks within a room by 
solving arithmetical tasks. As all participants had to perform 30 tasks during the 
experiment, there was a maximum of 30 opportunities to check the AAL system 
reliability. These clicks for the checking operation also have to be subtracted from the 
overall number of clicks. Depending on the successful execution of the checking 
operation, the maximum number of clicks subtracted per experimental task is six. 
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To prevent this function being used every time, beside the fact that the participant has 
doubts with regard to the correct functionality or not, arithmetical tasks are implemented 
as hurdles (Ho et al., 2005). These tasks include the four basic calculating methods with 
response options from one to nine. This artificial barrier consists of calculating tasks 
which are displayed on the screen and work like a transaction authentication number 
(TAN) for online banking. To receive the camera view of the respective technology, the 
participant has to solve four different calculation tasks per item. If the arithmetical tasks 
were not solved correctly, the camera view was not shown. Also, for this operation no 
time limit was given. Figure 1 shows screenshots of the experimental mock-up. 
Figure 1 Screenshots from the AAL mock-up, (a) layout of the accommodation (b) error message 
‘task could not be performed’ of one task in the bathroom (c) view of one arithmetical 
task and the keypad for entering numbers within the checking operation ‘blind’ in the 
bathroom (d) camera view to check the blind in the bathroom (see online version  
for colours) 
  
(a)     (b) 
  
(c)     (d) 
2.5 Hypotheses 
Both of the following hypotheses have been set up in order to analyse the impact of the 
variation of reliability of the described AAL application as well as to evaluate the former 
mentioned variables with respect to trust and the intention to use. 
H1 Trust in AAL is negatively influenced by 
a number of clicks 
b investment of time 
c number of checking operations. 
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Trust in AAL is positively influenced by 
d higher reliability level 
e general trust in technology 
f perceived reliability 
g perceived ease of use 
h perceived usefulness. 
H2 Intention to use is negatively influenced by 
a number of clicks 
b investment of time. 
It is positively influenced by 
c higher reliability level 
d trust in AAL 
e perceived reliability 
f perceived ease of use 
g perceived usefulness. 
3 Results 
As described in the experimental design, the present study combines measurement and 
analysis of variables during the experiment and those obtained by questionnaire. 
Behavioural data such as the number of clicks and investment of time for each reliability 
level, as well as usage of the checking operation. Following this, the outcomes obtained 
from the questionnaire study were examined. For detailed analysis, the data was 
evaluated on the basis of descriptive and inferential statistics. The data analysis was 
conducted by using SPSS 21. 
3.1 Number of clicks and investment of time 
The number of clicks as the first behavioural indicator was measured for each participant 
during the experiment. For an aggregated analysis, the results are divided into the senior 
experimental and junior control groups and additionally split into the three different 
reliability conditions per group. Figure 2 visualises the additional number of clicks within 
these six experimental groups by means of box-plots. The present box-plots show the 
mean values and median, as well as the first and the third quartile and whiskers for all 
groups. 
Following this evaluation, the lowest additional click rate was observed for the 100% 
reliability condition in the senior group (mean = 26.6 clicks). Seniors clicked more often 
in the 90% (mean = 46.1) and 80% (mean = 47.7) conditions. In order to statistically test 
for differences in means between groups a one-sided Bonferroni post hoc test was 
performed. This test was chosen over a simple t-test, since it avoids alpha error inflation 
that occurs when a row of t-tests is used to compare means between several groups. In 
addition, the Bonferroni post hoc test is a very conservative post hoc test and thus 
enhances the accuracy of the results. The increase of additional clicks from the 100% 
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reliability treatment to the 80% reliability treatment is marginally significant at the 10% 
level in the senior group. However, the difference in additional clicks between the 100% 
and the 90% reliability treatment is not statistically significant in the senior group. 
Juniors reached their lowest value in the 80% condition (mean = 18.5) followed by the 
100% condition (mean = 23.9) and a substantial rise in the 90% reliability condition 
(mean = 41.8). Performing a one-sided Bonferroni post hoc test revealed that the number 
of additional clicks is significantly higher in the 90% reliability treatment compared to 
the 80% reliability treatment (at the 5% level) and to the 100% reliability treatment (at 
the 10% level) in the junior sample. Furthermore, the biggest click span can be seen in 
the senior 80% and junior 90% conditions, which are also the two conditions with the 
highest additional numbers of clicks (and one outlier with 114 additional clicks in the 
senior 80% reliability condition). Aggregated over all reliability treatments, the juniors 
performed significantly less additional clicks than the seniors. This was tested with a  
one-sided t-test of equal variances and is statistically significant at the 5% level. 
Figure 2 Box-plot diagram: number of additional clicks among the different experimental groups 
 
Note: *Numbers describe the reliability level (e.g., ‘Seniors 100’ is the senior sample in 
the 100% reliability condition). 
Source: Authors’ design 
In addition to the number of clicks, the investment of time for completing the experiment 
by all participants was measured and clustered per experimental condition in both age 
groups. In the senior sample, a decrease in the system’s reliability level led to an 
increased time to perform all tasks in the current experiment. In detail, participants in the 
conditions of imperfect automation needed more time to perform the experimental tasks 
(mean = 17 m 54 s in the 80% condition; mean = 16 m 30 s in the 90% condition) than 
participants with perfect automation (and a mean value of 11 m 12 s). However, these 
differences are not statistically significant when tested with a one-sided Bonferroni post 
hoc test. Moreover, the younger participants were significantly faster in solving the  
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30 tasks of the experiment than the senior experimental group. This was tested with a 
one-sided t-test of unequal variances and is statistically significant at the 1% level. As 
can be seen in Figure 3, the 80% junior group required the least time with a mean of 
8m30s, followed by the 100% condition with a mean value of 9 m 24 s. A peak can be 
seen in the 90% control group with 11 m 24 s, which accompanied the higher number of 
additional clicks for solving all tasks in this sub-sample. 
Figure 3 Box-plot diagram: investment of time for completing all experimental tasks 
 
Note: *Numbers describe the reliability level (e.g., ‘Seniors 100’ is the senior sample in 
the 100% reliability condition). 
Source: Authors’ design 
3.2 Checking operation 
Figure 4 displays the total number of executed checking operations divided into the six 
experimental groups. In total, 70 checking operations by the seniors, and 89 checking 
operations by the younger participants, were executed by the 30 participants per age 
group. As can be seen in Figure 4(a), there were six checking operations by seniors in the 
100% reliability condition, 40 checking operations within the 90% condition and 24 
checking operations in the 80% condition were performed. In contrast, in the junior 
control group, there were 18 checking operations in the 100% condition, 47 in the 90% 
condition and 24 in the 80% condition. In both age groups, participants in the 
experimental condition with perfect automation used the checking operation to control 
the system reliability least, and in the 90% condition used it most frequently. A univariate 
ANOVA with the amount of checking operations as a dependent variable showed no 
statistically significant differences between the reliability conditions. 
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Figure 4 (a) Total number of checking operations divided by experimental groups  
(b) Number of participants performing the checking operation divided by rooms  
(in chronological sequence) 
 
(a) 
 
(b) 
Note: *Numbers describe the reliability level (e.g., ‘Seniors 100’ is the senior sample in 
the 100% reliability condition). 
Source: Authors’ design 
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Figure 4(b) revealed the number of participants using the checking operation in the 
different rooms (arranged in chronological order). As the 30 tasks are not equally 
distributed over the seven rooms, the absolute number is presented in combination with 
the room names. As can be seen, in all rooms the younger participants used the checking 
operation more often. Furthermore, in the living room the fewest participants used the 
opportunity to check the system reliability. Despite the facts – that in the hall, on the one 
hand, the lowest number of tasks existed (n = 2), while on the other hand, it was the only 
room in which no automation error occurred – in both groups, most participants used the 
checking operation in this room. 
3.3 Questionnaire data 
In addition to the evaluation of the behavioural data, the questionnaire by Steinke et al. 
(2014a) was used in a slightly modified version to measure the former introduced 
variables. In the present section, the questionnaire data which were collected as part of 
the experiment are analysed. Several analyses of variances were conducted in order to 
test for deviations in different conditions evoked by the systematic variation of reliability. 
Therefore, a univariate ANOVA with TAAL, perception regarding ease of use (PEOU), 
usefulness (PU), reliability (PR), as well as usage intention (IU), used as dependent 
variables, was performed. As a result, no differences between the various conditions were 
found. Furthermore, the correlation between Tgen and TAAL is significant (r = .65, p < .01), 
whereas regarding the amount of checking operations, there is no significant correlation 
with TAAL (r = .03, p > .05). The correlation between investment of time and TAAL is also 
statistically insignificant (r = .23, p > .05). Moreover, there is no statistically significant 
correlation between IU and investment of time (r = .16, p > .05) or between IU and the 
number of checking operations (r = .09 p > .05). For this reason, these measures were 
ignored in the subsequent analysis of IU and TAAL. 
An examination of the explained variance of TAAL and the impact on IU was 
conducted by two linear regressions. A stepwise regression is used to eliminate irrelevant 
variables and to reveal the optimal model with a low number of parameters. The first 
stepwise regression included the variables Tgen, PR and PEOU with TAAL as a dependent 
variable. In contrast to Steinke et al. (2014b), the variable PU was excluded, due to its 
missing impact on TAAL, in the current study. PR (β = .37, p < .05) and PEOU (β = .42,  
p < .01) had a significant impact on TAAL. Together, the amount of variance explained 
was 72% (R2 = .72) (see Table 2). The results give reason to presume PR as a mediator 
for the relation between Tgen and TAAL. A further analysis for mediation significance, by, 
for example, an application of bootstrap methods or the Sobel test, was neglected due to 
the small sample size. Performing the same stepwise regression to the junior sample 
partially supports this result. PR (β = .52, p < .01) also has a significant impact on TAAL 
in this sub-sample and seems to mediate the role of Tgen. 
Moreover, a further analysis with PEOU, TAAL, PU and PR on the one side, and 
setting IU as a dependent variable on the other side, was performed to estimate the 
amount of explained variance in IU. PR had a significant impact on IU (β = .83, p < .01; 
R2 = .64) when considering all variables together in an ANOVA. As a consequence, a 
stepwise regression to prove for mediation hints was conducted. The outcome indicates 
multiple mediations – as can be seen from Table 4. Thus, the data gives rise to the  
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assumption that PR mediates the relation between PEOU, TAAL, PU and IU. Applying the 
analogous stepwise regression to the junior sample does not lead to contradictory results. 
However, the main indicator for IU is PU (β = .78, p < .01) in this sub-sample. 
Table 3 Linear regression on TAAL for the senior sample 
  B SE T p R2 
1 Constant 1.19 .99 1.20 .24 .43 
 Tgen .79** .17 4.55 .00  
2 Constant –.01 .89 –.02 .99 .62 
 Tgen .23 .21 1.07 .29  
 PR .76** .21 3.66 .00  
3 Constant –.86 .81 –1.06 .30 .72 
 Tgen .24 .18 1.30 .21  
 PR .44* .21 2.17 .04  
 PEOU .45** .14 3.19 .00  
Notes: Dependent variable = TAAL. Stepwise regression. 
*p < .05, **p < .01 
Table 4 Linear regression on IU for the senior sample 
  B SE T p R2 
1 Constant 1.36 1.49 .91 .369 .24 
 PEOU .75* .25 2.99 .006  
2 Constant .58 1.43 .41 .407 .36 
 PEOU .17 .35 .50 .621  
 TAAL .73* .32 2.27 .031  
3 Constant –1.14 1.33 –.86 .399 .55 
 PEOU .40 .30 1.30 .205  
 TAAL .02 .35 .06 .956  
 PU .81* .24 3.28 .003  
4 Constant –2.39 1.18 –2.02 .054 .69 
 PEOU .08 .27 .28 .785  
 TAAL –.21 .30 –.69 .496  
 PU .14 .29 .48 .639  
 PR .1.41* .41 3.42 .002  
Notes: Dependent variable = TAAL. Stepwise regression. 
*p < .05, **p < .01 
To identify significant differences compared to the control group, additional analyses for 
the overall sample were conducted. No significant deviations regarding Tgen and TAAL in 
the senior cohort (t(58) = –1.14, p = .26; t(58) = –.88, p = .38) could be found. However, 
there was a significant difference between junior and senior groups regarding PR of the 
applied mock-up following the experimental manipulation (t(58) = –2.41, p = .02). 
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4 Discussion 
In the following, the stated hypothesis, as well as the research question – “How do the 
different reliability levels of an AAL application influence end-users’ trust and intention 
to use?” – will be discussed in detail with a particular focus on the senior sample. 
With regard to the research question, the findings reveal no clear universal statement 
regarding trust in AAL technology and intention to use. There was no evidence for the 
hypotheses H1(d) and H2(c), which means that both hypotheses are not supported by the 
data. Participants in the 100% reliability condition do not have significantly higher trust 
and intention to use values in contrast to participants in the conditions with an imperfect 
AAL application (90% or 80%). Moreover, no significant findings between the 90% and 
80% reliability treatments regarding TAAL and IU could be found. These results contradict 
findings in which participants rely more on systems with higher reliability – for example, 
in the context of a military command and control task (Rovira et al., 2007) or flight and 
display monitoring tasks (Bailey and Scerbo, 2007). Thus it should be questioned if 
reliability of an AAL system does not matter at all for the end-user? 
Despite missing significant results from the present study, this provocative question is 
negated by the authors. In the context of AAL technology, which served the security of 
people’s health, reliability plays a major role since AAL works autonomously, and far-
reaching manual operation is not intended. Moreover, Steinke et al. (2013) revealed that 
end-users expect higher reliability values for AAL in contrast to other everyday 
technologies, which supports the importance reliability in context of AAL for the end-
user. The missing significance regarding the connection between reliability level and 
TAAL, as well as IU, can be interpreted in multiple ways. 
One further explanation can be that the manipulation of the reliability was 
indistinguishable for the participants so that the application was not perceived as 
defective. This is in line with the mean values of perceived reliability among the different 
experimental groups, which did not differ significantly. Within the present experiment, 
the participants received no information about the reliability level of the AAL application 
beforehand (cf. Ezer et al., 2008) but were given feedback about errors during the 
experiment (cf. Rice and Geels, 2010). Rice and Geels (2010) analysed three different 
information/feedback scenarios and strengthened the system-wide trust strategy (Keller 
and Rice, 2010) in which operators do not differentiate between individual diagnostic 
aids with various reliability levels but perceive them as one system with consistent 
reliability. 
Furthermore, no certain threshold of reliability below which trust declines 
significantly can be seen for AAL technology (cf. Lee and See, 2004). In contrast to the 
present experiment with AAL technology in the home environment, in other areas, such 
as aviation or combat identification, manipulated reliability was often tested from 100% 
reliability up to 70% or less (Keller and Rice, 2010; Neyedli et al., 2010; Rovira et al., 
2007). Supported by Steinke et al. (2013), a reliability level of 70% or less for AAL 
technology would be very low in the expectation of the end-user. A reliability threshold 
which is significantly influencing trust in AAL should be expected above these values 
analysed in other automation. 
The present results suggest, that in case older people have high values of PEOU and 
PR, these variables could overcompensate the error messages in the 80% and 90% 
reliability conditions and, thus, the imperfect AAL technology. Moreover, the error  
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messages could be perceived as additional support to the older people in order to avoid 
further handling errors. Thus, the manipulation of reliability in the imperfect AAL 
application settings could lead to a positive reinforcement of perceived reliability for 
older participants. The small sample size in each of the three reliability conditions could 
prevent significant results in regard to the differences relating to TAAL and IU. 
Moreover, the study reveals new insights by combining the variables PEOU, PU and 
IU from TAM in an experimental setting with a total of 60 people. Despite the fact that a 
broader sample would be necessary to calculate structural equation models, the linear 
regressions – as also analysed in Steinke et al. (2014b) – underlined most of the previous 
results. The positive influence of PEOU and PR on TAAL, as well as the non-significance 
of PU on TAAL, cover the previous results. Thus, the hypotheses H1(f) and H1(g) can be 
supported, and H1(h) cannot be supported by the data. 
Additionally, TAAL, PR, PEOU and PU have a positive influence on IU (H2(d), H2(e), 
H2(f) and H2(g) can be verified). The data supports the assumption that PR mediates the 
relation between the other former-named variables and IU. With respect to the relation 
between the behavioural data measured during the experiment and TAAL and IU, no 
statistically significant results can be found. The hypotheses H1(a), H1(b), and H1(c), as 
well as H2(a) and H2(b), cannot be supported by the data. Table 5 gives an overview of 
the results of the hypotheses for the senior sample. 
Table 5 Overview of support of hypotheses for the senior sample 
Hypothesis Support 
Trust in AAL technology (TAAL) 
H1(a) Is negatively influenced by the number of clicks No 
H1(b) Is negatively influenced by the investment of time No 
H1(c) Is negatively influence by the number of checking operations No 
H1(d) Is positively influenced by higher reliability level No 
H1(e) Is positively influenced by general trust in technology (Tgen) Yes 
H1(f) Is positively influenced by perceived reliability (PR) Yes 
H1(g) Is positively influenced by perceived ease of use (PEOU) Yes 
H1(h) Is positively influenced by perceived usefulness (PU) No 
Intention to use (IU) 
H2(a) Is negatively influenced by the number of clicks No 
H2(b) Is negatively influence by the investment of time No 
H2(c) Is positively influenced by higher reliability level No 
H2(d) Is positively influenced by trust in AAL technology (TAAL) Yes 
H2(e) Is positively influenced by perceived reliability (PR) Yes 
H2(f) Is positively influenced by perceived ease of use (PEOU) Yes 
H2(g) Is positively influenced by perceived usefulness (PU) Yes 
Regarding the investment of time for the experimental tasks, it can be seen that elderly 
people needed more time to finish the experiment in all reliability conditions. 
Furthermore, the investment of time is negatively related to the reliability level in the 
senior group. These findings are correlated with the number of clicks participants needed 
to finish the experiment. This analysis revealed that younger people needed less clicks, 
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on average, than the older participants in order to finish all tasks. Something that is 
noteworthy in this context is the wide difference between the senior and control groups in 
the 80% reliability condition. Whereas older people needed more clicks and time to finish 
the tasks in this condition, which is in accordance with the other two conditions, the 
younger participants needed less clicks and time, on average, in the 80% condition. This 
effect should be investigated in further experiments with a broader sample. 
With respect to the checking operation which was implemented to give participants 
the opportunity to check the system’s reliability via mathematical calculations, younger 
participants used that function a total of 89 times – more often than the older participants 
with 70 times. Apparently, the participants checked the system’s reliability in the first 
room – the hall – most frequently, although there were fewer tasks to perform and no 
error messages occurred in none of the experimental conditions. Moreover, the checking 
behaviour was not significantly influenced by the type of technical device which was 
operated. For example, a forgotten running stove in the kitchen has not been proven 
significantly more often in contrast to an open blind. In both age groups, participants in 
the 90% experimental condition showed the highest usage of the checking operation. In 
the senior sample, under the 100% reliability condition, only six people who used the 
checking operation were measured. Originally, this was the expected outcome and 
showed that higher reliability of an AAL system could lead to less manual checking by 
the end-user. This supports the note that high reliability of an AAL system would be 
necessary for the usage of AAL technology in everyday life, since this technology will 
work autonomously, and far-reaching manual operation is not intended, for example, in 
critical AAL solutions such as fall monitoring via ground sensors. Especially in the case 
of impaired people, the automation has to react without human support. This challenge 
for AAL goes beyond other human-automation systems in which a human operator acted 
as a safeguard. 
Additionally, the present study has some limitations that should be highlighted. First, 
the used application is designed for the experimental setting only and is not part of an 
integrated system. By using a marketable product with interfaces to other technical 
devices, a follow-up experiment would be useful. 
Second, the used reliability levels up to 80% could not contain the complete spectrum 
of perceived reliability by the participants. Nevertheless, due to high criticality in case of 
an emergency, an AAL technology with less than 80% reliability appears unanalytical. 
Moreover, the findings from Steinke et al. (2013) support the set border for reliability of 
the AAL application. Since, in former studies, reliability levels around 70% to 75% 
represent a threshold of performance decline (Wickens and Dixon, 2005), analysing 
applications with less than 80% reliability could bring new knowledge regarding the 
measured variables, although this will (hopefully) not be a realistic border for actual 
reliability of an AAL technology. 
Third, the error message itself could have further influenced the results. During the 
experiment, some participants mentioned that they had caused the displayed errors 
themselves due to incorrect usage of the system. In this context, the implementation of 
false alarms as an additional type of error message, or more information about the 
reliability level for the participants in the run-up to the experiment, could reveal further 
interesting insights. Fourth, the sample size with ten participants per reliability level 
should be increased in further studies; the statistical analyses can be strengthened and the 
results underlined. A further limitation of the present study can be seen in the high 
computer usage of participants aged 70 years or above. According to the German Federal 
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Statistical Office (Destatis, 2013), the computer ownership by older participants in the 
experimental group corresponds to the comparison group (up to 70 years), whereas it is to 
be considered, for the group of participants older than 70 years, as above-average. 
Furthermore, suggestions for further research should be mentioned. First of all, in the 
context of AAL technology, no previous studies with manipulation of reliability exist. 
Since the results are not obvious, this fact supports the idea of further research in this 
area. In general, fewer studies with older people as a participant group, regarding 
reliability and trust, exist. Thus, a follow-up study with a wider sample should be used as 
well as a differentiation between the type of information and feedback in terms of errors 
(cf. Dzindolet et al., 2003; Rice and Geels, 2010). 
Since participants undertook only one reliability level each during this study, there 
was no direct comparison possible. Due to this fact, the experiment was repeated with an 
additional ten older participants (mean age = 72.0, SD = 5.27) who completed the 
experimental procedure twice. In contrast, in this small follow-up experiment, each 
participant performed the study with two different manipulated reliability levels – 80% 
followed by 100%, or the other way round. This additional experiment revealed a 
reduction in the investment of time and the number of clicks in the second experimental 
round independent of the sequence of the reliability conditions. Regarding the checking 
operations, it should be noted that, within the first sub-group (change of technical 
reliability from 100% to 80%), only one participant tried the control option once, while in 
the second subgroup (change of technical reliability from 80% to 100%), in total  
49 checking operations were performed by the participants. Something that is noteworthy 
is the reduction of checking operations by 86.1% from the first experimental round  
(n = 43) to the second round (n = 6). This reflects the fact that training sessions prior to 
the purchase of an AAL system may lead to easier handling for older people and better 
support for the actual usage of the system. Due to the small sample size, no further 
analysis showed significant results, but this should be extended in further studies. 
Moreover, the experiment did not analyse trust in highly critical AAL functions such 
as ‘fall monitoring’, which could be examined in a long-term study in a residential 
environment. For this, it would be necessary to use an AAL technology which is market 
ready and not only at a prototype stage. The diversity of AAL applications – for example, 
an alarm function with an automatic emergency call – cannot currently be mapped 
experimentally but should be integrated into further field experiments. 
Older people will need support in using AAL applications, and this needs to be 
considered by the service provider. Moreover, various personal reasons, which are not 
analysed separately in this article, can have an influence on the measured variables. 
Conscientiousness, as one dimension of personality accompanied by the Big Five 
personality traits (Goldberg, 1990), could be, for example, a factor for checking 
behaviour. An additional examination of personality traits could provide more detailed 
conclusions in further experiments. 
5 Conclusions 
The present study revealed that the perceived reliability of the experimental and control 
groups has significant impact on trust in AAL technology. Moreover, no significant 
correlation between the different reliability levels in the experiment and the variables of 
end-user trust in AAL technology and intention to use can be found. This leads to the 
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conclusion that the manipulation of the AAL application in the experiment into different 
reliability levels did not lead automatically to a linear change in the reliability perception 
of the participants in context of AAL. The significant impact of perceived ease of use on 
trust in AAL in the present study goes along with the results from previous studies 
(Steinke et al., 2014a, 2014b). Further significant results revealed that the younger 
participants performed less additional clicks and, moreover, younger participants are 
significantly faster in solving the experimental tasks than the senior experimental group. 
Finally, the variables of perceived ease of use, trust in AAL, as well as perceived 
usefulness, significantly influence intention to use in the senior sample, mediated by 
perceived reliability. In the junior group, the main indicator for intention to use was 
perceived usefulness. The connection between perceived usefulness and intention to use 
is consistent with previous findings in the context of AAL (Steinke et al., 2014b). 
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Appendix 
Overview of the 30 experimental tasks 
No. Room Device Action 
1 Hall Answering machine Switch on 
2 Hall Light Switch on 
3 Kitchen Window Close 
4 Kitchen Blinds Close 
5 Kitchen Light Switch on 
6 Kitchen Radio Switch on 
7 Kitchen Coffee machine Switch off 
8 Kitchen Stove Switch off 
9 Kitchen Oven Switch off 
10 Utility room Window Close 
11 Utility room Blind Close 
12 Utility room Alarm device Switch on 
13 Utility room Heating Set to 19 degree 
14 Living room Window 1 Close 
15 Living room Window 2 Close 
16 Living room Blinds 1 Close 
17 Living room Blinds 2 Close 
18 Living room Light Switch on 
19 Living room Window Switch on 
20 Bath Window Close 
21 Bath Blinds Close 
22 Bath Light Switch on 
23 Bath Washing machine Switch on 
24 Bedroom Window Close 
25 Bedroom Blinds Close 
26 Bedroom Light Switch on 
27 Spare room Windows Close 
28 Spare room Blinds Close 
29 Spare room Light Switch on 
30 Spare room Radio Switch on 
 
