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1. Introduction 
Variables which are not observéd in some or all periods under consi-
deration appear in many econometrie applications. Economie theory 
or other considerations lead to" the inclusion of unobserved variables 
in a model. In other instances, information on a variable is not 
collected for the periods which are appropriate for econometrie modeling. 
Examples are expectations, desired values, errors in variables and 
missing observations. Although the assumptions underlying the models 
with unobserved an unobservable variables are sometimes quite diffe-
rent, these models have many features in common. 
The parameters of interest in models including unobservable variables 
can be estimated provided these parameters are identified in the 
data generating process (DGP). 
The DGP is obtained by marginalization of the joint process for the 
observéd and unobserved variables with respect to the latter ones. 
The parameters in the DGP are often subject to nonlinear restrictions 
implied by the process for observéd and unobserved variables. The 
difficulties in specifying this joint process and the problems of 
estimation in the presence of nonlinear restrictions frequently lead 
to the use of estimation procedures that are not fully efficiënt. 
*) Fakulteit der Ekonomische Wetenschappen, Vrije Universiteit, 
Postbus 7161, 1007 MC Amsterdam. The authors wish to thank 
R.J. Reichardt for his help in carrying out the computations. 
An earlier version of this paper has been presented at the ESEM in 
Pisa. 
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In particular, in an early stage of the modeling process, when 
tentative models are formulated, analyzed and possibly reformulated 
in the light of empirical results, there is a need for procedures 
which are reasonably accurate and computationally attractive. In this 
paper, we present consistent estimators based on proxies for the 
unobserved variables. Proxy variables have been used in many econo-
metrie applications, see e.g. Harvey and Pierse (1984), Litterman 
(1983) for models with missing observations and McCallum (1976), 
Sargent (1976) and Barro (1977) for expectations, among many others. 
The aim of this paper is to analyze the large sample properties of 
proxy variables estimators to show how fairly accurate and computa-
tionally simple consistent estimators can be obtained. We emphasize 
the common statistical features of these estimators for models with 
different types of unobservables and we illustrate how the methods 
apply to dynamic regression models with missing observations and 
with expectational variables respectively. Extensions to other un-
observables are straightforward and will not be considered here. As 
pointed out above, the relevance for empirical work of computation-
-ally attractive methods which are consistent and reasonably accurate 
is obvious. Also, many consistent estimates require less assumptions 
on the model than fully efficiënt methods. Moreover, consistent 
initial estimates are necessary for efficiënt two-step estimation, 
whereas the use of good starting values for the parameter estimates 
will speed up the convergence of efficiënt iterative estimation. 
Consistent estimation of the Standard errors associated with proxy 
variables estimators can be intricate. Commonly used formulae for 
the Standard errors are often inconsistent. Results on their large 
sample bias are given. We show how the Standard errors can be con-
sistently estimated. Lower and upper bounds for the Standard errors 
in large samples will also be provided. Besides being computed more 
easily than the exact expression, they will be sufficiently accurate 
in many applications. 
In section 2, we show how consistent proxy variables extimators can 
be obtained for the linear regression model with unobserved variables-. 
Then, we introducé a two equation model, which will be used later on 
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in the comparison of the properties of alternative consistent estima-
tors. Different kinds of unobservables fit into the model. Simple 
examples illustrate the use of a proxy variable to estimate the para-
meters of a regression model with missing exogenous and endogenous va-
riables respectively. 
Section 3 is devoted to consistent estimation of large sample Standard 
errors (SE) for the proxy variables estimators. Upper and lower bounds 
which can be obtained in a fairly straightforward way are also given 
for the SE's. We also show how the efficiency of proxy variables esti-
mators (PE) can be increased by incorporating more information into 
the proxy, by accounting for the di'sturbance correlation after the sub-
stitution of a proxy or by choosing a set of instrumental variables 
when the explanatory variables based on proxies and the disturbances 
are not orthogonal, In section 4, numerical results on the relative 
asymptotic efficiency of alternative proxy variables estimators for 
missing observations and expectational variables are reported. The 
asymptotic precision of these estimators is compared with that of the 
Maximum-Likelihood (ML) estimator. For some methods, the asymptotic 
Standard errors are also compared with those computed according tó 
the ordinary least squares formula for Standard errors. 
Finally, section 5 contains concluding remarks and recommendations for 
empirical work. 
The model 
Consider the following regression model 
y = X g + e , (2.1) 
Txl Txk kxl Txl 
where y and X are the endogenous and the explanatory variables respec-
tively^ is the vector of coefficients, e is assumed to be independent-
2 ly normally distributed with mean zero and variance o , and T is the 
sample size. The matrix X has full column rank and can include lagged 
values of y. The remaining explanatory variables are strictly exogenous 
with respect to e. If some values of the endogenous or exogenous variables 
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are not observed, we can substitute proxies denoted by y and X 
respectively and obtain 
y = Xg + w , (2.2) 
with 
w = e + y - y + (X - X)B ; (2.3) 
where for the ease of notation, the proxy is set equal to the value 
of the variable if the latter one is observed. Notice that w is 
usually heteroscedastic and autocorrelated, which can create problems •:' 
for the estimation of the Standard errors of proxy variables estimators. 
In general, the vector 3 in (2.1) can be consistently estimated by 
instrumental variables (IV), when there exists a matrix of instruments 
-1 »~ 
Z such that plim T Z X is a constant nonsmgular matrix and 
plim T_1Z'w = 0. 
In some instances, X satisfies these requirements. 
Throughout this paper, we consider a special case of (2.1) 
yt = M t + B ,* t + *t . Ie0l K l ( 2 ' 4 ) 
to which we add an equation for x 
xt = YlXt-l + Y2xt-2 + azt + vt + 6vt-l ' (2>5) 
where e and v are independent normally distributed variates with 
• ' • « 9 9 
zero mean, zero serial correlation and constant variances a and a^ 
' v 
respectively. The variables x and z are strictly exogenous with 
respect to e and v , respectively. The variable C can be the lagged 
value of y or an unobserved expected value of y or x . This point 
will be discussed later in this section. The lag polynomials 
2 1 - y L - YoL and 1 + 0L are assumed to have different roots outside 
the unit circle. 
For the ease of the presentation, we use T to denote the set 
m 
T = {m, 2m, .... T}, with m being some integer. We also use the 
m 
index 
5 
c r 
set T = T, ^  T , By -- .we denote that summation is done for 
m 1 m J T s 
m 
t £ T . A proxy for a variable, say xt . will be indicated as -x . m t t 
A proxy that depends on unknown parameters for which estimates have 
been substituted will be denoted by x . 
J
 t 
Firsts x^e consider a static regression model for y (BQ=0, 0,=g) and 
x being generated by a first order dynamic regression model 
(YO = 9 = 0 ) . The exogenous variable x is only observed every second 
periods i.e. for t £ T , whereas y is available fort £ T . Proxy 
* t i 
variables for the missing values of x can be derived in several ways. 
The condition for consistency of the OLS estimator of 3 based on a 
proxy x is essentially that x and w , 
with w = y - x B = E + 3(x^ - x j are orthogonal. It is suf-t Jt t t , t t 
ficient to have a proxy x which is orthogonal to e and to its own 
approximation error x - x . This naturally leads us to consider proxy 
variables which are conditional expectations or projections as these are 
well known to be orthognonal to their own prediction error» 
Consider for instance the use of x = E(x |x„, x,s ... x_,; z , t £ Tj). 
This conditional expectation can be evaluated in a number of ways. 
One way consists in using the expression for conditional expectations 
in a multivariate normal process. However,, the expression requires the 
invers ion of a matrix, whose dimension iacreases with T. Fortunately 
conditional expectations can be computed recursively by means of the 
Kalman filter (see e.g. Harvey (1981)) or they can be obtained in 
a straightforward way by using the Wiener-Kolmogorov filtering theory 
(see e.g. Sargent (1979) or Priestley (1981)). For the model (2.5), 
with y = 8 = 0 , the expectation of x , t € T„ , conditionally on all 
observations for x and z^ is given by 
t t ö J 
1 
x = [ Y x + Y x + az - aY z ] , t £ T . 
t } +
 Y2 1 t-1 1 t+1 t 1 t+1 2 
1 (2.6) 
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We can write the model as 
yt = BSt + wt (2.7) 
wt = et + 3(xt - xfc) - 3(xt - xt) , t £ T^ , 
wt = efc , xfc = xfc , t £ T 2 
where x is the conditonal expectation (2.6) evaluated at some 
consistent estimates a and y . 
1 
OLS applied to (2.7) is consistent when plim T I xw^ = 0. t t T When the consistent estimates of a 1 
and Yi a*e only based on observations for x and z , the regres-
sor x 
(2.7). 
is asymptotically orthogonal to each component of w in 
Along the lines foliowed for models with missing exogenous variables, 
we now turn to the situation where some values for the endogenous 
variable yt , are not observed. We assume that ^ = y, . in (2.4) 
•'t t t-1 
when y is observed every second period, i.e. for t £ T„ , whereas 
x is always observed, we can consider the following regression 
yt - j A \ xt-i + *t (2-8) 
estimate the n. 's by OLS from the observations for t £ T„ and substi-
i B 2 
tute the proxy y =,L n.
 x . for the missing values of y_ . 
c
 i=A ï t-i & t 
The model (2.4) then becomes 
y t = e o ? t - i + e i x t + £ t + eo(yt-i - W for t £ T , 
and 
yt = B0yt-1 + eiXt + et + (yt ' yt } ' for t £ T^. (2.9) 
The variables x . , i = A+l, ... B, are valid instruments for the 
t-i 
regressions in (2.9) as they are orthogonal to the composite distur-
bance term in (2.9). 
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With these instruments, 3 and (3 can be consistently estimated. 
Other choices for the proxy variable y , e.g. y = 0(^-1 + ^ixt-
being the conditional expectation of y given past observations 
will be discussed in section 4. 
Now we consider the model (2.4) - (2.5) with c being an unobserved 
expectations variable, e.g. C = 'x = E(x | $ ,) or 
t t^ " 1 t+1 t I 
e i . 
£L = y^, i = E(y i *4. i) s with $ denoting the information t t+1 yt+l' t-1 s t 
available at time t . Substituting for instance y as a proxy 
e for C = yr+i and applying an instrumental variables (IV) method 
to (2.4) using past values of y and x as instruments, yields 
McGaTlum's (1976) estimator , which is consistent in this case. 
Although the economie interpretation of the model with £ being 
an expectation is entirely different from the missing observations 
problem, the same econometrie methods can be applied in both cases 
after minor modifications. In table 2.1 , we summarize the types of 
models for which the properties of proxy variables estimators will be 
analyzed. Other types of models fit into this framework as well. 
For instance, if £ is an endogenous variable which is simul-
taneously determined with y , equation (2.4) is a structural 
J
 t 
equation. Alternatively, C could be a variable measured with error. 
Notice, however, that in these two situations, model (2.4) - (2.5) is 
not complete anymore. It can be analyzed by limited information 
methods such as proxy variables estimators. A fuil information ana-
lysis requires additional assumptions on the stochastic structure of £. 
The parameters of the additional equations will usually not be 
functions of the parameters in (2.4) - (2.5) so that the possibilities 
of achieving a reduction in the asymptotic variance of proxy variables 
estimators are different from those for the models in table 2.1. 
Table 2.1 ünobservcd variables in model (2.1) - (2.2) 
Type of model V * t Period Proxy Error term w 
1 . Missing observations 
a) exogenous variable e0 = o m 
t e T C 
m 
Et 
6 t + M x t 
b) endogenous variable ? t = y t - i t e T 
m 
t e T C 
m 
Et + Bo(yt 
et + (yt " 
2. Rational expectations 
a) exogenous variable 
C = xe = H Xt+1 
E(xt+l^t-l> 
t e T. x t + i Et
 +
 Mxt 
b) endogenous variable ?t = ye = 
t+i 
E(y , i ï ,) 
't+l ' -t-i' 
t £ T y
t + i 
e
t
 +
 V y t 
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Standard errors and efficiency considerations 
As noticed in section 2, the disturbance term w in (2.3) is usually 
heteroscedastic and autocorrelated. lts covariance matrix depends on 
the serial correlation structure of the disturbance e and the approxi-
mation error of the proxy variables. In particular, the use of 
estimates for the parameters in the proxy variables substantially 
complicates the computation of the Standard errors for the estimates 
of g in (2.2). In this section, we present alternative ways to 
obtain asymptotic Standard errors for the regression coëfficiënt esti-
mates in (2.2) and we show how the efficiency of an estimator can be 
increased by choosing the proxies, by selecting a set of instrumental 
variables and by accounting for the correlation structure of w. 
Consider an IV-estimator of 3 in (2.2). When the instruments Z 
satisfy the condition plim T Z.'w =0, the estimator is consistent. 
Under suitable regularity conditions, the asymptotic distribution of 
the IV estimator is: 
/ T (BIV - g) ~ N(0, V I V) , (3.1) 
with V = plim T(Z'X)-1 ZffiZ(X'Z)_1 , ü = Eww!. 
Estimating asymptotic Standard errors for 3 requires a consistent 
estimate of plim T Z'fiZ, which cannot be achieved by simply substitut-
ing a consistent estimate, say iï, for ü. In fact, terms of ü which 
have a zero probability limit may converge to a constant matrix when 
they are pre- and postmultiplied by T Z' and Z respectively. Let us 
consider the structure of w. Define X = (-y, X) and 3 = (-19 3')', 
we eet 
w = e + (X - X )3_ (3.2) 
where u = e + (x - X )B. and u = (X. - X. )Bt 
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The mean value expansion of the proxies sayx, .., around x- yields 
(Xx ~X*)B = W(<j, -40 , (3.3) 
where the matrix W consists of the matrices of first derivatives
 0f 
the columns of X* with respect to the vector of parameters <i> appearing 
in the proxies, each multiplied by the corresponding element of 3 , 
: * 
The derivative is set equal to zero whenever the corresponding variable 
is observed. The covariance matrix of <j> appears in the covariance ma-
trix of w (assumed to exist) 
Eww' = a - n u - n12 *- n21 + ^ 22 , ^3-4) 
where fl = E u^J , S^ = f2' = E ^ ($ - <j>)'w; 
n 2 2 = E W(<j> - <f>)(<f>„- cfO'W' . 
Define A. . = plim T_1Z'fi. .Z , i,j £{1,2}. 
ij ij 
The covariance matrix f2.... of the sum of e and the prediction error 
(X+ - X^ JgjK has a regular structure (see e.g. (2.7)). It will be hetero-
scedastic when proxies have been substituted for the missing observa-
tions. It will be serially uncorrelated in very special cases only. 
Notice that zero serial correlation of e.g, x - x for 
t £ T (if the proxy is conditioned on past observatións of x ) 
m t 
does not imply zero serial correlation of u. , t £ T,, even with 
e being white noise. In many applications, one can obtain E u u ! as 
function of the parameters of the model and substitute consistent es-
timates for the parameters to get a consistent estimate of A..-. . .Alter-
natively the White and Doinowitz (1984) estimator, which reads in our 
notation as (3.5) 
A l l = l U l t Z . t Kt + l. I U l t Ult-T ( Z . t «It-T + Z . t -TZ ! t ) 
T l T 11 
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with z' being the t-th row of Z, will be consistent. This procedure 
»t 
requires that the variables in the model satisfy a mixing condition 
and u1 is £-dependent for fixed l or for £ growing with T at a rate 
1/3 
lower than T • (see White and Domowitz (1984)., theorems 3,4 and 3.5). 
The White-Domowitz (1984) estimator cannot be used to estimate A 
as u„ does not satisfy their conditions, However, provided certain 
regularity conditions are fulfilled, A~ can be consistently estimated 
by 
Ano = T~1ZlWV\T~Vz , (3.6) 
Il <p 
where V is the asymptotic covariance matrix of vT' <j) , with consistent 
estimates substituted for the unknown parameters. 
Estimation of the cross-term A ='Ai. can cause problems. It is 
however of importance to realize that the cross-terms vanish in many 
applications. For instance, when all the proxies are expectations 
conditional on all the variables in a set S with <j> estimated from the 
data in S only, and S being independent of e, then the cross-terms 
A1 = A'. vanish. In more general cases, the cross-terms may not 
vanish. It will then often be possible to consistently estimate A.. 
along the lines of the estimation of A..
 1 . In applied work, it will 
frequently be sufficiënt to obtain bounds for A.. using the Cauchy-
Schwarz inequality. Sharper bounds can be derived from other matrix 
inequalities. Define 
B.. = plim (T_1 Z' X)"1 A.. (T_1 X* Z)"1. (3.7) 
ij ij 
For the k-th diagonal element of B_ , the Cauchy-Schwarz inequality 
implies the bounds 
I B12 (k,k) I <: B (k,k)1/2 B22 (k,k)1/2„ (3.8) 
12 
Combining ( 3 . 1 ) , ( 3 . 4 ) , (3 .7 ) and ( 3 . 8 ) , the bounds for the asympto-
t i c va r i ance (avar) of the k - th element of 3 are 
I I - -
B 1 1 (k ,k ) + B 2 2 (k ,k) - 2 B2n ( k , k ) B | 2 ( k , k ) < avar (/[. Bk ) < 
i i 
'B x ( k , k ) + B 2 2 (k ,k) + 2 Bjj_ (k ,k) B | 2 ( k , k ) . (3 .9 ) 
Finally, as the presence of u_ in the disturbance w causes most of 
the problems in estimating standard-errors, one can include v.^ as 
additional regressors with parameters that can be estimated jointly 
with 3 by IV's 
y = [X W]^J+ u r (3.10) 
•W denotes the matrix W evaluated at consistent estimates. For the 
sake of simplicity, we assume that the regressor matrix in (3.10) has 
fuil column rank. The analysis can be accommodated if this condition 
is not met. An extended model like (3.10). has been used by Davidson and 
MacKinnon (1981) in a different context. If 0 (and i|0 is estima-
ted from (3.10)', only a consistent estimate of A is needed to 
compute Standard errors. An estimate for A11 can be obtained along 
the lines discussed above. Moreover, if the proportion of e in the 
variance of u islarge, with e being white no is e and' independent 
of (X - X )8 , the asymptotic covariance matrix of an IV estimator 
applied to (3.10) will be closely approximated by the commonly used 
formula for the variance of IV estimates.Notice finally that it is not 
clear whether an IV method applied to (3.10) is more efficiënt than 
the IV estimator in (3.1). In (3.10), we do not take account of the 
f act that i|) = (d> - <)> ) is approximately zero. We return to this 
aspect in section 4. 
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Proxy variables estimation requires selecting the proxy variables, 
possibly estimating the unknown parameters of the proxy, choosing a 
matrix of instruments and deciding whether or not to take account of 
the correlation structure of the disturbance w. 
One might expect that the precision of the proxy estimator increases 
with the quality of the approximation of the proxy for the unobserved 
variables. The appoximation can be improved by enlarging the data set 
on which the proxy is based (e.g. including additional variables in 
the information set of a conditional expectation) or by more efficiently 
estimating the parameters of the proxy. When OLS is applied to a 
model where the proxy depends on unknown parameters that have to be 
estimated, an increase of the quality of the approximation due to 
enlarging the conditioning set can be offset by a loss in precision of 
the parameter estimates in the proxy. 
The Standard errors for the regression coefficients to be estimated can 
therefore be increased. 
First we consider the situation where the proxy (y, X) is given. Then 
OLS applied to model (2.2) is consistent provided plim T X 'w = 0. 
Similarly a feasible GLS-estimator is consistent when plim 
T~ X'fi w = 0 , where Ü is a matrix such that plim T X' ü X = 
plim T-1X' fi_1X . 
The large sample variance of the GLS-estimator is given by 
plim T (X*Q X) . The consistent feasible GLS-estimator is at least 
as efficiënt as any other consistent IV-extimator that uses the same 
proxy, provided the matrix of instruments Z satisfies the condition 
plim T-1X'fi_1n Z = plim T_1X'Z. It follows that GLS applied to (2.2) 
is more efficiënt than OLS (assuming that both are consistent). The 
two estimators coincide, when there exists a nonsingular matrix A 
such that ü X = X A . 
When OLS or GLS is not consistent, the parameters in (2.2) can be 
estimated by IV's. Then too, one will probably like to take account of 
the heteroscedasticity and autocorrelation of the disturbance term. 
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Assume that the following IV-estimator , g = (Z 'X) Z 'y , 
with Z = Z(Z'Z) Z'X is consistent for g. Then the estimator 
g = (Z'fl X) 'Z'fl 'y , (or a feasible equivalent estimator) is not 
necessarily consistent when Z is predetermined and not strictly 
exogenous. This has been noticed by Flood and Garber (1980), 
Hansen (1982) or Hayashi and Sims (1983). However, consistent 
estimators which take account of the correlation structure of the 
disturbances can be obtained. These estimators belong to the class 
of generalized method of moments-estimators (GMM) put forward by 
Hansen (1982). 
Let us first mention an estimator proposed by Cumby, Huizinga and 
Obstfeld (1983) (CHO), which reads as 
g„u„ = (X'ZsT^Z'xV'x'zH^Z'y , (3.11) 
(..HU Z Z 
where T ü is a consistent estimator of plim T Z'ftZ. 
z 
The matrix ü can ussually be obtained using some initial consistent 
estimate g . The estimator in (3.11) has been proposed by e.g. 
White (1982) and Cragg (1983) for models with heteroscedasticity of_f 
an unknown form. Obviously, g = gTT7 if the number of regressors 
equals the number of instruments. The estimator $CTin cannot be 
less efficiënt asymptotically than 0T r mentioned above. Very 
often it will be more efficiënt than g as is shown in Cumby 
et al. (1983). 
A second consistent estimator, which takes account of the correlation 
in the disturbance using a forward filtering procedure has been 
proposed by Hayashi and Sims (1983) (HS). 
Take a nonsingular, uppertriangular matrix P defined by Q, = PP' 
and premultiply (2.2) by P . If the instruments Z are predetermined, 
they are still uncorrelated with P w, which consists of present and 
future values of w . Therefore 
guc = (X'P'~1Z(Z'Z)~1Z'P_1X)~1X'P'~1Z(Z'Z)~1Z,P~1y (3.12) 
rib 
will be consistent. It will be asymptotically more efficiënt than 
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Further B can be more efficiënt as well as less efficiënt than 
^ rib 
É w n s as they exploit different orthogonality conditions. They tend 
to have the same asymptotic variance as the number of instruments is 
increased when bóth of them converge to Hansen's (1982) optimal GMM-
estimator. The forward-filtering procedure in (3.12) is particularly 
convenient if x is generated by an ARMA-process. The disturbance 
w does usually not have an ARMA-structure in models with regularly 
missing observations. In the presence of unobserved expectations for 
which a proxy is used, such a structure is more likely to arise. 
Second, we investigate ways to improve the quality of the proxy. 
Consider the following two models for the variable y 
y = XB + e , EE = 0 , Eee' = Z , (3.12) 
and y = XB + w , Ew = 0 , Eww' = Ü , (3.13) 
w = e + (X - X)B, with X and X being exogenous with respect to 
e and w respectively. Assume that e and w - e are independent, 
plim T_1X'£_1X = plim T_1X'I_1X and 
- l ~ A - ] ~ . -1~ -1~ " 
plim T X'ft X = plim T X'Q X exist and are finite, with Z and 
ü being estimates of Z and ü respectively. Assume that 
plim T ' ^ X ' Z ^ E = 0 , plim T_1X'fi_1w = 0 and plim T^X'jT1 (X - X) = 0 . 
Under these conditions, a feasible consistent GLS estimator applied 
to (3.12) is more efficiënt than a feasible consistent GLS-estimator for 
(3.13) (see Nijman and Palm (1984)).The same result can be obtained 
when e and w - e an uncorrelated in large samples. 
The result in Nijman and Palm (1984) shows under which conditions the 
efficiency of a PE can be increased by including a component of the 
disturbance, which is linear in g , in the systematic part of the 
regression. The result also implies that the efficiency of a GLS-
estimator is increased by estimating the parameters in the proxy more 
efficiently. 
To see this, consider the proxies (y,X) = E[(y,X) I S , <j> ] and 
(y*, X ) = E[(y,X) I S , <j) ] for the regression model (2.1), where 
the proxies are the conditional expectations of the corresponding 
variable, given a set of observations S evaluated at the ML-estimate 
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<j),_ and a consistent estimate <j> respectively, both obtained from the 
data in S. After substitution of the proxies, we get 
y = Xg + w , 
with (3.14) 
and 
with 
w = e + (X* - X^g* + W((|)ML - <|0 
* * * 
y = X g + w 
w = w - W<<f> - $*) , Ew*w*' = Ü* (3.15) 
If plim T ^ X ' ^ w = 0 and plim T_1X*'ft*-1w* = 0 , where ü and 
~* -1~ ~-l~ -1 A -1 A 
ü are matrices such that plim T X'ü X = plim T X 'fl X and 
plim T~1X*'fi*~1X* = plim T-1X*vfi*_1X* and when w and w* - w are 
orthogonal, i.e. Ew(cj> - <j) )'W' = 0 , the feasible GLS-estimator 
of (3.14) is more efficiënt than that of (3.15). 
When S is exogenous with respect to e , the covariance between 
the first two terms of w and (w - w ) is zero as can be seen by 
taking first expectations conditional on S. 
Furthermore, the contribution of (w - w*) to the variance of the GLS-
estimator for (3.15) vanishes asymptotically as 
plim T (X 'fl* X ) X 'Jï WT C,W'fi X (X 'n X ) = 0 , (3.16) 
<P 
where C, is the large sample covariance matrix between 
\/T(<j> - c(0 and VT(cj) - tj) ) , which is zero in large samples 
because 4> is efficiënt. Therefore w and (w - w ) are uncorrelated 
at least in large samples and the result by Nijman and Palm (1984) 
can be applied. 
To illustrate these points, consider again the model (2.4) - (2.5) 
with 3 = Yo = ® = 0 and x being observed every second period. 
As a proxy, one can use the two-sided conditional expectation of x 
denoted by x and given in (2.6) or the one-sided conditional 
expectation of x given past observations on x and present and 
past observations on z , the expectation conditional on 
z , , t £ T , or the expectation of x conditional on 
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x , , t' € T„ (provided we can assume that z is generated by 
an ARMA-process). As noted in section 2, OLS can be applied to (2.4) 
with proxy x , when the parameters in the proxy, a and Yi J 
are estimated from S , the set of observations on x and z only. 
The conditions for the results presented above are satisfied. In 
particular, S is exogenous with respect to e . 
These results imply that GLS using the two-sided conditional 
expectation x with efficiently estimated parameters as a proxy 
for the missing values of x is efficiënt relative to all IV-methods 
based on proxies with consistently estimated parameters. Similar 
examples could be given for models with unobserved expectations. 
Some more details on estimating thesemodels will be discussed in the 
next section, where we present numerical results on the relative 
efficiency of alternative proxy variables estimators. 
4- The relative efficiency of alternative proxy variables estimators. 
In this section, we present consistent proxy variables estimators of 
3 in (2.2), analyze theirproperties and give numerical results for 
the examples discussed in section 2. 
First, we consider consistent PE's for the model with missing endo-
genous variables in details. Then, we briefly discuss consistent esti-
mation when the exogenous variable is missing or when the model contains 
expectational variables. 
4. 1 Missing obs^ervations 
Consider equation (2.4) for ? = y and m = 2. After substitution 
f°r ^t-1 ' ecluation (2.4) can be written as a dynamic regression 
equation which is subject to one nonlinear restriction 
yt = Vt-2 + *2xt + *3Xt-l + \ ' t € T2 • ( 4-° 
2 
with *j = 30 , ^2 = 3j , ^3 = BQBJ , nt = et + $Qzt_] being white 
2 
noise with variance (l+3fi)a2 . The data generation process (4.1) 
can be estimated by ML. Also (4.1) suggests other consistent estimators 
for 3Q . For instance, the equation (4.1) can be estimated by OLS as 
an unrestricted regression equation. Then 3n can be obtained as the 
positive 
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square root of TJJ or as the ratio of ij), and $_ and 3 = ty in both 
cases. The sign of 3n is determined by tyj"$~ . These moment estimators 
will be denoted by M1 and M„ respectively. As both moment estimators 
are nonlinear functions of the unrestricted regression coëfficiënt estimates 
of (4.1), their asymptotic variances can be obtained in a straightfórward 
way by means of a Taylor series approximation. For the proxies, we use 
the following schemes: 
(I) the projection of y on a subset of values for x given in 
(2.3) 
(II) the conditional expectation of y given past observations on 
y and current and past values of x 
h - Vt-i+ V t > t e T2 (4-2) 
(III) the two sided conditional expectation of y 
; t = (^~l[^t-i+ V t + i + gixt - V i W ' f c e T Z ( 4-3 ) 
where 3n and £ are consistent estimators of g„ and B respectively. 
For the correlation of w , four cases can be distinguished: 
(1) no correction, e.g. OLS 
(2) the CHO-correction 
(3) the HS-correction 
(4) the 'Davidson-MacKinnon' type correction 
The different estimators for £ = (3ns3,) that we consider are given in 
table 4.1. In the first column we indicate the estimator. In columns (2) -
(9), the steps of the computations are described. The formula for the 
estimator and its asymptotic covariance matrix are given in columns (10) 
and (11) respectively. First, we give the two moment-estimators M. and 
M„ described above. The instrumental variables estimators IVA and IV 
are based on the proxy I with A = -1 and B = 1 and 4 respectively. 
The values for A and B in proxy I are given in columns (2) and (3). 
The instruments are given in column (6). For the CHO-estimator (see 3.11), 
we use the proxy I with A =-1 and B = 4. A consistent estimate of 3 
is needed to obtain the matrix ü 
Notice that the asymptotic variance of the CHO-estimator does not depend 
on the variance of the initial estimate of 3n . The instruments Z are 
listed in column (9). A similar description applies to the OLS-estimator, 
with proxies that are one-sided conditional expectations and the IV and 
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CHO-estimators based on two-sided conditional expectations and denoted by 
2IV and 2CH0 respectively. These three estimators are„also applied to the 
model (3.10) with the Davidson-MacKinnon-type(D)correction. The description 
of the methods is given in rows (9)-(ll) of table 4.1 where § = (3',^')' , 
F = [X,W] and Z = Q, . It is important to notice that the different 
steps of the estimation methods described in table 4.1 affect the structure 
of the error covariance matrix ü and have to be taken into account when 
the asymptotic variances in column (11) are computed. 
In table 4.2, the reader finds. numerical results on the relative efficiency 
of the ML-estimator compared with alternative consistent estimators. The 
relative efficiency is measured as the ratio of the diagonal elements of 
the corresponding asymptotic covariance matrices. The true values of the 
coefficients are given in the table. The value of the coëfficiënt of deter-
2 
mxnation R has been used to choose. the variance of the autoregressive 
process for x . INF denotes an infinite relative efficiency of ML, 
which occurs only when Bn is zero. 
Alternative consistent proxy variables estimators, missing endogenou 
1 1 
METHOD 
2 
A 
3 
B 
4 5 6 
STEP 1 
7 8 9 
STEP 2 
10 
ESTIMATOR 
in (2.8) PROXY ESTIMATOR Il&tR. PROXY ESTIMATOR INSITR. 
'• « OLS (4.1) 
unrestricted 
B - * , 
' • • OLS (4.1) 
unrestricted B - *2 
3
- IVA -1 1 I IV (2.2) x .;i-A+l 
t-i 
...B .* 
gIV-(z,x)"1z'? 
4
- iv -1 4 I IV (2.2) x^^i-A+l 
...B 
êIV 
5
" CHO -1 4 I ANï CONS. 
EST. BQ 
I CHO (2.2) xt-i5i_A+ 
1 ...B , z'y) ; ng-z'nz 
6
' OLS -1 4 I IV (2.2) x. .;i-A+l t-x 
...B 
II OLS (2.2) W^ - 1 *'? 
7#
 2IV -1 4 I IV (2.2) Vi!i"A+1 
B 
III IV (2.2) (d) yt-lyt-2 
xt-i;i—2 
... 2 
êIV 
8
" 2CH0 -1 4 I IV (2.2) 11 III CHO (2.2) see (d) BCH0 
9
' OLSD ANY. CONS. 
EST. B 
— , ,i 
II OLS (3.10) W (F'F>"'F'y 
10. 
2IVD ANÏ CONS. 
EST. B 
III IV (3.10) see (d) fiIV-(Z'F)_1Z'y 
11. 
2CH0D 
k i 
ANÏ CONS. 
EST. 6 
* 
III CHOO.10) see (d) 
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Several interesting conclusions arise from table 4.2. 
- the moment estimators and the IV estimator based on proxies which 
are projections of y on a finite number of values of x are not 
very accurate compared with ML, in particular when 3n is close 
to the unit circle. Therefore, their use cannot be advocated. 
- the ÖLS estimator based on theone-sided conditional expectation is 
computationally attractive and fairly accurate except for values of 
3n close to 1 and different from the AR-coefficient in the pro-
cess for x . 
- the large sample variances do not change if the sign of 3n and 
y is changed. 
- the estimators based on proxies which are two-sided conditional 
expectations and OLSD are fairly efficiënt compared with the ML esti-
mator in most instances. OLSD and 2CH0 are almost as efficiënt as 
ML for all parameter values. Moreover, as OLSD and its asymptotic 
variance can be computed without much difficulty, this estimator 
might be a reasonable alternative for ML when ML-estimation is not 
possible. 
- however, as is obvious from column (16), where the relative 
efficiency of ML is compared with that of ML for a complete sample^ 
the incomplete sample will not always be very informative on the 
parameter values. This point is treated in detail in Palm and 
Mijman (1983). 
- the commonly used formula for the large sample variances (e.g. 
-2 ~ ~ -1 
o (X'X) when OLS is applied to proxies) are heavily biased down-
wards for the estimators IVA, IV, OLS and OLSD. Again, care shóuld 
be taken to avoid incorrect inference. Standard-errors ought to be 
estimated along the lines discussed in section 3. - -
To illustrate the properties of PE's when an exogenous variable is missing, 
we reconsider model (2.4) - (2.5) with g = Y, = 0 = 0 , 3 = 3 and 
Q 
x being observed every second period. The proxy for x , t1 € T~ 
is the two-sided conditional expectation in (2.6). 
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For <x and y alternative consistent estimators are available. The 
marginal process for the observations of x given z and the past of 
x is of the same form as (4.1). The parameters a and y needed to 
compute the proxy can be obtained by ML applied to the equation for x 
in the form of (4.1) or by using the moment estimators presented at the 
beginning of this section. 
" When the consistent estimates of a and y are only based on observations 
for x and z , the regressor x is asymptotically orthogonal to each 
component of w in (2.7). Therefore, OLS and GLS applied to (2.7) are 
consistent. 
Moreover, the component e + 3(x - x ) is orthogonal to 3(x - x ) 
asymptotically, so that the covariance matrix of w can be written as 
a sum of two matrices and can be inverted by using the binomial inversion 
theorem (see e.g. Nijman and Palm (1984)). Hence the asymptotic variance 
of the OLS estimator based on the proxy x , 3 , can be consistently 
estimated by 
~ ~ _l,s ^ ~ ~ ^ ^ _1 
rv'Y^ V'/O .4. T.TO T.T'T-Y^Y'Y\ J 
Ü) = a" , t £ T_, 3 "&„„ is a consistent estimate of the covariance 
var(T2 3 ) = T(X X) X {« + Wft^W'}X(X'X) . (4.4) 
ü., is a diagonal matrix with w = o + 3 o (1+Y,) , t £ T„ , and 11 ° tt v 1 2 
t t o
2
,  2  r \ 2 
matrix of the estimates y and a . We can compute a GLS-estimator using 
Ö, as weighting matrix. This estimator which has been put forward by 
Daetenais (1973) will be denoted 3-, . Similarly we can use the optimal 
weights given by the covariance matrix of w , 0 = ( ^ 1 ] + W^22W') 
to compute a GLS-estimator, which will be denoted as 3 . The Standard 
g 
errors of these estimators can be obtained from the expression 
T(X'V~IX)~1X,V~15 V^XCX'V^X)"1 (4.5) 
i 
where V is the matrix of weights used in GLS-estimation. 
For V = n , (4.5) simplifies to T(X'Q_1X)-1 . 
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Table 4.3 Relative efficiency of the ML estimator compared with altemative 
consistent estimators for B » skipped observations (6 = er 2, 1) 
f i r s t ML estimates for a Y - (? ) * , a = ? 2 Y, - * 3 $ ; ' . • - ? 2 
order and Y in (4.1) 1 
auto- 2 „2 1 
Y. corre- R R 1 1ation X y A A ^ A A 
z 
6P A B 
n 
B P Bd g K h B g 6 c BML 
t V: Dage- V: opti- V: Dage-P:opti- (2.7) 7: Dage- ?:opti- complete 
(2.7) nais : mal (2.7) nais mal nais mal observ. 
- 0 . 9 0 - 0 . 9 0 0 . 9 3 0 . 9 0 1 .28 1 .26 1.2C S.0 4 5 . 5 9 1 . 7 4 6 3 3 . 3 8 5 7 7 . 3 5 1 . 8 9 1 . 9 0 a . 9 5 
- 0 . 4 3 - 0 . 9 0 0 . 9 0 0 . 9 0 2 . 3 8 1 . * 3 1 . 2 3 7 6 . 6 5 4 3 . 2 1 1 . 4 5 2 5 . 5 4 1 4 . 6 7 1 . 4 0 1 . 5 4 0 . 7 7 
0 . 0 0 - 0 . 9 0 0 . 9 0 0 . 9 0 1 . 3 2 1 .3 6 1 . 0 2 INF INF I N F 1 . 9 8 1 . 3 7 1 . 1 2 1 . 3 5 0 . 6 8 
0 . 4 0 - 0 . 9 0 0 . 9 0 0 . 9 0 1 . 6 7 1 . 2 6 1 . 0 2 1 7 . 7 4 1 0 . 2 3 1 . 1 4 2 . 2 1 1 . 5 6 1 . 0 7 1 . 2 6 0 . 6 3 
0 . 9 0 - 0 . 9 0 0 . 9 0 0 . 9 0 
1 .15 
1 .18 1 .00 1 . 4 5 1 .40 1 . 0 4 1 . 2 3 1 . 1 9 1 . 0 0 1 . 6 3 e . 8 2 
- 0 . 9 0 0 . 0 0 3 . 9 0 0 . 9 0 1 .14 1 . 1 " 3 . 6 2 3 . 3 9 1 . 5 6 6 . 3 4 5 . 8 6 1 .60 1 . 9 0 0 . 9 5 
- 0 . 4 0 0 . 0 0 0 . 9 0 0 . 9 0 1 . 2 4 1 .3 ' 1 . 0 4 5 . 6 5 3 . 5 4 1 . 1 0 1 . 3 0 1 . 1 1 1 . 0 5 1 . 4 7 0 . 7 4 
0 . 0 0 0 . 0 0 0 . 9 0 0 . 9 0 1 .32 1 . 3 6 1 . 0 2 INF INF INF 1 . 3 2 1 . 0 6 1 . 0 2 1 -35 0 . 6 8 
0.4G 0 . 0 0 0 . 9 0 0 . 9 0 1 . 2 3 1 .37 1.0 3 1 . 6 8 1 . 3 2 1 . 0 5 1 . 2 8 1 .10 1 . 0 4 1 . 4 ? 0 . 7 4 
0 . 9 0 0 . 0 0 0 . 9 0 3 . 9 0 1 .01 • 1 .0 0 1 . 0 0 1.C2 1 . 0 1 1 . 0 1 1 . 0 3 1 . 0 3 1 . 0 2 1 . 9 0 0 . 9 5 
- 0 . 9 C C.90 0 . 9 0 C.90 1 . 2 2 1 . 1 8 1 . 0 1 1 .57 1 . 5 1 1 . 1 6 1 . 2 4 1 . 2 1 1 . 0 7 1 . 6 3 £ . 8 2 
-C . 4 0 0 . 9 0 0 . 9 0 3 . 9 0 1 .77 1 . 3 2 1 . 0 2 2 2 . 3 5 1 3 . 3 9 1 . 1 0 2 . 2 9 1 . 6 1 1 . 0 7 1 . 2 6 0 . 6 3 
o.o : 0.9G 0 . 9 0 0 . 9 0 1 .32 1 .0 6 1 . 0 2 INF INF INF 1 . 9 8 1 . 3 7 1 . 1 2 1 . 3 5 0 . 6 8 
0 . 4 0 0 . 9 0 0 . 9 0 0 . 9 0 1 .30 1 . 1 ? 1 .08 1.57 1 . 2 8 1 . 1 7 1 . 4 9 1 . 2 3 1 . 1 0 1 . 5 4 0 . 7 7 
0 . 9 0 0 . 9 0 0 . 9 0 0 . 9 0 1 .00 1 .30 1 .00 1 . 0 1 1 . 0 0 1 . 0 0 1 . 4 0 1 . 3 7 1 . 1 5 1 .9 0 0 . 9 5 
-C.9C - 0 . 9 0 0 . 4 0 0 . 9 0 2 . 2 2 1 . 7 0 1 . 3 3 2C.28 1 2 . 5 1 1 . 5 8 7 3 3 0 . 3 6 4 3 6 9 . 4 3 1 . 6 1 1 . 6 1 0 . 8 0 
-0 . 4 0 - C . 9 0 0 . 4 0 0 . 9 0 8 . 4 9 1 . 6 1 1 . 1 4 1 7 0 . 6 0 1 4 . 8 6 1 . 1 8 2 6 3 . 8 9 2 2 . 4 9 1 . 1 6 1 . 1 9 0 . 5 9 
0 . 0 0 - 0 . 9 0 C.40 0 . 9 0 3 . 2 8 1 . 1 1 1 .09 INF INF INF 3 . 7 6 1 . 1 3 1 . 0 9 1 . 1 2 C.56 
0 . 4 0 - 0 . 9 0 0 . 4 0 3 . 9 0 4 . 7 6 1 . 2 7 1 . 0 9 1 3 . 0 8 1 . 9 5 1 . 1 0 6 . 5 7 1 . 4 2 1 . 1 0 1 . 1 4 0 . 5 7 
0 . 9 0 - 0 . 9 0 3 . 4 0 0 . 9 0 1 . 8 6 1 . 4 7 1 . 0 1 2 . 0 6 1 . 5 8 1 . 0 1 1 . 9 1 1 . 4 9 1 . 0 1 1 . 5 0 0 . 7 5 
- 0 . 9 0 0 . 0 0 0 . 4 0 C.9 0 1 . 9 6 1 . 5 5 1 . 2 8 1 5 . 9 2 9 . 9 0 1 . 5 4 7 1 . 1 0 4 2 . 9 3 1 . 5 5 1 . 6 1 G.80 
- 0 . 4 C 0 . 0 0 0 . 4 0 3 . 9 0 4 . 3 9 1 . 2 6 1 . 1 2 6 1 . 2 8 5 . 9 2 1 . 1 3 8 . 8 8 1 . 6 3 1 . 1 2 1 . 1 7 0 . 5 9 
0 . 0 3 0 . 0 0 3 . 4 0 0.9C 3 . 28 1 . 1 1 1 .39 INF INF IMF 3 . 2 8 1 . 1 1 1 . 0 9 1 . 1 2 0 . 5 6 
0 . 4 0 0 . 0 0 0 . 4 3 3 . 9 0 2 . 3 8 1 .10 1 .03 2 . 4 6 1 . 1 1 1 . 0 9 2 . 4 2 1 .11 1 . 0 8 1 . 1 7 0 . 5 9 
3 . 9 0 0 . 0 0 3 . 4 0 0 . 9 0 1 .0? 1 ."1 1 .01 1 .08 1 . 0 2 1 . 0 1 1 . 1 3 1 . 0 5 1 . 0 2 1 . 6 1 0 . 8 0 
- 0 . 9 C 0 . 9 0 0 . 4 0 C.90 2 . 3 7 1 . 7 7 1 . 2 4 1 3 . 2 0 6 . 4 5 1 . 4 1 4 . 1 9 2 . 8 6 1 . 3 6 1 . 5 0 0 . 7 5 
- 0 . 4 0 0 . 9 0 0 . 4 0 : . 9 0 5 . 8 8 1 .36 1 .11 1 1 . 0 1 1 . 7 8 1 . 1 2 1 0 . 6B 1 . 7 5 1 . 1 2 1 . 1 4 0 . 5 7 
0 . 0 0 0 .9 0 3 . 4 0 j . 9 0 3 . 2 3 1 . 1 1 1 .09 INF INF INF 3 . 7 6 1 . 1 3 1 . 0 9 1 . 1 2 0 . 5 6 
Q.4C 0 . 9 0 0 . 4 0 0 . 9 0 2 . 0 2 1 . 0 3 1 . 0 1 4 .90 1 . 3 2 1 . 1 4 2 . 2 8 1 .10 1 . 0 9 1 . 1 9 0 . 5 9 
0.9C 0 . 9 0 0 . 4 0 C.90 1 .06 l . ' l 1 .01 1 . 0 7 1 . 0 1 1 . 0 1 1 . 7 7 1 . 4 3 1 . 0 6 1 . 6 1 0 . 8 0 
- 0 . 9 0 - 0 . 9 0 0 .^0 3 . 4 0 1 .02 1 . - 2 1 .02 1 .39 1 .39 1 . 2 8 4 9 . 9 0 4 9 . 5 6 1 . 9 5 1 . 9 8 0 . 9 9 
- 0 . 4 C - 0 . 9 0 0 . 9 0 0 . 4 0 1 . 1 2 1 .11 1.0 9 7 . 8 2 7 . 4 9 1 . 6 2 3 . 2 1 3 . 1 0 1 . 4 8 1 . 8 8 0 . 9 4 
C «3 J - 0 . 9 0 0 . 9 3 0 . 4 0 1 .01 1 . 3 2 1 .3 3 INF INF INF 1 . 0 7 1 . 0 7 1 . 0 5 1 .80 0 . 9 0 
0 . 4 0 - 0 . 9 0 3 . 9 0 0 . 4 0 1 .31 1 . 3 1 1 .03 2 . 6 7 2 . 5 8 1 . 3 6 1 . 0 7 1.C6 1 . 0 4 1 . 7 5 0 . 8 8 
o . 9 ? - 0 . 9 0 0 . 9 0 3 . 4 0 1.30 1 . 3 3 1 .33 1 . 0 2 1 . 3 2 1 . 0 2 1 . 0 0 1 .00 1 . 0 0 1 . 9 3 € . 9 6 
- 0 . 9 : 0 . 0 0 0 . 9 0 0 . 4 0 1 .01 1 .01 1 . 0 1 1 . 2 0 1 .20 1 . 1 6 1 . 4 1 1 .41 1 . 2 6 1 . 9 8 0 . 9 9 
- 0 . 4 0 0 . 0 0 0 . 9 0 3 . 4 0 1 .01 1 . 3 1 1 . 0 1 1 . 4 2 1 . 4 0 1 . 0 8 1 . 0 1 1 .01 1 . 0 1 1 . 8 6 0 . 9 3 
0 . 0 0 0 . 0 0 0 . 9 0 3 . 4 0 1 .01 1 .03 1 .03 INF INF INF 1 . 0 1 1 .00 1 . 0 0 1 . 8 0 0.9O 
0 . 4 0 0 . 0 0 0 . 9 0 0 . 4 0 1.C1 1 . 0 1 1 .01 1 . 0 5 1 . 0 5 1 .C3 1 . 0 1 1 . 0 1 1 . 0 1 1 . 8 6 0 . 9 3 
0 . 9 : 0 . 0 3 3 . 9 0 0 . 4 0 1 .30 i . c : 1 .00 1 .00 1 .00 1 . 0 0 1 . 0 0 1 .00 1 . 0 0 1 . 9 8 0 . 9 9 
- 0 . 9 0 C.90 0 . 9 3 0 . 4 0 1 .00 1 . 3 3 1 .00 1 . 0 3 1 . 0 3 1 . 3 3 1 . 0 1 1 .01 1 . 0 0 1 . 9 3 t . 9 6 
- 0 . 4 C 3 . 9 0 C.90 3 . 4 0 1 . 0 2 1 . 3 ? 1 . 0 1 4 . 1 7 4 .Cl 1 . 2 0 1 .08 1 . 0 7 1 . 0 4 1 . 7 5 0 . 8 8 
0 . 0 0 0 . 9 0 3 . 9 3 3 . 4 0 1.C1 1 .33 1 .03 INF INF INF 1 . 0 7 1 . 0 7 1 . 0 5 1 .80 0 . 9 0 
0 . 4 0 0 . 9 0 0 .9 3 3 . 4 0 1 .02 1 . , 2 1.C2 1 . 0 4 1 . 0 4 1 . 0 4 1 .04 1 . 0 3 1 . 0 3 1 .88 0 . 9 4 
C.9C 0 . 9 0 0 . 9 0 C . 4 0 1 .00 1 .33 1 .03 1 .03 1.3C 1 . 3 0 1 . 0 3 1 . 0 3 1 . 0 3 1 . 9 8 0 . 9 9 
- 0 . 9 0 - 0 . 9 0 0 . 4 0 3 .40 1.1C 1 .13 1 .09 2 . 6 8 2 . 61 1 . 5 8 6 3 9 . 3 4 6 1 2 . 5 4 1 . 8 9 1 . 9 0 0 . 9 5 
- 0 . 4 C - 0 . 9 0 0 . 4 3 C.4C 1 . 6 3 1 .49 1 . 2 1 1 6 . 8 6 1 2 . 29 1 . 3 9 2 5 . 5 9 1 8 . 5 1 1 . 3 4 1 . 5 0 0 . 7 5 
0 .0 0 - C . 9 0 0 . 4 0 0 . 4 0 1 .21 1 . 1 4 1 . 1 3 INF INF INF 1 . 2 5 1 . 1 6 1 . 1 4 1 . 3 8 0 . 6 9 
0 . 4 0 - 0 . 9 0 0.4Ü 0 . 4 0 1 . 2 4 1 .15 1 .3 7 1 . 9 8 1 . 6 7 1 . 1 1 1 . 4 0 1 . 2 6 1 . 1 1 1 . 3 7 0 . 6 9 
0.9G - 0 . 9 G 0 . 4 0 C.40 1 . 0 4 1.3 3 1 .03 1 . 0 5 1 . 0 5 1 . 0 1 1 . 0 4 1 . 0 4 1 .00 1 . 8 2 0 . 9 1 
- 0 . 9 0 0 . 0 0 3 . 4 0 C.40 1 . 0 4 1 .38 1 .07 2 . 3 0 2 . 2 4 1 .49 7 . 1 2 6 . 8 7 1 . 7 0 1 . 9 0 0 . 9 5 
- 0 . 4 0 0 . 0 0 0 . 4 3 3 . 4 0 1 .29 1 . 2 3 1 . 1 3 6 . 6 1 4 . 9 9 1 . 2 2 1 . 7 1 1 . 5 0 1 . 1 6 1 . 4 8 0 . 7 4 
0 . 3 0 0 . 0 0 3 . 4 0 0 .40 1 . 2 1 1 . 1 4 1 . 1 3 INF INF INF 1 . 2 1 1 . 1 4 1 . 1 3 1 . 3 8 0 . 6 9 
0 . 4 0 0 . 0 0 0 . 4 3 3 . 4 0 1 .10 1 . 0 7 1.0«i 1 . 1 1 1 . 0 7 1 . 0 7 1 .10 1.Q7 1 . 0 6 1 . 4 8 0 . 7 4 
0.9G 0 . 0 0 0 . 4 3 0 . 4 0 1 .03 1 .0 0 1 . 0 3 1.0 0 1 . 0 0 1 . 0 0 1 . 0 1 1 . 0 1 l . O l 1 . 9 0 0 . 9 5 
- 0 . 9 0 0 .9 0 0 . 4 0 C.40 1 .08 1 .38 1 .0 5 1 .78 1 . 7 5 1 . 3 0 1 . 2 4 1 . 2 3 1 . 1 6 1 . 8 2 0»91 
- 0 . 4 0 0 . 9 0 0 . 4 0 0 . 4 0 1 .34 1 .22 1 . 1 1 1 .79 1 . 5 4 1 . 1 8 1 . 7 6 1 . 5 2 1 . 1 7 1 . 3 7 0 . 6 9 
o.oc 0 . 9 0 0 . 4 0 C.40 1 . 2 1 1 . 1 4 1 . 1 3 INF INF INF 1 . 2 5 1 . 1 6 1 . 1 4 1 . 3 8 0 . 6 9 
0 . 4 0 3 . 9 0 0 . 4 0 0 . 4 0 1 .38 1 . 0 6 1 . 0 6 1 . 3 5 1 . 2 5 1 . 1 8 1 . 1 0 1 . 0 7 1 . 0 6 1 . 5 0 0 . 7 5 
0 . 9 0 0 . 9 0 0 . 4 0 0 . 4 0 1 .00 1 .0 0 1.0G 1 .30 1 .00 
1 
1 . 0 0 1 . 0 6 1 . 0 6 1 . 0 3 1 . 9 0 0 . 9 5 
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Perhaps the most important disadvantageof the procedures discussed here 
is that specific assumptions on the proaess of x have to be made. To 
avoid the specification of the model for x one can use the wide sense 
conditional expectation or a linear least squares approximation of x 
*' . 
on a set of k variables z . The PE based on least squares approxima-
* 
tions is consistent provided z is exogenous with respect to e . 
Numerical Iresults on the relative efficiency of alternative PE's are re-
ported in table 4.3. The coëfficiënt of determination of the equation 
2 for x,. , R , is used to fix the variance of z^  , which is assumed to t x t ' 
be first order autoregressive. The values for the autoregressive coëfficiënt 
can be found in column 2 of table 4.3. Finally 3 denotes the OLS-esti-
mator for (2.7) using complete observations only (t £ T„). 
From the results in table 4.3, it is quite obvious that all proxy variables 
are fairly efficiënt when y. and a are estimated by ML. Also, the 
OLS estimator applied to (2.7) for t £ T„ is fairly efficiënt in most 
instances. When a moment estimator is used for a and y, » the relative 
efficiency of ML is very sensitive for the parameter values. In particular, 
a negative value for y combined with negative first order autocorrelation 
of z often substantially increases the efficiency of ML relative to 
moment-based proxy variables estimators (see also the discussion in the 
preceding section). 
When Yj = 0 (which is ignored in the eatimation), the Jacobian of the trans-
variance of this estimator for Yi cannot be evaluated. This is indicated 
by INF. 
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Rationa! expectations 
Consistent estimation of models with rational expectations also fits 
into the framework of this paper. First we discuss alternative estima-
tors for the model (2.4) - (2.5) with £ = x^+ = E(x . | ÜLi). when 
a = 9 = 0. Then we analyze the model for C = E(y,_,, 15 ,) , As noted 
J
 t ^t+1 ' •xt-l/ 
in section 1, proxy variables, estimators for models with rational expec-
tations. have been proposed by several authors. Moreover, it has been 
pointed out that the usual t - statistics are not valid when a proxy is 
substituted for the expectation [ see e.g. Mishkin (1982), Pagan (1984) 
and Wallis (1980)]. However, except for simple examples no satisfactory 
solution has been provided for the computation of standard-errors. Con-
sistent estimates of the standard-errors can be obtained along the lines 
of section 3. 
To estimate 6, we use the following proxies. 
(I) As x is assumed to be generated by an AR(2)-process, the one-sided 
conditional expectation of x . given 
•t-1 = { x t - l ' x t - 2 ' " - } = * t - l ' X t + 1 = (Y1 + Vxt-1 + " lVt-2 > 
can be used as a proxy for x . , where the parameters Y and Y 
have been estimated by OLS from the AR(2)-model for x . 
(II) Mac Callum (1976) proposed to substitute the observed value for 
the unobserved expectation e.g. x ^ for x ^and then to estimate 
the model by two-stage least squares. His method can be applied 
when x is not already included as a separate regressor. 
(III) As in empirical work the process for the exogenous variables is 
often not known, the investigator has to rely on an approximate 
specification. We use an AR(5)-model to compute the one sided-con-
ditional expectation of x ^ given Ü>*, • As x is generated by 
an AR(2)-process, a loss of efficiency is involved in substituting 
this proxy for x 
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The model for y becomes 
yt " 3 o % ! + 3lXt + V (4'6) 
with wt = et + 30 (x®+1 - xe+]). Again, 
a mean value expansion of the second part of the disturbance in (4.6) 
shows that it depends linearly on the estimates of y and y . Higher 
order terms in the remainder can be neglected in large samples. 
The following estimators have been considered for (4.6). Numerical results 
on the relative efficiency are given in table 4.4. 
- OLS and GLS (see e.g. (4.5))yield consistent estimates of 
3 = (g , 3,)' when either proxy I or proxy III is used. In the 
latter case the estimators will be denoted by OLSG and GLSG res-
pectively. 
- Consistent estimates of the Standard errors can be obtained along 
the lines of section 3. For instance, the Standard errors for OLS 
can be consistently estimated using the formula in (3.1) with 
2 
Z = )(:, ü . = o I, ü „ = 0 (due to the exogeneity of x with re-
spect to e ) and A„„ being estimated as in (3.6). 
- GLS is generally more efficiënt than OLS. In the present example 
GLS has the same asymptotic variance as ML when proxy I is used. 
GLS and OLS coincide when y = 0 or y = 0. Notice that with 
r = xe and a = 0 = 0 the model for y^  and x is recursive, 
C,t t + j » L L 
with one restriction. When y = 0, the model for y and x is 
an unrestricted recursive model. When y. = 0 each equation in 
this recursive model is subject to one restriction. OLS based on 
proxy I is almost as efficiënt as GLS. Also the loss of efficien-
cy due to using proxy III appears to be small in most occasions. 
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The MacC-ailum (1976) estimator is implemented as. an IV-estimator with 
e . . . 
x , as- proxy for x , and with x^ , and xt „ bemg the Instruments. The t+1 r J t+1 t-1 t-2 ö 
estimator will be denoted by IV2, The regressor matrix has fuil column rank 
(as x , does not appear as a separate explanatory variable). The estima-
tor is consistent. It has the advantage that its standard-errors can be 
obtained from the formula for SE's for the two-stage least squares estima-
tor. To compute the estimator, the model for x does not have to be speci-
f Led". • As the number of instruments equals the number of regressors, IV2 
and the corresponding CHO-estimator are identical. The precision of the 
IV-estimator does not change when additional instruments, e.g. x . , 
i .^ 3, are included, whereas then the CHO-estimator becomes slightly more 
efficiënt than IV2. Results for the CHO-procedure with instruments x . , 
i = 1, ...5, denoted by CH05, and for the HS-procedure with instruments 
x , and x „ , HS2, are eiven in table 4.4. 
t-1 t-2 ° 
The precision of the HS-estimator does not change when additional instru-
ments are used. It is an optimal estimator [see e.g. Hansen (1982)] within 
the class of IV-estimators given the orthogonality conditions between 
e e. + 3rv(xi.,1 - x ) and x. . , i = 1,2, ... . Moreover, its variance is t U t+1 t+1 t-i ' 
the limit of the sequence of variances for CHO when the number of lagged 
values of x in the set of instruments is increased. 
Notice that all these estimators are substantially less efficiënt than OLS 
or GLS i n m a nY cases. 
The GLS-estimator based on proxy I is more efficiënt than the MacCailum 
estimator when the instruments are strictly exogenous with respect to 
£,_ and include xf_, and x r o • It: is instructive to adopt a proof which 
differs from that of the preceding section. 
Consider the equation 
y t = eo x*t+i + 6 , x t + zt + V x e t + i " ^ t + P ' <4-7> 
where x j is the part of x . explained by the complete set of instru-
ments to be used in the MacCallum procedure. 
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One way to implement MacCallum's IV-procedure consists in also replacing 
x in (4.7) by its projection on the set of instruments and then estimating 
the equation by OLS. However a more efficiënt estimate of g can simply be 
obtained as the feasible GLS-estimator of (4.7) which is consistent. This 
GLS-estimator differs from the GLS-estimator based on proxy I only because 
* 
all instruments are in the regression defining x , and not only x , and 
x „ as is required for xe , . The inclusion of additional regressors for t-2 t+1 
* 
which the coefficients are zero to get x . cannot lower the large sample 
variance of the corresponding GLS-estimator (see section 3). Therefore, 
in terms of the large sample precision, the GLS-estimator with proxy I 
is preferred to MacCallum's IV-estimator. 
Estimation of the extended model (3.10) is not possible for this example as 
the proxy and its derivatives with respect to the y-'s a r e exactly collinear. 
We can however impose a restriction on the regression coefficients to elimi-
nate the collinearity. To illustrate this point we consider the model (2.4)-
(2.5) with t, = x and a = 8 = 0. Equation (3.10) becomes 
yt = xj 0Q + xfc e, " 6, xt_j (y, - Y,) - 3Q xfc_2 (^ - Y2> * e t (4.8) 
~
e 
with x = x , Y, + x „ Y„ . To eliminate the collinearity between expla-t t-1 1 t-2 2 J f 
natory variables, we write (4.7) as 
yt = 5e n, + xfc e, + xt_2 n2 + Efc , (4.9) 
where nj = -3Q Cl — ( ï j ~ Yj) YJ11 and n2 = 3Q CY2 " Y2 + (YJ " Y])Y2Yj ] • 
Equation (4.9) can be est imated by OLS. The Standard e r r o r for B, can be 
obtained from the formula for OLS-standard-errors . The asymptotic SE for gg 
can be der ived from 
avar Vfd i j - BQ) = avar V^CTIJ - n,) + 
e^ y~ avar \/T(9j - Yj) " 2 gQ y~ acov [T(nj - I I J X Y J ~ Y,)3 
(4.10) 
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or approximately by using (3.9) to get bounds for the covariance term in 
(4.10). To summarize using the extended model simplifies the computation of 
SE's considerably. 
<f> *) = y 
u
 LTJ xt-i •'t+i 
The model can be estimated by ML. Results on the efficiency of alternative 
consistent estimators for g = (g ,3,) in 
yt = 6o yt+i + Bi xt + Et ( 4 - n ) 
are given in table 4.5. MacCallum's-IV-procedure uses y as proxy for 
y,.,. . The instruments are x, , and x „ and y„ . , x . , i G {1,2,3} res-t+1 t-1 t-2 t-i t-i 
pectively and the corresponding estimators will be denoted as IV02 and IV33 
respectively, where the figures indicate the maximum lag in the set of in-
struments. The estimators which take account of the covariance structure of 
the disturbance along the lines of Cumby et al. or Hayashi-Sims will be de-
noted by CHO and HS foliowed respectively by the number of lagged y 's and 
lagged x 's in the set of instruments. An alternative two-step estimator 
consists in (1) estimating S using MacCallum's IV-procedure, and estimating 
the parameters of the ARMA(2,1) model (2.5) for x by ML and evaluating the 
forward solution of (4.11) 
yt+i = E ( y t+ i I W - *i J o eo E ( x t + i + i I i t - i } ( 4-1 2 ) 
at these estimates; (2) use the result as a proxy for y and estimate 
(4.11) by OLS. The correction given in (3.10) can also be made in (4.11). 
The resulting estimators are consistent. Only lower and upper-bounds for 
their asymptotic variances are given in table 4.5. The estimators are deno-
ted by OLS foliowed by 'D' when a 'Davidson-MacKinnon' type correction has 
been made. The figures which follow indicate the number of instruments used 
to get an inital estimate for g. 
As noted before, the process for x is often not completely specified. In 
that case, the proxy for y can be taken as the projection of y on, 
saY y^  i 9 • • • Y4- n ' x .^ i » • • • x,- • When this proxy is substituted for t—1 t—x, t—1 t—s 
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y^ ,, , x^ is not orthogonal to the resulting error e + B„(y^,, - ye,,) , 
't+1 t & t 0 t+1 t+1 
so that OLS is not consistent. If £ and s are sufficiently large, the cor-
relation between x and the disturbance is expected to become small. Results 
on the asymptotic bias and efficiency are reported in table 4.5. This biased 
(B) estimator is denoted by OLSR^s foliowed by L or U respectively to in-
dicate lower and upperbounds for the asymptotic variance. By OLS?>sB we 
denote its large sample bias. 
The results in table 4.5 clearly show that MacCallum's procedure possibly 
with a CHO- or a HS-correction is often very inefficiënt compared with ML. 
• e • 
OLS based on the forward solution for y or on a least squares approxima-
tion appear to be fairly efficiënt compared with ML. Moreover, the bias due 
e to using an approximate model for x m constructmg a proxy for y is 
found to be rather small for different parameter values. 
33 
m 
CM 
o 
ca 
en 
ö 
O O O O O O O O C 3 0 0 0 0 0 0 0 
OOOOOOOOoC3OOf0 l7>C0M 
o o o d o a c 3 0 o o a o i n < S N H 
O O O O O O O Q Q Q O O O O O Q 
O O O O O O D O O a o O O D D O 
Q O O O O Q O O O O O O I O P I O O 
O O O O O O D O O P O D N O H I O 
O O O O O Q D O O O O O O I N O O 
0 0 0 9 0 9 9 0 0 0 0 0 0 0 0 0 
O C P O O O O O O O O O O O O O O 
1 ö 
CM 
O 
co 
en 
ë 
o o o o o o o D o a o D o o a a 
1 1 1 i 
O O O O t D v H m O v - I M l C A C M C M r H t n ^ ' 
1 0 0 9 9 9 9 0 9 9 0 0 0 0 0 0 0 
IrHi-lr-KHOOrjlr-tFferHinCMinr-ttfCM 
aöootoavooNOÖcMcsNKlcri'-l* 
B O O O I M M i D i N o o M l o n c t l 
0 0 0 0 0 0 0 9 9 9 0 0 9 0 0 9 
r l H H H O O D a f - ^ H N W H H H 
DL
SB
02
] 
t O O O O M 3 r H i n O i - l t O C M O 100010 CM 
O O O D ( M f O O I O N » O H < f a \ r t 
9 9 0 0 0 0 9 0 0 0 0 0 0 0 0 0 
E3QOOvO0vOCrt4* 'COCMr-i«>Oin'O 
o o o o o> rr> cr> th CM O» a> O <H ON M > -
0 0 0 0 9 0 0 0 0 0 0 0 9 0 0 9 
H H r l H O O O D Q a o O O O O D 
O
L
S
D
02
U
 «frHCMina>so>Ort»to#ovDWi^cM 
iCMCMCMA^vOolOKtOvOkOIOCOtOCM 
• 0 « 0 4 0 9 9 9 9 0 0 0 0 9 0 0 
1 *-* * <*• O H CM i n CM CM v* IO vO i n CM CO tO 
' O r - i r l vOff>MJinr*oCO^»*Oin 
lOcOA *.C0 0>tO«-l invO CM 
OL
SD
02
L
 «r-M CM trroN co M? »•« m *o ae ( M n CM 3* co 
CMCMCM* ' 9 > M } O r 0 r - 4 O i n h » l 0 0 A r - l C M 
0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 
«-<»*o<-tcMincMtncM,Hininmi-<ff> 
OrHr-1 vOCTX-lvO 1 1 CMr-tCOCM 
IOC0/S 1-00 I CM 1 t <-l 1 
CO C3 O f ^ CM «-I ff-4 00 CO O o M3 W O O v-4 
m o o ^ ^ o o o N o D H ^ o o a 
0 0 0 0 9 9 9 9 9 9 0 0 9 0 0 0 
W i H r - l r - t C M r - t r - l r - O n r - t r - t r - ^ r - l r - l r - l 
T-l 
m 
en 
en 
>J 
O 
O D o o a o a o C M S n i o m a c o c o 
o D o o D n o o m t M ^ o i n M c o j i 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
r- l r-l »H •-* r-l sH «H i H O VO f t <0 CO CM r-l * 
IOCM i n i O r - l I O 
D O o o o o o o N ^ n o ^ o a ^ 
o o o o o o o o ' l ' O D N o N r g H 
0 9 0 0 9 9 0 0 0 0 0 0 0 0 0 0 
r - t r H r H W r - l f l r H r - t r O f - l H e M C M r - I H r H 
10 * 
0L
S3
3L
 
o o D o a o o a n i O H C V C M f l Q H e o 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
I r H r - t r H «-4 r-l f t r- l r-t 10 C M O O O m o O J O 
a o a o o o o D C O t C N H i o c g c i i H 
ooooooooMJcr-oNCMineoaoco 
0 0 0 0 9 0 0 0 9 9 0 0 0 0 0 0 
H H H H H H H H l f l O o O l O O O O 
1 
£3 
CM -
O 
en 
>J 
O 
O e O O O O D O C M ^ N ' O I ^ U J t f ' O 
D o o D o D o o i n N J ' o N N o a ' 
0 0 0 0 0 0 0 0 9 0 0 0 0 e 0 0 
HvH«H p-t «-f «H«H«HO\0r4v0OCMCMlA 
IOCM i n + r t 10 
Q D D O O O D O K 0 I « ) O ( O O H H 
) O C 3 0 C S 0 0 O 0 P " O 0 C M i n C M C M C M 
1 0 9 9 0 9 9 0 0 0 , 9 0 0 0 0 9 9 
,-< ~ 1 r- l r - l r - l i - l r- l r - l I O r- l r - l CM * «H H i-< 
> o ' « • 
0L
S0
2L
 
s o o o o o o o » * « f o i < i o > n i i i 
a o o o a o o o n i O H N C O c O H a 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
r»t r-l r- l *"l <H r»t r-l r H I O CM o CO \H O O * 
O O O O O O O O l 0 i I l K H P > C i | < V H 
OOOOOOOO^OCMr<CMrOCCCOCO 
9 0 0 0 0 0 0 9 9 9 0 0 9 9 0 9 
H H H H H H H H C l O O O t O O O O 
H
S3
3
 
o> * fo co ifï o e^ CD \ 0 CM ee 0^ o> tn 0^ •-« 
o o co i-i i n o> r-i CM *-< vo ?>~ a o to oo i n 
' 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
>CMC0p««-*HinOT'-!IOtOrm-l«'*J)!O 
mp- «-finfH O P - r-i*-
*»fO CM h«0> CM 
0Bf~ CMCM 
r * 
CMQIOIOvOc0inM}CMCMcf>CCM]r-lineM 
r>>o>cKoinocMM]<' incMCMioavoin 
0 9 9 9 9 0 0 0 0 0 9 0 0 0 0 0 
C M o c \ J C \ l r - l o . « r « - f O P - r - > ~ t * O f - i n 
f - I O lOr-lr-l * C M * I O 
,K) in CMCM vflrr, «Mcd 
o o > (OIO i-l 
- 1 * 
H
S
02
 
oxfnceincsocMinHaocMniooi-i 
:v£oaOt-ttOM3<l-tD«-CM','a'OIOcoeMn 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CMOQHr4<-lCMin«}-IOCMHi-*«-tOO'4-
mi*- M I M Ï H o ^ M3in 
W CM M30* CM 
eer» IOCM 
CMoiorom'OQCo»-i«'o«eo«^»P»»-i 
f-OXnOkOtOOCMF-OtCMCMMIr-CMn 
9 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CM O CM CM r-t CT* rH 0« IO 0> h> <-!«)-N Ml *• 
i~»o r-Mir-i intM oMn 
lom CMCM coo» (Mm 
oo> «-io t-i 
CH
03
3
 CA •tf'io co in o 0*00*10 o o o o 4* co 
voocoi-)in^HCMCM3^>>Hinioi>>in 
0 0 0 0 0 0 O 0 0 0 0 0 0 0 0 0 
cMeo»-i<-i<Hinini-iio^.N.rt«-eo«3o 
. mi»- r-imrH min £ > * > H 
P"IO CM JJC* CM 
S0f» (hCM 
r-l 
CMoiorox>coinM3inNiM]ininoo>cM 
• • CMT> o m o CMM3 CM tH M3 IOr>- CMC* CO 
0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
C M O C M C M t H O ^ - ^ ^ ^ ^ t H ^ C M C M f - -
h»IO (Ot-lt-l int-1 IOIO«H 
lO in CMCM O o IOCM 
O 0 > r o * «H 
I-l rt* 
IV
33
 
'Cr**r')COLOOOSOC300»OK>sO«f'COfO 
tOOCCfttnmrHCMIOQQNv-<U3tM»-0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
C M C O r - t r - t r - l i n t n r - l « - i n c r > < - l « ' C O M ] C M 
mr» ,-<in<-< « o «-4-r-i 
f - I O CM CM"- IO 
COf- CMIO 
r-lrH 
w a i o i o v i i c o i r n i i * ( j v ^ o o * r o r -
f» m » o m a euMJ in^.cM KO> t-iin * 
0 9 0 0 0 0 0 0 0 9 0 0 0 0 0 0 
CMOCMCMtHO«-#*Oinrt*C0»0O 
r~io iOt-iM OCM ceioCM 
lOin CMCM » * «CM 
oen r-\o »-i 
r H t H » 
I
V
02
 
cr^iocoincoocMocoioninoHM] 
vOOCOr-4vOU)4l-\OfOoO"'r-ICMr<-<Oin 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CM co .-i r-i >H CM in »• * m et* i-i in * m co 
mr*. vOvOt-i r o a inrnio 
f - io CM ff**- in 
«Of» CMIO 
r - t« - l 
No>oioiniooco«'CT>r-to\X)CMr>'<-i 
(« •O^ lhOMJyJoCMinr -CMO- j ro -K-1 
0 9 9 0 0 0 O O 0 0 0 O O O 0 0 
CMacMCMr-iatwcr^oinrHinirmin 
K.IO l^ »OrH OCM t-IrtvO 
I O I P CMCM * •» • u5in 
oen p»va ,4 
• - I t - l * 
CD 
l c a O O O v O M 3 \ j O v D O O O O \ O M 3 v O \ 0 
• 0 0 0 0 0 0 0 0 O 0 0 0 O 0 0 O 
o a o a D c o o o o o o o D o o 
O o O O M ) M l v 0 v 0 O O O o M l M 3 U I v 0 
9 0 0 0 0 0 0 0 O 9 9 9 9 0 9 0 
O O O O O O O D Q D O O O O a p 
CM 
CMCh0>CMCMa>0>CMCMcMT>CMCM0,'HeM 
N O O N K O O m b O O K S O O N 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
O O a O Q O O D O O O D D O O o 
I I I I I I I I 
CM0>0>CMCMirmCMCMJCA0>CMCMO,ff>CM 
> O D M > O O l - N O O f - h O O S 
' 9 9 0 0 0 0 0 9 0 0 0 0 0 0 0 . 0 
o o a o r a o o o o c a a o o o o a 
' i l I I I I I I 
>~ 
O Q O O O Q U O Q O D O O O Q O 
* - r ? CO r H K n CC r - l r » t r i CC r- l » » . C 3 f n » 4 
0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 9 
r t H a a H H O O H H D O H H O O 
( I I I 
O O O O Q O O O O O O O D O O O 
h - CS CO v* K» o CO »-« P» C3 CO r- l N» e » CC * 4 
0 9 0 9 0 0 0 0 0 0 9 0 0 0 0 0 
H H O O H r l o O H ' , I O O H r t O O 
1 1 1 1 
O 
ca 
oooooooococooocoesooaoco 
0 9 0 0 0 0 0 0 0 9 0 0 0 0 0 0 
o o o o o o o o o o o a o o o o 
oooooooococococoeocoaoco 
> 0 0 0 0 0 0 O 0 0 0 O 0 0 0 0 0 
l O o a a o o o o D a o o o o o D 
o 
ca ca 
34 
5. Concluding remarks 
In this paper we considered consistent estimation based on proxy variables 
for the unobserved variables in a regression model and applied it to a model 
with missing endogenous or exogenous variables or with rational expectations. 
A major drawback °f using proxies for the unobserved variables is that the 
computation of the large sample standard-errors becomes intricate. In section 3 
we presented three ways to estimate the standard-errors, which will be satis-
factory in empirical work. We also discussed ways to improve the asymptotic 
precision of proxy variables estimators. More specifically, we showed how 
the efficiency of a PE can be increased by improving the approximation of 
the proxy or the quality of the parameter estimates in the proxy, or by ta-
king account of the correlation structure of the disturbance resulting after 
substitution of the proxy in the model. Finally, we provided numerical results 
on the efficiency of consistent proxy variables estimators for the regression 
model with missing observations or with rational expectations. The theoretical 
results presented in section 3 apply to other types of unobservables as well. 
Given that similar numerical results have been obtained in section 4 for 
different types of unobservables, we expect that the main conclusions of 
section 4 hold true for other types of unobservables and for more general 
models. 
To conclude, we summarize the main findings from the efficiency comparison 
in section 4. Moment and simple instrumental variables estimators were found 
to be very inaccurate in many instances. Therefore, their use cannot be re-
commended. The accuracy of a PE can be substantially increased by specifying 
as accurately as possible the process for the exogenous variables. Generally, 
it also pays to efficiently estimate the parameters in the process for x 
In fact, for most of the cases considered, all three improvements of the 
proxy mentioned above lead to PE's that are almost as efficiënt as ML. 
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