The mean-variance model of Markowitz and many of its extensions have been playing an instrumental role in guiding the practice of portfolio selection. In this paper we study a meanvariance formulation for the portfolio selection problem involving options. In particular, the portfolio in question contains a stock index and some European style options on the index. A refined mean-variance methodology is adopted in our approach to formulate this problem as multi-stage stochastic optimization. It turns out that there are two different solution techniques, both lead to explicit solutions of the problem: one is based on stochastic programming and optimality conditions, and the other one is based on stochastic control and dynamic programming. We introduce both techniques, because their strengths are very different so as to suit different possible extensions and refinements of the basic model. Attention is paid to the structure of the optimal payoff function, which is shown to possess rich properties. Further refinements of the model, such as the request that the payoff should be monotonic with respect to the index, are discussed. Throughout the paper, various numerical examples are used to illustrate the underlying concepts.
Introduction
Options form an indispensable part of the modern financial markets. One reason for this phenomenon is the versatile payoff structures of options, which can serve to form investment portfolios with desirable risk profiles [14, 21] . Performance of portfolios equipped with options has been investigated extensively in the literature; see [1, 4, 5, 6, 7, 27] . Parallel to this development, stochastic programming has found wide range of applications in financial planning. In particular, many discrete assets allocation problems are formulated by stochastic programming based on (finite) scenario trees; see [2, 16, 17, 25] . Naturally, stochastic linear programming models for optioned portfolio selection have been proposed in the literature. The models are mostly proposed to maximize the expected return under some desired constraints. Pelsser and Vorst [26] presented a linear programming model with shortfall constraints, which were expressed by a set of chance constraints. Dert and Oldenkamp [8] proposed a linear programming model with a given level of guaranteed return. The so-called casino effect was discovered and was shown to be controllable by introducing shortfall constraints. A two-stage stochastic linear programming model was discussed by Berkelaar, Dert, Odenkamp, and Zhang [2] , and it was numerically solved by a primal-dual decomposition-based interior point method. This technique was further developed by Berkelaar, Gromicho, Kouwenberg and Zhang [3] in full generality to multi-stage stochastic programming with a finite scenario tree.
The mean-variance analysis of Markowitz ([19, 20] ) plays a key role in the theory of portfolio selection, which quantifies the return and the risk in computable terms. In the presence of short-selling, the model is analytically solvable (Merton [22] ). The mean-variance model was later extended to the multistage dynamic case. For this and other expected utility-maximization models in dynamic portfolio selection, one is referred to [9, 10, 11, 12, 13, 24, 28] . However, it was only until 2000 when an analytical formulations of the optimal portfolio for the multistage meanvariance model along with an expression of the mean-variance efficient frontier were derived, due to Li and Ng [18] , by means of an embedding scheme and a stochastic control strategy.
A generalized mean-variance model was proposed by Morard and Naciri [23] , which aims to optimize the hedging ratios. The hedging was implemented with the covered call writing strategy. The empirical results showed that the use of covered calls improved the performance of stock portfolios; however, there was no analytical formula for the optimal portfolio. Isakov and Marard [15] pointed out that in the case of incomplete hedging, the mean-variance formula could be applied for the optioned portfolio selection problems, since the hedged return does not necessarily have a non-symmetric distribution. We thus believe that the mean-variance criteria is a reasonable choice for the optioned portfolio selection problem.
Our optioned portfolio consists of one index, a set of European options on this index, and a risk-free asset. In our case, the scenario tree is generated using the distribution of the index. We apply the mean-variance formulation to investigate our investment problem, in order to make a further analysis of the payoff based on the explicit expressions of the optimal portfolio. The paper is organized as follows. In Section 2, we introduce a single-stage mean-variance model for the optioned portfolio selection problem. We present the formulations of the model and its solutions, followed by discussing some interesting properties of the optimal payoff function. In Section 3, we introduce the mathematical programming formulation for multistage mean-variance model, based on a given finite scenario tree. The analytical expression of the solution, along with its associated efficient frontier, is derived using Karush-Kuhn-Tucker optimality condition. Some particular properties of the optimal payoff in the multistage case are discussed. In Section 4, we turn to the stochastic control approach for solving the model, which leads to the same result with different prospects for further interpretation and extension. Finally, the optioned portfolio selection problem with monotonic payoff constraints is considered in Section 5. Throughout the paper, numerical examples with real life data are used to illustrate and validate our results.
2 Single-stage optioned portfolio selection and the mean-variance analysis
Model and its formulation
Consider the following investment problem. There is a stock index, a set of m European call options on the stock index, and a risk-free asset. The options have the same expiration date, and their strike prices are
The decision horizon is the same as the options' expiration, and r is the risk-free return rate in this period. Given initial wealth B and expected return R, the object is to construct a portfolio with minimum final payoff volatility. The decision variables are thus denoted to be X and x, where X is the amount of stock index and its options to hold (X = (x 0 , x 1 , · · · , x m ) ∈ ℜ m+1 ), and x is the amount invested in the risk-free asset (x ∈ ℜ).
We formulate the model using a single-stage scenario tree. There are n scenarios, according to the tree, with p i the probability of the ith scenario occurring, i = 1, 2, · · · , n, and so n i=1 p i = 1. Other data include the price vector of risky assets (stock index and its options) in the beginning, u, and the unit payoff vector of the risky assets at the ith scenario, v i . We denotev = n i=1 p i v i as the average unit payoff vector, and
′ as the covariance matrix of risky assets.
Assumption 2.1 Assume that the scenario tree is well generated in the following sense. There are in total at least m+2 scenarios, and for each given interval,
, there is at least one scenario.
This structure makes sure that the estimated covariance matrix A is positive definite. Second, this structure guarantees that there is no arbitrage opportunity on the tree. Furthermore, let us introduce the following quantities:
Let W be the terminal wealth. The single-stage mean-variance model is to minimize Var (W ), subject to E(W ) = R and u ′ X + x = B.
In the scenario tree just introduced,
and so the deterministic equivalent of the single-stage mean-variance model is
Under Assumption 2.1, (M 1 ) is a strictly convex quadratic optimization problem, and its solution is given in the following theorem.
Theorem 2.1
The single-stage mean-variance model (M 1 ) has the following unique primal-dual solutions
where λ and µ are the Lagrangian multipliers related to the constraints (2) and (3), respectively, and the associated risk is
The proof of the theorem is straightforward, by using the optimality condition, and is thus omitted here for this simple case. The main purpose of discussing this special case is to highlight the structures of the optimal payoff function.
Payoff of the optimal portfolio
Lemma 2.1 The optimal payoff curve is piecewise linear with respect to the index value. At any breakpoint where the slope of the curve changes, the index value must equal to one of the strike prices of the options. Furthermore, the slopes of the line segments are steeper for a larger target R value for all R > rB.
Proof : Denote ψ := ρr r−ρ and θ := ψ r A −1 (v − ru), and rewrite the optimal solutions of (M 1 ) to be
where θ = (θ 0 , θ 1 , · · · , θ m ) ′ , and a := −u ′ θ.
In our discussion, a scenario is a possible value of the stock index at the horizon. For convenience, scenario S represents a fact that the index value is S in this scenario. Denote the payoff at scenario S to be P (S). Since the m European call options have strike prices
Let two scenarios S 1 and S 2 be between K j and K j+1 , i.e. K j < S 1 < S 2 < K j+1 , then
.., m, the slope of the payoff function between K j and K j+1 is
Therefore, for a fixed R this slope is constant, and the payoff is linear between two neighboring strike prices. Also because θ i is independent of R, for any R ≥ rB, the value of j i=0 θ i is fixed and so the payoff function is linear in R. Moreover, for a larger R value with R > rB, the slopes of line segments between any two neighboring strike prices will become steeper.
We observe that a scenario S = K j is a local maximum point for the payoff function iff Proof : Since
where a := −u ′ θ, the scenarios in question correspond to the roots of the equation
Proposition 2.2 In any scenario S, for all R > rB, if P (S) > rB, then the payoff of a higher R dominates that of a lower R; else, if P (S) < rB, then the payoff of a higher R is dominated by that of a lower R.
Proof : For convenience, let us denote K 0 = 0. For R > rB, in scenario S, we have
Thus, for any R > rB, P (S) will always be larger than rB, and it is increasing in R. Similarly, if P (S) < rB, then it is decreasing in R.
The above propositions depict an essential structure of the optimal payoff curve. For different target expected payoff R, the optimal payoff curves form piecewise line segments with an invariant set of breakpoints and varying degree of slopes. The following specific example helps to visualize the picture.
Example 1 We consider the model using the market data of options on the S&P 500 index, which are listed on the CBOE. The prices are drawn from the CBOE web page in the morning of Aug. 9, 2006, shown in Table 1 . The horizon is equal to the expiration date of the options, which is Sep. 16, 2006 . The investment horizon is 38 days. In this example, we simply use the mid prices as the short/long option prices. The scenario tree is generated under the assumption that the index value at the horizon is lognormally distributed with an expected annualized growth rate µ = 13.24% and annualized standard deviation of σ = 16.25%, which are listed in the webpage of the Standard & Poor's. The risk free return rate for the investment horizon is set to be r = 1 + 0.5%. The initial wealth is B = $10, 000. We assume three different target expected payoffs R 1 = rB = $10, 050, R 2 = $10, 100, and R 3 = $10, 200. The information of the optimal solutions is shown in Table 2 . The third column shows the θ of the optimal portfolio, which is independent of the target R value. We have shown in Lemma 2.1 that the slope of the (i + 1)th line segment of the payoff curve is (R − rB) i j=0 θ j . Therefore from the values given in the fourth column, we can tell if a breakpoint is a local maximum or minimum point of the payoff curve, which is shown in the fifth column. Figure 1 shows the optimal payoff curves for R 1 , R 2 and R 3 by the red solid line, the blue dash line, and the green dash-dot line, respectively.
3 Multistage model: a mathematical programming resolution
Multistage mean-variance optioned portfolio model
Let the initial wealth be B, and the final expected payoff be R.
Our underlying dynamic scenarios tree is constructed as follows. There are K + 1 stages denoted from stage 0 to K. We denote m t to be the index set of the scenarios at stage t, and S nt as the nth scenario at stage t, for n ∈ m t , t = 0, 1, · · · , K. For those data at this scenario, the price vector of the risky assets is denoted by u nt , and the payoff vector of the risky assets (scaled to be the rates of returns) is denoted by v nt . The decision variables at this scenario are the amount of holdings of the risky assets, X nt , and the wealth invested in the risk-free asset, x nt . We denote the wealth at this scenario to be W nt . Moreover, let S a(n),t−1 be the ancestor of S nt , and S c(n),t+1 is the set of immediate children of S nt . The conditional probability distribution of S nt , given S a(n),t−1 , is p nt . Finally, at stage t, the risk-free return rate is r t . We have the following multistage mean-variance model:
where W T is the wealth at the end of the last stage. Now we define some constants in order to get an explicit formulation of the model:
where w nt can be understood as a modified conditional probability distribution. We have
In the above formulae,v nt is the expected unit payoff of the single-stage subtree derived from scenario S nt with the modified probability distribution; A nt is the conditional covariance matrix of this subtree with the modified probability distribution. In this multistage case, we also assume that the scenario tree is well generated, that is, all of these covariance matrixes are positive definite, and no arbitrage opportunity exists.
Then we derive the expressions of E(W T ) and Var (W T ). Denotingv as the unit payoff at the end of the final stage; X K and x K as the solutions at the beginning of the final stage, we have
where the last equation is due to our previous definitions
The final variance therefore is
where the last equation is based on our definition of
Thus, we get the following deterministic equivalent mathematical programming formulation for the multistage mean-variance model:
The multistage model (M 2 ) is a strictly convex quadratic programming problem. It can be solved analytically as shown in the following theorem.
The multistage mean-variance model (M 2 ) has the following unique primal-dual solutions
where λ 0 , λ nt and µ are the Lagrangian multipliers of the model. The associated risk is
The proof for Theorem 3.1 is technical. It involves several recursive relations in the dynamics. Interested reader is referred to Appendix A for details.
Theorem 3.1 tells us a way to compute the solution for the multistage mean-variance optioned portfolio model explicitly. We first compute all the quantities in a backwards fashion, and then get the explicit solutions forwards. Starting from the last stage, we first calculate the modified conditional probabilities (for the last stage they are equal to the real probabilities). Using these modified probabilities, we can compute the conditional expected unit payoffs and the covariance matrices for each single-stage subtrees, and also α, β, γ, δ at each decision node. Then, we go back to the earlier stage and carry out similar computations. This process is repeated until we reach the first stage. With all these quantities, we compute µ. This process gathers all the required parameters and information. Finally, to reap the solution, starting from the first stage we compute optimal solutions for each decision node in a forward fashion using the data and quantities that have already been computed.
An important feature of (M 2 ) is that it is flexible. If other complicating constraints are added, then the model may not admit an explicit solution as stipulated in Theorem 3.1; however, the model can still be solved very efficiently in the numerical sense (see e.g. [3] ). We will come back to this point later.
Payoff of the optimal optioned portfolio
We now take the two-stage case as an example to investigate the properties of payoff of the optimal optioned portfolio. We denote B as the initial wealth, and R as the target expected payoff in the end. As before, the assets to be considered are still European call options on a certain underlying index, the index itself and a risk-free asset. The options expire at different times. Suppose that there are m 1 options expiring at the end of the first stage, with strike prices Q 1 < Q 2 < · · · < Q m 1 ; and there are m 2 options expiring at the end of the second stage, with strike prices
In the two-stage scenario tree, there are n 1 scenarios in the first stage with probability p i , and n 2 scenarios in each second stage subtree with conditional probability q j . The risk free return rates in the two stages are denoted by r 1 and r 2 , respectively. Naturally, r = r 1 · r 2 is the risk-free rate for the entire period. Other notations are as follows: It follows from Theorem 3.1 that the optimal portfolio of the two-stage problem is
where X 0 , x 0 are the first-stage solutions, and X i , x i (i = 1, 2, · · · , n) are the second-stage solutions, respectively, and λ 0 , λ i and µ are the Lagrangian multipliers of the model.
Based on the explicit forms of the optimal solutions, and also the special payoff structures of the options, we are now in a position to analyze the payoff of the corresponding portfolio. First, let us denote:
Then, the optimal solutions is simplified to
where ψ, θ, τ i , φ i are all constants that are independent of R and B. Therefore, for a given scenario in the intermediate stage, the optimal second-stage solution X i is linear in R − rB.
Proposition 3.1 Given a fixed scenario in the intermediate stage, the optimal final payoff of this subtree is piecewise linear with breakpoints being the strike prices of two-stage options. The slopes of the payoff curve is steeper for a larger target R value.
Proof: Suppose that for the given scenario S i at the end of the first stage, the second stage optimal solution is X i = φ i (R − rB),
Suppose that there are two final scenarios S i1 and S i2 following S i with K t < S i1 < S i2 < K t+1 . Similar to the single-stage case, we have
Now we see that if R is fixed, then between each pair of the neighboring strike prices, the slope of the payoff curve is constant, and so the payoff curve is piecewise linear, with the break points being the strike prices. Furthermore, for varying R, the slope of the curve is steeper for larger R value. Proof: For a given intermediate stage scenario S i , there is a related final stage scenario S ij , with the final payoff being
For given R > rB, if P (S i , S ij ) = rB, then
and P (S i , S ij ) will remain rB for any other R value. If P (S i , S ij ) > rB, then
Thus, the payoff is increasing in R in this case. Similarly, if P (S i , S ij ) < rB, then the payoff will always be less than rB for R > rB, and decreases with respect to R. Then the optimal payoffs from different paths will follow a fixed order. Furthermore, the differences are proportional to R − rB.
Proof: Suppose there are two middle-stage scenarios S i and S j , such that both second stage subtrees contain the final-stage scenario with index value S. The optimal payoffs are
and so,
Therefore, for given S i , S j and R, ∆P ij (S) is proportional to R − rB. If ∆P ij (S) > 0, then so is true for all R > rB. That is, the payoff dominance relationship is invariant with regard to R provided that R > rB. If ∆P ij (S) = 0, then
In that case, for any R, the two subtrees from S i and S j will always share the same optimal payoff at this final-stage scenario S.
Example 2 We solve a two-stage portfolio selection problem with options on the S&P 500 index, which are listed on the CBOE. The prices are drawn from the CBOE web page in the morning of Aug. 9, 2006, shown in Table 3 . The portfolios can be constructed in the beginning of the investment and can also be reorganized on Sep. 16, 2006 when some of the options are exercised. The investment horizon is Oct. 21, 2006, on which the remaining options can be exercised. The whole investment horizon is 73 days, with the first stage 38 days, and the second stage 35 days. In this example, we simply use the mid prices as the initial prices for both buying and selling. The options prices at the end of first stage are calculated using the Black-Scholes formula. The scenario tree is generated under the assumption that the index value at the horizon is lognormally distributed with an expected annualized growth rate µ = 13.24%
and an annualized standard deviation of σ = 16.25%, which are listed in the Standard & Poor's company's web page. The risk-free return rates for both stages are r 1 = r 2 = 1+0.5%. The initial wealth is $10,000, and we assume two different target expected payoffs R 1 = rB = $10, 100, and R 2 = $10, 600. Figure 2 shows the optimal payoff surfaces for R 1 and R 2 . The flat surface is for the risk-free expected payoff R 1 , and the other is for R 2 . We see that they cross at some points, where the payoffs equal the risk-free return for any R values. 
Multistage model: a stochastic control perspective
The preceding section has presented an easy computable procedure for solving the multistage mean-variance optioned portfolio model. In this section, we shall present an alternative approach. The reason for introducing an alternative method is that these two methods have distinctive features, and complement each other in many ways, as we shall see later. The method in question lends itself from stochastic control. For a pure mean-variance model without derivatives, the first such analysis was due to Li and Ng [18] . We shall adopt that approach to accommodate options. An important advantage of the stochastic control approach is its strength in dealing with extensions of the model to the continuous case (in time and in the space of scenarios), while it renders computational difficulties if inequality constraints are included in the model, such as the ones to be discussed in Section 5. In contrast to this, the stochastic programming approach can easily handle inequality constraints in the numerical sense, while it cannot work with the continuous extension of the model. 
A formulation for stochastic control
Let us briefly review the main points in [18] . In order to enable the stochastic control approach, we reformulate the model as follows
where ω ∈ [0, ∞) is a tradeoff factor between the variance and expected payoff, given by the decision maker. Let I t be an information set available at time t and I t−1 ⊂ I t , ∀t. While the expectation operator satisfies the smoothing property:
) is difficult to solve directly by dynamic programming. So we need an auxiliary problem as follows,
The auxiliary problem is of a separable structure suitable for dynamic programming. The objective function of (M(ω, λ)) is in a quadratic form while the system dynamic is in a linear form. The following theorem points out the relationship between these two problems, which was established by Li and Ng [18] .
Since our model on a well generated scenario tree is strictly convex, it has a unique optimal solution. Therefore the necessary condition established in Theorem 4.1 is also sufficient for our model. The exact implementation to apply this result is as follows. First, solve the optimal solution of the auxiliary problem as functions of λ. Then, we shall find the optimal λ * by using the condition established in Theorem 4.1. Finally, we substitute this λ * back to the optimal solutions of the auxiliary problem to get the solution for the original problem.
The explicit solutions
In order to simplify the notations in the multistage framework, we introduce the modified probabilities:
where w nt can be understood as a modified conditional probability distribution in each subtree. We have w n,K+1 = p n,K+1 , and q nK = 1. Comparing the current method with the previous one in Section 3, observe that w nt are the same for both cases, therefore the basic quantities derived from these modified probability distributions are the same in both cases.
We now apply the stochastic control approach to solve our problem with the discrete scenario structure. Using the same notations as Section 3, we first solve the auxiliary problem (M(ω, λ)) using dynamic programming.
Lemma 4.1
The auxiliary problem (M (ω, λ)) can be solved analytically. In particular, at stage t, the objective value is
and the optimal primal-dual solution is
The proof of the lemma is similar with that of Theorem 3.1, and so we skip the details here. Now we have obtained the analytical solutions of the auxiliary problem. After that we can apply Theorem 4.1 to get the solutions for our original problem. Before that, we introduce two more lemmas. 
where W T is the final payoff of the optimal portfolio for (M(ω, λ)). (M(ω, λ  *  ) ) and (M(ω)) have the same optimal solutions if and only if
Lemma 4.3 Problem
The lemma can be easily proved using Theorem 4.1 with λ * = 1 + 2ωE(W T ).
Using these lemmas, we can substitute λ * in the optimal solutions of the auxiliary problem to get the optimal solution for the original problem (M(ω)), leading to the expression of the efficient frontier. The results are given as follows.
Theorem 4.2
The original multistage problem (M(ω)) has the optimal solutions given as follows:
The associated expected payoff and the variance are respectively
Theorem 4.2 presents solutions for a tradeoff factor ω. The theorem also displays the relationship between the tradeoff factor and the expected return of the optimal portfolio. Finally, the meanvariance efficient frontier is computed. Comparing Theorem 4.2 with Theorem 3.1, we see that these two methods end up with the same mean-variance efficient frontier. If we express ω in terms of R using the formulas in Theorem 4.2, then we can get an expression of the efficient frontier. As expected, one can see that the solutions of (M 2 ) (see (4)) and M(ω) are indeed identical.
So far we have presented two different approaches to solve our portfolio selection problem for a multistage scenario tree structure. For our problem, these two approaches need almost the same amount of computational efforts, and eventually reach the same efficient frontier. However, they shed lights on the problem from two very different angles, both are important for different reasons. On the one hand, the stochastic programming approach is confined itself in discrete time for a finite scenario structure, while the stochastic control approach can be applied for the problems with continuous scenario or in a continuous time setting (as shown in [29] ). On the other hand, the stochastic programming approach can be used to deal with almost any complicating constraints, such as the monotonicity constraints as we shall discuss in the next section, which can not be dealt with by the stochastic control approach.
Optioned portfolio selection with monotonic payoffs
The preceding sections discussed properties and solution methods for optioned portfolio selection, with a sole objective to minimize the risk measured by the variance of the return, subject to the expected return constraint. The human psychology, however, would find it important that the payoff is monotonically increasing with respect to the stock index. As we see from the previous sections that this property is lost at optimality. This section is devoted to addressing this issue, and discuss how the corresponding optimization problems can be solved.
We first consider the payoff of a single-stage subtree in the last stage of the investment period. By assumption, all remaining options will expire at the horizon. It follows that the payoff function of each of the option series is a piecewise linear function of the index value at the horizon. As a consequence, the payoff function of any portfolio of such options is also piecewise linear in the index value at the horizon. It is easy to verify that the breakpoints of the payoff function coincide with the exercise prices of the options in the portfolio [8] . These observations enable one to replace the monotonicity restriction, which has an infinite amount of constraints at first sight, by a finite number of linear constraints.
Suppose that K i , i = 1, ..., m, are the strike prices of the options to expire at the investment horizon, and K 0 = 0. We define the vector v K i as the final unit payoff vector when the index value is equal to K i , i = 0, 1, ..., m. Now we define the matrix
where ι is an all one vector. It is easy to verify that for the Kth single-stage subtree in the last stage, a monotonic payoff can be guaranteed by the following inequality,
Similar as in Section 4, we denote the scenario S nt as the nth scenario in stage t, t = 1, ..., K. In the particular case of the optioned portfolio selection problem, S nt can also represent index value at this scenario. We now compare the payoffs of different subtrees in the last stage. Assume that S nt < S n+1,t , t = 1, ..., K. The monotonic payoff between the nth and (n + 1)th subtrees in the last stage mean that for a same scenario S at the horizon, we have W (X nK , S) < W (X n+1,K , S), where W denotes the final wealth. This constraint can be formulated by finite number of linear inequalities due to the linearity of the portfolio payoff. To summarize, the multistage model with the non-decreasing final payoff constraint is given as
where (18) is used to guarantee the monotonic payoff of each single-stage subtree in the last stage, (19) and (20) are used to guarantee the monotonicity between subtrees. Due to these side constraints, the model can no longer be solved analytically. However, the following property remains valid.
Proposition 5.1 The optimal solutions of (M 3) is in the form of X nt = θ nt (R − rB), n ∈ m t , t = 0, 1, ..., K, for all R ≥ rB, where θ nt are vectors independent of R.
Proof: We prove the result by the KKT optimality conditions. The Lagrangian function of (M 3 ) is
Suppose that X nt , x nt , t = 0, ..., K, n ∈ m t , are the optimal solutions with R = R 1 > rB, and µ, λ nt , ξ nK , η i nK , ω nK are the corresponding optimal Lagrangian multipliers. Then these optimal solutions should satisfy the KKT conditions. We introduce the following solutions in the case of R = R 2 > rB,
It is easy to check that these new solutions satisfy the KKT optimality conditions with R = R 2 > rB, so the optimality holds. Now we conclude that for the multistage mean-variance model with monotonic payoff constraints, the optimal allocation in risky assets are also in the form of X = θ(R − rB), where θ is a constant vector with a proper dimension. Now, we take a look at the structure of the optimal payoff in this case. Since the above proposition holds, the payoff of the optimal optioned portfolio of problem (M 3 ) enjoys the same properties as those had been stipulated in Section 3 for problem (M 2 ). Especially for the twostage case, we can illustrate the monotonic payoff surface and some of the properties by the following example. Before presenting the example, we remark that imposing the monotonic constraint serves to offer a comforting feeling as 'to move with the market', which is important due to the psychological needs of human investors. This however, clearly carries an economical cost, in terms of an increased overall volatility, which we may term as the premium of being with the crowd.
Example 3
We consider a modified version of Example 2 with the monotonic payoff constraints added. The assets are listed in Table 4 , and the payoff surfaces are shown in Figure 3 . We observe two payoff surfaces in Figure 3 , in which the blue flat one is for the risk-free target R 1 = $10, 100, and the other one is for R 2 = $10, 500. In Figure 3 , there are some crossing points of these two surfaces, where the payoffs are the risk-free return. Based on the optimal solution, we know that for any R > rB, the optimal portfolios always yield the risk-free return at those crossing points. Given these data, we further find the optimal portfolio without monotonic payoff constraints, based on (M 2 ). Both optimal payoffs surfaces are shown in Figure 4 , in which the black colored surface is with monotonic constraints, and the other one is not. Table 4 : The data of the S&P 500 index and the options in Example 3
Although (M 3 ) does not admit an explicit solution, while (M 1 ) and (M 2 ) do, it is computationally as easy to solve from a numerical point of view. For a primal-dual interior point procedure for solving a general multi-stage stochastic programming (based on a finite scenario tree), one is referred to [3] , where a decomposed and optimized procedure for solving the direction-finding Newton equations can be found. Therefore, the last-stage solutions satisfy the KKT conditions. Next we shall apply induction to the stage index k. Suppose that the formulas (8)- (8) i.e., −λ n,t−1 + r t−1 (r t · · · r K ) 2 v n,t−1 ′ X n,t−1 + r t−1 · · · r K r n,t−1 x n,t−1 − µ r n,t−1 = 0.
Finally,
x n,t−1 = 1 r t−1 · · · r n −r t · · · r Kv ′ n,t−1 X n,t−1 + λ n,t−1 r n,t−1 + µ .
Substituting ( Thus, −λ n,t−1 u n,t−1 + (r t · · · r K ) 2 A n,t−1 X n,t−1 + r t−1 (r t · · · r K ) 2 v n,t−1 x n,t−1 − µ(r t · · · r K ) v n,t−1 = 0 and so, (r t · · · r K ) 2 q n,t−1 A n,t−1 X n,t−1 + λ n,t−1 r t−1 (v n,t−1 − r t−1 u n,t−1 ) = 0, which gives rise to X n,t−1 , as shown below, X n,t−1 = − λ n,t−1 r t · · · r K r n,t−1 A −1 n,t−1 (v n,t−1 − r t−1 u n,t−1 ), (26) and substituting this back into (25) gives
x n,t−1 = 1 r t−1 · · · r K λ n,t−1 r n,t−1 (γ n,t−1 − r t−1 β n,t−1 + 1) + µ .
Thus, the condition This implies µ = r r − ρ (R − ρB).
