By an explicit construction, we show that an arbitrary two-qubit gate can be implemented by using at most 16 elementary one-qubit gates and 3 CNOT gates. We show that this construction is optimal; in the sense that these numbers of gates is the minimal possible ones. Moreover, we show that if the two-qubit gate belongs to SO(4), then we need only 12 elementary one-qubit gates and 2 CNOT gates.
Introduction
Since almost all quantum algorithms are represented in the quantum circuit model, the problem of finding a universal set of quantum gates is one the main problems in constructing quantum computers and implementing quantum algorithms. While it is rather easy to find a universal quantum basis, finding basis that satisfies some restrictions, due to implementation requirements, is far more challenging. For example, there are several small universal quantum bases for fault-tolerant computation (see [3] for details).
In this paper we investigate the quantum basis consists of all one-qubit gates and CNOT as its only two-qubit gate. This basis first studied in [1] , where they showed that this basis can implement any unitary n-qubit operation exactly. This basis is suitable for the case that we want to minimize the number of interactions between two qubits. The problem we are studding here is to implement an arbitrary unitary two-qubit operation with minimal number of applications of one-qubit and CNOT gates. Note that each one-qubit gate itself can be considered as a sequence of three gates of simple rotations along the y and z-axis. Therefore, the elementary gates are R y (θ), R z (α), and CNOT.
Since quantum gates are so hard to achieve experimentally, minimizing the gate count will be of central importance in attaining near-term experimental milestones, such as the production of arbitrary entangled states. Our new construction requires at most 16 elementary one-qubit gates and 3 CNOTs which is less then any previously known construction. Moreover, using rewrite rules, we can often find even simpler circuits if they exist. Hence, our new construction brings certain state synthesis tasks within the grasp of experimentalists. In addition, as our quantum circuits for (arbitrary) n-qubit operations are always in terms of a sequence of 1-qubit and 2-qubit gates, the efficiency of n-qubit circuit design can be improved by use of this better technique for 2-qubit circuits design.
We prove that every two-qubit gate can be implemented by a circuit consisting of at most 16 elementary one-qubit gate and 3 CNOTs. We show that this construction is optimal. Specifically, we show that for implementing the two-qubit gate SWAP, we need at least 3 CNOT gates.
There are already a sequence of constructions of this type: 43 one-qubit gates and 18 CNOTs [5] ; 23 one-qubit gates and 4 CNOTs [4] ; and 20 one-qubit gates and 3 CNOTs [8] .
The organization of this paper is as follows. In Section 2 we provide necessary notation. In Section 3 we discuss the magic basis and give a simple proof of its important property, we also show that a very short quantum circuit computes the transformation associated with this basis. It turns out that this short quantum circuit for the magic basis transformation is the corner stone of our consequent constructions and their optimality. In Section 4 we present our first construction. Here we show that any two-qubit gate that is associated with a SO(4) matrix can be implemented by using 12 elementary gates and 2 CNOTs. If we choose the matrix from O(4) with determinant equal to −1, then our construction needs 12 elementary gates and 3 CNOTs. In Section 5 we consider the general case of a two-qubit gate. Then we provide a constructive implementation with 16 elementary gates and 3 CNOTs. Finally, in Section 6 we prove the optimality of our construction. We show that the two-qubit gate SWAP cannot be implemented if we use less than 3 CNOTs.
Notation
Throughout this paper we identify a quantum gate with the unitary matrix that defines its operation. We use the usual rotations about the y and z-axis as one-qubit elementary gates:
We also use the following standard notation for one-qubit Hadamard and phase gates:
We denote the identity matrix of order 2 by 1l 2 . There are two possibility for the action of the CNOT gate, depending on which qubit is the control qubit. We denote these gates by CNOT1 and CNOT2, where the control qubit is the first (top) and the second (down) qubit, respectively. Thus
The two-qubit gate SWAP gate, is defined by the matrix
and is denoted by the following symbol in the figures. Finally, we use the notation the ∧ 1 (V ) for the controlled-V gate, where V ∈ U(2). Throughout this paper we assume that for the ∧ 1 (V ) gate the control qubit is the first (top) qubit. Therefore,
In the special case of the ∧ 1 (σ z ) gate, we use the notation CZ.
The magic basis
There are different ways to define the magic basis [2, 6, 7] . Here we use the definition used in [2, 6] :
The following circuit implements this transformation: The circuit of Figure 2 can be checked by the following matrix identity:
Theorem 3.1 For every real orthogonal matrix U ∈ SO(4), the matrix of U in the magic basis, i.e., M U M −1 is tensor product of two 2-dimensional special unitary matrices. In other words:
Proof. We prove the theorem by showing that for every A ⊗ B ∈ SU(2) ⊗ SU(2), we have M −1 A ⊗ B M ∈ SO(4). It is well-known that every matrix A ∈ SU(2) can be written as the product
for some α, β, and θ. Therefore any matrix A ⊗ B ∈ SU(2) ⊗ SU(2) can be written as a product of the matrices of the form V ⊗ 1l 2 or 1l 2 ⊗ V , where V is either R y (θ) or R z (α). Thus the proof is complete if
We have similar results for the cases of 1l 2 ⊗ R y (θ) and 1l 2 ⊗ R z (α).
Since the mapping A ⊗ B → M −1 A ⊗ B M is one-to-one and the spaces SU(2) ⊗ SU(2) and SO(4) have the same topological dimension, we conclude that this mapping is an isomorphism between these two spaces.
Note that the above theorem is not true for all orthogonal matrices in O(4). In fact, for every matrix U ∈ O(4), either det(U ) = 1 for which the above theorem holds, or det(U ) = −1 for which we have the following theorem. 
where A, B ∈ U(2).
Proof. First note that det(CNOT1) = −1 and det(U · CNOT1) = 1. Then
, the theorem follows from Theorem 3.1. and H = σ z R y (π/2). Note that 1l 2 ⊗ σ z and the CNOT2 gates in Figure 3 are commuting, and if we ignore the over all phase, we get the following simpler form of the above circuit. Thus we have proved the following theorem. 
Realizing two-qubit gates from O(4)
Let
Theorem 4.1 Every two-qubit quantum gate in SO(4) can be realized by a circuit consisting of 12 elementary gates and 2 CNOT gates.
A similar argument and Theorem 3.2 would imply the following realization for gates from O(4) with determinant equal to −1.
Theorem 4.2 Every two-qubit quantum gate in O(4) determinant equal to −1 can be realized by a circuit consisting of 12 elementary gates and 2 CNOT gates and one SWAP gate.
The circuit that realizes this construction is shown in Figure 5 . 
Realizing two-qubit gates from U(4)
In [7] it is shown that every U ∈ U(4) can be written as
where A j ∈ U(2) and α, β, γ ∈ R. A simple calculation shows
We denote the right-hand side matrix by P . Then
Utilizing the circuit of Figure 2 for M, we get the circuit of Figure 6 for computing U . Note that to generate the phase e i γ , we need an operation of the form 1l 2 ⊗ diag e i γ , e i γ , which cam be "absorbed"
by the operation A 1 ⊗ A 2 . Then we substitute the right hand-side Hadamard gate of Figure 6 by 3 gates, using the following identity:
Now, the matrix D 1 = CZ · D is a diagonal matrix, and for some t we have
where V ∈ U(2). On the other hand, we have 1l
Since The result of [5] shows that
These substitutions leads to the circuit of Figure 7 , where Now we focus on the sequence CNOT1· 1l 2 ⊗R z (θ 1 ) ·CNOT1 of operations. We have the following
Then two consecutive right-hand side CNOT2 cancel each other, and the gate R z (θ 1 ) is "absorbed" by the gate A 3 . Thus, the final form the circuit computing U is as follows.
. The R z (t 1 ) operation of V 5 is commuting with the CNOT2 gate on its left, and it will be "absorbed" by A 2 . Similarly, the operation R z (β 1 ) of V 2 commutes with the CNOT gate on its right and will be "absorbed" by A 4 . The final result is the circuit of Figure 9 .
Figure 8: A circuit for implementing a transform in U(4). 
Three CNOT gates are needed
In this section we show that the construction of Theorem 5.1 is optimal, in the sense that in general we need 3 CNOT gates to compute a two-qubit quantum gate. More specifically, we prove the following statement.
Theorem 6.1
To compute the SWAP gate at least 3 CNOT gates are needed.
Proof. We prove by contradiction. Suppose that there is a circuit computing SWAP and consists of less than three CNOT gates. We consider several possible cases.
Case 1. Suppose that
where U j ∈ U(2). By reason provided in previous section, we can assume, without loss of generality, that
for some A, B ∈ U(2). Now suppose that
. Then we can rewrite the above equation as follows:
where
, which implies that the only possible way that the identity (10) holds is that
, for some t 1 , t 2 . Now we consider the entangling power of quantum gates (see, e.g., [9] ). We have
and entangling-power R y (t 1 ) ⊗ R y (t 2 ) = 0.
Therefore the only way that (9) would be satisfy is that α = θ = 0. In this case, the identity (10) implies that SWAP = R y (t 1 ) ⊗ R y (t 2 ), which we know is not possible.
Case 2. Suppose that
where U j ∈ U(2). We apply an argument similar the one we applied to the previous case.First we note that, without loss if generality, we can assume that U 3 = R z (β 1 ) R y (α) and U 4 = R y (θ) R z (β 2 ). Then we arrive to the following identities:
CNOT2 · CNOT1 · R y (α) ⊗ R y (θ)) · CNOT1 = R y (t 1 ) ⊗ R y (t 2 ).
As for the entangling power, (14) implies that entangling-power CNOT2 · CNOT1 · R y (α) ⊗ R y (θ)) · CNOT1 = 1 9 3 + cos(2 α) + 2 cos(2 θ) cos 2 α .
This implies that α = θ = π 2 ; and with assumption, (13) implies that
3 − cos(2 β 1 ) − 2 cos(2 β 2 ) cos 2 β 1 .
The identity implies that β 1 = β 2 = 0. Then, since
the identity (12) implies that SWAP = U ⊗ V , which is impossible.
Case 3. Suppose that
where U j ∈ U(2). Then the method of the previous cases implies that CNOT1 · CNOT2 = U ⊗ V . This is impossible, since, for example, entangling-power CNOT1 · CNOT2 =
