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DRINFELD-GAITSGORY-VINBERG INTERPOLATION GRASSMANNIAN
AND GEOMETRIC SATAKE EQUIVALENCE
MICHAEL FINKELBERG, VASILY KRYLOV, AND IVAN MIRKOVIĆ,
WITH APPENDIX BY DENNIS GAITSGORY
Abstract. Let G be a reductive complex algebraic group. We fix a pair of opposite Borel
subgroups and consider the corresponding semiinfinite orbits in the affine GrassmannianGrG.
We prove Simon Schieder’s conjecture identifying his bialgebra formed by the top compactly
supported cohomology of the intersections of opposite semiinfinite orbits with U(n∨) (the
universal enveloping algebra of the positive nilpotent subalgebra of the Langlands dual Lie
algebra g∨). To this end we construct an action of Schieder bialgebra on the geometric Satake
fiber functor. We propose a conjectural construction of Schieder bialgebra for an arbitrary
symmetric Kac-Moody Lie algebra in terms of Coulomb branch of the corresponding quiver
gauge theory.
1. Introduction
1.i. Let Λ =
⊕
n Λ
n be the ring of symmetric functions equipped with the base of Schur
functions sλ. It also carries a natural coproduct. The classical Schubert calculus is the based
isomorphism of the bialgebra Λ with H•(Gr,Z) (doubling the degrees) taking sλ to the funda-
mental class of the corresponding Schubert variety σλ. Here Gr is the infinite Grassmannian
Gr = lim→ Gr(k,m) ' BU(∞), and the coproduct on H
•(Gr,Z) comes from the H-space struc-
ture on the classifying space BU(∞).
Here is a more algebraic geometric construction of the coproduct on H•(Gr,Z). We have
H2n(Gr,Z) = H2n(Schn,Z) = H2nc (Schn,Z) = H2nc (Schn,Z) where Schn ⊂ Gr (resp. Schn ⊂
Gr) stands for the union of all n-dimensional (resp. ≤ n-dimensional) Schubert cells (with
respect to a fixed flag).
Recall the Calogero-Moser phase space Cn: the space of pairs of n× n-matrices (X,Y ) such
that [X,Y ] + Id has rank 1, modulo the simultaneous conjugation of X,Y . The integrable
system pin : Cn → A(n) takes (X,Y ) to the spectrum of X. Wilson [W] has discovered the
following two key properties of the Calogero-Moser integrable system:
(a) for n1 + n2 = n, a factorization isomorphism
Cn ×A(n) (A(n1) × A(n2))disj ∼−→ (Cn1 × Cn2)×(A(n1)×A(n2)) (A(n1) × A(n2))disj.
(b) For x ∈ A1, an isomorphism pi−1n (n · x) ∼−→ Schn.
Now the desired coproduct
∆ =
⊕
n1+n2=n
∆n1,n2 : H
2n
c (Schn,Z)→
⊕
n1+n2=n
H2n1c (Schn1 ,Z)⊗H2n2c (Schn2 ,Z)
is nothing but the cospecialization1 morphism for the compactly supported cohomology of the
fibers of pin restricted to the subfamily pi−1n (n1 ·x+n2 ·y) ⊂ Cn (from the fibers over the diagonal
x = y to the off-diagonal fibers x 6= y), cf. [FG].
1terminology of [S4, 6.2.7].
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1.ii. Given a reductive complex algebraic group G, Schieder [S4] constructed a bialgebra A
playing the role of
⊕
nH
2n
c (Schn,C) for the affine Grassmannian GrG in place of Gr. In order
to explain his construction, we set up the basic notations for G and GrG.
We fix a Borel and a Cartan subgroup G ⊃ B ⊃ T , and denote by W the Weyl group of
(G,T ). Let N denote the unipotent radical of the Borel B, and let N− stand for the unipotent
radical of the opposite Borel B−. Let Λ (resp. Λ∨) be the coweight (resp. weight) lattice, and let
Λ+ ⊂ Λ (resp. Λ∨+ ⊂ Λ∨) be the cone of dominant coweights (resp. weights). Let also Λ+ ⊂ Λ
(resp. Λ∨+ ⊂ Λ∨) be the submonoid spanned by the simple coroots (resp. roots) αi, i ∈ I (resp.
α∨i , i ∈ I). We denote by G∨ ⊃ T∨ the Langlands dual group, so that Λ (resp. Λ∨) is the
weight (resp. coweight) lattice of G∨.
Let O denote the formal power series ring C[[z]], and let K denote its fraction field C((z)).
The affine Grassmannian GrG = GK/GO is an ind-projective scheme, the union
⊔
λ∈Λ+ Gr
λ
G of
GO-orbits. The closure of GrλG is a projective variety GrλG =
⊔
µ≤λ Gr
µ
G. The fixed point set
GrTG is naturally identified with the coweight lattice Λ; and µ ∈ Λ lies in GrλG iff µ ∈Wλ.
For a coweight ν ∈ Λ = GrTG, we denote by Sν ⊂ GrG (resp. Tν ⊂ GrG) the orbit of N(K)
(resp. of N−(K)) through ν. The intersections Sν∩GrλG (resp. Tν∩GrλG) are the attractors (resp.
repellents) of C× acting via its homomorphism 2ρ to the Cartan torus T y GrλG : Sν ∩GrλG =
{x ∈ GrλG : limc→0 2ρ(c) · x = ν} and Tν ∩ Gr
λ
G = {x ∈ GrλG : limc→∞ 2ρ(c) · x = ν}. Going to the
limit GrG = lim
λ∈Λ+
GrλG, Sν (resp. Tν) is the attractor (resp. repellent) of ν in GrG. The closure
Sν is the union
⊔
µ≤ν Sµ, while T ν =
⊔
µ≥ν Tµ.
Definition 1.1. (a) For θ ∈ Λ+ we denote by Schθ (resp. Schθ) the intersection Sθ ∩ T0 (resp.
Sθ ∩ T 0).2 It is equidimensional of dimension 〈ρ∨, θ〉.
(b) We set Aθ := H
〈2ρ∨,θ〉
c (Schθ,C) = H〈2ρ
∨,θ〉
c (Schθ,C), and A :=
⊕
θ∈Λ+ Aθ.
Given a smooth curveX and θ ∈ Λ+, the open zastava space
◦
Zθ (see e.g. [BFGM]) is equipped
with the projection piθ :
◦
Zθ → Xθ to the degree θ configuration space of X. It enjoys the
factorization property, and for any x ∈ X, we have a canonical isomorphism pi−1θ (θ ·x) ∼−→ Schθ.
Given θ1, θ2 ∈ Λ+ such that θ1 + θ2 = θ, the coproduct ∆θ1,θ2 : Aθ → Aθ1 ⊗Aθ2 is defined just
like in 1.i via the cospecialization morphism for the subfamily pi−1θ (θ1 · x+ θ2 · y).
To construct the product m :
⊕
θ1+θ2=θ
Aθ1 ⊗ Aθ2 → Aθ we need the Drinfeld-Gaitsgory
interpolation S˜chθ → A1 [DG2] constructed with respect to the C×-action on Schθ arising
from the cocharacter 2ρ of T . The key property of S˜chθ → A1 is that the fibers over a 6= 0
are all isomorphic to Schθ, while the zero fiber (S˜chθ)0 is isomorphic to the disjoint union⊔
λ
Sch+,λθ ×Sch−,λθ . Here λ (a coweight in Λ+ such that λ ≤ θ) runs through the set of C×-fixed
points of Schθ, and Sch
+,λ
θ (resp. Sch
−,λ
θ ) stands for the corresponding attractor (resp. repellent).
It is easy to see that H〈2ρ
∨,θ〉
c ((S˜chθ)0,C) =
⊕
θ1+θ2=θ
H
〈2ρ∨,θ1〉
c (Schθ1 ,C)⊗H〈2ρ
∨,θ2〉
c (Schθ2 ,C),
and the desired product m is nothing but the cospecialization morphism for the compactly
supported cohomology of the fibers of the Drinfeld-Gaitsgory family.
Schieder conjectured that the bialgebra A is isomorphic to the universal enveloping algebra
U(n∨) of Lie(N∨) where N∨ ⊂ B∨ ⊂ G∨ is the unipotent radical of Borel subgroup of G∨. The
goal of the present work is a proof of Schieder’s conjecture.
1.iii. In order to produce an isomorphism U(n∨) ∼−→A, we construct an action of A on the
geometric Satake fiber functor. More precisely, we denote by rν,+ (resp. rν,−) the locally closed
2Here Sch stands for Schieder.
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embedding Sν ↪→ GrG (resp. Tν ↪→ GrG). We also denote by ιν,+ (resp. ιν,−) the closed
embedding of the point ν into Sν (resp. into Tν).
According to [Bra, DG2], there is a canonical isomorphism of functors ι∗ν,−r!ν,− '
ι!ν,+r
∗
ν,+ : D
b
GO
(GrG) → Db(Vect). For a sheaf P ∈ DbGO(GrG), its hyperbolic stalk at ν
is defined as Φν(P) := ι∗ν,−r!ν,−P ' ι!ν,+r∗ν,+P. According to [MV], for P ∈ PervGO(GrG),
the hyperbolic stalk Φν(P) is concentrated in degree 〈2ρ∨, ν〉, and there is a canonical
direct sum decomposition H•(GrG,P) =
⊕
ν∈Λ Φν(P). Moreover, the abelian category
PervGO(GrG) is monoidal with respect to the convolution operation ?, and the functor
H•(GrG,−) : (PervGO(GrG), ?) → (Vect,⊗) is a fiber functor identifying (PervGO(GrG), ?)
with the tensor category Rep(G∨) (geometric Satake equivalence).
We define a morphism of functors Aθ⊗Φν → Φν+θ in 4.i(a). To this end (and also in order to
check various tensor compatibilities) we consider the Drinfeld-Gaitsgory-Vinberg interpolation
Grassmannian: a relative compactification VinGrprincG of the Drinfeld-Gaitsgory interpolation
G˜rG → A1. We also consider an extended version VinGrG → T+ad := SpecC[Λ∨+] and its version
VinGrG,Xn for the Beilinson-Drinfeld Grassmannian. It was implicit already in Schieder’s work,
and it was made explicit by D. Gaitsgory and D. Nadler, cf. an earlier work [GN]. We believe it
is a very interesting object in its own right. For example, let ω ∈ Λ+ be a minuscule dominant
coweight. Then the Schubert variety GrωG is isomorphic to a parabolic flag variety G/Pω, and
the corresponding subvariety VinGrωG of VinGrG is isomorphic to Brion’s degeneration of ∆G/Pω
in Hilb(G/Pω ×G/Pω)× T+ad [Bri, §3].
Remark 1.2. (a) By the geometric Satake equivalence, for P ∈ PervGO(GrG), the cohomol-
ogy H•(GrG,P) is equipped with an action of U(g∨). For example, the action of the Cartan
subalgebra U(t∨) ⊂ U(g∨) comes from the grading H•(GrG,P) =
⊕
ν∈Λ Φν(P). The action of
U(n∨) comes from the geometric action of the Schieder bialgebra A on the geometric Satake
fiber functor, and the isomorphism U(n∨) ∼−→A. Finally, the action of U(n∨−) is conjugate to
the action of U(n∨) with respect to the Lefschetz bilinear form on H•(GrG,P).
(b) By construction, the Schieder algebra A comes equipped with a basis (fundamental classes
of irreducible components of Schθ). The corresponding integral form is denoted AZ ⊂ A. On
the other hand, U(n∨) is equipped with the semicanonical basis [L].3 The corresponding integral
form is nothing but the Chevalley-Kostant integral form U(n∨)Z. According to Proposition 4.20,
the isomorphism U(n∨) ∼−→A gives rise to an isomorphism of their integral forms: U(n∨) ⊃
U(n∨)Z
∼−→AZ ⊂ A. In the simplest example when G = SL(2), A is N-graded, and each graded
component An is one-dimensional with the basis vector en; one can check enem =
(
n+m
n
)
en+m.
Hence the two bases match under the isomorphism U(n∨)Z ∼−→AZ. However, for general G
the two bases do not match, as seen in an example for G of type A5 in degree (2, 4, 4, 4, 2) in
a forthcoming paper by P. Baumann, J. Kamnitzer and A. Knutson. Thus the Higgs branch
realization [L] of U(n∨) is different from the Coulomb branch realization [S4] of U(n∨).
1.iv. The paper is organized as follows. In a lengthy §2 we review the works of Schieder
and other related materials. To simplify the exposition somewhat we assume that the derived
subgroup [G,G] ⊂ G is simply connected. The Schieder algebra A is defined in §2.vi. Note that
the construction of multiplication in §2.vi(c) does not use the Drinfeld-Gaitsgory interpolation
in contrast to the construction at the end of §1.ii. However, the two constructions are equivalent
as a consequence of Proposition 3.17. We define the Drinfeld-Gaitsgory-Vinberg interpolation
Grassmannian in §3. We define the action of the Schieder algebra A on the geometric Satake
fiber functor Φ and check various compatibilities in §4. We deduce the Schieder conjecture
3constructed under the assumption that G is simply laced.
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A ' U(n∨) in Corollary 4.18. In §4.v we identify the above action of A on Φ with another
action going back to [FFKM]. In the last §5 we explain the changes needed in the case of
arbitrary reductive G. In §5.iv, for a quiver Q without loop edges, we propose a conjectural
geometric construction of U(g+Q) (positive subalgebra of the corresponding symmetric Kac-
Moody Lie algebra) in the framework of Coulomb branch of the corresponding quiver gauge
theory. Appendix A written by D. Gaitsgory contains proofs of Proposition 2.16 stating that the
Drinfeld-Lafforgue-Vinberg compactification BunG of BunG is proper over BunG×BunG, and
of Proposition 3.17 stating that the Drinfeld-Gaitsgory-Vinberg interpolation Grassmannian
VinGrprincG is a relative compactification of the Drinfeld-Gaitsgory interpolation G˜rG.
This work is a result of generous explanations by D. Gaitsgory and S. Schieder. We are deeply
grateful to them. We would also like to thank R. Bezrukavnikov, A. Braverman, H. Nakajima
and V. Ostrik for useful discussions. M.F. was partially supported by the Russian Academic
Excellence Project ‘5-100’. The research of V.K. was supported by the grant RSF-DFG 16-41-
01013.
2. Review of Schieder’s work
Till §5 we assume that the derived subgroup [G,G] ⊂ G is simply connected. It implies in
particular that Λ+ :=
⊕
i∈I Nαi is equal to Λ≥0 := {α ∈ Λ : 〈λ∨, α〉 ≥ 0 ∀λ∨ ∈ Λ∨+}.
2.i. General recollections.
2.i(a). The affine Grassmannian [BD, §4.5], [Z, §1,2, 1.4]. Let X be a smooth projective curve
over C. Let us fix a point x ∈ X. The functor of points
GrG : Sch→ Set, S 7→ GrG(S)
can be described as follows. For a scheme S the set GrG(S) consists of the following data:
1) a G-bundle F on S ×X,
2) a trivialization σ of F on S × (X \ {x}).
Remark 2.1. For a space Y, one defines a space Maps(X,Y) parametrizing morphisms from
the curve X to Y as Maps(X,Y)(S) := Y(X × S). Note that the ind-scheme GrG is isomorphic
to the fibre product
Maps(X,pt/G) ×
Maps(X\{x},pt/G)
pt
where the morphism pt → Maps(X\{x},pt/G) is the composition of the isomorphism
pt ∼−→ Maps(X\{x},pt) with the morphism Maps(X\{x},pt) → Maps(X\{x},pt/G) induced
by the morphism pt→ pt/G.
2.i(b). The Beilinson-Drinfeld Grassmannian [BD, §5.3.10, 5.3.11], [Z, §3.1], [MV, §5]. For
n ∈ N, GrG,Xn is the moduli space of the following data: it associates to a scheme S
1) a collection of S-points x = (x1, . . . , xn) ∈ Xn(S) of the curve X,
2) a G-bundle F on S ×X,
3) a trivialization σ of F on (S ×X) \ {Γx1 ∪ · · · ∪ Γxn}, where Γxk ⊂ S ×X is the graph of
xk.
We have a projection pin : GrG,Xn → Xn that forgets the data of F and σ.
Let us denote by ∆X ↪→ Xn the diagonal embedding. Take a point x ∈ X. Note that the
fiber of the morphism pin over the point (x, . . . , x) ∈ ∆X is isomorphic to GrG. We will denote
this fiber by the same symbol.
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Remark 2.2. Let us fix n ∈ N. Let us denote by BunG(Un) the following stack over Xn: it
associates to a scheme S
1) a collection of points x = (x1, . . . , xn) ∈ Xn(S) of the curve X,
2) a G-bundle F on (S ×X) \ {Γx1 ∪ · · · ∪ Γxn}.
We have a restriction morphism Xn × Maps(X,pt/G) → BunG(Un). We also have a
morphism Xn → BunG(Un) that sends a collection of S-points x ∈ Xn(S) to the data
(x,Ftriv(S×X)\{Γx1∪···∪Γxn}) ∈ BunG(Un)(S). The Beilinson-Drinfeld Grassmannian GrG,Xn is
nothing but
(Xn ×Maps(X,pt/G)) ×
BunG(Un)
Xn.
2.i(c). Let GX,O be the group-scheme (over X) that represents the following functor. It
associates to a scheme S
1) an S-point x ∈ X(S) of the curve X,
2) a point σ ∈ G(Γˆx), where Γˆx is the completion of Γx in S ×X.
We have a projection GX,O → X that forgets the data of σ. Recall the projection
pi1 : GrG,X → X of §2.i(b). Thus schemes GrG,X , GX,O are endowed with structures of
schemes over the curve X. We have an action GX,O y GrG,X by changing the trivialization.
Hence we can define a category PervGX,O(GrG,X) as the category of GX,O-equivariant
perverse sheaves on GrG,X . Let us fix a point x ∈ X. Consider the closed embedding
ιx : GrG ↪→ GrG,X . It follows from [MV, Remark 5.1], [Z, §5.4] that there exists a functor
p0 : PervGO(GrG) → PervGX,O(GrG,X) such that the composition ι∗x[−1] ◦ p0 is isomorphic to
Id.
2.i(d). Tensor structure on PervGO(GrG) via Beilinson-Drinfeld Grassmanian. Let P1,P2 ∈
PervGO(GrG). Let us describe the convolution P1 ? P2. Recall the projection pi2 : GrG,X2 →
X2 of §2.i(b). Let ∆X ↪→ X2 be the closed embedding of the diagonal. Let U ↪→ X2 be
the open embedding of the complement to the diagonal. It follows from [BD, §5.3.12], [Z,
Proposition 3.1.13] that the restriction of the family pi2 : GrG,X2 → X2 to the open subvariety
U ↪→ X2 is isomorphic to (GrG,X×GrG,X)|U and the restriction of the family pi2 : GrG,X2 → X2
to the closed subvariety ∆X ↪→ X2 is isomorphic to GrG,X .
Let us denote by j the open embedding
(GrG,X ×GrG,X)|U ' pi−12 (U) ↪→ GrG,X2 .
Set
P1 ◦
X
P2 := (p
0P1  p0P2)|U , P1 ?
X
P2 := j!∗(P1 ◦
X
P2).
Then according to [MV, §5], we have p0(P1 ? P2) ' P1 ?
X
P2, P1 ? P2 ' ι∗x[−1](P1 ?
X
P2).
2.i(e). Rational morphisms. Let F be a coherent sheaf on S × X. Let us fix two numbers
n,m ∈ N. Let us also fix a collection of S-points x = (x1, . . . , xn) ∈ Xn(S) of the curve X. Let
us denote by QMmx (OS×X ,F) the set of morphisms OS×X(−m · (Γx1 ∪ · · · ∪ Γxn)) → F. For
m1,m2 ∈ N, m1 ≤ m2, we have the natural embeddings QMm1x (OS×X ,F) ↪→ QMm2x (OS×X ,F)
given by the composition with the morphism
OS×X(−m2 · (Γx1 ∪ · · · ∪ Γxn)) ↪→ OS×X(−m1 · (Γx1 ∪ · · · ∪ Γxn)).
Let us denote by RMx(OS×X ,F) the inductive limit lim
m∈N
QMmx (OS×X ,F). The elements of
the set RMx(OS×X ,F) will be called rational morphisms from OS×X to F regular on U :=
(S ×X) \ {Γx1 ∪ · · · ∪ Γxn}.
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The set of rational morphisms from F to OS×X regular on U is defined analogously as the
limit of the sets of morphisms F → OS×X(m · (Γx1 ∪ · · · ∪ Γxn)).
2.i(f). The Tannakian approach. For an algebraic group H, a right H-torsor E over a scheme
X, and V ∈ Rep(H) we denote by VE the associated vector bundle over X : VE := E
H× V .
For every λ∨ ∈ Λ∨+ let us fix a highest weight vector vλ∨ ∈ V λ∨ with respect to the Borel
subgroup B ⊂ G. For λ∨, µ∨ ∈ Λ∨+ we get the G-morphism prλ∨,µ∨ : V λ
∨ ⊗V µ∨  V λ∨+µ∨ that
is uniquely determined by the following property: prλ∨,µ∨(vλ∨ ⊗ vµ∨) = vλ∨+µ∨ . Let Gr′G,Xn be
the following moduli space. It associates to a scheme S
1) a collection of S-points x = (x1, . . . , xn) ∈ Xn(S) of the curve X,
2) a G-bundle F on S ×X,
3) for every λ∨ ∈ Λ∨+, rational morphisms
OS×X
ηλ∨−−→ Vλ∨F
ζλ∨−−→ OS×X
regular on U := (S ×X) \ {Γx1 ∪ · · · ∪ Γxn}, satisfying the following conditions.
a) For every λ∨ ∈ Λ∨+ the composition
(ζλ∨ ◦ ηλ∨)|(S×X)\{Γx1∪···∪Γxn}
is the identity morphism.
b) For every λ∨, µ∨ ∈ Λ∨+ let prλ∨,µ∨ : V λ
∨ ⊗ V µ∨  V λ∨+µ∨ be the projection morphism.
We have the corresponding morphisms
prFλ∨,µ∨ : V
λ∨
F ⊗ Vµ
∨
F → Vλ
∨+µ∨
F .
Then the following diagrams are commutative:
OU ⊗ OU Id⊗ Id−−−−→ OUyηλ∨⊗ηµ∨ yηλ∨+µ∨
(Vλ
∨
F ⊗ Vµ
∨
F )|U
prF
λ∨,µ∨ |U−−−−−−→ (Vλ∨+µ∨F )|U ,
(Vλ
∨
F ⊗ Vµ
∨
F )|U
prF
λ∨,µ∨ |U−−−−−−→ (Vλ∨+µ∨F )|Uyζλ∨⊗ζµ∨ yζλ∨+µ∨
OU ⊗ OU Id⊗ Id−−−−→ OU .
c) Given a morphism pr: V λ
∨ ⊗ V µ∨ → V ν∨ for λ∨, µ∨, ν∨ ∈ Λ∨+, ν∨ < λ∨ + µ∨, we have
prF ◦(ηλ∨ ⊗ ηµ∨) = 0, (ζλ∨ ⊗ ζµ∨) ◦ prF = 0.
d) For λ∨ = 0 we have ζλ∨ = Id and ηλ∨ = Id.
Proposition 2.3. For n ∈ N, the functors GrG,Xn and Gr′G,Xn are isomorphic.
Proof. Let us construct a morphism of functors Ξ: Gr′G,Xn → GrG,Xn . Take an S-point
(x,F, ηλ∨ , ζλ∨) ∈ Gr′G,Xn(S). Restrictions of the morphisms ηλ∨ , ζλ∨ to the open subvariety
U ⊂ S × X define the transversal N and N−-structures in the G-bundle F|U . They define a
trivialization σ of F|U . Set Ξ(x,F, ηλ∨ , ζλ∨) := (x,F, σ) ∈ GrG,Xn .
Let us construct the inverse morphism Ξ−1 : GrG,Xn → Gr′G,Xn . Take an S-point (x,F, σ) ∈
GrG,Xn . Note that the standard N,N−-structures in the trivial G-bundle on S ×X define via
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σ the N and N−-structures in F|U . Thus for every λ∨ ∈ Λ∨+ we have morphisms of vector
bundles OU
η′
λ∨−−→ Vλ∨F |U
ζ′
λ∨−−→ OU .
The morphisms η′λ∨ , ζ
′
λ∨ come from morphisms
OS×X(lλ∨ · (Γx1 ∪ · · · ∪ Γxn))
ηλ∨−−→ Vλ∨F
ζλ∨−−→ OS×X(kλ∨ · (Γx1 ∪ · · · ∪ Γxn))
for some integers lλ∨ , kλ∨ .
Set Ξ−1(x,F, σ) := (x,F, ηλ∨ , ζλ∨). It is easy to see that the morphisms Ξ,Ξ−1 are mutually
inverse. 
2.i(g). Definition of Sν via Tannakian approach. We fix a point x ∈ X. Let us give the Tan-
nakian definition of the ind-scheme Sν ⊂ GrG. The corresponding functor of points associates
to a scheme S
1) a G-bundle F on S ×X,
2) for every λ∨ ∈ Λ∨+, morphisms of sheaves ηλ∨ : OS×X(−〈λ∨, ν〉 · (S × x)) → Vλ∨F and
rational morphisms ζλ∨ : Vλ
∨
F → OS×X regular on S × (X \ {x}), satisfying the same conditions
as in the definition of Gr′G,Xn in §2.i(f).
Allowing x ∈ X to vary, we obtain an ind-scheme Sν,X → X.
Remark 2.4. Note that the open ind-subscheme Sν ⊂ Sν consists of such (F, ηλ∨ , ζλ∨) ∈ Sν
that ηλ∨ are injective morphisms of vector bundles.
2.i(h). Definition of T ν via Tannakian approach. We fix a point x ∈ X. Let us give the
Tannakian definition of the ind-scheme T ν . The corresponding functor of points associates to
a scheme S
1) a G-bundle F on X × S,
2) for every λ∨ ∈ Λ∨+, rational morphisms ηλ∨ : OS×X → Vλ∨F regular on S × (X \ {x}), and
morphisms of sheaves ζλ∨ : Vλ
∨
F → OS×X(−〈λ∨, ν〉 · (S × x)), satisfying the same conditions as
in the definition of Gr′G,Xn in §2.i(f).
Allowing x ∈ X to vary, we obtain an ind-scheme T ν,X → X.
Remark 2.5. Note that the open ind-subscheme Tν ⊂ T ν consists of such (F, ηλ∨ , ζλ∨) ∈ T ν
that ζλ∨ are surjective morphisms of vector bundles.
2.i(i). Definition of Sθ1,θ2 . Fix two cocharacters θ1, θ2 ∈ Λ. Let Sθ1,θ2 be the following moduli
space: it associates to a scheme S
1) a pair of S-points (x1, x2) ∈ X2(S) of the curve X,
2) a G-bundle F on S ×X,
3) for every λ∨ ∈ Λ∨+, morphisms of sheaves ηλ∨ ,
ηλ∨ : OS×X(−〈λ∨, θ1〉 · Γx1 − 〈λ∨, θ2〉 · Γx2)→ Vλ
∨
F ,
and rational morphisms ζλ∨ : Vλ
∨
F → OS×X regular on (S×X)\{Γx1 ∪Γx2}, satisfying the same
conditions as in the definition of Gr′G,Xn in §2.i(f).
2.i(j). Definition of T θ1,θ2 . Fix two cocharacters θ1, θ2 ∈ Λ. Let T θ1,θ2 be the following moduli
space: it associates to a scheme S
1) a pair of S-points (x1, x2) ∈ X2(S) of the curve X,
2) a G-bundle F on S ×X,
3) for every λ∨ ∈ Λ∨+, morphisms of sheaves,
ζλ∨ : V
λ∨
F → OS×X(−〈λ∨, θ1〉 · Γx1 − 〈λ∨, θ2〉 · Γx2)
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and rational morphisms ηλ∨ : OS×X → Vλ∨F regular on (S×X)\{Γx1 ∪Γx2}, satisfying the same
conditions as in the definition of Gr′G,Xn in §2.i(f).
2.ii. The Vinberg semigroup. In [V1, V2] Vinberg has defined a multi-parameter degener-
ation VinG → Ar of a reductive group G of semisimple rank r. Let us recall two equivalent
constructions of VinG.
2.ii(a). Rees construction of the Vinberg semigroup [V2]. Consider the regular action of G×G
on G : (g1, g2) · g := g1 · g · g−12 .
Proposition 2.6 (Peter-Weyl theorem). The morphism
ψ :
⊕
λ∨∈Λ∨+
V λ
∨ ⊗ (V λ∨)∗ ∼−→C[G], v ⊗ v∨ 7→ [g 7→ 〈gv, v∨〉]
is an isomorphism of G×G-modules.
The isomorphism ψ induces a Λ∨+-grading on C[G]. This grading is not compatible with
the algebra structure on C[G]. It is easy to see that the algebra structure on C[G] is compatible
with the corresponding Λ∨-filtration (the Peter-Weyl filtration):
C[G]≤λ∨ := ψ(
⊕
µ∨≤λ∨
V µ
∨ ⊗ (V µ∨)∗).
Let C[Λ∨] denote the group algebra of Λ∨: it is generated by the formal variables tλ∨ with
relations tλ
∨ · tµ∨ = tλ∨+µ∨ for λ∨, µ∨ ∈ Λ∨.
Definition 2.7. The Vinberg semigroup VinG for G is defined as the spectrum of the Rees
algebra for C[G] with the Peter-Weyl filtration:
VinG := Spec(
⊕
λ∨∈Λ∨
C[G]≤λ∨tλ
∨
).
Note that VinG is equipped with a natural G×G-action. Let us also note that the algebra
C[VinG] can be equipped with the comultiplication morphism
∆: C[VinG]→ C[VinG]⊗ C[VinG]
that is induced from the comultiplication morphisms for Hopf algebras C[G], C[Λ∨]. It follows
that C[VinG] carries a bialgebra structure. So VinG is an algebraic monoid (semigroup).
2.ii(b). Construction of the morphism Υ: VinG → T+ad. We consider the polynomial subalgebra
C[tα∨i , i ∈ I] of C[Λ∨] generated by the elements tα∨i , i ∈ I. Set T+ad := Spec(C[tα
∨
i , i ∈ I]) ' Ar.
Let us denote by ZG ⊂ T the center of the group G. Set Tad := T/ZG. We have a natural open
embedding Tad = Spec(C[t±α
∨
i , i ∈ I]) ↪→ T+ad. Thus T+ad is the toric variety for Tad, and the
corresponding cone is Λ∨+. Note that the variety T
+
ad has a unique monoid structure extending
the multiplication in Tad.
Observe that tα
∨
i ∈ C[VinG] for any simple root α∨i , so there is a homomorphism C[tα
∨
i , i ∈
I] ↪→ C[VinG]. Thus we get a homomorphism of monoids Υ: VinG → T+ad. Note that the
algebra of functions C[VinG] is Λ∨-graded. It follows that the torus Spec(C[Λ∨]) = T acts on
the scheme VinG. It also acts on the affine space T+ad in the following way:
t · (ai) := (α∨i(t) · ai) in coordinates α∨i , i ∈ I.
The morphism Υ is T -equivariant. Recall that ZG ⊂ T is the center of the group G. It acts
trivially on T+ad, thus the action of T on T
+
ad factors through the action of Tad := T/ZG.
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The fiber Υ−1(1) over 1 ∈ Tad ⊂ T+ad naturally identifies with the group G. Recall that the
morphism Υ is T -equivariant. It follows that the preimage Υ−1(Tad) is isomorphic to
(G× T )/ZG =: Genh
where the action of ZG y G× T is given by the formula (g, t) · z := (z · g, z−1 · t).
We denote by j the corresponding open embedding Genh ↪→ VinG.
2.ii(c). The section of the morphism Υ. Let us construct a surjective morphism s∗ : C[VinG] 
C[T+ad]. Decompose
C[VinG] =
⊕
µ∨≤λ∨∈Λ∨
ψ(V µ
∨ ⊗ (V µ∨)∗)tλ∨ =
⊕
µ∨≤λ∨∈Λ∨, ν∨1 ,ν∨2∈Λ∨
ψ(V µ
∨
ν∨1
⊗ (V µ∨ν∨2 )
∗)tλ
∨
.
Set s∗(ψ(wν∨1 ⊗ fν∨2 )tλ
∨
) := 〈wν∨1 , fν∨2 〉tλ
∨−ν∨1 for wν∨1 ∈ V
µ∨
ν∨1
, fν∨2 ∈ (V
µ∨
ν∨2
)∗. The morphism s∗
corresponds to the section s : T+ad ↪→ VinG of the morphism Υ.
2.ii(d). The nondegenerate locus of the Vinberg semigroup [V2, §0.8], [DG1, Section D.4]. The
Vinberg semigroup contains a dense open subvariety 0VinG ⊂ VinG, the nondegenerate locus
of VinG. It is uniquely characterized by the fact that it meets each fiber of the morphism
Υ: VinG → T+ad in the open G×G-orbit of that fiber; i.e., for any t ∈ T+ad we have:
VinG|t ∩ 0VinG = G · s(t) ·G.
The Tannakian characterization of 0VinG will be given in §2.ii(j).
2.ii(e). The zero fiber of Υ. Let us describe the zero fiber of the morphism Υ: VinG → T+ad.
Let us denote (VinG)0 := Υ−1(0).
Lemma 2.8. (cf. [S3, Lemma 2.1.11]) The scheme (VinG)0 is isomorphic to
(G/N ×G/N−)//T := Spec((C[G]N ⊗ C[G]N−)T )
where the action of T y G/N, G/N− is given by the right multiplication. The G × G-action
on (VinG)0 corresponds to the action via the left multiplication G×Gy (G/N ×G/N−)//T .
Proof. It follows from Definition 2.7 that the G × G-module C[(VinG)0] is isomorphic to⊕
λ∨∈Λ∨+ V
λ∨ ⊗ (V λ∨)∗, and the algebra structure on C[(VinG)0] is given by the projection
morphisms
(V λ
∨
1 ⊗ (V λ∨1)∗)⊗ (V λ∨2 ⊗ (V λ∨2)∗)  V λ∨1+λ∨2 ⊗ (V λ∨1+λ∨2)∗.
So there is an embedding of algebras
C[(VinG)0] =
⊕
λ∨∈Λ∨+
V λ
∨ ⊗ (V λ∨)∗ ↪→
⊕
λ∨,µ∨∈Λ∨+
V λ
∨ ⊗ (V µ∨)∗ = C[G]N ⊗ C[G]N− .
It is easy to see that the image of C[(VinG)0] coincides with (C[G]N ⊗ C[G]N−)T . 
Remark 2.9. It follows from Lemma 2.8 that the open subscheme 0VinG ∩(VinG)0 ⊂ (VinG)0
is isomorphic to (G/N ×G/N−)/T ⊂ (G/N ×G/N−)//T .
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2.ii(f). The scheme VinG //(N ×N−). Let us denote by T the monoid
T := (VinG)0//(N ×N−) = Spec((C[G]N×N ⊗ C[G]N−×N−)T ) = SpecC[Λ∨+].
The monoid T is the toric variety for the torus T .
Remark 2.10. Let us point out the difference between the monoids T+ad, T . The monoid T
+
ad
is the toric variety for the torus Tad and the corresponding cone is Λ∨+. The monoid T is the
toric variety for the torus T , the corresponding cone is Λ∨+.
Lemma 2.11. (cf. [S4, Lemma 4.1.3]) The scheme VinG //(N ×N−) is isomorphic to
((VinG)0//(N ×N−))× T+ad = T × T+ad.
Proof. Note that
C[VinG //(N ×N−)] := C[VinG]N×N− =
⊕
λ∨∈Λ∨
C[G]N×N−≤λ∨ t
λ∨ .
The algebra C[G]N×N− is isomorphic to
⊕
λ∨∈Λ∨+ C · (vλ∨ ⊗ v∨λ∨) ' C[T ], where vλ∨ ∈ V λ
∨
(resp. v∨λ∨ ∈ (V λ
∨
)∗) is the highest (resp. lowest) vector. Thus we have
C[G]N×N−≤λ∨ =
⊕
µ∨≤λ∨∈Λ∨
C · (vµ∨ ⊗ v∨µ∨).
Now the isomorphism
C[T ×T+ad] '
⊕
µ∨∈Λ∨+, λ∨∈Λ∨+
C · (vµ∨ ⊗ v∨µ∨ ⊗ tλ
∨
) ∼−→
⊕
λ∨∈Λ∨
C[G]N×N−≤λ∨ t
λ∨ = C[VinG //(N ×N−)]
is given by vµ∨ ⊗ v∨µ∨ ⊗ tλ
∨ 7→ (vµ∨ ⊗ v∨µ∨) · tλ
∨+µ∨ .

2.ii(g). The example G = SL2. For G = SL2 the semigroup VinG is equal to the semigroup
of 2 × 2 matrices Mat2×2. The SL2×SL2-action is given by the left and right multiplication,
the action of T ' C× is given by the scalar multiplication. The morphism Υ is equal to the
determinant map:
Υ: VinG = Mat2×2
det−−→ A1 = T+ad.
It follows that the preimage Υ−1(Tad) is equal to GL2. The nondegenerate locus 0VinG is equal
to Mat2×2 \{0}. The section s of §2.ii(c) is given by a 7→ ( 1 00 a ).
2.ii(h). Tannakian definition of the Vinberg semigroup. Recall the open dense embedding
j : Genh ↪→ VinG of algebraic monoids (§2.ii(b)). Its image coincides with the group of units in
VinG. The group Genh is reductive, and VinG is irreducible and affine. The tensor category
Rep(VinG) of finite-dimensional representations of VinG is the full tensor subcategory in the
category Rep(Genh). Let us describe this subcategory Rep(VinG) ⊂ Rep(Genh).
To do so, we first introduce the following notation. Any representation V of Genh admits
a canonical decomposition as Genh-representations V =
⊕
λ∨∈Λ∨
Vλ∨ according to the action of
the center ZGenh = (ZG × T )/ZG ' T : the center ZGenh acts on the summand Vλ∨ via the
character λ∨. Each summand Vλ∨ in this decomposition is a G-representation via the inclusion
G ↪→ Genh, g 7→ (g, 1).
The subcategory Rep(VinG) ⊂ Rep(Genh) consists of V ∈ Rep(Genh) such that for each
λ∨ ∈ Λ∨ the weights of the summand Vλ∨ considered as a G-representation, are all ≤ λ∨.
According to the Tannakian formalism, the functor of points
VinG : Sch→ Set, S 7→ VinG(S)
DRINFELD-GAITSGORY-VINBERG INTERPOLATION GRASSMANNIAN 11
can be described as follows. The set VinG(S) consists of the following data:
1) for every λ∨ ∈ Λ∨+, a morphism gλ∨ : S → End(V λ∨),
2) for every µ∨ ∈ Λ∨+, a regular function τµ∨ on S,
such that the following conditions hold.
a) For any µ∨1, µ∨2 ∈ Λ∨+ we have τµ∨1 · τµ∨2 = τµ∨1+µ∨2 .
b) For any λ∨1, λ∨2, ν∨ ∈ Λ∨+ such that V ν
∨
enters V λ
∨
1 ⊗ V λ∨2 with nonzero multiplicity, we
denote by ι : W ν
∨
↪→ V λ∨1 ⊗V λ∨2 the embedding of the corresponding isotypical component, and
by pr: V λ
∨
1 ⊗ V λ∨2 W ν∨ the corresponding projection. Then we have
pr ◦(gλ∨1 ⊗ gλ∨2) ◦ ι = τλ∨1+λ∨2−ν∨ · gν∨ ,
c) g0 sends S to Id ∈ End(C), τ0 sends S to 1 ∈ C.
2.ii(i). The morphism Υ and the section s via Tannakian approach. The functor of points
T+ad : Sch→ Set, S 7→ T+ad(S),
can be described as follows. The set T+ad(S) consists of the following data:
For every µ∨ ∈ Λ∨+, a regular function τµ∨ on S, such that for any µ∨1, µ∨2 ∈ Λ∨+ we have
τµ∨1 · τµ∨2 = τµ∨1+µ∨2 . and τ0 sends S to 1 ∈ C.
The morphism Υ: VinG → T+ad of §2.ii(b) forgets the data of gλ∨ . The morphism s of §2.ii(c)
sends an S-point (τµ∨) ∈ T+ad(S) to an S-point (gλ∨ , τµ∨) ∈ VinG(S) where gλ∨ : S → End(V λ
∨
)
acts on the weight component (V λ
∨
)λ∨−µ∨ via the multiplication by τµ∨ .
2.ii(j). Nondegenerate locus of the Vinberg semigroup via Tannakian aproach [DG1, §D.4]. Re-
call the nondegenerate locus 0VinG ⊂ VinG of §2.ii(d).
In Tannakian terms it corresponds to (gλ∨ , τµ∨) ∈ VinG(S) such that gλ∨ 6= 0 for any λ∨ ∈
Λ∨+.
Remark 2.12. The scheme 0VinG /T is nothing but the De Concini - Procesi wonderful com-
pactification of Gad := G/ZG [V2, 8.6].
2.ii(k). The principal degeneration. Let us denote by VinprincG the restriction of the multi-
parameter family Υ: VinG → T+ad of §2.ii(b) to the “principal” line
A1 ↪→ T+ad, a 7→ (a, . . . , a) in coordinates α∨i , i ∈ I.
Let us denote the corresponding morphism VinprincG → A1 by Υprinc. The morphism Υprinc is
C×-equivariant with respect to the “diagonal” C×-action via
C× ↪→ T, c 7→ 2ρ(c).
It follows from §2.ii(b) that the preimage (Υprinc)−1(Gm) is isomorphic to G×Gm.
Let us denote by 0Vin
princ
G the intersection
0Vin
princ
G := 0VinG ∩VinprincG .
2.iii. Drinfeld-Lafforgue-Vinberg degeneration of BunG(X) [S3, §2.2]. Let X be a
smooth projective curve over C. Let us now recall the definition of Drinfeld-Lafforgue-Vinberg
multi-parameter degeneration VinBunG(X) of the moduli stack BunG(X). Since the curve X
is fixed throughout the paper, we will use the simplified notations VinBunG,BunG instead of
VinBunG(X),BunG(X).
Recall that for a stack Y, one defines a stack Maps(X,Y) parametrizing morphisms from the
curve X to Y as Maps(X,Y)(S) := Y(X × S).
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Thus for example we have BunG = Maps(X,pt/G). Similarly, given an open substack
0Y ⊂ Y, a stack Mapsgen(X,Y ⊃ 0Y) associates to a scheme S the following data: morphisms
f : S × X → Y such that for every geometric point s¯ → S there exists an open dense subset
U ⊂ s¯ ×X on which the restricted morphism f |U : U → Y factors through the open substack
0Y ⊂ Y.
Definition 2.13. [S3, §2.2.2]. Consider an algebraic stack VinG /(G×G) and an open substack
0VinG /(G×G) ⊂ VinG /(G×G). We define
VinBunG := Mapsgen(X,VinG /(G×G) ⊃ 0VinG /(G×G)).
We denote by ℘1,2 : VinBunG → BunG = Maps(X,pt/G) the two natural projections arising
from VinG /(G×G)→ pt/(G×G).
Note that the action of T y VinG of §2.ii(b) commutes with the G×G-action on VinG. It
follows that the T -action on VinG induces the T -action T y VinBunG .
2.iii(a). The degeneration morphism VinBunG → T+ad. The morphism Υ: VinG → T+ad is G×G-
equivariant, so we obtain the morphism
Υ/(G×G) : VinG /(G×G)→ T+ad/(G×G) = T+ad × (pt /(G×G)).
Let pr1 : T
+
ad × (pt /(G × G)) → T+ad denote the projection morphism to the first factor. The
curve X is proper while the variety T+ad is affine, so it follows that the morphism
T+ad = Maps(pt, T
+
ad)
∼−→ Maps(X,T+ad)
induced by the morphism X → pt is an isomorphism.
Define
Υ: VinBunG → T+ad, Υ(f) := pr1 ◦(Υ/(G×G)) ◦ f.
The morphism Υ is T -equivariant. From §2.ii(b) it follows that the preimage Υ−1(Tad) is
isomorphic to BunG×Tad.
2.iii(b). Defect free locus of VinBunG. Set 0VinBunG := Maps(X, 0VinG /(G×G)). The stack
0VinBunG is a smooth open substack of VinBunG. Let us denote by 0Υ the restriction of the
morphism Υ to 0VinBunG. Denote (0VinBunG)0 := 0Υ−1(0).
Proposition 2.14. [S3, §2.4]. The stack (0VinBunG)0 is isomorphic to the fibre product
BunB− ×
BunT
BunB.
Proof. Follows from Remark 2.9. 
2.iii(c). The relative compactification BunG. Define BunG := VinBunG /T .
Remark 2.15. The stack BunG contains the stack BunG×(pt/ZG) as a smooth open substack.
Proposition 2.16 (D. Gaitsgory). The natural morphism κ : BunG → BunG×BunG is proper.
Proof. Will be given in Appendix A.i. 
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2.iii(d). Tannakian approach to the definition of VinBunG. Let us explain how to deduce the
Tannakian description of VinBunG from the Tannakian description of VinG of §2.ii(h). An
S-point of VinBunG is a morphism f from S ×X to VinG /(G ×G). Such a morphism is the
same as a pair of G-torsors F1,F2 on S×X and a G×G-equivariant morphism from F1×F2 to
VinG. It follows from §2.ii(h) that this morphism is the same as the family of G×G-equivariant
morphisms gλ∨ (λ∨ ∈ Λ∨+) from F1×F2 to End(V λ∨) and a G×G-equivariant regular functions
τµ∨ (µ∨ ∈ Λ∨+) on F1×F2, satisfying certain conditions. Note that a G×G-equivariant morphism
from F1×F2 to End(V λ∨) is the same as the morphism from Vλ∨F1 to Vλ
∨
F2
and a G×G-equivariant
regular function on F1 × F2 is the same as the regular function on S ×X.
It follows that the stack VinBunG : Sch → Gpd can be described in the following way. It
assigns to a scheme S the following data:
1) two right G-torsors F1,F2 on X,
2) for every λ∨ ∈ Λ∨+ a morphism ϕλ∨ : Vλ∨F1 → Vλ
∨
F2
,
3) for every µ∨ ∈ Λ∨+ a morphism τµ∨ : OS×X → OS×X ,
such that the following conditions hold.
a) For any µ∨1, µ∨2 ∈ Λ∨+ we have τµ∨1 ⊗ τµ∨2 = τµ∨1+µ∨2 .
b) For every geometric point s → S and any dominant character λ∨ ∈ Λ∨ the morphism
ϕλ∨ |s×X : Vλ∨F1 |s×X → Vλ
∨
F2
|s×X is nonzero.
c) For any λ∨1, λ∨2, ν∨ ∈ Λ∨+ such that V ν
∨
enters V λ
∨
1 ⊗ V λ∨2 with nonzero multiplicity, we
denote by ι : W ν
∨
↪→ V λ∨1 ⊗ V λ∨2 the embedding of the corresponding isotypical component
and by pr: V λ
∨
1 ⊗ V λ∨2  W ν∨ the corresponding projection. We denote by ιF1 ,prF2 the
corresponding morphisms between the induced vector bundles. Then we have
prF2 ◦(ϕλ∨1 ⊗ ϕλ∨2) ◦ ιF1 = (τλ∨1+λ∨2−ν∨)⊗ ϕν∨ .
d) The morphism ϕ0 coincides with the identity morphism, and the morphism τ0 coincides
with the identity morphism.
Condition b) is a consequence of the fact that the morphism f generically lands into
0VinG /(G×G). Conditions a),c),d) follow from the conditions a),b),c) of §2.ii(h), respectively.
In Tannakian terms, the morphism Υ: VinBunG → T+ad sends an S-point (F1,F2, ϕλ∨ , τµ∨) ∈
VinBunG(S) to the point (τµ∨) ∈ T+ad(S).
2.iv. Local model for BunB. We now recall the construction of a certain local model for BunB
from [BFGM]. This local model is called open zastava. We need some notations first.
2.iv(a). The open Bruhat locus of G. Let us define the open Bruhat locus GBruhat ⊂ G as the
B ×N−-orbit of 1 ∈ G.
Definition 2.17. The open zastava is defined as
◦
Z := Mapsgen(X,G/(B ×N−) ⊃ GBruhat/(B ×N−) = pt).
2.iv(b). Connected components of the open zastava. For any positive integer n ∈ N we denote
the n-th symmetric power of the curve X by X(n). Let θ ∈ Λ+. A point D ∈ Xθ is a collection
of effective divisors Dλ∨ ∈ X(〈λ∨,θ〉) for λ ∈ Λ∨+ such that for every λ∨1, λ∨2 ∈ Λ∨+ we have
Dλ∨1 +Dλ∨2 = Dλ∨1+λ∨2 . Since the derived subgroup of G is assumed to be simply connected, for
θ =
∑
i∈I
niαi ∈ Λ+ we have Xθ =
∏
i∈I
X(ni).
Let us describe the connected components of the scheme
◦
Z. Note that the natural morphism
G/(N × N−) → G//(N × N−) ' T induces the morphism pi :
◦
Z → Mapsgen(X,T/T ⊃ pt).
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The scheme Mapsgen(X,T/T ⊃ T/T = pt) is isomorphic to
∐
θ∈Λ+
Xθ. For θ ∈ Λ+, set
◦
Zθ :=
pi−1(Xθ).
Proposition 2.18. [BFG, Proposition 2.25]. The decomposition
◦
Z =
∐
θ∈Λ+
◦
Zθ coincides with
the decomposition of
◦
Z into connected components.
2.iv(c). Factorization of zastava [BFGM, §2.3]. Let us fix θ1, θ2, θ ∈ Λ+ such that θ = θ1 + θ2.
We have an addition morphism add: Xθ1 × Xθ2 → Xθ. An open subset (Xθ1 × Xθ2)disj ⊂
Xθ1×Xθ2 is formed by the pairs (Dθ1 , Dθ2) of disjoint divisors. The factorization is a canonical
isomorphism
fθ1,θ2 : (X
θ1 ×Xθ2)disj ×
Xθ
◦
Zθ ∼−→ (Xθ1 ×Xθ2)disj ×
Xθ1×Xθ2
(
◦
Zθ1 × ◦Zθ2).
For a point x ∈ X and a cocharacter θ ∈ Λ+, let us denote by
◦
Zθ the fiber pi−1(θ · x). For two
points x, y ∈ X, let us denote by θ1 · x + θ2 · y ∈ Xθ the point add(θ1 · x, θ2 · y). It follows
from factorization that for x 6= y the fiber pi−1(θ1 · x+ θ2 · y) can be canonically identified with◦
Zθ1x ×
◦
Zθ2y .
2.iv(d). Tannakian approach to the definition of Zθ. For λ∨ ∈ Λ∨, let Cλ∨ be the
one-dimensional representation of T via character λ∨ : T → C×. Fix a positive cocharacter
θ ∈ Λ+. We recall the Tannakian definition of the functor Zθ : Sch → Set, S 7→ Zθ(S). It
associates to a scheme S
1) a G-bundle F on S ×X,
2) a T -bundle T on S ×X of degree −θ,
3) for every λ∨ ∈ Λ∨+, a morphism of coherent sheaves Cλ∨T
ηλ∨−−→ Vλ∨F and a surjective
morphism of vector bundles Vλ
∨
F
ζλ∨−−→ OS×X satisfying the following conditions:
a) for every λ∨ ∈ Λ∨+ the composition (ζλ∨ ◦ ηλ∨) is an isomorphism generically,
b) the Plücker relations hold.
Remark 2.19. The open subscheme
◦
Zθ ⊂ Zθ consists of (F,T, ηλ∨ , ζλ∨) ∈ Zθ such that ηλ∨
are injective morphisms of vector bundles.
2.iv(e). Let us fix two cocharacters θ1, θ2 ∈ Λ, θ1 ≥ θ2 and a point x ∈ X.
Definition 2.20. Zθ1,θ2 is the moduli space of the following data: it associates to a scheme S
1) a G-bundle F on S ×X,
2) for every λ∨ ∈ Λ∨+, a morphism of sheaves OS×X(−〈λ∨, θ1〉 · (S × x)) ηλ∨−−→ Vλ∨F and a
morphism of sheaves Vλ
∨
F
ζλ∨−−→ OS×X(−〈λ∨, θ2〉 · (S × x)) satisfying the following conditions:
a) for every λ∨ ∈ Λ∨+ the composition (ζλ∨ ◦ ηλ∨) coincides with the canonical embedding
OS×X(−〈λ∨, θ1〉 · (S × x)) ↪→ OS×X(−〈λ∨, θ2〉 · (S × x)),
b) the Plücker relations hold.
Remark 2.21. Note that the scheme Zθ1,θ2 naturally identifies with T θ2 ∩ Sθ1 .
2.v. Local model for VinBunG. We now recall the construction of certain local model for
VinBunG of [S3, §6.1.6]. First we need some notations.
2.v(a). The open Bruhat locus of the Vinberg semigroup. Let us define the open Bruhat locus
VinBruhatG ⊂ VinG as B ×N−-orbit of the image of the section s : T+ad ↪→ VinG .
Definition 2.22. [S3, §6.1.6] The local model is defined as
Y := Mapsgen(X,VinG /(B ×N−) ⊃ VinBruhatG /(B ×N−)).
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2.v(b). Defect free locus of Y . Set
0Y := Mapsgen(X, 0VinG /(B ×N−) ⊃ VinBruhatG /(B ×N−)).
The scheme 0Y is a smooth open subscheme of Y .
2.v(c). Local models Y θ. Using Lemma 2.11, we get the natural morphism
VinG /(N ×N−)→ VinG //(N ×N−) ' T × T+ad
that gives us the morphism VinG /(B × N−) → (T/T ) × T+ad, which, in turn, induces the
morphism
pi : Y → Mapsgen(X, (T/T )× T+ad ⊃ pt×T+ad) ' Mapsgen(X,T/T ⊃ pt).
The ind-scheme Mapsgen(X,T/T ⊃ T/T = pt) is isomorphic to
∐
θ∈Λ+
Xθ. For θ ∈ Λ+ set
Y θ := pi−1(Xθ).
For a positive cocharacter θ ∈ Λ+ set 0Y θ := 0Y ∩ Y θ : an open dense smooth subscheme
of Y θ.
2.v(d). Tannakian approach to the definition of Y θ. The scheme Y θ can be described in the
following way. The corresponding functor of points assigns to a scheme S the following data:
1) an S-point (F1,F2, ϕλ∨ , τµ∨) ∈ VinBunG(S) of VinBunG,
2) a T -bundle T on S ×X of degree −θ,
3) for every λ∨ ∈ Λ∨+, morphisms of vector bundles
ηλ∨ : Cλ
∨
T ↪→ Vλ
∨
F1
, ζλ∨ : V
λ∨
F2
 OS×X ,
satisfying the following conditions:
a) for every λ∨ ∈ Λ∨+, the composition
ζλ∨ ◦ ηλ∨ : Cλ∨T → OS×X
is an isomorphism generically.
b) The Plücker relations hold.
2.v(e). Compactified local model Y θ. For a positive cocharacter θ ∈ Λ+, we define a certain
compactification Y θ of the local model Y θ. It associates to a scheme S
1) an S-point (F1,F2, ϕλ∨ , τµ∨) ∈ VinBunG(S) of VinBunG,
2) a T -bundle T on S ×X of degree −θ,
3) for every λ∨ ∈ Λ∨+, morphisms of coherent sheaves
ηλ∨ : Cλ
∨
T ↪→ Vλ
∨
F1
, ζλ∨ : V
λ∨
F2
→ OS×X ,
satisfying the following conditions:
a) for every λ∨ ∈ Λ∨+, the composition
ζλ∨ ◦ ηλ∨ : Cλ∨T → OS×X
is an isomorphism generically.
b) The Plücker relations hold.
We have the morphism Υθ : Y θ → T+ad that forgets the data of F1,F2, ϕλ∨ , ηλ∨ , ζλ∨ . Let us
denote by Y θ,princ the restriction of the multi-parameter family Y θ → T+ad to the “principal”
line
A1 ↪→ T+ad, a 7→ (a, . . . , a) in coordinates α∨i , i ∈ I.
Let us denote by 0Υθ,princ the restriction of the morphism Υθ to 0Y θ ⊂ Y θ.
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Recall the definition of Xθ of §2.iv(b). Let piθ : Y θ → Xθ be the morphism given by
(F1,F2, ϕλ∨ , τµ∨ , ηλ∨ , ζλ∨) 7→ (Div(ζλ∨ ◦ ηλ∨)).
Here by Div(ζλ∨ ◦ ηλ∨) we mean the divisor of zeros of ζλ∨ ◦ ηλ∨ considered as a global section
of (Cλ∨T )∗. Note that the fiber of piθ over 1 ∈ Tad ⊂ T+ad is nothing but the compactified zastava
space Zθ of [G, §7.2].
For x ∈ X, set Yθ := pi−1θ (θ · x), Yθ,princ := Yθ ∩ Y θ,princ.
Remark 2.23 (D. Gaitsgory). We have⊔
θ∈Λ+
Y θ = Mapsgen
(
X,G\
(
G/N− ×VinG×N\G/T
)
/G ⊃ G\
(
(G/N−)×VinBruhatG ×(B\G)
)
/G
)
.
2.v(f). Factorization of compactified local models. The compactified local models Y θ factorize
in families over T+ad in the sense of the following Lemma:
Lemma 2.24. Let θ1, θ2 ∈ Λ+ and let θ := θ1 + θ2. Then the addition morphism (Xθ1 ×
Xθ2)disj
add−−→ Xθ induces a cartesian square
(Xθ1 ×Xθ2)disj ×
Xθ1×Xθ2
(Y θ1 ×
T+ad
Y θ2) //

Y θ
piθ

(Xθ1 ×Xθ2)disj add // Xθ.
Proof. The proof is analogous to the one of [S2, Proposition 5.1.2]. 
The above Lemma implies that the fibers of the morphism Y θ → T+ad are factorizable. That
is for each t ∈ T+ad we have an isomorphism
(Xθ1 ×Xθ2)disj ×
Xθ
(Y θ|t) ∼−→ (Xθ1 ×Xθ2)disj ×
Xθ1×Xθ2
(Y θ1 |t × Y θ2 |t).
2.v(g). Let us fix two cocharacters θ1, θ2 ∈ Λ, θ1 ≥ θ2, and a point x ∈ X.
Definition 2.25. The space Yθ1,θ2 associates to a scheme S
1) an S-point (F1,F2, ϕλ∨ , τµ∨) ∈ VinBunG(S) of VinBunG,
2) for every λ∨ ∈ Λ∨+, a morphism of vector bundles OS×X(−〈λ∨, θ1〉 · (S × x)) ηλ∨−−→ Vλ∨F1
and a morphism of vector bundles Vλ
∨
F2
ζλ∨−−→ OS×X(−〈λ∨, θ2〉 · (S × x)) satisfying the following
conditions.
a) For every λ∨ ∈ Λ∨+ the composition (ζλ∨ ◦ϕλ∨ ◦ηλ∨) coincides with the canonical morphism
OS×X(−〈λ∨, θ1〉 · (S × x)) ↪→ OS×X(−〈λ∨, θ2〉 · (S × x)).
b) The Plücker relations hold.
Let Υθ1θ2 : Y
θ1,θ2 → T+ad be the morphism given by
(F1,F2, ϕλ∨ , τµ∨ , ηλ∨ , ζλ∨) 7→ (τµ∨).
We denote by Yθ1,θ2,princ the restriction of the multi-parameter family Υθ1θ2 : Y
θ1,θ2 → T+ad to
the “principal” line
A1 ↪→ T+ad, a 7→ (a, . . . , a) in coordinates α∨i , i ∈ I.
We will prove in Lemma 3.16 that the family Yθ1,θ2 → T+ad is isomorphic to Yθ1−θ2 → T+ad.
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2.vi. Schieder bialgebra. Let us recall the construction of certain bialgebra from [S4]. We
set
A :=
⊕
θ∈Λ+
H〈2ρ
∨,θ〉
c (
◦
Zθ).
Remark 2.26. It follows from [BFGM, §6] that for θ ∈ Λ+ the vector space H〈2ρ
∨,θ〉
c (
◦
Zθ) can
be identified with the θ-weight component U(n∨)θ. It follows that the algebra A is isomorphic
to U(n∨) as a graded vector space.
2.vi(a). The two-parameter degeneration [S4, §6.2.2]. Take θ ∈ Λ+. Let us consider the mor-
phism
piθ × 0Υθ,princ : 0Y θ,princ → Xθ × A1.
Fix x ∈ X and positive cocharacters θ1, θ2 ∈ Λ+ such that θ1 + θ2 = θ. We define the family
Π : Q→ X × A1 as the pullback of the family 0Y θ,princ → Xθ × A1 along
X × A1 ↪→ Xθ × A1, (y, a) 7→ (θ1 · x+ θ2 · y, a).
Let Πcomult denote the one-parameter family over X obtained by restricting the family Π
above along the inclusion X × {1} ↪→ X × A1. Similarly, let Πmult denote the one-parameter
family over A1 obtained by restricting the family Π above along the inclusion {x} × A1 ↪→
X × A1.
Proposition 2.27. [S4, Corollary 6.2.5].
a) The one-parameter family Πcomult is trivial over X \ {x}. The special fiber is
Q|(θ·x,1) =
◦
Zθ.
A general fiber is
Q|(θ1·x+θ2·y,1) =
◦
Zθ1 × ◦Zθ2 .
b) The one-parameter family Πmult is trivial over A1 \ {0}. The special fiber is
Q|(θ·x,0) =
⊔
θ1+θ2=θ
◦
Zθ1 × ◦Zθ2 .
A general fiber is Q|(θ·x,1) =
◦
Zθ.
2.vi(b). Comultiplication [FFKM, §2.11.1], [S4, §6.3.2]. Given positive coweights θ, θ1, θ2 ∈ Λ+
with θ1 + θ2 = θ we define a morphism of vector spaces
∆θ1,θ2 : Aθ → Aθ1 ⊗Aθ2
as the cospecialization morphism
H〈2ρ
∨,θ〉
c (
◦
Zθ) = H〈2ρ
∨,θ〉
c (Q|(θ·x,1))→ H〈2ρ
∨,θ〉
c (Q|(θ1·x+θ2·y,1)) = H〈2ρ
∨,θ1〉
c (
◦
Zθ1)⊗H〈2ρ
∨,θ2〉
c (
◦
Zθ2)
corresponding to the one-parameter degeneration Πcomult. Summing over all such triples
(θ, θ1, θ2) we obtain a comultiplication morphism
∆: A→ A⊗A.
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2.vi(c). Multiplication [S4, §6.3.3]. Given a positive coweight θ ∈ Λ+ we define a morphism of
vector spaces
mθ :=
⊕
θ1+θ2=θ
mθ1,θ2 :
⊕
θ1+θ2=θ
Aθ1 ⊗Aθ2 → Aθ
as the cospecialization morphism⊕
θ1+θ2=θ
H〈2ρ
∨,θ1〉
c (
◦
Zθ1)⊗H〈2ρ
∨,θ2〉
c (
◦
Zθ2) = H
〈2ρ∨,θ〉
c (Q|(θx,0))→ H〈2ρ
∨,θ〉
c (Q|(θx,1)) = H〈2ρ
∨,θ〉
c (
◦
Zθ)
corresponding to the one-parameter degeneration Πmult. Summing over all θ ∈ Λ+ we obtain a
multiplication morphism
m : A⊗A→ A.
3. Drinfeld-Gaitsgory-Vinberg interpolation Grassmannian
3.i. A degeneration of the Beilinson-Drinfeld Grassmannian.
3.i(a). The example G = SL2. Let us start from the case G = SL2. Let us fix a point x ∈ X.
Definition 3.1. For G = SL2, an S-point of VinGrG,x consists of the following data:
1) two vector bundles V1,V2 of rank two on S × X, together with trivializations of their
determinant line bundles detV1,detV2 and a morphism of coherent sheaves ϕ : V1 → V2,
2) the rational morphisms η : O → V1, ζ : V2 → O regular on S × (X \ {x}) such that the
composition
(ζ ◦ ϕ ◦ η)|S×(X\{x}) : O|S×(X\{x}) → O|S×(X\{x})
is the identity morphism.
We have a morphism Υ: VinGrG,x → A1 which sends an S-point above to the determinant
detϕ ∈ Γ(OX×S) = Γ(OS) = A1(S).
It follows from Proposition 3.12 below that the functor VinGrG,x is represented by an ind-
scheme (ind-projective over A1) denoted by the same symbol.
Let (VinGrG,x)a denote the fiber of the morphism Υ over a ∈ A1.
Proposition 3.2. The fiber of the morphism Υ over the point 1 ∈ A1 is isomorphic to the
affine Grassmannian GrG.
Proof. Let us construct a morphism of functors Θ: (VinGrG,x)1 → GrG. Note that the vector
bundles V1, V2 are identified via ϕ. From condition 3.1.2) it follows that the rational morphisms
η, ζ define transversal N and N− structures in the vector bundle
V := V1|S×(X\{x}) ' V2|S×(X\{x}).
Thus we get a trivialization σ of the vector bundle V|S×(X\{x}). Set
Θ(V1,V2, ϕ, ζ, η) := (V, σ) ∈ GrG(S).
Let us construct the inverse morphism Θ−1 : GrG → (VinGrG,x)1. Consider a point (V, σ) ∈
GrG(S). Set V1 := V =: V2, ϕ := Id: V1 = V → V = V2. Let us define η : O → V = V1
as the composition of η0 : O ↪→ O ⊕ O, s 7→ (s, 0) and σ. Let us define ζ : V2 = V → O
as the composition of σ−1 and ζ0 : O ⊕ O  O, (s1, s2) 7→ s1. Finally, we set Θ−1(V, σ) :=
(V1,V2, ϕ, ζ, η). 
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3.i(b). The degeneration of GrG for arbitrary G via Tannakian approach. We now define a
degeneration VinGrG,x of the affine Grassmannian GrG for arbitrary reductive group G. An
S-point of VinGrG,x consists of the following data:
1) an S-point (F1,F2, ϕλ∨ , τµ∨) ∈ VinBunG(S),
2) for every λ∨ ∈ Λ∨+, the rational morphisms
ηλ∨ : OS×X → Vλ∨F1 , ζλ∨ : Vλ
∨
F2
→ OS×X
regular on U := S × (X \ {x}),
satisfying the following conditions.
a) For every λ∨ ∈ Λ∨+, the composition
(ζλ∨ ◦ ϕλ∨ ◦ ηλ∨)|U
is the identity morphism.
b) For every λ∨, µ∨ ∈ Λ∨+ let prλ∨,µ∨ : V λ
∨ ⊗ V µ∨  V λ∨+µ∨ be the projection morphism of
§2.i(f). We have the corresponding morphisms
prF1λ∨,µ∨ : V
λ∨
F1
⊗ Vµ∨F1 → V
λ∨+µ∨
F1
, prF2λ∨,µ∨ : V
λ∨
F2
⊗ Vµ∨F2 → V
λ∨+µ∨
F2
.
Then the following diagrams are commutative:
OU ⊗ OU Id⊗ Id−−−−→ OUyηλ∨⊗ηµ∨ yηλ∨+µ∨
(Vλ
∨
F1
⊗ Vµ∨F1)|U
pr
F1
λ∨,µ∨−−−−−→ (Vλ∨+µ∨F1 )|U ,
(Vλ
∨
F2
⊗ Vµ∨F2)|U
pr
F2
λ∨,µ∨−−−−−→ (Vλ∨+µ∨F2 )|Uyζλ∨⊗ζµ∨ yζλ∨+µ∨
OU ⊗ OU Id⊗ Id−−−−→ OU .
c) Given a morphism pr: V λ
∨ ⊗ V µ∨ → V ν∨ for λ∨, µ∨, ν∨ ∈ Λ+, ν∨ < λ∨ + µ∨, we have
prF1 ◦(ηλ∨ ⊗ ηµ∨) = 0, (ζλ∨ ⊗ ζµ∨) ◦ prF2 = 0.
d) For λ∨ = 0, we have ζλ∨ = Id and ηλ∨ = Id.
We have a projection VinGrG,x → VinBunG that forgets the data ηλ∨ , ζλ∨ .
3.i(c). The degeneration VinGrG,x via mapping stacks. Recall the family Υ: VinG → T+ad of
§2.ii(b) considered as the scheme over T+ad. Fix a point x ∈ X. Denote by VinGr′G,x the fibre
product
MapsT+ad
(X × T+ad,VinG /(G×G)) ×
Maps
T
+
ad
((X\{x})×T+ad,VinG /(G×G))
T+ad,
where the morphism T+ad → MapsT+ad((X \ {x})×T
+
ad,VinG /(G×G)) is the composition of the
isomorphism T+ad
∼−→ MapsT+ad((X \ {x})× T
+
ad, T
+
ad) with the morphism
MapsT+ad
((X \ {x})× T+ad, T+ad)→ MapsT+ad((X \ {x})× T
+
ad,VinG /(G×G))
induced by the morphism T+ad
s−→ VinG → VinG /(G×G).
Let us denote by Υ′ : VinGr′G,x → T+ad the projection to the second factor.
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Proposition 3.3. The families Υ: VinGrG,x → T+ad and Υ′ : VinGr′G,x → T+ad are isomorphic.
Proof. Follows from Proposition 3.4 below. 
3.i(d). Definition of VinGrG,Xn via Tannakian approach. We now define a degeneration
VinGrG,Xn of the Beilinson-Drinfeld Grassmannian GrG,Xn for arbitrary reductive group G.
An S-point of VinGrG,Xn consists of the following data:
1) a collection of S-points x = (x1, . . . , xn) ∈ Xn(S) of the curve X,
2) an S-point (F1,F2, ϕλ∨ , τµ∨) ∈ VinBunG(S),
3) for every λ∨ ∈ Λ∨+, the rational morphisms
ηλ∨ : OS×X → Vλ∨F1 , ζλ∨ : Vλ
∨
F2
→ OS×X
regular on (S ×X) \ {Γx1 ∪ · · · ∪ Γxn},
satisfying the same conditions as in the definition of VinGrG,x of §3.i(b) with U replaced by
(S ×X) \ {Γx1 ∪ · · · ∪ Γxn}.
We have a projection VinGrG,Xn → VinBunG that forgets the data of x, ηλ∨ , ζλ∨ . We have
a projection piVinn : VinGrG,Xn → Xn that forgets the data of F1,F2, ϕλ∨ , τλ∨ , ζλ∨ , ηλ∨ .
3.i(e). The degeneration morphism Υ: VinGrG,Xn → T+ad. The morphism Υ: VinGrG,Xn →
T+ad is defined as the composition of the morphisms
VinGrG,Xn → VinBunG → T+ad.
3.i(f). Second definition of VinGrG,Xn . (cf. Remark 2.2). Let us fix n ∈ N. We denote by
VinBunG(Un) the following stack over T+ad ×Xn: it associates to a scheme S
1) a collection of S-points x = (x1, . . . , xn) ∈ Xn(S) of the curve X,
2) an element of MapsT+ad(T
+
ad × ((S ×X) \ {Γx1 ∪ · · · ∪ Γxn}),VinG /(G×G)).
We have a restriction morphism Xn ×MapsT+ad(T
+
ad ×X,VinG /(G × G)) → VinBunG(Un).
We also have a morphism T+ad×Xn → VinBunG(Un) induced by the morphism T+ad
s−→ VinG →
VinG /(G×G). We define VinGr′G,Xn as the following family over the scheme T+ad:
(Xn ×MapsT+ad(T
+
ad ×X,VinG /(G×G)) ×
VinBunG(Un)
(T+ad ×Xn).
The morphism VinGr′G,Xn → T+ad is denoted by Υ′.
Proposition 3.4. The families Υ: VinGrG,Xn → T+ad and Υ′ : VinGr′G,Xn → T+ad are isomor-
phic.
Proof. Let us construct a morphism f : VinGr′G,Xn → VinGrG,Xn . Let f : S → T+ad be a
scheme over T+ad. An S-point of the family VinGr
′
G,Xn over T
+
ad is the following data:
1) a collection of S-points x = (x1, . . . , xn) ∈ Xn(S) of the curve X,
2) two G-bundles F1,F2 on S ×X,
3) a G×G-equivariant morphism z : F1 × F2 → VinG of schemes over T+ad,
4) trivializations σ1, σ2 of F1,F2 on U := (S×X)\{Γx1 ∪ · · ·∪Γxn} such that the morphism
z is identified with the morphism ztriv : G×U×G→ VinG given by (g1, p, x, g2) 7→ g1 ·s(f(p)) ·
g2
−1, where s is the section of the morphism Υ: VinG → T+ad defined in §2.ii(c), 2.ii(i).
From the Tannakian description of VinG in §2.ii(h) and the description of T+ad in §2.ii(i) it
follows that the G×G-equivariant morphism z : F1×F2 → VinG of schemes over T+ad is the same
as the collection of G×G-equivariant morphisms zλ∨ : F1×F2 → End(V λ∨) for each λ∨ ∈ Λ∨+
and (fixed) G × G-equivariant morphisms τ˜µ∨ : F1 × F2 → C satisfying the same conditions
as in the definition of VinG of §2.ii(h). Each G × G-equivariant morphism zλ∨ : F1 × F2 →
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End(V λ
∨
) induces the morphism ϕλ∨ : Vλ
∨
F1
→ Vλ∨F2 . Note also that the morphisms τ˜µ∨ induce
the morphisms τµ∨ : OS×X = CF1 → CF2 = OS×X . The trivializations σ1, σ2 induce the
trivializations of the vector bundles Vλ
∨
F1
,Vλ
∨
F2
such that the morphisms ϕλ∨ |U : Vλ∨F1 |U → Vλ
∨
F2
|U
identify with
Id : V λ
∨ ⊗ OU → V λ∨ ⊗ OU .
The standard N,N−-structures in the trivial G-bundle on S ×X define via σ1, σ2 the N and
N−-structures in F1|U , F2|U respectively. They give us the collection of rational morphisms
OS×X
ηλ∨−−→ Vλ∨F1 , Vλ
∨
F2
ζλ∨−−→ OS×X (cf. proof of Proposition 2.3). Set
f(x,F1,F2,z, σ1, σ2) := (x,F1,F2, ϕλ∨ , τµ∨ , ζλ∨ , ηλ∨).
The inverse morphism f−1 can be constructed using the same arguments. 
Recall the action T y T+ad of §2.ii(b). Note that the torus T acts on the space VinGr
′
G,Xn =
VinGrG,Xn via the actions T y T+ad,VinG of §2.ii(b). It is easy to see that the morphism Υ is
T -equivariant.
Lemma 3.5. The family Υ−1(Tad) is isomorphic to GrG,Xn ×Tad.
Proof. The morphism Υ is T -equivariant so it is enough to identify the fiber Υ−1(1) with
GrG,Xn . The argument is analogous to the proof of Proposition 3.2. 
Let ∆X ↪→ X2 be the closed embedding of the diagonal. Let U ↪→ X2 be the open embedding
of the complement to the diagonal.
Proposition 3.6. a) The restriction of the family piVin2 : VinGrG,X2 → X2 to the closed sub-
variety ∆X ↪→ X2 is isomorphic to VinGrG,X .
b) The restriction of the family piVin2 : VinGrG,X2 → X2 to the open subvariety U ↪→ X2 is
isomorphic to (VinGrG,X ×
T+ad
VinGrG,X)|U .
Proof. Part a) is clear, let us prove b). The proof is the same as the one of [Z, Proposition 3.1.13].
Take x = (x1, x2) ∈ U(S) ⊂ X2(S). We define a morphism (VinGrG,X2)|U (S) → VinGrG,X
by sending (x,F1,F2,z, σ1, σ2) to (x1, (F1)x1 , (F2)x1 ,zx1 , (σ1)x1 , (σ2)x1) where (Fk)x1 (k ∈
{1, 2}) is obtained by gluing (Fk)|((S×X)\{Γx2}) and (Ftriv)|((S×X)\{Γx1}) via σk and therefore is
equipped with a trivialization (σk)x1 . The morphism zx1 is obtained by gluing z|((S×X)\{Γx2})
and ztriv|((S×X)\{Γx1}). Similarly, we have another morphism (VinGrG,X2)|U (S)→ VinGrG,X .
Together, they define a morphism (VinGrG,X2)|U → (VinGrG,X ×
T+ad
VinGrG,X)|U .
Conversely if we have (x1, (F1)x1 , (F2)x1 ,zx1 , (σ1)x1 , (σ2)x1) ∈ VinGrG,X(S) and
(x2, (F1)x2 , (F2)x2 ,zx2 , (σ1)x2 , (σ2)x2) ∈ VinGrG,X(S) such that (x1, x2) ∈ U(S), we can
construct Fk (k ∈ {1, 2}) by gluing (Fk)x1 |((S×X)\{Γx2}) and (Fk)x2 |((S×X)\{Γx1}) by
(σk)
−1
x2 (σk)x1 , which by definition is equipped with a trivialization σk on (S×X) \ {Γx1 ∪Γx2}.
The morphism z is obtained by gluing zx1 and zx2 . 
3.i(g). Embedding of VinGrG,Xn into the product (GrG,Xn ×
Xn
GrG,Xn)× T+ad. Let us construct
a closed embedding
ϑ : VinGrG,Xn ↪→ GrG,Xn ×
Xn
GrG,Xn × T+ad.
It sends an S-point
(F1,F2, ϕλ∨ , τµ∨ , ζλ∨ , ηλ∨) ∈ VinGrG,Xn(S) : OS×X ηλ∨−−→ Vλ∨F1
ϕλ∨−−→ Vλ∨F2
ζλ∨−−→ OS×X
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to the point
(F1, ηλ∨ , ζλ∨ ◦ ϕλ∨)× (F2, ϕλ∨ ◦ ηλ∨ , ζλ∨)× τµ∨ .
Lemma 3.7. The morphism ϑ is a closed embedding (cf. [S3, Lemma 5.2.7]).
Proof. Let us show that ϑ induces an injective map on the level of S-points. Let us identify
T+ad with Maps(X,T
+
ad). We already used this identification in the definition of the morphism
ϑ because the morphisms τµ∨ : OS×X → OS×X define an S-point of Maps(X,T+ad) ' T+ad. Take
an S-point
(P, τµ∨) ∈ (GrG,Xn ×
Xn
GrG,Xn)×Maps(X,T+ad).
The point P ∈ (GrG,Xn ×
Xn
GrG,Xn) is represented by a collection of the following outer dia-
monds:
(3.8) Vλ
∨
F1
ζλ∨
""
ϕλ∨

OX×S
ηλ∨
<<
η′
λ∨ ""
OX×S .
Vλ
∨
F2
ζ′
λ∨
<<
We must show that there is at most one collection of dotted arrows ϕλ∨ making both triangles
commutative. Note that the collection of morphisms (ηλ∨ , ζλ∨ , η′λ∨ , ζ
′
λ∨) defines the trivializa-
tions of G-bundles
F1|((S×X)\{Γx1∪···∪Γxn}), F2|((S×X)\{Γx1∪···∪Γxn}).
After these trivializations and restrictions to
U := (S ×X) \ {Γx1 ∪ · · · ∪ Γxn}
the outer diamond (3.8) takes the following form:
V λ
∨ ⊗ OU
ζλ∨
$$
ϕλ∨|U

OU
ιλ∨
;;
ιλ∨
##
OU ,
V λ
∨ ⊗ OU
ζλ∨
::
where the morphisms ιλ∨ correspond to the highest vector embeddings C ↪→ V λ∨ and the
morphisms (ζλ∨)∗ correspond to the lowest vector embeddings C ↪→ (V λ∨)∗. It follows that
(ϕλ∨ |U , τµ∨) actually corresponds to the unique point in VinG(U) that can be described as
s(τµ∨ |U ) (see §2.ii(c) for the definition of s).
Let us show now that the morphism ϑ is proper. Consider the following fibre product:
X := ((GrG,Xn ×
Xn
GrG,Xn)× T+ad) ×
BunG×BunG
VinBunG .
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We have a projection
X→ (GrG,Xn ×
Xn
GrG,Xn)× T+ad.
Recall the projection VinGrG,Xn → VinBunG of §3.i(d). Together with the morphism ϑ, it
induces a morphism ς : VinGrG,Xn → X. It is easy to see that the morphism ς is a closed
embedding.
Recall the action T y VinBunG of §2.iii. It follows from Proposition 2.16 that the morphism
κ : VinBunG /T → BunG×BunG
is proper. Then it follows that the morphism
(3.9) κ˜ : ((GrG,Xn ×
Xn
GrG,Xn) ×
BunG×BunG
VinBunG /T )× T+ad → GrG,Xn ×
Xn
GrG,Xn × T+ad
obtained by the base change of the morphism κ is proper. Let us denote the LHS of (3.9)
by PX. We consider the natural morphism % : X → PX. Consider the following commutative
diagram:
(3.10) VinGrG,Xn
ς //
ϑ

X
%

(GrG,Xn ×
Xn
GrG,Xn)× T+ad PXκ˜oo
We claim that the composition % ◦ ς is a closed embedding. To prove this let us consider the
image of the morphism ς. It is a closed subspace of the T -torsor X → PX that intersects each
T -orbit in a unique point. It follows that the image of % ◦ ς is closed. The claim follows. Now
from the commutativity of the diagram (3.10) we see that the morphism ϑ is the composition
of two proper morphisms, ϑ = κ˜ ◦ (% ◦ ς). So ϑ is proper. 
Lemma 3.11. The morphism
GrG,Xn ×
Xn
GrG,Xn → GrG,Xn ×
Xn
GrG,Xn
that sends
(x,OX×S
ηλ∨−−→ Vλ∨F
ζλ∨−−→ OX×S , OX×S
η′
λ∨−−→ Vλ∨F
ζ′
λ∨−−→ OX×S) ∈ GrG,Xn ×
Xn
GrG,Xn
to the point
(x,OX×S
ηλ∨−−→ Vλ∨F
ζ′
λ∨◦η′λ∨◦ζλ∨−−−−−−−−→ OX×S , OX×S
η′
λ∨◦ζλ∨◦ηλ∨−−−−−−−−→ Vλ∨F
ζ′
λ∨−−→ OX×S) ∈ GrG,Xn ×
Xn
GrG,Xn
is the identity morphism.
Proof. Obvious. 
Proposition 3.12. The functor VinGrG,Xn is represented by an ind-scheme ind-projective over
T+ad.
Proof. In Lemma 3.7 it is proved that VinGrG,Xn is a closed subfunctor of
GrG,Xn ×
Xn
GrG,Xn × T+ad
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and the following diagram is commutative:
VinGrG,Xn
Υ
$$
ϑ // GrG,Xn ×
Xn
GrG,Xn × T+ad
pr3
ww
T+ad
where the morphism pr3 : GrG,Xn ×
Xn
GrG,Xn × T+ad → T+ad is the projection to the third factor.
It is known [BD, §5.3.10], [Z, Theorem 3.1.1] that the functor GrG,Xn is represented by an
ind-projective scheme. It follows that the functor VinGrG,Xn is represented by a closed ind-
subscheme of GrG,Xn ×
Xn
GrG,Xn × T+ad ind-projective over T+ad. 
3.i(h). Defect free locus of VinGrG,x. Set
0VinGrG,x := MapsT+ad
(X × T+ad, 0VinG /(G×G)) ×
Maps
T
+
ad
((X\{x})×T+ad, 0VinG /(G×G))
T+ad.
We denote by 0Υ: 0VinGrG,x → T+ad the projection to the second factor.
3.i(i). The principal degeneration VinGrprincG,Xn . We denote by VinGr
princ
G,Xn (resp. 0VinGr
princ
G,x ) the
restriction of the degeneration Υ: VinGrG,Xn → T+ad (resp. 0Υ) to the “principal” line
A1 ↪→ T+ad, a 7→ (a, . . . , a) in coordinates α∨i , i ∈ I.
We denote the corresponding morphism VinGrprincG,Xn → A1 by Υprinc (resp. 0VinGrprincG,x → A1
by 0Υprinc).
Let us denote by ϑprinc : VinGrprincG,Xn → (GrG,Xn ×
Xn
GrG,Xn) × A1 the restriction of the
morphism ϑ of §3.i(g) to VinGrprincG,Xn .
3.i(j). The special fiber of the degeneration VinGrG,x. Let us describe the fiber over 0 ∈ T+ad of
the morphism Υ. Set (VinGrG,x)0 := Υ−1(0). Note that the morphism
ϑ : VinGrG,x ↪→ GrG ×GrG × T+ad
of §3.i(g) induces the closed embedding
ϑ0 : (VinGrG,x)0 ↪→ GrG ×GrG.
Lemma 3.13. The morphism ϑ0 induces an isomorphism between (VinGrG,x)0 and⋃
µ∈Λ
Tµ × Sµ ⊂ GrG ×GrG
considered as the reduced ind-schemes.
Proof. We define a morphism
ς :
⋃
µ∈Λ
Tµ × Sµ ↪→ (VinGrG,x)0.
It sends a pair of points
OS×X
η′
λ∨−−→ Vλ∨F′
ζ′
λ∨−−→ OS×X(〈−λ∨, µ〉 · (S × x)) ∈ Tµ(S),
OS×X(〈−λ∨, µ〉 · (S × x)) ηλ∨−−→ Vλ∨F
ζλ∨−−→ OS×X ∈ Sµ(S)
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to the point
OS×X
η′
λ∨−−→ Vλ∨F′
ηλ∨◦ζ′λ∨−−−−−→ Vλ∨F
ζλ∨−−→ OS×X ∈ (VinGrG,x)0
It follows from Lemma 3.11 that the composition ϑ0 ◦ ς coincides with the natural closed
embedding ⋃
µ∈Λ
Tµ × Sµ ⊂ GrG ×GrG.
It follows that the morphism ς is a closed embedding. It suffices to show now that the morphism
ς is surjective on the level of C-points. Take a C-point
P := (F1,F2, ϕλ∨ , ζλ∨ , ηλ∨) ∈ (VinGrG,x)0.
The morphisms ϕλ∨ admit a unique factorization as
Vλ
∨
F1
ζ′
λ∨−−→ Lλ∨ η
′
λ∨−−→ Vλ∨F2
where Lλ
∨
is a line bundle on the curve X and the first morphism is a surjection of vector
bundles. Note that for any λ∨1, λ∨2 ∈ Λ∨+ we have the identification Lλ
∨
1 ⊗ Lλ∨2 = Lλ∨1+λ∨2 and
L0 = OS×X . It follows that there exists µ ∈ Λ such that
Lλ
∨ ' OS×X(〈−λ∨, µ〉 · (S × x)).
So the C-point P is the image of the C-point
(F1, ηλ∨ , ζ
′
λ∨)× (F2, η′λ∨ , ζλ∨) ∈ Tµ × Sµ
under the morphism ς. 
Remark 3.14. It follows from Proposition 2.14 that the morphism ϑ0 restricts to the isomor-
phism between the ind-schemes (VinGrG,x)0 ∩ 0VinGrG,x and
⊔
µ∈Λ Tµ × Sµ.
3.i(k). Ind-scheme VinSν . Fix a point x ∈ X and a cocharacter ν ∈ Λ. We consider a functor
VinSν : Sch→ Sets,
associating to a scheme S
1) an S-point (F1,F2, ϕλ∨ , τµ∨) ∈ VinBunG(S) of VinBunG,
2) for every λ∨ ∈ Λ∨+, morphisms of sheaves
ηλ∨ : OS×X(〈−λ∨, ν〉 · (S × x))→ Vλ∨F1 , ζλ∨ : Vλ
∨
F2
→ OS×X ,
satisfying the same conditions as in §3.i(b).
Let r˜ν,+ : VinSν ↪→ VinGrG,x be the natural embedding.
Lemma 3.15. The morphism r˜ν,+ is a closed embedding.
Proof. Recall the closed embedding ϑ : VinGrG,x ↪→ GrG ×GrG × T+ad of §3.i(g). It is enough
to show that the composition ϑ ◦ r˜ν is a closed embedding. The proof is the same as the proof
of Lemma 3.7. 
The morphism Υν : VinSν → T+ad is defined as the composition of the morphisms
VinSν → VinBunG → T+ad.
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3.i(l). The principal degeneration VinS
princ
ν . Let us denote by VinS
princ
ν the restriction of the
degeneration Υν : VinSν → T+ad to the “principal” line
A1 ↪→ T+ad, a 7→ (a, . . . , a) in coordinates α∨i , i ∈ I.
Let us denote the corresponding morphism VinS
princ
ν → A1 by Υprincν .
It follows from Lemma 3.5 that the fiber of the morphism Υprincν over the point 1 ∈ A1 is
isomorphic to Sν . It follows from Lemma 3.13 that the morphism r˜ν,+ induces an isomorphism
from (VinSν)0 to ⋃
µ∈Λ,µ≤ν
(Tµ ∩ Sν)× Sµ.
3.i(m). Let us fix θ1, θ2 ∈ Λ, θ1 ≥ θ2, set θ := θ1 − θ2. Recall the families Yθ, Yθ1,θ2 over T+ad
of §2.v(e), 2.v(g). Let us denote by ıθ1,θ2 , ıθ the closed embeddings of the families Y
θ
, Y
θ1,θ2
into GrG ×GrG × T+ad that are constructed in the same way as the embedding ϑ of §3.i(g).
Lemma 3.16. (cf. [BFGM, §6.3]) The family Y
θ1,θ2 → T+ad is isomorphic to the family Y
θ →
T+ad.
Proof. Recall the identification GrG = GK/GO of §1.ii. Recall that θ2 ∈ Λ defines an element
zθ2 ∈ T (K). We get the isomorphism
ℵθ2 : GrG ×GrG × T+ad ∼−→GrG ×GrG × T+ad
given by ([g1], [g2], t) 7→ ([zθ2g1], [zθ2g2], t). It is easy to see that the isomorphism ℵθ2 identifies
the subscheme ıθ(Y
θ
) ' Yθ of GrG ×GrG × T+ad with the subscheme ıθ1,θ2(Y
θ1,θ2
) ' Yθ1,θ2 of
GrG ×GrG × T+ad. 
3.ii. Drinfeld-Gaitsgory interpolation.
3.ii(a). The space of C×-equivariant morphisms. Let Z1 and Z2 be schemes equipped with an
action of C×. Then we define the space MapsC
×
(Z1, Z2) as follows: for any scheme S,
MapsC
×
(Z1, Z2)(S) := Maps(S × Z1, Z2)C×
3.ii(b). Attractors and repellents. (c.f. [DG2, Sections 1.4, 1.5]). Let Z be a scheme equipped
with an action of C×. Then we set Zattr := MapsC
×
(A1, Z), where C× acts on A1 by dilations.
It follows from [DG2, Corollary 1.5.3(ii)] that the functor Zattr is represented by a scheme.
Let A1− be an affine line equipped with the following action of C×:
C× × A1− → A1−, (c, a) 7→ c−1a.
We set Zrep := MapsC
×
(A1−, Z). The scheme Zattr is called the attractor of Z, and Zrep is
called the repellent of Z.
Recall that ZC
×
:= MapsC
×
(pt, Z). The C×-equivariant morphisms 0: pt→ A1, 0− : pt→
A1− induce the morphisms q+ : Zattr → ZC
×
, q− : Zrep → ZC× .
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3.ii(c). Definition of the interpolation. Let Z be a scheme equipped with a C×-action. In [DG2,
§2], certain interpolation Z˜ over A1 was defined. Let us recall the construction of Z˜.
Set X := A2 and consider the morphism X→ A1, (τ1, τ2) 7→ τ1τ2. For any scheme S over A1
set XS := X ×
A1
S. Let us consider the following C×-action on X : c · (τ1, τ2) := (c · τ1, c−1 · τ2).
This action preserves the morphism X→ A1, so for any scheme S one obtains a C×-action on
XS .
Define Z˜ to be the following space over A1:
MapsA1(S, Z˜) := Maps(XS , Z)C
×
.
3.ii(d). Properties of the interpolation. Let us recall the main properties of Z˜ from [DG2]. The
projection X→ A1 admits two sections:
s1(a) := (1, a), s2(a) := (a, 1).
The sections s1, s2 define morphisms γ1 : Z˜ → Z, γ2 : Z˜ → Z. Let γ : Z˜ → Z × Z × A1 denote
the morphism whose third component is the tautological projection Z˜ → A1, and the first and
the second components are γ1 and γ2 respectively. It follows from [DG2, Proposition 2.2.6] that
the morphism γ induces an isomorphism between Z˜|Gm and the graph of the action morphism
C× × Z → Z.
3.ii(e). The special fiber of the interpolation Z˜. For a ∈ A1 let us denote by Z˜a the fiber of Z˜
over a. It follows from [DG2, Proposition 2.2.9] that the following diagram is cartesian:
Z˜0
γ1−−−−→ Zattryγ2 yq+
Zrep
q−−−−−→ ZC×
i.e. the fiber Z˜0 is canonically isomorphic to Zattr ×
ZC×
Zrep.
3.ii(f). Drinfeld-Gaitsgory interpolation of GrG. Recall that GrG is the union of the projective
schemes GrλG, λ ∈ Λ+. It follows from [DG2] that the closed embeddings of the Schubert
varieties induce the closed embeddings of the corresponding Drinfeld-Gaitsgory interpolations
G˜rµG ⊂ G˜rλG, µ ≤ λ ∈ Λ+, and we define G˜rG := lim
λ
G˜rλG.
3.ii(g). The special fiber of the interpolation G˜rG. From §3.ii(e) it follows that
(G˜rG)0 ' GrattrG ×(GrG)C× Gr
rep
G '
⊔
µ∈Λ
Sµ × Tµ.
3.ii(h). The open embedding  : G˜rG ↪→ VinGrprincG,x . Let us construct an open embedding of the
interpolation G˜rG → A1 into the degeneration VinGrprincG,x → A1 (considered as the schemes
over A1) such that the following diagram is commutative:
G˜rG
γ

 // VinGrprincG,x
ϑ

GrG ×GrG × A1 Id // GrG ×GrG × A1.
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Recall the open ind-subscheme 0VinGr
princ
G,x ⊂ VinGrprincG,x of §3.i(i).
Proposition 3.17 (D. Gaitsgory). There exists an isomorphism η : 0VinGr
princ
G,x
∼−→ G˜rG of the
families over A1 such that the following diagram is commutative:
(3.18) 0VinGr
princ
G,x
ϑ|
0VinGr
princ
G,x

η // G˜rG
γ

GrG ×GrG × A1 Id // GrG ×GrG × A1.
Proof. Will be given in Appendix A.ii. 
4. The action of Schieder bialgebra on the fiber functor
4.i. Construction of the action. Fix P ∈ PervGO(GrG). Set V := H•(GrG,P). Recall the
closed embedding
ϑprinc : VinGrprincG,x ↪→ GrG ×GrG × A1
of §3.i(i). Let us fix a cocharacter ν ∈ Λ. Recall the closed embedding VinSprincν ↪→ VinGrprincG,x
of §3.i(k). Let ϑprincν : VinS
princ
ν ↪→ GrG ×GrG × A1 be the composition
VinS
princ
ν ↪→ VinGrprincG,x ↪→ GrG ×GrG × A1.
For µ ∈ Λ set Pµ := P|Sµ , P˜ν := (C  P  C)|VinSprincν . We will see in Remark 4.2 that the
support of the complex P˜ν is finite-dimensional.
Recall the one-parametric deformation Υprincν : VinS
princ
ν → A1 of §3.i(l).
Proposition 4.1. The one-parametric family Υprincν is trivial over Gm. The special fiber
Υprincν
−1
(0) is ⋃
µ≤ν,µ∈Λ
(Sν ∩ Tµ)× Sµ.
A general fiber is Sν . The restriction P˜ν |Υprincν −1(Gm) is isomorphic to P|Sν CGm . The restric-
tion of P˜ν to (Sν ∩ Tµ)× Sµ is isomorphic to C(Sν∩Tµ)  (P|Sµ).
Proof. Follows from §3.i(l). 
Remark 4.2. Let us show that the support of the complex P˜ν is finite-dimensional. It is
enough to show that the supports of (P˜ν)|Υprincν −1(Gm) and (P˜ν)|Υprincν −1(0) are finite-dimensional.
It follows from Proposition 4.1 using the fact that there are finitely many µ ≤ ν such that Pµ
is nonzero.
4.i(a). The action. Given a positive coweight ν ∈ Λ+ we define a morphism of vector spaces⊕
µ≤ν
(Aν−µ ⊗ Vµ) = H〈2ρ∨,ν〉c (Υprincν
−1
(0), (P˜ν)0)→ H〈2ρ∨,ν〉c (Υprincν
−1
(1), (P˜ν)1) = Vν ,
as the cospecialization morphism (with coefficients in the sheaf P˜ν) corresponding to the one-
parameter degeneration Υprincν . Summing over all ν ∈ Λ+ we obtain the desired morphism
actV : A⊗ V → V.
4.ii. Associativity.
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4.ii(a). The two-parameter deformation of Grassmannian. Recall two projections
VinBunG
℘1
yy
℘2
%%
BunG BunG
of Definition 2.13. SetW := VinBunG ×
BunG
VinBunG. For n ∈ N let Vin2GrG,Xn be the moduli
space of the following data: it associates to a scheme S
1) a collection of S-points (x1, . . . , xn) ∈ Xn(S) of the curve X,
2) an S-point (F1,F2,F3, ϕ1,λ∨ , ϕ2,λ∨ , τ1,µ∨ , τ2,µ∨) ∈W(S),
3) for every λ ∈ Λ∨+, the rational morphisms
ηλ∨ : OS×X → Vλ∨F1 , ζλ∨ : Vλ
∨
F3
→ OS×X ,
regular on (S ×X) \ {Γx1 ∪ · · · ∪ Γxn}, such that the data
(F1,F3, ϕ2,λ∨ ◦ ϕ1,λ∨ , τ2,µ∨ ◦ τ1,µ∨ , ηλ∨ , ζλ∨)
define an S-point of VinGrG,Xn .
Let us denote by 0W the substack of W consisting of points
(F1,F2,F3, ϕ1,λ∨ , ϕ2,λ∨ , τ1,µ∨ , τ2,µ∨) ∈W
such that the data
(F1,F3, ϕ2,λ∨ ◦ ϕ1,λ∨ , τ2,µ∨ ◦ τ1,µ∨)
define a point of VinBunG.
Remark 4.3. The family Vin2GrG,Xn can be obtained as the fibre product:
Vin2GrG,Xn = (VinGrG,Xn ×
VinBunG
0W) //

0W
m

VinGrG,Xn // VinBunG
where the morphism m: 0W→ VinBunG corresponds to the multiplication in VinG.
The degeneration morphism Υ2 : Vin2GrG,Xn → T+ad × T+ad is defined as the composition of
the morphisms
Vin2GrG,Xn →W→ T+ad × T+ad.
Let us denote by Vin2GrprincG,Xn the restriction of the degeneration Υ2 : Vin2GrG,Xn → T+ad ×
T+ad to the product of “principal” lines
A1 × A1 ↪→ T+ad × T+ad, (a1, a2) 7→ ((a1, . . . , a1), (a2, . . . , a2)).
Let us denote the corresponding morphism Vin2GrprincG,Xn → A2 by Υ2,princ.
Lemma 4.4. The restrictions of the two-parameter family Υ2,princ : Vin2GrprincG,Xn → A2 to the
lines
A1 × {1} ↪→ A1 × A1, {1} × A1 ↪→ A1 × A1
are both isomorphic to the one-parameter family Υprinc : VinGrprincG,Xn → A1.
Proof. Follows from Remark 4.3. 
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Let us construct a closed embedding
ϑ2 : Vin2GrG,Xn ↪→ GrG,Xn ×
Xn
GrG,Xn ×
Xn
GrG,Xn × T+ad × T+ad.
It sends a point
(F1,F2,F3, ϕ1,λ∨ , ϕ2,λ∨ , τ1,µ∨ , τ2,µ∨ , ηλ∨ , ζλ∨) ∈ Vin2GrG,Xn :
OS×X
ηλ∨−−→ Vλ∨F1
ϕ1,λ∨−−−→ Vλ∨F2
ϕ2,λ∨−−−→ Vλ∨F3
ζλ∨−−→ OS×X
to the point
(F1, ηλ∨ , ζλ∨◦ϕ2,λ∨◦ϕ1,λ∨)×(F2, ϕ1,λ∨◦ηλ∨ , ζλ∨◦ϕ2,λ∨)×(F3, ϕ2,λ∨◦ϕ1,λ∨◦ηλ∨ , ζλ∨)×τ1,µ∨×τ2,µ∨ .
Lemma 4.5. The morphism ϑ2 is a closed embedding.
Proof. The proof is the same as the one of Lemma 3.7. 
Let us denote by
(ϑ2)princ : Vin2Gr
princ
G,Xn ↪→ GrG,Xn ×
Xn
GrG,Xn ×
Xn
GrG,Xn × A1 × A1
the restriction of the morphism ϑ2 to Vin2GrprincG,Xn ⊂ Vin2GrG,Xn .
4.ii(b). The two-parameter deformations of closures of semi-infinite orbits. We fix x ∈ X. Fix
a cocharacter ν ∈ Λ. Let Vin2 Sν be the moduli space of the following data: it associates to a
scheme S
1) an S-point (F1,F2,F3, ϕ1,λ∨ , ϕ2,λ∨ , τ1,µ∨ , τ2,µ∨) ∈W.
2) For every λ ∈ Λ+∨, a morphism of sheaves
ηλ∨ : OS×X(〈−λ∨, ν〉 · (S × x))→ Vλ∨F1
and a rational morphism ζλ∨ : Vλ
∨
F3
→ OS×X regular on S × (X \ {x}), such that the data
(F1,F3, ϕ2,λ∨ ◦ ϕ1,λ∨ , τ2,µ∨ ◦ τ1,µ∨ , ηλ∨ , ζλ∨)
defines an S-point of VinSν .
Remark 4.6. The family Vin2 Sν can be obtained as the fibre product:
Vin2 Sν = VinSν ×
VinBunG
0W //

0W
m

VinSν // VinBunG .
The degeneration morphism Υ2ν : Vin
2 Sν → T+ad × T+ad is defined as the composition of the
morphisms
Vin2 Sν →W→ T+ad × T+ad.
Let us denote by Vin2 Sprincν the restriction of the degeneration Υ2ν : Vin
2 Sν → T+ad×T+ad to
the product of “principal” lines
A1 × A1 ↪→ T+ad × T+ad, (a1, a2) 7→ ((a1, . . . , a1), (a2, . . . , a2)).
Let us denote the corresponding morphism Vin2 Sprincν → A2 by Υ2,princν .
Let r2ν,+ : Vin
2 Sν ↪→ Vin2GrG be the natural closed embedding. Recall the morphism ϑ2 of
§4.ii(a). Let
ϑ2ν : Vin
2 Sν ↪→ GrG ×GrG ×GrG × T+ad × T+ad
DRINFELD-GAITSGORY-VINBERG INTERPOLATION GRASSMANNIAN 31
be the composition ϑ2ν := r2ν,+ ◦ ϑ2. Let
(ϑ2ν)
princ : Vin2 Sprincν ↪→ GrG ×GrG ×GrG × A1 × A1
be the restriction of the morphism ϑ2ν to Vin
2 Sprincν ⊂ Vin2 Sν .
Proposition 4.7. Let P ∈ PervGO(GrG), and V = H•(GrG,P). Given ν ≥ µ1 ≥ µ2, the
following diagram commutes:
(4.8) Aν−µ1 ⊗Aµ1−µ2 ⊗ Vµ2
mν−µ1,µ1−µ2⊗Id //
Id⊗ actV

Aν−µ2 ⊗ Vµ2
actV

Aν−µ1 ⊗ Vµ1
actV // Vν .
Proof. Set
P˜2ν := (C C P C C)|Vin2 Sprincν .
It follows from Corollary 4.10 below that the support of the complex P˜2ν is finite-dimensional.
For a point (a1, a2) ∈ A1 × A1 let us denote by (P˜2ν)(a1,a2) the restriction of P˜2ν to the fiber
(Υ2,princν )
−1(a1, a2). Let us consider the tautological action C××C× y A1×A1. Let us consider
the stratification
A1 × A1 = (Gm ×Gm) unionsq (Gm × {0}) unionsq ({0} ×Gm) unionsq ({0} × {0})
by C× × C×-orbits. Recall the closed embedding
(ϑ2ν)
princ : Vin2 Sprincν ↪→ GrG ×GrG ×GrG × A1 × A1.
Lemma 4.9. a) The restriction of the morphism (ϑ2ν)princ of the families over A1 × A1
Vin2 Sprincν
&&
(ϑ2ν)
princ
// GrG ×GrG ×GrG × A1 × A1
uu
A1 × A1
to the stratum Gm ×Gm ⊂ A1 × A1 is isomorphic to
Sν ×Gm ×Gm
((
(ϑ2ν)
princ|(Gm×Gm)// GrG ×GrG ×GrG ×Gm ×Gm
tt
Gm ×Gm
where the morphism (ϑ2ν)princ|(Gm×Gm) is given by (g, c1, c2) 7→ (g, 2ρ(c1) · g, 2ρ(c1c2) · g, c1, c2).
b) The restriction of the morphism (ϑ2ν)princ of the families over A1 × A1 to the stratum
Gm × {0} ⊂ A1 × A1 is isomorphic to⋃
µ∈Λ,ν≥µ
(Tµ ∩ Sν)× Sµ ×Gm
))
(ϑ2ν)
princ|(Gm×{0}) // GrG ×GrG ×GrG ×Gm × {0}
uu
Gm × {0}
where the map (ϑ2ν)princ|(Gm×{0}) is given by (g1, g2, c) 7→ (g1, 2ρ(c) · g1, g2, c, 0).
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c) The restriction of the morphism (ϑ2ν)princ of the families over A1 × A1 to the stratum
{0} ×Gm ⊂ A1 × A1 is isomorphic to⋃
µ∈Λ,ν≥µ
(Tµ ∩ Sν)× Sµ ×Gm
))
(ϑ2ν)
princ|({0}×Gm) // GrG ×GrG ×GrG × {0} ×Gm
uu
{0} ×Gm
where the map (ϑ2ν)princ|({0}×Gm) is given by (g1, g2, c) 7→ (g1, g2, 2ρ(c) · g2, 0, c).
d) The restriction of the morphism (ϑ2ν)princ of the families over A1×A1 to the point ({0}×
{0}) is isomorphic to⋃
µ1,µ2∈Λ,ν≥µ1≥µ2
(Sν ∩ Tµ1)× (Sµ1 ∩ Tµ2)× Sµ2
**
// GrG ×GrG ×GrG
ww
({0} × {0})
.
Proof. The proof is the same as the one of Lemma 3.13. 
Corollary 4.10. Under the identifications of Lemma 4.9 we have
(P˜2ν)(1,1) = Pν , (P˜
2
ν)(1,0)|(Tµ∩Sν)×Sµ = C Pµ, (P˜2ν)(0,1)|(Tµ∩Sν)×Sµ = C Pµ,
(P˜2ν)(0,0)|(Sν∩Tµ1 )×(Sµ1∩Tµ2 )×Sµ2 = C C Pµ2 .
Let us fix a cocharacter µ ∈ Λ, µ ≤ ν. Recall the family Υ2,princν : VinSprincν → A1 of §4.ii(b)
and the families Yν−µ,princ,Yν,µ,princ of §2.v(e) and §2.v(g).
Lemma 4.11. a) The closure of the family (Tµ ∩ Sν) × Sµ × Gm → Gm × {0} in the family
(Υ2,princν )
−1(A1 × {0}) → A1 is isomorphic to the family Yν,µ,princ × Sµ → A1 on the level of
reduced schemes.
b) The closure of the family (Tµ∩Sν)×Sµ×Gm → {0}×Gm in the family (Υ2,princν )−1({0}×
A1)→ A1 is isomorphic to the family (Tµ∩Sν)×VinSprincµ → A1 on the level of reduced schemes.
Proof. To prove a) let us construct a closed embedding κ : Yν,µ,princ×Sµ ↪→ Vin2 Sprincν |A1×{0}
of families over A1. It sends an S-point
((F1,F2, ϕλ∨ , τµ∨ , ηλ∨ , ζλ∨), (F3, η
′
λ∨ , ζ
′
λ∨)) ∈ (Yν,µ,princ × Sµ)(S) :
(OS×X(−〈λ∨, ν〉 · (S × x)) ηλ∨−−→ Vλ∨F1
ϕλ∨−−→ Vλ∨F2
ζλ∨−−→ OS×X(−〈λ∨, µ〉 · (S × x)),
OS×X(−〈λ∨, µ〉 · (S × x))
η′
λ∨−−→ Vλ∨F3
ζ′
λ∨−−→ OS×X)
to the point (F1,F2,F3, ϕλ∨ , τµ∨ , η′λ∨ ◦ ζλ∨ , ηλ∨ , ζ ′λ∨) ∈ Vin2 Sprincν |A1×{0}(S):
OS×X(−〈λ∨, ν〉 · (S × x)) ηλ∨−−→ Vλ∨F1
ϕλ∨−−→ Vλ∨F2
η′
λ∨◦ζλ∨−−−−−→ Vλ∨F3
ζ′
λ∨−−→ OS×X .
It follows that the morphism κ induces the isomorphism from Yν,µ,princ × Sµ to the closure of
(Tµ ∩ Sν)× Sµ ×Gm in the family (Υ2,princν )−1(A1 × {0}).
To prove b) we construct a closed embedding $ : (Tµ∩Sν)×VinSprincµ ↪→ Vin2 Sprincν |{0}×A1
of families over A1. It sends an S-point
((F1, ηλ∨ , ζλ∨), (F2,F3, ϕλ∨ , τµ∨ , η
′
λ∨ , ζ
′
λ∨)) ∈ ((Tµ ∩ Sν)×VinSprincµ )(S) :
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(OS×X(−〈λ∨, ν〉 · (S × x)) ηλ∨−−→ Vλ∨F1
ζλ∨−−→ OS×X(−〈λ∨, µ〉 · (S × x)),
OS×X(−〈λ∨, µ〉 · (S × x))
η′
λ∨−−→ Vλ∨F2
ϕλ∨−−→ Vλ∨F3
ζ′
λ∨−−→ OS×X)
to the point (F1,F2,F3, η′λ∨ ◦ ζλ∨ , ϕλ∨ , ηλ∨ , ζ ′λ∨) :
OS×X(−〈λ∨, ν〉 · (S × x)) ηλ∨−−→ Vλ∨F1
η′
λ∨◦ζλ∨−−−−−→ Vλ∨F2
ϕλ∨−−→ Vλ∨F3
ζ′
λ∨−−→ OS×X .
Here we use the identification of the scheme Tµ ∩ Sν with Zν,µ. We see that the morphism $
induces an isomorphism from (Tµ ∩ Sν) × VinSprincµ to the closure of the family (Tµ ∩ Sν) ×
Sµ × C× → C× in the family (Υ2,princν )−1({0} × A1)→ A1. 
Let us consider the cospecialization morphism
H〈2ρ
∨,ν〉
c ((Vin
2 Sν)(0,0), (P˜
2
ν)(0,0))→ H〈2ρ
∨,ν〉
c ((Vin
2 Sν)(1,1), (P˜
2
ν)(1,1)).
From Corollary 4.10 it follows that H〈2ρ
∨,ν〉
c ((Vin
2 Sν)(0,0), (P˜
2
ν)(0,0)) =⊕
ν≥µ1≥µ2
H
〈2ρ∨,ν−µ1〉
c (Sν ∩ Tµ1 ,C)⊗H〈2ρ
∨,µ1−µ2〉
c (Sµ1 ∩ Tµ2 ,C)⊗H〈2ρ
∨,µ2〉
c (Sµ2 ,P), and
H〈2ρ
∨,ν〉
c ((Vin
2 Sν)(1,1), (P˜
2
ν)(1,1)) = H
〈2ρ∨,ν〉
c (Sν ,P).
Thus we get the morphisms
H〈2ρ
∨,ν−µ1〉
c (Sν ∩ Tµ1 ,C)⊗H〈2ρ
∨,µ1−µ2〉
c (Sµ1 ∩ Tµ2 ,C)⊗H〈2ρ
∨,µ2〉
c (Sµ2 ,P)→ H〈2ρ
∨,ν〉
c (Sν ,P).
Note that the following diagram is commutative:
(4.12)
H
〈2ρ∨,ν〉
c ((Sν ∩ Tµ1)× (Sµ1 ∩ Tµ2)× Sµ2 ,C C P) //

H
〈2ρ∨,ν〉
c ((Sν ∩ Tµ2)× Sµ2 ,C P)

H
〈2ρ∨,ν〉
c ((Sν ∩ Tµ1)× Sµ1 ,C P) // H〈2ρ
∨,ν〉
c (Sν ,P).
where the morphisms in the diagram are the cospecialization morphisms.
From Lemma 4.11 and Lemma 3.16 it follows that the diagram (4.12) is equal to the dia-
gram (4.8). Hence (4.8) is commutative and Proposition 4.7 is proved. 
4.iii. Compatibility of the coproduct with the tensor structure. Let
P,Q ∈ PervGO(GrG). We set V := H•(GrG,P), W := H•(GrG,Q) ∈ Rep(G∨). We
need to check that the diagram
(4.13) A⊗ V ⊗W actV⊗W //
∆⊗Id

V ⊗W
Id

A⊗A⊗ V ⊗W (actV ⊗ actW )◦(Id⊗τ⊗Id) // V ⊗W
commutes, where the morphism τ : A⊗ V → V ⊗A sends a⊗ b to b⊗ a.
Fix θ ∈ Λ. Let VinSprincθ,X be the following moduli space: it associates to a scheme S
1) an S-point x ∈ X(S) of the curve X,
2) an S-point (F1,F2, ϕλ∨ , τµ∨) of VinBun
princ
G ,
3) for every λ∨ ∈ Λ∨+, morphisms of sheaves ηλ∨ ,
ηλ∨ : OS×X(−〈λ∨, θ〉 · Γx)→ Vλ∨F1
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and rational morphisms ζλ∨ : Vλ
∨
F2
→ OS×X regular on (S × X) \ {Γx}, satisfying the same
conditions as in §3.i(b).
Fix θ1, θ2 ∈ Λ. Let VinSprincθ1,θ2 be the following moduli space: it associates to a scheme S
1) a pair of S-points (x1, x2) ∈ X2(S) of the curve X,
2) an S-point (F1,F2, ϕλ∨ , τµ∨) ∈ VinBunprincG (S) of VinBunprincG ,
3) for every λ∨ ∈ Λ∨+, morphisms of sheaves ηλ∨ ,
ηλ∨ : OS×X(−〈λ∨, θ1〉 · Γx1 − 〈λ∨, θ2〉 · Γx2)→ Vλ
∨
F1
and rational morphisms ζλ∨ : Vλ
∨
F2
→ OS×X regular on (S×X)\{Γx1 ∪Γx2}, satisfying the same
conditions as in §3.i(b).
We have a projection piVinθ1,θ2 : VinS
princ
θ1,θ2
→ X2 that forgets the data of
F1,F2, ϕλ∨ , τµ∨ , ηλ∨ , ζλ∨ . Let
ϑprincθ1,θ2 : VinS
princ
θ1,θ2
↪→ GrG,X2 ×
X2
GrG,X2 × A1
be the restriction of the closed embedding ϑ of §3.i(g) to VinSprincθ1,θ2 ⊂ VinGrG,X2 . The morphism
Υprincθ1,θ2 : VinS
princ
θ1,θ2
→ A1 is defined as the composition of morphisms VinSprincθ1,θ2 ↪→ VinGr
princ
G,X2 →
A1.
4.iii(a). The three-parameter deformation. Let us consider the morphism
Υprincθ1,θ2 × piθ1,θ2 : VinS
princ
θ1,θ2
→ X2 × A1.
Recall the closed embedding
ϑprincθ1,θ2 : VinS
princ
θ1,θ2
↪→ GrG,X2 ×
X2
GrG,X2 × A1.
Recall the sheaf P ?
X
Q on GrG,X2 of §2.i(d). Set
(P˜ ?
X
Q˜)θ1,θ2 := (C (P ?
X
Q) C)|VinSprincθ1,θ2 .
It follows from Corollary 4.15 below that the complex (P˜?
X
Q˜)θ1,θ2 has finite-dimensional support.
Recall the embeddings ∆X ↪→ X2 ←↩ U of §2.i(d).
Lemma 4.14. a) The restriction of the morphism ϑprincθ1,θ2 of the families over X
2 × A1
VinSprincθ1,θ2
%%
ϑprincθ1,θ2 // GrG,X2 ×
X2
GrG,X2 × A1
vv
X2 × A1
to the open subvariety U × A1 ⊂ X2 × A1 is isomorphic to
(VinSprincθ1,X ×A1 VinS
princ
θ2,X
)|(U×A1)
))
ϑprincθ1,θ2
|(U×A1)// ((GrG,X ×GrG,X)|U ×
U
(GrG,X ×GrG,X)|U )× A1
tt
U × A1
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where the morphism ϑprincθ1,θ2 |(U×A1) is given by
(ϑ
(1)
θ1
, ϑ
(1)
θ2
, ϑ
(2)
θ1
, ϑ
(2)
θ2
, ϑ
(3)
θ1
= ϑ
(3)
θ2
),
and ϑ(i)θ1 , ϑ
(i)
θ2
are the corresponding components of the morphisms
ϑprincθ1 : VinS
princ
θ1,X
↪→ GrG,X ×
X
GrG,X × A1, ϑprincθ2 : VinS
princ
θ2,X
↪→ GrG,X ×
X
GrG,X × A1.
b) The restriction of the morphism ϑprincθ1,θ2 of the families over X
2×A1 to the closed subvariety
∆X × A1 ⊂ X2 × A1 is isomorphic to
VinSprincθ1+θ2,X
&&
ϑprincθ1,θ2
|(∆X×A1) // GrG,X ×
X
GrG,X × A1
vv
∆X × A1
where the morphism (ϑprincθ1,θ2)|∆X×A1 coincides with the morphism ϑ
princ
θ1+θ2
.
Proof. It follows from Proposition 3.6. 
Corollary 4.15. Under the identifications of Lemma 4.14, Proposition 4.1 we have
a) ((P˜ ?
X
Q˜)θ1,θ2)((x,x),0)|(Tµ∩Sθ1+θ2 )×Sµ = C (P ? Q)µ for x ∈ X.
b) ((P˜ ?
X
Q˜)θ1,θ2)((x,y),0)|((Tµ1∩Sθ1 )×(Tµ2∩Sθ2 ))×Sµ1×Sµ2 = C C Pµ1  Qµ2 for (x, y) ∈ U .
c) ((P˜ ?
X
Q˜)θ1,θ2)((x,x),1) = (P ? Q)θ1+θ2 for x ∈ X.
d) ((P˜ ?
X
Q˜)θ1,θ2)((x,y),1) = Pθ1  Qθ2 for (x, y) ∈ U .
4.iii(b). Proof of compatibility with the tensor structure. Let us fix two distinct points x, y ∈ X.
Let us consider the cospecialization morphism
H
〈2ρ∨,θ1+θ2〉
c ((VinS
princ
θ1,θ2
)((x,x),0), ((P˜ ?
X
Q˜)θ1,θ2)((x,x),0))

H
〈2ρ∨,θ1+θ2〉
c ((VinS
princ
θ1,θ2
)((x,y),1), ((P˜ ?
X
Q˜)θ1,θ2)((x,y),1))
from the point ((x, x), 0) to the point ((x, y), 1). It may be obtained in two ways: by first
cospecializing from ((x, x), 0) to ((x, x), 1) and then to ((x, y), 1) or first cospecializing from
((x, x), 0) to ((x, y), 0) and then to ((x, y), 1). For ν1, ν2 ∈ Λ, let pν1,ν2 : (V ⊗ W )ν1+ν2 
Vν1 ⊗Wν2 be the natural projection. Using Corollary 4.15 and Lemma 4.14 we see that the
following diagram commutes:
Aθ1+θ2−µ ⊗ (V ⊗W )µ
actV⊗W //
⊕∆µ1,µ2⊗pθ1−µ1,θ2−µ2

(V ⊗W )θ1+θ2
pθ1,θ2
⊕
µ1+µ2=θ1+θ2−µ
Aµ1 ⊗Aµ2 ⊗ Vθ1−µ1 ⊗Wθ2−µ2
(actV ⊗ actW )◦(Id⊗τ⊗Id) // Vθ1 ⊗Wθ2
.
Summing over all θ1, θ2, µ ∈ Λ such that µ ≤ θ1 + θ2 we get the diagram (4.13).
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Lemma 4.16. Let us fix θ ∈ Λ+, a ∈ Aθ \ {0}. There exists ν ∈ Λ+ such that the operator
actV ν (a) is nonzero.
Proof. It follows from [BFGM, Proposition 6.4] that there exists λ ∈ Λ+ such that Sθ−λ ∩T−λ
is contained inside Gr−w0(λ)G ∩Sθ−λ. It follows that V −w0(λ)−λ+θ = H〈2ρ
∨,θ〉
c (Gr
−w0(λ)
G ∩Sθ−λ,C) em-
beds into Aθ = H
〈2ρ∨,θ〉
c (Sθ−λ∩T−λ,C). Thus the vertical arrows of the following commutative
diagram are embeddings:
(4.17) Aθ ⊗ V −w0(λ)−λ
act
V−w0(λ) //

V
−w0(λ)
−λ+θ

Aθ ⊗A0 m // Aθ.
Commutativity of the diagram (4.17) follows from the definitions of act,m using the identi-
fications Sθ−λ ∩ T−λ ' Sθ ∩ T 0, Yθ ' Yθ−λ,−λ (see Lemma 3.16) and the natural closed
embedding Y
θ−λ,−λ
↪→ VinSθ−λ. Note that m(a ⊗ 1) = a is nonzero. It follows that the
operator actV −w0(λ)(a) is nonzero. 
4.iv. Schieder conjecture. According to [S4, Question 6.6.1], the bialgebra A is expected to
be isomorphic to the universal enveloping algebra U(n∨). We will construct such an isomor-
phism.
Corollary 4.18. Schieder bialgebra A is isomorphic to U(n∨).
Proof. Let Aprim ⊂ A stand for the subspace of primitive elements equipped with the natural
structure of Lie algebra. We will denote this Lie algebra a. We have a canonical morphism
 : U(a) → A. We have to check that  is an isomorphism and to construct an isomorphism
ε : a ∼−→ n∨. According to §4.iii, a acts on the fiber functor H•(GrG, •) : PervGO(GrG)→ Vect,
and hence we obtain a homomorphism of Lie algebras a → g∨ (to this end, following [D], we
consider the Spec(C[x]/x2)-points of the automorphisms scheme of the fiber functor). This
homomorphism clearly lands into n∨ ⊂ g∨ (see 4.i(a)). This is the desired homomorphism ε.
The vector space Aprim was computed in [FFKM, Proposition 4.2]: it is a direct sum of lines⊕
α∈R+ A
prim
α . Note that while the definition of algebra structure on A in [FFKM] is different
from Schieder’s one 2.vi(c), the definitions of coalgebra structure on A in [FFKM] is manifestly
the same as Schieder’s one 2.vi(b). Thus the character of a =
⊕
α∈R+ aα coincides with the
character of n∨.
It follows from Lemma 4.16 that for i ∈ I, the action of aαi on the fiber functor is not
trivial, and hence ε(aαi) 6= 0, that is ε(aαi) = n∨αi . Since
⊕
i∈I n
∨
αi generates n
∨, we see that
ε is surjective. Since the characters of a and n∨ coincide, ε is an isomorphism. Since the
action of U(a) ' U(n∨) on the fiber functor is effective and factors through the action of A, we
conclude that  : U(a) → A is injective. One last comparison of characters shows that  is an
isomorphism, and hence U(n∨) ∼−→U(a) ∼−→A (the first arrow is ε−1, the second one is ). 
4.v. Comparison with the Ext-algebra of [FFKM]. There is another construction of the
algebra structure in A going back to [FFKM]. Let us denote it by A 3 a, b 7→ a ◦ b. In this
Section we identify this product with Schieder’s product.
Let us denote the shriek extension of the constant sheaf on Tν ∩ GrGλ by Rλν . As λ grows,
these sheaves form an inverse system, and we denote its inverse limit by Rν . By Braden’s
Theorem, Hom〈2ρ
∨,ν−µ〉(Rλν ,R
λ
µ) = H
〈2ρ∨,ν−µ〉(ι∗ν,−r
!
ν,−rµ,−,!C) = H〈2ρ
∨,ν−µ〉(ι!ν,+r
!
ν,+rµ,,!C) =
H
〈2ρ∨,ν−µ〉
c (Tµ∩Sν ∩GrλG). As λ grows, this compactly supported cohomology forms an inverse
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system that eventually stabilizes; the stable value will be denoted by Hom〈2ρ
∨,ν−µ〉(Rν ,Rµ) =
H
〈2ρ∨,ν−µ〉
c (Tµ ∩ Sν) = Aν−µ.
The composition of the above Ext’s defines the desired product (a ∈ Aθ1 , b ∈ Aθ2) 7→ a ◦ b ∈
Aθ1+θ2 . Furthermore, for P ∈ PervGO(GrG) we have Φν(P) = Hom〈2ρ
∨,ν〉(Rν ,P) (the RHS is
again defined as the limit of a direct system that eventually stabilizes to ι∗ν,−r!ν,−P). Hence the
composition of Ext’s also defines an action (a ∈ Aν−µ, φ ∈ Φµ(P))→ a ◦ φ ∈ Φν(P).
Lemma 4.19. (a) The ◦-product on A coincides with Schieder’s product m.
(b) The ◦-action of A on Φ coincides with the action of 4.i(a).
Proof. (a) follows from (b). To prove (b), due to the fact that Φµ is represented by Rµ, it suffices
to compare the two actions of Aν−µ on Id ∈ Φµ(Rµ). That is we have to check that the cospe-
cialization morphism 4.i(a) Aν−µ = Aν−µ ⊗ C = Aν−µ ⊗H0c (Sµ,Rµ) → H〈2ρ
∨,ν−µ〉
c (Sν ,Rµ) =
H
〈2ρ∨,ν−µ〉
c (Sν ∩Tµ) = H〈2ρ
∨,ν−µ〉
c (Sν ∩Tµ) = Aν−µ is the identity morphism. This follows from
the fact that the Drinfeld-Gaitsgory interpolation of Sν ∩ Tµ is trivial. 
4.vi. Integral form. Note that the bialgebra A comes equipped with a natural basis of fun-
damental classes of irreducible components of
◦
Zθ, and the structure constants of multiplication
in this basis belong to Z. Hence A acquires an integral form AZ. The algebra U(n∨) also has
the integral Chevalley-Kostant form U(n∨)Z, see e.g. [St, Chapter 2].
Proposition 4.20. The isomorphism U(n∨) ∼−→A of Corollary 4.18 induces an isomorphism
U(n∨) ⊃ U(n∨)Z ∼−→AZ ⊂ A.
Proof. We consider the perverse sheaves with integral coefficients I!(λ,Z) ∼−→ I!∗(λ,Z) of [BR,
Lemma 11.5]. The fiber functor applied to them gives the integral Weyl modules Φ(I!(λ,Z)) '
V λZ ∈ Rep(G∨Z ). These are free Z-modules with the bases given by the fundamental classes of
the irreducible components of GrλG ∩ Sν , see [BR, Proposition 11.1]. For a fixed θ ∈ Λ+, and a
dominant coweight λ 0, the action of A on the fundamental class of Grλ ∩Sw0(λ) induces an
isomorphism of the weight spaces Aθ ∼−→Φθ+w0λ(IC(GrλG)) ' V λθ+w0λ. Moreover, it follows from
the proof of Lemma 4.16 that this isomorphism respects the integral forms: AZ,θ ∼−→V λZ,θ+w0λ.
However, according to [St, Corollary 1 of Theorem 2], the action of U(n∨) on the lowest weight
vector of V λZ also induces an isomorphism of the weight spaces respecting the integral forms
U(n∨)Z,θ
∼−→V λZ,θ+w0λ.
The proposition follows. 
5. Arbitrary reductive groups and symmetric Kac-Moody Lie algebras
5.i. Configurations. In general, we may have Λ+ :=
⊕
i∈I Nαi $ Λ≥0 := {α ∈ Λ : 〈λ∨, α〉 ≥
0 ∀λ∨ ∈ Λ∨+}. It happens e.g. for G = PGL2. Recall that for θ ∈ Λ≥0, a point D ∈ Xθ is a
collection of effective divisors Dλ∨ ∈ X(〈λ∨,θ〉) for λ ∈ Λ∨+ such that for every λ∨1, λ∨2 ∈ Λ∨+ we
have Dλ∨1 +Dλ∨2 = Dλ∨1+λ∨2 . For θ =
∑
i∈I
niαi ∈ Λ+ we define X(θ) =
∏
i∈I
X(ni). We have a closed
(“diagonal”) embedding X(θ) ↪→ Xθ (it fails to be an isomorphism e.g. for G = PGL2).
The complement Xθ \X(θ) accounts for some undesirable components of VinBunG if we use
the naive definition for arbitrary G. The reason lies in the “bad” components of BunB . Schieder
explains in [S1, §7] how to get rid of the “bad” components using a central extension
(5.1) 1→ Z→ Ĝ→ G→ 1
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such that Z is a (connected) central torus in Ĝ, and the derived subgroup [Ĝ, Ĝ] ⊂ Ĝ is simply
connected. The same remedy works in our setup.
5.ii. Example for G = PGL2. We identify Λ with Z, so that the simple root α corresponds
to 2. We have Λ+ = 2N, Λ≥0 = N. Let X = P1 with homogeneous coordinates x, y. We
identify G = PGL2 = SO3 and consider the fiber B of Bun1B over the G-bundle V = O(−1) ⊕
O ⊕ O(1) (with the evident symmetric self-pairing V ⊗ V → O). In other words, B is the
projectivization of Hom0(O(−1),V), where Hom0 is formed by the isotropic homomorphisms.
Thus Hom0(O(−1),V) = {(P0, P1, P2) : P0P2−P 21 = 0}, where Pi is a homogeneous polynomial
in x, y of degree i. Clearly, Hom0(O(−1),V) consists of 2 irreducible 3-dimensional components:
the first one given by P0 = P1 = 0, and the second one given by (away from the first one)
P0 6= 0, P2 = P 21P−10 . We denote the projectivization of the first (resp. second) component by
Bbad (resp. Bgood).
We also consider the “shifted zastava” space Z1,−1: the open part of B formed by those
O(−1) ↪→ V whose composition with the projection V  O(1) is nonzero. In other words,
it is given by the condition P2 6= 0. The factorization projection Z1,−1 → Xα is given by
(P0, P1, P2) 7→ P2. We see that Z1,−1bad projects isomorphically onto Xα, while Z1,−1good projects
onto X(α) ↪→ Xα.
The existence of “bad” components in the zastava spaces implies the existence of “bad”
components in the local models Y θ of §2.v(c), and hence the existence of “bad” components in
VinBunG.
5.iii. Modified constructions. Let us redenote BunB by BunnaiveB . In order to get rid of the
“bad” components of BunnaiveB , Schieder modified the definition as
BunB := Mapsgen(X,G\Ĝ/N/T̂ ⊃ G\(Ĝ/N)/T̂ = pt/B),
where Ĝ is chosen as in (5.1), and 1 → Z → T˜ → T → 1 is the corresponding extension of
Cartan tori. Schieder proved that BunB is canonically independent of the choice of central
extension (5.1), i.e. BunB is well defined. Note also that G\Ĝ/N/T̂ = G\(Ĝ/N/Z)/T .
Following Schieder, we modify Definition 2.7 of VinnaiveG as VinG := VinG˜ /Z. Accordingly,
we modify Definition 2.13 of VinBunnaiveG as
VinBunG := Mapsgen(X,VinG /(G×G) ⊃ 0VinG /(G×G))
(instead of Mapsgen(X,Vin
naive
G /(G×G) ⊃ 0VinnaiveG /(G×G))).
With this understanding, the definition of VinGrG,Xn of §3.i(f) stays intact, as well as the
construction of the action of Schieder bialgebra A on the geometric Satake fiber functor.
5.iv. A Coulomb branch construction. In case G is almost simple simply laced, the relative
compactification Zθ ⊃ Zθ [G, §7.2] of zastava space for X = A1 was constructed in [BFN,
Remark 3.7] in the course of study of Coulomb branches of 3d N = 4 supersymmetric quiver
gauge theories. The diagonal fibers of the factorization morphism pi : Zθ → A(θ) are identified
with Zθ,0 = Sθ ∩ T 0, see Remark 2.21. The construction of [BFN] proceeds in terms of θ-
dimensional representations of the Dynkin graph Q of G equipped with an orientation. Given
an arbitrary quiver Q with a set Q0 of vertices and without loop edges, and a dimension
vector θ ∈ NQ0 , this construction produces an affine scheme pi : ZθgQ → A(θ) and its relative
projectivization pi : ZθgQ → A(θ). Here we denote by gQ the corresponding symmetric Kac-
Moody algebra, and we expect ZθgQ (resp. Z
θ
gQ) to play the role of (compactified) zastava space
for gQ (cf. [BFN, Remark 3.26.(1)]). In particular, we hope that pi, pi enjoy the factorization
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property, and dimZθgQ = dimZ
θ
gQ = |θ|, where ZθgQ (resp. ZθgQ) stands for the diagonal fiber
pi−1(θ · 0) (resp. pi−1(θ · 0)).
Furthermore, the construction of [BFN, Remark 3.2] equips ZθgQ and Z
θ
gQ with an action of
the Cartan torus TQ = SpecC[ZQ0 ]. We expect the set of TQ-fixed points in ZθgQ to be discrete
and parametrized by {γ ∈ NQ0 : γ ≤ θ}. Instead of TQ-action we will consider a C×-action
arising from a regular cocharacter C× → TQ. We expect the attractor (resp. repellent) to a
point γ to be isomorphic to Zθ−γgQ (resp. Z
γ
gQ).
Finally, we define AQθ := H
2|θ|
c (ZθgQ), and A
Q :=
⊕
θ∈NQ0 A
Q
θ . It is equipped with a bialgebra
structure: a comultiplication arising from factorization as in §2.vi(b), and a multiplication aris-
ing from the Drinfeld-Gaitsgory interpolation associated to the above C×-action as in §2.vi(c).
We conjecture that AQ is isomorphic to U(g+Q).
Appendix A. Proofs of Propositions 2.16 and 3.17
By Dennis Gaitsgory
A.i. Proof of Proposition 2.16. We will need two lemmas.
Lemma A.1. Let Z → Z ′ be a morphism of affine schemes, equipped with actions of algebraic
groups H and H ′, compatible under a surjective homomorphism H → H ′ with finite kernel that
lies in the center of H. Let 0Z ′ ⊂ Z ′ be an open H ′-invariant subscheme, and let 0Z ⊂ Z be
its preimage. Assume that the morphism 0Z → 0Z ′ is finite. Then the resulting morphism
b : Mapsgen(X,Z/H ⊃ 0Z/H)→ Mapsgen(X,Z ′/H ′ ⊃ 0Z ′/H ′)
is finite.
Warning: Note the morphism b is not necessarily schematic; rather its base change by a scheme
yields a Deligne-Mumford stack. However, the notion of finiteness makes sense in this context
as well: finite means proper + finite fibers over geometric points.
Proof. It is easy to see that b is quasi-finite (i.e., every geometric point has a finite preimage).
Hence, it suffices to show that it is proper.
The morphism b is the composition of the morphisms
Mapsgen(X,Z/H ⊃ 0Z/H)→ Mapsgen(X,Z ′/H ⊃ 0Z ′/H)→ Mapsgen(X,Z ′/H ′ ⊃ 0Z ′/H ′).
The first of these morphisms is schematic, and the second is not. We will show that both
these morphisms are proper.
First we check that Mapsgen(X,Z/H ⊃ 0Z/H) → Mapsgen(X,Z ′/H ⊃ 0Z ′/H) is proper.
We will do so by checking the valuative criterion.
Denote by ξ the generic point of X. Let D be the spectrum of a discrete valuation ring, and
let
◦
D ⊂ D be the spectrum of its fraction field. Given a square
◦
D×X −−−−→ Z/Hy y
D×X −−−−→ Z ′/H
such that the composition D × ξ → D × X → Z ′/H factors through the open embedding
0Z
′/H ↪→ Z ′/H, we have to lift D×X → Z ′/H to a morphism D×X → Z/H.
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A morphism
◦
D×X → Z/H (resp. D×X → Z ′/H) is the same as an H-bundle
◦
F on
◦
D×X
(resp. F on D ×X) and an H-equivariant morphism
◦
F → Z (resp. F → Z ′). Thus we have a
square
◦
F −−−−→ Zy y
F −−−−→ Z ′
such that the composition
(A.2) F|D×ξ → F → Z ′
factors through the open embedding 0Z ′ ↪→ Z ′ and we have to lift F → Z ′ to an H-equivariant
morphism F → Z.
We now use the assumption that 0Z → 0Z ′ is proper. This implies that the morphism
0Z/H → 0Z ′/H is proper. Since D × ξ is the spectrum of a DVR with generic point
◦
D × ξ,
in the diagram
◦
D× ξ −−−−→ Z/Hy y
D× ξ −−−−→ Z ′/H,
the map D × ξ → Z ′/H lifts to a map D × ξ → Z/H. Hence, the morphism (A.2) lifts to an
H-equivariant morphism F|D×ξ → 0Z.
Thus we obtain an H-equivariant morphism from an open subset F|U ⊂ F to Z, such that
codimF(F|(D×X)\U ) = 2. Since Z is affine and F is normal, this morphism extends to the whole
of F.
It remains to show that the morphism
Mapsgen(X,Z
′/H ⊃ 0Z ′/H)→ Mapsgen(X,Z ′/H ′ ⊃ 0Z ′/H ′)
is proper. It suffices to check that the morphism Maps(X,Z ′/H)→ Maps(X,Z ′/H ′) is proper.
Indeed, the following diagram is Cartesian:
Maps(X,Z ′/H) −−−−→ Maps(X,Z ′/H ′)y y
BunH −−−−→ BunH′
so the desired properness of Maps(X,Z ′/H)→ Maps(X,Z ′/H ′) follows from the properness of
the morphism BunH → BunH′ . (Note, however, that the latter morphism is not schematic; its
fibers are isomorphic to Bunker(H→H′).)

For Λ∨+ 3 λ∨ ≤ µ∨ ∈ Λ∨, we denote by V λ∨,µ∨ the irreducible representation of VinG such
that V λ
∨,µ∨ |G coincides with V λ∨ , and the center ZGenh = T acts on V λ
∨,µ∨ via the character µ∨.
Let λ∨j ∈ Λ∨+, j ∈ J be a collection of dominant weights that generate Λ∨⊗Q. We have a natural
morphism ω : VinG →
∏
j∈J
End(V λ
∨
j ,λ
∨
j ). Note that the preimage ω−1(
∏
j∈J
(End(V λ
∨
j ,λ
∨
j ) \ {0}))
is exactly 0VinG. We denote by 0ω the restriction of ω to 0VinG.
Lemma A.3. The morphism 0ω : 0VinG →
∏
j∈J
(End(V λ
∨
j ,λ
∨
j ) \ {0}) is finite.
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Proof. It follows from the Tannakian description of VinG of §2.ii(h) that the morphism 0ω is
quasi-finite. Hence, it is enough to show that it is proper. We have the action T y VinG as
in §2.ii(b). We also have the action of a torus T ′ :=
∏
j∈J
C× on
∏
j∈J
End(V λ
∨
j ,λ
∨
j ) via dilations.
The morphism T  T ′ given by t 7→ ∏
j∈J
λ∨j(t) defines an action of T on
∏
j∈J
End(V λ
∨
j ,λ
∨
j ). The
morphism ω is T -equivariant. The following diagram is cartesian:
0VinG
0ω−−−−→ ∏
j∈J
(End(V λ
∨
j ,λ
∨
j ) \ {0})y y
0VinG /T
0ω/T−−−−→ (∏
j∈J
(End(V λ
∨
j ,λ
∨
j ) \ {0}))/T.
Note that 0VinG /T is proper, while (
∏
j∈J
(End(V λ
∨
j ,λ
∨
j ) \ {0}))/T is separated (as the stack
quotient of a smooth scheme
∏
j∈J
PEnd(V λ
∨
j ,λ
∨
j ) by a finite group Ker(T → T ′)). Hence the
morphism 0ω/T is proper, and thus the morphism 0ω is proper. 
Now we are in a position to finish the proof of Proposition 2.16. We apply Lemma A.1 to Z :=
VinG, Z ′ :=
∏
j∈J
End(V λ
∨
j ,λ
∨
j ), H := G×G×T , H ′ := G×G×T ′, 0Z ′ :=
∏
j∈J
(End(V λ
∨
j ,λ
∨
j )\{0}).
Note that the preimage ω−1(0Z ′) = 0Z coincides with 0VinG. It follows from Lemma A.3
that the morphism
0ω : 0VinG = 0Z → 0Z ′ =
∏
1≤i≤r
(End(V λ
∨
j ,λ
∨
j ) \ {0})
is finite. So to show that the stack BunG is proper over BunG×BunG it is enough to prove the
properness of the stack
Mapsgen(X,
∏
j∈J
End(V λ
∨
j ,λ
∨
j )/(G×G× T ′) ⊃
∏
j∈J
(End(V λ
∨
j ,λ
∨
j ) \ {0})/(G×G× T ′))
over BunG×BunG. Since
∏
j∈J
(End(V λ
∨
j ,λ
∨
j ) \ {0})/T ′ ' ∏
j∈J
PEnd(V λ
∨
j ,λ
∨
j ), It follows that the
stack in question is isomorphic to the stack of quasi-maps from X to
∏
j∈J
PEnd(V λ
∨
j ,λ
∨
j )/(G×G)
which is known to be proper over BunG×BunG. Proposition 2.16 is proved.
A.ii. Proof of Proposition 3.17. The family 0VinGr
princ
G,x can be identified with the following
fibre product:
MapsA1(X × A1, 0VinprincG /(G×G)) ×
MapsA1 ((X\{x})×A1, 0VinprincG /(G×G))
A1.
Let us consider the following C×-action on the group G:
c 7→ (g 7→ 2ρ(c) · g · 2ρ(c−1), c ∈ C×, g ∈ G.
Let us denote by G˜ → A1 the corresponding Drinfeld-Gaitsgory interpolation. Note that G˜ is
a group scheme over A1. It follows from [DG1, §2.4, D.6] that the stack 0VinprincG /(G×G) over
A1 is isomorphic to the stack A1/G˜ over A1. Thus the family 0VinGrprincG,x is identified with
MapsA1(X × A1,A1/G˜) ×
MapsA1 ((X\{x})×A1,A1/G˜)
A1.
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Let us denote this family by GrG˜. Note that GrG˜ is the affine Grassmannian for the group-
scheme G˜ over A1.
Let us construct the sought-for morphism of ind-schemes over A1:
(A.4) η : GrG˜ → G˜rG.
We first construct a morphism of (pre)stacks over A1:
(A.5) α : A1/G˜→ MapsA1(X,A1/G)C
×
.
We start with the evaluation morphism of group-schemes over A1
X ×
A1
G˜→ A1 ×G,
which gives rise to a map of stacks over A1:
a : X ×
A1
(A1/G˜)→ A1 × (pt/G).
Note that the above morphism a is C×-equivariant with respect to the C×-action on X×
A1
(A1/G˜)
via the action of C× on X and trivial action on A1 × (pt/G). Hence, it defines a point of
MapsA1(X ×A1 (A
1/G˜),A1/G)C
× ' MapsA1(A1/G˜,MapsA1(X,A1/G)C
×
),
i.e., we obtain a map of (pre)stacks over A1:
A1/G˜→ MapsA1(X,A1/G)C
×
,
which is the desired α.
From α we obtain the morphism
GrG˜ = MapsA1(X × A1,A1/G˜) ×
MapsA1 ((X\{x})×A1,A1/G˜)
A1 α→
→ MapsA1(X × A1,MapsA1(X,A1/G)C
×
) ×
MapsA1 ((X\{x})×A1,MapsA1 (X,A1/G)C× )
A1 '
' MapsA1(X,MapsA1(X × A1,A1/G))C
× ×
MapsA1 (X,MapsA1 ((X\{x})×A1,A1/G))C×
A1 = G˜rG.
This is the desired morphism η in (A.4). The diagram (3.18) is commutative by construction.
Note that the composition
GrG˜
η−→ G˜rG γ−→ GrG ×GrG × A1
coincides with the restriction of the morphism ϑ : VinGrprincG,x → GrG × GrG × A1 to the open
ind-subscheme 0VinGr
princ
G,x ' GrG˜. Note that the morphism γ ◦ η : GrG˜ → GrG ×GrG × A1 =
GrG×G×A1 also coincides with the morphism induced by the closed embedding G˜ ↪→ G×G×A1
of group schemes over A1.
It follows from Lemma 3.7 that the morphism γ ◦ η is a locally closed embedding. The
morphism γ is a locally closed embedding by [DG1, §2.5.11]. So the morphism η is a locally
closed embedding. It follows from Remark 3.14, §3.i(b) and §3.ii(e), §3.ii(d) that the morphism
η is bijective on the level of C-points. Thus η is an isomorphism between the corresponding
reduced ind-schemes.
To show that η is an isomorphism of ind-schemes let us note that the ind-scheme GrG˜ is
formally smooth over A1 and the morphism η induces the isomorphism between scheme fibers
of the families GrG˜ and G˜rG over A
1.
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Proposition 3.17 is proved.
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