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Abstract. Correlation Clustering is an elegant model that captures fun-
damental graph cut problems such as Min s − t Cut, Multiway Cut, and
Multicut, extensively studied in combinatorial optimization. Here, we are
given a graph with edges labeled + or − and the goal is to produce a
clustering that agrees with the labels as much as possible: + edges within
clusters and − edges across clusters. The classical approach towards Cor-
relation Clustering (and other graph cut problems) is to optimize a global
objective. We depart from this and study local objectives: minimizing the
maximum number of disagreements for edges incident on a single node,
and the analogous max min agreements objective. This naturally gives
rise to a family of basic min-max graph cut problems. A prototypical rep-
resentative is Min Max s− t Cut: find an s− t cut minimizing the largest
number of cut edges incident on any node. We present the following re-
sults: (1) an O(
√
n)-approximation for the problem of minimizing the
maximum total weight of disagreement edges incident on any node (thus
providing the first known approximation for the above family of min-max
graph cut problems), (2) a remarkably simple 7-approximation for mini-
mizing local disagreements in complete graphs (improving upon the pre-
vious best known approximation of 48), and (3) a 1/(2+ε)-approximation
for maximizing the minimum total weight of agreement edges incident on
any node, hence improving upon the 1/(4+ε)-approximation that follows
from the study of approximate pure Nash equilibria in cut and party
affiliation games.
Keywords: Approximation Algorithms, Graph Cuts, Correlation Clus-
tering, Linear Programming
1 Introduction
Graph cuts are extensively studied in combinatorial optimization, including fun-
damental problems such as Min s− t Cut, Multiway Cut, and Multicut. Typically,
given an undirected graph G = (V,E) equipped with non-negative edge weights
c : E → R+ the goal is to find a constrained partition S = {S1, . . . , S`} of V
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Award
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minimizing the total weight of edges crossing between different clusters of S. e.g.,
in Min s− t Cut, S has two clusters, one containing s and the other containing
t. Similarly, in Multiway Cut, S consists of k clusters each containing exactly one
of k given special vertices t1, . . . , tk. In Multicut, the clusters of S must separate
k given pairs of special vertices {si, ti}ki=1.
The elegant model of Correlation Clustering captures all of the above funda-
mental graph cut problems, and was first introduced by Bansal et al. [5] more
than a decade ago. In Correlation Clustering, we are given an undirected graph
G = (V,E) equipped with non-negative edge weights c : E → R+. Additionally,
E is partitioned into E+ and E−, where edges in E+ (E−) are considered to be
labeled as + (−). The goal is to find a partition of V into an arbitrary number
of clusters S = {S1, . . . , S`} that agrees with the edges’ labeling as much as
possible: the endpoints of + edges are supposed to be placed in the same cluster
and endpoints of − edges in different clusters. Typically, the objective is to find
a clustering that minimizes the total weight of misclassified edges. This models,
e.g., Min s − t Cut, since one can label all edges in G with +, and add (s, t) to
E with a label of − and set its weight to cs,t = ∞ (Multiway Cut and Multicut
are modeled in a similar manner).
Correlation Clustering has been studied extensively for more than a decade
[1,2,9,10,13,26]. In addition to the simplicity and elegance of the model, its study
is also motivated by a wide range of practical applications: image segmentation
[26], clustering gene expression patterns [3,7], cross-lingual link detection [25],
and the aggregation of inconsistent information [15], to name a few (refer to the
survey [26] and the references therein for additional details).
Departing from the classical global objective approach towards Correlation
Clustering, we consider a broader class of objectives that allow us to bound
the number of misclassified edges incident on any node (or alternatively edges
classified correctly). We refer to this class as Correlation Clustering with local
guarantees. First introduced by Puleo and Milenkovic [20], Correlation Clustering
with local guarantees naturally arises in settings such as community detection
without antagonists, i.e., objects that are inconsistent with large parts of their
community, and has found applications in diverse areas, e.g., recommender sys-
tems, bioinformatics, and social sciences [11,18,20,24].
Local Minimization of Disagreements and Graph Cuts: A prototypical
example when considering minimization of disagreements with local guarantees
is the Min Max Disagreements problem, whose goal is to find a clustering that
minimizes the maximum total weight of misclassified edges incident on any node.
Formally, given a partition S = {S1, . . . , S`} of V , for u ∈ Si, define:
disagreeS(u) ,
∑
v/∈Si:(u,v)∈E+
cu,v +
∑
v∈Si:(u,v)∈E−
cu,v .
The objective of Min Max Disagreements is: minS maxu∈V {disagreeS(u)}. This
is NP-hard even on complete unweighted graphs and approximations are known
for only a few special cases [20]. No approximation is known for general graphs.
Just as minimization of total disagreements in Correlation Clustering models
fundamental graph cut problems, Min Max Disagreements gives rise to a variety
of basic min-max graph cut problems. A natural problem here is Min Max s− t
Cut: Its input is identical to that of Min s − t Cut, however its objective is
to find an s − t cut (S, S) minimizing the total weight of cut edges incident
on any node: minS⊆V :s∈S,t/∈S maxu∈V {
∑
v:(u,v)∈δ(S) cu,v}.3 Despite the fact that
Min Max s − t Cut is a natural graph cut problem, no approximation is known
for it. Min Max Disagreements also gives rise to Min Max Multiway Cut and Min
Max Multicut, defined similarly; no approximation is known for these. One of our
goals is to highlight this family of min-max graph cut problems which we believe
deserve further study. Other graph cut problems were studied from the min-max
perspective, e.g., [6,22]. However, the goal there is to find a constrained partition
that minimizes the total weight of cut edges incident on any cluster (as opposed
to incident on any node).
Min Max Disagreements is a special case of the more general Min Local Dis-
agreements problem. Given a clustering S, consider the vector of all disagreement
values disagreeS(V ) ∈ RV+, where (disagreeS(V ))u = disagreeS(u) ∀u ∈ V . The
objective of Min Local Disagreements is to find a partition S that minimizes
f(disagreeS(V )) for a given function f . For example, if f is the max function Min
Local Disagreements reduces to Min Max Disagreements, and if f is the summation
function Min Local Disagreements reduces to the classic objective of minimizing
total disagreements.
Local Maximization of Agreements: Another natural objective of Correla-
tion Clustering is that of maximizing the total weight of edges correctly classified
[5,23]. A prototypical example for local guarantees is Max Min Agreements, i.e.
finding a clustering that maximizes the minimum total weight of correctly clas-
sified edges incident on any node. Formally, given a partition S = {S1, . . . , S`}
of V , for u ∈ Si, define:
agreeS(u) ,
∑
v∈Si:(u,v)∈E+
cu,v +
∑
v/∈Si:(u,v)∈E−
cu,v .
The objective of Max Min Agreements is: maxS minu∈V {agreeS(u)}.
This is a special case of the more general Max Local Agreements problem.
Given a clustering S, consider the vector of all agreement values agreeS(V ) ∈
RV+, where (agreeS(V ))u = agreeS(u) ∀u ∈ V . The objective of Max Local
Agreements is to find a partition S that maximizes g(agreeS(V )) for a given
function g. For example, if g is the min function Max Local Agreements reduces
to Max Min Agreements, and if g is the summation function Max Local Agreements
reduces to the classic objective of maximizing total agreements.
Max Local Agreements is closely related to the computation of local optima
for Max Cut, and the computation of pure Nash equilibria in cut and party
affiliation games [4,8,12,14,21] (a well studied special class of potential games
[19]). In the setting of party affiliation games, each node of G is a player that
3 δ(S) denotes the collection of edges crossing the cut (S, S).
can choose one of two sides of a cut. The player’s payoff is the total weight of
edges incident on it that are classified correctly. It is well known that such games
admit a pure Nash equilibria via the best response dynamics (also known as Nash
dynamics), and that each such pure Nash equilibrium is a (1/2)-approximation
for Max Local Agreements. Unfortunately, in general the computation of a pure
Nash equilibria in cut and party affiliation games is PLS-complete [17], and thus
it is widely believed no polynomial time algorithm exists for solving this task.
Nonetheless, one can apply the algorithm of Bhalgat et al. [8] for finding an
approximate pure Nash equilibrium and obtain a 1/(4+ε)-approximation for Max
Local Agreements (for any constant ε > 0). This approximation is also the best
known for the special case of Max Min Agreements.
Our Results: Focusing first on Min Max Disagreements on general graphs we
prove that both the natural LP and SDP relaxations admit a large integral-
ity gap of n/2. Nonetheless, we present an O(
√
n)-approximation for Min Max
Disagreements, bypassing the above integrality gaps.
Theorem 1. The natural LP and SDP relaxations for Min Max Disagreements
have an integrality gap of n/2.
Theorem 2. Min Max Disagreements admits an O(
√
n)-approximation for gen-
eral weighted graphs.
Since Min Max s−t Cut, along with Min Max Multiway Cut and Min Max Multicut,
are a special case of Min Max Disagreements, Theorem 2 applies to them as well,
thus providing the first known approximation for this family of cut problems.4
When considering the more general Min Local Disagreements problem, we
present a remarkably simple approach that achieves an improved approximation
of 7 for both complete graphs and complete bipartite graphs (where disagree-
ments are measured w.r.t one side only). This improves upon and simplifies [20]
who presented an approximation of 48 for the former and 10 for the latter.
Theorem 3. Min Local Disagreements admits a 7-approximation for complete
graphs.
where f is required to satisfy the following three conditions: (1) for any x,y ∈ RV+
if x ≤ y then f(x) ≤ f(y) (monotonicity), (2) f(αx) ≤ αf(x) for any α ≥ 0
and x ∈ RV+ (scaling), and (3) f is convex.
Theorem 4. Min Local Disagreements admits a 7-approximation for complete
bipartite graphs where disagreements are measured w.r.t. one side of the graph.
where f is required to satisfy the following three conditions: (1) for any x,y ∈ RV+
if x ≤ y then f(x) ≤ f(y) (monotonicity), (2) f(αx) ≤ αf(x) for any α ≥ 0
and x ∈ RV+ (scaling), and (3) f is convex.
Focusing on local maximization of agreements, we present a 1/(2+ε) approx-
imation for Max Min Agreements without any assumption on the edge weights.
4 Theorem 1 can be easily adapted to apply also for Min Max s − t Cut, Min Max
Multiway Cut, and Min Max Multicut, resulting in a gap of (n−1)/2.
This improves upon the previous known 1/(4+ε)-approximation that follows from
the computation of approximate pure Nash equilibria in party affiliation games
[8]. As before, we show that both the natural LP and SDP relaxations for Max
Min Agreements have a large integrality gap of n2(n−1) .
Theorem 5. For any ε > 0, Max Min Agreements admits a 1/(2+ε)-approximation
for general weighted graphs, where the running time of the algorithm is poly(n, 1/ε).
Theorem 6. The natural LP and SDP relaxations for Max Min Agreements have
an integrality gap of n2(n−1) .
Table 1: Results for Correlation Clustering with local guarantees.
Problem Input Graph
Approximation
This Work Previous Work
Min Local Disagreements
complete 7 48 [20]
complete bipartite (one sided) 7 10 [20]
Min Max Disagreements general weighted O(
√
n) −
Min Max s− t Cut
general weighted O(
√
n) −Min Max Multiway Cut
Min Max Multicut
Max Min Agreements general weighted 1/(2+ε) 1/(4+ε) [8]
Our main algorithmic results are summarized in Table 1.
Approach and Techniques: The non-linear nature of Correlation Clustering
with local guarantees makes problems in this family much harder to approximate
than Correlation Clustering with classic global objectives.
Firstly, LP and SDP relaxations are not always useful when considering local
objectives. For example, the natural LP relaxation for the global objective of
minimizing total disagreements on general graphs has a bounded integrality gap
of O(log n) [9,13,16]. However, we prove that for its local objective counterpart,
i.e., Min Max Disagreements, both the natural LP and SDP relaxations have
a huge integrality gap of n/2 (Theorem 1). To overcome this our algorithm for
Min Max Disagreements on general weighted graphs uses a combination of the LP
lower bound and a combinatorial bound. Even though each of these bounds on its
own is bad, we prove that their combination suffices to obtain an approximation
of O(
√
n), thus bypassing the huge integrality gaps of n/2.
Secondly, randomization is inherently difficult to use for local guarantees,
while many of the algorithms for minimizing total disagreements, e.g., [1,2,10],
as well as maximizing total agreements, e.g., [23], are all randomized in nature.
The reason is that a bound on the expected weight of misclassified edges incident
on any node does not translate to a bound on the maximum of this quantity
over all nodes (similarly the expected weight of correctly classified edges incident
on any node does not translate to a bound on the minimum of this quantity
over all nodes). To overcome this difficulty, all the algorithms we present are
deterministic, e.g., for Min Local Disagreements we propose a new remarkably
simple method of clustering that greedily chooses a center node s∗ and cuts a
sphere of a fixed and predefined radius around s∗, and for Max Min Agreements
we present a new non-oblivious local search algorithm that runs on a graph with
modified edge weights and circumvents the need to compute approximate pure
Nash equilibria in party affiliation games.
Paper Organization: Section 3 contains the improved approximations for Min
Max Disagreements on general weighted graphs and for Min Local Disagreements
on complete and complete bipartite graphs (Theorems 2, 3, and 4), along with
the integrality gaps of the natural LP and SDP relaxations (Theorem 1). Section
4 contains the improved approximation for Max Min Agreements as well as the
integrality gaps of the natural LP and SDP relaxations (Theorems 5 and 6).
2 Preliminaries
We state the conditions required from both f and g in the definitions of Min
Local Disagreements and Max Local Agreements, respectively. f is required to
satisfy the following three conditions: (1) for any x,y ∈ RV+ if x ≤ y then
f(x) ≤ f(y) (monotonicity), (2) f(αx) ≤ αf(x) for any α ≥ 0 and x ∈ RV+
(scaling), and (3) f is convex. Whereas, g is required to satisfy the following two
conditions: (1) for any x,y ∈ RV+ if x ≤ y then g(x) ≤ g(y) (monotonicity), and
(2) g(αx) ≥ αg(x) for any α ≥ 0 and x ∈ RV+ (reverse scaling). Note that g is
not required to be concave.
3 Local Minimization of Disagreements and Graph Cuts
We consider the natural convex programming relaxation for Min Local Disagree-
ments. The relaxation imposes a metric d on the vertices of the graph. For each
node u ∈ V we have a variable D(u) denoting the total fractional disagreement
of edges incident on u. Additionally, we denote by D ∈ RV+ the vector of all
D(u) variables. Note that the relaxation is solvable in polynomial time since f
is convex.5
min f (D) (1)∑
v:(u,v)∈E+
cu,vd (u, v) +
∑
v:(u,v)∈E−
cu,v (1− d (u, v)) = D(u) ∀u ∈ V
d(u, v) + d(v, w) ≥ d(u,w) ∀u, v, w ∈ V
D(u) ≥ 0, 0 ≤ d(u, v) ≤ 1 ∀u, v ∈ V
5 The convexity of f is used only to show that relaxation (1) can be solved, and it is
not required in the rounding process.
For the special case of Min Max Disagreements, i.e., f is the max function, (1)
can be written as an LP. The proof of Theorem 1, which states that even for
the special case of Min Max Disagreements the above natural LP and in addition
the natural SDP both have a large integrality gap of n/2, appears in Appendix
A. We note that Theorem 1 also applies to Min Max s− t Cut, a further special
case of Min Max Disagreements.
3.1 Min Max Disagreements on General Weighted Graphs
Our algorithm for Min Max Disagreements on general weighted graphs cannot
rely solely on the the lower bound of the LP relaxation, since it admits an in-
tegrality gap of n/2 (Theorem 1). Thus, a different lower bound must be used.
Let cmax be the maximum weight of an edge that is misclassified in some op-
timal solution S∗. Clearly, cmax also serves as a lower bound on the value of
an optimal solution. Hence, we can mix these two lower bounds and choose
max {maxu∈V {D(u)} , cmax} to be the lower bound we use. Note that we can
assume w.l.o.g. that cmax is known to the algorithm, as one can simply execute
the algorithm for every possible value of cmax and return the best solution.
Our algorithm consists of two main phases. In the first we compute the LP
metric d but require additional constraints that ensure no heavy edge, i.e., an
edge e having ce > cmax, is (fractionally) misclassified by d. In the second phase,
we perform a careful layered clustering of an auxiliary graph consisting of all +
edges whose length in the metric d is short. At the heart of the analysis lies a
distinction between + edges whose length in the metric d is short and all other
edges. The contribution of the former is bounded using the combinatorial lower
bound, i.e., cmax, whereas the contribution of the latter is bounded using the
LP. Our algorithm also ensures that in the final clustering no heavy edge is
misclassified. Let us now elaborate on the two phases, before providing an exact
description of the algorithm (Algorithm 1).
Phase 1 (constrained metric computation): Denote by,
E+heavy , {e ∈ E+ : ce > cmax} and E−heavy , {e ∈ E− : ce > cmax}
the collection of all heavy + and− edges, respectively. We solve the LP relaxation
(1) (recall that f is the max function) while adding the following additional
constraints that ensure d does not (fractionally) misclassify heavy edges:
d(u, v) = 0 ∀e = (u, v) ∈ E+heavy (2)
d(u, v) = 1 ∀e = (u, v) ∈ E−heavy (3)
If no feasible solution exists then our current guess for cmax is incorrect.
Phase 2 (layered clustering): Denote the collections of + and − edges which
are almost classified correctly by d as E+bad , {e = (u, v) ∈ E+ : d(u, v) < 1/√n}
and E−bad , {e = (u, v) ∈ E− : d(u, v) > 1− 1/√n}, respectively. Intuitively, any
edge e /∈ E+bad ∪E−bad can use its length d to pay for its contribution to the cost,
regardless of what the output is. This is not the case with edges in E+bad and
E−bad, therefore all such edges are considered bad. Additionally, denote by E
+
0 ,
{e = (u, v) ∈ E+ : d(u, v) = 0} the collection of + edges for which d assigns a
length of 0.6
We design the algorithm so it ensures that no mistakes are made for edges in
E+0 and E
−
bad. However, the algorithm might make mistakes for edges in E
+
bad,
thus a careful analysis is required. To this end we consider the auxiliary graph
consisting of all edges in E+bad, i.e., G
+
bad ,
(
V,E+bad
)
, and equip it with the
distance function dist` defined as the shortest path metric with respect to the
length function ` : E+bad → {0, 1}:
`(e) ,
{
0 e ∈ E+0
1 e ∈ E+bad \ E+0
Assume E−bad contains k edges and denote the endpoints of the i
th edge by si
and ti. The algorithm partitions every connected component X of G
+
bad into
clusters as follows: as long as X contains si and ti for some i, we examine the
layers dist`(si, ·) defines and perform a carefully chosen level cut. This layered
clustering suffices as we can prove that our choice of a level cut ensures (1) no
mistakes are made for edges in E+0 and E
−
bad, and (2) the number of misclassified
edges from E+bad \ E+0 incident on any node is at most O(
√
n). This ends the
description of the second phase.
Algorithm 1: Layered Clustering (G = (V,E), cmax)
1: C ← ∅.
2: let d be a solution to LP (1) with the additional constraints (2) and (3)
3: for every connected component X in G+bad do
4: while X contains {si, ti} for some i do
5: ri ← dist`(si, ti) and Lij ← {u : dist`(si, u) = j} for every j = 0, 1, . . . , ri.
6: choose j∗ ≤ (√n−1)/2 s.t. |Lij∗ |, |Lij∗+1|, |Lij∗+2| ≤ 16
√
n.
7: S ← ∪j∗j=0Lij .
8: X ← X \ S and C ← C ∪ {S}.
9: end while
10: C ← C ∪ {X}.
11: end for
12: Output C.
Refer to Algorithm 1 for a precise description of the algorithm. The following
Lemma states that the distance between any {si, ti} pair with respect to the
metric dist` is large, its proof appears in Appendix B.
Lemma 1. For every i = 1, . . . , k, dist`(si, ti) >
√
n− 1.
6 Note that E+heavy ⊆ E+0 ⊆ E+bad and E−heavy ⊆ E−bad.
The following Lemma simply states that only a few layers could be too large,
its proof appears in Appendix C. It implies Corollary 1, whose proof appears in
Appendix D.
Lemma 2. For every i = 1, . . . , k, the number of layers Lij for which |Lij | >
16
√
n is at most
√
n/16.
Corollary 1. Algorithm 1 can always find j∗ as required.
Lemma 3 proves that no mistakes are made for edges in E+0 and E
−
bad, whereas
Lemma 4 bounds the number of misclassified edges from E+bad \ E+0 incident on
any node. Their proofs appear in Appendices E and F.
Lemma 3. Algorithm 1 never misclassifies edges in E+0 and E
−
bad.
Lemma 4. Let u ∈ V and S be the cluster in C Algorithm 1 assigned u to.
Then,
∣∣{e ∈ E+bad \ E+0 : e = (u, v), v /∈ S}∣∣ ≤ 48√n.
We are now ready to prove the main result, Theorem 2.
Proof (of Theorem 2). We prove that Algorithm 1 achieves an approximation
of 49
√
n. The proof considers edges according to their type: (1) E+0 and E
−
bad
edges, (2) E+bad \ E+0 edges, and (3) all other edges. It is worth noting that
the contribution of edges of type (2) is bounded using the combinatorial lower
bound, i.e., cmax, whereas the contribution of edges of type (3) is bounded using
the LP, i.e., D(u) for every node u ∈ V (as defined by the relaxation (1)).
First, consider edges of type (1). Lemma 3 implies Algorithm 1 does not
make any mistakes with respect to these edges, thus their contribution to the
value of the output C is always 0. Second, consider edges of type (2). Lemma 4
implies that every node u has at most 48
√
n edges of type (2) incident on it that
are classified incorrectly. Additionally, the weight of every edge of type (2) is at
most cmax since E
+
heavy ⊆ E+0 and edges of type (2) do not contain any edge of
E+0 . Thus, we can conclude that for every node u the total weight of edges of
type (2) that touch u and are misclassified is at most 48
√
n · cmax.
Finally, consider edges of type (3). Fix an arbitrary node u and let D(u) be
the fractional disagreement value the LP assigned to u (see (1)). Edge e of type
(3) is either an edge e ∈ E+ whose d length is at least 1/√n, or an edge e ∈ E−
whose d length is at most 1−1/√n. Hence, in any case the fractional contribution
of such an edge e to D(u) is at least ce/
√
n. Therefore, regardless of what the
output is, the total weight of misclassified edges of type (3) incident on u is at
most
√
n ·D(u).
Summing over all types of edges, we can conclude that the total weight of
misclassified edges incident on u in C (the output of Algorithm 1) is at most
48
√
ncmax +
√
n ·D(u). Since both cmax and D(u) are lower bounds on the value
of an optimal solution, the proof is concluded. 
3.2 Min Local Disagreements on Complete Graphs
We consider a simple deterministic greedy clustering algorithm for complete
graphs that iteratively partitions the graph. In every step it does the following:
(1) greedily chooses a center node s∗ that has many nodes close to it, and (2)
removes from the graph a sphere around s∗ which constitutes a new cluster. The
greedy choice of s∗ is similar to that of [20]. However, our algorithm departs from
the approach of [20], as it always cuts a large sphere around s∗. The algorithm
of [20], on the other hand, outputs either a singleton cluster containing s∗ or
some other large sphere around s∗ (the average distance within the large sphere
determines which of the two options is chosen), thus mimicking the approach of
[9]. Surprisingly, restricting the algorithm’s choice enables us not only to obtain
a simpler algorithm, but also to improve upon the approximation guarantee from
48 to 7.
Algorithm 2 receives as input the metric d as computed by the relaxation
(1), whereas the variables D(u) are required only for the analysis. Additionally,
we denote by BallS(u, r) , {v ∈ S : d(u, v) < r} the sphere of radius r around u
in subgraph S.
Algorithm 2: Greedy Clustering ({d(u, v)}u,v∈V )
1: S ← V and C ← ∅.
2: while S 6= ∅ do
3: s∗ ← argmax {|BallS(s, 1/7)| : s ∈ S}.
4: C ← C ∪ {BallS(s∗, 3/7)}.
5: S ← S \ BallS(s∗, 3/7).
6: end while
7: Output C.
The following lemma summarizes the guarantee achieved by Algorithm 2 (its
proof appears in Appendix G, which also contains an overview of our charging
scheme).
Lemma 5. Assuming the input is a complete graph, Algorithm 2 guarantees
that disagreeC(u) ≤ 7D(u) for every u ∈ V .
Proof (of Theorem 3). Apply Algorithm 2 to the solution of the relaxation (1).
Lemma 5 guarantees that for every node u ∈ V we have that disagreeC(u) ≤
7D(u), i.e., disagreeC(V ) ≤ 7D. The value of the output of the algorithm is
f (disagreeC(V )) and one can bound it as follows:
f (disagreeC(V ))
(1)
≤ f (7D)
(2)
≤ 7f (D) .
Inequality (1) follows from the monotonicity of f , whereas inequality (2) follows
from the scaling property of f . This concludes the proof since f (D) is a lower
bound on the value of any optimal solution. 
3.3 Min Local Disagreements on Complete Bipartite Graphs
Our algorithm for Min Local Disagreements on complete bipartite graphs (with
one sided disagreements) is a natural extension of Algorithm 2. Similarly to
the complete graph case, we are able to present a remarkably simple algorithm
achieving an improved approximation of 7. The description of the algorithm and
the proof of Theorem 4 appear in Appendix H.
4 Local Maximization of Agreements
As previously mentioned, Max Local Agreements is closely related to the com-
putation of local optima for Max Cut and pure Nash equilibria in cut and party
affiliation games, both of which are PLS-complete problems. We focus on the
special case of Max Min Agreements.
The natural local search algorithm for Max Min Agreements can be defined
similarly to that of Max Cut: it maintains a single cut S ⊆ V ; a node u moves
to the other side of the cut if the move increases the total weight of correctly
classified edges incident on u. This algorithm terminates in a local optimum that
is a (1/2)-approximation for Max Min Agreements. Unfortunately, it is known that
such a local search algorithm can take exponential time, even for Max Cut.
When considering Max Cut, this can be remedied by altering the local search
step as follows: a node u moves to the other side of the cut S if the move increases
the total weight of edges crossing S by a multiplicative factor of at least (1 + ε)
(for some ε > 0). This approach fails for the computation of (approximate) pure
Nash equilibria in party affiliation games, as well as for Max Min Agreements.
The reason is that both of these problems have local requirements from nodes,
as opposed to the global objective of Max Cut. Thus, not surprisingly, the cur-
rent best known 1/(4+ε)-approximation for Max Min Agreements follows from [8]
who present the state of the art algorithm for finding approximate pure Nash
equilibria in party affiliation games.
We propose a direct approach for approximating Max Min Agreements that
circumvents the need to compute approximate pure Nash equilibria in party
affiliation games. We improve upon the 1/(4+ε)-approximation by considering a
non-oblivious local search that is executed with altered edge weights. We are
able to change the edges’ weights in such a way that: (1) any local optimum
is a 1/(2+ε)-approximation, and (2) the local search performs at most O(n/ε)
iterations. The proof of Theorem 5 appears in Appendix I, along with some
intuition for our non-oblivious local search algorithm. Additionally, we prove
that the natural LP and SDP relaxations for Max Min Agreements on general
graphs admit an integrality gap of n2(n−1) (Theorem 6). This appears in Appendix
J.
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A Proof of Theorem 1
Proof (of Theorem 1). Let G be the unweighted cycle on n vertices, where all
edges are labeled + and one edge is labeled −. Specifically, denote the vertices
of G by {v1, v2, . . . , vn} where there is an edge (vi, vi+1) ∈ E+ for every i =
1, . . . , n− 1 and additionally the edge (vn, v1) ∈ E−.
First, we prove that the value of any integral solution is at least 1. A clustering
that includes V as a single cluster has value of 1, as both v1 and vn have exactly
one misclassified edge touching them. Moreover, one can easily verify that any
clustering into two or more clusters has a value of at least 1. Thus, any integral
solution for the above instance has value of at least 1.
For simplicity of presentation let us re-state here the LP relaxation (1) of
Min Max Disagreements:
min max
u∈V
{D(u)}∑
v:(u,v)∈E+
cu,vd (u, v) +
∑
v:(u,v)∈E−
cu,v (1− d (u, v)) = D(u) ∀u ∈ V
d(u, v) + d(v, w) ≥ d(u,w) ∀u, v, w ∈ V
D(u) ≥ 0, 0 ≤ d(u, v) ≤ 1 ∀u, v ∈ V
Let us construct a fractional solution. Assign a length of 1/n for every + edge
and a length of 1−1/n for the single − edge, and let d be the shortest path metric
in G induced by these lengths. Obviously, the triangle inequality is satisfied and
one can verify that d(u, v) ≤ 1 for all u, v ∈ V . Consider a vertex vi that does
not touch the − edge, i.e., i = 2, . . . , n−1. Such a vi has two + edges touching it
both having a length of 1/n, hence D(vi) = 2/n. Focusing on v1 and vn, each has
one + edge whose length is 1/n and one − edge whose length is 1− 1/n touching
it. Hence, D(v1) = D(vn) = 2/n. Therefore, the above instance has an integrality
gap of n/2.
Now, consider the natural semi-definite relaxation for Min Max Disagreements,
where each vertex u corresponds to a unit vector yu. Intuitively, if S1, . . . , S` is
an integral clustering, then all vertices in cluster Sj are assigned to the standard
jth unit vector, i.e., ej . Hence, the natural semi-definite relaxation requires that
all vectors lie in the same orthant, i.e., for every u and v: yu · yv ≥ 0, and that
{yu}u∈V satisfy the `22 triangle inequality. Therefore, the natural semi-definite
relaxation is:
min max
u∈V
{D(u)}∑
v:(u,v)∈E+
cu,v (1− yu · yv) +
∑
v:(u,v)∈E−
cu,v (yu · yv) = D(u) ∀u ∈ V
||yu − yv||22 + ||yv − yw||22 ≥ ||yu − yw||22 ∀u, v, w ∈ V
yu · yu = 1 ∀u ∈ V
yu · yv ≥ 0 ∀u, v ∈ V
In order to construct a fractional solution, it will be helpful to consider Y ∈
RV×V the positive semi-definite matrix of all inner products of {yvi}ni=1, i.e.,
Yvi,vj = yvi ·yvj . Intuitively, we consider a collection of integral solutions where
for each one we construct the corresponding Y matrix. At the end, our fractional
solution will be the average of all these Y matrices.
Consider the following n − 1 integral solutions, each having only two clus-
ters, where the first cluster consists of {v1, . . . , vi} and the second consists of
{vi+1, . . . , vn} (here i = 1, . . . , n − 1). Fixing i and using the above translation
of an integral solution to a feasible solution for the semi-definite relaxation, we
assign each vj , where j = 1, . . . , i to e1 and each vj , where j = i + 1, . . . , n, to
e2. Let Y
i be the resulting (positive semi-definite) inner product matrix. Addi-
tionally, consider one additional integral solution that consists of a single cluster
containing all of V . In this case, the above translation yields that all vi vectors
are assigned to e1. Denote by Y
n the resulting (positive semi-definite) inner
product matrix. Clearly, each of the Y 1, . . . , Y n defines a feasible solution for
the above natural semi-definite relaxation.
Our fractional solution is given by the average of all the above inner product
matrices: Y , 1n
∑n
i=1 Y
i. Obviously, Y defines a feasible solution for the above
natural semi-definite relaxation. Note that yv1 · yvn = n−1n · 0 + 1n · 1 = 1n and
that yvi · yvi+1 = n−1n · 1 + 1n · 0 = n−1n , for every i = 1, . . . , n− 1. Therefore, we
can conclude that:
D(vi) = 2
(
1− n− 1
n
)
=
2
n
∀i = 2, . . . , n− 1
D(v1) = D(vn) =
(
1− n− 1
n
)
+
1
n
=
2
n
This demonstrates that the above instance also has an integrality gap of n/2 for
the natural semi-definite relaxation. 
B Proof of Lemma 1
Proof (of Lemma 1). If si and ti are not in the same connected component of
G+bad then dist`(si, ti) = ∞. Otherwise, let P be a path connecting si and ti
in G+bad. Note that
∑
e=(u,v)∈P d(u, v) ≥ d(si, ti) > 1 − 1/√n, where the first
inequality follows from the triangle inequality for d and the second inequality
from the fact that (si, ti) ∈ E−bad, i.e., d(si, ti) > 1− 1/√n.
Let us now lower bound the number of edges in P that belong to E+bad \E+0 ,
i.e., edges e for which `(e) = 1. Examine
∑
e=(u,v)∈P d(u, v) and note that every
edge e = (u, v) ∈ E+0 has a d length of 0. Hence, we can remove those edges
from the sum and conclude that:
∑
e=(u,v)∈P\E+0 d(u, v) > 1− 1/
√
n. Recall that
G+bad contains only edges from E
+
bad, thus every e = (u, v) ∈ P \ E+0 satisfies:
d(u, v) < 1/
√
n. This implies that P \E+0 must contain more than
√
n− 1 edges,
i.e., dist`(si, ti) >
√
n− 1, concluding the proof. 
C Proof of Lemma 2
Proof (of Lemma 2). Let x be the number of layers Lij for which |Lij | > 16
√
n.
Since the total number of vertices in all layers, for a fixed i, cannot exceed n, we
can conclude that x ≤ n/(16√n) = √n/16. 
D Proof of Corollary 1
Proof (of Corollary 1). We will prove that for any connected component X
of G+bad, such that both {si, ti} belong to X, there are 3 consecutive layers
as required by Algorithm 1.7 Lemma 2 implies that there are at most
√
n/16
layers whose size is more than 16
√
n. Therefore, the number of layers among
Li0, . . . , L
i
(
√
n−1)/2 whose size is at most 16
√
n is at least: (
√
n−1)/2 − √n/16. The
latter is at least 3/4 · (√n−1)/2 (as long as n ≥ 4). Thus, there must be at least 3
consecutive layers among Li0, . . . , L
i
(
√
n−1)/2, each having a size of at most 16
√
n.

E Proof of Lemma 3
Proof (of Lemma 3). Let us start by focusing on edges in E+0 . Since E
+
0 ⊆ E+bad,
all edges of E+0 are present inG
+
bad by definition, and in particular both endpoints
of every e ∈ E+0 are contained in the same connected component X of G+bad.
Furthermore, for any i such that both {si, ti} are contained in X, both endpoints
e must also be contained in the same layer Lij (for some j). This follows from the
fact that `(e) = 0 for all edges e ∈ E+0 and the definition of all layers Li0, . . . , Liri .
Thus, both endpoints of every edge e ∈ E+0 are always in the same cluster S in
the output C, i.e., such an edge e is never misclassified.
Let us now focus on edges in E−bad, and recall that our notation implies that
E−bad = {(si, ti)}ki=1. We prove that (si, ti) cannot be contained in some cluster
S ∈ C. Note that each cluster S is in fact a sphere of radius at most (√n−1)/2 with
respect to the metric dist`. Lemma 1 states that dist`(si, ti) >
√
n − 1, hence
the triangle inequality for dist` implies that both si and ti cannot be contained
in the same cluster S. Therefore, each (si, ti) edge is never misclassified. 
F Proof of Lemma 4
Proof (of Lemma 4). Fix u, S the cluster Algorithm 1 assigned u to, and X
the connected component of G+bad defining S. Consider the first iteration an
edge e = (u, v) ∈ E+bad \ E+0 touching u is misclassified by the algorithm. Let i
correspond to the pair {si, ti} considered in the above iteration and j∗ the index
by which Algorithm 1 defined the cluster in the same iteration.
7 This implies that Algorithm 1 can always find j∗ as required since any connected
component X can only shrink as the algorithm progresses.
If the above occurs in an iteration where S itself is added to C, then it must
be the case that u ∈ Lij∗ and v ∈ Lij∗+1. Additionally, no other edges in E+bad\E+0
touching u can be misclassified in subsequent iteration. Therefore, in this case
the total number of edges in E+bad \E+0 touching u that are misclassified can be
upper bounded by |Lij∗+1| ≤ 16
√
n.
Otherwise, the first iteration an edge e = (u, v) ∈ E+bad \ E+0 touching u is
misclassified by the algorithm is not the iteration in which S itself is added to C.
Thus, since the algorithm cuts between layers Lij∗ and L
i
j∗+1, it must be the case
that u ∈ Lij∗+1. Since edges in G+bad can connect only vertices in the same or
adjacent layers, the total degree of u inG+bad is at most |Lij∗ |+|Lij∗+1|+|Lij∗+2|−1.
From the choice of j∗ the latter can be upper bounded by 48
√
n. 
G Proof of Lemma 5
Let us start with some intuition as to why s∗ is chosen greedily. One of the goals
of the analysis is to bound the contribution of + edges crossing the boundary of
the sphere around s∗. Since those edges might have an extremely small fractional
contribution w.r.t. the metric, i.e., their d length is very short, we must charge
their cost to other edges. The fact that there are many vertices close to s∗, along
with the fact that the graph is complete, implies that there are many other edges
present within the sphere, or crossing its boundary, that we can charge to.
Charging Scheme Overview: Fix an arbitrary node u ∈ V . In order to bound
the number of misclassified edges incident on u, our analysis tracks two quan-
tities of interest. The first is the total number of edges incident on u that are
classified incorrectly by the algorithm. Recall that this quantity is denoted by
disagreeC(u), and we refer to it as u’s cost. The second is the total fractional
disagreement of node u as given by the relaxation, i.e., D(u). We refer to D(u)
as u’s budget. Since we consider unweighted complete graphs D(u) reduces to:
D(u) =
∑
v:(u,v)∈E+ d (u, v) +
∑
v:(u,v)∈E− (1− d (u, v)).
Note that both u’s cost and budget are fixed. However, it will be conceptually
helpful to view these quantities as changing as the algorithm progresses. Initially:
(1) u’s cost is 0 as no edge has been classified yet, i.e., disagreeC(u) = 0 once
Algorithm 2 starts, and (2) u’s budget is full, i.e., D(u) =
∑
v:(u,v)∈E+ d (u, v) +∑
v:(u,v)∈E− (1− d (u, v)) once Algorithm 2 starts. In every iteration u’s cost
increases by the number of newly misclassified edges incident on u, and u’s
budget decreases by the total fractional contribution of all newly classified edges
incident on u (whether correct or not). Our analysis bounds the ratio of these
two changes in each iteration of Algorithm 2.
Proof (of Lemma 5). Fix a vertex u and an arbitrary iteration. Consider two
cases depending on whether u belongs to the cluster formed in the chosen iter-
ation. It is important to note that once u is assigned to a cluster that is added
to C, its value, i.e., disagreeC(u), does not change in subsequent iterations and
remains fixed until the algorithm terminates.
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Fig. 1: Cases of Lemmas 5 and 6 analysis.
Case 1: u /∈ BallS(s∗, 3/7): Note that the only edges incident on u that are
classified incorrectly in the current iteration, are edges (u, v) ∈ E+ for some node
v ∈ BallS(s∗, 3/7). Let us define the following disjoint collections of vertices: A ,
BallS(s
∗, 1/7), B , BallS(s∗, 3/7)∩BallS(u, 1/7), and C , BallS(s∗, 3/7)\(A ∪B).
Refer to Figure 1a for a drawing of A, B and C. Thus, the erroneously classified
edges are (u, vA) ∈ E+ where vA ∈ A, (u, vB) ∈ E+ where vB ∈ B, and
(u, vC) ∈ E+ where vC ∈ C.
First, let us focus on edges (u, vC) ∈ E+. Each edge (u, vC) increases u’s
cost by 1. We charge this increase to the fractional contribution of (u, vC) to
u’s budget, which equals d(u, vC). Since vC /∈ BallS(u, 1/7) it must be the case
that d(u, vC) ≥ 1/7. Therefore, each (u, vC) edge incurs a multiplicative loss of
at most 7.
Let us focus now on edges (u, vB) ∈ E+ and (u, vA) simultaneously. Since
s∗ was chosen greedily, i.e., it maximizes the number of nodes within distance
less than 1/7 from it, we can conclude that |B| ≤ |A|. Thus, each node in B can
be assigned to a distinct node in A. Fix vB ∈ B and let vA ∈ A be the node
assigned to it.
1. If (u, vA) ∈ E+ then the joint contribution of (u, vB) and (u, vA) to u’s
cost is 2. We charge this cost to the fractional contribution of (u, vA) alone
to u’s budget, which equals d(u, vA). The triangle inequality implies that
d(u, vA) ≥ d(u, s∗) − d(s∗, vA) ≥ 3/7 − 1/7 = 2/7. Hence, both (u, vB) and
(u, vA) incur a multiplicative loss of at most 2/(2/7) = 7.
2. If (u, vA) ∈ E− then (u, vA) does not increase u’s cost, and therefore the
increase in u’s cost is caused solely by (u, vB) and it equals 1. We charge
this cost to the fractional contribution of (u, vA) alone to u’s budget, which
equals 1−d(u, vA). The triangle inequality implies that d(u, vA) ≤ d(u, vB)+
d(vB , s
∗) + d(s∗, vA) ≤ 1/7 + 3/7 + 1/7 = 5/7. Hence, (u, vB) incurs a multi-
plicative loss of at most 11−5/7 = 7/2.
3. If there are any remaining nodes vA ∈ A that no node in B was assigned
to them, and (u, vA) ∈ E+, then we charge the 1 cost (u, vA) adds to u’s
cost to the fractional contribution of (u, vA) to u’s budget, which equals
d(u, vA). The triangle inequality implies that d(u, vA) ≥ d(u, s∗)−d(s∗, vA) ≥
3/7− 1/7 = 2/7. Hence, such an edge (u, vA) incurs a multiplicative loss of at
most 1/(2/7) = 7/2.
Thus, we can conclude that for the first case in which u /∈ BallS(s∗, 3/7) we lose
a factor of at most 7.
Case 2: u ∈ BallS(s∗, 3/7): Note that the only edges incident on u that are
classified incorrectly in the current iteration, are edges (u, v) ∈ E+ for some v /∈
BallS(s
∗, 3/7) and edges (u, v) ∈ E− for some v ∈ BallS(s∗, 3/7). Let us define the
following disjoint collections of vertices: A , BallS(s∗, 1/7), B , BallS(u, 1/7) \
BallS(s
∗, 3/7), C , BallS(s∗, 3/7)\(A ∪ BallS(u, 1/7)),D , BallS(u, 1/7)∩BallS(s∗, 3/7),
and F , S \ (A ∪B ∪ C ∪D). Refer to Figure 1b for a drawing of A, B, C, D,
and F . Thus, the erroneously classified edges are (u, vA) ∈ E− where vA ∈ A,
(u, vB) ∈ E+ where vB ∈ B, (u, vC) ∈ E− where vC ∈ C, (u, vD) ∈ E− where
vD ∈ D, and (u, vF ) ∈ E+ where vF ∈ F .
Let us focus now on edges (u, vB) ∈ E+ and (u, vA) simultaneously. Since
s∗ was chosen greedily, i.e., it maximizes the number of nodes within distance
less than 1/7 from it, we can conclude that |B| ≤ |A|. Thus, each node in B is
assigned to a distinct node in A. Fix vB ∈ B and let vA ∈ A be the node assigned
to it.
1. If (u, vA) ∈ E+ then (u, vA) does not increase u’s cost, and therefore the
increase in u’s cost is caused solely by (u, vB) and it equals 1. We charge
this cost to the fractional contribution of (u, vA) alone to u’s budget, which
equals d(u, vA). The triangle inequality implies that d(vA, u) ≥ d(s∗, vB) −
d(s∗, vA)−d(u, vB) ≥ 3/7− 1/7− 1/7 = 1/7. Hence, (u, vB) incurs a multiplica-
tive loss of at most 1/(1/7) = 7.
2. If (u, vA) ∈ E− then the joint contribution of (u, vB) and (u, vA) to u’s cost
is 2. We charge this cost to the fractional contribution of (u, vA) alone to
u’s budget, which equals 1 − d(u, vA). The triangle inequality implies that
d(u, vA) ≤ d(u, s∗) + d(s∗, vA) ≤ 3/7 + 1/7 = 4/7. Hence, both (u, vB) and
(u, vA) incur a multiplicative loss of at most 2/(1−4/7) = 14/3.
3. If there are any remaining nodes vA ∈ A that no node in B was assigned
to them, and that (u, vA) ∈ E−, we charge the 1 cost (u, vA) adds to u’s
cost to the fractional contribution of (u, vA) to u’s budget, which equals 1−
d(u, vA). As before, the triangle inequality implies that d(u, vA) ≤ d(u, s∗)+
d(s∗, vA) ≤ 3/7+1/7 = 4/7. Hence, such an edge (u, vA) incurs a multiplicative
loss of at most 1/(1−4/7) = 7/3.
Let us now focus on edges (u, vC) ∈ E− and (u, vD) ∈ E−. For simplicity,
let us denote such an edge by (u, v) where v ∈ C ∪D. Each such edge increases
u’s cost by 1. We charge this increase to the fractional contribution of the same
edge to u’s budget, which equals 1− d(u, v). Since both u, v ∈ BallS(s∗, 3/7) the
triangle inequality implies that d(u, v) ≤ d(u, s∗)+d(s∗, v) ≤ 6/7. Therefore, each
(u, v) ∈ E−, where v ∈ C∪D, incurs a multiplicative loss of at most 1/(1−6/7) = 7.
Finally, consider edges (u, vF ) ∈ E+. Each such edge increases u’s cost by
1. We charge this increase to the fractional contribution of the same edge to
u’s budget, which equals d(u, vF ). Since d(u, vF ) ≥ 1/7, each such edge incurs a
multiplicative loss of at most 1/(1/7) = 7. This concludes the proof as we have
shown that for every vertex u and every iteration, the increase in u’s cost during
the iteration as it most 7 times the decrease in u’s budget during the same
iteration. 
H Proof of Theorem 4
Let G = (V,E) be an unweighted complete bipartite graph. Let V1 and V2 be
the two sides of the graph G. Our algorithm will ensure a 7 approximation factor
for mistakes on all vertices in V1 but does not give any guarantee for vertices in
V2. The algorithm is a slight modification of the Algorithm 2 presented earlier.
We consider the following simple deterministic greedy clustering algorithm.
Algorithm 3 receives as input the metric d (as computed by the relaxation (1)),
whereas the variables D(u) are required only for the analysis. In every step, the
algorithm greedily chooses a vertex s∗ ∈ V1 that has many vertices in V2 close
to it with respect to the metric d. Then, s∗ just cuts a large sphere around it to
form a new cluster.
Algorithm 3: Greedy Clustering
(
{d(u, v)}u,v∈V
)
1: S ← V and C ← ∅.
2: while S ∩ V1 6= ∅ do
3: s∗ ← argmax {|BallV2(s, 1/7)| : s ∈ V1}.
4: C ← C ∪ {BallS(s∗, 3/7)}.
5: S ← S \ BallS(s∗, 3/7).
6: end while
7: while S 6= ∅ do
8: s∗ ← s∗ ∈ S.
9: C ← C ∪ {s∗}.
10: S ← S \ s∗.
11: end while
12: Output C.
The following lemma summarizes the guarantee achieved by Algorithm 3.
Lemma 6. Assuming the input is an unweighted complete bipartite graph, Al-
gorithm 3 guarantees that disagreeC(u) ≤ 7D(u) for any u ∈ V1.
Charging Scheme Overview: Fix an arbitrary vertex u ∈ V1. As before, we
track two quantities: u’s cost and u’s budget. Our analysis bounds the ratio of
the change in these two quantities in each iteration of Algorithm 3.
Proof (of Lemma 6). Fix a vertex u ∈ V1 and an arbitrary iteration. We consider
two cases depending on whether u belongs to the cluster formed in the chosen
iteration. It is important to note that once u is chosen to a cluster that is added
to C, its value, i.e., disagreeC(u), does not change and remains fixed until the
algorithm terminates.
Case 1: u /∈ BallS(s∗, 3/7), u ∈ V1: Note that the only edges incident on u
that are classified incorrectly in the current iteration, are edges (u, v) ∈ E+
for some v ∈ BallS(s∗, 3/7) ∩ V2. Define the following disjoint collections of
vertices: A , BallS(s∗, 1/7) ∩ V2, B , BallS(s∗, 3/7) ∩ BallS(u, 1/7) ∩ V2, and
C , (BallS(s∗, 3/7) ∩ V2) \ (A ∪B). Refer to Figure 1a for a drawing of A, B
and C. Thus, the erroneously classified edges are (u, vA) ∈ E+ where vA ∈ A,
(u, vB) ∈ E+ where vB ∈ B, and (u, vC) ∈ E+ where vC ∈ C. Note that when-
ever there is an edge (u, v) where u ∈ V1, v must belong to V2 since G is a
bipartite graph.
Let us focus on edges (u, vC) ∈ E+. Each edge (u, vC) increases u’s cost
by 1. We charge this increase to the fractional contribution of (u, vC) to u’s
budget, which equals d(u, vC). Since vC /∈ BallS(u, 1/7) it must be the case that
d(u, vC) ≥ 1/7. Therefore, each (u, vC) edge incurs a multiplicative loss of at
most 7.
Let us focus now on edges (u, vA) and (u, vB) ∈ E+ simultaneously. Since s∗
was chosen greedily, i.e., it maximizes the number of nodes ∈ V2 within distance
of at most 1/7 from it, we can conclude that |B| ≤ |A|. Thus, each node in B
can be assigned to a distinct node in A. Fix vB ∈ B and let vA ∈ A be the node
assigned to it.
1. If (u, vA) ∈ E+ then the joint contribution of (u, vB) and (u, vA) to u’s
cost is 2. We charge this cost to the fractional contribution of (u, vA) alone
to u’s budget, which equals d(u, vA). The triangle inequality implies that
d(u, vA) ≥ d(u, s∗) − d(s∗, vA) ≥ 3/7 − 1/7 = 2/7. Hence, both (u, vB) and
(u, vA) incur a multiplicative loss of at most 2/(2/7) = 7.
2. If (u, vA) ∈ E− then (u, vA) does not increase u’s cost, and therefore the
increase in u’s cost is caused solely by (u, vB) and it equals 1. We charge
this cost to the fractional contribution of (u, vA) alone to u’s budget, which
equals 1−d(u, vA). The triangle inequality implies that d(u, vA) ≤ d(u, vB)+
d(vB , s
∗) + d(s∗, vA) ≤ 1/7 + 3/7 + 1/7 = 5/7. Hence, (u, vB) incurs a multi-
plicative loss of at most 11−5/7 = 7/2.
3. If there are any remaining nodes vA ∈ A such no node in B was assigned
to them, and (u, vA) ∈ E+, we charge the 1 cost (u, vA) adds to u’s cost to
the fractional contribution of (u, vA) to u’s budget, which equals d(u, vA).
The triangle inequality implies that d(u, vA) ≥ d(u, s∗) − d(s∗, vA) ≥ 3/7 −
1/7 = 2/7. Hence, such an edge (u, vA) incurs a multiplicative loss of at most
1/(2/7) = 7/2.
We can conclude that the first case in which u /∈ BallS(s∗, 3/7) we lose a factor
of at most 7.
Case 2: u ∈ BallS(s∗, 3/7) ∩ V1: Note that the only edges incident on u that
are classified incorrectly in the current iteration, are edges (u, v) ∈ E+ for some
v /∈ BallS(s∗, 3/7), v ∈ V2 and edges (u, v) ∈ E− for some v ∈ BallS(s∗, 3/7) ∩ V2.
Define the following disjoint collections of vertices: A , BallS(s∗, 1/7) ∩ V2, B ,
(BallS(u, 1/7)∩V2) \BallS(s∗, 3/7), C , (BallS(s∗, 3/7)∩V2) \ (A ∪ BallS(u, 1/7)),
D , BallS(u, 1/7)∩BallS(s∗, 3/7)∩V2 and F , (V2 ∪S) \ (A∪B ∪C ∪D). Refer
to Figure 1b for a drawing of A, B, C, D and F . Thus, the erroneously classified
edges are (u, vA) ∈ E− where vA ∈ A, (u, vB) ∈ E+ where vB ∈ B, (u, vC) ∈ E−
where vC ∈ C, (u, vD) ∈ E− where vD ∈ D and (u, vF ) ∈ E+ where vF ∈ F .
Let us focus now on edges (u, vA) and (u, vB) ∈ E+ simultaneously. Since s∗
was chosen greedily, i.e., it maximizes the number of nodes ∈ V2 within distance
of at most 1/7 from it, we can conclude that |B| ≤ |A|. Thus, each node in B
can be assigned to a distinct node in A. Fix vB ∈ B and let vA ∈ A be the node
assigned to it.
1. If (u, vA) ∈ E− then the joint contribution of (u, vB) and (u, vA) to u’s cost
is 2. We charge this cost to the fractional contribution of (u, vA) alone to
u’s budget, which equals 1 − d(u, vA). The triangle inequality implies that
d(u, vA) ≤ d(u, s∗) + d(s∗, vA) ≤ 3/7 + 1/7 = 4/7. Hence, both (u, vB) and
(u, vA) incur a multiplicative loss of at most 2/(1−4/7) = 14/3.
2. If (u, vA) ∈ E+ then (u, vA) does not increase u’s cost, and therefore the
increase in u’s cost is caused solely by (u, vB) and it equals 1. We charge this
cost to the fractional contribution of (u, vA) alone to u’s budget, which equals
d(u, vA). The triangle inequality implies that d(u, vA) ≥ d(u, s∗)−d(vA, s∗) ≥
d(vB , s
∗)− d(vB , u)− d(vA, s∗) ≥ 3/7− 1/7− 1/7 = 1/7. Hence, (u, vB) incurs
a multiplicative loss of at most 1/(1/7) = 7.
3. If there are any remaining nodes vA ∈ A such that no node in B was assigned
to them, and (u, vA) ∈ E−, then u’s cost increases by 1. We charge this
cost to the fractional contribution of (u, vA) to u’s budget, which equals 1−
d(u, vA). The triangle inequality implies that d(u, vA) ≤ d(u, s∗)+d(s∗, vA) ≤
3/7 + 1/7 = 4/7. Hence, such an edge (u, vA) incurs a multiplicative loss of at
most 1/(1−4/7) = 7/3.
Let us focus on edges (u, vC) ∈ E−, and (u, vD) ∈ E−. For simplicity, let us
denote such an edge by (u, v) where v ∈ C ∪ D. Each such edge increases u’s
cost by 1. We charge this increase to the fractional contribution of the same edge
to u’s budget, which equals 1 − d(u, v). Since both u, v ∈ BallS(s∗, 3/7) it must
be the case from the triangle inequality that d(u, v) ≤ d(u, s∗) + d(s∗, v) ≤ 6/7.
Therefore, each (u, v) ∈ E−, where v ∈ C ∪D, incurs a multiplicative loss of at
most 1/(1−6/7) = 7.
Now, let us consider edges (u, vF ) ∈ E+. Each such edge increases u’s cost
by 1. We charge this increase to the fractional contribution of the same edge to
u’s budget, which equals d(u, vF ). Since d(u, vF ) ≥ 1/7. Hence, each such edge
incurs a multiplicative loss of at most 1/1/7 = 7. This concludes the proof as we
have shown that for every vertex u ∈ V1 and every iteration, the increase in u’s
cost during the iteration as it most 7 times the decrease in u’s budget during
the same iteration. 
We are now ready to prove Theorem 4.
Proof (of Theorem 4). Apply Algorithm 3 to the solution of the relaxation (1).
Lemma 6 guarantees that for every node u ∈ V1 we have that disagreeC(u) ≤
7D(u), i.e., disagreeC(V1) ≤ 7D.8 The value of the output of the algorithm is
f (disagreeC(V1)) and one can bound it as follows:
f (disagreeC(V1))
(1)
≤ f (7D)
(2)
≤ 7f (D) .
Inequality (1) follows from the monotonicity of f , whereas inequality (2) follows
from the scaling property of f . This concludes the proof since f (D) is a lower
bound on the value of any optimal solution. 
I Proof of Theorem 5
For completeness and intuition, we start with an exposition on the simple local
search algorithm for Max Local Agreements. Let us denote by c(u) the total weight
of edges incident on u, and by c ∈ RV the vector of all {c(u)}u∈V . Additionally,
for any cut S ⊆ V we denote by CS = {S, S¯} the clustering S defines. The
simple local search algorithm starts with an arbitrary cut S, and repeatedly
moves vertices from one side to the other until no additional improvement can
be made. Specifically, if agreeCS (u) < c(u)/2 then node u is moved to the other
side of the cut.
When the algorithm terminates it must be that for every node u: agreeCS (u) ≥
c(u)/2. The latter implies that CS is a 1/2-approximation for Max Local Agreements
since:
g(agreeCS (V ))
(1)
≥ g(c/2)
(2)
≥ g(c)/2 .
Inequality (1) follows from the monotonicity of g, whereas inequality (2) follows
from the reverse scaling property of g. Note that g(c) upper bounds the value
of any optimal solution to Max Local Agreements.
One can track the progress of the algorithm by considering the potential
ΦCS ,
∑
u∈V agreeCS (u). For every node u and cut S note that: (1) agreeCS (u)+
disagreeCS (u) = c(u), and (2) if u is moved to the other side of the cut then the
values of agreeCS (u) and disagreeCS (u) are swapped. Thus, the potential ΦCS
must strictly increase in every iteration, implying that the algorithm always ter-
minates. Unfortunately, it is well known that in general the local search algorithm
might terminate after an exponential number of iterations.
For Max Min Agreements we are able to show that a non-oblivious local search
succeeds in finding a 1/(2+ε)-approximation in polynomial time, thus matching
the existential guarantee of the simple local search algorithm. Our main idea
is to alter the edge weights in such a way that in the new resulting instance
the ratio of maxS⊆V {ΦCS} to the value of the optimal solution for Max Min
Agreements is polynomially bounded. Once this is guaranteed, the local search
algorithm can be altered so it always terminates in polynomial time. We are now
ready to prove Theorem 5.
8 For simplicity we denote here by D the vector of D(u) variables for vertices in V1.
Proof (of Theorem 5). First we describe the process of creating the new edge
weights. Let c∗ , minu∈V {c(u)} be the minimum total weight of edges incident
on any node. Clearly, c∗ serves as an upper bound on the value of any optimal
solution for Max Min Agreements.
Denote by T , {u ∈ V : c(u) = c∗} the collection of all nodes whose total
weight of edges incident on each of them is c∗. We are going to describe a
process that only decreases edge weights, and we prove that once it terminates
all the following are true: (1) c∗ does not decrease, (2) T still contains exactly
all nodes whose total weight of edges incident on each of them is c∗, and (3)
E(T ) = ∅, i.e., there is no edge (u, v) such that both u, v /∈ T .
The process is defined as follows. While there is an edge (u, v) ∈ E(T ), i.e.,
both u, v /∈ T , whose weight is cu,v > 0, decrease its weight until the first of
the following happens: cu,v reaches 0 (in which case we remove the edge), c(u)
reaches c∗ (in which case we add u to T and stop decreasing the weight of the
edge), or c(v) reaches c∗ (in which case we add v to T and stop decreasing the
weight of the edge). Clearly this process terminates in polynomial time, and (1),
(2), and (3) above are all satisfied (see Figure 2).
𝑇  𝑇
𝑐 𝑢 ≡ 𝑐∗ 𝑐 𝑢 > 𝑐∗
Fig. 2: No edges in E(T ) after creating new weights.
We now execute the following modified local search algorithm on the new
graph G and edge weight function. Its full description is given by Algorithm 4.
Clearly, once Algorithm 4 terminates: agreeCSi (u) ≥ (1/2−ε)c
∗ for every node
u ∈ V . Thus, the output is a 1/(2+ε′)-approximation for Max Min Agreements,
where ε′ = 4ε/(1−2ε). All that remains is to prove that Algorithm 4 terminates
after a polynomial number of iterations.
For any S ⊆ V define the potential ΦCS ,
∑
u∈V agreeCS (u) as before. Note
that:
max
S⊆V
{ΦCS}
(1)
≤ 2
∑
e∈E
c(e)
(2)
≤ 2
∑
u∈T
c(u)
(3)
≤ 2nc∗ . (4)
Algorithm 4: Non-Oblivious Local Search (G = (V,E), c∗, ε)
1: i← 0 and choose an arbitrary S0 ⊆ V .
2: while ∃u ∈ V such that agreeCSi (u) < (1/2− ε)c
∗ do
3: move u to the other side of the cut Si and denote the resulting cut by Si+1.
4: i← i+ 1.
5: end while
6: output CSi .
Inequality (1) follows from the observation that agreeCS (u) ≤ c(u) for every u ∈
V , and thus the total potential can never exceed twice the total weight of edges in
the graph. Inequality (2) follows from the fact that E(T ) = ∅, whereas inequality
(3) follows from the definition of T and the fact that |T | ≤ n. Therefore, we can
conclude that the potential ΦCS is upper bounded by 2nc
∗.
Now we claim that in every iteration of Algorithm 4 the potential ΦCS must
increase by at least 2εc∗. Fix an iteration i and let u be the node that was moved
in this iteration. Note that:
ΦCSi+1 − ΦCSi
(4)
= 2
(
agreeCSi+1 (u)− agreeCSi (u)
)
(5)
= 2
(
c(u)− 2 · agreeCSi (u)
)
(6)
≥ 4εc∗ . (5)
Equality (4) follows from the definition of the potential. Since it is always the
case that agreeCSi (u) + disagreeCSi (u) = c(u), and the values of agreeCSi (u) and
disagreeCSi (u) are swapped once u is moved, i.e., agreeCSi+1 (u) = disagreeCSi (u),
we can conclude that equality (5) is true. Inequality (6) holds since c(u) ≥ c∗
and the reason u was moved in iteration i is that agreeCSi (u) < (
1/2− ε) c∗.
Combining (4) and (5) proves that Algorithm 4 terminates after at most n/(2ε)
iterations. 
J Proof of Theorem 6
We prove now that the same integrality gap example used in proving Theorem
1 applies also for the current Theorem 6.
Proof (of Theorem 6). Let G be the unweighted cycle on n vertices, where all
edges are labeled + and one edge is labeled −. Specifically, denote the vertices
of G by {v1, v2, . . . , vn} where there is an edge (vi, vi+1) ∈ E+ for every i =
1, . . . , n− 1 and additionally the edge (vn, v1) ∈ E−.
First, we prove that the value of any integral solution is at most 1. A clus-
tering that includes V as a single cluster has value of 1, as both v1 and vn have
exactly one correctly classified edge touching them i.e. 1 agreement. Moreover,
one can easily verify that any clustering into two or more clusters has a value
of at most 1. Thus, any integral solution for the above instance has value of at
most 1.
Consider the natural linear programming relaxation for Max Min Agreements:
max min
u∈V
{A(u)}∑
v:(u,v)∈E+
cu,v(1− d (u, v)) +
∑
v:(u,v)∈E−
cu,vd (u, v) = A(u) ∀u ∈ V
d(u, v) + d(v, w) ≥ d(u,w) ∀u, v, w ∈ V
A(u) ≥ 0, 0 ≤ d(u, v) ≤ 1 ∀u, v ∈ V
Let us construct a fractional solution. Assign a length of 1/n for every + edge
and a length of 1−1/n for the single − edge, and let d be the shortest path metric
in G induced by these lengths. Obviously, the triangle inequality is satisfied and
one can verify that d(u, v) ≤ 1 for all u, v ∈ V . Consider a vertex vi that does
not touch the − edge, i.e., i = 2, . . . , n− 1. Such a vi has two + edges touching
it both having a length of 1/n, hence A(vi) = 2 − 2/n. Focusing on v1 and vn,
each has one + edge whose length is 1/n and one − edge whose length is 1− 1/n
touching them. Hence, A(v1) = A(vn) = 2 − 2/n. Therefore, the above instance
has an integrality gap of n/(2(n−1)).
Now, consider the natural semi-definite relaxation for Max Min Agreements,
where each vertex u corresponds to a unit vector yu. Intuitively, if S1, . . . , S` is
an integral clustering, then all vertices in cluster Sj are assigned to the standard
jth unit vector, i.e., ej . Hence, the natural semi-definite relaxation requires that
all vectors lie in the same orthant, i.e., for every u and v: yu · yv ≥ 0, and that
{yu}u∈V satisfy the `22 triangle inequality.
max min
u∈V
{A(u)}∑
v:(u,v)∈E+
cu,v (yu · yv) +
∑
v:(u,v)∈E−
cu,v (1− yu · yv) = A(u) ∀u ∈ V
||yu − yv||22 + ||yv − yw||22 ≥ ||yu − yw||22 ∀u, v, w ∈ V
yu · yu = 1 ∀u ∈ V
yu · yv ≥ 0 ∀u, v ∈ V
In order to construct a fractional solution, it will be helpful to consider Y ∈
RV×V the positive semi-definite matrix of all inner products of {yvi}ni=1, i.e.,
Yvi,vj = yvi ·yvj . Intuitively, we consider a collection of integral solutions where
for each one we construct the corresponding Y matrix. At the end, our fractional
solution will be the average of all these Y matrices.
Consider the following n − 1 integral solution, each having only two clus-
ters, where the first cluster consists of {v1, . . . , vi} and the second contains
{vi+1, . . . , vn} (here i = 1, . . . , n − 1). Fixing i and using the above transla-
tion of an integral solution to a feasible solution for the semi-definite relaxation,
we assign each vj , where j = 1, . . . , i to e1 and each vj , where j = i+1, . . . , n, to
e2. Let Y
i be the resulting (positive semi-definite) inner product matrix. Addi-
tionally, consider one additional integral solution that consists of a single cluster
containing all of V . In this case, the above translation yields that all vi vectors
are assigned to e1. Denote by Y
n the resulting (positive semi-definite) inner
product matrix. Clearly, each of the Y 1, . . . , Y n defines a feasible solution for
the above natural semi-definite relaxation.
Our fractional solution is given by the average of all the above inner product
matrices: Y , 1n
∑n
i=1 Y
i. Obviously, Y defines a feasible solution for the above
natural semi-definite relaxation. Note that yv1 · yvn = n−1n · 0 + 1n · 1 = 1n and
that yvi · yvi+1 = n−1n · 1 + 1n · 0 = n−1n , for every i = 1, . . . , n− 1. Therefore, we
can conclude that:
A(vi) = 2
(
n− 1
n
)
= 2− 2
n
∀i = 2, . . . , n− 1
A(v1) = A(vn) = 1− 1
n
+
(
n− 1
n
)
= 2− 2
n
This demonstrates that the above instance also has an integrality gap of n/(2(n−1))
for the natural semi-definite relaxation. 
