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ABSTRACT. With our daily busy schedules, the home is one of the main 
locations where we could unwind and relax. With the implementation of an 
effective smart home system, the relaxation time could begin as soon as the 
homeowners return home. The Eye 2H is an automated smart home control 
system that detects the homeowners emotion via facial detection. The sys-
tem is capable of boosting the mood and emotion of the residents by con-
trolling the electronic lighting and equipment in their home. By adjusting, 
the lighting conditions automatically could create a welcoming effect for the 
homeowners. Besides that, the system is also able to reduce energy usage 
via sensors, which would detect human presence in specific rooms. As such, 
the implementation of the system require a number of processes along with 
initial testing to ensure a smooth system operation. Based on our testing and 
evaluation, the proposed system is able to detect both facial and emotion in 
an effective manner.  
Keywords: Eye2H, human emotion detection, smart home control, facial 
detection 
INTRODUCTION 
In today’s world, people are often working harder and longer to achieve a more comforta-
ble living. Nevertheless, the pressure and tension due to the increased workload and other 
challenges have lead to higher levels of health and mental issues. A survey conducted by 
Towers Watson UK has found that 57% of employees who experienced high levels of stress 
have lower engagement, are less productive and often absent to work (Towers Watson, 2014). 
Another study previously published by the American Psychological Association also con-
cluded that employees’ with longer working hours are more frequently linked to family con-
flicts and stress-related health problems (American Psychological Association, 2008). With 
this in mind, we believe that majority of the people are suffering from stress-related health 
problems and conflicts. As such, it is essential to ensure that the home is conducive for them 
to distress from the related stresses of their day. When it comes to distressing at home, most 
homeowners usually enjoy watching television or even listening to music (Klein, 2013). Mu-
sic has been found to have a positive effect on stressed individuals (Thoma et al., 2013) but 
light-related activities such as watching television has a deeper impact. A report published by 
the European Commission found that exposure to light at night could be linked with ‘an in-
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creased risk of breast cancer and also cause sleep, gastrointestinal, mood and cardiovascular 
diseases (Wighton, 2013). The sudden change of light produced by a television may cause a 
disturbance to our brain, which then disrupts our sleeping time. With this in mind, we have 
proposed a smart home system called The Eye 2H which may be an appropriate solution to 
this recurring stress issue (Boon et al., 2014).  
The aim of this paper is to highlight the system implementation for our proposed system in 
Boon et al. (2014), which could provide an alternative approach for people to relieve stress in 
their own homes. The first section of the paper provides a brief introduction of our proposed 
system. This section is then followed by the system implementation for the Core Program 
(software) while the third section examines the implementation for the Intelligent Control 
Board (hardware). Next, we present some of the initial testing and evaluation that was con-
ducted with the system. In the final section, the conclusion and related future work for the 
proposed system is presented.  
EYE 2H: THE PROPOSED SMART HOME SYSTEM 
The Eye 2H is an intelligent system that utilizes a combination of both image and facial 
recognition techniques to detect and analyze human emotion of the homeowners. This infor-
mation is then utilized by an intelligent control box to control any connected electronic and 
lighting equipment in their house. There are two main modules in system: 1) The Eye 2H 
Core Program and, 2) the Intelligent Control Box. Figure 1 depicts the proposed system struc-
ture. 
 
Figure 3. The Eye 2H Proposed System Structure (Boon et al., 2014) 
The Core Program utilizes a processing box and a camera that monitors a target area that 
detects as well as recognizes if he or she is a resident of the home. This recognition system 
would then analyze the individual’s face and compare the image to an existing image of the 
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current residents. Once the system verifies the resident’s identification, the  system  will  then  
continue  to  monitor  the  resident  to  detect  the  emotion  of  the owner and respond accord-
ingly to their emotion. Once a particular emotion is detected, the system sends a signal to the 
intelligent control box.  The box consists of three intelligent control features: 1) Input Pro-
cess, 2) Signal Output, and 3) Configure Board that receives the required respond input from 
the Core Program. The respond inputs would then be carried out by the control box, which is 
connected to the electronic equipment such as lighting and other devices. Our proposed sys-
tem is designed to provide a better living environment for people such as switching on the 
lights for the residents when they return home or off the lights when they are away. The sys-
tem would also detect the emotion of the residents and response to those emotions by control-
ling the brightness of light and other electronic devices if needed (Boon et al., 2014). The 
implementation of the system from the software and hardware perspectives are highlighted in 
the next section. 
THE EYE 2H SYSTEM - CORE PROGRAM (SOFTWARE) 
The software implementation for the Core Program in the proposed system consists of 
three modules, which are Camera Monitoring, Emotion Detection & Analysis and Response 
modules. Besides that, there are two training phases that was implemented for both the face 
and emotion recognition modelling as part of the system.  
Camera Monitoring Module 
The camera would capture images continuously, which provides the basis for the facial 
recognition process. The facial detection feature was achieved by using the Haar method, a 
feature-based cascade classifier, where a trained Haar classifier is utilized for the facial detec-
tion. In order to increase the accuracy of face detection, eye detection is also performed on the 
captured images. If both the face and eyes of the residents were detected from the captured 
image, the system will proceed to the image pre-processing phase. The identified image is 
then scaled to grey-scale as a greyscale image has a higher processing speed compared to a 
colored image. The system then proceeds to align the facial image to ensure that the face and 
eyes are at the correct angle. Once this is completed, the facial region is cropped to a dimen-
sion of 24 x 24 from the processed image. The intensity of the light distribution for the 
cropped facial image would then be equalized to balance the intensity range. Noise from the 
image would be reduced by using the Bilateral filtering which retains the sharp edges in the 
image. Finally, a mask layer would be implemented to remove the unrequired region within 
the facial image.  
Emotion Detection & Analysis Module 
There are two sub-modules in this module, which are: 1) Face Recognition and, 2) Emo-
tion Detection. The Face Recognition sub-module provides the capability of recognizing the 
residents via the facial image. This capability utilizes the Eigen Face algorithm via a number 
of collected facial images to train the algorithm. The processed image from the Camera Moni-
toring module would be converted into an image matrix where the Eigenvalue and Eigenvec-
tors of the matrix is calculated. Based on the value and vector, both the Eigen Space and Face 
would be generated which then leads to the formation of an Eigen Face model. The Eigen 
Face model from the training session would then be used as a comparison against the cropped 
facial image. If the similarity of both images exceed a certain threshold, the system will per-
form a facial recognition or vice versa for an unknown facial image. Figure 2 shows the pro-
cess flow of the facial recognition phase.  
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Figure 2. Process Flow of the Facial Recognition Phase 
The Emotion Detection sub-module analyzes the detected emotions from the captured fa-
cial images. This analysis is achieved by using a combination of the Principal Component 
Analysis (PCA) approach for feature extraction and selection; as well as the SVM approach 
for classification. The combination of approaches requires the use of a trained emotion classi-
fier to ‘categorize’ the captured images into one of the recognized emotions. The raw dataset 
required for the emotion classifier is taken from the Extended Cohn-Canade Dataset (CK+) 
(Lucey et al., 2010). There were 7 emotions within the classifier, where we selected 4 emo-
tions for our system: neutral, happy, sad and sleepy. The emotions was selected as they are 
considered the most basic emotions that a user may show at any given time (Lucey et al., 
2010). Therefore, there are four sets of data representing each of the emotion acquired in the 
SVM classifier training phase. Each classifier requires a positive and a negative image. For 
this research, we utilized the concept of one versus others in selecting the negative image. For 
example, for a happy face, the positive dataset is based on the happy facial image while the 
negative dataset consists of the neutral, sad and sleepy facial images. Table 1 shows the posi-
tive and negative dataset for the SVM classifier.  
Table 4. Positive and Negative Dataset for the SVM Classifier 
Emotion Classifier Positive Dataset Negative Dataset 
Happy Happy facial image Neutral + Sad + Sleepy facial 
image 
Neutral Neutral facial image Happy + Sad + Sleepy facial 
image 
Sad Sad facial image Happy + Neutral + Sleepy facial 
image 
Sleepy Sleepy facial image Happy + Neutral + Sad facial 
image 
 
For the feature extraction and selection of the facial images, PCA was utilized. The ex-
tracted features is selected and forms a PCA subspace. Then the image from the dataset would 
be integrated into the PCA subspace to form a Projected PCA Image. This projected image 
would be utilized in training along with the SVM classifiers. The SVM parameters used for 
the training phase are as follow: Type: C-Support Vector Classification; Kernel Type: Linear 
Kernel; C-value: 100. Figure 3 below shows the overall flow of the Emotion Recognition sub-
module with the PCA and SVM approach.  
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Figure 3. Overall flow of the Emotion Recognition Sub-Module (PCA & SVM approach) 
THE EYE 2H SYSTEM – INTELLIGENT CONTROL BOARD (HARDWARE) 
The system implementation for the Intelligent Control Board consists of four modules: In-
put Processing, Signaling, DE2i_150 Board and, the NiosII Program for the Control Board. 
The Input Processing module receives and processes the signal generated by the Core Pro-
gram. If the signal received is ‘1’, it would indicate that the Control Board would need to 
process and response accordingly. The Signaling module would then handle the response to 
the signal. If the signal is ‘0’, the board would signal to the connected lights or home appli-
ances to turn off while, a signal with ‘1’ would instead turn on the devices instead.  
The DE2i_150 Board would require some initial configuration before any communication 
could occur. By utilizing Quartus II, the control board logic could be designed with the Qsys-
Tool with GUI. Components such as Clock Source, Embedded Processor: Nios II Processor, 
Serial Interface Protocol; JTAG UART, On-Chip Memory (RAM / ROM), System ID Periph-
eral and Microcontroller Peripheral: Parallel I/O (PIO) are utilized to design the hardware 
logic for this research. As this is an initial research into a new smart home system, an LED 
light is connected to the board to indicate a signal from the Core Program. When some initial-
ization and assignment of base addresses occurs, the hardware logic would be compiled into 
a .Sof file. This file would be used to configure the FPGA of the Control Board through a 
USB-Blaster connected to the host computer. Before the hardware logic could be executed, a 
software program is required. Therefore, a NiosII Program was developed to operate the con-
figured DE2i_150 Board.  
The NiosII Program was designed to operate the configured Control Board that acts as an 
intermediary with the Core Program. The code below shows an example of a signal being sent 
to the Control Board via the PIO with a base address which is connected to the LED. If the 
signal received from the Core Program is ‘0’, the program will switch off the LED and vice 
versa if the signal received is a ‘1’.  
                 IOWR_ALTERA_AVALON_PIO_DATA(0x810000, count & 0x01); 
INITIAL SYSTEM TESTING AND EVALUATION 
We conducted two different system testing for the Camera Monitoring Module and the 
Emotion Detection & Analysis Module. We utilized 10 different user faces for both tests in 
order to evaluate the system implementation effectively. For the Camera Monitoring Module, 
we conducted three test scenarios: 1) functionality of the camera, 2) the level of facial detec-
tion and 3) the image pre-processing quality. Based on the tests, we found that the module is 
working as proposed (shown in Table 2 below).  
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Table 2. Camera Monitoring Module Test Scenarios 
Test 1: Functional Camera Test 2: Facial Detection Test 3: Image Pre-
processing 
 
 
 
 
 
Able to activate the camera and 
capture image as input 
 
 
 
 
 
Able to detect the user’s face 
 
 
 
 
 
 
Able to process the 
image and create the 
final cropped image as 
input 
 
  
For the Emotion Detection & Analysis Module, we conducted two test scenarios: 1) face 
recognition for known and unknown residents and, 2) four different sets of emotion detection. 
Table 3 shows some of the test scenarios conducted for this module. The arrows in the images 
shows the status for each of the scenarios. 
Table 3. Emotion Detection & Analysis Module Test Scenarios 
Test 1: Face Recognition  
(Unknown Resident) 
Test 2: Happy Facial Detection 
  
  
The performance of the system is excellent when a face is detected and vice versa due to 
the heavy processing of every single image that is captured by the camera. As the system tries 
to analyze and detect possible faces within a captured image, the system seems to slow down. 
However, the accuracy of the facial detection in our proposed system is up to 90% as majority 
of the captured faces can be detected. This high detection rate is due to the Eigen Face Algo-
rithm that is very sensitive to lighting conditions. In terms of emotion detection, our system 
manages to detect with an accuracy of more than 50% for each of the four emotions. Table 4 
depicts the summary of results that we have collected for the emotion detection testing. 
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Table 4. Emotion Detection & Analysis Module Result Summary 
Emotion Recognition Rate 
Neutral 7 out of 10 Neutral faces 
Happy 8 out of 10 Happy faces 
Sad 6 out of 10 Sad faces 
Sleepy 7 out of 10 Sleepy faces 
 
CONCLUSION AND FUTURE WORK 
The Eye 2H system is designed to provide a harmonious and happy (2H) living for people. 
By utilizing a combination of image processing, facial recognition and facial expression 
recognition techniques, a more intelligent smart home system is developed. As a result, we 
are able to propose an intelligent system can control lighting and electronic devices based on 
facial and emotion detection. However, the system can be enhanced in the future by increas-
ing the emotion parameters to include stress, anger, dislike and many more. Besides that, the 
integration of voice recognition and gesture recognition into the system can increase the func-
tionality and reliability for homeowners. 
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