In this paper, we proof some properties of the space of bounded p(⋅)-variation in Wiener's sense. 
Introduction
Since Camile Jordan in 1881 first gave the notion of variation of a function in the paper [1] devoted to the convergence of Fourier series, a number of generalizations and extensions have been given in many directions. Such extensions find many applications in different areas of mathematics. Consequently, the study of notions of generalized bounded variation forms an important direction in the field of mathematical analysis. Two wellknown generalizations are the functions of bounded p-variation and the functions of bounded ϕ-variation, due to N. Wiener [2] and L. C. Young [3] respectively. In 1924, N. Wiener [2] generalized the Jordan notion and introduced the notion of p-variation (variation in the sense of Wiener). L. Young [3] introduced the notion of ϕ-variation of a function. The p-variation of a function f is the supremum of the sums of the pth powers of absolute increments of f over no overlapping intervals. Wiener mainly focused on the case 2 p = , the 2-variation. For p-variations with 2 p ≠ , the first major work was done by Young [3] , partly with Love [4] . After a long hiatus following Young's work, pth-variations were reconsidered in a probabilistic context by R. Dudley [5] [6] . Many basic properties of the variation in the sense of Wiener and a number of important applications of the concept can be found in [7] [8] . Also the paper by V. V. Chistyakov and O. E. Galkin [9] is very important in the context of p-variation. They study properties of maps of bounded p-variation ( )
in the sense of Wiener are defined on a subset of the real line and take values in metric or normed spaces.
In recent years, there has been an increasing interest in the study of various mathematical problems with variable exponents. With the emergency of nonlinear problems in applied sciences, standard Lebesgue and Sobolev spaces demonstrated their limitations in applications. The class of nonlinear problems with exponent growth is a new research field and it reflects a new kind of physical phenomena. In 2000, the field began to expand even further. Motivated by problems in the study of electrorheological fluids, Diening [10] raised the question of when the Hardy-Littlewood maximal operator and other classical operators in harmonic analysis were bounded on the variable Lebesgue spaces. These and related problems are the subject of active research to this day. These problems were interesting in applications (see [11] - [14] ) and gave rise to a revival of the interest in Lebesgue and Sobolev spaces with variable exponent, the origins of which could be traced back to the work of Orlicz in the 1930's [15] . In the 1950's, this study was carried on by Nakano [16] [17] who made the first systematic study of spaces with variable exponent. Later, Polish and Czechoslovak mathematicians investigated the modular function spaces (see for the example Musielak [18] [19] , Kovacik and Rakosnik [20] ). We refer to books [14] for the detailed information on the theoretical approach to the Lebesgue and Sobolev spaces with variable exponents. In [21] , Castillo, Merentes and Rafeiro studied a new space of functions of generalized bounded variation. There, the authors introduced the notion of bounded variation in the Wiener sense with the exponent p(⋅)-variable.
The main purpose of this paper is threefold: First, we provide a further develop of the results of the article [21] . We give a detailed description of the new class formed by the functions of bounded variation in the sense of Wiener with the exponent p(⋅)-variable. Second, in the spirit of some results of Federer ([22] sec. 2.5.16), Sierpinski [23] , and Chistyakov and Galkin [9] , we provide a characterization of the functions with variable bounded variation in the sense of Wiener. We prove a structural theorem for mappings of bounded variation in the sense of Wiener with the exponent p(⋅)-variable. Finally, we analyze a necessary and sufficient conditions for the acting of composition operator (Nemystskij) on the space
⋅ . This paper is organized as follows: Section 2 contains definitions, notations, and necessary background about the class of functions of bounded p(⋅)-variation in Wiener's sense; Section 3 contains some properties of this space; Section 4 contains a main theorem, which is a characterization of the functions of bounded p(⋅)-variation in Wiener's sense of the composition of two functions with certain properties; Section 5 contains another main theorem, in which we prove a result in the case when h is locally Lipschitz if and only if the composition operator maps the space
Finally, in section 6 we give the last main theorem, namely, we show that any uniformly bounded composition operator that maps the space
into itself necessarily satisfies the so called Matkowski's weak condition.
Preliminaries
Throughout this paper, we use the following notation: we will denote by The concept of functions of bounded variation has been well-known since C. Jordan in 1881 (see [1] ) gave the complete characterization of functions of bounded variation as a difference of two increasing functions. This class of functions exhibit so many interesting properties that it makes them a suitable class of functions in a variety of contexts with wide applications in pure and applied mathematics (see [8] [24] 
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The proof of this theorem is contained in the following two lemmas. 
. Therefore, by boundedness of ϕ yield
If ϕ is nonincreasing the proof is similarly. 
Proof. We define the function ϕ by ( ) ( ) 
By (P1) and (P3),
The assertions in (2) and (3) follows from (1) and (P4). Now we will show that g is Hölderian. We have
In the next section we will be dealing with the composition operator (Nemitskij).
Composition Operator between the Space
In any field of nonlinear analysis composition operators (Nemytskij), the superposition operators generated by appropriate functions, play a crucial role in the theory of differential, integral and functional equations. Their analytic properties depend on the postulated properties of the defining function and on the function space in which they are considered. A rich source of related questions are the monograph by J. Appell and P. P. Zabrejko [25] and J. Appell, J. Banas, N. Merentes [8] . Given a function : 
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