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Abstract 
Power control has been an effective approach for mitigating the effect of fading in the quality of signal transmission over 
wireless channels. The system typically involves a mechanism of measuring the quality of the channel seen by the receiver and 
providing such information to the transmitter to adjust the amount of transmitted power. These systems are considered as 
opportunistic systems since they take advantage of the information about the channel to optimize the communications process. 
The proposed algorithm performs power allocation for individual bits to minimize the mean square error (MSE) of a 2-D-signal 
transmitted over AWGN channel. It provides a gain in Eb/ No over conventional equal-power allocation system based on 
statistical analysis. Statistical measures play a key role in analysis of signals especially in  2-D and 3-D signals. 
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1. Introduction 
There has been a great interest in developing new wireless communication systems capable of not only sending 
1-D signals but also 2-D and 3-D signals over mobile radio wireless links. This is to meet the ever increasing 
demand for multimedia services fueled by the surge in Internet utilization and the need for accessing all types of 
information while people are on the move. However, sending 2-D and 3-D signals require a communication system 
capable of sending data at high bit rates, typically Mbps range, with low bit error probability. This is deemed to be 
very challenging due to the harsh nature of the wireless medium caused by multipath propagation and mobility of 
users. To meet these requirements, wireless communication systems that efficiently utilize the system resources are 
sought. System resources include transmission bandwidth and transmitted power[1]. 
 
The other effective approach to improve the quality of signal transmission over wireless channels is the use of 
channel coding techniques. Channel coding is considered as a main component of any digital communication system 
operating over wireless channels. However, there is an increase in the required bandwidth due to channel coding. 
Thus, it is desirable to provide improved performance while minimizing the amount of bandwidth used by the 
coding scheme [2-4].  
A common problem with coding schemes is their degraded performance at low signal-to-noise ratio. Variable 
rate channel coding schemes have been proposed to take advantage of knowledge of the channel status. In some 
 
* K.Prasuna. Tel.: +91-8008842308;  
E-mail address: prasuna.k@rediffmail.com 
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
923K. Prasuna and M. Padmaja / Procedia Engineering 30 (2012) 922 – 929  
systems, like second generation GSM mobile radio system, channel coding is used selectively for message bits that 
carry more information while no coding is used for less important bits. Recently, a new algorithm for power 
allocation to information bits according to their importance was proposed. The proposed scheme was based on 
adjusting the amount of power transmitted for each bit [6] according to its importance in the image quality as 
measured by the mean-square error. However, the system suffered from an increase in the peak-to-average power 
ratio [5] 
 
 
2. System Configuration 
 
A typical binary phase shift keying (BPSK) digital communication system is considered for image transmission. 
Initially, the image is sampled, quantized, and then coded into binary bits for transmission by the BPSK system. 
Each sample is coded into M bits. The transmitted   signal is represented as 
 
 
 
                                              
                                                                                                                                  
                                                                                                                       (1)         
 
Where wi  is the transmitted power and is the information data (±1) of the ith bit in the k
thi block of  
the M bits representing one of the samples, g(t) is a rectangular pulse shape of transmitted signal, and Tb is the 
bit duration. Index i represents the location of a bit within the M bits belonging to the same sample with M-1 the 
representing the most significant bit (MSB) and index 0 representing the least significant bits (LSB).The wireless 
channel is modeled as a flat Rayleigh fading channel  with received signal given by  
                                                            (2) 
 
Where   represents the complex channel coefficient with amplitude following the Rayleigh distribution and 
uniform phase over [0,2π] and r is the propagation delay. The additive white Gaussian noise (AWGN) is represented 
by n(t) with zero-mean and two sided power spectral density of No /2.[7-8] 
 
The received signal is processed using a matched filter to minimize the BER. Perfect knowledge of the channel 
coefficient is assumed to allow for coherent detection. Once the decision about the information bits is made; digital 
to analog conversion is used to reconstruct the 2-D signal.    
 
 In the conventional scheme of power allocation; all bits carry the same amount of power regardless of their 
significance. Such allocation is shown to be suboptimal and  the amount of power allocated to each symbol is 
optimized, such that more power is allocated to the most important bits under the constraint that the average energy 
per bit is kept the same as for the conventional scheme. There is no increase in the transmission bandwidth of the 
signal due to this power allocation scheme. However, the peak-to average power ratio (PAPR) will be increased 
slightly [9]. 
 
3.  Power Control Algorithm 
 
A better performance measure in such cases is the root-mean square error (RMSE) rather than the BER 
because bits transmitted by the system do not carry the same amount of information about the message. Thus, it is 
important to establish a relationship between the RMSE and BER for those applications[11]. 
 For a system with M bits per sample, there are 2M different samples to be transmitted. The binary 
representation of sample xj is given by the jth row of the following 2M M Matrix, 
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With elements hjk. The mean square error (MSE) is given by                       
      
 
 
 
Where xi  is the estimate of the 
thj  sample reconstructed after detection of the M bits and P( xi ) is the a priori 
probability that the thj sample is transmitted. The probability that ith sample with a decimal value of (i) is 
reconstructed is given by                        
 
  
 
 
Where Pk  is the probability that the 
thk   bit is in error and ( )kio  is  
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                                                                                              (6) 
The notation ( )kio  represents the binary inversion of   ( )kio .The MSE for the above case is calculated as 
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The MSE for other samples can be obtained following a similar procedure and the average MSE can be 
calculated by averaging over all possible samples [12]. Hence equation (7) will be average MSE. The probability of 
the kth bit to be in error for the AWGN case, without coding is given by           
  Pk = Q( 2E  (k) / N  )b o                                          (8) 
 
The iterative power allocation algorithm is as follows: 
1. The power distribution vector is initialized to all ones (the energy is assumed to be the same for all bits 
with wi = 1for i = 0, 1, …, M - 1). MSE is calculated using (7) and (8) for a given Eb / N0. Two bits are defined, B 
is borrowing power and D is donating power. Maximum limit of the PAPR is set to PAPRmax and energy step size 
to ΔEb 
 
2. Most significant bit (MSB) is set to B = M −1, as borrower; and D = 0, least significant bit (LSB) as 
donor. The energy for the D bit is reduced by ΔEb and the energy of B bit increased by the same amount such that 
during the nth iteration we have 
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Within a block of M bits, the minimum energy per bit is zero and the maximum energy per bit is MEb, 
where Eb is the average energy per bit. MSE is calculated using (7) and (8) for a given Eb / N0. We keep changing 
the energy of the two bits until we find the minimum value of MSE while the PAPR is kept less than PAPRmax. 
The same procedure above is repeated but with the donor bit D is incremented by one until all least significant bits 
are used. Next the borrower bit is reduced by one to optimize the second most significant bit (B=M − 2) and repeat 
steps. The above steps are repeated until all bits are optimized; i.e. B = 0.Every time the minimum MSE is searched 
for and PAPR is ensured to be within the limit of PAPRmax [13-14]. 
 
After all bits have been updated, the optimum power allocation vector w is calculated form the final energy 
distribution of each bit. Finally, the 2-D-signal is transmitted with this optimized power. The optimum vector of 
power allocation is independent of the actual 2-D-signal to be transmitted and can be used for transmission of 
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different 2-D-signals. It is also important to note that the optimum power allocation can be pre-computed in advance 
for each value of Eb / No[15-17].  
 
 
4. Numerical Results and Conclusions 
 
Mean Square root values are obtained for the conventional equal-power and proposed MMSE-based power 
allocation algorithms. The results obtained via equations (7) and (8) are presented for AWGN channel in Fig.1.2D-
signal transmission over AWGN is considered with an average value of Eb / No = 3 dB and M = 8 bpp for both 
methods.Measures of central tendency locate a distribution of data along an appropriate scale. The average is a 
simple and popular estimate of location. The range (the difference between the maximum and minimum values) is 
the simplest measure of spread and is calculated for conventional and proposed methods. The standard deviation and 
the variance are popular measures of spread that are optimal for normally distributed samples. The mean absolute 
deviation (MAD) is also sensitive to outliers. But the MAD does not move quite as much as the standard deviation 
or variance in response to bad data as shown in Table .I,II,III for 16x16 resolution image. 
 Measures of dispersion like interquartile range, Mean absolute deviation, central moment of all orders, 
range, standard deviation and variance is calculated for 16x16 image .The parameters gives a better performance for 
the proposed method rather than the conventional method as shown in figure.2 (16x16 2-D-signal) and the 
distribution of parameters are shown in tabular form 1 and chart as in figure.3 (UPA).Measures of central tendency 
locate a distribution of data along an appropriate scale. Measures have been calculated for conventional and 
proposed methods as shown in figure 4. and the gradients in fig.5.As Eb / No increases, the less important bits start 
to play an important role in minimizing the MSE. Ultimately, for very high Eb / No, the optimum power allocation 
will converge to the conventional scheme with equal power allocation per bit as noticed previously. The proposed 
scheme provides better performance compared to the conventional scheme at low signal-to-noise ratio conditions. 
However, as Eb / No increases, the two schemes tend to be equivalent. The results obtained by this scheme show a 
significant gain of over both the conventional equal-power and non-adaptive RMSE-based algorithms. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                
 
       Fig.1 RMSE Vs Eb/No for Conventional and proposed allocation scheme. 
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Fig. 2 Statistical parameters of Equal and unequal Power allocation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig .3 Chart with parameters of Dispersion-UPA 
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TABLE I      Statistical measures -UNEQUAL POWER ALLOCATION 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
TABLE I I     Statistical measures -EQUAL POWER ALLOCATION 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Kutosis Skewness Interquartile range Median Range Moment Variance 
2.8499 0.8853 58 34.58 164 2101.8516 2110.0941 
2.7517 0.8227 69.5 35.99 162 1977.0622 1984.8154 
2.8332 0.8513 60.5 37.39 172 1816.4298 1823.553 
2.5635 0.7828 59 34.577 160 1979.4746 1987.2372 
2.607 0.6862 64 37.1229 162 1834.3691 1841.5627 
2.5003 0.7514 70.5 38.3 169 2068.375 2076.4863 
2.6099 0.7411 70 39.82 167 2176.3981 2184.933 
2.0071 0.4714 59.5 38.84 168 2528.1616 2538.0759 
2.0453 0.5673 75 43.55 176 2906.4529 2917.8507 
2.4881 0.7402 69 39.53 192 2584.7368 2594.873 
2.7542 0.8942 69.5 41.85 192 2321.9975 2331.1034 
2.375 0.6682 69 39.55 195 2217.8673 2226.5648 
2.428 0.59 72 40.43 200 2013.602 2021.4985 
2.8426 0.7527 71.5 37.32 192 1835.8331 1843.0325 
1.7917 0.4753 106.5 46.33 177 2632.5928 2642.9167 
1.2976 0.2201 124 54.90 162 3389.2662 3402.5575 
Kutosis Skewness Interquartile range Median range Moment Variance 
2.3234 -1.0047 130 63.2689 63.2689 5230.2386 5250.7494 
2.4499 -1.0598 128 61.0963 61.0963 4900.9828 4920.2024 
2.1017 -0.9032 76.5 58.8574 58.8574 4874.3594 4893.4745 
2.0576 -0.8908 129 62.5742 62.5742 5189.2131 5209.563 
2.46 -1.0581 125 61.9689 61.9689 5132.4355 5152.5627 
2.0938 -0.9063 109 61.4729 61.4729 5093.0558 5113.0285 
2.4979 -1.0542 130 64.0097 64.0097 5275.5654 5296.2539 
2.2814 -1.0134 128 62.3797 62.3797 5064.8204 5084.6825 
2.5503 -1.1057 118 60.981 60.981 4983.069 5002.6104 
2.0021 -0.8592 129 64.2795 64.2795 5353.46 5374.4539 
2.225 -0.9323 128.5 63.4429 63.4429 5156.1162 5176.3363 
2.2872 -0.9489 132 66.0894 66.0894 5477.2973 5498.7769 
1.983 -0.8505 95.5 61.2426 61.2426 5125.2087 5145.3076 
2.0984 -0.8905 117.5 61.314 61.314 5058.6006 5078.4382 
2.1599 -0.9348 113 59.7964 59.7964 4770.4523 4789.1599 
1.9 -0.8032 131 65.1539 65.1539 5399.1953 5420.3686 
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Fig. 4 Chart showing parameters of Dispersion-EPA 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.5 Magnitude of Gauss Gradient 
 
 
 
TABLE III    MEASURESOF EPA AND UPA 
 
 
 
 
 
 
 
 
 
S.No MEAN STANDARD DEVIATION 
 
ELAPSEDTIME 
Equal 
PowerAllocation(EPA) 62.2040 57.10 
75.25 seconds 
UnEqual 
PowerAllocation(UPA) 104.328 65.8118 
62.52 seconds 
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