The Harmonized Landsat and Sentinel-2 (HLS) project is a NASA initiative aiming to produce a Virtual Constellation (VC) of surface reflectance (SR) data acquired by the Operational Land Imager (OLI) and MultiSpectral Instrument (MSI) aboard Landsat 8 and Sentinel-2 remote sensing satellites, respectively. The HLS products are based on a set of algorithms to obtain seamless products from both sensors (OLI and MSI): atmospheric correction, cloud and cloud-shadow masking, spatial co-registration and common gridding, bidirectional reflectance distribution function normalization and spectral bandpass adjustment. Three products are derived from the HLS processing chain: The L30 and S30 show a good consistency with coarse spatial resolution products, in particular MODIS Collection 6 MCD09CMG products (overall deviations do not exceed 11%) that are used as a reference for quality assurance. The spatial co-registration of the HLS is improved compared to original Landsat 8 L1T and Sentinel-2A L1C products, for which misregistration issues between multi-temporal data are known. In particular, the resulting computed circular errors at 90% for the HLS product are 6.2 m and 18.8 m, for S10 and L30 products, respectively. The main known issue of the current data set remains the Sentinel-2 cloud mask with many cloud detection omissions. The cross-comparison with MODIS was used to flag products with most evident non-detected clouds. A time series outlier filtering approach is suggested to detect remaining clouds. Finally, several time series are presented to highlight the high potential of the HLS data set for crop monitoring.
Introduction
Many land monitoring applications require more frequent observations than can be obtained from a single "Landsat-class" sensor. Numerous studies have documented the need for higher temporal resolution data to better monitor land cover change (Hansen and Loveland, 2012) , agricultural management (e.g., Claverie et al., 2012; Skakun et al., 2017b; Whitcraft et al., 2015a) , disaster response (Skakun et al., 2014) , water resources (Trinh et al., 2017) , and vegetation phenology (Melaas et al., 2013) .
All these applications require near-daily imagery at medium spatial resolution. Even year-to-year change detection benefits from frequent data coverage in cloudy areas (Roy et al., 2006) . Furthermore, with the and ground segment capabilities that operate in a coordinated manner to meet a combined and common set of Earth Observation requirements." However, simply having synergistic sensors on orbit is not sufficient for end users; the data products themselves must also be processed in such a way as to ease preprocessing and analysis burden. This concept has been termed Analysis Ready Data (ARD, Egorov et al., 2018; USGS, 2018) : data products that are gridded to a common reference and processed to comparable geophysical parameters regardless of their sensor of origin. Beside ARD, space agencies also support multiple sensors application. As an example, the Multi-Source Land Imaging (MuSLI) projects under the NASA Land-Cover and Land-Use Change program (LCLUC, Justice et al., 2015) aim to develop innovative approaches using multiple sensor data for continental and global products.
USGS/NASA Landsat and European Union Copernicus program Sentinel-2 represent the two flagship programs for medium-resolution land imaging. In this paper, we describe a new Harmonized Landsat and Sentinel-2 (HLS) surface reflectance product, with the necessary radiometric and geometric corrections to provide a single, "stackable" source of near-daily reflectance observations at 30-meter resolution. The HLS products are currently available for test sites around the globe, and should be available for North America in the second half of 2018.
The Landsat program is the longest running enterprise for acquisition of satellite imagery of Earth's land areas (Loveland and Dwyer, 2012) . The program started in 1972 with Landsat 1 and the most recent platform, Landsat 8, was launched in 2013. Starting in 1982 with Landsat 4, sensors have been characterized by a 16-day repeat cycle, reflective bands at 30-meter resolution for the visible-shortwave infrared (from 450 nm to 2400 nm) and thermal infrared bands at 120-meter (Landsat 4 and 5), 60-meter (Landsat 7), or 100-meter (Landsat 8) resolution.
In 2015 and 2017, the European Space Agency (ESA) launched two satellites of the Sentinel-2 mission (S-2A and S-2B respectively), the second mission of the Copernicus environmental monitoring program (Drusch et al., 2012) . The MSI sensor onboard both satellites provides a spatial resolution of 10 to 60 m depending on the wavelength. The Sentinel-2 constellation provides open-access optical imagery of the global land surface with a 5-day revisit period.
The Harmonized Landsat and Sentinel-2 (HLS) product aims to combine in a single data set the observations of the land surface from the two sensors. Given that Landsat 8/OLI and Sentinel-2/MSI make similar measurements in terms of spectral, spatial and angular characteristics and are both placed in sun-synchronous orbits (Table 1) , they are ideal candidates to form a VC and generate multi-sensor ARD products. The characteristics of the HLS product are driven by community needs for intra-annual land monitoring, including monitoring agricultural management and condition (Waldner et al., 2016; Whitcraft et al., 2015b ) and vegetation phenology. Of paramount importance has been generating "smooth" spectral time series that accurately record land conditions and minimize temporal noise due to sensor-to-sensor differences in atmospheric correction approach, view geometry or bandpass. Although the two sensing systems are generally similar, the building of a harmonized surface reflectance data set has required efforts to mitigate these differences. Specifically, by "harmonized" we mean that the products are:
-Gridded to a common pixel resolution, map projection, and spatial extent (i.e., tile); -Atmospherically corrected and cloud masked to surface reflectance using a common radiative transfer algorithm; -Normalized to a common nadir view geometry via Bi-directional Reflectance Distribution Function (BRDF) estimation; -Adjusted to represent the response from common spectral bandpasses.
In essence, these products are the building blocks for a "data cube" such that a user may examine any given pixel through time, and treat the near-daily reflectance time series as though it came from a single sensor. In the sections below, we describe the HLS product specifications, detail the algorithms of the current data set version (v1.3) used in the processing chain, and give results on data set quality and reflectance uncertainty. The HLS v1.3 data set was processed at the NASA Earth Exchange (NEX, NASA Ames Research Center) which has capacity for working with large volumes of data (Nemani, 2011) .
Input/output product definition and specifications

Landsat 8 and Sentinel-2 Level-1 input products
The Operational Land Imager (OLI) sensor is a medium spatial resolution multi-spectral imager onboard the Landsat 8 satellite, in a sunsynchronous orbit (705 km altitude) with a 16-day repeat cycle. The sensor has a field of view of 15 degrees (approximately 185 km). The OLI sensor has 9 bands (Table 1) and is co-registered with the TIRS (Thermal Infrared Sensor) sensor which has two spectral bands. The ground sampling distance for OLI is 30 m and for TIRS is 100 m. The 12 μm TIRS band (band 11) has been significantly affected by stray light which compromises its utility for split-window atmospheric correction (Montanaro et al., 2014) .
Standard top-of-atmosphere Landsat 8 products (i.e., Level-1) are distributed by USGS EROS. The highest quality Level-1 product had been labeled L1T, which is radiometrically calibrated and orthorectified using ground control points and digital elevation model data. Starting in 2016, USGS organized the Landsat data archive into a tiered data Collection structure to maintain consistent data quality for time series analysis, and a reprocessing of the global Landsat archive into Collection-1 data was finished in early 2017. The current version of the HLS data set (v1.3) is based on the pre-Collection Landsat 8 L1T data, Claverie et al. Remote Sensing of Environment 219 (2018) 145-161 which are equivalent to the best quality Tier-1 data in the Collectionbased archive. Landsat data are spatially referenced using the World Reference System-2 (WRS-2) and provided in the UTM projection. Multi-temporal Landsat 8 data are co-registered with an accuracy of 6.6 m in the x and y directions (Circular Error 90%, CE90, Storey et al., 2014) . However, it has been shown recently that the absolute geodetic registration of Landsat 8 data to the Earth's surface is not optimal due to inaccuracies in the Global Land Survey (GLS) 2000 ground control, which can result in a misregistration of 38 m (2σ) relative to Sentinel-2 imagery in some parts of the globe (Storey et al., 2016) . The USGS is planning in the near future to update the GLS ground control to improve the absolute registration accuracy. The Sentinel-2 Multi-Spectral Instrument (MSI) is onboard the Sentinel-2A and -2B satellites orbiting the Earth at 786 km altitude (Martimort et al., 2007) . The ground sampling distance varies among the spectral bands: 10 m for the visible and the broad NIR bands, 20 m for the red edge, narrow NIR and SWIR bands, and 60 m for the atmospheric bands. The sensor has a 20.6°field of view corresponding to an image swath width of approximately 290 km.
Standard Sentinel-2 L1C data are distributed by the ESA Open Access Hub. L1C data are framed into tiles (also named granules) measuring 109.8 km by 109.8 km in the UTM-based Military Grid Reference System (MGRS, ESA, 2015) . Adjacent tiles in the same UTM zone overlap in x and y axis predominantly by 9780 m. At the border between two adjacent UTM zones, a tile of one UTM zone can extend into the other UTM zone, overlapping with the tile of the other UTM zone (https://sentinels.copernicus.eu/web/sentinel/user-guides/ sentinel-2-msi). In the future, geographic registration will be performed using the Global Reference Image (GRI, Dechoz et al., 2015) . The GRI is a database made of MSI mono-spectral images that serves as geographic reference for registering all MSI data. The processing of the GRI was initiated during the commissioning phase and is planned to be completed within the next year (F. Gascon, personal communication, July 2018) . The geolocation performance specification for Sentinel-2A is 12.5 m (3σ, Gascon et al., 2017; Languille et al., 2015) . From the commissioning phase, ESA has delivered MSI L1C products in several processing baselines (versions) over time. Particularly L1C data processed before version 02.04 did not correctly account for spacecraft yaw angle (ESA, 2018) , resulting in misregistration in the overlap regions at the edges of adjacent swaths . The processing baseline 02.04 introduced in May 2016 implemented an improved yaw angle bias correction. As of 2017, not all the data acquired before May 2016 have been reprocessed to version 02.04, and the most recent processing baseline 02.05 introduced in April 2017 is used mostly for forward processing. Starting in 2018, ESA will systematically improve the capacity of performing the multi-temporal co-registration by registering MSI data to the GRI covering the whole globe with highly accurate geolocation information obtained through a spatio-triangulation algorithm using reference ground control points (Gascon et al., 2017) .
HLS products
At the current stage of development, the HLS data set is comprised of three types of products. All products are gridded into the Sentinel-2 tiling system (MGRS), which is in the UTM/WGS84 projection, with a tile size of 109.8 × 109.8 km. The three types of products are named S10, S30, and L30 (Table 2) .
The S10 product is atmospherically corrected, full spatial-resolution Sentinel-2 MSI surface reflectance. The geolocation of the images in processing baselines prior to 02.04 was adjusted slightly for better coregistration to a reference image per tile of minimal cloud cover from processing base 02.04. No other correction is applied, and the full spatial resolution (i.e. 10 m, 20 m, and 60 m) of the individual MSI bands is preserved. The product is intended for users requiring both the full spatial resolution of Sentinel-2 and the same 6S atmospheric correction approach used operationally for Landsat 8/OLI.
The S30 and L30 products provide 30 m Nadir BRDF-Adjusted Reflectance (NBAR) derived from MSI and OLI data, respectively. The S30 products are derived from S10 products and resampled to 30 m, BRDF-normalized using a fixed solar angle and nadir view, and spectrally adjusted to match Landsat 8/OLI spectral bandpasses. The L30 products are derived from Landsat 8/OLI SR products, and resampled and gridded to the same reference images and MGRS grid used for S30, and BRDF-normalized in the same way as S30.
Algorithms
Overview of HLS processing flow
Our approach to harmonization involves radiometric and geometric adjustments to make a consistent surface reflectance record for time series applications. As such, it is not always possible to preserve the unique features of each data source, and some compromises must be made. We have made the following decisions regarding harmonization: -The Seninel-2 (S2)/MSI radiometry is adjusted to replicate the spectral bandpasses of Landsat 8/OLI for the bands common to both sensors. For unique bands (i.e., the MSI red edge) and for atmospheric bands (i.e., cirrus and water vapor), no spectral adjustment is performed. -The harmonized products (S30, L30) are gridded to a common 30 m resolution. Although this degrades the MSI 10 m and 20 m resolution, it provides consistency with the Landsat archive. In addition, a key goal of the project is to generate consistent time series observations. Super-sampling OLI observations to 10 m, in order to obtain a harmonized products at 10 m, would introduce temporal noise simply due to the spatial averaging inherent to the coarser data product. -The harmonized products are gridded to a common UTM projection and spatial extent, based on the Sentinel-2 tiling system. Although other tiling systems are in use (e.g. the MODIS/WELD sinusoidal system, Roy et al., 2010) , sinusoidal projections are problematic for areas far from the central meridian, and the UTM-based Sentinel-2 system provides a reasonable approach for local-scale data presentation.
The HLS processing chain is structured in four processing steps (Fig. 1) . The processing algorithms reflect the state-of-the-art medium resolution optical remote sensing data processing techniques. Atmospheric correction of satellite imagery to surface reflectance has now become a standard practice, and forms the basis for the CEOS Analysis Ready Data for Land (CARD4L) standard (CEOS, 2016) . In addition, that Sentinel-2 and Landsat 8 have different orbit and view geometries necessitates normalization to a fixed view and solar angle via BRDF modeling.
Atmospheric correction
The atmospheric correction method is based on the Land Surface Reflectance Code (LaSRC), an algorithm primarily developed for Claverie et al. Remote Sensing of Environment 219 (2018) 145-161 operational use with Landsat 8 imagery (Vermote et al., 2016) and further extended for Sentinel-2 (Doxani et al., 2018) . LaSRC is based on heritage from the MODIS MCD09 products (Vermote and Kotchenova, 2008) as well as the earlier LEDAPS algorithm implemented for Landsat-5 and -7 (Masek et al., 2006) . In brief, LaSRC assumes a Lambertian, plane-parallel atmosphere, and uses the 6S radiative transfer model (Kotchenova and Vermote, 2007) to invert directional surface spectral reflectance from observed top-of-atmosphere reflectance. The retrieval accounts for both molecular and particle scattering, as well as absorption by water vapor and ozone. Several atmospheric parameters are required for the inversion including surface pressure (from the National Center for Environmental Prediction Global Data Assimilation System -NCEP GDAS weather model), column water vapor (derived from the MODIS near-infrared channels), ozone (from NCEP GDAS), and aerosol properties (aerosol optical thickness and Angstrom exponent). Of these, aerosol optical thickness (AOT) is the most challenging due to its strong influence on shorter wavelength channels, and degree of local variability. Because of this local variability, image-based approaches to retrieving aerosol are preferred. Like the current MODIS Collection 6 algorithm, the LaSRC algorithm assumes two SR ratios, red to blue and red to ultra blue, and uses the difference between these assumed ratios and observed TOA reflectance ratios to invert for AOT and Angstrom exponent. The two fixed SR ratios for the globe are derived from MODIS and MISR data, and expressed as a function of mid-infrared vegetation index, as described in Vermote et al. (2016) . Adjacency effects are not corrected. Uncertainty estimates for LaSRC are based on comparison with corrections based on in situ atmospheric parameters from the Aerosol Robotic Network (AERONET, Vermote et al., 2016) . These comparisons indicate improved performance compared to the LEDAPS algorithm or an alternative version of LEDAPS that used MODIS aerosol products as input (Ju et al., 2012) . For Landsat 8 OLI, overall uncertainty varied from 0.11% absolute reflectance (SWIR1 band) to 0.85% absolute reflectance (blue band). HLS uses the Landsat 8 LaSRC algorithm directly for atmospheric correction of Landsat 8 products. A separate version of LaSRC has been prepared for the use with Sentinel-2/MSI imagery, incorporating pre-launch measurements of the MSI spectral bandpasses. Validation of the LaSRC algorithm for both Landsat 8 and Sentinel-2 was undertaken within the Atmospheric Correction Inter-comparison eXercise (ACIX) which is an international initiative to analyze the surface reflectance (SR) products of various state-of-the-art atmospheric correction (AC) processors (Doxani et al., 2018) . For Sentinel-2/MSI, overall uncertainty varied from 0.3% absolute reflectance (SWIR1 band) to 1.4% absolute reflectance (blue band).
For both Landsat 8 OLI and Sentinel-2/MSI, an internal version 3.5.5 of the LaSRC was used.
Cloud and related masks
Most time series applications of optical satellite data require an accurate cloud and shadow mask. For L30, we selected the cloud mask generated by the LaSRC processor, which has shown good performance (Foga et al., 2017, 4 .7% of cloud omission and 24% of cloud commission). The lack of a thermal infrared band on Sentinel-2 presents a challenge, since cloud tops can be accurately detected via temperature difference compared to surrounding land areas. Many Sentinel-2 processors have been developed for cloud detection (e.g., Hagolle et al., 2010; Louis et al., 2016) , but have not yet been fully validated or compared to other algorithms. We selected the adaptation of Fmask for Sentinel-2 S10 and S30 products (Zhu et al., 2015) relying on the longterm performance of Fmask with Landsat data Woodcock, 2012, 2014) .
LaSRC for Landsat 8
The cloud mask in the LaSRC atmospheric correction module applied to Landsat 8 OLI imagery is defined using thresholds for the following components: (i) the residual from the AOT inversion based on the two ratios (red vs blue and red vs ultra blue, see Section 2.2) with threshold 0.05, (ii) the brightness temperature retrieved from TIRS band 1 with threshold 305 K. Adjacency cloud is applied over 150 m windows (i.e., five 30 m pixels with the window size selected empirically) surrounding cloudy pixels. Cloud shadows are determined based on: (i) the cloud location, (ii) an a priori cloud height range using TIRS band 10 with an uncertainty of ± 1 km (Vermote and Saleous, 2007) , (iii) the TOA reflectance in band 6, and (iv) the difference between TOA reflectances in band 4 and 3. Positive Normalized Difference Snow Index (NDSI) pixels are flagged as snow (Hall et al., 2002) . This low threshold for NDSI was selected empirically.
Fmask for Sentinel-2
Fmask is an automated cloud, cloud shadow, and snow detection algorithm initially developed for Landsat data (Zhu and Woodcock, M. Claverie et al. Remote Sensing of Environment 219 (2018 ) 145-161 2012 . Fmask is based on a set of TOA reflectance thresholds to classify clouds, cloud shadows, water and snow. The Fmask algorithm relies on cloud and cloud shadow matching using sun-view geometry information. Since it is initially designed for Landsat data, the algorithm relies on thermal data. However, recently, (Zhu et al., 2015) published an adapted version of Fmask to work in different configurations with options to omit thermal and/or cirrus bands. The Sentinel-2 algorithm is, therefore, based on the Fmask version using the cirrus band and without the thermal one. The per-pixel sun-view geometry information is derived from the L1C metadata. The Sentinel-2 Fmask code is available here: https://github.com/prs021/fmask.
Spatial co-registration and gridding
Image registration accuracy can be separated into two components. Absolute geodetic accuracy refers to the accuracy of image registration relative to ground reference. Multi-temporal registration accuracy refers to the accuracy of co-registration among multiple image acquisitions throughout the time. Our objective in HLS is to maintain the geodetic accuracy requirement of the Sentinel-2 images (< 20 m error, 2σ) and improve the multi-temporal co-registration among Sentinel-2 images and between Sentinel-2 and Landsat 8 images (< 15 m 2σ) for the 30 m products. This specification supports time series monitoring of small fields, man-made features, and other spatially heterogeneous cover types.
Two issues impede our ability to directly register Landsat 8 and Sentinel-2 imagery without additional processing. First, while the relative co-registration of Landsat 8/OLI imagery is quite accurate (< 6.6 m, Storey et al., 2014) , the absolute geodetic accuracy varies with the quality of the Global Land Survey 2000 (GLS2000) ground control around the world. In some locations, the GLS geodetic accuracy can be in error by up to 38 m (2σ, Storey et al., 2016) . As a result, Sentinel-2/MSI and Landsat 8/OLI Level-1 products may not align to sub-pixel precision for those locations (Storey et al., 2016) . Second, an error in the yaw characterization for the MSI L1C images processed before v02.04 (May 2016) caused misregistration between the edges of MSI images acquired from adjacent orbits (ESA, 2018) . The misregistration of up to 2.8 pixels at 10 m resolution between Sentinel-2A images from adjacent orbits has been observed by Skakun et al. (2017a) and Yan et al. (2018) . Although the issue was fixed with L1C version 02.04 (yielding to a measured absolute geolocation of < 11 m at 95.5% confidence, ESA, 2018), archived data from 2015 to 2016 will continue to have this error until the entire archive is reprocessed by ESA.
ESA is planning to release a Global Reference Image (GRI) composed of the most accurately registered MSI imagery for the globe to register all the archived and new MSI images. USGS will use the GRI ground control points to improve the GLS2000 ground control, thus bringing Landsat and Sentinel-2 Level-1 products into alignment (Storey et al., 2016) . Since the GRI set has not been used in ESA L1C data production yet, we selected for each HLS tile our own reference image, an MSI image of processing L1C baseline version 02.04 with minimal cloud cover. MSI images were selected as reference since MSI absolute geodetic accuracy is better than OLI (Storey et al., 2014 (Storey et al., , 2016 . Then we used the Automated Registration and Orthorectification Package (AROP, Gao et al., 2009) , to align all Landsat 8 and prev02.04 MSI imagery to the reference image of each tile. The NIR band (B5 for OLI and B8A for MSI) was used by AROP in the cross-correlation analysis to identify tie points.
AROP is parameterized to produce a system of linear equations, based on a large number of tie points derived from cross-correlation of small areas (Eq. (1)).
( 1) where (x, y) and (x′, y′) correspond to the pixel coordinates of the reference (Sentinel-2 base image) and the warped image (Sentinel-2 or Landsat 8 image), respectively, and a 1, a 2, a 3 and b 1, b 2, b 3 are the AROP coefficients estimated using ordinary least squares (Gao et al., 2009) . Cloudy areas will generally result in low correlation coefficients for the local area and the potential tie point is excluded from the solution. If the entire image is cloudy, the overall polynomial fit will be poor, or there will not be sufficient valid tie points (< 10) across the image. In those cases an HDF metadata flag is set to indicate that co-registration and resampling were not performed.
The Landsat-8 surface reflectance is resampled using cubic convolution interpolation for the AROP-derived coordinate transformation. Note that if any of the pixels in the 4 × 4 interpolation kernel contains fill value, the output will be a fill value; this resultant loss of data ensures the overall data integrity. The QA bits resampling is tricky since the QA bits are categorical data and the pixels in the 4 × 4 interpolation kernel are not equally important. Therefore, we arbitrarily consider only the inner 2 × 2 pixels, which carry predominant weights over the outer pixels in the cubic convolution interpolation of surface reflectance, and apply a "presence" rule: if a QA bit is set to 1 for any of the inner 2 × 2 pixels, the output QA bit will be set to 1. This aggressiveness in QA resampling avoids introduction of new cloud masking omission errors.
Similarly, the coordinates of version 02.00-03 L1C based Sentinel-2 surface reflectance are adjusted with the use of AROP, and the surface reflectance in the 10 m, 20 m, and 60 m bands and the QA band are resampled in the Landsat-8 way. In contrast, coordinate adjustment and data resampling are not needed for surface reflectance from version 02.04 or later L1C input. The output product is S10.
The 30 m Sentinel-2 surface reflectance is derived from S10, by resampling all S10 bands to 30 m. The 10 m pixels are resampled to 30 m by averaging the nine 10 m values within a 30 m square. The 20 m bands are resampled to 30 m by averaging with area-based weights 4/9, 2/9, 2/9, and 1/9 for the four 20 m pixels overlapping the intended 30 m pixel. The reflectance of a 60 m pixel is replicated to the four intended 30 m pixel locations. The S10 QA band is available at 10 m, and its resampling to 30 m is straightforward with the same "presence" rule described earlier.
View and illumination angles (BRDF) adjustment
Given the differing solar and view angles associated with Landsat 8 and Sentinel-2, normalizing the BRDF effects is desirable. Retrieving the BRDF information directly from medium resolution optical remote sensing data is not feasible with the current temporal and angular distribution of the data. Instead, the BRDF information needs to be ingested as a priori. Many techniques rely on the MCD43 MODIS moderate resolution BRDF product (e.g., Claverie et al., 2015a; Franch et al., 2014; Gao et al., 2014; Roy et al., 2008) . However, these techniques may generate artefacts due to the spatial resolution differences. Recently, Claverie et al. (2015a) and Roy et al. (2016) found that a single, global and constant BRDF shape produces satisfying BRDF normalization over a limited range of view zenith angles near nadir. We selected the c-factor technique and global coefficients provided by Roy et al. (2016) because the technique is very stable, reversible, easy to implement for operational processing and has been evaluated for Sentinel-2 data .
The c-factor technique uses fixed BRDF coefficients for each spectral band, i.e., a constant BRDF shape, derived from a large number of pixels in the MODIS 500 m BRDF product (MCD43) that are globally and temporally distributed (> 15 billion pixels). The technique has been evaluated using ETM+ data off-nadir (i.e. on the overlap areas of adjacent swaths, Roy et al., 2016) and MSI data . The technique is applied in HLS on OLI and MSI bands equivalent to MODIS ones; MSI red-edge spectral bands are therefore not normalized. Normalized reflectance is calculated for original reflectance and a c-factor (Eq. (2)). The latter is deduced (Eq. (3)) from BRDF coefficients for the three kernels (isotropic, volumetric and geometric, Table 3 ). The kernel definitions are described in the ATBD of the MOD43 product (Strahler et al., 1999) .
Norm sensor , ∆φ = 0). The S30 and L30 reflectance products are normalized for per-pixel view and per-tile illumination angles. This normalization is applied to all S30 and L30 optical bands except the MSI red-edge bands and the cirrus and water vapor bands for which no MODIS BRDF information is available. The view angle is set to nadir and the solar zenith angle is fixed through time but varies for each tile based on the latitude.
OLI and MSI equator crossing times are close: 10:00 AM and 10:30 AM, respectively. A 6th degree polynomial as a function of the latitude was used to retrieve a constant the solar zenith angle (SZA) per location, named θ s out . The approach is similar to Zhang et al. (2016) , who derived the time of acquisition from a 6th degree polynomial, yielding to a seasonal variation of SZA. In the HLS products, the use of a constant SZA through time is employed in order to monitor temporal changes due to actual land surface temporal changes. The polynomial was fitted based on the entire Landsat 8 archive (Fig. 2) . A single θ s out value per tile is defined based on the tile central latitude and Eq. (4) (where k i values are given in Fig. 2) . Consequently, the output SZA for S30 and L30 products varies latitudinally for the tile center but not temporally.
Bandpass adjustment
The harmonization also requires adjustment of the small differences between the equivalent spectral bands of MSI and OLI. The OLI spectral bandpasses are used as reference, to which the MSI spectral bands are adjusted. No bandpass adjustment is defined for the (i) MSI red-edge bands (B05, B06 and B07), (ii) broad NIR band (B08), and (iii) atmospheric bands (B09 and B10). Note that the HLS v1.3 dataset discussed here relies on the MSI Relative Spectral Response (RSR) v2.0. ESA subsequently issued corrections to the RSR functions for bands 1 and 2 for Sentinel-2a. HLS version 1.4, slated for release in 2018, will update the RSR functions for these bands. The bandpass adjustment algorithm was derived from a selection of Hyperion spectra. The Hyperion sensor on Earth Observing-1 has collected > 11,000 hyperspectral images since its launch in 2001 (Middleton et al., 2013) . The archive is a unique source for building biome-specific spectra libraries using actual observed conditions around the world. Hyperion acquires images in 220 unique spectral bands ranging from 357 nm to 2.576 μm with a 10 nm bandwidth. The instrument operates in a push-broom configuration, with a spatial resolution of 30 m for all bands and a 7.7 km swath.
The Hyperion scenes were selected for each band of latitude (10°w idth, from −50°to +60°) by choosing one scene, with a "0 to 9% Cloud Cover" assigned in the metadata, per latitude band and per dominant biome type. The IGBP (International Geosphere Biosphere Programme) land cover map (Hansen et al., 1998) was used to quantify the percentage of coverage for each of the 17 IGBP biome types and to select the scenes with highest biome type coverage. This yielded a total of 187 combinations (11 latitude bands × 17 biome types). However, because of the absence of the "Deciduous Needle Leaf Forest" and the "Snow & Ice" classes on tropical latitudes, a total of 158 scenes were selected (Fig. 3) .
We used radiometrically and geometrically calibrated Level 1T atsensor radiance Hyperion data as input. Spectral bands flagged as noncalibrated were removed from the analysis. The data were then atmospherically corrected using the 6S model (Second Simulation of the Satellite Signal in the Solar Spectrum), supplied with aerosol optical thickness (AOT), water vapor, and ozone content included in the MODIS Terra Climate Modeling Grid (CMG -0.05°spatial resolution) surface reflectance product (MOD09CMG). This assumed a relative stability of the atmosphere, knowing that the acquisition time of the two systems can be apart by 1 h. For each CMG pixel, 6S coefficients were retrieved using MODIS Terra ancillary data at 0.05°and mapped at 30 m to retrieve surface reflectance from Hyperion top of atmosphere radiance.
The 158 selected scenes provided a total of 160 million pixels. To reduce the size of the data set while maintaining the largest variability of spectra, we applied the following processing: -For each scene, a Principal Components Analysis (PCA) was performed on the surface reflectance data. -An unsupervised k-means classifier was run on each scene using the Fig. 2 . Solar zenith angle (SZA) and central latitude of all the scenes in the Landsat 8 archive. The line corresponds to the overall fit using a 6th degree polynomial.
M. Claverie et al. Remote Sensing of Environment 219 (2018) 145-161 PCA coefficients accounting for 99% of the variance. The number of output classes ranged from 4 to 343 (median was 99), depending on the size of the scene and on the surface heterogeneity. -The centroid spectra of each class were identified (i.e., full spectra and also geographic coordinates).
More than 16,000 centroid spectra were retrieved from the 158 scenes. A second clustering was applied to merge the data set (i.e., spectra derived from all scenes combined) to reduce the number of spectra to 10,000; the same PCA and k-means methods were used. The Hyperion spectra data set thus includes 10,000 spectra corresponding to 10,000 Hyperion observations. The Fig. 4 displays differences between the simulated MSI and OLI surface reflectance values simulated from the Hyperion data set and the derived regression line. A simple least squares linear regression between equivalent spectral bands from MSI (explanatory variable) and OLI (dependent variable) reflectance was used, as in Teillet et al. (2007) . The regression coefficients (Table 4) were derived from MSI and OLI reflectance simulated from the 10,000 hyperspectral reflectance spectra. The S30 products were derived using these calibrated linear regressions. The coefficients differ from the ones retrieved by Zhang et al. (2018) . These authors used real observations from both sensors (at Toa or NBAR level), implying various atmospheric and geometric conditions, whereas the coefficients retrieved in Table 4 were computed from the same Hyperion spectra convoluted with MSI and OLI RSR.
Overview of the HLS data set
The HLS data set
As of version 1.3, HLS products have been produced over 91 regions or test sites, corresponding to a total of 1047 MGRS tiles covering 10.36 million km 2 (Fig. 5) (Waldner et al., 2016) . The temporal coverage of the HLS data set starts with the Landsat 8 OLI products in April 2013 (Landsat 8 launch) and Sentinel-2A/MSI products in October 2015 (Sentinel-2A end of commissioning period). It uses all the L1T and the best-quality MSI L1C products of good quality Fig. 3 . Map of 160 Hyperion scenes, used to define the hyperspectral data set. Fig. 4 . Boxplots of the differences between simulated MSI and OLI SR using a 0.02 unit bin. The color of the boxplot reflects the density of the distribution (light grey = low density; black = high density) and the red dots the medians. The magenta lines correspond to the bandpass adjustment fits (Table 4) . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) (with quality flag "PASSED" for all categories in the metadata) available for the selected MGRS tiles, including overlapping data from adjacent swaths. The lag from satellite image acquisition to HLS product creation is between 2 and 10 days, depending mostly on the availability of ancillary data for atmospheric correction. The v1.3 data set accounts for 68,878 S10/S30 products and 165,083 L30 products. Table 5 summarizes the geographic and temporal distribution of the HLS products. Europe is the best represented continent, as it was prioritized in the Sentinel-2 acquisition plan.
Time series density
Landsat 8 has a revisit cycle of 16 days, meaning each part of Earth is observed every 16 days with the same view angle. For the Sentinel-2A and 2B, the revisit cycles are both 10 days. Swath overlap between adjacent orbits implies that some areas are observed from more than one orbit per revisit cycle, and this overlap increases with latitude. Therefore, it is important to use all potential observations from all orbit tracks to create a denser time series. Sensor swath footprints of Sentinel-2A and Landsat-8 were calculated based on two-line-element data set (www.space-track.org), assuming (i) 15°and 20.6°cross-track field of view for OLI and MSI, respectively, (ii) a nadir view and (iii) a full acquisition strategy over land. Sentinel-2B results were considered equal to Sentinel-2A ones. Fig. 6 -a shows the overlap percentage (percentage of the swath width observed by two or more orbits for each repeat cycle) for each sensor as a function of latitude during each sensor's revisit cycle. Landsat 8 (L8) has a slightly larger overlap (bỹ 5%) at all latitudes than Sentinel-2 (S2); this is explained by the fact that numbers are expressed in percentages of overlapped area. However, accounting for the difference of orbit cycles (Fig. 6-b) , the mean S2 revisit is~35% higher than L8. The combination of L8 and S-2A allows a theoretical revisit period of 5.7 days at the equator and as short as 3.2 days around the 55°latitude. The use of L8 in addition to the S2 constellation provides a theoretical revisit period of 5.7 days at the equator and as short as 3.2 days around the 55°latitude (numbers in accordance with, Li and Roy, 2017) , meaning a decrease of the revisit period by 25% on average as compared as the use of the S2 constellation only.
Product evaluation
The creation of a long-term surface reflectance data record requires the development and implementation of Quality Assessment (QA) methods (Roy et al., 2002) to verify the quality of the product. A primary QA data layer is included in the HLS product to flag for each pixel the presence of cloud, cirrus, cloud-shadow, water or with a high aerosol flag. In order to mitigate confusion, product evaluation is referred, hereafter, to Quality Control (QC). QC is an integral part of the HLS production chain. The validation of the SR reflectance products represents the main source of uncertainty. The latter has been evaluated for the OLI products (Vermote et al., 2016 ) and on-going research is performed for MSI. In this paper, a theoretical uncertainty budget is presented, relying on retrieved uncertainty for each independent algorithm. Then, emphasis is placed on the product evaluation through three analyses of the products to characterize the overall quality of the HLS data set: (i) cross-comparison with MODIS, (ii) evaluation of the spatial co-registration and (iii) temporal consistency.
Theoretical uncertainty budget
The theoretical uncertainty budget is computed as the sum of the squares of uncertainty from the component algorithms, obtainable from the literature: (i) atmospheric correction (Vermote et al., 2016) and (ii) BRDF normalization . The residual error of the polynomial fit (Table 4) is used as the uncertainty of the bandpass adjustment algorithm. Notice that undetected clouds may produce much larger errors that are not accounted in this budget.
The validation of SR products, i.e. of atmospheric correction, has been studied extensively and the protocol of validation is well defined. The core is a comparison of the SR with a simulated SR using TOA reflectance, measured atmospheric characteristics (mostly from the Aerosol Robotic Network) and a radiative transfer model. The uncertainties of the Landsat 8 OLI SR retrieved by Vermote et al. (2016) are reported in Table 6 . Notice that the theoretical uncertainties does not account for adjacency effects or terrain effects.
There is no a well-defined protocol for validating the BRDF normalization. However, since the c-factor technique and calibrated coefficients by Roy et al. (2016) were used for the HLS, we can take the absolute differences that Roy et al. computed using adjacent Landsat-5/ Landsat-7 swaths (Table 6 ) as the BRDF normalization uncertainty. Notice that it is not possible to distinguish systematic error from nonsystematic error. Moreover, an important assumption is made: the uncertainties were computed using TM and ETM+ data. This statement tends (i) to overestimate the HLS products uncertainty as radiometry resolution of OLI and MSI are higher than TM and ETM+ (Markham et al., 2015) , and (ii) to underestimated S10/S30 uncertainty because MSI has a wider field of view than TM or ETM+ (20.6°as compared to 15°).
The theoretical errors of the three HLS products (last 3 columns of Table 6 ) were deduced using the sum of the squares of the involved processing for each product, assuming independence of each individual error of the three processing steps. The assumption is known to be false, but this approach does not underestimate the uncertainty error. Most of the error is related to the atmospheric correction and the BRDF-normalization processing, while the bandpass-adjustment impacts the overall error by < 1%. The ultra blue, blue and SWIR 2.1 bands display the highest errors due to higher impact of the atmosphere. The BRDF normalization adds about 10% to the error for all bands, except for the blue band; the high TM/ETM+ atmospheric error on blue band is carried over to the BRDF error reported by Roy et al. (2016) .
Cross-comparison with MODIS
The cross-comparison with the MODIS approach has been introduced by Claverie et al. (2015b) . The approach consists in comparing HLS surface reflectance (SR) with the validated long-term SR data record from MODIS Terra. The approach includes four major processing steps:
1. Spatial averaging of cloud-free S30/L30 pixels over a coarse resolution MODIS grid (0.05°in latitude and longitude, corresponding to approximatively 5 km). 2. Adjustment of the sun-view geometry (i.e. BRDF) differences between the S30/L30 products (nadir view, constant SZA as defined in Section 3.4) and the MODIS MOD09CMG products. In order to adjust MODIS SR to the sun-view geometry configuration used by the HLS, we use an approach different from the one used in Section 3.4: the VJB method (Vermote et al., 2009 ) and the associated BRDF database. The good performance of this method as applied to the MODIS CMG product has been proven by several studies (Breon et al., 2015; Breon and Vermote, 2012; Claverie et al., 2015a; Franch et al., 2014) , but the coarse spatial resolution of the BRDF database limits the interpretation of the results. 3. Adjustment of the spectral bandpass differences between L30/S30 
Table 6
Theoretical uncertainty (σ) budget of the three processing algorithms: (i) atmospheric correction (atm.-correction, from Vermote et al., 2016) , (ii) BRDF-normalization (BRDF-norm., from Roy et al., 2016) , and bandpass-adjustment (bandpass-adj., from Section 3.6). HLS errors (3 last columns) are provided in absolute values and, under brackets, in relative values by dividing the later by the global L30/S30 means per band. and MODIS. We use a different approach compared to HLS, relying on the Spectral Band Adjustment Factors (SBAF), a spectral ratio to relate two analogue spectral bands (Chander et al., 2013) . A lookup-table (LUT) relating SBAF (i.e., ratio between OLI and MODIS reflectances) to MODIS spectra was computed for every Hyperion spectra of the data set mentioned in Section 3.6. For each MODIS observation, a SBAF is retrieved from the LUT using a nearestneighbor algorithm. The SBAF are finally applied to the MODIS reflectance to adjust for the spectral differences between MODIS and OLI bandpass. 4. Temporal matching. In order to maximize the number of MODIS observations that can be used in cross-comparison, we defined a three-step decision rule: (i) use MODIS data from the same day as HLS if it is valid, otherwise (ii) average valid MODIS ± 1 day, otherwise (iii) average valid MODIS ± 2 days. This rule increases the number of available MODIS valid observations, without modifying the non-systematic error of the overall results. Moreover, the averaging process tends to reduce the variability in MODIS surface reflectance. MODIS pixels are selected if the number mapping of the MOD09CMG products is equal to 0. HLS-aggregated pixels are selected if 99% of the QA layer of the pixels included in the CMG pixel indicates no cloud, no shadow, no cirrus, no snow and no water. Fig. 7 shows the overall results of the cross-comparison exercise, for data up to June-2017. It appears that some points for the S30 comparison are far from the 1:1 line, probably due to major cloud omission in HLS processing of the Sentinel-2 products. The quality of Fmask applied for Sentinel-2 is likely not optimal, and the lack of thermal data is a major causal factor. Therefore, a procedure to flag and discard products with poor QC results was set up. L30 and S30 Products were flagged if they contain > 1 CMG pixel where ∆ρ Green (Eq. (5)) is lower than −0.04 or Rρ Green (Eq. (6)) higher than 3. The green band was selected as atmospheric and cloud impacts significantly this domain of the spectra while not being used for AOT retrieval. The thresholds were set manually based on Fig. 7. 
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This procedure turned out to discard approximatively 2.8% of S10/ S30 products and 0.5% of L30 products. The final data set does not include these discarded products. Overall QC results when flagged products are discarded from the analysis are shown in Fig. 8 . It appears that only some isolated points are outside the confidence boundary defined using Eqs. (5) and (6), due to cloud omission, and affecting mostly S30 products. The S30 blue deviate significantly from MODIS (bias of about 30%) which is not the case for L30. Knowing the aerosol retrieval, which is partially based on the blue band, is identical for both products, this results suggests an issue in the calibration or in the HLS processing, specifically the spectral adjustment. Apart from the blue band, no major bias is observed. The RMSDs, not exceeding 11% (except blue band), highlight the very good consistency of the HLS compared with the MOD09CMG product.
Evaluation of the spatial co-registration
Accurate multi-temporal image-to-image registration is critical for high spatial and temporal resolution data sets, and it is particularly important for VCs, because of the disparity in spatial resolution and angular sampling. Therefore, the HLS QC includes a continuous evaluation of the image co-registration accuracy. The analysis is performed using AROP (Gao et al., 2009 ) on Level-1 Landsat 8 (L1T) and Sentinel-2 (L1C) products. AROP automatically identifies tie points between the reference image and the warp image based on cross-correlation in the NIR band. The geometric error of the Level-1 warp images is assumed to be the coordinate offset in the tie point pairs. This evaluation of the HLS co-registration could not be considered as a validation, since the same algorithm is used for processing and assessing. However, it appears that the overall geometric differences between the reference and warp images are considerably reduced with the use of AROP. We measured a 90% circular error (CE-90, defined as the geometric error of the ninetieth percentile) at 18.8 m and 6.2 m for L30 and S10 products, respectively, corresponding to the same value of 0.62 pixel. It is understandable that AROP failed on about 15% of the products, mostly because the extensive cloud made coverage the identification of tie points impossible in these images. For both L30 and S10 products, the geometric co-registration accuracy is significantly improved over the Level-1 products. The CE90 measured for L1T OLI data (31.5 m) corresponded to 36.4 m (2σ), which is consistent with the finding of Storey et al. (2016, 38 m at 2σ) . One can notice on Fig. 9 that Sentinel-2 L1C images from adjacent orbits (L1C-DO) show the higher coordinate offset than L1C images from the same orbits (L1C-SO), confirming the spacecraft yaw integration issue detected on L1C processed with version earlier than v02.04. This pattern is not visible in the S10 products which show a Gaussian distribution of offsets.
Temporal consistency
The final quality control of the HLS high temporal resolution VC analyzes the time series (TS) consistency through time. We use a TS smoothness index (TSI), defined as an estimate of the time series noise, for three separate TS configurations (S30 + L30, S30, and L30), as in Eq. (7), following the formulation introduced by Vermote et al. (2009) 
Given three successive samples of TS (y i … y i+2 ) of length N measured at day (day i … day i+2 ), the difference between the center measurement and the linear interpolation of the two exterior measurements quantifies the "noise" of the time series. This estimate thus assumes a local linear variation of surface reflectance between three dates, which can be regarded as realistic throughout the time series except for sharp transitions. We set the threshold of the maximum period between the first and the third sample of the triplets to 20 days for S30 + L30, and to 20 and 32 days for S30 and L30, respectively, corresponding to two repeat cycles. These thresholds correspond to two repeat cycles, allowing 3 observations from the same orbit and up to 5 by combining multiple orbit acquisitions. Note that sharp transitions of surface (e.g., crop/grass harvest, fire) affect the analysis, but their impacts remain limited on TSI since TSI is computed using entire time series. The analysis is performed at full spatial resolution, i.e., 30 m.
Maps of TSI were computed for each tile of the HLS test sites. Fig. 10 shows the red band TSI map of two tiles in South Africa (34HBK, one of the denser cloud-free HLS TS) and in France (31TCJ, dense TS with high amount of cloud). For South Africa, the distribution of TSI is quite homogenous, centered on 0.003 for the configuration L30 + S30. Some dark regions are nonetheless visible on Fig. 10 , mostly in configurations using only L30 or S30 TS. They are not impacted by the surface itself, but by some TS outliers due to cloud masking omission, as shown in the sample TS of Fig. 11 . They are less visible in the configuration L30 + S30, since the number of triplets increases and, therefore, lower the weight of outliers in the calculation of TSI. Outliers would make the time series analysis difficult for the second tile (31TCJ). While the L30 time series is not significantly affected by outliers, S30 and L30 + S30 are highly contaminated. Because TS outliers mostly correspond to cloud contamination, this TSI observation indicates that S30 cloud masking was less accurate, than the L30 cloud masking. The use of a TS outlier filtering technique allows computation of the TSI, which is directly related to the SR temporal consistency.
The outliers filtering technique used for HLS is a combination of a temporal filter with a spatial filter. The standard median filter, named M. Claverie et al. Remote Sensing of Environment 219 (2018) 145-161 the Hampel filter (Pearson, 2002) , is used to extract temporal outliers in TS using the Vegetation Index (VI = ρ NIR / ρ Red ). For each sample of the TS, the filter computes the median of the VIs in a temporal window, for each sample surrounded by 3 samples on each side (center sample excluded). It also estimates the Scale of Natural Variation (SNV) of each sample by deriving the median of the absolute deviations of the 6 samples from the median. If a sample differs from the median by more than three SNV, it is flagged as an outlier. We set the maximum window width no larger than 60 days on each side (i.e., no filter is applied if fewer than 3 samples fit within 60 days on each side). The Hampel filter is combined with a spatial filter to eliminate isolated filtered pixels that generate a speckle effect. The spatial filter is a simple spatial convolution with a circular kernel of 150 m. Final flagged pixels in TS satisfy the following two rules: (i) the sample value is flagged as an outlier by the Hampel filter, (ii) the majority of the surrounding pixels in the circular kernel are flagged as outliers by the Hampel filter. As illustrated in Fig. 11 , the outliers filtering technique is able to remove most of the TS outliers, most likely corresponding to omitted clouds. Notice that the filtering approach is not used to discard pixels in the final data set. Fig. 12 displays the red band TSI map of the same tiles shown in Fig. 10 but after filtering the data with the described technique. The impact of the filter is significant, mostly for S30 for which cloud mask omission error has been described in Section 4.1. Finally, the probability distribution of the TSI in five spectral bands and based on the whole HLS data set is shown in Fig. 13 . The filtering technique decreased significantly the S30 TSI (95th percentile decreased by between 41 and 87%), i.e., the filtered S30 TS became smoother. The decrease is less noticeable for L30 since fewer outliers were present and had to be filtered. In terms of number of samples filtered, Fig. 13(p-r) displays the CDF of the number of triplets. When the whole HLS data set is considered, for S30 and L30, there is no major change with the filtering technique since the decrease ranged between only 9% and 6% respectively. The 90th percentile of the TSI, after filtering and considering the S30 + L30 configuration, does not exceed 0.006 for the three selected visible bands and 0.014 for the NIR and SWIR bands. The values are similar if configuration S30 or L30 is selected. These numbers indicate that overall, the TS are relatively smooth, specifically when considering the combined use of Landsat 8 and Sentinel-2 data.
Time series examples
The HLS data set has the potential to support a wide variety of applications requiring high temporal and spatial resolutions optical data. Crop monitoring is maybe the most typical one. The 30-meter resolution is optimal for monitoring crop fields for most parts of the world (Lobell, 2013; Masek et al., 2006; Roy et al., 2014) , but can be limiting for some small farming system (Bégué et al., 2018; White and Roy, 2015) . The dense time series (80% of the global surface will have a potential revisit period of cloud-free observations of 8.4 days or fewer with the VC L8 + S-2A + S-2B) is adequate for detecting the sharp changes of surface, such as vegetation green-up or crop harvest. Figs. 14 to 16 show three time series examples of single pixels, highlighting the high potential of the HLS data set for crop monitoring at field scale. The dense TS (mostly for the first two examples) allows detection of rapid changes, such as a harvest event in early September 2016 in the New Mexico example (Fig. 15) . The third case in France is typical of a cloudy area. While the TS is not as dense as the first two cases, most phenological stages of this double cropping system are clearly identifiable.
Conclusion
The Harmonized Landsat and Sentinel-2 (HLS) data set is a unique Virtual Constellation (VC) data set produced by NASA. It is composed of Fig. 9 . x and y offsets (in meters) in UTM projection between GCPs from the reference image and corresponding ground control points (GCPs) on Landsat L1T (a) and L30 (b), and Sentinel-2 L1C (d) and S10 (e) images. Subplot (c) and (f) show the cumulative distribution function (CDF) of the offset computed from the Euclidean distance of x and y offsets. In subplot (f), distinctions were made between same orbit (SO, dashed grey line) and different orbit (DO, plain grey line) comparisons. Offsets were computed with AROP using Sentinel-2 L1C with baseline version 02.04 as reference. Spatial co-registration results between pairs of Sentinel-2 L1C with baseline version 02.04 are not shown. 160,000 Landsat 8 scenes and 13,000 Sentinel-2 granules were used, yielding to 105 and 43 million GCPs, respectively. Products with 10 or fewer GCPs were not considered. Plots are represented as a density function from light grey (minimum) to black (maximum). CE-90 represents the Circular Error of the 90th percentile in meters. three products: (i) S10, the full spatial resolution MSI surface reflectance; (ii) S30, the 30 m MSI Nadir BRDF-Adjusted Reflectance (NBAR); and (iii) L30, the 30 m OLI NBAR. It builds on the two recent medium spatial resolution optical satellite missions (Landsat 8 and Sentinel-2) to produce a unified data set, in which all images are easily "stackable". As a result, the HLS VC is a valuable source of data for building a "data cube" to analyze any given pixel through time using data from Landsat 8/OLI and Sentinel-2/MSI seamlessly.
A series of pre-processing steps are applied to obtain a harmonized surface reflectance data set. The core HLS processing step is the atmospheric correction. Both sources of input data, Landsat 8 and Sentinle-2, are processed from TOA reflectance to surface reflectance with the same algorithm, LaSRC, a state-of-the-art atmospheric correction algorithm (Vermote et al., 2016) . At present, LaSRC does not correct for adjacency effects since it requires a proper validation framework to be established, which will be part of the further activities within the ACIX initiative (Doxani et al., 2018 ). In the current HLS v1.3 data, the cloud and cloud-shadow masking for OLI is performed by LaSRC internally, and for MSI by an adapted version of Fmask. The three HLS products are gridded to a common grid, projection, and spatial extent, in the UTM Military Grid Reference System (MGRS) used by Sentinel-2 L1C products. To improve the co-registration (i) between Landsat 8 and Sentinel-2 (Storey et al., 2016) , and (ii) within the Sentinel-2 data set, the Automated Registration and Orthorectification Package (Gao et al., 2009 ) was employed. S30 and L30 HLS products are delivered as NBAR, obtained using the c-factor technique combined with a global constant set of coefficients . To account for small spectral responses between the two sensors, a bandpass adjustment is applied to S30 products (from MSI) to match the OLI spectral responses. Fig. 10 . Red band TSI map of tile 34HBK (South Africa, top row), and tile 31TCJ (France, bottom row). TSI was computed using three TS configurations: (i) considering S30 and L30 together, (ii) L30 alone and (iii) S30 alone. TSI is displayed per pixel using a colormap from light grey (0) to black (0.04). TSI values computed with less than five triplets were filtered out and appear in white. Fig. 11 . Example of TS outlier filtering, using the VI TS of pixel within a crop field located in South Africa (32.255°S, 13.448°W). Computed TSIs for this VI TS are 2.28 and 2.98 with filtering and without filtering, respectively. As a prototype for a global data set, the HLS v1.3 data set covers about 7.3% of the global terrestrial lands. The prototype locations include the ones requested by users to support specific applications, as well as the ones for reflectance intercomparison with Aeronet and SURFAD. The data set includes some entire countries (Germany, South Africa, Tanzania, and Belgium), large regions (Southeast Australia), and isolated groups of tiles. The temporal coverage of the HLS data set starts with the Landsat 8 launch (spring 2013) and extends to present time.
Product quality control is conducted with a cross-comparison between S30/L30 products and MODIS MCD09CMG products following the methodology introduced in Claverie et al. (2015b) . The results show a good overall consistency between the two products. Apart from the (2016) of data from the HLS data set before (black) and after (red) filtering, considering three configurations (S30, L30 and L30 + S30) and for five selected spectral bands. CDFs of the number of triplets used per TS to compute TSI is displayed in the last column (p-r). Percentages in the bottom left correspond to the change of the 95th percentile from before to after filtering. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) blue band, which serves as an atmospheric correction calibrator, the overall relative uncertainties and biases do not exceed 11% and 7% for S30 and L30, respectively. The geometric co-registration error in Level-1 products is reduced by about 40% and 60% during HLS processing of OLI and MSI, respectively. The CE-90 are 6.2 m and 18.8 m, for S10 and L30, respectively. Finally, the time series (TS) smoothness of the data set showed the 90th percentile of the TSI noise does not exceed 0.006 for the visible bands and 0.014 for the NIR and SWIR bands.
The Sentinel-2 cloud mask remains a main known issue for the HLS v1.3 data set. The cross-comparison with MODIS helped to flag some products that are highly affected by clouds. Our time series outlier filtering approach helps considerably to eliminate outliers (mostly residual cloud) from time series. While such filters are promising, one can notice that real surface changes can be mistaken for outliers. Therefore, reliable cloud masking for individual images is critical as a first step. For the next release of HLS data set, we will use the latest version of LaSRC for Sentinel-2 which has cloud masking capability, and this may improve the cloud masking to the level of satisfaction as with Landsat 8. We are also investigating into the potential of other cloud and cloudshadow detection techniques in the time domain, such as MACCS/ MAJA (Hagolle et al., 2010) and Tmask . These algorithms show promise for cloud masking even in the absence of thermal-infrared observations, but require regular cloud free observations of each pixel (better than monthly), for optimal cloud detection.
The HLS project offers to the scientific community and the wider community of remote sensing users a unique free and easy-to-use data set. While the current data set only covers a limited part of the globe, HLS spatial coverage is constantly growing. A wall-to-wall North America HLS data set is planned for release of the version 1.4 in mid-2018, and a global product may follow afterwards. The data set will be processed on a near-real-time basis, including data from Sentinel-2B. Moreover, the v1.4 HLS data set will account for the modified MSI Relative Spectral Response functions (v3.0, published in December 2017). The current v.13 data set is accessible through a public HTTPS interface at https://hls.gsfc.nasa.gov/, and also available on the NASA Earth Exchange (NEX) computing facility. M. Claverie et al. Remote Sensing of Environment 219 (2018) 145-161 
