Abstract. Categorical data clustering has attracted much attentions recently because most practical data contains categorical attributes. The k-modes algorithm, as the extension of the k-means algorithm, is one of the most widely used clustering algorithms for categorical data. In this paper, we firstly analyzed the limitations of two existing dissimilarity measures. Based on this, we proposed a novel dissimilarity measure--IID. IID considers the relationship between the object and all clusters as well as that within clusters. Finally the experiments are made on six benchmark data sets from UCI. And the corresponding results show that IID achieves better performance than two existing ones used in k-modes and KBGRD algorithms.
Introduction
Clustering is one of the most important techniques in data mining which partitions the given data into clusters on the basis of some similarity/dissimilarity measures. A number of clustering algorithms have been proposed over the past few decades . Most clustering algorithms focus on numeric data [1] [2] [3] [4] [5] [6] . However, they cannot be used in solving categorical data clustering problems [7] which is widely existed in real life.
A lot of algorithms have been proposed for clustering categorical data [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] in recent years. The k-modes [8] algorithm, as the extension of the k-means algorithm, is one of the most famous algorithms. And it extends the k-means algorithm by the following strategies [9] : (1) a simple matching dissimilarity measure for categorical data; (2) modes instead of means for clusters; and (3) a frequency-based method to update modes to minimize the clustering costs.
The k-modes clustering algorithm begins with an initial set of cluster modes and uses the alternating minimization method to minimize the clustering costs in finding clustering solutions [8] . The idea of simple matching dissimilarity has been widely used in many clustering algorithms [10] [11] [12] . In fact, the k-modes algorithm and its modified versions are well-known for their clustering efficiency and stability. However, the simple matching dissimilarity treats all categorical attributes equally, and it disregards the hidden dissimilarity between the categorical data [13] . Based on the idea of biological and genetic taxonomy and rough membership function, Cao et al. proposed a new dissimilarity measure for the k-modes algorithm [14] . Bai et al. used the between-cluster information to improve the effectiveness of k-modes type algorithms [8] . Qin et al. applied information theory into clustering in literature [15] . Zhou et al. proposed a global-relationship dissimilarity measure for the k-modes algorithm, which considers the relationships between the object and all cluster centers as well as the differences of various attributes [16] .
In this paper, an intra-cluster and inter-cluster dissimilarity (IID) measure for k-modes clustering algorithm is proposed. It combines the relationship between the object and all clusters (inter-cluster) with that within clusters (intra-cluster) instead of simple matching. And then, a new clustering algorithm, KBIID, is proposed based on IID. Finally, experimental results on six standard data sets from the UCI Machine Learning Repository show that KBIID achieves better performance than two existing ones.
The remainder of this paper is organized as follows. Section 2 briefly reviews the related works. In section 3, the new dissimilarity measure, IID, is proposed. Section 4 describes the details of KBIID.
Section 5 illustrates the performance and stability of KBIID. Finally, Section 6 presents a concluding remark.
Related Works

Categorical Data.
As everyone knows, the structural data is usually stored in a table, where each row represents a fact about an object. And categorical attributes are important parts of practical data set [22] . A categorical data set is defined as follows [16] . Definition 1. (Data Set). A categorical data set information system can be represented as a quadruple
, which is satisfied with
is a nonempty set of n data objects, called the universe; 
K-modes Dissimilarity Measure.
The k-modes clustering algorithm is a well-known partition-based categorical data clustering algorithm. It improves the k-means algorithm by three extensions, which enable k-modes algorithm to process large-size categorical data sets from real world database [16] .
be a data set which is defined in Definition 1. For an object U x i  and a cluster mode l z of lth cluster for
is the simple matching dissimilarity between the object xi and the mode l z which is defined as Eq.(1). Table 1 shows a categorical data set with six objects {x1, x2,..., x6} and three attributes {A1, A2, A3}, and there are two initial cluster modes. Let us determine the object x1 should be assigned to which clusters by simple matching dissimilarity measure. According to Eq.(1), we can get 1 ) , ( ) , (
, which means x1 has an undetermined assignment. Table 1 . An artificial data set
is the global-relationship dissimilarity measure between the object xi and the mode l z which is defined as Eq. (2).
In Eq. (2), m is the dimensional number of data set and the similarity function ) , (
subject to
where k is the number of cluster modes, Z is the set of cluster modes, and |*| is the number of *.
As shown in Table 1 , let us determine the object x1 should be assigned to which clusters by global-relationship dissimilarity measure. According to Eq. (2), we can get
, which means x1 has an undetermined assignment.
Intra-cluster and Inter-cluster Dissimilarity Measure
K-modes simple matching dissimilarity measure ignores the differences between various attributes. GRD has made some improvements compared to the simple matching dissimilarity measure. However, these two dissimilarities ignore the intra-cluster information. As we all know, cluster mode only represents partial information of a cluster. Based on this, we proposed a novel dissimilarity measure termed the intra-cluster and inter-cluster dissimilarity measure (IID).
is the intra-cluster and inter-cluster dissimilarity measure between the object xi and the mode l z which is defined as Eq. (5).
In Eq. (5), m is the dimensional number of data set and the similarity function ) , (
here
Advances in Computer Science Research, volume 74 where k is the number of cluster modes, Z is the set of cluster modes, l c is the lth cluster, and |*| is the number of *. In fact, k As shown in Table 1 , let us determine the object 1 x should be assigned to which clusters by intra-cluster and inter-cluster dissimilarity measure. According to Eq. (5) x can be assigned to cluster '1' definitely.
KBIID Algorithm
be a data set which is defined in Definition 1. The objective function of the k-modes algorithm is defined as follows.
In Eq. (10), it is subjected to 
is minimized according to Eq.(11); Set t =1. Determine
, then stop; otherwise, go to step (3). Determine
, then stop; otherwise, set t = t+1 and go to step (2). In each iteration, the membership matrix W and the modes Z are updated by the following formulae.
When Z is given, W is updated by Eq. (11) for
And when W is given, Z is updated by Eq. (12) . We have 
, algorithm is stopped according 
Experimental Analysis
Experimental Environment and Evaluation Metrics.
The experiments are carried on a PC with an Intel i3 processor and 4G byte memory running the Windows 7 Operating System. All algorithms are coded by JAVA.
The evaluation indexes Accuracy (AC) and RandIndex are employed to evaluate the performance of clustering algorithm in the experiments.
be the set of three classes in the data set and } , , {
be the set of three clusters generated by the clustering algorithm. Given a pair of objects ( i x , j x ) in the data set, we refer to it as (1) a if both of the objects belong to the same cluster in C and the same cluster in C ; (2) b if the two objects belong to the same cluster in C and two different clusters in C ; (3) c if the two objects belong to two different clusters in C and the same cluster in C ; (4) 
where k is the number of clusters, n is the number of objects in data set, and i a is the number of objects that are correctly assigned to the ith cluster i C (
). Six categorical data sets from the UCI Machine Learning Repository are employed to evaluate the clustering performance, which are Zoo, Hayes-Roth (Hayes), Breast-Cancer (Breast), Chess, Mushroom and Nursery. The relative information about the data sets is tabulated in Table 3 . 
Experimental Results and Analysis.
In the experiments, we compare KBIID algorithm with the original k-modes and KBGRD algorithm [16] . Three algorithms are run on all data sets respectively. We randomly select ClusterNum different objects as initial cluster modes, and set the number of iterations of all algorithms is no more than 500. We use optimal completion strategy [24] to deal with the very few missing values in Mushroom data set.
Firstly, we set ClusterNum as the classes' number of the data set. The mean RandIndex of ten times experiments on six data sets for three algorithms are summarized in Table 4 . The mean AC of ten times experiments on six data sets for three algorithms are summarized in Table 5 . As shown in Table 4 and Table 5 , KBIID achieves the highest RandIndex and AC. That is, KBIID performs better than other two algorithms under the same conditions. In practice, the number of initial cluster modes is unknown. We evaluated clustering stability by setting different ClusterNum (10, 15, 20, 25, 30, 35) for each data set, and used RandIndex to evaluate clustering results. The mean RandIndex of ten times experiments on six data sets for three algorithms are summarized in Table 6-Table 11 . And the last column shows the mean RandIndex of each algorithm on six ClusterNum. As shown in Table 6-Table 11 , KBIID achieves the highest RandIndex. That is to say, it performs better than other algorithms on six data sets. Therefore, KBIID has the highest stability when compared with other algorithms. 
Conclusion
This paper analyzes the advantages and disadvantages of the simple matching dissimilarity measure in k-modes algorithm and the global-relationship dissimilarity measure for categorical data. Based on this, we propose a novel dissimilarity measure (IID) for clustering categorical data. This measure is used to improve the performance of the existing k-modes algorithm. We have tested KBIID algorithm on six real data sets from UCI. Experimental results show that KBIID algorithm is effective and stable in clustering categorical data.
