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ABSTRACT
A series of steady-state simulations have been conducted to investigate removal of dense
gas from a simple square canyon formed between two square cross-section obstacles. Due to
urbanization and industrialization, there always lies a high risk of exposure to harmful pollutants
which can result from accidental release of toxic gasses. Those are often denser than the
atmosphere. and can easily get trapped in between buildings in urban canopies. It is important to
have full understanding of flushing mechanism of dense fluid inside urban canopies by steady
turbulent flow because the exposure to these toxic dense gasses can be catastrophic. There have
been several elaborate experimental investigations in this area. However, there are lots of scopes
of computational investigation to fully understand and predict the flushing process. In this
research, two different computational approaches have been investigated to study the flushing out
behavior of dense gasses from a square canyon. Dense fluid is added uniformly through the base
of the canyon at a steady rate. Over time a stratification develops in the canyon that eventually
reaches a steady state. A wide range of parameter sets have been simulated and compared to the
experimental results. The density of the inflow, its velocity, and the upstream surface roughness
are systematically varied over the set of simulations run. A range of canyon stratifications are
observed. In both computational approaches, the canyon has a two-layer stratification with a denser
lower layer with a less dense upper layer. The flow over the canyon drives mixing across the
interface between dense and ambient fluid. As the dense gas inflow rate is increased the lower
dense layer thickens and the interface gets closer to the surface. In the RANS approach, three flow
regimes were observed where the LES approach only exhibited regimes two. Also, simulated
results from both approaches had lower mixing inside the canyon compared to the mixing in
ii

previous experiments. The simulation results indicate that the rate of inflow of dense fluid at the
base of the canyon is a key parameter in the mixing process that has previously been neglected.

iii

DEDICATION
I dedicate this dissertation to my wonderful husband, my amazing daughter
and my respected parents.

iv

ACKNOWLEDGMENTS
I would like to thank everyone responsible for my successful graduation from the Glenn
Department of Civil Engineering at Clemson University. First, I would like to thank my advisor,
Professor Dr. Nigel B. Kaye, for his excellent supervision throughout my graduate study. His sheer
brilliance, sound technical insights, and constant support were highly motivating, and encouraged
me to establish a balance between academic and personal life. I feel fortunate to know him and to
be a part of his research group.
I also would like to thank my committee member Dr. Abdul A. Khan, Dr. Ashok Mishra,
and Dr. Nadarajah Ravichandran for their guidance and valuable support and for taking the time
to review this dissertation.
I want to thank my friends at Bangladesh Association of Clemson (BAC). Because of them,
thousands of miles away from home and family, I consider Clemson as my second home. I also
thank the staff of the Civil Department, and in particular Kristi Baker for clearing away all the
administrative issues with an ever-present smile.
Above all, I want to thank my better half, Dr. Mhafuzul Islam, who gave me continuous
support and courage to cruise though this rocky road of pursuing a Ph.D. degree.
The road was not easy but because of all the people I had in my life I was able to succeed.

v

TABLE OF CONTENTS
TITLE PAGE.................................................................................................................................... i
ABSTRACT.................................................................................................................................... ii
DEDICATION ............................................................................................................................... iv
ACKNOWLEDGMENTS .............................................................................................................. v
LIST OF FIGURES ..................................................................................................................... viii
LIST OF TABLES ........................................................................................................................ xii
CHAPTER 1 INTRODUCTION .................................................................................................... 1
Motivation ................................................................................................................................... 1
Literature review ......................................................................................................................... 1
Problem definition .................................................................................................................... 11
Dissertation outline ................................................................................................................... 14
CHAPTER 2 REYNOLD’S-AVERAGED NAVIER-STOKES (RANS) METHODOLOGY ... 16
Governing Equation .................................................................................................................. 16
RANS equation ......................................................................................................................... 18
Model setup ............................................................................................................................... 19
Mesh generation and sensitivity analysis.................................................................................. 21
Boundary conditions ................................................................................................................. 24
Solution methods ...................................................................................................................... 25
Parameter sets ........................................................................................................................... 26
CHAPTER 3 RANS RESULTS & DISCUSSION ....................................................................... 27
CHAPTER 4 LES METHODOLOGY ......................................................................................... 50

vi

Large Eddy Simulations (LES) Equations ................................................................................ 50
Model setup ............................................................................................................................... 52
Mesh generation and sensitivity analysis.................................................................................. 53
Boundary conditions & parameter sets ..................................................................................... 55
CHAPTER 5 LES RESULTS AND DISCUSSION..................................................................... 56
CHAPTER 6 DISCUSSION AND CONCLUSION .................................................................... 71
REFERENCES ............................................................................................................................. 80

vii

LIST OF FIGURES
Figure 1-1 Buoyancy contour plots inside the canyon for (a) well-mixed regime (Ri=0.09) (b)
Continuously stratified (Ri = 0.2) (c) transitional (Ri = 0.6) (d) Two-layer (Ri=1.5) (Zahra
Baratian-Ghorghi and Kaye 2012) .................................................................................................. 3
Figure 1-2 Non-dimensional decay rate coefficient k for different Ril and flow regime. The

horizontal line is for k=0.024 by (Caton, Britter, and Dalziel 2003) (Zahra Baratian-Ghorghi and

Kaye 2012) ...................................................................................................................................... 5
Figure 1-3 Different flow regimes as a function of Richardson number and aspect ratio (Zahra
Baratian-Ghorghi and Kaye 2013) .................................................................................................. 6
Figure 1-4 Parameter space plot representing steady state interface height for different initial
Richardson number (Ris) showing all four flow regimes (Z. Baratian-Ghorghi and Kaye 2013b) 7
Figure 1-5 change in (a) skimming coefficient and entrainment coefficient and (b) only skimming
coefficient divided by interface height with respect to Richardson number .................................. 9
Figure 1-6 schematic diagram of (a) a street canyon showing the incoming flow and flow
separation line, (b) a cavity with corresponding vertical velocity profile and no flow
separation(Baratain-Ghorghi 2012) .............................................................................................. 10
Figure 1-7: Schematic diagram of the two-layer stratification (Z. Baratian-Ghorghi and Kaye
2013a) ........................................................................................................................................... 11
Figure 2-1: Representation of the model set up in (a) Schematic diagram and (b) 2D model
geometry with zoomed in canyon view in inset and (c) three different bed roughness................ 20
Figure 2-2: Normalized vertical velocity profile at 6m distance from inlet for three different flume
bed roughness 0.57 cm (-.-), 1.14 cm (-) and 2.28 cm (…) from simulation (lines) and experimental
results (circles) .............................................................................................................................. 20
viii

Figure 2-3 (a) Two zone meshing of the canyon and its surrounding area and zoomed in view of
the canyon with element size (b) 0.08cm (c) 0.065cm (d) 0.06cm and (e)0.05 ........................... 22
Figure 2-4 Average layer buoyancy inside the canyon over time for different mesh element sizes
....................................................................................................................................................... 23
Figure 2-5 Three zone meshing of the canyon and the surrounding area ..................................... 24
Figure 2-6 Schematic diagram of the model setup with boundary conditions ............................. 24
Figure 2-7 Parameter space plot for 81 simulations for different values of Source Richardson Nr
(Ris) and skimming coefficient (β for simulation of this study (rectangle) and from experimental
study of Zahra-Grighori (Baratian-ghorghi 2012)(Baratian-ghorghi 2012)(triangles). ................ 26
Figure 3-1interfacial mixing coefficient (α) over Layer Richardson Number (Ril) for three different
upstream surface roughnesses for (a) the top of the canyon and (b) at the density interface ....... 28
Figure 3-2 Change in density inside the canyon with time when the canyon was initially full
(dashed line) and empty (solid line) for RANS simulation. ......................................................... 29
Figure 3-3: Normalized velocity profile over the flume at every 0.5m distance from the left inlet
at steady state. ............................................................................................................................... 30
Figure 3-4: Average buoyancy (g’) inside the canyon and mixing coefficient (α) reaching steady
state for Ri =10, β=8.77x10-4 ....................................................................................................... 31
Figure 3-5: comparison of the density contour of stratified condition (left) to the schematic diagram
of calculated interface height (right) for β =8.77X10-3and Riin=50. ............................................ 37
Figure 3-6: Schematic diagram of the mixing and skimming processes involved in two-layer
stratified case ................................................................................................................................ 38

ix

Figure 3-7: Dependence of mixing coefficient (α) on skimming coefficient (β) and inflow
Richardson Nr (Riin) for (a) above the interface and (b) only for stratified cases at above and below
the interface ................................................................................................................................... 42
Figure 3-8 Development of three flow regimes (from left to right) Skimming well-mixed, twolayer stratified and pushing well-mixed with increasing value of skimming coefficient (β) ....... 44
Figure 3-9 Change in (a) mixing coefficient and (b) Layer Richardson Number with interface
height for top layer ....................................................................................................................... 46
Figure 3-10 Change in (a) mixing coefficient and (b) Layer Richardson Number with interface
height for bottom layer................................................................................................................. 48
Figure 3-11 Plot of the interface height (ζ) over skimming coefficient (β) for 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅=0.2,2,7,20 49
Figure 4-1: Geometry for LES simulations .................................................................................. 53
Figure 4-2: Mesh analysis study for different mesh element sizes (a) time averaged density inside
the canyon (b) time avergaed average density over last 500s for every mesh sizes. .................... 54
Figure 4-3: Schematic diagram of the boundary condition for LES simulations ......................... 55
Figure 5-1 Average Buooyancy inside the canyon (g’ave) over time with full (solid line) and empty
(dashed line) initial condition inside the canyon .......................................................................... 56
Figure 5-2: Vertical velocity profiles at every 0.5m from ambient inlet at the upstream of the
canyon ........................................................................................................................................... 58
Figure 5-3: Buoyancy inside the canyon (solid) and % difference in buoyancy (dashed) reaching
steady state over time for β=10-4 and Riin=5 ............................................................................... 59
Figure 5-4: Change in interfacial mixing coefficient with respect to β and Riin for (a) top layer and
(b) bottom layer............................................................................................................................. 64
Figure 5-5 Dependency of interface height (ζ) on skimming coefficient (β) for Riin=0.5,2,7,20. 66

x

Figure 5-6 Interfacial mixing coefficient over (a) interfacial mixing coefficient (α) and layer
Richardson number (Ril) for top layer .......................................................................................... 69
Figure 5-7 Interfacial mixing coefficient over (a) interfacial mixing coefficient (α) and (b) layer
Richardson number (Ril) for bottom layer .................................................................................... 70
Figure 6-1: Comparison of experimental (Zahra Baratian-Ghorghi and Kaye 2012 ) and Simulated
mixing coefficient over Layer Richardson Nr. (Ril) for RANS (top plot) and LES (bottom plot)
above the interface ........................................................................................................................ 72
Figure 6-2: Horizontally averaged buoyancy profile over the normalized canyon height for
different skimming coefficient and for (a) Riin=0.5 and (b) Riin=2 for RANS (solid line) and LES
(dashed line) approach .................................................................................................................. 75

xi

LIST OF TABLES
Table 1-1: Dimensional Input and output Parameters .................................................................. 12
Table 1-2: Non-Dimensional Input and output Parameters .......................................................... 12
Table 2-1 List of different mest element sizes and total number of elements .............................. 21
Table 3-1:Density contour plots for β increasing from top to bottom and Riin increasing from left
to right ........................................................................................................................................... 33
Table 3-2: β- Riin cases with three layer condition ....................................................................... 36
Table 3-3 Mixing process and development of stratification inside the canyon to reach steady state
at T = 150s, 400s, 700s, 1500s for three different β and same Riin=5. ......................................... 40
Table 5-1: Density contour plots inside the canyon...................................................................... 61
Table 5-2 Mixing process and development of stratification inside the canyon to reach steady state
at T = 150s, 400s, 700s, 1500s for three different β and same Riin=5. ......................................... 67
Table 6-1 Comparison of buoyancy and density contour plots of experimental and computational
cases .............................................................................................................................................. 74

xii

CHAPTER 1 INTRODUCTION
Motivation
Industrialization and urbanizations are the result of global population increase. This
eventually led to higher risk of exposure to harmful pollutants which can result from accidental or
malicious release of toxic gasses. These toxic gasses are often denser than the atmosphere and can
easily get trapped in between buildings in urban canopies. Therefore, it is important to have full
understanding of flushing mechanism of dense fluid inside urban canopies by steady turbulent
flow. Although dense gas releases are not frequent in urban area, their consequences can be
catastrophic. There have been three notable incidents only in the USA in last few years (BaratainGhorghi 2012). Also, there has been an incident of methyl isocyanate release in Bhopal, India
which killed several thousand people back in 1984 (Broughton 2005) (Broughton 2005). These
dense gas clouds can become trapped and confined when their lateral dispersion gets hindered by
tall buildings. The flushing mechanism includes a complex combination of interfacial mixing and
skimming of dense fluid by ambient overflow (Baratain-Ghorghi 2012). The motivation of this
study is to investigate their processes through CFD modelling and develop parameterization that
can predict the flushing rate and behavior depending on canopy geometry, ambient flow and dense
gas properties.
Literature review
The mechanism of flushing of dense fluid trapped between buildings has several contributing
factors. Richardson number is one of the major factors which largely influences the change in
average buoyancy and flushing out behavior of a dense fluid from a confined geometry. The
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Richardson number represents the ratio of the stabilizing effect of fluid density to the destabilizing
of the fluid flow. It is given by Eqn.(1-1)
𝑔𝑔′𝐻𝐻
𝑈𝑈 2

𝑅𝑅𝑅𝑅 =

(1-1)

Here, H (m) is the Height of the canyon and U (ms-1) is the ambient fluid inflow velocity measured
at a reference height. Here, the effect of Richardson number mostly depends on the balance of the
stabilizing effect of 𝑔𝑔′𝐻𝐻 and destabilizing effect of flow kinetic energy 𝑈𝑈 2 . The reduced gravity
g’ (ms-2) (also known as buoyancy) of the fluid is given by Eqn.(1-2)

𝑘𝑘𝑘𝑘

𝑔𝑔′ = 𝑔𝑔

𝜌𝜌 − 𝜌𝜌0
𝜌𝜌0

(1-2)

𝑘𝑘𝑘𝑘

Where 𝜌𝜌 �𝑚𝑚3 � is the density of the pollutant, 𝜌𝜌0 �𝑚𝑚3 � is the density of the ambient fluid and g=-

9.8 ms-2 is gravitational acceleration. When the pollutant is heavier than the ambient fluid, the fluid

is referred as negatively buoyant.
Previously, the flushing of negatively buoyant (Ri>0) (Armfield and Debler 1993,Uehara et al.
2000,Cheng and Liu 2011 and neutrally buoyant (Ri=0) (Baik et al. 2000,C. H. Chang and
Meroney 2003,Kim and Baik 2003) fluids have been widely investigated. Canton showed that total
pollutant volume reduces exponentially over the time for neutrally buoyant fluid (Caton, Britter,
and Dalziel 2003) being flushed from a canyon by an overflow. Chang’ et. al. (2007) showed that
the decay rate tends to be lower and vary over time for a negatively buoyant fluid (K. Chang,
Constantinescu, and Park 2007) being flushed from the same geometry considered by (Caton,
Britter, and Dalziel 2003).
Detailed studies to observe this mechanism for a negatively buoyant fluid were conducted by
Baratian and Kaye (Zahra Baratian-Ghorghi and Kaye 2012) (Zahra Baratian-Ghorghi and Kaye
2013) (Z. Baratian-Ghorghi and Kaye 2013c) (Z. Baratian-Ghorghi and Kaye 2013b). The results
2

presented from their studies covered a wide range of Richardson number: 0.05<Ri<10. One of the
major findings from their study was the following four classes of flow regimes for different
buoyancy profile influenced by Ri: (a) Well-mixed (b) Continuously stratified (c) Transitional (d)
Two-layer. Buoyancy contour plots were reported for each of the flow regimes to show the vertical
variation of buoyancy (Zahra Baratian-Ghorghi and Kaye 2012). Figure 1-1 shows a well-mixed
regime, for lower Richardson number the isopycnals are mostly vertical and distinct horizontal
isopycnals were seen in two-layer regime created by higher Richardson numbers. These indicate
that fluids with lower Ri are easier to produce uniform buoyancy profile than fluids with higher
Ri. So, it was hard to see a distinct layer of stratification in the well-mixed condition. As Ri
approaches higher numbers, the two-layer stratification becomes more distinct with a sharp
interface.

Figure 1-1 Buoyancy contour plots inside the canyon for (a) well-mixed regime (Ri=0.09) (b) Continuously
stratified (Ri = 0.2) (c) transitional (Ri = 0.6) (d) Two-layer (Ri=1.5) (Zahra Baratian-Ghorghi and Kaye 2012)

To understand this relative change in buoyancy inside the canyon for different Ri, BaratianGrorghi and Kaye used an exponential decay rate coefficient, k. The variation in total buoyancy
over time is represented by Eqn.(1-3)
Γ = 𝑒𝑒 −𝑘𝑘τ
3

(1-3)

Here, 𝜏𝜏 =

𝑡𝑡𝑡𝑡
𝐻𝐻

is non dimensional time calculated from time (t), ambient velocity (U) and canyon

height (H). Γ is the total buoyancy inside the canyon scaled on the initial total buoyancy in the
canyon and defined by Eqn.(1-4)
(1-4)

Γ = ∫ γdζ

g′

Here γ = g′ is the fluid buoyancy in the canyon scaled on the initial mean buoyancy (g ′0 ) in the
0

z

canyon and ζ = H is the height scaled on the canyon height (H).

Baratian-Grorghi and Kaye observed that for higher Ri, the decay rate k was much lower. For a
finite release dense fluid in the canyon the decay rate increased with time as flushing out of the
fluid reduces the instantaneous Richardson number (𝑅𝑅𝑖𝑖𝑙𝑙 ). The instantaneous Richardson
Number 𝑅𝑅𝑖𝑖𝑙𝑙 =

𝑔𝑔𝑙𝑙′ 𝐻𝐻
𝑈𝑈 2

is dependent on average buoyancy inside the canyon, 𝑔𝑔𝑙𝑙′ = 𝑔𝑔

𝜌𝜌𝑙𝑙 −𝜌𝜌0
𝜌𝜌0

. Here 𝜌𝜌𝑙𝑙 is

average density inside the canyon at a particular moment in time. The decay rate k was calculated

from finite release experiments and was plotted against the initial Richardson number (Figure 1-2).
Here, a power law relationship was established for larger 𝑅𝑅𝑖𝑖𝑙𝑙 . For smaller 𝑅𝑅𝑖𝑖𝑙𝑙 , the decay rate

flattens out and becomes constant as 𝑅𝑅𝑖𝑖𝑙𝑙 approaches zero. The authors fitted the experimental data
1

with an empirical equation of the form 𝑘𝑘 = (𝑎𝑎+𝑏𝑏𝑏𝑏𝑖𝑖 )𝑐𝑐 and reported coefficient values of a = 18, b
= 84 and c = 1.21 found by least squares fit.

4

𝑙𝑙

Figure 1-2 Non-dimensional decay rate coefficient k for different Ril and flow regime. The horizontal line is for
k=0.024 by (Caton, Britter, and Dalziel 2003) (Zahra Baratian-Ghorghi and Kaye 2012)

Baratian-Grorghi and Kaye also investigated the influence of canyon aspect ratio, η =W/H. on the
buoyancy profiles. Here H is the height of the canyon and W is the width of the canyon. All four
flow regimes in Richardson number-aspect ratio space were presented in Figure 1-3 (Zahra
Baratian-Ghorghi and Kaye 2013). Here different flow regimes are presented by different symbols
and shows that a higher Richardson number and lower aspect ratio leads to a more stable
stratification. The decay rate coefficient was also investigated for different η and did not find any
major influence until η became smaller than 0.5.

5

Figure 1-3 Different flow regimes as a function of Richardson number and aspect ratio (Zahra Baratian-Ghorghi and
Kaye 2013)

A second set of steady-state tests were conducted in which a steady inflow of dense fluid was
added at the base of the canyon and the flow observed until a steady-state stratification was
achieved. In these tests a two-layer stratification was produced by high initial Ri (𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 ) that had

an interface between the layers which varied in height from the floor of the canyon. This interface
height was represented by ζi and was calculated using the buoyancy profile gradient. At steady
state ζi is the height of the interface between the dense layer and ambient layer. For continuous
release experiments, Baratian-Grorghi and Kaye presented the interface height at steady state, ζss
versus initial Richardson Number Riin in Figure 1-4 (Z. Baratian-Ghorghi and Kaye 2013b). It
showed that dense fluid with 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 ≥1 resulted in a distinct value of ζss which is seen mostly in the

6

ℎ

transition and two-layer flow regimes inside the canyon. The solid line for �1 − 𝐻𝐻 � in the plot

shows the depth of initial interface deflection observed during the finite release tests.

Figure 1-4 Parameter space plot representing steady state interface height for different initial Richardson number
(Ris) showing all four flow regimes (Z. Baratian-Ghorghi and Kaye 2013b)

Baratian-Grorghi and Kaye further explain this mixing process inside the canyon later in their
work (Z. Baratian-Ghorghi and Kaye 2013b). They reported that the mixing inside the canyon
consists of two processes: (a) the skimming process where the skimming velocity, Us (m/s) causes
the decrease in layer depth by skimming off the dense fluid from top of the dense layer across the
interface and (b) the interfacial mixing process where the interfacial mixing velocity, Ue (m/s)
reduces the layer buoyancy by mixing the fluid from the upper layer down into the lower dense
layer. Baratian-Grorghi and Kaye parameterized Us and Ue in terms of skimming coefficient (β)
and Entrainment coefficient (α) respectively. α and β were given by following equations:
𝛼𝛼 =
7

𝑈𝑈𝑒𝑒
𝑈𝑈

(1-5)

Here, U is the ambient reference velocity.

𝛽𝛽 =

𝑈𝑈𝑠𝑠
𝑈𝑈

(1-6)

The interfacial mixing coefficient, α from continuous release experiments is equivalent to the
decay rate coefficient k from finite release experiments. When the flow reaches a steady state,
there was no net change in volume in the buoyant layer, hence the skimming velocity is equal to
the inflow rate per unit area across the base of the canyon from the dense fluid inflow. They
reported the relationship between α, β and Ri reproduced in Figure 1-5. They presented height
modified α and β were by dividing by the interface height ζi and showed decreasing trend in
coefficients for higher Ri. This indicates that higher the Ri gets, the lower the skimming and
interfacial mixing inside the canyon becomes.

8

Figure 1-5 change in (a) skimming coefficient and entrainment coefficient and (b) only skimming coefficient
divided by interface height with respect to Richardson number

To investigate the flushing out process out of a confinement, mostly two types of geometries have
been considered. The Cavity (Armfield and Debler 1993)(Caton, Britter, and Dalziel 2003) (Xie,
Liu, and Leung 2007) and the canyon (Kim and Baik 2003) (Baik et al. 2000)(C. H. Chang and
Meroney 2003) have been studied so far. Figure 1-6 shows the sketches of these different
geometries. The difference between a cavity and a canyon structure is in the effect of flow
separation that the upstream edge of the canyon geometry (Baratain-Ghorghi 2012). For cavity
structures, as the cavity is below the floor level, the upstream edge does not encounter the effect
of flow separation though there is flow separation at the edge of the cavity that produces shear at
the top of the cavity (Figure 1-6).

9

Figure 1-6 schematic diagram of (a) a street canyon showing the incoming flow and flow separation line, (b) a
cavity with corresponding vertical velocity profile and no flow separation(Baratain-Ghorghi 2012)

Beside the canyon geometry, upstream surface roughness has a big influence on the nature of the
flow field. Different combinations of upstream surface roughness have been studied before to
evaluate its effect on the canyon upstream boundary layer and flow field (Kaye and BaratianGhorghi 2017 d Blackman, Perret, and Savory 2015,MacDonald, Griffiths, and Cheah 1997, di
Sabatino et al. 2007). The mean velocity flow field has been seen to be reduced in a flow terrain
with higher irregularities and roughness (MacDonald, Griffiths, and Cheah 1997). Higher plan
area of the surface roughness yields more shear stress and turbulent intensity (Blackman, Perret,
and Savory 2015).

10

Problem definition
U

Figure 1-7: Schematic diagram of the two-layer stratification (Z. Baratian-Ghorghi and Kaye 2013a)

The goal of this study is to model the problem that is represented by the schematic diagram
in Figure 1-7. The two white squares represent two buildings that create the canyon
′
(height H and width W) in between. For this study, the denser fluid with initial buoyancy 𝑔𝑔𝑖𝑖𝑖𝑖
(ms-

2

) is injected through the bottom of the canyon. There will create form of density stratification in

the canyon 𝑔𝑔𝑙𝑙′ (𝑥𝑥, 𝑧𝑧) (ms-2). This is represented schematically by the blue layer with height h (m)
which represents the denser layer of the stratification. This stratification is created by the denser
′
fluid of initial buoyancy ‘𝑔𝑔𝑖𝑖𝑖𝑖
coming in through the bottom of the canyon at qs (m2/s) inflow rate.

Baratia-ghorghi

(Zahra Baratian-Ghorghi and Kaye 2012)found that s distinct two-layer

stratification is typically created when the fluid is highly negatively buoyant and tends to stay at
the bottom of the canyon and is hard to flush out. All dimensional input and output parameters for
this study are listed in Table 1-1.
11

Table 1-1: Dimensional Input and output Parameters

Input parameter

Notation (unit)

Description

H (m)

Canyon height

W (m)

Canyon width

U (ms-1)

Ambient fluid velocity

Uin (ms-1)

Dense inflow rate

′
𝑔𝑔𝑖𝑖𝑖𝑖
(ms-2)

Initial buoyancy

h0 (m)

Roughness height

𝑔𝑔𝑙𝑙′ (𝜁𝜁)(ms-2)

Average

Output parameter
buoyancy

as

a

function of height

These dimensional parameters were reduced to non-dimensional parameters which reduces the
number of parameters to consider. Table 1-2 shows the non-dimensional parameter where six input
parameters are reduced to four.
Table 1-2: Non-Dimensional Input and output Parameters

Input parameter

Notation (expression)

Canyon aspect ratio

𝐻𝐻

𝜂𝜂 �= 𝑊𝑊 �
𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 �=
β �=
hr �=

𝑈𝑈𝑖𝑖𝑖𝑖
𝑈𝑈

ℎ0
𝐻𝐻

Description

′
𝑔𝑔𝑖𝑖𝑖𝑖
𝐻𝐻

𝑈𝑈 2

�

�

Inflow Richardson number
Skimming coefficient
Relative roughness

�
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Output parameter
𝑔𝑔′

α�= � 𝑔𝑔𝑖𝑖𝑖𝑖′ − 1� 𝛽𝛽�
𝑙𝑙

𝑅𝑅𝑖𝑖𝑙𝑙 �=

𝑔𝑔𝑙𝑙′ 𝐻𝐻
𝑈𝑈 2

�

Interfacial mixing coefficients
Layer Richardson numbers

For a two-layer stratification the non-dimensional input and output parameter β and α are derived
from volume conservation law. In terms of dimensional parameters, the mass conservation law is

Here

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑
+ Σ𝑄𝑄𝑜𝑜𝑜𝑜𝑜𝑜 − Σ𝑄𝑄𝑖𝑖𝑖𝑖 = 0
𝑑𝑑𝑑𝑑

(1-7)

is the instantaneous change in volume of the fluid inside the canyon.

Considering the canyon as two dimensional, eqn (1-1) per unit length/thickness becomes
𝑑𝑑𝑑𝑑ℎ
+ 𝛽𝛽𝛽𝛽𝛽𝛽 − 𝑞𝑞 = 0
𝑑𝑑𝑑𝑑

(1-8)

Dividing the Eqn. (1-2) by canyon width, W, we get the time rate of change in layer depth
𝑑𝑑ℎ
𝑞𝑞
= −𝛽𝛽𝛽𝛽 +
𝑑𝑑𝑑𝑑
𝑊𝑊

(1-9)

The time rate of change in layer buoyancy is given by,
ℎ

Here, Ue = Entrainment velocity.

𝑑𝑑𝑔𝑔𝑙𝑙′
= −𝑈𝑈𝑒𝑒 𝑔𝑔𝑙𝑙′
𝑑𝑑𝑑𝑑

(1-10)

Superimposing these two situations according to Figure 1-7, we get
𝑑𝑑(ℎ𝑔𝑔𝑙𝑙′ )
𝑑𝑑𝑑𝑑

=ℎ

𝑑𝑑𝑔𝑔𝑙𝑙′
𝑑𝑑𝑑𝑑

𝑑𝑑ℎ

+ 𝑔𝑔𝑙𝑙′ 𝑑𝑑𝑑𝑑 Leading to
𝑑𝑑(ℎ𝑔𝑔𝑙𝑙′ )
𝑞𝑞
′
= −𝑈𝑈𝑒𝑒 𝑔𝑔𝑙𝑙′ . −𝑔𝑔𝑙𝑙′ 𝛽𝛽𝛽𝛽 + 𝑔𝑔𝑖𝑖𝑖𝑖
𝑑𝑑𝑑𝑑
𝑊𝑊
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(1-11)

′
The entrainment velocity, Ue = αU and the source in the canyon base, has buoyancy is 𝑔𝑔𝑖𝑖𝑖𝑖
. So,

Eqn.(1-11) becomes

𝑑𝑑(ℎ𝑔𝑔𝑙𝑙′ )
𝑞𝑞
′
= −αU𝑔𝑔𝑙𝑙′ . −𝑔𝑔𝑙𝑙′ 𝛽𝛽𝛽𝛽 + 𝑔𝑔𝑖𝑖𝑖𝑖
𝑑𝑑𝑑𝑑
𝑊𝑊

At steady state,

𝑑𝑑ℎ
𝑑𝑑𝑑𝑑

= 0,

𝑑𝑑ℎ𝑔𝑔′
𝑑𝑑𝑑𝑑

𝑑𝑑ℎ𝑔𝑔′
′
= −(𝛼𝛼 + 𝛽𝛽)𝑔𝑔𝑙𝑙′ U + 𝑔𝑔𝑖𝑖𝑖𝑖
𝑈𝑈𝑖𝑖𝑖𝑖
𝑑𝑑𝑑𝑑

(1-12)

= 0 and skimming velocity (Us )= dense inflow velocity (𝑈𝑈𝑖𝑖𝑖𝑖 )

Hence, putting the skimming coefficient, 𝛽𝛽 =
𝛼𝛼 + 𝛽𝛽 =

𝑢𝑢𝑖𝑖𝑖𝑖
𝑈𝑈

into Eqn. (1-12) we get

′
′
𝑔𝑔𝑖𝑖𝑖𝑖
𝑢𝑢𝑖𝑖𝑖𝑖 𝑔𝑔𝑖𝑖𝑖𝑖
=
𝛽𝛽
𝑔𝑔𝑙𝑙′ 𝑈𝑈
𝑔𝑔𝑙𝑙′

′
𝑔𝑔𝑖𝑖𝑖𝑖
𝛼𝛼 = � ′ − 1� 𝛽𝛽
𝑔𝑔𝑙𝑙

(1-13)

Calculation of the mixing parameters of more complex stratifications are presented in the results
chapters.
Several simulations were run varying in dense fluid inflow velocity and buoyancy. The
different dense inflow velocities (𝑈𝑈𝑖𝑖𝑖𝑖 ) are represented by β. For all our simulations the upstream

velocity, U is fixed so only Uin (ms-1) influences the β value. Note that, (Z. Baratian-Ghorghi and
Kaye 2013b) took the skimming parameter (𝛽𝛽) as an output from their experiments whereas, it is
actually entirely controlled by the inflow mean velocity and can be controlled independently of all
other controlling parameters.
Dissertation outline
The goal of this research is to model the experiments of Baratian-Grorghi’s (BaratainGhorghi 2012) work using two different approaches – Reynolds-Averaged Naveir-Stokes
equations (RANS) and Large Eddy Simulation (LES) and understand the strengths and limitations
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of each computational approach and to understand the flushing mechanism using those approaches.
A range of pollutant densities, inflow velocities and upstream surface roughnesses are simulated
for this research.
The remainder of the dissertation is structured as follows. Chapter 2 and 4 describes the
theory and modeling methodology of RANS and LES approaches respectively. Chapter 3 and 5
presents the results obtained from the simulations using RANS and LES respectively and discuss
on the processes involved and patterns of the flow behavior. Chapter 6 provides a summary of the
results and focuses on the comparison and analysis of the two computational approaches and with
the experimental results obtained by Baratian-Grorghi (Baratain-Ghorghi 2012). Also, the
conclusions of this research and the scope of future work have been discussed in this chapter.
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CHAPTER 2
REYNOLD’S-AVERAGED NAVIER-STOKES (RANS) METHODOLOGY
For this study, two dimensional Reynolds-Averaged Navier-Stokes (RANS) numerical
simulations were carried out to understand the flushing out mechanism of trapped dense fluid from
the canyon. The simulations were done using ANSYS FLUENT. A total of 81 simulations were
run to create a wide parameter space by introducing dense fluid of different properties and different
injection rates. For this study, the two-phase Mixture model was used where the primary phase
fluid has the density of water, and the secondary phase fluid has higher density calculated to give
the desired source Richardson Number.
Governing Equation
ANSYS FLUENT uses the conservation equations for mass and momentum for all types of
flows. Depending on the nature of the fluid interaction different additional equations are employed.
When the flow is turbulent, turbulent-transport equations are used in addition. Mass and
momentum conservation equation for single phase flow are given by eqn. (2-1) and (2-2)

𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕𝑢𝑢𝑖𝑖
+
=0
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖
𝜕𝜕𝜌𝜌𝜌𝜌𝑖𝑖 𝑢𝑢𝑗𝑗
𝜕𝜕
(𝜌𝜌𝑢𝑢𝑖𝑖 ) +
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗

=−

𝜕𝜕𝜕𝜕
𝜕𝜕
𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑢𝑢𝑖𝑖 𝜕𝜕𝑢𝑢𝑗𝑗
2
+
�𝜇𝜇
+ 𝜇𝜇𝑡𝑡 �
+
� − 𝜌𝜌𝜌𝜌𝛿𝛿𝑖𝑖𝑖𝑖 �
𝜕𝜕𝑥𝑥𝑖𝑖 𝜕𝜕𝑥𝑥𝑗𝑗 𝜕𝜕𝑥𝑥𝑗𝑗
𝜕𝜕𝑥𝑥𝑗𝑗 𝜕𝜕𝑥𝑥𝑖𝑖
3

+ 𝜌𝜌𝑔𝑔𝑖𝑖 + 𝐹𝐹𝑖𝑖
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(2-1)

(2-2)

Here, ρ = density of fluid, u = time-averaged velocity; i, j= 1, 2, 3 =Cartesian coordinate system;
k = turbulent kinetic energy per unit mass; μ and μt =fluid dynamic viscosity and turbulent viscosity
respectively; p = static pressure; ρg = gravitational body force; F = model-dependent source term.
(Afrin et al. 2016)
The kronecker delta is:
1
𝛿𝛿𝑖𝑖𝑖𝑖 = �0
0

0 0
1 0�
0 1

In this study, a two-phase mixing model was used which solves two types of scalers: per
phase and mixture. In phase-𝑙𝑙, an arbitrary scalar is denoted by ∅𝑘𝑘𝑙𝑙 which is considered an
individual field variable and only associated with phase- 𝑙𝑙.
The mass flux for phase- 𝑙𝑙 is given by eqn. (2-3)

𝐹𝐹𝑙𝑙 = �𝛼𝛼𝑙𝑙 𝜌𝜌𝑙𝑙 ���⃗.
𝑢𝑢𝑙𝑙 𝑑𝑑𝑆𝑆⃗

(2-3)

𝑠𝑠

Here, 𝛼𝛼𝑙𝑙 = volume fraction, 𝜌𝜌𝑙𝑙 = physical density and ���⃗=
𝑢𝑢𝑙𝑙 velocity of phase 1

When a shared physical field between phases represented by 𝜙𝜙 𝑘𝑘 (or when considered same in each
phase), the generic transport equation is represented by eqn. (2-4)
𝜕𝜕𝜌𝜌𝑚𝑚 𝜙𝜙 𝑘𝑘
k
k
+ ∇. �ρm u
�⃗m ϕk − Γm
∇ϕk � = S𝑚𝑚
𝜕𝜕𝜕𝜕

𝑘𝑘 = 1, … . , 𝑁𝑁

(2-4)

k
k
Here ρm = mixture density, u
�⃗m = mixture velocity, S𝑚𝑚
= mixture source term and Γm
= mixture

diffusivity which are calculated by eqn. (2-5)-(2-9)

Mixture density, 𝜌𝜌𝑚𝑚 = ∑𝑙𝑙 𝛼𝛼𝑙𝑙 𝜌𝜌𝑙𝑙

By multiplying eqn. (2-5) by mixture velocity u
�⃗m we get
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(2-5)

𝜌𝜌𝑚𝑚 𝑢𝑢
�⃗𝑚𝑚 = � 𝛼𝛼𝑙𝑙 𝜌𝜌𝑙𝑙 𝑢𝑢
�⃗𝑙𝑙
𝑙𝑙

Similarly,

(2-6)

Mixture mass flux, 𝐹𝐹𝑚𝑚 = ∫𝑠𝑠 𝜌𝜌𝑚𝑚 𝑢𝑢
�⃗𝑚𝑚 . 𝑑𝑑𝑆𝑆⃗

(2-7)

𝑘𝑘
Mixture source term, 𝑆𝑆𝑚𝑚
= ∑𝑙𝑙 𝑆𝑆𝑙𝑙𝑘𝑘

(2-9)

𝑘𝑘
Mixture diffusivity, Γ𝑚𝑚
= ∑𝑙𝑙 𝛼𝛼𝑙𝑙 Γ𝑙𝑙𝑘𝑘

(2-8)

(“Fluent Theory Guide” 2009)

RANS equation
We first used k-ε turbulence multiphase mixture model which uses Reynolds-averaged
Navier–Stokes equations. Here k represents turbulence kinetic energy and ε represents its rate of
dissipation. The k and ε equations that describes the models are following

𝜕𝜕
𝜇𝜇𝑡𝑡 𝑚𝑚
(𝜌𝜌𝑚𝑚 𝑘𝑘) + ∇. (𝜌𝜌𝑚𝑚 𝜈𝜈⃗𝑚𝑚 𝑘𝑘) = ∇. �
∇ � + 𝐺𝐺𝑘𝑘,𝑚𝑚 − 𝜌𝜌𝑚𝑚 𝜀𝜀
𝜕𝜕𝜕𝜕
𝜎𝜎𝑘𝑘 𝑘𝑘

𝜕𝜕
𝜇𝜇𝑡𝑡 𝑚𝑚
𝜀𝜀
(𝜌𝜌𝑚𝑚 𝜀𝜀) + ∇. (𝜌𝜌𝑚𝑚 𝜈𝜈⃗𝑚𝑚 𝜀𝜀) = ∇. �
∇𝜀𝜀 � + (𝐶𝐶1𝜀𝜀 𝐺𝐺𝑘𝑘,𝑚𝑚 − 𝐶𝐶2𝜀𝜀 𝜌𝜌𝑚𝑚 𝜀𝜀)
𝜕𝜕𝜕𝜕
𝜎𝜎𝜖𝜖
𝑘𝑘

(2-10)
(2-11)

Here Gk represents generation of turbulent kinetic energy due to mean velocity gradient, C1ε and
C2ε are constants, σk and σε are turbulent Prandlt numbers for k and ε.
Turbulent viscosity μt,m is computed from eqn. (2-12)
𝜇𝜇𝑡𝑡,𝑚𝑚 = 𝜌𝜌𝑚𝑚 𝐶𝐶𝜇𝜇 (𝑘𝑘 2 /𝜖𝜖)

(2-12)

𝐺𝐺𝑘𝑘,𝑚𝑚 = 𝜇𝜇𝑡𝑡,𝑚𝑚 (∇𝜈𝜈⃗𝑚𝑚 + (∇𝜈𝜈⃗𝑚𝑚 )𝑇𝑇 ): ∇𝜈𝜈⃗𝑚𝑚

(2-13)

Generation of turbulent kinetic energy, Gk is computed from eqn. (2-13)

(“Fluent Theory Guide” 2020)
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Model setup
Figure 2-1a shows a schematic diagram of the model setup. Water comes in through an inlet
wall, flows through the flume and goes out through the outlet over the weir. The street canyon is
built on the flume bed at distance of 7m from inlet. The dense inflow comes through the bottom
of the gap between the buildings (inlet 2) that form the canyon.
The geometry (Figure 2-1b) for the CFD analysis was created using the measurements of the flume
that had been used for previous experiments of Dr. Baratian-Ghorghi (Zahra Baratian-Ghorghi
and Kaye 2012) (Zahra Baratian-Ghorghi and Kaye 2013) (Z. Baratian-Ghorghi and Kaye 2013a)
which are used in this study for validation. If seen closely, in inset of Figure 2-1b, Flume bed
roughness is visible. The roughness imposed on the flume bed by creating triangular patterns was
hr = 0.0114 to replicate Dr. Baratian-Ghorghi’s (Zahra Baratian-Ghorghi and Kaye 2012)
experimental setup. Here, relative roughness hr is the ratio of roughness triangle height to building
height (10 cm).

(a)

(b)

19

hr=0.0228

hr=0.0114

hr=0.0058

(c)
Figure 2-1: Representation of the model set up in (a) Schematic diagram and (b) 2D model geometry with
zoomed in canyon view in inset and (c) three different bed roughness

Two additional bed roughnesses were also simulated and Figure 2-1c shows double (hr=0.0228)
and half (hr=0.0058) of the relative roughness of the experimental work. The normalized velocity
𝑈𝑈

𝑧𝑧

(=𝑈𝑈 )versus normalized height (=𝑧𝑧 ) plot for three different bed roughness along with the
10

10

experimental results by Zahra (Baratain-Ghorghi 2012) are presented in Figure 2-2. Here, U10 is
the reference velocity at the top of the building height (Z10=10cm). It can be seen that, velocity

profile for relative roughness hr = 0.0228 and hr = 0.0114 fit best with experimental data.

Figure 2-2: Normalized vertical velocity profile at 6m distance from inlet for three different flume bed roughness
0.57 cm (-.-), 1.14 cm (-) and 2.28 cm (…) from simulation (lines) and experimental results (circles)
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Mesh generation and sensitivity analysis
A mesh sensitivity analysis was done to get the most accurate results. In order to ensure high
accuracy and less simulation time, several mesh element sizes were tried out until the results
became independent of the mesh. The goal was to choose the biggest element size with similar
results to the smallest element size. Seven different mesh sizes (Table 2-1) were simulated and
compared.
Table 2-1 List of different mest element sizes and total number of elements

Element size (cm)

Total number of elements (millions)

Larger element

Smaller element

0.5

0.1

1.4

0.5

0.1 & 0.05

5.8

0.5

0.08

8.1

0.5

0.07

10

0.5

0.065

12

0.5

0.06

15

0.5

0.05

20
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(a)

(b)

(c)

(d)

(e)

Figure 2-3 (a) Two zone meshing of the canyon and its surrounding area and zoomed in view of the canyon with
element size (b) 0.08cm (c) 0.065cm (d) 0.06cm and (e)0.05
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Six types of meshing had two mesh zones with coarse and fine meshes. The remaining had three
mesh zones. Figure 2-3a shows the meshing in the surrounding area of the canyon with two mesh
zones. Lower zone and canyon surrounding area had smaller mesh elements to ensure better
results. Figure 2-3(b-e) shows six different sizes of elements inside the canyon. Simulation results
for change in average layer buoyancy (𝑔𝑔𝑙𝑙′ ) over time for different meshing are presented in Figure

2-4. It can be seen that higher the number of elements were closer the results became. From

analyzing the results, it was seen that 15 million mesh elements gave similar results to 20 million
mesh elements. But both simulations took longer simulation time.

Figure 2-4 Average layer buoyancy inside the canyon over time for different mesh element sizes

To reduce this simulations time, later the entire geometry was divided into three mesh
zones (Figure 2-5). A small area surrounding the canyon had smallest mesh element (0.05cm)
similar to 20 million element meshing. Then the lower part of the flume had an intermediate size
of mesh element (0.1cm) and upper part had largest element size (0.5cm). In this three zone
meshing had number of elements reduced to 5.8 million and yielded similar results taking half of
the simulation time compared to 15 and 20 million mesh elements (see Figure 2-4).
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Figure 2-5 Three zone meshing of the canyon and the surrounding area

Boundary conditions
A uniform ambient inflow velocity was set at U = 11.4 cm/s through the velocity inlet on
the left (Figure 2-6). The outlet was a pressure outlet with zero pressure. The shear at the top of
the flume was set to zero to mimic the free surface. No slip condition was set at the rest of the
walls of the flume and canyon surface. The dense inflow comes in through canyon floor (inlet 2)
with a range of different skimming coefficients varying over 10-7< 𝛽𝛽 <10-1.

Figure 2-6 Schematic diagram of the model setup with boundary conditions
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Solution methods
To begin the simulations, it was important to choose the proper solution methods for this
study. The pressure Based Solver was chosen with PISO algorithm for simulating this transient
problem. First order upwind, Quick and Second order upwind scheme were run and there were no
differences in results found. Since the second order upwind scheme was recommended for higher
accuracy, it was used for spatial discretization of momentum, turbulent kinetic energy and
turbulent dissipation rate.
Standard wall functions were used in k-𝜀𝜀 model to run all the simulations. Wall functions
consists of a set of semi empirical formulas and functions. Wall functions create links or bridge
between the solution variables at the near-wall cells and the corresponding quantities on the wall.
In Ansys FLUENT, the Standard wall functions are set as a default option. It is recommended that
to use standard wall function when the cell nearest the no-slip walls have a height of 30 < y+ <
300, Where 𝑦𝑦 + =

𝜌𝜌𝑢𝑢𝑇𝑇 𝑦𝑦
𝜇𝜇

. In our case, the average y+ value near the wall was slightly lower than

this, ranging 5 to 20. Therefore, the mesh resolution near the wall was adequate for resolving the
wall shear stress.
It was also important to monitor the convergence of the simulations and scaled residuals are
the most appropriate indicator of convergence for most problems, especially for pressure-based
solver. Unscaled residuals are computed by ANSYS FLUENT’s pressure-based solver to compute
the imbalance in conservation equation summed over all computational cells. Scaled residual is
obtained by using the scaling factor which is representative of the flow rate of any variable through
the domain. For this study ANSYS FLUENT’s default set scaled value for the residuals was used
(10-3) for all relevant equations. The scaled residuals for all the simulations maintained a value less
than 10-4 throughout the whole simulation time (“ANSYS FLUENT 12.0 User’s Guide”).
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Parameter sets
Several simulations were run varying the dense fluid inflow velocity and buoyancy. The
skimming coefficient (β) represents different dense inflow velocity and initial Richardson Number
(Riin) represents different initial fluid buoyancy. The parameter space plot ( Figure 2-7) gives the
overall picture of different simulations that were run for this study and the parameters used by
Baratian(Baratain-Ghorghi 2012) (Baratain-Ghorghi 2012). Initial Richardson number (𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖 )

depends on the buoyancy of the dense fluid at source (Inlet 2). Simulated 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖 ranges from 0.03 to
10 and β ranges in between 10-5 to 10-2.

Figure 2-7 Parameter space plot for 81 simulations for different values of Source Richardson Nr (Ris) and skimming
coefficient (β for simulation of this study (rectangle) and from experimental study of Zahra-Grighori (Baratianghorghi 2012) (Baratian-ghorghi 2012)(triangles).
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CHAPTER 3
RANS RESULTS & DISCUSSION
The simulations were run for three different surface roughness values and a range of
combinations of β-Riin. First the simulations were run for all nine skimming coefficients keeping
the inflow Richardson number fixed (Riin =5) and all nine different Richardson numbers keeping
the skimming coefficient fixed (β=2.63X10-3). The results for the fixed Richardson number are
presented in Figure 3-1. Interfacial mixing coefficient (α) is plotted over Layer Richardson number
(Ril) for all three upstream surface roughness. There was no noticeable difference found in the
results from different upstream roughness. Therefore, further simulations were carried out using
hr = 0.0112. Here hr is the relative roughness which is the ratio of upstream roughness height (h0)
and canyon height (H).
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Figure 3-1interfacial mixing coefficient (α) over Layer Richardson Number (Ril) for three different upstream surface
roughnesses for (a) the top of the canyon and (b) at the density interface

To proceed with the simulation, it was necessary to decide if the initial condition of the
canyon should be initially filled by the dense fluid or empty. To see if this initial condition made
any difference in the steady-state mixing process in the canyon, a model was run for both. That is
one model was with the canyon initially full of ambient fluid and second simulation with the same
inflow conditions was run with the canyon initially full of fluid with the density of the source fluid.
It was clear from the results that regardless the initial condition inside the canyon, the mixing
process eventually gives the same average density inside the canyon. The results are presented in
Figure 3-2. This indicates that the steady-state mixing process inside the canyon does not depend
on the initial state in the canyon and eventually produces the same steady state condition.
All the simulation results presented herein are for simulations in which the canyon was initially
empty. That is, it was full of ambient fluid with g’=0.
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Figure 3-2 Change in density inside the canyon with time when the canyon was initially full (dashed line) and empty
(solid line) for RANS simulation.

For each simulation the following steps were followed
1. The ambient fluid through the left inlet and dense fluid through the base of the canyon was
injected simultaneously from the beginning of the simulation (t=0s).
2. The flow was then allowed to run for several simulation minutes until a steady state was
established.
3. Once the steady state was achieved, the stratification inside the canyon was recorded.
At the end of simulation, a steady vertical normalized velocity profile (Figure 3-3) over normalized
height (H10) was obtained every 0.5m upstream of the canyon. Normalized velocity was obtained
by dividing the vertical velocity by reference velocity (U10). Reference velocity is the velocity
measured at top of the canyon. The velocity profile is similar to the velocity profile obtained in
Baratian-Grorghi’s experimental results for gravel bed size d84=1.14cm up to the top of the canyon
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building(Baratain-Ghorghi 2012) (Baratain-Ghorghi 2012). The velocity profiles are uniform for
several meters before the canyon building, indicating a steady fully developed flow.

Figure 3-3: Normalized velocity profile over the flume at every 0.5m distance from the left inlet at steady state.

To determine if the simulations had reached a steady state the average canyon buoyancy
(𝑔𝑔𝑙𝑙′ ) and the interfacial mixing coefficient (α) was calculated using the simulated canyon

stratification at each time step. Once these two parameters attained a constant value over time the
simulation was stopped, and the results were recorded. Figure 3-4 shows 𝑔𝑔𝑙𝑙′ and α reaching steady

state over time for one simulation. The interfacial mixing coefficient α is calculated using Eq
(1-13) and 𝑔𝑔𝑙𝑙 ′ is calculated using the equation 𝑔𝑔𝑙𝑙′ = 𝑔𝑔

𝜌𝜌𝑙𝑙 −𝜌𝜌0
𝜌𝜌0

where 𝜌𝜌𝑙𝑙 is the density calculated by

averaging the density on 40 vertical lines uniformly distributed over the canyon from left to right.
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The steady state was also verified by calculating the % change in these parameters at every 25
seconds (also shown in Figure 3-4).

Figure 3-4: Average buoyancy (g’) inside the canyon and mixing coefficient (α) reaching steady state for Ri =10,
β=8.77x10-4
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Two different types of mixing and stratification were observed inside the canyon. (1) Wellmixed and (2) Two-layer stratification. When no distinct layer of dense fluid was seen inside the
canyon the condition was termed well-mixed and this was observed in mostly the lower and higher
ranges of β. The contour plots of density inside the canyon for all combinations of β- Riin after
reaching steady state are presented in the Table 3-1. Here, the blue color represents the ambient
fluid, red color represents dense fluid and other colors represent the mixed phase. In the first three
rows (lowest β values), there was no stratification found. The canyon was almost empty and filled
with approximately ambient fluid when it reached steady state. Similarly, for last two rows (highest
β values), there was again no stratification. The canyon had a very homogeneous density and filled
by dense fluid with density very similar to that of the source. For β values in between (4th to 7th
row), a stratification developed. With the increase in β, two zones became more visible. Dense
fluid accumulated in the bottom smaller layer and the top bigger layer had mixed liquid in it with
a density intermediate to the source and ambient flow. For this range of β, there was no layer that
was completely ambient. The effect of change in Riin (left to right) on canyon density was more
subtle than the variation due to changes in β. One noticeable fact about the effect of Riin was the
stratification becomes more distinct when Riin is higher than 10. For all the contour plots the lowest
limit in the color bar was set to ambient density and the highest limit was set equal to the inflow
density. Therefore, the colors represent different densities for each column of inflow Richardson
number but instead capture the full range of possible densities for each simulation.
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Table 3-1:Density contour plots for β increasing from top to bottom and Riin increasing from left to right

Ri

0.2

0.5

1

2

5

7

β =8.77X10-6

β =2.63x10-5

β =8.77X10-5

β =2.63x10-4

β =8.77X10-4

β =2.63x10-3
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10

20

50

Ri

0.2

0.5

1

2

5

7

β =8.77X10-3

β =2.63x10-2

β =8.77X10-2
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10

20

50

To analyze further, the density was recorded inside the canyon at 1000 points along 20
horizontal lines that were evenly spread in the vertical direction. This data was then used to
calculate the interface height (ζ) and interfacial mixing coefficient (α). In order to do that the
vertical density gradient was calculated for each of the 1000 horizontal positions recorded inside
the canyon and the interface at each horizontal position was defined as the height of the maximum
density gradient. If the maximum gradient was found lower than 0.002m (i.e., the very base of the
canyon adjacent to the constant density inflow), the stratification was considered well-mixed (see
for example the first 2 rows of Table 3-1), otherwise it was taken to be stratified. For the stratified
cases the stratification was approximated by a two-layer stratification separated by a horizontal
interface. The interface height, ζ was calculated to be the average of the interface heights calculated
at each horizontal location. The density of the lower layer was the average density below the
interface and the upper layer was the average density of all the fluid above the interface but below
the top of the canyon.
Unlike the experiments of Baratian-Ghorghi and Kaye (Z. Baratian-Ghorghi and Kaye
2013b) the canyon stratification did not have two separate layers with the lower layer full of dense
and the upper layer containing ambient fluid. For most cases the upper layer had fluid of density
intermediate to the dense and ambient fluid instead of having purely ambient fluid. For some
combinations of β- Riin values (Table 3-2) a three-layer stratification was visible.
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Table 3-2: β- Riin cases with three layer condition

Riin

10

20

50

β = 8.77x10-4

Β=2.63x10-3

Calculating one α for the stratified cases was not enough. Therefore, two separate
interfacial mixing coefficients for top and bottom layer (𝛼𝛼𝑡𝑡𝑡𝑡𝑡𝑡 𝑎𝑎𝑎𝑎𝑎𝑎 𝛼𝛼𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 ) were calculated. The
layers were separated by the interface that was found by calculating the density gradient. A density
contour of a stratified condition at steady state and it’s equivalent calculated interface are presented
side by side in Figure 3-5.
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Figure 3-5: comparison of the density contour of stratified condition (left) to the schematic diagram of calculated
interface height (right) for β =8.77X10-3and Riin=50.
′
′
The average buoyancy in top and bottom layer are denoted by 𝑔𝑔𝑡𝑡𝑡𝑡𝑡𝑡
and 𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏
. Figure 3-6

illustrates the mixing and skimming mechanism of two-layer stratified condition. Here, for the
whole canyon, the inflow coming in through the base of the canyon is equivalent to the summation
of dense fluid getting skimmed off from the top and the interfacial mixing between the top layer
and the ambient fluid outside of the canyon. So, we can write the following
′
′
′
𝑔𝑔𝑖𝑖𝑖𝑖
𝛽𝛽 = 𝑔𝑔𝑡𝑡𝑡𝑡𝑡𝑡
𝛽𝛽 + 𝛼𝛼𝑡𝑡𝑡𝑡𝑡𝑡 𝑔𝑔𝑡𝑡𝑡𝑡𝑡𝑡

(3-1)

Hence, interfacial mixing coefficient at the top layer of the canyon, is given by
𝛼𝛼𝑡𝑡𝑡𝑡𝑡𝑡

′
𝑔𝑔𝑖𝑖𝑖𝑖
= 𝛽𝛽 � ′ − 1�
𝑔𝑔𝑡𝑡𝑡𝑡𝑡𝑡

(3-2)

Again, the processes involved in the transport of dense fluid in and out of the bottom layer
shows, the dense fluid inflow injected through the bottom of the canyon is balanced by the sum of
the fluid getting skimmed off at the interface and the interfacial mixing at the interface. This can
be sum quantified by Eqn.(3-3)
′
′
′
′
𝛽𝛽𝑔𝑔𝑖𝑖𝑖𝑖
= 𝛽𝛽𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏
+ 𝛼𝛼𝑏𝑏𝑏𝑏𝑏𝑏 (𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏
− 𝑔𝑔𝑡𝑡𝑡𝑡𝑡𝑡
)

(3-3)

Hence, interfacial mixing coefficient at the bottom layer of the canyon,
𝛼𝛼𝑏𝑏𝑏𝑏𝑏𝑏 = β

′
′ )
(𝑔𝑔𝑖𝑖𝑖𝑖
− 𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏
′
′
𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏
− 𝑔𝑔𝑡𝑡𝑡𝑡𝑡𝑡

(3-4)
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Figure 3-6: Schematic diagram of the mixing and skimming processes involved in two-layer stratified case

To illustrate the flow development towards the steady-state flow, the density contours at
different timesteps are presented in Table 3-3. First three rows have contours for low (β = 8.77X105

), medium(β = 2.63X10-3) and high (β = 2.63X10-2) skimming coefficients for Ri = 5. The last

row shows the contours for medium skimming and the highest Richardson number (Ri=50) where
a stratified condition is very prominent. In low β contours, the canyon is mostly empty. The dense
inflow that is coming into the canyon through the canyon base does not accumulate inside the
canyon with time. The dense fluid coming in can be seen to be skimmed off form the source and
get rapidly flushed form the canyon. For medium β a thin layer of dense fluid can be seen to
accumulate at the canyon base to create the stratified steady-state condition. For, the highest β, the
dense fluid has built up in the canyon. This dense layer grows quickly by pushing the interface up
towards the top of the canyon and eventually reaching a steady state at a well-mixed state with
very dense fluid inside. For this case the bulk of the mixing is due to skimming of dense fluid from
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the top of the canyon with some interfacial mixing. The last row in the table, with medium β and
highest Riin, a proper formation of stratified layer can be seen with a distinct interface. The
stratified steady-state flows also took a longer time to reach a steady state compared to the two
well-mixed regimes.
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Riin=5
Riin=5
Riin=5
Riin=50

β = 2.63X10-3
β = 2.63X10-3

β = 2.63X10-2

β = 8.77X10-5

Table 3-3 Mixing process and development of stratification inside the canyon to reach steady state at T = 150s, 400s, 700s, 1500s for three different β and same
Riin=5.

T=150s

T=400s

T=700s

T=1500s

T=150s

T=400s

T=700s

T=2500s
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Figure 3-7 presents 𝛼𝛼𝑡𝑡𝑡𝑡𝑡𝑡 and 𝛼𝛼𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (shown by hollow circles) along with interfacial

mixing coefficient (𝛼𝛼𝑤𝑤𝑤𝑤 ) for the well-mixed cases (shown by solid circles) in two separate 3D

plots with β-and Riin on the other two axis. In all cases 𝛼𝛼𝑡𝑡𝑡𝑡𝑡𝑡 was higher than 𝛼𝛼𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 . As β
increased, 𝛼𝛼𝑡𝑡𝑡𝑡𝑡𝑡 also increased up to a maximum value and then after this point started to decrease

with increasing β. The data for the interfacial mixing coefficient for the upper layer and the wellmixed cases are consistent (Figure 3-7a). That is, the surface formed in β-Ri space is smooth and
there are no step changes with the transition from well-mixed to stratified and back to well-mixed.
For low β the interfacial mixing is very small in part because the flux of dense fluid (β) is very
small. In these cases the canyon has a mean density that is considerably closer to the ambient
density than the source density. The mixing is due to dense fluid being skimmed off the top of the
source as it flows into the canyon from the canyon base and effciently flushed from the canyon.
This process is quite fast compared to the inflow rate so the canyon mean buoyancy is close to
zero. Therefore, there is little interfacial mixing at the top of the canyon.
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(a)

(b)

Figure 3-7: Dependence of mixing coefficient (α) on skimming coefficient (β) and inflow Richardson Nr (Riin) for
(a) above the interface and (b) only for stratified cases at above and below the interface
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As the flux of dense fluid β increases the fluid skimmed from the top of the source no
longer leads to rapid flushing and the mean density in the canyon increases requirung greater
interfacial mixing at the top of the canyon. Eventually the skimming at the top of the source can
no longer prevent the formation of a bottom dense layer and the two-layer stratification forms. In
these simulations, the density of bottom layer was very close to the source density indicating that
there was negligible interfacial mixing and only skimming. As the layer deepened (as β increased)
the interfacial mixing across the layer interface increases though is still an order of magnitude less
than the interfacial mixing at the top of the canyon. One possible explanation for the bottom
interfacial mixing coefficient increasing as the layer depth increases, is that the interface is closer
to the ambient flow at the top of the canyon and is more influenced by the turbulence generated in
the flow separation over the buildings. For all the two layer cases the interfacial mixing coefficient
at the top of the canyon was farely constant. This is seen more clearly in Figure 3-9a.which shows
the top interfacial mixing coefficient as a function of the lower layer depth. Only as the interface
height gets to the greatest height prior to transitioning back to the well-mixed state, the coefficient
starts to decrease. Interestingly the coefficient is independent of the Richardson number of the
layer based on the canyon height and the layer buoyancy (Figure 3-9b). A comparison between
𝛼𝛼𝑡𝑡𝑡𝑡𝑡𝑡 and 𝛼𝛼𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 can be seen in the Figure 3-7(b). 𝛼𝛼𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 is much lower than 𝛼𝛼𝑡𝑡𝑡𝑡𝑡𝑡 and has a

increasing trend with increasing β. The variation in 𝛼𝛼𝑡𝑡𝑡𝑡𝑡𝑡 is smaller than the variation in 𝛼𝛼𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 .
The effect of change in Riin on the interfacial mixing is considerably smaller than the effect of β.

In both the top and bottom layers, the mixing decreases with increases in Riin, especially after
Riin=10.
For even higher β values the lower layer rises to fill the entire canyon and the bulk of the
flushing is due to skimming of the fluid at the top of the canyon. The density of the lower layer is
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very close to the source density and the inflow rate into the canyon is high enough that the fluid is
essentially just pushed out of the canyon and then skimmed off the top by ambient flow. During
this stage the interfacial mixing coefficient decreases with increasing β.
There are , therefore, two distinct well-mixed regimes. In the first (low β) the dense fluid
from the source is skimmed off the base of the canyon and mixed with the ambient fluid in the
canyon before being flushed out. The second well-mixed regimes (high β) occurs when the fluid
is injected at the bottom at such a rate that the dense fluid is mostly pushed out of the top of the
canyon by the source flow with some interfacial mixing at the top of the canyon. The two wellmixed regime will be refered to at the skimming well-mixed (low β) and pushing well-mixed (high
β) regimes. Figure 3-8 shows schematic diagrams of both well-mixed regimes along with the
stratified regime.

Figure 3-8 Development of three flow regimes (from left to right) Skimming well-mixed, two-layer stratified and
pushing well-mixed with increasing value of skimming coefficient (β)

The mixing process inside the canyon largely depends on the interface height (ζ). From
th top layer plots it can be seen that mixing is farely constant for lower ζ. A decrease in mixing
can be seen after a certain point (ζ>0.1). With increase in ζ, the top layer becomes smallerand 𝑅𝑅𝑖𝑖𝑙𝑙
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stops getiing higher. Then α values drop, because the process in top layer removal becomes more
skimming dominant rather than interfacial mixing dominant.
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Figure 3-9 Change in (a) mixing coefficient and (b) Layer Richardson Number with interface height for top layer

Figure 3-9, shows changes in α and 𝑅𝑅𝑖𝑖𝑙𝑙 with interface height in top layer. It can be seen in

Figure 3-9(b) that 𝛼𝛼𝑡𝑡𝑡𝑡𝑡𝑡 stays constant for lower 𝜁𝜁 and once 𝜁𝜁 gets higher than 0.1, 𝛼𝛼𝑡𝑡𝑡𝑡𝑡𝑡 starts to
decrease. In the 𝑅𝑅𝑖𝑖𝑙𝑙 − 𝜁𝜁 plot in Figure 3-10(b), 𝑅𝑅𝑖𝑖𝑙𝑙,𝑡𝑡𝑡𝑡𝑡𝑡 shows the opposite trend with 𝜁𝜁. As 𝜁𝜁

increases, 𝑅𝑅𝑖𝑖𝑙𝑙 keeps increasing until it reaches a value close to 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 . As the interface gets higher,

the layer Richardson number keeps increasing, while mixing remains fairly constant. From Figure
3-9 it is clear that higher β yields higher interface until it reaches the top of the canyon and enters
the pushing well-mixed regime. Higher β means more dense fluid is getting injected which is
increasing the interfacial mixing through interface and making the mixed fluid inside the top layer
heavier. Hence, we see no increase in mixing and increasing 𝑅𝑅𝑖𝑖𝑙𝑙 instead.

In Figure 3-10 the opposite case of top layer can be seen. The bottom layer interfacial mixing
increases as the interface height increases. Though, as with the top layer α, it drops slightly just
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before the flow transitions to the pushing well-mixed regimes. see Figure 3-10(a). For all the twolayer cases the layer Richardson number is approximately constant and slightly below the source
Richardson number. When 𝜁𝜁 > 0.1, layer Richardson Nr remains constant and mixing increases
which leads to higher interfacial mixing in interface and heavier top layer fluid.
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Figure 3-10 Change in (a) mixing coefficient and (b) Layer Richardson Number with interface height for bottom
layer

The three regimes, namely skimming well-mixed, two layer and pushing well-mixed, can
be seen in Figure 3-11 which plots the interface height versus the inflow velocity (β). For low β,
no interface forms as the flow in the cavity skims the dense source fluid off the canyon base and
mixes into the canyon fluid. Then, as β increases further a lower dense layer forms creating the
two-layer stratification. The thickness of that layer increases with increasing β. Then, for the
highest β the layer depth increases to the full height of the canyon and the pushing well-mixed
regime forms. Note that, based on the definitions of the interface height, both well-mixed regimes
are taken to have zero interface height.
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Figure 3-11 Plot of the interface height (ζ) over skimming coefficient (β) for 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 =0.2,2,7,20
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CHAPTER 4
LES METHODOLOGY
A series of Large Eddy Simulations (LES) were run to replicate a subset of the RANS
simulations described in the previous two chapters. In RANS the flow behavior was as expected,
and the flushing mechanism was well described from the output of the simulations. However, the
RANS simulations were steady-state simulations whereas the flow separation over the upstream
model building is an unsteady process. Therefore, it was decided to use an unsteady approach like
LES to further investigate the flushing behavior and see the differences.
The simulations were run in Fire Dynamics Simulators (FDS) as it was developed to
simulate environmental flows with large density differences. (Maragkos, Rauwoens, and Merci
2012, Clement 2000). In these simulations the ambient fluid was air and various dense gasses were
used for the dense pollutant in the canyon.
Large Eddy Simulations (LES) Equations
In LES, a low pass filter of width D is applied to Direct Numerical Simulation (DNS)
equations to derive the LES equations. The filter width is here is the cube root of the cell volume,
1

𝐷𝐷 = 𝑉𝑉𝑐𝑐3 , 𝑉𝑉𝐶𝐶 = 𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿. A filtered field for a continuous field, φ is defined as
𝜙𝜙�(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡) ≡

1 𝑥𝑥+𝛿𝛿𝛿𝛿/2 𝑦𝑦+𝛿𝛿𝛿𝛿/2 𝑧𝑧+𝛿𝛿𝛿𝛿/2
�
�
�
𝜙𝜙(𝑥𝑥 ′ , 𝑦𝑦 ′ , 𝑧𝑧 ′ , 𝑡𝑡)𝑑𝑑𝑥𝑥 ′ 𝑑𝑑𝑦𝑦 ′ 𝑑𝑑𝑑𝑑′
𝑉𝑉𝑐𝑐 𝑥𝑥−𝛿𝛿𝛿𝛿/2 𝑦𝑦−𝛿𝛿𝛿𝛿/2 𝑧𝑧−𝛿𝛿𝛿𝛿/2

(4-1)

For ith component of velocity, the conservative form of DNS momentum equations is
𝜕𝜕𝜏𝜏𝑖𝑖𝑖𝑖
𝜕𝜕𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕
𝜕𝜕𝜕𝜕 𝜕𝜕𝜏𝜏���
𝚤𝚤𝚤𝚤
�����
′′′
̇ 𝑏𝑏,𝚤𝚤
����
+
�𝜌𝜌𝑢𝑢𝑖𝑖 𝑢𝑢𝑗𝑗 � = −
−
−
+ 𝜌𝜌̅ 𝑔𝑔𝑖𝑖 + 𝑓𝑓
𝑑𝑑,𝚤𝚤 + 𝑚𝑚𝑏𝑏 𝑢𝑢�
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗
𝜕𝜕𝑥𝑥𝑖𝑖 𝜕𝜕𝑥𝑥𝑗𝑗
𝜕𝜕𝑥𝑥𝑗𝑗
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(4-2)

And following LES momentum equation is derived applying the box filter to DNS equation.
Applying Eqn.(4-1to Eqn. (4-2) following equation is derived
𝜕𝜕𝜌𝜌𝑢𝑢
�����𝚤𝚤
𝜕𝜕
𝜕𝜕𝑝𝑝̅ 𝜕𝜕𝜏𝜏���
𝚤𝚤𝚤𝚤
̇ 𝑢𝑢𝑏𝑏,𝚤𝚤
̅ + ����������
+
�𝜌𝜌𝑢𝑢
��������
−
+ 𝜌𝜌̅ 𝑔𝑔𝑖𝑖 + 𝑓𝑓𝑑𝑑,𝑖𝑖
𝑚𝑚𝑏𝑏′′′
𝚤𝚤 𝑢𝑢𝚥𝚥 = −
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗
𝜕𝜕𝑥𝑥𝑖𝑖 𝜕𝜕𝑥𝑥𝑗𝑗

(4-3)

The cell mean value �������
𝜌𝜌𝑢𝑢𝚤𝚤 𝑢𝑢𝚥𝚥 not being a primitive variable itself in calculation, the term under the

bar can’t be computed to advance Eqn.(4-4). Hence, decomposing the term is necessary. By
���� following equation is derived where the first term becomes
applying the Favre Filter ρ�𝜑𝜑� = 𝜌𝜌𝜌𝜌
separable

𝜕𝜕𝜌𝜌̅ 𝑢𝑢�𝚤𝚤
𝜕𝜕
𝜕𝜕𝑝𝑝̅ 𝜕𝜕𝜏𝜏���
𝚤𝚤𝚤𝚤
̇ 𝑢𝑢�
̅ + �����
+
�𝜌𝜌̅ 𝑢𝑢�
−
+ 𝜌𝜌̅ 𝑔𝑔𝑖𝑖 + 𝑓𝑓𝑑𝑑,𝑖𝑖
𝑚𝑚𝑏𝑏′′′
𝚤𝚤 𝑢𝑢𝚥𝚥 � = −
𝑏𝑏,𝚤𝚤
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗
𝜕𝜕𝑥𝑥𝑖𝑖 𝜕𝜕𝑥𝑥𝑗𝑗

(4-4)

The second term here is not computable and 𝑢𝑢�
�𝚤𝚤 𝑢𝑢�𝚥𝚥 . Therefore, a subgrid𝚤𝚤 𝑢𝑢𝚥𝚥 cannot be separated as 𝑢𝑢

scale (SGS) stress is needed and is defined as
𝑠𝑠𝑠𝑠𝑠𝑠

𝜏𝜏𝑖𝑖𝑖𝑖 ≡ 𝜌𝜌̅ (𝑢𝑢�
�𝚤𝚤 𝑢𝑢�𝚥𝚥 )
𝚤𝚤 𝑢𝑢𝚥𝚥 − 𝑢𝑢

(4-5)

Substituting Eqn.(4-5) into (4-4), the following LES momentum equation is derived
𝑠𝑠𝑠𝑠𝑠𝑠

𝜕𝜕𝜏𝜏𝑖𝑖𝑖𝑖
𝜕𝜕𝜌𝜌̅ 𝑢𝑢�𝚤𝚤
𝜕𝜕
𝜕𝜕𝑝𝑝̅ 𝜕𝜕𝜏𝜏���
𝚤𝚤𝚤𝚤
̇ 𝑢𝑢�
̅ + �����
+
�𝜌𝜌̅ 𝑢𝑢�𝚤𝚤 𝑢𝑢�𝚥𝚥 � = −
−
−
+ 𝜌𝜌̅ 𝑔𝑔𝑖𝑖 + 𝑓𝑓𝑑𝑑,𝑖𝑖
𝑚𝑚𝑏𝑏′′′
𝑏𝑏,𝚤𝚤
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗
𝜕𝜕𝑥𝑥𝑖𝑖 𝜕𝜕𝑥𝑥𝑗𝑗
𝜕𝜕𝑥𝑥𝑗𝑗

(4-6)

Here all variables are primitive or computable when a suitable closure for the subgrid scale stress,
𝑠𝑠𝑠𝑠𝑠𝑠
�����
𝜏𝜏𝚤𝚤𝚤𝚤 is found.

It is necessary to decompose the SGS stress and apply Newton’s law of viscosity as constitutive
relationship for the deviatoric part to make Eqn.(4-6) usable in FDS. As, ���
𝜏𝜏𝚤𝚤𝚤𝚤 is already a deviatoric

part, the total deviatoric part can be defined as

1 𝑠𝑠𝑠𝑠𝑠𝑠
1
𝑠𝑠𝑠𝑠𝑠𝑠
𝑑𝑑𝑑𝑑𝑑𝑑
�
𝜏𝜏𝑖𝑖𝑖𝑖
≡ ���
𝜏𝜏𝚤𝚤𝚤𝚤 + 𝜏𝜏𝑖𝑖𝑖𝑖 − 𝜏𝜏𝑘𝑘𝑘𝑘 𝛿𝛿𝑖𝑖𝑖𝑖 = −2(𝜇𝜇 + 𝜇𝜇𝑡𝑡 )(𝑆𝑆�
𝚤𝚤𝚤𝚤 − �∇. 𝑈𝑈 �𝛿𝛿𝑖𝑖𝑖𝑖 )
3
3

(4-7)
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Here, 𝛿𝛿𝑖𝑖𝑖𝑖 is the Kronecker delta (𝛿𝛿𝑖𝑖𝑖𝑖 = 1 𝑖𝑖𝑖𝑖 𝑖𝑖 + 𝑗𝑗, 𝛿𝛿𝑖𝑖𝑖𝑖 = 0 𝑖𝑖𝑖𝑖 𝑖𝑖 ≠ 𝑗𝑗).

For low Mach flows in LES, the subgrid kinetic energy is defined as half of the trace of the SGS
stress
1 𝑠𝑠𝑠𝑠𝑠𝑠
𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠 ≡ 𝜏𝜏𝑘𝑘𝑘𝑘
2

The modified filtered pressure is

�������������
2
𝑝𝑝̅ ≡ 𝑃𝑃 + 𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠
3

(4-8)

(4-9)

By substituting Eqn. (4-7) and (4-9) into Eqn.(4-8)following equation was derived which
resembles the DNS momentum equation.
𝜕𝜕𝜌𝜌̅ 𝑢𝑢�𝚤𝚤
𝜕𝜕
𝜕𝜕𝑝𝑝̅ 𝜕𝜕τdev
ij
�����
′′′
̇ 𝑏𝑏,𝚤𝚤
̅ + 𝑚𝑚
+
�𝜌𝜌̅ 𝑢𝑢�𝚤𝚤 𝑢𝑢�𝚥𝚥 � = −
−
+ 𝜌𝜌̅ 𝑔𝑔𝑖𝑖 + 𝑓𝑓𝑑𝑑,𝑖𝑖
𝑏𝑏 𝑢𝑢�
𝜕𝜕𝑥𝑥𝑗𝑗
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗
𝜕𝜕𝑥𝑥𝑖𝑖

(Mcgrattan et al. 2022)
Model setup

To begin the simulation process, it was necessary to build the geometry first. To reduce the
memory usage, the geometry used in the LES simulations was shorter than for the RANS
geometry. To make sure the velocity profile has enough distance to become fully developed, a
similar geometry to the RANS geometry was run using the LES method and the vertical velocity
profile was plotted at a cutoff point 3m from ambient inlet. This velocity profile was recorded and
was set as the inflow velocity profile for the ambient inlet in the shorter geometry.
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Figure 4-1: Geometry for LES simulations

Mesh generation and sensitivity analysis
Before simulating dense fluid flow, a mesh analysis was done. Figure 4-2a shows time and
spatial average reduced gravity inside the canyon for different mesh element sizes. The element
size that was used for simulation was 0.005m. Results from 4 different meshes coarser than 0.005
can be seen in the plot. The meshes that were 75% and 150% coarser meshing showed a noticeable
difference in the results especially in the beginning of the simulation. But the three finest meshing
gave almost identical results at the time. There are small variations in the averages later in the
simulation which can be attributed to the natural variability of the LES flow simulated. Figure 4-2b
shows that long time average is very similar for all the mesh elements. Smallest mesh element size
was chosen due to the variability in the density average among different meshing in the beginning
of the transient development.
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Figure 4-2: Mesh analysis study for different mesh element sizes (a) time averaged density inside the canyon (b)
time avergaed average density over last 500s for every mesh sizes.
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Boundary conditions & parameter sets
The boundary conditions for LES are presented in Figure (4-3). As the geometry has been
shortened to reduce computational time and memory requirement, it was important to check that
the flow still had enough upstream fetch to fully develop. First a model with similar dimensions
was run with only ambient fluid to develop the boundary layer throughout the flow domain. Then
vertical velocity at 3m from left inlet was recorded. This vertical velocity profile was used as the
inflow boundary condition at the left inlet after shortening the length of the flow domain by 3m.
The outlet was a pressure outlet with zero pressure. The upper surface was a zero shear wall and
rest of the wall surfaces had the no-slip Boundary condition set. The dense inflow comes in through
canyon floor (inlet 2) just as the RANS simulations.
The input parameters for LES were similar to the RANS simulations. The dense fluids for the
different Riin ranges from 0.5 to 50 was injected with a range of β varying over 10-5 to 10-2.

Figure 4-3: Schematic diagram of the boundary condition for LES simulations
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CHAPTER 5
LES RESULTS AND DISCUSSION
The model was run with the canyon both initially full and initially empty of dense gas to
see if the initial condition significantly influenced the steady-state flow. The results are presented
in Figure 5-1 which shows that the steady-state mixing process inside the canyon is independent
of initial state of the canyon. Therefore, all the remaining LES simulations were run at initially
empty canyon state. That is, with a canyon full of ambient fluid.

Figure 5-1 Average Buooyancy inside the canyon (g’ave) over time with full (solid line) and empty (dashed line)
initial condition inside the canyon
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For each simulation the following steps were followed
1. The ambient fluid was injected through left inlet until boundary layer was fully formed.
2. Then the dense fluid was injected through the base of the canyon and was allowed to run
for several simulation minutes until a steady state was established
3. Once the steady state was achieved, the stratification inside the canyon was recorded.
At the end of each simulation, velocity profile (Figure 5-2) was obtained every 0.5m upstream of
the canyon and was compared to experimental measurements of Baratian (Baratain-Ghorghi
2012). The plot indicates the boundary layer is well developed by the time it reached the canyon
as the 2.5m and 3m profiles are nearly identical. However, the velocity gradient near the wall was
slightly lower than the experimental measurements. As, the Reynold’s number in LES flows is
lower than in the experiments, the bed shear is lower as well as seen in Figure 5-2.
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Figure 5-2: Vertical velocity profiles at every 0.5m from ambient inlet at the upstream of the canyon

After getting a fully developed flow, dense fluid was injected through the base of the
canyon. The simulation was run until a steady state was achieved in the time average buoyancy
inside the canyon. Figure 5-3 shows the time development of the buoyancy inside the canyon and
% change over time inside the canyon as it approaches and reaches steady state.
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Figure 5-3: Buoyancy inside the canyon (solid) and % difference in buoyancy (dashed) reaching steady state over
time for β=10-4 and Riin=5

In all LES simulations, the average buoyancy inside the canyon reached a steady state much
more rapidly that the RANS simulations. The time taken to reach a steady state was closer to the
experiments of Baratian (Baratain-Ghorghi 2012) though an exact comparison is not possible as
their experiments did not report values for β. Contour plots of the instantaneous density field for
all β-Riin combinations are presented in Table 5-1. One noticeable thing was that almost all the
combinations of β-Riin had a visible stratification inside the canyon after reaching a steady state.
Although the contours inside the canyon for the highest β did not have two-layer stratification and
can be called well-mixed since it had homogeneous fluid in it similar to the pushing well-mixed
regime observed in the RANS simulations.
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For the LES, all β-Riin combinations were in the stratified condition. In the contour plots,
red represent dense inflow fluid and blue represent ambient fluid and other colors represent the
intermediate density mixed conditions. Here, the first six (lowest) β out of nine had a ambient fluid
layer at top, a mixed transient layer in the middle and dense layer at the bottom. As β got higher,
the ambient layer started to disappear, and the mixed transition layer got wider. For the largest
three β values, there was no ambient layer visible. The mixed transient layer started to diminish
very quickly as the dense layer started to get bigger. The effect of change in Riin is difficult to
visualize from contour plots in Table 5-1. For a same β value, turbulent ambient intrusion inside
the canyon can be seen in the lower Richardson numbers. The dense layer was slightly more stable
in higher Rii. This effect is more prominent in lower β values.
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Table 5-1: Density contour plots inside the canyon

Ri

0.5

1

2

5

7

β =8.77X10-6

β =2.63x10-5

β =8.77X10-5

β =2.63x10-4

β =8.77X10-4

β =2.63x10-3
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10

20

50

Ri

0.5

1

2

5

7

10

20

50

β =8.77X10-3

β =2.63x10-2

β =8.77X10-2
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To understand the mixing process better, α is plotted over β and Riin for both the top and
bottom layers where the interfacial mixing coefficient values were calculated in the same way as
for the RANS simulations. This is shown in Figure 5-4. The effect of change in β is much higher
than the effect of changing Riin. The mixing increases as β increases for lower values of β. The
flow remains entirely dominated by the rate at which dense fluid is added inside the canyon. The
interface height keeps monotonically rising with β until it is so large that the pushing well-mixed
regime is formed. Then mixing starts to decrease with increasing β just as was observed in the
RANS simulations. The transition occurs around β=10-2 which is roughly where the same
transition was observed in the RANS simulations. Above this value the two-layer stratification
regime turns into the pushing well-mixed regime, where there is no stratification visible, and the
canyon is filled with mixed dense layer of fluid.
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(a)

(b)

Figure 5-4: Change in interfacial mixing coefficient with respect to β and Riin for (a) top layer and (b) bottom layer.
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The dense layer in the canyon built up very quickly and became more stable over time.
Table 5-2 shows the dense layer build up in the canyon over time for a range of β for the same
inflow Richardson number Riin. For the lowest β (=8.77X10-5) the dense layer was thinner and the
fluid buildup in the top layer was very unstable. However, there was a clear interface visible. For
β=2.63X10-3 the dense layer was thicker, and interface went higher up during the flow
development. The flow appeared to have more stability. In the case of β=2.63X10-2 there was
barely any top mixed layer. The canyon was overflowing by the inflow dense fluid and there was
no visible interface inside the canyon. This explains the decrease in interfacial mixing in higher β
seen in Figure 5-4. In the LES simulation results, the expected three flow regimes were not found.
Specially, the skimming well-mixed regime was not found for the lower β-Riin combinations. For
most of the β-Riin cases, the two-layer stratified regime was found for β ≤10-2. Above this value,
the high dense inflow pushed the interface out of the canyon and the canyon was filled with mixed
dense fluid exhibiting the pushing well-mixed flow regime. The buildup of the flow regimes can
be visualized through the contour plots in Table 5-2. For the first two smaller β, the stratification
and interface were very visible in the contours. For the highest β (=2.63x10-2) there was no visible
stratification and the pushing well-mixed regime was exhibited.
The interface height in the two-layer stratified regimes were found to be consistently
increasing with β until it reached the pushing well-mixed regime (Figure 5-5). For lower values of
β, the interface height did not change very rapidly and stayed farely constant until β was higher
than 5X10-4. After that, the interface height started to get drastically higher with increasing β.
When β was greater than 10-2, the canyon was filled up with dense fluid and no interface was
visible. See Figure 5-5.
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Figure 5-5 Dependency of interface height (ζ) on skimming coefficient (β) for Riin=0.5,2,7,20

66

Riin=5
Riin=5

Riin=5

β = 2.63X10-3 β = 8.77X10-5
β = 2.63X10-2

Table 5-2 Mixing process and development of stratification inside the canyon to reach steady state at T = 150s, 400s, 700s, 1500s for three different β and same
Riin=5.

T=50s

T=400s

T=700s
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T=1500s

The interface height has a big influence on interfacial mixing and skimming of the canyon
fluid. As β gets higher, fluid comes into the canyon more rapidly which makes the interface higher.
But at the same time, the mixing inside the canyon both in the top and bottom layers increases as
well ( Figure 5-6and Figure 5-7a). Although an overall increasing trend in mixing can be seen in
Figure 5-6and Figure 5-7a, the mixing did not increase monotonically with increasing β for all
Richardson number. When ζ<0.2, mixing started to get higher but there was no noticeable change

in interface height and stayed almost constant for lower values of β. When ζ was higher than 0.2,
ζ values started to get significantly higher with increasing mixing in both top and bottom layer. In
Figure 5-6 and Figure 5-7 it can be seen that there is almost no intermediate ζ values for higher
Richardson numbers. The ζ values were more distributed for lower Richardson numbers. If seen
closely in the steady state contour plots in Table 5-1 , in the lower Richardson number cases for
the same β, turbulent ambient intrusions can be seen and higher β had a more stable but slightly
lower thickness dense layer and interface height. A lower Richardson number indicates less
buoyant fluid which is easier to mix vertically with the ambient fluid.
The interface height was calculated by finding the highest density gradient inside the
canyon. Fluids with Lower Ri was easier to be mixed with ambient fluid which created a bigger
density gradient in the upper side of the canyon. But higher Ri value were harder to mix up and
formed a more stable dense layer in the lower part of the canyon which created a bigger density
gradient there. Thus, the interface height was found to be lower for higher Richardson numbers.
When β was higher than 10-4 the dense inflow was very high and created a very high dense layer
which was close to the top of the canyon. Hence the higher interface height (ζ>0.8) can be seen
for all the Richardson numbers and for higher β.
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Figure 5-6 Interfacial mixing coefficient over (a) interfacial mixing coefficient (α) and layer Richardson number
(Ril) for top layer
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Figure 5-7 Interfacial mixing coefficient over (a) interfacial mixing coefficient (α) and (b) layer Richardson number
(Ril) for bottom layer
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CHAPTER 6
DISCUSSION AND CONCLUSION
Mixing in the top layer is more dominant than mixing in bottom layer. Layer Richardson
Number (Ril) represents the buoyancy state of the mixed fluid at steady state. In Figure 6-1a, α is
plotted over Ril for both top and bottom layer from the RANS simulation along with the steady
state experimental measurement. Since the bottom layer is mostly dense fluid with buoyancy close
to inflow buoyancy, the mixing is very low and does not vary significantly with layer Richardson
number and is not close to experimental results (Baratain-Ghorghi 2012). But for top layer, where
mixing is dominant, it shows a decreasing pattern in α with increase in Ril. For Ril<1, the mixing
is highest and does not change with Ril. For Ril>1, mixing starts to decrease which yields lower α.
A similar trend can be seen in Baratian and Kaye’s experimental results (Zahra Baratian-Ghorghi
and Kaye 2012). Although the decreasing trend in mixing is much steeper in the experimental
results than in simulated results. Also, the mixing was found to be higher in the experiment than
in the RANS simulations for lower layer Richardson numbers. It can be seen that, the mixing in
the top layer is fairly constant regardless for β, especially for higher Richardson number. But in
the bottom layer it was seen to be purely β driven and independent of the layer Richardson number.
The mixing trend in LES simulations were found to be more sensitive to β values in all the
scenarios. In Figure 6-1b, the interfacial mixing coefficient is plotted over Layer Richardson
number. The mixing behavior in LES was qualitatively similar to the lower layer α from the RANS

simulations as the dependency was purely on β both for top and bottom layer and independent of
the layer Richardson number.
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Figure 6-1: Comparison of experimental (Zahra Baratian-Ghorghi and Kaye 2012 ) and Simulated mixing
coefficient over Layer Richardson Nr. (Ril) for RANS (top plot) and LES (bottom plot) above the interface
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The buoyancy gradient contour plots from the experiment can be seen side by side to the
density contour plots of LES and RANS. It was mentioned by Baratian and Kaye (Zahra BaratianGhorghi and Kaye 2012) that for Ri < 1 the flow was within the well-mixed to transitional regimes.
Plots of constant density contours from these experiments are shown in the first row of Table 6-1.
The average buoyancy contour plots reported was at 70% of time required to fully flush the dense
fluid from the canyon. The corresponding β values for these buoyancy profiles was not noted by
Baratian and Kaye. Therefore, contour plots for a range of β from both RANS and LES simulations
are presented at approximately 70 % of the time till it reached steady state. Since the simulations
were run with an initially empty canyon (filled with ambient fluid) for low β cases, there was
hardly any buildup of dense fluid layer inside the canyon in the RANS simulations. Also, Higher
Richardson numbers did not seem to make much difference. In the case of LES, the results were a
bit different. A dense layer was visible for a very low Richardson number and β. But in this case,
the effect of higher Richardson number was prominent in the contour plots. The scenario changes
as we go up in β values. For β=3x10-3, the results from RANS simulations tend to agree more with
the experimental results. The fluid inside the canyon is no longer ambient and is in a well-mixed
condition for Ri< 1. A significant change in stratification for this case of β was seen in RANS
when the Richardson number was equal of larger than 10. LES simulations showed stratification
for lower Richardson numbers, but it also showed the penetration of ambient turbulent fluid at the
downwind end of the canyon similar to the experiment. Note that, the ambient flow direction for
Baratian and Kaye’s work was from right to left direction, whereas the simulated ambient flow
was from left to right. The highest β (= 3x10-3) does not show any resemblance to the experiments
except that it is in well-mixed condition for Ri < 1. But it is because the canyon was overflowing
almost immediately after the dense inflow started for all the Richardson numbers simulated.
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Table 6-1 Comparison of buoyancy and density contour plots of experimental and computational cases

Riin= 0.2

Riin= 0.6

Riin=1.5

Riin=0.2

Riin=0.5

Riin=2

Experiment

β=3x10-5

β=3x10-4

β=3x10-3

β=3x10-2

To compare RANS and LES approach side by side, the buoyancy in same cases as
presented in Table 6-1 are plotted in Figure 6-2 for both approaches. The buoyancy is seen to be
increasing in both approaches in all cases, but the pattern was different. The increasing trend in
LES was more gradual and jump in buoyancy was not as big as for the RANS simulations.
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Height(h/H0)
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0.6
0.5
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0.1
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RANS-Beta=3e-4

RANS-Beta=3e-3
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Height (h/H0)

(b)

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0

0

RANS-Beta=3e-5

RANS-Beta=3e-4

RANS-Beta=3e-3

RANS-Beta=3e-2

LES-Beta=3e-5
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0.15
Bouyancy (g'l)

0.2

0.25

Figure 6-2: Horizontally averaged buoyancy profile over the normalized canyon height for different skimming
coefficient and for (a) Riin=0.5 and (b) Riin=2 for RANS (solid line) and LES (dashed line) approach
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In general, the interfacial mixing coefficients in the simulations were below those measured
in experiments. A possible explanation for that is the role of the source kinetic energy. That is the
kinetic energy added when of injecting dense fluid into the canyon. This possibility is explored
below:
The analysis of Debler and Armfield (Armfield and Debler 1993)was followed and was
extended it to the case of an inflow of kinetic energy. The rate at which work is done to raise dense
fluid is controlled by the supply of kinetic energy. The work done raising the dense fluid up and
out of the canyon per unit mass is 𝑔𝑔′ 𝐻𝐻. Then the rate at which work is done raising the dense fluid
up is then given by

𝑔𝑔′ 𝐻𝐻𝑢𝑢𝑒𝑒 = 𝑔𝑔′𝐻𝐻𝐻𝐻𝐻𝐻

(6-1)

The supply of kinetic energy capable of doing work will scale on the mean flow rate of kinetic
energy 𝑈𝑈 3 from the flow above the canyon. This balance leads to
𝑔𝑔′ 𝐻𝐻𝐻𝐻𝐻𝐻~𝑈𝑈 3

(6-2)

However, there is also a flux of kinetic energy due to the inflow of dense fluid at the base of the
canyon given by 𝑞𝑞𝑠𝑠 𝑢𝑢𝑠𝑠2 where 𝑞𝑞𝑠𝑠 is the source volume flux of dense fluid per unit area and 𝑢𝑢𝑠𝑠 is the
velocity of the source of kinetic energy. Therefore, the rate at which work can be done to raise the
dense fluid will be given by
𝑔𝑔′ 𝐻𝐻𝐻𝐻𝐻𝐻 = 𝐾𝐾1 𝑈𝑈 3 + 𝐾𝐾2 𝑞𝑞𝑠𝑠 𝑢𝑢𝑠𝑠2

(6-3)

where 𝐾𝐾1 and 𝐾𝐾2 are dimensionless measures of the mixing efficiency. Dividing by 𝑈𝑈 3 leads to
or

𝑔𝑔′ 𝐻𝐻
𝑞𝑞𝑠𝑠 𝑢𝑢𝑠𝑠2
𝛼𝛼 = 𝐾𝐾1 + 𝐾𝐾2 3
𝑈𝑈 2
𝑈𝑈

(6-4)
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𝑞𝑞𝑠𝑠 𝑢𝑢𝑠𝑠2
𝛼𝛼 = �𝐾𝐾1 + 𝐾𝐾2 3 � 𝑅𝑅𝑖𝑖 −1
𝑈𝑈

(6-5)

Debler and Armfield (Armfield and Debler 1993) (Armfield and Debler 1993) found 𝐾𝐾1 = 0.001

for their experiments of flushing of dense fluid from a trapezoidal cavity in a riverbed. The
experiments of Baratian-Ghorgi showed that in the limit of high Richardson number the mixing
coefficient scales on Ri-1.2 which is close to Debler and Armfiled’s result though for a different

geometry. However, for lower Richardson number the mixing coefficient approached a constant.
For the CFD simulations the inflow of dense fluid is spread evenly over the floor of the canyon.
Therefore, 𝑞𝑞𝑠𝑠 = 𝑢𝑢𝑠𝑠 and

𝑞𝑞𝑠𝑠 𝑢𝑢𝑠𝑠2
= 𝛽𝛽 3
𝑈𝑈 3

(6-6)

In the experiments of Baratian-Ghorghi & Kaye (2013) the inflow was from a perforated pipe such
that the non-dimensional source kinetic energy flux is given by
u2s
𝑞𝑞𝑠𝑠 𝑢𝑢𝑠𝑠2
𝐿𝐿𝐿𝐿 2
3
�
= β 2 = 𝛽𝛽 �
𝑈𝑈 3
U
𝐴𝐴𝑆𝑆

(6-7)

where 𝐴𝐴𝑆𝑆 is the total area of the source of dense fluid and 𝐿𝐿𝐿𝐿 is the floor area of the canyon. In

their experiments Baratian-Ghorghi & Kaye (2013) used a small, perforated tube that ran along

the long axis of the canyon at floor level (Baratian-Ghorghi and Kaye 2013). The perforations were
directed toward the floor at a small angle from vertical on either side of the tube. The approximate
area of the perforations was less than 1% of the canyon floor area (LW/As) such that the second
term in Eqn.(6-5) is four orders of magnitude larger for their experiments that than for the CFD
𝐿𝐿𝐿𝐿 2

simulations presented herein. For the experiments the term 𝛽𝛽 3 � 𝐴𝐴 � ~𝑂𝑂(1) whereas
𝑆𝑆

𝛽𝛽 3 ~𝑂𝑂(10−4 ) in the CFD simulations. Therefore, the mixing that is generated by the inflow or
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kinetic energy is for orders of magnitude greater in the experiments. This may go some way to
explaining the lower interfacial mixing coefficients measured in the CFD simulations.
In summary, the main difference in RANS and LES results were the difference in stratification
obtained in all the simulations. Also, the LES results were found to be more dependent on the
skimming coefficient than the RANS results and the simulated results were more dependent on
skimming coefficient than the experimental results. Overall, the simulated mixing was lower than
the experimental results possibly due to introduction of additional kinetic energy through the dense
source jets in the experimental setup.
Despite having the same boundary conditions and parameter sets in RANS and LES, the
flushing behavior of dense fluid was very different. Top layer mixing in the RANS simulations
exhibited a dome shaped trend Figure 3-7 where the canyon was seen to be in three flow regimes:
Skimming well-mixed, two-layer stratified and pushing well-mixed regimes. In the LES study, the
steady state was achieved rather more quickly and a very gradual change in density from top to
bottom was observed. The dome shaped behavior was not observed in LES and the canyon was
seen to be in two flow regimes: Two-layer stratified and pushing well-mixed flow regimes. The
reason behind the absence of the skimming well-mixed regimes, could be the reduced shear in the
upstream flow generating less turbulence in the flow which did not scour the whole canyon even
when the dense inflow was very low. The key conclusions from this study are:
1. The dense inflow rate is very impactful on the flushing process of the dense fluid. This
parameter has been noted in previous studies but was considered a mixing parameterization
rather than as a parameter that controlled the observed flow regime.
2. The effect of density difference on the mixing process is minimal unless the density is
significantly higher than the ambient fluid.
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3. Three distinct flow regimes were observed in the RANS simulations, namely skimming
well-mixed, two-layer and pushing well-mixed. This is distinct from the previous
experimental study that say only one well mixed regime. However, only two regimes were
observed in the LES data.
4. The interfacial mixing coefficients were lower in the RANS and LES studies compared to
the prior experimental study. This may in part be due to the significantly lower inflow if
kinetic energy in the computational simulations.
For further our understanding of the flushing behavior following future scope of work can be done:
1. Elaborate the study of the velocity field by conducting experiments with particle tracking
to have a better understanding of the flow. This would also allow more detailed comparison
with the RANS and LES simulations.
2. More parameters could be investigated with CFD. For example, simulations could be run
with higher source Richardson numbers, different canyon aspect ratios and different
upstream topographic conditions.
3. Experimental could be conducted with significantly lower inflow kinetic energy to verify
if this accounts for the difference in the interfacial mixing coefficients.
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