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Abstrak 
Menghitung jumlah orang memiliki peranan penting dalam beberapa bidang contohnya 
dalam bidang bisnis. Jumlah orang sangat dibutuhkan untuk membandingkan jumlah 
pengunjung yang datang pada suatu tempat dengan tempat lain. Jumlah orang dapat dianalisis 
melalui sebuah citra. Dalam menganalisis sebuah citra, ada beberapa masalah yang dapat 
mempengaruhi, diantaranya variasi bentuk tubuh, background, ukuran resolusi, dan format 
citra. Pada penelitian ini, ekstraksi fitur yang digunakan yaitu Gray Level Co-occurrence 
Matrix (GLCM) dengan kombinasi fungsi dari 5 fungsi GLCM (ASM, IDM, Kontras, Entropy 
dan Korelasi) dan klasifikasi yang digunakan yaitu Support Vector Machine (SVM). Penelitian 
ini dilakukan bertujuan untuk menerapkan dan menguji performa dari Gray Level 
Cooccurrence Matrix (GLCM) dalam menghitung jumlah orang. Hasil penelitian ini 
menunjukkan bahwa accuracy terbaik pada ekstraksi fitur GLCM terdapat pada fungsi ASM 
dan Entropy dengan accuracy sebesar 83,4%. 
 
Kata kunci : Menghitung jumlah orang, Gray Level Co-occurrence Matrix (GLCM) , Support 
Vector Machine (SVM) 
 
Abstract 
Counting people have an important role in many areas, one of the example would be in 
business area. Amount of people is necessary to comparing number of visitors in one place 
within another place. Amount of people can be analyzed from a picture. Analyzing a picture can 
be affected by several problems like body type, background, resolution size, and type of image. 
In this experiment, the feature extraction that author using is Gray Level Co-occurrence Matrix 
(GLCM) with the combination of 5 different functions of GLCM known as ASM, IDM, Contrast, 
Entropy, and Correlation and as for the classification method, the author using Support Vector 
Machine (SVM). This experiment purpose is to implementing and testing the performance of 
GLCM for counting the numbers of people. The result from this experiment showed that the best 
accuracy from GLCM feature extraction lie within ASM and Entropy function with 83,4%. 
 
Keywords : Counting People, Gray Level Co-occurrence Matrix (GLCM) , Support Vector 
Machine (SVM) 
 
1. PENDAHULUAN 
 
anyak tempat yang memerlukan pengawasan tetapi tidak semua pengawasan dapat 
dilakukan oleh manusia sehingga membutuhkan alat bantu seperti CCTV. CCTV 
merupakan kamera video yang berguna untuk mengawasi atau merekam kejadian secara terus-
menerus. Penggunaan CCTV sudah banyak diterapkan di tempat-tempat umum meliputi rumah 
sakit, pemerintah daerah, lalu lintas, supermarket dan tempat lainnya.  
Dalam beberapa bidang, contohnya bidang bisnis, jumlah orang sangat dibutuhkan. 
Jumlah orang mempunyai peranan penting untuk mengetahui seberapa banyak pengunjung 
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dalam setiap periode. Jumlah orang juga dapat digunakan untuk membandingkan banyaknya 
pengunjung yang datang pada suatu tempat dengan tempat lain. Dalam mengetahui jumlah 
orang, jika menggunakan CCTV saja itu tidak cukup karena data dari CCTV masih belum bisa 
menghitung secara otomatis. 
Data citra bisa digunakan untuk melakukan berbagai analisis. Data citra tersebut dapat 
dianalisis untuk menghitung jumlah orang yang ada. Tetapi dalam perhitungan jumlah orang 
pada sebuah citra, ada beberapa masalah yang mempengaruhi perhitungan jumlah orang, yaitu 
variasi bentuk tubuh, background, ukuran resolusi citra, dan format citra. Penelitian-penelitian 
sebelumnya telah banyak menerapkan berbagai macam ekstraksi fitur dan klasifikasi dalam 
perhitungan jumlah orang, yaitu perhitungan orang dengan mendeteksi kepala menggunakan 
klasifikasi LibSVM dan fitur Histogram of Gradient (HOG) [1] serta perhitungan orang  dengan 
mendeteksi kepala dan bahu menggunakan klasifikasi Support Vector Machine (SVM) dan fitur  
Histogram of Gradient (HOG), Local Binary Pattern (LBP),  Principal Components Analysis 
(PCA) [2]. 
Penelitian [3] membahas tentang ekstraksi fitur dan klasifkasi pada citra Ultrasound 
Liver menggunakan ekstraksi fitur GLCM dengan 5 ekstraksi fitur haralick dan FOS, Mean, 
Variance, Fractal Geometry dan klasifikasi Support Vector Machine (SVM). Hasil penelitian 
ini, menghasilkan tingkat akurasi pada  FOS, Mean, Variance, Fractal Geometry dan SVM 
sebesar 72,1% sedangkan tingkat akurasi  pada GLCM 5 ekstraksi fitur haralick dan SVM  
sebesar  81,72%. Penelitian [4] membahas tentang klasifikasi citra tank perang dan citra lokasi 
perang outdoor menggunakan klasifikasi ANN dan SVM serta fiturnya menggunakan GLCM. 
Hasil penelitian pada klasifikasi citra tank perang dan citra lokasi perang outdoor menggunakan 
GLCM dan ANN memiliki tingkat akurasi sebesar 86,5% dengan waktu eksekusi 68,84 detik, 
sedangkan tingkat akurasi menggunakan GLCM dan SVM sebesar 92% dengan waktu eksekusi 
63,99 detik. Dari penelitian tersebut, maka akan dilakukan penelitian menggunakan ekstraksi 
fitur Gray Level Co-occurrence Matrix (GLCM) dan klasifikasi menggunakan Support Vector 
Machine (SVM) untuk perhitungan jumlah orang karena memiliki akurasi yang tinggi dan 
waktu yang lebih cepat. 
 
2. METODE PENELITIAN 
 
2.1 Studi Literatur  
1. Penelitian Terkait 
Penelitian [5] membahas tentang bentuk wajah dan citra diambil dari database 
JAFEE yang berisi 181 ekspresi wajah wanita jepang. Ekstraksi fitur yang digunakan yaitu 
Gray Level Co-occurrance Matrix (GLCM) dan Face Part Detection (FPD) dan klasifikasi 
Support Vector Machine (SVM). Persentasi keberhasilan pada FPD sebesar 78 % dengan 
waktu 28 detik dan pada GLCM sebesar 90% dengan waktu 13 detik. Penelitian [3] 
menggunakan citra tank perang berukuran 256 x 256 pixel. Ekstraksi fitur yang digunakan 
yaitu Gray Level Co-occurrance Matrix (GLCM) dan klasifiksi Artificial Neural Networks 
(ANN) dan Support Vector Machine (SVM). Presentasi keberhasilan yang didapat pada 
GLCM dan ANN sebesar 86,5% dengan waktu eksekusi sebesar 68,84 detik sedangkan 
GLCM dan SVM sebesar 92% dengan waktu eksekusi sebesar 63,99 detik. Penelitian [6] 
menggunakan citra manusia dari dataset INRIAPerson. Ekstraksi fitur yang digunakan 
yaitu Histogram of Oriented Gradient (HOG) dan klasifikasi Support Vector Machine 
(SVM). Presentasi keberhasilan deteksi dan penghitungan manusia adalah sebesar 80%. 
Penelitian [7] menggunakan video dari dataset OTCBVS, BEHAVE, CAVIAR I dan 
CAVIAR II sebanyak 89 video. Ekstraksi fitur yang digunakan yaitu Linear Discriminant 
Analysis (LDA) dan klasifikasi Monte Carlo Markova Chain (MCMC) dan Template 
Matching. Presentasi keberhasilan penghitungan manusia pada dataset OTCBVS sebesar 
96,73%, dataset BEHAVE sebesar 84,80%, dataset CAVIAR I sebesar 88,20%, dataset 
CAVIAR II sebesar 84,82%. 
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a) Gray Level Co-occurrence Matrix (GLCM) 
Gray Level Co-occurrence Matrix (GLCM) adalah teknik untuk memperoleh tekstur 
citra dengan menggunakan perhitungan pada orde kedua. Pengukuran tekstur pada orde 
pertama menggunakan perhitungan statistika didasarkan pada nilai pixel citra asli semata, 
seperti varians, dan tidak memperhatikan hubungan ketetanggaan pixel. Pada orde kedua, 
hubungan antarpasangan dua pixel citra asli diperhitungkan [8]. 
𝐺𝐿𝐶𝑀𝑟  𝑖, 𝑗 =  𝐼 𝑥𝑖 ,𝑦𝑗  , 𝐼 𝑥𝑖 ,𝑦𝑗    𝑟 =    𝑥𝑗 − 𝑥𝑖 
2
+  𝑦𝑗 − 𝑦𝑖 
2
, 𝑖, 𝑗 𝜖 𝑁 
untuk     0 ≤ 𝐼(𝑥,𝑦) ≤ 255 
 (1) 
 
Untuk mendapatkan fitur GLCM, hanya beberapa besaran yang diusulkan Haralick 
yang dipakai. Sebagai contoh Newsam dan Kammath (2005) hanya menggunakan lima 
besaran untuk GLCM berupa angular second moment (ASM), contrast, inverse different 
moment (IDM), entropy, dan correlation. 
 
1. ASM  (Angular Second Moment) 
ASM digunakan untuk mengukur tentang keseragaman atau sering disebut 
angular second moment. ASM merupakan ukuran homogenitas citra dihitung dengan cara 
sebagai berikut: 
ASM =    𝐺𝐿𝐶𝑀 𝑖, 𝑗 2 
𝐿
𝑗=1
𝐿
𝑖=1
  
(2) 
 
2. Kontras (Contrast) 
Contrast digunakan untuk mengukur frekuensi spasial dari citra dan perbedaan 
momen GLCM. Contrast merupakan ukuran keberadaan variasi aras keabuan pixel citra 
dihitung dengan cara sebagai berikut: 
CONTRAST =  𝑛2   𝐺𝐿𝐶𝑀(𝑖, 𝑗)
|𝑖−𝑗 |=𝑛
 
𝐿
𝑛=1
 
  (3) 
 
3. IDM (Inverse Difference Momentum) 
IDM digunakan untuk mengukur homogenitas. IDM dihitung dengan cara 
sebagai berikut: 
IDM =   
𝐺𝐿𝐶𝑀(𝑖, 𝑗)
1 + (𝑖 − 𝑗)2
𝐿
𝑗=1
𝐿
𝑖=1
 
    (4) 
 
4. Entropi (Entropy) 
Entropi menyatakan ukuran ketidakteraturan aras keabuan didalam citra. Rumus 
untuk menghitung entropi yaitu: 
ENTROPY = −   (𝐺𝐿𝐶𝑀(𝑖, 𝑗)) (log⁡(𝐺𝐿𝐶𝑀 𝑖, 𝑗 ) 
𝐿
𝑗=1
𝐿
𝑖=1
 
   (5) 
 
5. Korelasi (Correlation) 
Korelasi merupakan ukuran ketergantungan linier antar nilai aras keabuan dalam 
citra dihitung dengan menggunakan rumus: 
CORRELATION =  
  (𝑖 − µ𝑖
′ )(𝑗 − µ𝑗
′ ) 𝐺𝐿𝐶𝑀 𝑖, 𝑗  𝐿𝑗=1
𝐿
𝑖=1
 𝜎𝑖
2𝜎𝑗
2
  (6) 
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Dengan,  
𝜇𝑖
′ =   (𝑖) 𝐺𝐿𝐶𝑀(𝑖, 𝑗) 
𝐿
𝑗=1
𝐿
𝑖=1
  (6.1) 
𝜇𝑗
′ =   (𝑗) 𝐺𝐿𝐶𝑀(𝑖, 𝑗) 
𝐿
𝑗=1
𝐿
𝑖=1
  (6.2) 
𝜎𝑖
2 =    (𝐺𝐿𝐶𝑀(𝑖, 𝑗))(𝑖 − 𝜇𝑖
′ )2 
𝐿
𝑗=1
𝐿
𝑖=1
  (6.3) 
𝜎𝑗
2 =    (𝐺𝐿𝐶𝑀(𝑖, 𝑗))(𝑗 − 𝜇𝑗
′ )2 
𝐿
𝑗=1
𝐿
𝑖=1
  (6.4) 
 
b) Support Vector Machine (SVM) 
Support Vector Machine (SVM) adalah salah satu metode yang memiliki perfomasi 
yang baik yang dapat menyelesaikan masalah sebagai classification, regression dan novelty 
detection. SVM termasuk supervised learning yang membutuhkan pembelajaran dalam 
pengelompokan agar menghasilkan data yang sesuai [9]. SVM yang digunakan untuk 
menyelesaikan masalah perhitungan jumlah orang yaitu classification. 
𝑓 𝑥 = 𝑤. 𝑥 + 𝑏   atau 


N
i
iii bxxKyxf
1
),()(            (7) 
Dimana,  



N
i
iii xyw
1
           (7.1) 
   xwxwb ..
2
1
 
 (7.2) 
𝐿𝑑 = 𝑀𝑖𝑛    
1
2
α𝑖𝛼𝑗𝑦𝑖𝑦𝑗K 𝑥𝑖 , 𝑥𝑗   
𝑁
𝑗=1
𝑁
𝑖=1 – 𝛼𝑖
𝑁
𝑖=1 ,  
 (7.3) 
syarat ∶ 0 ≤ 𝛼𝑖 ≤ 𝐶 dan   
 𝛼𝑖𝑦𝑖 = 0
𝑁
𝑖=1
   
 
Untuk mendapatkan fungsi diatas (7), akan dimulai dari menentukan titik data atau 
vektor 𝑥𝑛  =  {𝑥1,𝑥2 ,… , 𝑥𝑛} yang berada di kelas (𝑅
𝑛) dan dengan kelas data 𝑦 ∈
 −1, +1  sehingga mendapatkan pasangan data dan kelas berupa (𝑥𝑖 ,𝑦𝑖) dimana 𝑖 dimulai 
dari 1 sampai 𝑁 dengan 𝑁 adalah jumlah data. Untuk menghitung nilai bobot (w) dan nilai 
bias (𝑏) dimulai dengan mencari bobot (𝑤) yang didapat dengan menjumlahkan hasil kali 
nilai bobot dari setiap data (αi) dengan vektor 𝑥𝑖   dan kelas data 𝑦𝑖  (7.1). Nilai bobot dari 
setiap data (𝛼𝑖) akan didapat dengan meminimalkan fungsi (7.2) dari maksimal fungsi 
Dualitas Lagrange Multipier (𝐿𝑑) (7.3) dengan menggunakan quadratic programming. 
Quadratic programming lebih banyak ke kasus minimum sehingga dapat meminimumkan 
fungsi Dualitas Lagrange Multipier (𝐿𝑑). Nilai bias (𝑏) didapat dari minus setengah dari 
hasil bobot (𝑤) yang dikali dengan jumlah vektor yang ada (𝑥− dan 𝑥+) (7.3). Berdasarkan 
fungsi keputusan klasifikasi, 𝑓(𝑥) yang didapat dari perkalian bobot (𝑤) dengan vektor 𝑥 
yang menggunakan fungsi kernel (𝐾(𝑥, 𝑥𝑖)) yang kemudian akan dijumlahkan dengan nilai 
bias (𝑏) (7), sehingga akan memperoleh fungsi hasil pembelajaran. Radial Basic Function 
(RBF) Kernel adalah fungsi kernel yang popular berisi nilai real dengan nilai tergantung 
pada jarak asal. RBF kernel biasa digunakan dalam klasifikasi Support Vector Machine 
(SVM). RBF kernel dapat dirumuskan sebagai berikut: 
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𝑘 𝑥,𝑦 = exp −
 𝑥 − 𝑦 2
2𝜎2
  untuk  𝜎 > 0  
     (8) 
atau 
𝑘 𝑥,𝑦 = exp −𝛾 𝑥 − 𝑦 2     (9) 
 
c) Recall, Precision dan Accuracy 
Recall digunakan untuk mengetahui hasil jawaban dari sistem. Hasil jawaban tersebut berupa 
model training.  Recall didapat dari perhitungan di sistem [10]. 
𝑅𝑒𝑐𝑎𝑙𝑙       =  
𝑡𝑝
𝑡𝑝 + 𝑓𝑛
 
    (10) 
Precision digunakan untuk mengetahui seberapa tepat jawaban sistem terhadap 
masukan user [10]. 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑡𝑝
𝑡𝑝 + 𝑓𝑝
 
 (11) 
 
Accuracy digunakan untuk mengetahui hasil perfoma dari ekstraksi fitur dan 
klasifikasi yang digunakan [10].  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑡𝑝 + 𝑡𝑛
𝑡𝑝 + 𝑓𝑝 + 𝑡𝑛 + 𝑓𝑛
 
   (12) 
 
Tabel 2.6 Tabel Confusion Matrix 
 
 Relevant Non relevant 
Retrieved True positives (tp) False positives (fp) 
Not retrieved False negatives (fn) True negatives (tn) 
 
2.2 Pengumpulan Data  
Dataset diambil dari dataset INRIAPerson dengan data training sebanyak 4.577 citra 
dimana 3.039 citra untuk kelas positif dan 1.538 citra untuk kelas negatif citra dengan ukuran  
70 x 134 pixel dan data testing sebanyak 50 citra. 
 
2.3 Perancangan  
Rancangan training dan testing dibuat dalam bentuk diagram blok penelitian. 
Rancangan training secara garis besar meliputi input citra, preprocessing, dan ekstraksi fitur 
yang dapat dilihat pada Gambar 1. Rancangan testing secara garis besar meliputi input citra, 
preprocessing, ekstraksi fitur dan klasifikasi yang dapat dilihat pada Gambar 2. 
 
 
 
Gambar 1 Diagram Blok Penelitian pada Training 
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Proses training diusulkan terdapat beberapa tahap dimulai dari input sebuah citra 
training dengan ukuran 70 x 134 pixel, kemudian dilakukan proses preprocessing. Proses 
preprocessing yang dilakukan yaitu mengubah citra RGB menjadi citra grayscale, setelah itu 
citra tersebut dilakukan ekstraksi ciri untuk mendapatkan nilai ciri citra tersebut. Ekstraksi fitur 
yang digunakan yaitu Gray Level Co-occurrence Matrix (GLCM). GLCM memiliki 5 fungsi 
diantaranya yaitu Angular Second Moment (ASM), Contrast, Entropy, Inverse Difference 
Momentum (IDM) dan Correlation. Dengan mengkombinasikan 2 dari 5 fungsi tersebut 
sehingga menghasilkan 10 kombinasi yang berupa nilai vektor. Nilai tersebut akan di latih dan 
di uji oleh SVM sehingga didapatlah modelling SVM. Modelling SVM akan digunakan untuk 
proses testing. 
 
 
 
Gambar 2 Diagram Blok Penelitian pada Testing 
 
Proses testing untuk melakukan perhitungan jumlah orang pada sebuah citra yang 
diusulkan terdapat beberapa tahap dimulai dari input sebuah citra dengan ukuran 481 x 269 
pixel. kemudian dilakukan proses preprocessing. Proses preprocessing yang dilakukan yaitu 
mengubah citra RGB menjadi citra grayscale, menghilangkan noise, dan mengubah ukuran citra 
menjadi ukuran 481 x 269 pixel. Setelah proses preprocessing maka citra di boundaring box. 
boundaring box yang digunakan yaitu boundaring box statis yang memiliki overlap sebesar 19 
pixel. Masing – masing citra yang di boundaring box akan di ekstraksi fitur untuk mendapatkan 
ciri. Ekstraksi fitur yang digunakan yaitu Gray Level Co-occurrence Matrix (GLCM). GLCM 
memiliki 5 fungsi diantaranya yaitu Angular Second Moment (ASM), Contrast, Entropy, 
Inverse Difference Momentum (IDM) dan Correlation. Dengan mengkombinasikan 2 dari 5 
fungsi tersebut sehingga menghasilkan 10 kombinasi yang berupa nilai vektor. Nilai tersebut 
akan diklasifikasikan dengan model SVM yang telah dilakukan pada proses training yang mana 
SVM menggunakan kernel Radial Basic Function (RBF). 
 
3. HASIL DAN PEMBAHASAN 
 
Tampilan sistem menghitung jumlah orang yang dapat dilihat pada Gambar 2. Untuk 
menghitung objek orang yang ada pada citra, terlebih dahulu mengklik tombol ekstraksi fitur 
untuk mendapatkan model training yang kemudian citra di input lalu klik tombol Hitung, maka 
sistem akan mulai menjalankan proses perhitungan objek orang yang terdeteksi dan hasilnya 
akan ditampilkan berupa angka dari jumlah orang yang terdeteksi oleh boundaring box yang di 
deteksi oleh sistem. 
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Gambar 2 Tampilan Form Pengujian 
 
3.1 Analisa Hasil Pengujian 
Pengujian yang dilakukan untuk mengetahui tingkat akurasi dalam penghitungan 
orang pada citra. Sebelum dilakukan pengujian, terlebih dahulu dilakukan training yang di 
dapat dari sebuah dataset. Citra yang digunakan untuk proses training ada 2 tipe kelas yaitu 
berdasarkan kelas positif dan kelas negatif. Kelas negatif dapat dilihat pada Gambar 3 dan 
kelas positif dapat dilihat pada Gambar 4. 
 
 
 
Gambar 3 Contoh Data Training Kelas Negatif dari Dataset INRIAPerson 
 
 
 
Gambar 4 Contoh Data Training Kelas Positif dari Dataset INRIAPerson 
 
Penelitian ini menggunakan citra dari dataset INRIAPerson dengan berbagai bentuk 
tubuh dan pose yang berbeda. Citra yang digunakan dapat dilihat pada Gambar 5. 
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Gambar 5 Citra Yang Digunakan Untuk Pengujian 
 
Pada saat melakukan pengujian data training terdapat beberapa tahapan yang harus 
dilakukan, yaitu ekstraksi ciri dan klasifikasi ciri. Proses ekstraksi ciri dari masing-masing 
citra orang dilakukan dengan menggunakan algoritma GLCM sehingga menghasilkan nilai 
ciri yang berbeda-beda. Setelah dilakukan ekstraksi ciri, maka selanjutnya dilakukan 
pengklasifikasian dengan algoritma SVM untuk mengetahui recall, precision  dan accuracy 
pada data training. Hasil recall, precision dan accuracy untuk fungsi GLCM pada data 
training dengan menggunakan sudut 0° dapat dilihat pada Tabel 1. 
 
Tabel 1 Hasil Pengujian pada Data Training 
 
Pada Tabel 1, terdapat 5 fungsi GLCM yang di uji dimana fungsi tersebut yaitu 
ASM, Kontras, IDM, Entropy dan Korelasi. Kelima fungsi tersebut dikombinasikan 
sehingga di dapat 10 kombinasi yaitu ASM dan Kontras, ASM dan IDM, ASM dan Entropy, 
ASM dan Korelasi, Kontras dan IDM, Kontras dan Entropy, Kontras dan Korelasi, IDM dan 
Entropy, IDM dan Korelasi serta Entropy dan Korelasi. Pengujian terhadap 10 kombinasi 
tersebut akan menghasilkan recall, precision dan accuracy.  
Proses pengujian citra testing orang terdiri dari beberapa tahapan yaitu 
preprocessing, boundaring box, ekstraksi ciri dan klasifikasi ciri. Pengujian dilakukan 
dengan citra sebanyak 50 citra. Kelas positif merupakan kelas yang terdiri dari objek orang, 
sedangkan kelas negatif merupakan kelas yang terdiri dari bukan orang atau background. 
Proses ekstraksi ciri dari masing-masing citra orang dilakukan dengan menggunakan GLCM 
sehingga menghasilkan nilai ciri yang berbeda-beda. 
Proses pengujian dilakukan dengan cara meng-input citra berukuran tak tentu yang 
di dapat dari dataset INRIAPerson. Kemudian dilakukan preprocessing dengan mengubah 
citra RGB ke citra grayscale dan mengubah ukuran citra ke ukuran 481 x 269 pixel. Sebelum 
Fungsi GLCM 
Kelas Negatif 
(1.538 Citra) 
Kelas Positif 
(3.039 Citra) Recall Precision Accuracy 
Sukses Gagal Sukses Gagal 
ASM dan Kontras 709 829 2.864 175 94,2% 77,5% 78,1% 
ASM dan IDM 632 906 2.647 392 87% 75% 71,6% 
ASM dan Entropy 962 576 1.495 1544 49% 72,2% 53,6% 
ASM dan Korelasi 1.325 213 147 2892 5% 41% 32% 
Kontras dan IDM 705 833 2.866 173 94,3% 77,4% 78,02% 
Kontras dan Entropy 805 733 2.648 391 87% 78,3% 75,4% 
Kontras dan Korelasi 708 830 2.864 175 94,2% 77,5% 78,04% 
IDM dan Entropy 944 594 1.938 1.101 63,7% 76,5% 62,9% 
IDM dan Korelasi 418 1.120 922 332 89,1% 70,7% 68,2% 
Entropy dan Korelasi 922 616 1.549 1.490 51% 71,5% 54% 
Rata-Rata Presentase Pengujian Data Training 71% 73% 65% 
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melakukan pengujian, training  harus dilakukan terlebih dahulu dengan citra pada kelas 
negatif sebanyak 1.538 citra dan kelas positif sebanyak 3.039 citra (total training 4.577 
citra). Setelah proses training selesai maka selanjutnya melakukan proses pengujian.  
Pada proses pengujian, fungsi ekstraksi ciri yang digunakan yaitu kombinasi dari 5 
fungsi GLCM (ASM, Kontras, IDM, Entropy dan Korelasi). Ekstraksi ciri dilakukan pada 
citra yang telah di crop dari citra asli sesuai dengan ukuran citra training yaitu 70 x 134 
pixel. Terdapat 18 citra dengan ukuran 70 x 134 pixel yang di crop dari 1 citra ukuran 481 x 
269 pixel. Citra yang akan di crop memiliki jarak/overlap terhadap boundaring box yang lain 
sebesar 19 pixel.  
Kemudian dilakukan pengenalan terhadap objek yang telah di crop tersebut. 
Pengenalan objek yang dilakukan yaitu terhadap semua objek pada citra. Jika terdapat objek 
orang maka masuk ke kelas positif. Jika tidak, masuk ke kelas negatif. Objek yang termasuk 
pada kelas positif akan di boundaring box dan objek tersebut akan dihitung. Objek yang 
termasuk kelas negatif maka tidak akan di boundaring box dan objeknya tidak akan dihitung. 
Apabila objek orang yang di boundaring box hanya setengah tubuh (dari kepala sampai 
badan) maka objek tersebut akan dihitung satu orang. Untuk mengetahui contoh pengujian 
tersebut dapat dilihat pada Gambar 6. 
 
 
 
Gambar 6 Hasil Pengujian Citra 
 
Pada proses pengujian, jumlah citra training sebanyak 4.577 citra dan citra testing 
sebanyak 50 citra. Citra training memiliki ukuran yang sama yaitu 70 x 134 pixel. Untuk 
citra testing ukuran citra berbeda-beda sehingga ukurannya harus disamakan. Sebelum 
melakukan pengujian maka harus melakukan proses training. Proses training dilakukan 
sebanyak 10 kali untuk 10 kombinasi fungsi GLCM sehingga terdapat 10 kali pengujian 
untuk citra testing. Hasil pengujian citra testing dapat dilihat pada Tabel 2. 
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Tabel 2 Hasil Pengujian Data Testing 
 
Pada Tabel 2, dapat dilihat bahwa fungsi GLCM memiliki precision yang rata 
kecuali pada fungsi ASM dan Korelasi yang memiliki recall, precision terendah. Akan 
tetapi, ASM dan Korelasi memiliki accuracy yang tinggi. Hal ini terjadi karena jumlah orang 
pada citra lebih sedikit dibandingkan background pada citra. Sehingga jawaban untuk 
background tersebut lebih banyak. Seperti contoh, boundaring box yang digunakan sebanyak 
18 boundaring box. Dalam citra, jumlah orang terdapat 5 orang akan tetapi jumlah yang 
bukan orang ternyata ada 13 yang bukan orang. Jumlah yang bukan orang tersebut terdeteksi 
benar. Dengan banyaknya jumlah bukan orang yang berhasil dijawab dengan benar 
menyebabkan nilai accuracy-nya besar. 
Pada fungsi ASM dan Kontras, ASM dan IDM, ASM dan Korelasi, Kontras dan 
IDM, Kontras dan Entropy, Kontras dan Korelasi, IDM dan Entropy serta IDM dan Korelasi 
memiliki recall testing lebih kecil dibandingkan recall pada model training. Hal ini terjadi 
karena pada citra testing dan model training memiliki perbedaan variasi bentuk tubuh 
(berdiri, duduk, menghadap ke kanan, dan sebagainya). Selain itu, model training menjadi 
tolak ukur untuk pengujian citra testing. Apabila pada model training mendeteksi sebuah 
noise, maka hasil model tersebut mengeluarkan hasil yang salah sehingga pada citra testing 
yang di uji akan mendapatkan hasil yang salah juga. Hal tersebut dapat mempengaruhi 
turunnya hasil recall pada citra testing. 
Untuk ASM dan Entropy serta Entropy dan Korelasi memiliki recall testing besar 
dibandingkan recall pada model training. Hal ini terjadi karena model training yang 
digunakan untuk citra testing telah mewakili ciri data testing tersebut. Sehingga ciri pada 
data testing tersebut dapat dikenali dengan baik oleh model training. Hal ini menunjukan 
model training yang digunakan untuk melakukan pengujian pada data testing sudah 
termasuk model yang akurat pada data testing. Jadi, pengujian data testing tersebut akan 
mendapatkan tingkat akurasi yang tinggi. 
 
4. KESIMPULAN 
 
Dari hasil penelitian dan pembahasan yang dilakukan, maka dapat disimpulkan bahwa:  
 
1. Metode Gray Level Co-Occurrence Matrix (GLCM) dan Support Vector Machine (SVM) 
dapat digunakan untuk menghitung orang 
2. Background dapat mempengaruhi pendeteksian. Pada background citra terdapat objek-objek 
lain disekitar orang yang akan terdeteksi dan dihitung sebagai orang. contohnya seperti 
patung, pohon, dan objek lain. 
Fungsi GLCM 
Hasil 
Recall Precision Accuracy 
Sukses Gagal 
ASM dan Kontras 146 41 26% 78% 50% 
ASM dan IDM 154 33 40% 86% 66% 
ASM dan Entropy 135 52 65% 75% 83% 
ASM dan Korelasi 1 186 2% 1% 79% 
Kontras dan IDM 144 43 26% 77% 51% 
Kontras dan Entropy 147 40 29% 79% 56% 
Kontras dan Korelasi 147 40 26% 79% 50% 
IDM dan Entropy 148 39 36% 81% 65% 
IDM dan Korelasi 157 30 41% 86% 65% 
Entropy dan Korelasi 140 47 62% 77% 82% 
Rata-Rata Presentase Pengujian Data Testing 35,3% 71,9% 64,7% 
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3. Recall tertinggi pada pengujian dapat mempengaruhi hasil accuracy pada fungsi ASM dan 
Entropy. 
4. Tingkat akurasi terbesar dalam menghitung jumlah orang pada pengujian yang menggunakan    
kombinasi GLCM yaitu fungsi ASM dan Entropy sebesar 83,4% 
 
5. SARAN 
 
Saran yang dapat direkomendasikan oleh penulis dalam skripsi ini adalah :  
1. Untuk memaksimalkan tingkat perhitungan orang, metode GLCM dapat dikombinasikan 
dengan metode yang lainnya. 
2. Untuk penelitian berikutnya dapat menggunakan ekstraksi fitur atau klasifikasi yang 
berbeda. 
3. Untuk boundaring box lebih baik menggunakan boundaring box dinamis karena ukurannya 
dapat sesuai dengan objek citra yang di-input.  
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