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Re´sume´
Les travaux de Harris, Boyer, Harris-Taylor et Hausberger ont concre´tise´ les conjectures de Carayol
dans [Non-abelian Lubin-Tate theory. Automorphic forms, Shimura varieties and L-functions, vol II : 15–
39, Academic Press,1990] selon lesquelles la cohomologie e´tale l-adique de certains espaces de modules de
groupes formels introduits par Drinfeld permettrait de re´aliser simultane´ment les correspondances locales
de Langlands et Jacquet-Langlands pour les repre´sentations supercuspidales de GLn sur un corps local
non-archime´dien. Mais selon des re´sultats annonce´s re´cemment par Boyer et Faltings permettant le calcul
des groupes de cohomologie individuels de ces espaces, la meˆme strate´gie ne fonctionne plus pour les
repre´sentations non supercuspidales, meˆme pour les se´ries discre`tes : la cohomologie ne suffit visiblement
plus. Notre but ici est de montrer comment, a` partir de ce calcul et en utilisant le formalisme des cate´gories
de´rive´es, on peut tout-de-meˆme obtenir une re´alisation simultane´e des deux correspondances pour toute
repre´sentation elliptique de GLn, ge´ne´ralisant ainsi la conjecture de Carayol.
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1 Introduction
Soit K un corps local de caracte´ristique re´siduelle p, et d un entier > 1. On s’inte´resse aux trois groupes
suivants et a` leurs repre´sentations :
– le groupe de Weil WK , topologise´ de la manie`re habituelle,
– le groupe Gd := GLd(K), muni de sa topologie localement p-profinie,
– le groupe D×d des e´le´ments inversibles de l’alge`bre centrale simple sur K d’invariant
1
d , lui aussi
localement p-profini.
Les repre´sentations de ces trois groupes sont relie´es par des correspondances qui font partie du vaste
programme de ge´ne´ralisation non-abe´lienne de la the´orie du corps de classes propose´ par Langlands.
Ces correspondances sont en ge´ne´ral exprime´es en termes de repre´sentations complexes, mais comme
on s’inte´resse ici a` leur re´alisation cohomologique, on conside`rera plutoˆt leur variante l-adique. Nous
fixerons donc dore´navant un nombre premier l 6= p et ne conside`rerons dans cette introduction que des
Ql-repre´sentations. La correspondance de Jacquet-Langlands [24] [2], que nous rappelons en 4.1, est une
bijection entre les classes de repre´sentations lisses “de la se´rie discre`te” de Gd et celles de D
×
d . Nous la
noterons π 7→ JLd(π). La correspondance de Langlands locale [44] [34] [36] [38] que nous rappelons en
4.2 induit en particulier une bijection entre classes de repre´sentations lisses irre´ductibles de Gd et classes
de repre´sentations continues de dimension d de WK . Nous la noterons π 7→ σd(π).
Ces deux correspondances ont des vies se´pare´es et chacune est caracte´rise´e par des proprie´te´s de
pre´servation d’invariants de nature arithme´tico-analytique. Mais un des aspects les plus fascinants est
l’existence d’objets ge´ome´triques – alge´briques sur un corps global ou analytiques sur un corps local –
dont la cohomologie l-adique permet de “re´aliser”, ou d’“incarner”, certains cas de ces correspondances.
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Notons K̂ca la comple´tion d’une cloˆture alge´brique Kca de K pour l’unique extension de la norme |.|K .
Dans ce texte, on s’inte´resse a` deux tours d’espaces K̂ca-analytiques de´finies par Drinfeld.
– la tour (Md/KDr,n)n∈N au-dessus du K-espace syme´trique de Drinfeld de dimension d− 1, de´finie dans
[26] et rappele´e en 6.1,
– la tour (Md/KLT,n)n∈N “de Lubin-Tate” au-dessus de la boule ouverte de dimension d−1 sur K, de´finie
dans [25] et rappele´e en 6.2.
Chacun des pro-K̂ca-espaces rigidesMd/KDr etMd/KLT obtenus en passant a` la limite est muni d’une action
de Gd×D×d ×WK , donc leur “cohomologie e´tale l-adique a` supports compacts” fournit des repre´sentations
de ce produit triple. La de´finition habituelle de celle-ci est simplement, pour ? = Dr ou LT ,
Hic(Md/K? ,Ql) := lim−→
n
Hic(Md/K?,n ,Ql),
compte tenu de la finitude des morphismes de transition. On sait par des re´sultats ge´ne´raux de Berkovich
que l’action de Gd × D×d sur ces espaces est lisse. Les quatre articles [31] [13] [34] [35] e´tudient la par-
tie supercuspidale de ces espaces de cohomologie, pour chacun des espaces Md/KDr ou Md/KLT en car-
acte´ristique nulle ou en e´gales caracte´ristiques. Ils de´montrent en particulier la fameuse conjecture que
Carayol a e´nonce´e dans [19] a` la suite de travaux pionniers de Deligne et Drinfeld pour d = 2 : soit π une
repre´sentation supercuspidale l-adique de Gd, de caracte`re central d’ordre fini ; alors on a, en normalisant
convenablement les actions, cf [33],
HomGd
(
Hic(Md/KDr ,Ql), π
)
≃
D×d ×WK
HomGd
(
Hic(Md/KLT ,Ql), π
)
≃
D×d ×WK
{
JLd(π)⊗ σd(π)(?) si i = d− 1
0 si i 6= d− 1
ou` (?) de´signe une torsion a` la Tate. 1 Les me´thodes employe´es dans ces articles reposent sur la proprie´te´
d’uniformisation p-adique de certaines varie´te´s globales (de Shimura ou de Drinfeld) par ces espaces et
les suites spectrales de type Hochschild-Serre ou de cycles e´vanescents associe´es. Elles ne permettent en
ge´ne´ral que d’obtenir des informations sur la somme alterne´e des Hic.
Pendant longtemps, seul le calcul de Schneider-Stuhler dans [56] pour l’espace syme´trique de Drinfeld
fournissait des renseignements sur la partie non-cuspidale de la cohomologie. Ce calcul a inspire´ a` Harris
une conjecture (non publie´e) sur la forme explicite des groupes de cohomologie individuels du coˆte´ Dr sur
un corps p-adique. Tout re´cemment, Boyer [14] a annonce´ une preuve de cette conjecture... mais du coˆte´
LT et en e´gales caracte´ristiques. Un peu auparavant, Faltings avait annonce´ dans [28] que les cohomologies
des deux tours devaient eˆtre isomorphes. Comme ses arguments sont tre`s re´sume´s et valables seulement
sur un corps p-adique, ils seront comple´te´s et e´tendus en e´gales caracte´ristiques dans un travail en cours
de Fargues, Genestier et Lafforgue.
Nous exposerons la description pre´cise des Hic – qui reste donc partiellement conjecturale – en 7.1.3.
Nous nous bornons ici a` souligner que les repre´sentations de Gd qui apparaissent sont toutes elliptiques
au sens ou` la restriction de leur caracte`re-distribution aux e´le´ments semi-simples re´guliers elliptiques
est non-nulle (voir 4.1.6 pour d’autres caracte´risations des repre´sentations elliptiques de Gd). Mais par
ailleurs et comme le montre de´ja le calcul de Schneider-Stuhler pour l’espace syme´trique de Drinfeld, seules
certaines repre´sentations elliptiques apparaissent. Notons que pour ces repre´sentations elliptiques – qui ne
sont pas ne´cessairement tempe´re´es – on peut e´tendre de manie`re naturelle l’e´nonce´ de la correspondance
de Jacquet-Langlands, cf 4.1.
La conse´quence majeure de la description des Hic est que ceux-ci re´alisent bien la correspondance
de Jacquet-Langlands ainsi e´tendue, mais ne re´alisent pas la correspondance de Langlands pour les
repre´sentations non supercuspidales qui y apparaissent, meˆme les se´ries discre`tes. Pour eˆtre un peu plus
pre´cis, soit π une repre´sentation elliptique de Gd ; on verra en 4.2.6 que la semisimplifie´e de σd(π) est
une somme de torsions a` la Tate d’une meˆme repre´sentation l-adique irre´ductible de WK que nous notons
1Pour obtenir vraiment l’isomorphisme ci-dessus dans le cas deM
d/K
LT , il convient de conjuguer par l’automorphisme exte´rieur
g 7→ tg−1 de Gd l’action de´finie par Carayol dans [19].
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ci-dessous σ′(π). Si la contribution de π a` Hic est non-nulle, alors la description de Harris-Boyer donne
HomGd
(
Hic(Md/K ,Ql), π
)
≃
D×d ×WK
JLd(π) ⊗ σ′(π)(?)
ou` (?) de´signe une certaine torsion a` la Tate et Md/K de´signe Md/KDr ou Md/KLT . On voit en particulier
que l’ope´rateur de monodromie (celui que l’on sait associer a` toute repre´sentation l-adique continue de
dimension finie de WK par le the´ore`me de Grothendieck) est toujours nul sur les composantes isotypiques
des Hic. Mais la description ci-dessus sugge`re aussi que cet ope´rateur est essentiellement la seule chose qui
manque pour obtenir une re´alisation de la correspondance de Langlands, au moins pour les repre´sentations
qui apparaissent dans ces Hic. L’ide´e principale de ce texte est que cet ope´rateur est “cache´” dans “le”
complexe de cohomologie RΓc(Md/KDr ,Ql) (resp. RΓc(Md/KLT ,Ql)) vu comme objet de la cate´gorie de´rive´e
de la cate´gorie abe´lienne des Ql(Gd × D×d )-repre´sentations lisses. Oublions un instant les difficulte´s de
de´finition et d’e´tude que cela pose et e´nonc¸ons nos re´sultats principaux. Ce complexe RΓc dans chacun
des cas est muni d’une action de WK . Par conse´quent pour toute repre´sentation lisse π de Gd, resp. ρ de
D×d , les complexes de Ql-espaces vectoriels
RHomDb(Gd) (RΓc, π) ∈ Db(Ql), resp. RHomDb(Gd×D×d ) (RΓc, π ⊗ ρ) ∈ D
b(Ql)
sont munis d’une action de D×d × WK , resp. WK . Rappelons que la cate´gorie triangule´e Db(Ql) est
e´quivalente a` la cate´gorie triangule´e des Ql-espaces vectoriels Z-gradue´s “a` support fini”, une e´quivalence
e´tant donne´e par le foncteur H∗ : C• ∈ Db(Ql) 7→
⊕
i∈ZHi(C•). Ainsi le Ql-espace vectoriel Z-gradue´
H∗(RHomDb(Gd) (RΓc, π)) resp. H∗(RHomDb(Gd×D×d ) (RΓc, π ⊗ ρ))
est muni d’une action de D×d ×WK , resp. WK . On oubliera ge´ne´ralement la Z-graduation par la suite
pour se retrouver avec des repre´sentations au sens usuel.
Pour e´noncer nos re´sultats, il convient d’introduire le groupe GD := (Gd×D×d )/∆ ou` ∆ = {(z, z), z ∈
K×}. On sait que, quitte a` conjuguer l’action de Gd initialement de´finie par Drinfeld par un automor-
phisme exte´rieur convenable, l’action ge´ome´trique de Gd×D×d sur les espaces de modulesMd/KDr etMd/KLT
se factorise par ce groupe. De plus, toute repre´sentation irre´ductible de GD est de la forme π⊗ ρ ou` π et
ρ sont des repre´sentations irre´ductibles de Gd et D
×
d dont les caracte`res centraux sont “inverses l’un de
l’autre”.
Conjecture A Notons Md/K pour Md/KDr ou Md/KLT . Soit π, resp. ρ, une Ql-repre´sentation lisse et
irre´ductible de Gd, resp. D
×
d . Alors
i) Lorsque π est elliptique, on a
H∗
(
RHomDb(Gd)
(
RΓc(Md/K ,Ql), π
))
≃
D×d ×WK
JLd(π)⊗ σd(π)| − | d−12 ,
le terme de gauche e´tant nul si π n’est pas elliptique.
ii) Lorsque π est elliptique et ρ ≃ JLd(π∨), on a
H∗
(
RHomDb(GD)
(
RΓc(Md/K ,Ql), π ⊗ ρ
))
≃
WK
σd(π)| − | d−12 ,
le terme de gauche e´tant nul si π n’est pas elliptique ou si ρ n’est pas isomorphe a` JLd(π
∨).
La notation ?∨ de´signe la contragre´diente de la repre´sentation ?. Si on veut re´sumer cette conjecture en
quelques mots (impre´cis) : l’introduction du formalisme des cate´gories de´rive´es permet non seulement
de re´cupe´rer la repre´sentation Galoisienne en entier (avec la monodromie), mais aussi fait “apparaitre”
des repre´sentations π qui n’apparaissent pas dans les groupes de cohomologie. On verra en 6.6.1 que
les deux points de la conjecture sont essentiellement e´quivalents (simplement parce que la cate´gorie des
Ql(D
×
d /K
×)-modules est semi-simple), mais le second est le plus propice a` une e´ventuelle ge´ne´ralisation
a` d’autres paires de formes inte´rieures agissant sur des espaces de Rapoport-Zink. Le the´ore`me principal
de ce texte concerne le coˆte´ Dr et s’e´nonce formellement comme suit :
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The´ore`me B Supposons que
i) la cohomologie l-adique Hic(Md/KDr ,Ql) est bien de´crite par la conjecture de Harris 7.1.3.
ii) la cohomologie entie`re Hic(Md/KDr ,Zl) est “admissible-modulo-le-centre”.
iii) La conjecture “monodromie-poids” est ve´rifie´e pour les varie´te´s uniformise´es parMd/KDr,n (c’est-a`-dire
les quotients de Md/KDr,n par un sous-groupe discret cocompact de Gd y agissant librement).
Alors, la conjecture A est ve´rifie´e pour Md/K =Md/KDr .
Pre´cisons un peu le statut de ces hypothe`ses. Comme on l’a de´ja e´crit plus haut, les travaux de Faltings
[28] comple´te´s et ge´ne´ralise´s par ceux de Fargues, Genestier et Lafforgue montrent que Md/KDr et Md/KLT
ont des cohomologies a` coefficients constants isomorphes. Ainsi, il suffit de ve´rifier les deux premie`res
hypothe`ses du coˆte´ LT . Pour l’hypothe`se ii), c’est ”facile”, cf 6.4.13. Pour l’hypothe`se i) c’est beaucoup
plus difficile, mais lorsqueK est d’e´gales caracte´ristiques, Boyer [14] a annonce´ une preuve de la conjecture
de Harris du coˆte´ LT . Toujours lorsque K est d’e´gales caracte´ristiques, la conjecture ”monodromie-poids”
est connue pour toutes les varie´te´s alge´briques lisses par les travaux de Deligne sur les conjectures de Weil,
voir [42], et donc l’hypothe`se iii) est aussi ve´rifie´e.
Lorsque K est p-adique, les arguments de Boyer devraient s’appliquer formellement de la meˆme
manie`re, au moins en admettant la semi-simplicite´ des gradue´s du complexe des cycles e´vanescents pour
la filtration de monodromie des varie´te´s de Shimura e´tudie´es par Harris et Taylor dans [34], donc en
particulier en admettant la version locale de la conjecture monodromie-poids pour ces varie´te´s. Quoiqu’il
en soit, rappelons que pour le rez-de-chausse´e de la tour Md/KDr,0, la cohomologie a` coefficients constants
est connue depuis Schneider et Stuhler [56], inde´pendamment des travaux de Boyer et Faltings. De plus,
Ito a de´montre´ dans [41] la conjecture monodromie-poids dans le cas particulier des varie´te´s uniformise´es
par Md/KDr,0.
En re´sume´ on peut e´noncer le
Corollaire Supposons K de caracte´ristique p. Admettant les re´sultats de Boyer et Faltings, la conjecture
A est ve´rifie´e pour Md/KDr . Lorsque K est de caracte´ristique nulle, un analogue de la conjecture est ve´rifie´
pour Md/KDr,0 : l’e´nonce´ pre´cis est le the´ore`me 2.1.6.
En fait, dans le casMd/KDr,0, on peut se passer du re´sultat d’Ito et en donner une nouvelle de´monstration,
par nos techniques (en utilisant aussi une ide´e de Mokrane dans [45]), cf 2.2.16. Plus ge´ne´ralement, nous
verrons en 7.4.11 comment, sous les hypothe`ses i) et ii) de B, l’hypothe`se iii) se rame`ne a` une estimation
de l’ordre de nilpotence de certains ope´rateurs de monodromie. C’est cette estimation que l’on ne sait
pour l’instant obtenir que pourMd/KDr,0 en utilisant la suite spectrale de Rapoport-Zink dans ce cas ”semi-
stable”.
Nous reviendrons a` la fin de cette introduction sur le cas LT de la conjecture A.
Revenons maintenant aux difficulte´s inhe´rentes a` l’utilisation des cate´gories de´rive´es. Il y a principale-
ment deux e´cueils a` franchir : le premier vient de ce qu’on veut un complexe RΓc dans la cate´gorie de´rive´e
des Gd ×D×d -modules lisses2, alors que les techniques e´quivariantes usuelles fourniraient plutoˆt un objet
de la cate´gorie de´rive´e de tous les Gd × D×d -modules. Ce proble`me a e´te´ joliment re´solu par Berkovich
dans un manuscrit non publie´, au moins pour la cohomologie e´tale a` coefficients finis. Nous consacrerons
la partie 5 de ce texte a` exposer sa the´orie et a` l’e´tendre aux coefficients l-adiques. Mentionnons seule-
ment ici que lorsque X est un K-espace analytique au sens de [3] muni d’une action “continue” au sens
de [4] d’un groupe topologique H , Berkovich introduit la notion de faisceau e´tale H-e´quivariant “lisse”,
dont les sections globales a` supports compacts sont en particulier munies d’une action lisse de H . De tels
faisceaux forment un topos note´ (X,H)∼et. Bien-suˆr, cela nous conduit a` utiliser sa the´orie des K-espaces
analytiques : nous conside`rerons donc lesMd/KDr,n, resp.Md/KLT,n, comme des K-espaces analytiques au sens
de [3] munis d’actions “continues” de Gd, resp. D
×
d .
2Une construction ad hoc d’un tel complexe apparaˆıt dans [31] pourM
d/K
Dr,n, mais nous voulons ici une de´finition ge´ne´rale et
fonctorielle en les paires (X,H) ou` H est un groupe topologique agissant sur un espace analytique rigide X.
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Par contre leurs limites projectives ne sont que des pro-objets dans la cate´gorie des espaces de
Berkovich, et le deuxie`me e´cueil est qu’aucun formalisme de cohomologie e´tale n’est connu de l’auteur
pour ces objets. Pour de´finir les complexes RΓc, nous utiliserons les morphismes de pe´riodes
πn? :Md/K?,n −→ Pd/K? pour ? = LT ou Dr
ou` Pd/KLT := Pd−1K et Pd/KDr := Ωd−1K est le comple´mentaire des hyperplans K-rationnels dans Pd−1. Pour
? = Dr, le morphisme de pe´riodes est donne´ par le the´ore`me de Drinfeld et est e´quivariant pour l’action
“naturelle” de Gd sur Pd/KDr , et pour Md/KLT il est de´fini dans [39] et est e´quivariant pour une certaine
action de D×d sur Pd/KLT . Dans chacun des cas, les morphismes de pe´riodes sont e´tales. Leur de´finition
et leurs proprie´te´s sont rappele´es en 6.2.7 et 6.1.5. Pour donner une de´finition uniforme du RΓc, notons
temporairement JLT := D
×
d et JDr := Gd.
Nous de´finissons en 6.3 le complexe RΓc(Md/K? ,Zl) comme l’e´valuation du foncteur de´rive´ du foncteur
qui a` un syste`me projectif (Fm)m de faisceaux de lm-torsion J?-e´quivariants “lisses” sur Pd/K? associe le
Gd ×D×d ×WK-module
lim−→
n
Γc
(
Md/K?,n , lim←−
m
∞πn,∗? (Fm)
)
en le syste`me projectif de faisceaux constants (Z/lmZ)m∈N (la notation lim←−
∞ est explique´e en 5.2.4).
On pose aussi RΓc(Md/K? ,Ql) := RΓc(Md/K? ,Zl) ⊗Zl Ql. De par leur de´finition, ce sont des complexes
de Gd × D×d × WK -modules, mais en l’absence d’une cate´gorie maniable de WK-modules, nous nous
contenterons de les voir comme des objets de la cate´gorie de´rive´e des Ql(GD)-modules lisses munis d’une
action de WK . Nous ve´rifierons bien-suˆr en 6.3 que les groupes de cohomologie de ce RΓc(Md/K? ,Zl) sont
bien les Hic(Md/K? ,Zl) de´finis plus haut.
Une fois le complexe RΓc bien de´fini, on est en pre´sence d’un objet a priori complique´. Le miracle est
que cet objet est en fait “aussi simple qu’il peut l’eˆtre” : il est scindable, au sens de la section 10.1.
Proposition 1.1 Soit Md/K =Md/KDr ou Md/KLT et supposons que la description conjecture´e par Harris
pour les Hic(Md/K ,Ql) est valide. Alors il existe un isomorphisme (pas unique) dans Db(GD),
RΓc(Md/K ,Ql) ∼−→
⊕
i∈N
Hic(Md/K ,Ql)[−i].
Nous donnerons deux preuves de cette assertion. L’une en 7.2.2 repose sur un argument relevant
purement de la the´orie des repre´sentations de Gd : le calcul complet des groupes d’extensions Ext
i
Gd
(π, π′)
pour les couples de repre´sentations elliptiques π et π′ de Gd montre que tout complexe ayant la meˆme
cohomologie que Md/K est scindable comme dans la proposition. L’autre utilise la forme particulie`re de
l’action d’un rele`vement de Frobenius sur les Hic.
Signalons brie`vement un point technique ; soit ̟ une uniformisante de K et ̟Z le sous-groupe de
Gd engendre´ par ̟. Les espaces quotients Md/K :=Md/K/̟Z existent et pre´sentent l’avantage d’avoir
une cohomologie GD-admissible, alors que celle de Md/K est “admissible-modulo-le-centre”3. Nous ex-
pliquerons en 6.6.2 comment, pour prouver le the´ore`me B on se rame`ne facilement a` e´tudier le complexe
de cohomologie RΓc(Md/K ,Ql), vu comme objet de Db(Ql(GD)) ou` GD := GD/̟Z.
On peut encore simplifier l’e´tude en de´composant RΓc(Md/K ,Ql) selon la the´orie des repre´sentations
du groupe compact D×d /̟
Z. Nous expliquons en 6.6.4 comment celle-ci fournit en effet une de´composition
WK-e´quivariante
RΓc(Md/K ,Ql) ≃
⊕
ρ∈Irr
Ql
(D×d /̟
Z)
RΓc(Md/K ,Ql)ρ.
3Dans le cas Dr, ces proprie´te´s d’admissibilite´ ne sont connues que via le the´ore`me de Faltings.
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Par exemple, dans le cas Dr, le complexe RΓc(Md/KDr ,Ql)ρ est canoniquement isomorphe au complexe
RΓc(Ω
d−1
K ,Lρ) ou` Lρ est un syste`me local l-adique associe´ a` ρ. Les complexes RΓc(M
d/K
,Ql)ρ, pour
ρ ∈ Irr
Ql
(D×d /̟
Z) sont eux aussi scindables dans Db(Ql(GD)), ce qui permet d’e´crire leurs alge`bres
d’endomorphismes sous la forme
EndDb(GD)
(
RΓc(Md/K ,Ql)ρ
)
≃
⊕
i>j
Exti−j
GD
(
Hic(M
d/K
,Ql)ρ, H
j
c (M
d/K
,Ql)ρ
)
le produit sur le Ql-espace vectoriel de droite e´tant donne´ par le ∪-produit. Cette fois, c’est la the´orie des
repre´sentations de Gd/̟
Z qui permet de de´crire comple`tement ce ∪-produit, et par conse´quent permet de
de´crire l’alge`bre des endomorphismes de RΓc. Pour e´noncer le re´sultat obtenu, fixons ρ ∈ IrrQl(D
×
d /̟
Z)
et notons (σρ, Vσρ) la repre´sentation l-adique de WK associe´e a` ρ par correspondance de Langlands et
fonctorialite´ de Jacquet-Langlands : il s’agit d’une repre´sentation inde´composable de dimension d et
l’alge`bre engendre´e par l’image de WK dans EndQl
(
Vσρ
)
est une alge`bre triangulaire par blocs que nous
noterons Aρ. Le calcul de ∪-produits mentionne´ ci-dessus montre alors (cf 7.2.8)
Proposition 1.2 Sous les hypothe`ses de la proposition pre´ce´dente, il existe un isomorphisme de Ql-
alge`bres
EndDb(GD)
(
RΓc(Md/K ,Ql)ρ
) ∼−→ Aρ.
On veut ensuite e´lucider l’action deWK sur le facteur RΓc(Md/K ,Ql)ρ. Pour des raisons tre`s ge´ne´rales, cf
10.1.4 i), puisque l’action de l’inertie sur les (Hic)ρ est potentiellement triviale (par la description de Boyer-
Harris) alors celle sur le (RΓc)ρ est potentiellement unipotente. Par contre une proprie´te´ de “continuite´”
sera ne´cessaire pour montrer qu’apre`s restriction a` un sous-groupe d’indice fini, l’inertie agit par son
quotient l-adique et “par l’exponentielle d’un endomorphisme nilpotent Nρ” ; c’est la` que nous aurons
besoin de l’admissibilite´ de la cohomologie entie`re (hypothe`se ii) de B). Pour de´crire alors pre´cise´ment ce
Nρ, nous aurons besoin de minorer son ordre de nilpotence et pour cela nous utiliserons l’hypothe`se iii) du
the´ore`me B, c’est-a`-dire la validite´ de la conjecture monodromie-poids pour certaines varie´te´s uniformise´es
par les Md/KDr,n/̟Z.
En notant γ : WK −→ EndDb(GD)
(
RΓc(Md/K ,Ql)ρ
)×
le morphisme de groupes donnant l’action de
WK sur RΓc(Md/K ,Ql)ρ, on obtient la description suivante, cf 7.4.12
Proposition 1.3 Supposons les Zl(GD)-modules Hic(Md/KDr /̟Z,Zl) admissibles et supposons la conjec-
ture monodromie poids ve´rifie´e pour (certaines) varie´te´s uniformise´es par les Md/KDr,n/̟Z. Alors il existe
un isomorphisme d’alge`bres rendant le diagramme suivant commutatif
EndDb(GD)
(
RΓc(Md/KDr /̟Z,Ql)ρ
) ∼ // Aρ
WK
γ
OO
σρ
55kkkkkkkkkkkkkkkkkkkk
Dans le cas ρ = 1, le complexe a` e´tudier est simplement RΓc(Ω
d−1
K ,Ql). En utilisant la proprie´te´ de
re´duction semi-stable des varie´te´s uniformise´es par Ωd−1K et la suite spectrale de Rapoport-Zink-Steenbrink,
on peut minorer l’ordre de N et montrer la proposition ci-dessus sans recours a` la conjecture Monodromie-
Poids. Au contraire, on en de´duit ensuite une nouvelle preuve de la conjecture MP dans ce cas, cf 2.2.16.
A` partir de cette proposition, le the´ore`me B se prouve en utilisant a` nouveau le calcul explicite des
extensions entre repre´sentations elliptiques et de leurs ∪-produits. Nous n’en disons pas plus dans cette
introduction car cela nous plongerait dans la combinatoire de ces repre´sentations. Ne´anmoins, le lecteur
aura compris qu’une fois admis les re´sultats profonds et difficiles de Boyer et Faltings, ce calcul explicite
est la clef de la conjecture A. En fait, au moyen de la the´orie de Bushnell-Kutzko, ce calcul pour les
repre´sentations elliptiques se rame`ne a` celui pour les sous-quotients irre´ductibles de la repre´sentation
C∞
Ql
(Gd/B) ou` B est un sous-groupe de Borel . Ce dernier calcul a un sens sur un groupe re´ductif p-adique
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quelconque. Il est effectue´ dans la partie 3 dans le cas de´ploye´. On utilise la parame´trisation des sous-
quotients irre´ductibles de C∞
Ql
(G/B) par les sous-ensembles de l’ensemble S des racines simples d’un tore
maximal T de B dans Lie(B) donne´e par
(I ⊆ S) 7→ πI := C∞Ql (G/PI)/
∑
J⊃I
C∞
Ql
(G/PJ )
ou` PI est le parabolique contenantB associe´ a` I, (cf 3.1.3). Alors l’e´nonce´ principal de la partie 3 ge´ne´ralise
des re´sultats ante´rieurs de Borel, Casselman et Schneider-Stuhler :
The´ore`me 1.4 Supposons G semi-simple et posons δ(I, J) = |I ∪ J | − |I ∩ J | pour I, J ⊆ S.
i) Soient I, J deux sous ensembles de S, alors :
Ext∗G (πI , πJ) =
{
Ql si ∗ = δ(I, J)
0 si ∗ 6= δ(I, J) .
ii) Soient I, J,K trois sous-ensembles de S tels que δ(I, J) + δ(J,K) = δ(I,K), alors le cup-produit
∪ : Extδ(I,J)G (πI , πJ )⊗Ql Ext
δ(J,K)
G (πJ , πK) −→ Extδ(I,K)G (πI , πK)
est un isomorphisme.
En fait, le the´ore`me 3.1.4 est e´nonce´ pour des coefficients plus ge´ne´raux que Ql. Signalons que le point i)
a e´te´ obtenu par Orlik dans [50], par une me´thode plus directe et moins explicite que la notre.
Revenons maintenant au cas LT de la conjecture A. La strate´gie que nous avons esquisse´e a` travers
les trois propositions ci-dessus fonctionne de la meˆme manie`re jusqu’a` la de´finition de Nρ (incluse). Le
proble`me est alors de trouver un moyen pour minorer l’ordre de nilpotence de Nρ ; on ne peut plus
uniformiser “a` niveau fini” comme dans le cas Dr. Il serait inte´ressant de trouver un autre moyen que
l’uniformisation pour e´tudier Nρ. Pour l’instant, je ne vois qu’une strate´gie tre`s indirecte consistant a`
relever au niveau des complexes l’e´nonce´ cohomologique principal de Faltings dans [28] :
Les Gd ×D×d ×WK -modules Hic(Md/KDr ,Zl) et Hic(Md/KLT ,Zl) sont isomorphes.
En fait cet e´nonce´ cohomologique est annonce´ comme conse´quence d’un e´nonce´ ge´ome´trique qui s’-
exprime en termes de sche´mas formels. A` la lecture de [28] et apre`s discussions avec Fargues, on peut
espe´rer :
Conjecture Il existe une e´quivalence de topos Φ : (Pd/KLT , JLT )∼et ∼−→ (Pd/KDr , JDr)∼et envoyant les
faisceaux constants sur les faisceaux constants et un isomorphisme de foncteurs
lim−→
n
Γc(Md/KDr,n,Φ(−)) ∼−→ lim−→
n
Γc(Md/KLT,n,−).
Remarquons seulement que si les pro-espacesMd/KDr etMd/KLT e´taient de “vrais”K-espaces analytiques
Gd×D×d ×WK-isomorphes, alors en notant simplementMd/K ces espaces, les proprie´te´s des morphismes
de pe´riodes permettraient d’identifierMd/K/JDr ∼−→ Pd/KLT etMd/K/JLT ∼−→ Pd/KDr , et l’e´nonce´ ci-dessus
serait une conse´quence formelle de ces identifications. Mais ce n’est pas si simple... Quoiqu’il en soit, cette
conjecture impliquerait bien-suˆr l’existence d’un isomorphisme WK -e´quivariant dans D
b(Ql(GD))
RΓc(Md/KLT ,Ql) ≃ RΓc(Md/KDr ,Ql),
de sorte que la validite´ de la conjecture A pour Md/KDr impliquerait la meˆme pour Md/KLT .
De´crivons succinctement le contenu des diverses parties. Le but de la premie`re partie est d’exposer
les principales ide´es de ce texte en les de´barassant au maximum de toutes les difficulte´s techniques. On y
traite une variante (moralement un cas particulier) de la conjecture A concernant l’espace syme´trique
Ωd−1K de Drinfeld (c’est-a`-dire, essentiellement Md/KDr,0). Le re´sultat principal 2.1.6 est inconditionnel
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et sa preuve sert de mode`le pour le cas ge´ne´ral ; on y admet certains re´sultats techniques de´montre´s
ulte`rieurement, comme le calcul d’extensions dans la se´rie principale, l’existence du formalisme l-adique
”lisse”, et quelques crite`res de scindages d’un complexe. On y rede´montre aussi le the´ore`me d’Ito sur la
conjecture monodromie-poids pour les varie´te´s uniformise´es par Ωd−1K .
A` partir de la troisie`me partie, l’exposition est plus line´aire. La partie 3 contient le calcul d’extensions
et de ∪-produits entre sous-quotients irre´ductibles d’une induite de Borel pour un groupe p-adique re´ductif
de´ploye´. Le lecteur de´sirant acce´der au plus vite a` la preuve du the´ore`me B devrait se contenter de lire le
re´sultat principal.
Dans la partie 4 on de´finit et caracte´rise les repre´sentations elliptiques et on explicite leur comporte-
ment a` travers les correspondances de Langlands et Jacquet-Langlands. Beaucoup de choses y sont bien
connues.
La partie 5 parle de cohomologie e´tale d’espaces de Berkovich. Une grande part consiste a` exposer des
re´sultats de Berkovich lui-meˆme. Les deux seules innovations sont l’introduction d’un RΓc “lisse” l-adique
pour un espace muni d’une action continue d’un groupe, et le rele`vement de la suite spectrale de type
Hochshild-Serre de Fargues dans [29] au niveau des complexes de cohomologie. Le lecteur presse´ devrait
se contenter de lire les de´finitions du paragraphe 5.2.4 et l’e´nonce´ de 5.3.1.
Dans la partie 6 on rappelle la de´finition des espaces de Drinfeld et Lubin-Tate adapte´e a` la conjecture
A. Puis on de´finit le RΓc comme esquisse´ dans cette introduction, en utilisant le formalisme de la partie
5.
La partie 7 contient la preuve proprement dite du the´ore`me B, apre`s quelques pre´liminaires sur les
scindages et les endomorphismes de complexes qui sont certainement bien connus des spe´cialistes.
Dans la partie 8, on revient sur l’exemple du demi-plan : nous donnons un analogue du the´ore`me
principal de 2 a` coefficients dans un anneau de torsion ”fortement banal”.
Dans le premier appendice, nous pre´sentons un nouveau calcul de la cohomologie a` supports compacts
de Ωd−1K valable aussi pour les coefficients l-adiques.
Enfin on a renvoye´ au second appendice quelques preuves qui nous semblaient alourdir inutilement le
texte.
Je remercie chaleureusement M. Harris pour les nombreux e´changes a` propos du contenu de ce texte et
pour m’avoir communique´ sa conjecture ainsi qu’un article en pre´paration avec Taylor. Je remercie aussi
V. Berkovich pour m’avoir permis d’inclure certains de ses re´sultats non publie´s et P. Boyer qui a essaye´
de m’expliquer son re´sultat. J’ai aussi e´te´ aide´ au cours de ma re´daction par de nombreuses conversations
avec L. Fargues, G. Henniart, B.C. Ngo, S. Orlik et M. Strauch que je remercie tous. Les ide´es principales
de ce texte sont apparues au cours de longues discussions avec Alain Genestier qui m’a tout appris sur
ce sujet. Sans lui, pas une ligne n’aurait e´te´ e´crite. Ces discussions ont e´te´ permises par l’environnement
exceptionnel de l’IHES ; je remercie cet institut pour sa longue hospitalite´ et Laurent Lafforgue pour m’y
avoir invite´ en compagnie de ceux que je viens de remercier.
2 L’exemple du demi-plan
Le “demi-plan supe´rieur” ou “espace syme´trique” de Drinfeld apparaˆıt dans [25] ou` il est de´fini comme
un sous-K-espace analytique rigide de l’espace projectif. Ses points sont donne´s par
Ωd−1K (K̂ca) = P
d−1(K̂ca) \
⋃
H∈HK
H
ou` HK de´signe l’ensemble des hyperplans K-rationnels de Pd−1. Nous de´signerons par le meˆme symbole
Ωd−1K le K-espace analytique de Berkovich correspondant dont on trouve une description dans [5] ; ses
points s’identifient a` des classes d’e´quivalences de semi-normes multiplicatives sur l’anneau de polynoˆmes
K[X0, · · · , Xd−1] dont la restriction au sous-espace des polynoˆmes homoge`nes de degre´ 1 est une norme.
L’espace analytique Ωd−1K est naturellement muni d’une action de Gd = GLd(K) triviale sur le centre,
qui est continue au sens de [4, par. 6-7]. Le changement de base Ωd−1,caK := Ω
d−1
K ⊗̂KK̂ca est aussi muni
d’une action continue du groupe de Weil WK de K (et meˆme de son groupe de Galois).
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Comme on l’a annonce´ dans l’introduction, le but de cette partie est d’exposer le plus rapidement
possible dans un cas particulier simple, les arguments que nous utiliserons dans la partie 7. Nous utilisons
en particulier le the´ore`me principal d’Ito dans [41]. Nous montrerons dans la partie 8 comment se passer
de, et rede´montrer, ce the´ore`me. Nous ge´ne´raliserons aussi en remplac¸ant les coefficients Ql par un anneau
de torsion ”fortement banal” au sens de 3.1.6.
Convention he´re´tique : Suivant l’usage, notons Zl(1) := lim←−n
(µln(K
ca)) le Zl-torseur des l-racines de
l’unite´. Pour rendre certaines formules plus concre`tes, nous fixons une fois pour toutes un ge´ne´rateur
topologique µ de Zl(1). Cela nous fixe aussi un isomorphisme de Zl-modules µ∗ : Zl(1)
∼−→ Zl qui
transporte l’action naturelle de WK sur Zl(1) sur le caracte`re | − | de WK trivial sur l’inertie IK et qui
envoie tout rele`vement de Frobenius ge´ome´trique φ sur q−1.
2.1 E´nonce´ du the´ore`me
Dans [56], Schneider et Stuhler ont calcule´ les groupes de cohomologie (sans supports) de Ωd−1K pour
toute the´orie cohomologique satisfaisant certains axiomes. La cohomologie e´tale de Ωd−1,caK a` coefficients
dans un anneau de torsion premie`re a` p de´finie par Berkovich dans [3] satisfait ces axiomes. Cependant, la
cohomologie sans supports pre´sente deux inconve´nients : elle ne fournit pas des repre´sentations lisses de
Gd et de plus il n’existe pas a` ce jour de de´finition de la cohomologie l-adique. En revanche, on sait par des
re´sultats ge´ne´raux de Berkovich (voir partie 5) que la cohomologie e´tale a` supports compacts est lisse pour
l’action de Gd, et on sait en donner une (des) version(s) l-adique(s), lisse elle aussi. Par le meˆme principe
de calcul (cohomologie d’un arrangement d’hyperplans projectifs), il est facile de de´duire de [56] ce qu’est
la cohomologie a` supports compacts Hic(Ω
d−1,ca
K ,Λ) lorsque Λ est de torsion. C’est aussi un cas particulier
du preprint [49] d’Orlik. Le passage aux coefficients l-adiques pose de nouveaux proble`mes. Bien qu’il
ne fasse aucun doute que le re´sultat de Schneider-Stuhler que nous de´crivons ci-dessous reste vrai, nous
donnerons dans l’appendice un calcul par une me´thode diffe´rente de celle de Schneider et Stuhler et qui
fonctionne pour les coefficients l-adiques.
Afin de de´crire ces espaces de cohomologie, nous introduisons les “repre´sentations elliptiques de la
se´rie principale”. Par de´finition, ce sont les sous-quotients irre´ductibles d’une induite droite IndGdB
(
Ql
)
de la repre´sentation triviale d’un sous-groupe de Borel B de Gd.
2.1.1 Rappel de classification : Fixons T ⊂ B un tore maximal d’un sous-groupe de Borel et S l’ensemble
des racines simples de T dans Lie(B). On a une bijection naturelle
{Sous-ensembles de S} → {Sous-groupes paraboliques contenant B}
I ⊆ S 7→ PI := ZGd(
⋂
α∈I ker α).B
telle que P∅ = B et PS = Gd. On sait alors, voir [11, X 4.6-4.11] et le rappel dans la partie 3, que l’induite
IndGdPI
(
Ql
)
a un unique quotient irre´ductible que nous noterons πI , que c’est un sous-quotient irre´ductible
de IndGdB
(
Ql
)
puisqu’on a une injection canonique IndGdPI
(
Ql
) ⊂ IndGdB (Ql), et que l’application
{Sous-ensembles deS} → {Sous-quotients irre´ductibles de IndGdB
(
Ql
)}
I ⊆ S 7→ πI
est une bijection. En particulier, π∅ est la repre´sentation de Steinberg et πS est la repre´sentation triviale.
Pour e´noncer le re´sultat de Schneider et Stuhler, il convient de nume´roter S, i.e. de fixer une bijection
S
∼−→ {1, · · · , d − 1}. On le fait de telle sorte que pour i ∈ {1, · · · , d − 1}, le parabolique PS\{i} soit
le stabilisateur d’un sous-espace de dimension i, pour l’action naturelle de Gd = GLd(K) sur K
d ; cela
revient a` nume´roter la sur-diagonale ”de haut en bas”. Notons toujours |.| le caracte`re de WK qui envoie
les Frobenius ge´ome´triques sur q−1.
The´ore`me 2.1.2 (Schneider-Stuhler [56] et 9.1.1) Pour i = 0, · · · , d − 1, il existe des isomorphismes
Gd ×WK -e´quivariants
Hd−1+ic (Ω
d−1,ca
K ,Ql)
∼−→ π{1,···,i} ⊗ |.|−i
Nous conviendrons que pour i = 0, la repre´sentation π{1,···,i} est π∅.
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2.1.3 Correspondance de Langlands pour les πI : Nous allons de´crire la repre´sentation continue l-adique
de WK associe´e a` πI par correspondance de Langlands. L’espace de la repre´sentation sera V := Q
d
l dont
nous noterons e0, · · · , ed−1 la base canonique et Eij ∈ EndQl (V ) la base correspondante. Pour chaque
I ⊆ S, on note NI l’endomorphisme nilpotent de V de´fini par
NI :=
∑
i∈Ic
Ei−1,i
ou` Ic := S \ I de´signe le comple´mentaire de I dans S et Ic est l’image de Ic par l’application x ∈
S ≃ {1, · · · , d − 1} 7→ x := d − x. (S a e´te´ nume´rote´ au paragraphe pre´ce´dent. Plus conceptuellement
l’application est −w0 si w0 est l’e´le´ment de plus grande longueur du groupe de Weyl). On de´finit d’abord
une repre´sentation semi-simple τssI (inde´pendente de I, en fait) de WK sur V en posant
τssI (w)(ei) = |w|−iei.
On choisit ensuite un rele`vement de Frobenius ge´ome´trique φ, ce qui nous permet d’e´crire tout w ∈ WK
sous la forme unique w = φν(w)iφ(w) ou` ν(w) ∈ Z et iφ(w) ∈ IK (inertie). On a alors |w| = q−ν(w).
Notons maintenant
tµ : IK
tl−→ Zl(1) µ
∗−→ Zl
ou` tl est la projection vers le l-quotient de IK . Un calcul rapide montre que pour chaque I ⊆ S, la formule
τφ,µI (w) := τ
ss
I (w)exp.(NI tµ(iφ(w)))
de´finit une repre´sentation de WK . Comme la notation le sugge`re, celle-ci de´pend du choix de φ et µ mais
un autre calcul (un peu moins rapide, cf [23, 8.4.2]) montre que sa classe n’en de´pend pas. Nous noterons
donc simplement τI cette classe. Nous montrerons en 4.2.7 que la correspondante σd(πI) de πI par la
correspondance de Langlands est la (classe de la) repre´sentation σd(πI) = τI ⊗ |.| d−12 .
Remarque : on calcule que la contragre´diente de (τI ⊗ |.| d−12 ) est τI ⊗ |.|
d−1
2 ). Par compatibilite´ de la
correspondance a` la contragre´diente, on voit alors que π∨I = πI . Nous montrerons l’analogue pour un
groupe de´ploye´ ge´ne´ral dans le point iv) du lemme 3.3.3.
2.1.4 Le complexe de cohomologie : Notons PGd := PGLd(K). L’action de Gd sur Ω
d−1,ca
K se factorise
par PGd. Notons aussi D
b(QlPGd) la cate´gorie de´rive´e de la cate´gorie abe´lienne des Ql-repre´sentations
lisses de PGd. Les re´sultats de la partie 5 permettent de de´finir un complexe
RΓc(Ω
d−1,ca
K ,Ql) ∈ Db(QlPGd)
muni d’une action de WK , et dont les espaces de cohomologie s’identifient canoniquement aux espaces
Hic(Ω
d−1,ca
K ,Ql). Une proprie´te´ importante de ce complexe est la suivante : supposons que Γ ⊂ PGd soit
un sous-groupe discret et sans torsion de PGd. On sait alors que Γ agit librement sur Ω
d−1
K et qu’on
peut munir Ωd−1K /Γ d’une structure de K-espace analytique telle que le quotient Ω
d−1
K −→ Ωd−1K /Γ soit
un reveˆtement analytique Galoisien. Dans ces conditions, la proposition 5.3.4 montre l’existence d’un
isomorphisme WK-e´quivariant dans D
b(Ql)
Ql ⊗LQl[Γ] RΓc(Ω
d−1,ca
K ,Ql)
∼−→ RΓc(Ωd−1,caK /Γ,Ql)(2.1.5)
ou` nous avons fait l’abus de noter encore RΓc(Ω
d−1,ca
K ,Ql) ∈ Db(QlΓ) l’image du complexe pre´ce´demment
de´fini par le foncteur “d’oubli” Db(QlPGd) −→ Db(QlΓ), ou` le produit tensoriel est pris pour l’augmen-
tation Ql[Γ] −→ Ql, et ou` nous avons note´ RΓc(Ωd−1,caK /Γ,Ql) ∈ Db(Ql) le complexe de cohomologie de
l’espace Ωd−1,caK /Γ.
Rappelons que nous avons de´fini dans l’introduction le foncteur
H∗ : Db(Ql) → {Ql − espaces vectoriels}
C• 7→ ⊕i∈ZHi(C•) .
Le but de cette partie est d’expliquer la preuve du the´ore`me suivant, qui est une variante dans un cas
particulier de la conjecture A.
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The´ore`me 2.1.6 Pour tout I ⊆ S, il existe un isomorphisme WK -e´quivariant
H∗(RHomDb(QlPGd)
(
RΓc(Ω
d−1,ca
K ,Ql), πI
)
)
∼−→ σd(πI)⊗ |.| d−12 .
2.2 Action de WK sur le complexe de cohomologie
Dans cette section, nous noterons γ : WK −→ EndDb(PGd)
(
RΓc(Ω
d−1,ca
K ,Ql)
)
le morphisme qui
de´finit l’action de WK sur RΓc(Ω
d−1,ca
K ,Ql). La premie`re e´tape vers le the´ore`me 2.1.6 consiste a` montrer
que le complexe RΓc(Ω
d−1,ca
K ,Ql) est scindable.
Proposition 2.2.1 Il existe un isomorphisme dans Db(QlPGd)
RΓc(Ω
d−1,ca
K ,Ql)
∼−→
d−1⊕
i=0
π{1,···,i}[−d+ 1− i]
qui induit en cohomologie les isomorphismes de Schneider-Stuhler 2.1.2.
Empressons-nous de pre´ciser qu’un tel isomorphisme est loin d’eˆtre unique, mais nous en exhiberons
certains meilleurs que les autres. Nous allons donner deux preuves inde´pendantes de ce fait. La premie`re
repose sur un crite`re ge´ne´ral de scindage et sur un calcul explicite des groupes d’extensions entre les
diverses repre´sentations πI , I ⊆ S : on obtient un argument purement alge´brique qui montre que tout
complexe de repre´sentations lisses de PGd ayant pour cohomologie les H
i
c(Ω
d−1,ca
K ,Ql) est scindable.
La deuxie`me est d’origine plus ge´ome´trique car on utilise l’action d’un rele`vement de Frobenius sur
RΓc(Ω
d−1,ca
K ,Ql) ; elle donne plus d’informations qui seront utiles par la suite.
Preuve alge´brique : Nous utiliserons le crite`re suivant permettant de scinder un complexe cohomologique-
ment borne´ C• d’une cate´gorie de´rive´e assez ge´ne´rale. La preuve est facile et est donne´e en 10.1 : c’est le
corollaire 10.1.3 spe´cialise´ dans notre situation.
Si pour tout couple (i, j) ∈ Z2, on a Exti−j−1 (Hi(C•),Hj(C•)) = 0, alors C• est scindable.
Pour appliquer ce crite`re, nous utilisons le calcul des extensions entre repre´sentations du type πI , qui
est l’objet de la partie 3, cf le the´ore`me 3.1.4.
Pour tous I, J ⊆ S, on a
Ext∗PGd (πI , πJ) =
{
Ql si ∗ = δ(I, J)
0 si ∗ 6= δ(I, J) ,(2.2.2)
ou` δ(I, J) = |I ∪ J | − |I ∩ J | est le cardinal de la diffe´rence syme´trique de I et J .
Graˆce a` ce calcul et a` la description de Schneider-Stuhler, on obtient alors pour i, j ∈ {0, · · · , d− 1}
Ext∗PGd
(
Hd−1+ic (Ω
d−1,ca
K ,Ql), H
d−1+j
c (Ω
d−1,ca
K ,Ql)
)
=
{
Ql si ∗ = |i − j|
0 si ∗ 6= |i − j|
ce qui implique en particulier que le crite`re de scindage ci-dessus est ve´rifie´. 
Preuve ge´ome´trique : Soit φ un rele`vement de Frobenius ge´ome´trique. La description de Schneider-Stuhler
montre que pour i = 0, · · · , d−1, l’endomorphisme Hd−1+i(γ(φ)) induit par γ(φ) sur Hd−1+ic (Ωd−1,caK ,Ql)
est la multiplication par qi. On peut alors encore utiliser un re´sultat tre`s ge´ne´ral sur les complexes donne´
par le lemme 10.1.4. Ce re´sultat assure que
i) γ(φ) est annule´ par le polynoˆme
∏d−1
i=0 (X−qi) et par conse´quent est un endomorphisme semi-simple
de RΓc(Ω
d−1,ca
K ,Ql).
ii) Il existe un unique isomorphisme comme dans la proposition
αφ : RΓc(Ω
d−1,ca
K ,Ql)
∼−→
d−1⊕
i=0
π{1,···,i}[−d+ 1− i](2.2.3)
tel que de plus, l’endomorphisme α−1φ γ(φ)αφ de l’objet
⊕d−1
i=0 π{1,···,i}[−d+ 1− i] soit donne´ par la
muliplication par qi sur chaque π{1,···,i}[−d+ 1− i].
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Un isomorphisme α comme dans la proposition ci-dessus sera appele´ un scindage4 de RΓc(Ω
d−1,ca
K ,Ql).
Tout scindage induit en particulier un isomorphisme
α∗ : EndDb(PGd)
(
RΓc(Ω
d−1,ca
K ,Ql)
) ∼−→ EndDb(PGd)
(
d−1⊕
i=0
π{1,···,i}[−i]
)
.
Il se trouve qu’on peut de´crire tre`s explicitement le membre de droite. On peut tout d’abord le re´e´crire
EndDb(PGd)
(
d−1⊕
i=0
π{1,···,i}[−i]
)
=
⊕
06i6j6d−1
Extj−iPGd
(
π{1,···,j}, π{1,···,i}
)
le produit sur le terme de droite e´tant le ∪-produit. Or, on peut de´crire explicitement le ∪-produit pour
trois repre´sentations du type πI de la manie`re suivante, voir la preuve dans la partie 3 :
Soient I, J,K trois sous-ensembles de S tels que δ(I, J) + δ(J,K) = δ(I,K), alors le cup-produit
∪ : Extδ(I,J)PGd (πI , πJ)⊗Ql Ext
δ(J,K)
PGd
(πJ , πK) → Extδ(I,K)PGd (πI , πK)
α⊗ β 7→ β ∪ α(2.2.4)
est un isomorphisme.
Choisissons alors pour i = 0, · · · , d− 1 des ge´ne´rateurs
βi,i+1 ∈ Ext1PGd
(
π{1,···,i+1}, π{1,···,i}
)
(2.2.5)
et posons pour tous 0 6 i < j 6 d− 1
βi,j := βi,i+1 ∪ · · · ∪ βj−1,j ∈ Extj−iPGd
(
π{1,···,j}, π{1,···,i}
)
.
C’est donc un ge´ne´rateur du Ql-espace vectoriel de droite. Enfin pour i = 0, · · · , d− 1, soit βii l’e´le´ment
unite´ de l’anneau Ext0PGd
(
π{1,···,i}, π{1,···,i}
)
. Notons maintenant Td la Ql-alge`bre des matrices d × d
triangulaires supe´rieures, dont nous notons (Eij)06i6j6d−1 la base “canonique”. Nous avons tout fait
pour que l’application Ql-line´aire
β : Td →
⊕
06i6j6d−1 Ext
j−i
PGd
(
π{1,···,j}, π{1,···,i}
)
Eij 7→ βij(2.2.6)
soit un isomorphisme d’alge`bres. Celui-ci de´pend du choix de ge´ne´rateurs 2.2.5 ; un autre choix reviendrait
a` conjuguer par une matrice diagonale.
Tout scindage α de RΓc(Ω
d−1,ca
K ,Ql) et tout choix de ge´ne´rateurs 2.2.5 induisent donc un isomorphisme
β−1α∗ : EndDb(PGd)
(
RΓc(Ω
d−1,ca
K ,Ql)
) ∼−→ Td.
On veut maintenant expliciter l’action de WK sur RΓc(Ω
d−1,ca
K ,Ql) au moyen d’un tel isomorphisme.
Remarquons que les repre´sentations τφ,µI :WK −→ EndQl
(
Q
d
l
)
que nous avons explicitement de´finies en
2.1.3 se factorisent par des morphismes τφ,µI :WK −→ Td.
La deuxie`me e´tape importante vers le the´ore`me 2.1.6 est
Proposition 2.2.7 Pour tout rele`vement de Frobenius ge´ome´trique φ, il existe un unique scindage αφ
de RΓc(Ω
d−1,ca
K ,Ql) et un unique choix de ge´ne´rateurs 2.2.5 de´finissant un isomorphisme βφ,µ comme en
2.2.6 tels que le diagramme suivant soit commutatif
EndDb(PGd)
(
RΓc(Ω
d−1,ca
K ,Ql)
)β−1
φ,µ
αφ∗
// Td
WK
γ
OO
τφ,µ
∅
66lllllllllllllllllll
De plus, le choix de ge´ne´rateurs (et donc βφ,µ) est en fait inde´pendant de φ.
4La terminologie adopte´e ici co¨ıncide bien avec celle de la section 10.1, malgre´ la formulation le´ge`rement diffe´rente.
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Rappelons ici que τφ,µ∅ correspond a` la repre´sentation “spe´ciale” (inde´composable) de dimension d de
WK . En particulier cette proposition montre que l’inertie n’agit pas trivialement sur RΓc(Ω
d−1,ca
K ,Ql)
bien qu’elle agisse trivialement sur les groupes de cohomologie.
La preuve de cette proposition occupe le reste de cette section.
2.2.8 De´finition du N : Notons N le noyau du morphisme d’alge`bres canonique
EndDb(PGd)
(
RΓc(Ω
d−1,ca
K ,Ql)
)
can−→
d−1∏
i=0
EndPGd
(
Hd−1+ic (Ω
d−1,ca
K ,Ql)
)
Le point i) du lemme 10.1.4 montre dans un contexte ge´ne´ral que N est forme´ d’e´le´ments nilpotents
d’ordre 6 d, mais dans le cas pre´sent c’est aussi une conse´quence claire de la description explicite de
EndDb(PGd)
(
RΓc(Ω
d−1,ca
K ,Ql)
)
donne´e ci-dessus.
Comme l’action de WK sur les groupes de cohomologie provient de celle sur le complexe RΓc, la
description de Schneider et Stuhler implique en particulier que γ(IK) ⊂ 1+N . Un scindage α et un choix
de ge´ne´rateurs β arbitraires induisent un isomorphisme β−1α∗ du groupe 1+N sur le groupe multiplicatif
des matrices unipotentes dans Td. On en de´duit une structure de Ql-groupe de Lie unipotent sur 1 +N ,
structure qui ne de´pend pas de ces choix. On voudrait montrer que le morphisme γ : IK −→ 1 +N est
continu. Pour cela remarquons qu’il se factorise par
IK −→ EndDb(PGd)
(
RΓc(Ω
d−1,ca
K ,Zl)
)
can−→ EndDb(PGd)
(
RΓc(Ω
d−1,ca
K ,Ql)
)
ou` le deuxie`me morphisme est obtenu par fonctorialite´ via le foncteur −⊗Zl Ql. D’apre`s 9.1.1 (et morale-
ment d’apre`s Schneider-Stuhler), on a :
Hd−1+ic (Ω
d−1,ca
K ,Zl) = C∞(Gd/P{1,···,i},Zl)/
∑
I⊃{1,···i}
C∞(Gd/PI ,Zl),
en notant C∞(−,Zl) les fonctions localement constantes a` valeurs dans Zl. Par [56, Thm 6.8], on sait que
ces repre´sentations de PGd admettent des re´solutions par des repre´sentations induites a` supports compacts
de Zl-repre´sentations finies de sous-groupes ouverts compacts. Comme par ailleurs ces repre´sentations sont
Zl-admissibles, on en de´duit (cf preuve du lemme 6.4.15 pour les de´tails) que le Zl-module
EndDb(PGd)
(
RΓc(Ω
d−1,ca
K ,Zl)
)
est de type fini.
Revenons au morphisme γ : IK −→ 1 + N . On vient de voir que son image est incluse dans un
sous-groupe profini du groupe de Lie 1+N . Un tel sous-groupe est ne´cessairement pro-l et γ est automa-
tiquement continu ; il s’ensuit qu’il se factorise par le quotient l-adique de IK :
γ : IK
tµ−→ Zl
γµ−→ 1 +N .
Posons alors Nµ := log(γµ(1)) ∈ N , la densite´ de Z dans Zl montre que
∀i ∈ IK , γ(i) = exp(Nµtµ(i)).
Si w ∈W , en e´crivant la formule ci-dessus pour wiw−1, on constate que Nµ satisfait l’e´quation
γ(w)Nµγ(w)
−1 = q−ν(w)Nµ = |w|Nµ.(2.2.9)
2.2.10 Diagonalisation du Frobenius et choix du scindage : La proposition que l’on veut de´montrer
comporte une assertion d’unicite´. En ce qui concerne le scindage, nous n’avons pas d’autre choix que de
prendre celui de 2.2.3 puisque c’est l’unique scindage qui ”diagonalise” φ, au sens ou` pour tout choix de
β, la matrice β−1αφ∗(φ) est diagonale d’e´le´ments diagonaux β−1αφ∗(φ)ii = qi pour i = 0, · · · , d− 1.
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Il re´sulte alors imme´diatement de l’e´quation 2.2.9 que l’image de Nµ est de la forme β
−1αφ∗(Nµ) =∑d−1
i=1 aiEi−1,i. En conjuguant par une matrice diagonale, ce qui revient a` changer β, on peut de plus
supposer que les ai sont nuls ou e´gaux a` 1.
En re´sume´, on a donc trouve´ le scindage αφ et un βφ,µ tels que pour un certain ensemble I ⊆ S, le
diagramme
EndDb(PGd)
(
RΓc(Ω
d−1,ca
K ,Ql)
)β−1φ,µαφ∗// Td
WK
γ
OO
τφ,µI
66lllllllllllllllllll
est commutatif. Nous allons maintenant prouver que I = ∅. Il suffit pour cela de montrer que l’ordre de
Nµ est d.
2.2.11 Uniformisation et purete´ : Soit Γ un sous-groupe discret sans-torsion et cocompact dans PGd.
On sait depuis Mustafin [48] que le quotient Ωd−1K /Γ que nous avons de´ja e´voque´ plus haut s’identifie dans
ce cas a` l’analytification d’une varie´te´ propre et lisse sur K. Par les the´ore`mes de type GAGA de Berkovich
[3, 7.1], les groupes de cohomologie Hi(Ωd−1,caK /Γ,Ql) sont donc des repre´sentations de dimension finie
l-adiques continues deWK et sont par conse´quent munis d’une filtration de monodromie et d’un ope´rateur
nilpotent correspondant (par le the´ore`me de Grothendieck). Ces ope´rateurs sont fonctoriellement induits
par l’ope´rateur Nµ que nous avons de´fini sur RΓc(Ω
d−1,ca
K ,Ql), via les isomorphismes WK-e´quivariants
Hp(Ωd−1,caK /Γ,Ql) ≃ Hp
(
Ql ⊗LQl[Γ] RΓc(Ω
d−1,ca
K ,Ql)
)
que l’on de´duit de 2.1.5. Si α est un scindage de RΓc, il induit des isomorphismes de Ql-espaces vectoriels
Hp(Ωd−1,caK /Γ,Ql)
∼−→
d−1⊕
i=0
TorΓp−d+1−i(Ql, π{1,···,i})
≃
d−1⊕
i=0
Extd−1+i−pΓ
(
π{1,···,i},Ql
)∗
≃
d−1⊕
i=0
Extd−1+i−pPGd
(
π{1,···,i}, C∞(Gd/Γ,Ql)
)∗
On a bien-suˆr utilise´ et de´rive´ l’isomorphisme
HomΓ
(
V,Ql
) ≃ (V ⊗
Ql[Γ]
Ql)
∗
puis on l’a dualise´ graˆce a` la finitude des dimensions de tous les espaces en jeu, et on a utilise´ le lemme
de Shapiro. Si on a pris soin d’utiliser le scindage αφ de 2.2.3, alors l’action de φ sur le facteur associe´
a` l’indice i est la multiplication par qi. En particulier, supposons que π∅ →֒ C∞(PGd/Γ,Ql), ce qui est
ve´rifie´ au moins pour Γ “assez petit” (peut-eˆtre pour tout Γ ?). Alors la formule 2.2.2 montre que lorsque
p = d− 1, chacun des termes
Extd−1+i−pPGd
(
π{1,···,i}, C∞(PGd/Γ,Ql)
)∗
est non-nul. En particulier, on a donc
Gr2d−2W
(
Hd−1(Ωd−1,caK ,Ql)
)
6= 0(2.2.12)
en notant GrW le gradue´ pour la filtration par les poids (dont la de´finition est rappele´e au paragraphe
7.4.1).
A` ce stade, nous pouvons conclure la preuve de Nd−1µ 6= 0 en invoquant le the´ore`me suivant
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The´ore`me 2.2.13 (Ito, [41]) la conjecture monodromie poids (cf 7.4.3) est vraie pour les repre´sentations
l-adiques Hi(Ωd−1,caK /Γ,Ql).
En effet, par la forme e´quivalente 7.4.4 de cette conjecture et 2.2.12 ci-dessus, on obtient que la puissance
d− 1-e`me de l’ope´rateur de monodromie de Hd−1(Ωd−1,caK /Γ,Ql) est non-nulle, donc a fortiori Nd−1µ 6= 0.
Mais on peut aussi se passer d’invoquer le the´ore`me d’Ito, car la proprie´te´ que l’on veut prouver peut
se de´duire ”simplement” de la suite spectrale de Rapoport-Zink et ne ne´cessite pas l’e´tude plus difficile
de cette suite spectrale dans [41]. L’argument qu’on va utiliser n’est pas nouveau ; il a e´te´ utilise´ par
Mokrane dans [45] et e´tait certainement connu de Rapoport-Zink. Il m’a e´te´ signale´ par Ngo Bao Chau
que je remercie vivement. Commenc¸ons par quelques ”rappels”.
2.2.14 Rappel sur la suite spectrale de Rapoport-Zink : Soit X un OK-sche´ma propre et re´gulier de
dimension relative n tel que X := X ×OK K soit lisse et Y := X ⊗OK k soit un diviseur a` croisements
normaux dans X, somme globale de diviseurs Yi lisses sur k, pour i ∈ I ensemble fini. Suivant Rapoport-
Zink [52], notons
Y (m) :=
⊔
J⊆I,|J|=m
(⋂
i∈J
Yi
)
.
Y (m) est une somme de k-varie´te´s lisses de dimension n+1−m. D’apre`s [52, Satz 2.10], il existe une suite
spectrale WK-e´quivariante
E−r,q+r1 =
⊕
k>sup(0,−r)
Hq−r−2k(Y (r+2k+1),ca,Ql)⊗ | − |−r−k ⇒ Hq(Xca,Ql)
telle que
i) les diffe´rentielles d−r,q+r1 sont des sommes alterne´es de morphismes de restriction et de morphismes
de Gysin, voir ci-dessous un e´nonce´ plus pre´cis dans les cas r = ±n qui nous inte´resseront.
ii) le terme E−r,q+r1 est pur de poids q + r et donc la suite spectrale de´ge´ne`re fortement en E2, i.e.
d2 = 0.
iii) ([53, Satz 1.11]) l’action de i ∈ IK sur l’aboutissement est donne´e par (1 + ν)tµ(i) ou` ν est l’endo-
morphisme de la suite spectrale de´fini par
ν−r,q+r1 =
∑
k>sup(0,−r+1)
IdHq−r−2k(Y (r+2k+1),ca,Ql)) .
En particulier, puisque νn+1 = 0, si N de´signe l’ope´rateur de monodromie de Hq(Xca,Ql), alors on
a Nn = νn sur le gradue´ de la filtration d’aboutissement.
Lemme 2.2.15 Avec les notations pre´ce´dents, les assertions suivantes sont e´quivalentes :
i) Nn 6= 0 sur Hn(Xca,Ql),
ii) E−n,2n2 = ker (d
−n,2n
1 ) 6= 0,
iii) Gr2nW (H
n(Xca,Ql)) 6= 0.
Preuve : Comme la suite spectrale de´ge´ne`re en E2, et que E
−n,2n
1 est le seul terme de poids 2n, les points
ii) et iii) sont e´quivalents. De plus tous les E−r,q+r1 sont de poids compris entre 0 et 2n et par conse´quent
Nn est non nul sur Hn(Xca,Ql) seulement si Gr
2n
W (H
q(Xca,Ql)) est non-nul, c’est-a`-dire i)⇒ iii).
Prouvons maintenant que ii) ⇒ i). Sous l’hypothe`se ii), on a en particulier E−n,2n1 6= 0 et donc le
0-squelette Y (n+1) est non vide. Par de´finition, la diffe´rentielle d−n,2n1 et l’ope´rateur ν s’inse`rent dans le
diagramme suivant :
E−n,2n1 = H
0(Y (n+1),Ql)
d−n,2n1

νn=Id // H0(Y (n+1),Ql) = E
n,0
1
E−n+1,2n1 = H
2(Y (n),Ql) H
0(Y (n),Ql) = E
n−1,0
1
dn−1,01
OO
.
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D’apre`s les rappels ii) et iii) au-dessus du lemme, pour montrer que Nn 6= 0 sur l’aboutissement, il suffit
de prouver que l’application induite par νn sur le terme E2
E−n,2n2 = ker (d
−n,2n
1 ) −→ En,02 = coker (dn−1,01 )
est non nulle, ou encore que ker (d−n,2n1 )  im (d
n−1,0
1 ). Or le morphisme d
−n,2n
1 est une certaine somme
alterne´e (de´pendant de la combinatoire d’intersection des Yi) de morphismes de Gysin, tandis que d
n−1,0
1
est une certaine somme alterne´e de morphismes de restriction. Par de´finition, ces deux morphismes sont
adjoints pour la dualite´ de Poincare´ entre H2(Y (n),Ql) et H
0(Y (n),Ql), resp. la forme biline´aire ”de
Poincare´” sur H0(Y (n+1),Ql). Pour montrer que N
n 6= 0 sur l’aboutissement, il suffira donc de prouver
que ker (d−n,2n1 )  ker (d
−n,2n
1 )
⊥.
Or, les trois espaces H0(Y (n),Ql), H
2(Y (n),Ql) et H
0(Y (n+1),Ql) admettent des bases ”canoniques”
indexe´es par les composantes connexes de Y (n), resp. Y (n+1), et ont donc chacun une Q-structure ”canon-
ique” que nous noterons ”Hi(Y (n+j),Q)”. De plus, le morphisme d−n,2n1 par de´finition respecte ces Q-
structures, de sorte que ker (d−n,2n1 ) provient d’un Q-sous-espace de ”H
0(Y (n+1),Q)”. Enfin, la dualite´
de Poincare´ sur H0(Y (n+1),Ql) provient par de´finition d’un accouplement sur ”H
0(Y (m−1),Q)” qui y est
visiblement de´fini positif.
On en de´duit que pour montrer que Nn 6= 0 sur l’aboutissement, il suffit de prouver que ker (d−n,2n1 ) 6=
0. C’est-a`-dire ii)⇒ i). 
Revenons maintenant a` la varie´te´ X := Ωd−1K /Γ pour Γ discret cocompact tel que la repre´sentation
de Steinberg apparaisse dans C∞(G/Γ). Soit Ω̂d−1K le mode`le formel semi-stable (de´fini par Deligne, cf
[12] par exemple) de Ωd−1K . On sait que le sche´ma formel quotient Ω̂
d−1
K /Γ s’alge´brise en un OK-sche´ma
X et que quitte a` rapetisser un peu Γ pour qu’il agisse ”tre`s” librement sur l’immeuble, X satisfait les
conditions de 2.2.14 avec n = d− 1. Mais d’apre`s 2.2.12, le lemme pre´ce´dent montre que Nd−1µ 6= 0 et cloˆt
la preuve de la proposition 2.2.7.
Il n’est pas difficile alors d’en tirer une nouvelle preuve du the´ore`me d’Ito
Corollaire 2.2.16 La conjecture monodromie poids (cf 7.4.3) est vraie pour les repre´sentations l-adiques
Hi(Ωd−1,caK /Γ,Ql).
Il suffit pour cela d’appliquer la proposition 7.4.11 qui donne les arguments ne´cessaires dans le cas ge´ne´ral.
2.2.17 Unicite´ du choix de ge´ne´rateurs de 2.2.5 : La discussion qui pre´ce`de nous a permis de trouver
un βφ,µ, associe´ a` un certain choix de ge´ne´rateurs, rendant commutatif le diagramme de la proposition
2.2.7. Changer ce choix revient a` conjuguer βφ,µ par une matrice diagonale non centrale. Or, β
−1
φ,µαφ∗(Nµ)
est un nilpotent re´gulier donc son centralisateur dans le groupe des matrices diagonales est justement le
sous-groupe des matrices centrales. On en de´duit l’unicite´ de βφ,µ.
Montrons maintenant que βφ,µ est inde´pendant de φ. Soit i ∈ IK , rappelons que par [23, 8.4.2] on a
∀w ∈WK , τ iφ∅ (w) = τφ,µ∅ (i)
1
1−q τφ,µ∅ (w)τ
φ,µ
∅ (i)
1
q−1 .
De meˆme, en utilisant la proprie´te´ γ(φ)γ(i)γ(φ)−1 = γ(i)q et le fait que γ(i) est unipotent pour de´finir
ses puissances rationnelles, on ve´rifie que
αiφ = αφ ◦ γ(i) 11−q .
A` partir de ces deux e´quations, un calcul montre que βiφ,µ fait aussi commuter le diagramme de 2.2.7 et
par unicite´ on en conclut que βφ,µ = βiφ,µ.
2.3 Preuve du the´ore`me
Fixons I ⊆ S, et choisissons un rele`vement de Frobenius φ. Le scindage αφ de la proposition 2.2.7
induit le premier isomorphisme suivant :
RHomDb(QlPGd)
(
RΓc(Ω
d−1,ca
K ,Ql), πI
) ∼−→ d−1⊕
i=0
RHomDb(QlPGd)
(
π{1,···,i}, πI
)
[d− 1 + i]
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≃
d−1⊕
i=0
Ext
δ(i,I)
PGd
(
π{1,···,i}, πI
)
[d− 1 + i− δ(i, I)]
et le second est une conse´quence de la formule 2.2.2 ; on y a pose´ δ(i, I) := δ({1, · · · , i}, I). Soit ei un
ge´ne´rateur du Ql-espace vectoriel de dimension 1 Ext
δ(i,I)
PGd
(
π{1,···,i}, πI
)
. Les (ei)i=0,···,d−1 forment une
base de l’espace qui nous inte´resse :
H∗I := H∗
(
RHomDb(QlPGd)
(
RΓc(Ω
d−1,ca
K ,Ql), πI
))
≃
d−1⊕
i=0
Qlei.
Celui-ci a donc au moins la bonne dimension. De plus, l’action de φ est donne´e par
∀i, φ.ei = q−iei.
L’action de Nµ (a` droite sur H∗I) est donne´e par ∪-produit par l’e´le´ment
α∗(Nµ) =
d−1∑
i=0
βi,i+1 ∈
d−1⊕
i=0
Ext1PGd
(
π{1,···,i+1}, π{1,···,i}
)
ou` les βi,i+1 sont le syste`me de ge´ne´rateurs 2.2.5 associe´ a` l’isomorphisme βφ,µ de la proposition 2.2.7.
On a donc pour tout i = 0, · · · , d− 1
Nµ.ei = ei ∪ α∗(Nµ) = ei ∪ βi,i+1 ∈ Qlei+1.
La formule 2.2.4 nous montre alors que Nµei est non nul si et seulement si on a l’additivite´ des δ suivante :
δ(i + 1, I) = δ(i, I) + δ({1, · · · , i}, {1, · · · , i+ 1}) = δ(i, I) + 1.
Mais cette additivite´ est clairement e´quivalente a` i+1 ∈ Ic (comple´mentaire de I). Soit (Eij)06i,j6d−1 la
base de EndQl (H∗I) associe´e a` la base (ei)06i6d−1. La matrice de´crivant l’action de Nµ a donc la forme∑
i∈Ic
aiEi,i−1
ou` les ai sont non nuls. Un changement de base homothe´tique permet de rendre les ai e´gaux a` 1, puis
en renversant l’ordre des vecteurs de la base, on met Nµ sous la forme
∑
i∈Ic Ei−1,i. Compte tenu du
de´calage par | − |d−1, on trouve donc
H∗
(
RHomDb(QlPGd)
(
RΓc(Ω
d−1,ca
K ,Ql), πI
))
≃ τI ⊗ |.|d−1 ≃ σd(πI)⊗ |.| d−12 .
3 Extensions dans la se´rie principale
3.1 Notations et premier e´nonce´
3.1.1 Soit G un groupe re´ductif de´ploye´ sur un corps local non-archime´dien F dont on fixe un tore
maximal de´ploye´ T et un sous-groupe de Borel B+ de radical unipotent U+. On notera les groupes
de points F -rationnels par les caracte`res non e´paissis correspondants G, T,B+. En de´signant par X∗(T)
le groupe des cocaracte`res de T, on pose X := X∗(T) ⊗ R. L’ensemble S des racines simples de T
dans Lie(U+) sera parfois conside´re´ comme un sous-ensemble du dual X
∗ de X . Le groupe de Weyl
correspondant est note´W . Comme d’habitude, un sous-groupe parabolique sera dit standard s’il contient
B+ et un sous-groupe de Levi sera dit standard si c’est la composante de Levi contenant T d’un sous-
groupe parabolique standard. Les sous-groupes de Levi standards sont en bijection avec les sous-ensembles
de S.
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3.1.2 Pour J ⊆ S, on noteraMJ le sous-groupe de Levi standard dont le syste`me de racines de T associe´
est engendre´ par J . On a donc MJ = ZG(∩α∈J ker α)0. On notera aussi AJ le centre connexe de MJ et
aJ := X∗(AJ ) ⊗ R. On remarquera que a∅ = X . En ge´ne´ral, l’injection canonique X∗(AJ ) −→ X∗(T)
identifie aJ a`
{x ∈ X, ∀α ∈ J, 〈x, α〉 = 0}.
3.1.3 Repre´sentations : Si R est un anneau commutatif tel que p ∈ R×, on dit qu’un R-module V
muni d’une action π de G est lisse si le stabilisateur de tout e´le´ment est ouvert ; on dit de plus qu’un tel
RG-module est admissible si pour tout sous-groupe ouvert compact H , le R-module V H des H-invariants
est de type fini. On ommetra souvent le V de nos notations en de´signant par π a` la fois la repre´sentation
de G et son R-module sous-jacent. La cate´gorie abe´lienne des RG-modules lisses sera note´e ModR(G).
Cette cate´gorie a suffisamment d’objets projectifs et injectifs. Nous noterons simplement Ext∗RG (−,−)
les groupes d’extensions dans cette cate´gorie.
Soit J ⊂ S. Notons PJ le groupe parabolique standard engendre´ par MJ et B+. Pour tout K ⊃ J , on
a une injection canonique C∞R (G/PK) →֒ C∞R (G/PJ). On pose alors
πRJ := C∞R (G/PJ)/
(∑
K⊃J
C∞R (G/PK)
)
.
C’est une R-repre´sentation admissible de G. Notre but ici est de de´montrer le the´ore`me suivant, dans
lequel on utilise la notation δ(I, J) pour le cardinal de la diffe´rence syme´trique ∆(I, J) := (I ∪J)\ (I ∩J)
entre deux sous-ensembles I, J de S.
The´ore`me 3.1.4 Supposons G semi-simple et soit R un anneau fortement banal pour G au sens de 3.1.6
ci-dessous.
i) Soient I, J deux sous ensembles de S, alors :
Ext∗RG
(
πRI , π
R
J
)
=
{
R si ∗ = δ(I, J)
0 si ∗ 6= δ(I, J) .
ii) Soient I, J,K trois sous-ensembles de S tels que δ(I, J) + δ(J,K) = δ(I,K), alors le cup-produit
∪ : Extδ(I,J)RG
(
πRI , π
R
J
)⊗R Extδ(J,K)RG (πRJ , πRK) −→ Extδ(I,K)RG (πRI , πRK)
est un isomorphisme.
Ce the´ore`me sera pre´cise´ par la proposition 3.2.11 dans laquelle nous construisons de manie`re explicite
des extensions de Yoneda engendrant les Ext non-triviaux qui sont de´crits ci-dessus. Il ge´ne´ralise des
re´sultats pre´ce´dents de Casselman et Schneider-Stuhler [56, Prop 5.9]. Par ailleurs le point i) a aussi e´te´
obtenu inde´pendamment par S. Orlik via une me´thode plus directe mais moins explicite, sous l’hypothe`se
supple´mentaire que R est auto-injectif et pour des groupes pas ne´cessairement de´ploye´s.
3.1.5 Bonnes caracte´ristiques : Suivant une terminologie introduite par Vigne´ras, on dira qu’un nombre
premier l est banal pour G s’il ne divise pas l’ordre d’un sous-groupe compact de G. On notera aussi
NG := (p
′-partie du pro-ordre de G) ∈ N×.
Lorsqu’on conside`re des repre´sentations de G a` valeurs dans un corps, l’hypothe`se ”de caracte´ristique
banale” nous permettra d’utiliser des re´sultats de finitude cohomologique et de fide´lite´ des foncteurs de
Jacquet sur les repre´sentations de la se´rie principale. Mais pour des raisons de calculs d’exposants (cf
surtout le lemme 3.3.11), cette hypothe`se ne suffira pas pour nos arguments.
Notons ρ ∈ X∗(T) le de´terminant de l’action de T sur LieU+. Vu comme e´le´ment de X∗, c’est aussi
la somme des racines S-positives et on peut e´crire ρ =
∑
α∈S nαα pour des entiers positifs nα. On dira
qu’un nombre premier l est bon pour G si le cardinal qF du corps re´siduel kF de F est d’ordre > supα(nα)
modulo l, ou ce qui est e´quivalent si l est premier a` l’entier
NW :=
∏
k6sup(nα)
(qkF − 1).
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Pour GL(n), on a (n− 1)(n+1)/4 6 sup(nα) 6 n2/4, et on voit donc que pour n > 4, ”bon” implique
”banal”. Cependant, en petit rang, il peut exister des l non banals et bons au sens ci-dessus, par exemple
pour GL(2).
De´finition 3.1.6 Nous dirons dore´navant qu’un anneau R est banal, resp. fortement banal pour G si
l’entier pNG, resp. l’entier pNGNW est inversible dans R.
Nous n’utilisons dans ce texte que le calcul pour un groupe semi-simple (et meˆme pour PGLn).
Mentionnons tout de meˆme le calcul pour un groupe re´ductif (de´ploye´).
Corollaire 3.1.7 Supposons G re´ductif de´ploye´, de centre de dimension d, et R fortement banal pour G.
Alors pour tous sous-ensembles I, J de S, on a
Ext∗G
(
πRI , π
R
J
)
=
{
R
(dr ) si ∗ = δ(J, I) + r, 0 6 r 6 d
0 si ∗ < δ(J, I) ou ∗ > δ(J, I) + d
Preuve : (A` partir du cas semi-simple) Le foncteur d’inflation ModR(G/Z) −→ ModR(G) est exact et
admet pour adjoint a` droite le foncteur des Z-invariants
ModR(G) → ModR(G/Z)
V 7→ V Z ≃ HomZ (R, V ) .
Ce dernier envoie donc injectifs sur injectifs, et est exact a` gauche. On a donc la compose´e de foncteurs
de´rive´s suivante
RHomG
(
πRI , ?
) ≃ RHomG/Z (πRI , RHomZ (R, ?))
qui fournit une suite spectrale (Epqr )r∈N de deuxie`me terme
Epq2 = Ext
p
G/Z
(
πRI ,Ext
q
Z
(
R, πRJ
))
convergeant vers le gradue´ de Extp+qG
(
πRI , π
R
J
)
pour une certaine filtration.
Or, on a un isomorphisme de R(G/Z)-modules lisses
ExtqZ
(
R, πRJ
) ≃ πRJ ⊗ ExtqZ (R,R) ,
le terme a` la droite du ⊗ e´tant muni de l’action triviale de G/Z. Par le the´ore`me pre´ce´dent, il s’ensuit
que seule la colonne p = δ(I, J) du terme Epq2 est non nulle, et par conse´quent la suite spectrale de´ge´ne`re
fortement en un isomorphisme
E
δ(I,J)q
2 = Ext
q
Z (R,R)
∼−→ Extδ(I,J)+qG
(
πRJ , π
R
I
)
.
Rappelons maintenant que Z ≃ Zd×Z0 ou` Z0 est le sous-groupe compact maximal de Z, dont le pro-ordre
est suppose´ inversible dans R. Ainsi on a un isomorphisme
ExtqZ (R,R)
∼−→ Extq
Zd
(R,R) .
Maintenant un calcul classique (par le complexe de Koszul par exemple, voir [15, V.6.4 (ii)]) montre que
Extq
Zd
(R,R) est un R-module libre de dimension (dq) pour q 6 d et est nul pour q > d.

3.2 Construction explicite d’extensions
Nous commenc¸ons cette section par un peu de combinatoire.
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3.2.1 Soient J,K deux sous-ensembles de S. Comme ci-dessus, on note
∆(J,K) := (J ∪K) \ (J ∩K)
la diffe´rence syme´trique de J et K dans S et δ(J,K) son cardinal. Par exemple, ∆(J, S) = Jc, le
comple´mentaire de J dans S. On voit facilement que
∆(J,∆(J,K)) = K et ∆(Jc,K) = ∆(J,K)c,
et non moins facilement que
Lemme 3.2.2 Soient I, J,K trois sous-ensembles de S. Les proprie´te´s suivantes sont e´quivalentes :
i) ∆(I, J) ⊇ ∆(J,K)
ii) ∆(I, J) = ∆(J,K) ⊔∆(K, I)
iii) δ(I, J) = δ(J,K) + δ(K, I)
Preuve : Notons χ? : S −→ Z la fonction caracte´ristique d’un sous-ensemble ? de S. On a χ∆(I,J) =
χI + χJ − 2χI∩J . Deux calculs imme´diats montrent que chacun des deux premiers points est e´quivalent
a` l’e´galite´
χK − χK∩I − χK∩J + χI∩J = 0.
Notons maintenant pour une fonction f : S −→ Z sa “somme” par ∫S f := ∑s∈S f(s). Alors δ(I, J) =∫
S
χ∆(I,J). Un nouveau calcul imme´diat montre alors que le point iii) est e´quivalent a` l’e´galite´∫
S
(χK − χK∩I − χK∩J + χI∩J) = 0.
Mais la fonction somme´e est a` valeurs > 0, donc la nullite´ de sa somme e´quivaut a` sa nullite´. 
3.2.3 Soit J ⊆ S. On lui associe une fonction signe
ǫJ : S → {±1}
α 7→ −1 si et seulement si α ∈ J
et un coˆne ouvert de X
XJ := {x ∈ X, ∀α ∈ S, ǫJ(x)〈x, α〉 > 0}.
Les XJ sont les composantes connexes de X prive´ des hyperplans orthogonaux aux racines simples.
En particulier, X∅ est la chambre de Weyl associe´e a` B+ et XS est celle associe´e au Borel oppose´ a` B+.
En ge´ne´ral, une chambre de Weyl est soit contenue dans soit disjointe d’un coˆne XJ .
Si maintenant J et K sont deux sous-ensembles de S, et si l’on convient de surligner les adhe´rences
pour la topologie re´elle de X , on constate que XK ∩XJ est un coˆne ferme´ vectoriellement ge´ne´rateur (ou
ce qui est e´quivalent, contenant un sous-ensemble ouvert) de
a∆(J,K) = {x ∈ X, ∀α ∈ ∆(J,K), 〈x, α〉 = 0}.
Plus pre´cise´ment, c’est une re´union d’adhe´rences de chambres paraboliques de a∆(J,K) (une chambre
parabolique de aJ est par de´finition une composante connexe du comple´mentaire de l’union des hyperplans
associe´s aux racines de AJ dans le parabolique standard associe´ a` MJ . C’est aussi le aJ -inte´rieur de
l’intersection de l’adhe´rence d’une chambre de Weyl de X avec aJ , lorsque cet inte´rieur est non vide.
Ainsi les chambres paraboliques sont en bijection avec les sous-groupes paraboliques de G de Levi MJ).
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3.2.4 Repre´sentations induites d’un Borel : Par commodite´, nous allons supposer que R contient une
racine carre´e de p, fixe´e une fois pour toutes. Ceci n’est pas ne´cessaire pour les constructions qui suivent
mais simplifie l’exposition. Cela nous permet en particulier de de´finir
δ := δ
− 12
B+
ou` δB+ : A∅ −→ R× est le caracte`re-module de B+, et de normaliser les induites paraboliques. Lorsque
B est un sous-groupe de Borel contenant A∅, nous notons iGB (δ) l’induite parabolique normalise´e de δ le
long de B. On a iGB (δ) = Ind
G
B
(
δδ
1
2
B
)
ce qui montre que l’on peut de´finir cette induite sans racine de p.
Rappelons qu’on de´finit une ”distance” d(B,B′) entre deux sous-groupes de Borel contenant A∅ par
d(B,B′) := |Σ(A∅,Lie(B)) \ Σ(A∅,Lie(B′))|.
Enfin nous noterons C(B) ⊂ X la chambre de Weyl de X associe´e au sous-groupe de Borel B. Le lemme
suivant est bien connu dans le cas R = C.
Lemme 3.2.5 On suppose que R est un anneau fortement banal pour G, cf 3.1.6 (pour G = GL(n),
banal suffit). Soient B,B′ deux sous-groupes de Borel.
i) HomG
(
iGB (δ), i
G
B′ (δ)
) ≃ R et contient un ge´ne´rateur canonique note´ JB′|B, et appele´ simplement
”ope´rateur d’entrelacement”.
ii) Si d(B,B′′) = d(B,B′) + d(B′, B′′), alors JB′′|B′ ◦ JB′|B = JB′′|B.
iii) Si B et B′ sont contenus dans un sous-groupe parabolique P dont on note M la composante de
Levi (semi-standard), alors on a JB′|B = iGP (JB′M |BM ) ou` JB′M |BM est l’ope´rateur d’entrelacement
iMB∩M (δ) −→ iMB′∩M (δ).
iv) On a e´quivalence entre les assertions suivantes :
(a) iGB (δ) et i
G
B′ (δ) sont isomorphes (ou, ce qui est e´quivalent par i), JB′|B est un isomorphisme).
(b) C(B) et C(B′) sont contenues dans un meˆme XJ , pour un certain J ⊆ S.
v) Si C(B) ⊂ XJ , alors il existe une factorisation
JB|B : i
G
B (δ)։ π
R
J →֒ iGB (δ).
Autrement dit, on a un isomorphisme im JB|B
∼−→ πRJ . (On note B le Borel oppose´).
Pour alle´ger cette section, nous reportons la preuve de ce lemme a` la section 3.5. Nous fixons dore´navant
l’anneau R fortement banal pour G et l’omettrons de la plupart des notations.
Choisissons maintenant pour chaque J ⊆ S un Borel BJ tel que C(BJ) ⊂ XJ et posons
IJ := i
G
BJ (δ).(3.2.6)
D’apre`s le lemme pre´ce´dent, la classe d’isomorphisme de IJ ne de´pend pas du choix de BJ et ses endomor-
phismes sont tous scalaires. Toujours le lemme pre´ce´dent nous fournit aussi un ope´rateur d’entrelacement
JJ|K : IK −→ IJ ,
dont la classe d’homothe´tie ne de´pend pas des choix. En particulier, la classe d’isomorphisme de son image
ne de´pend pas non plus de ces choix.
Lemme 3.2.7 Soient I, J,K ⊆ S tels que ∆(I, J) ⊇ ∆(K, J). Alors on a une factorisation a` homothe´tie
inversible pre`s
JJ|I ∈ R×.(JJ|K ◦ JK|I)
Preuve : Puisqu’on veut une factorisation a` homothe´tie pre`s, on peut jouer sur les choix des sous-groupes
de Borel BI , BJ et BK . Il nous suffit donc de montrer qu’on peut les choisir de sorte que
JBJ |BI = JBJ |BK ◦ JBK |BI .
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D’apre`s le point iii) du lemme 3.2.5, il nous suffit de trouver des chambres CI et CJ respectivement
dans XI et XJ relie´es par une galerie tendue dont l’une des chambres interme´diaires est dans XK . (Nous
renvoyons a` [16] pour la notion de galerie tendue et l’usage simple que l’on en fait ci-dessous).
Pour cela, on commence par choisir des chambres CI et C
1
K telles que CI ∩ C1K soit une chambre
parabolique de XI∩XK ⊂ a∆(I,K), que nous noterons FIK . De la meˆme manie`re, on choisit deux chambres
CJ et C
2
K dont l’intersection des adhe´rences est une chambre parabolique FJK de XJ ∩ XK ⊂ a∆(J,K).
Par de´finition de nos chambres paraboliques, si x est un point inte´rieur a` FIK ,
ǫK(α)〈x, α〉 est
{
> 0 si α ∈ ∆(I,K)c
= 0 si α ∈ ∆(I,K)
De meˆme, si y est un point inte´rieur a` FJK ,
ǫK(α)〈y, α〉 est
{
> 0 si α ∈ ∆(J,K)c
= 0 si α ∈ ∆(J,K)
Comme ∆(I,K) ∩ ∆(J,K) = ∅ (lemme 3.2.2), on en de´duit que pour tout point z du segment ouvert
]x, y[ dans X , on a
ǫK(α)〈z, α〉 > 0 pour tout α ∈ S,
de sorte que z ∈ XK . En conse´quence, l’enclos des chambres CI et CJ , qui contient bien suˆr l’enveloppe
convexe de FJK∪FIK a une intersection non vide avecXK , et donc avec au moins une chambre CK ⊂ XK .
Par de´finition de l’enclos, il existe une galerie tendue entre CI et CJ passant par CK .

3.2.8 Interme`de simplicial : Soit E un ensemble fini. On lui associe une petite cate´gorie P(E) dont les
objets sont tous les sous-ensembles de E et les fle`ches sont les inclusions. On appelle syste`me de coefficients
sur P(E) a` valeurs dans une cate´gorie abe´lienne C tout foncteur contravariant P(E) V−→ C.
On veut associer un complexe de chaˆınes a` un tel syste`me de coefficients. Il faut pour cela choisir une
orientation de P(E). On peut par exemple choisir un ordre total 6 sur E et de´finir pour I ⊂ I ′ ⊆ E tels
que I ′ = I ⊔ {e} un signe ǫ(I, I ′) := (−1)|{i∈I,i6e}|.
On de´finit alors le complexe de chaˆınes C∗(P(E),V) associe´ au syste`me de coefficients V :
0 −→ V(E) d|E|−→ · · · −→
⊕
|I|=n,I⊆E
V(I) dn−→
⊕
|I|=n−1
V(I) −→ · · · −→ V(∅) −→ 0
ou`
dn =
⊕
|I|=n
∑
I′⊂I
ǫ(I, I ′)V(I ′ ⊂ I).
Il est bien connu que le complexe de chaˆınes associe´ a` un syste`me de coefficients constant est acyclique,
sauf si E = ∅.
3.2.9 Fixons dore´navant deux sous-ensembles I, J de S. Nous allons de´finir un syste`me de coefficients
VI,J sur la cate´gorie P(∆(I, J)) a` valeurs dans ModR(G). Pour cela, posons brutalement pour tout
K ⊆ ∆(I, J)
VI,J(K) := im
(
JJc|∆(I,K) : I∆(I,K) −→ IJc
)
.
En e´crivant K = ∆(I,∆(I,K)) et en utilisant le lemme 3.2.2, on obtient ∆(J,∆(I,K)) = ∆(I, J) \K,
puis en passant au comple´mentaire, ∆(Jc,∆(I,K)) = K ⊔∆(I, J)c. On a donc
K ⊂ K ′ ⊆ ∆(I, J) ⇒ ∆(Jc,∆(I,K)) ⊂ ∆(Jc,∆(I,K ′))
donc d’apre`s le lemme 3.2.7, on a une inclusion canonique
VI,J(K ⊂ K ′) : VI,J(K ′) →֒ VI,J(K).
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On a donc ainsi de´fini un syste`me de coefficients VI,J , qui de´pend des choix des sous-groupes de Borel
BJ mais dont la classe d’isomorphisme n’en de´pend pas. En supposant fixe´ un ordre total sur S, on
obtient un complexe de chaˆınes C∗(P(∆(I, J)),VI,J ) de longueur δ(I, J). On peut augmenter ce complexe
par le morphisme surjectif suivant : puisque ker (JJc|I) ⊆ ker (JIc|I) (par le lemme 3.2.7), le morphisme
II −→ im (JIc|I) = πI du point v) du lemme 3.2.5 se factorise en
VI,J(∅) = im (II
JJc|I−→ IJc) −→ πI
Nous noterons C∗(VI,J )+ le complexe ainsi augmente´. En faisant le changement de variable K 7→ ∆(I,K)
dans la de´finition du complexe de chaˆınes, le complexe augmente´ C∗(VI,J )+ s’e´crit aussi :
0 −→ πJ ≃ im (JJc|J) −→ · · · dn+1−→
⊕
δ(I, K) = n
δ(J,K) = δ(I, J)− n
im (JJc|K)
dn−→ · · · −→ im (JJc|I) −→ πI −→ 0,
(3.2.10)
le terme πI e´tant en degre´ 1 et le terme πJ ≃ im (JJc|J) (cet isomorphisme vient de 3.2.5 v)) en degre´
−δ(I, J).
On peut maintenant e´noncer une version explicite du the´ore`me 3.1.4 :
The´ore`me 3.2.11 Supposons R fortement banal pour G. Soient I, J ⊆ S.
i) Le complexe augmente´ C∗(VI,J )+ de 3.2.10 est acyclique.
ii) Soit αI,J ∈ Extδ(I,J)RG (πI , πJ ) la classe de C∗(VI,J)+. Alors pour tout H ⊆ S tel que δ(H, J) =
δ(H, I) + δ(I, J), le ∪-produit
αI,J ∪− : Ext∗RG (πH , πI) −→ Ext∗+δ(I,J)RG (πH , πJ )
est un isomorphisme pour ∗ ∈ Z.
La preuve occupera les sections suivantes. Pre´cisons tout de meˆme comment cet e´nonce´ implique le
the´ore`me 3.1.4. Cela utilise le lemme suivant :
Lemme 3.2.12 Supposons R banal pour G et soit I ⊆ S.
i) On a R
∼−→ EndRG (πI).
ii) Si G est semi-simple, il existe une re´solution projective de πI dans ModR(G) de longueur |S|+ 1.
Preuve : Pour le point i), choisissons un sous-groupe de Borel B tel C(B) ⊂ XI . D’apre`s 3.2.5 v) on a
un monomorphisme de R-modules
EndRG (πI) →֒ HomRG
(
iGB (δ), i
G
B
(δ)
)
.
Mais d’apre`s 3.2.5 i), c’est un isomorphisme et le terme de droite est libre de rang 1 sur R.
Pour le point ii), on peut invoquer deux re´fe´rences. D’une part, le casG = PGL(n) est traite´ dans [56].
D’autre part, le cas R corps alge´briquement clos de caracte´ristique banale est traite´ dans [63] (ge´ne´ralisant
le cas R = C traite´ dans [58, II.3.3]). Il se trouve que les deux re´fe´rences se ge´ne´ralisent a` notre situa-
tion. Pour ce qui est de [56], on remarque que les arguments reposent purement sur la combinatoire des
immeubles de Tits et Bruhat-Tits : les re´solutions y sont construites pour un anneau quelconque R et
deviennent bien projectives de`s que R est banal. Il suffit donc de ve´rifier que les proprie´te´s combinatoires
de ces immeubles qui sont utilise´es sont vraies pour tout groupe de´ploye´. Ceci ne fait aucun doute (et
doit meˆme eˆtre implicite dans [58]), mais nous ne le ferons pas ici.
En revanche nous ge´ne´ralisons les arguments de [63] dans l’appendice 10.2, cf le corollaire 10.2.6. 
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3.2.13 Le the´ore`me 3.2.11 implique le the´ore`me 3.1.4 : Commenc¸ons par remarquer le cas particulier
H = I de 3.2.11 ii) : on obtient un isomorphisme
αI,J ∪− : HomRG (πI , πI) ∼−→ Extδ(I,J)RG (πI , πJ ) ,
ce qui, compte tenu de l’isomorphisme de 3.2.12 i), montre que Ext
δ(I,J)
RG (πI , πJ) est libre de rang 1 sur
R et engendre´ par αI,J .
Il faut maintenant montrer l’annulation des autres Ext. Toujours par le cas particulier ci-dessus du
point ii) de 3.2.11, il suffit de prouver que pour tout I,
Ext∗RG (πI , πI) = 0 de`s que ∗ > 0.
Appliquons pour cela ce point ii) au cas H = I = Jc. On obtient les isomorphismes
Ext∗RG (πI , πI)
∼−→ Ext|S|+∗RG (πI , πIc) .
Or par 3.2.12 ii), le terme de droite est nul de`s que ∗ > 0. On a donc prouve´ le point i) de 3.1.4. Le point
ii) de ce meˆme the´ore`me est alors une conse´quence imme´diate du point ii) de 3.2.11.
3.2.14 L’image de JJ|K : Autant pour expliciter un peu les termes du complexe 3.2.10 que pour la
preuve du the´ore`me 3.2.11 dans les sections suivantes, nous voulons de´crire assez pre´cise´ment l’image de
l’ope´rateur d’entrelacement JJ|K : IK −→ IJ associe´ a` deux sous-ensembles J,K de S.
Pour cela, nous devons malheureusement compliquer encore un peu les notations. Si T ⊆ S, le groupe
de Levi MT est un groupe re´ductif, muni d’un tore maximal, A∅, et d’une base de son syste`me de
racines, T , associe´e au sous-groupe de Borel B+ ∩MT . La construction 3.1.3 permet donc d’associer a`
tout sous-ensemble I de T une repre´sentation de MT que nous noterons πI,T . Par exemple, πT,T est la
repre´sentation triviale de MT , π∅,T est sa repre´sentation de Steinberg, et pour T = S on a MS = G et on
retrouve πI,S = πI .
Lemme 3.2.15 Fixons deux sous-ensembles J,K de S et notons simplement ∆ := ∆(J,K). Pour tout
sous-groupe parabolique PK,J de G associe´ a` une chambre parabolique (cf 3.2.3) de a∆ contenue dans
XJ ∩XK, on a
im (JJ|K) ≃ iGPK,J (δ
− 12
P∆
πK∩∆,∆).
(Rappelons que P∆ est le sous-groupe parabolique standard de Levi M∆).
Preuve : Comme la classe d’isomorphisme de l’image de JJ|K ne de´pend que de la classe d’homothe´tie
de cet ope´rateur, nous pouvons jouer sur les choix de BJ et BK qui interviennent dans la de´finition 3.2.6.
Choisissons donc ces sous-groupes de Borel de sorte que chacun soit contenu dans PK,J . Il suffit pour cela
que les chambres de Weyl associe´es ve´rifient C(BJ) ⊂ XJ , C(BK) ⊂ XK et C(BK) ∩ C(BJ ) = C(PK,J )
en notant C(PK,J ) la chambre parabolique de a∆ associe´e a` PK,J .
On de´duit alors du point iii) du lemme 3.2.5 l’existence d’un diagramme commutatif
IK = i
G
BK (δ)
JJ|K // IJ = i
G
BJ (δ)
iGPK,J (i
M∆
M∆∩BK (δ))iGPK,J (J)
// iGPK,J (i
M∆
M∆∩BJ (δ))
ou`
J = JM∆∩BK |M∆∩BJ : i
M∆
M∆∩BK (δ) −→ iM∆M∆∩BJ (δ)
est l’ope´rateur d’entrelacement canonique. On a une factorisation δ = δ
− 12
P∆
δ
− 12
M∆∩B+ , et on est donc ramene´
a` prouver que l’image de l’ope´rateur d’entrelacement
J = JM∆∩BK |M∆∩BJ : i
M∆
M∆∩BK (δ
− 12
M∆∩B+) −→ iM∆M∆∩BJ (δ
− 12
M∆∩B+)
est isomorphe a` πK∩∆,∆. Mais puisque J ∩∆ = ∆ \ (K ∩∆), ceci est le point v) du lemme 3.2.5. 
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Corollaire 3.2.16 Le syste`me de coefficients VI,J et le complexe augmente´ C∗(VI,J)+ sont compatibles
au changement de scalaires en le sens suivant : si R
ψ−→ R′ est un morphisme d’anneaux fortement banals,
alors les morphismes canoniques
VRI,J ⊗R,ψ R′ −→ VR
′
I,J , resp. C∗(VRI,J)+ ⊗R,ψ R′ −→ C∗(VR
′
I,J )
+
sont des isomorphismes de syste`mes de coefficients sur ∆(I, J) a` coefficients dans ModR′(G), resp. de
complexes de R′G-repre´sentations lisses.
Preuve : Il suffit bien-suˆr de ve´rifier l’assertion pour le syste`me de coefficients, puisque le complexe de
chaˆınes lui est associe´ fonctoriellement (seule l’augmentation demande un argument supple´mentaire mais
qui ne pose pas de proble`me). Par le lemme pre´ce´dent, on est ramene´ a` prouver que pour tout I ⊆ T ⊆ S,
l’application πRI,T ⊗R,ψ R′ −→ πR
′
I,T est un isomorphisme de R
′G-repre´sentations. Mais cela re´sulte de
l’exactitude a` droite du produit tensoriel et de la de´finition de πI,T comme conoyau de la fle`che⊕
T⊇J⊃I
IndMTPJ∩MT (1) −→ IndMTPI∩MT (1)
puisque cette fle`che est clairement compatible a` l’extension des scalaires. 
3.3 Le cas R corps alge´briquement clos
Dans cette section on suppose que R est un corps alge´briquement clos de caracte´ristique 6= p, dans
lequel on choisit une racine de p pour normaliser les foncteurs paraboliques. Pour un sous-groupe parabolique
P de Levi M , on notera iGP et r
P
G les foncteurs d’induction et restriction paraboliques normalise´s.
La caracte´ristique de R sera toujours suppose´e banale, cf 3.1.6. La raison essentielle vient du re´sultat
suivant :
Fait 3.3.1 Appelons “bloc principal” de ModR(G) la sous-cate´gorie pleine des objets dont tous les sous-
quotients irre´ductibles sont de la se´rie principale, c’est-a`-dire apparaissent comme sous-quotients d’in-
duites iGB (χ) pour χ caracte`re non ramifie´ de T . Lorsque R est de caracte´ristique banale pour G, alors
cette sous-cate´gorie est ”facteur direct” de ModR(G), et les restrictions des foncteurs r
B
G, pour B un
sous-groupe de Borel , y sont fide`les.
Preuve : Lorsque R = C, ceci est une partie du the´ore`me principal de Bernstein dans [10]. La preuve
est une e´laboration du fait que si une repre´sentation irre´ductible complexe est cuspidale, c’est-a`-dire
annule´e par tous les foncteurs de restriction parabolique, alors elle est projective dans la cate´gorie des
repre´sentations complexes a` caracte`re central fixe´. Cette proprie´te´ des cuspidales n’est pas vraie en toutes
caracte´ristiques, mais d’apre`s [63], elle l’est en caracte´ristiques banales. A` partir de la`, il est commune´ment
admis (voir par exemple [64]) que les arguments de Bernstein s’appliquent de la meˆme manie`re que dans
le cas complexe. 
3.3.2 Se´ries principales elliptiques : Nous allons tout d’abord pre´ciser et renforcer le lemme 3.2.5 dans
le cas d’un corps. Appelons ”se´ries principales elliptiques” les sous-quotients irre´ductibles de l’induite
IndGB+ (1) = i
G
B+(δ) (bien que cette terminologie soit peut-eˆtre un peu usurpe´e lorsque G 6= GL(n)). Dans
le cas R = C, elles sont classifie´es par les sous-ensembles de S, comme on peut le de´duire de plusieurs
travaux plus ou moins inde´pendents dont ceux de Rodier dans [54], Langlands (“quotient de Langlands”)
ou Bernstein-Zelevinski. Pour GL(n), Vigne´ras les a classifie´es en toutes caracte´ristiques (6= p) et dans
le cas (fortement) banal, on obtient encore une parame´trisation par les sous-ensembles de S. Toutes ces
approches montrent en particulier que ces repre´sentations sont toutes de la forme πRI de´finie en 3.1.3. Le
lemme suivant montre entre autres qu’il en est bien de meˆme sur R de caracte´ristique fortement banale
pour G.
Lemme 3.3.3 R est un corps alge´briquement clos de caracte´ristique fortement banale (pour G = GL(n),
”banale” suffit).
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i) Pour tout sous-groupe de Borel B, l’induite iGB (δ) a un unique quotient irre´ductible et toute se´rie
principale elliptique est isomorphe a` un tel quotient.
ii) On a e´quivalence entre les assertions suivantes :
(a) iGB (δ) et i
G
B′ (δ) sont isomorphes.
(b) leurs quotients irre´ductibles sont isomorphes
(c) C(B) et C(B′) sont contenues dans un meˆme XJ , pour J ⊂ S.
iii) Pour tout J ⊆ S, πRJ est irre´ductible. Si C(B) ⊂ XJ alors le quotient irre´ductible de iGB (δ) est
isomorphe a` πRJ .
iv) Soit w0 l’e´le´ment de plus grande longueur de WG. Alors la contragre´diente de π
R
J est π
R
−w0(J).
La preuve de ce lemme est donne´e avec celle de 3.2.5 dans la section 3.5. Remarquons que tous les points
peuvent eˆtre mis en de´faut en caracte´ristique non banale, meˆme l’irre´ductibilite´ des πRI .
Remarque 3.3.4 (Parame`tres de Langlands de πCJ ). On suppose ici que R = C et G = GL(n). D’apre`s
le lemme pre´ce´dent, πJ est l’unique quotient irre´ductible de im (JK|J) pour tout K et donc en particulier
pour K = S. Or d’apre`s le lemme 3.2.15 on a im (JS|J ) ≃ iGPJc (δ
− 12
PJc
πJ∩Jc,Jc) et on peut expliciter
πJ∩Jc,Jc = StMJc (repre´sentation de Steinberg deMJc). Comme PJc est conjugue´ a` P−w0(Jc) par l’e´le´ment
de plus grande longueur w0 de WG, on obtient que πJ est l’unique quotient irre´ductible de l’induite
iGP−w0(Jc)
(δ
1
2
P−w0(Jc)
StM−w0(Jc)). Ceci donne les parame`tres de Langlands de πJ .
3.3.5 Exposants : Puisque R est un corps alge´briquement clos de caracte´ristique 6= p, on sait que
toute R-repre´sentation lisse irre´ductible a un caracte`re central. En particulier, lorsque π est une R-
repre´sentation de longueur finie de MJ , on note Exp (AJ , π) l’ensemble des caracte`res centraux des sous-
quotients ire´ductibles de π. Rappelons que dans ces circonstances on a une de´composition canonique, dite
“de´composition isotypique”,
π ≃
⊕
χ∈Exp (AJ ,π)
πχ, ou` πχ = {v ∈ π, ∃n ∈ N, ∀z ∈ AJ , (π(z)− χ(z))nv = 0}.
On a aussi
Exp (AJ , π) = {χ : AJ −→ R×, HomAJ (χ, π) 6= 0}.
Lemme 3.3.6 Soient K, J ⊆ S. Les proprie´te´s suivantes pour I ⊆ S sont e´quivalentes :
i) HomG
(
II , im (JJ|K)
) 6= 0,
ii) πI est un sous-quotient irre´ductible de im (JJ|K),
iii) ∆(I, J) ⊇ ∆(J,K).
Preuve : L’implication iii) ⇒ i) est une conse´quence de la proprie´te´ de factorisation a` homothe´tie pre`s
du lemme 3.2.7. L’implication i)⇒ ii) est imme´diate puisque πI est l’unique quotient irre´ductible de II ,
d’apre`s le lemme 3.3.3.
Il nous reste a` prouver ii) ⇒ iii). Pour cela, nous allons d’abord calculer Exp (T, rBJG (πI)). Par
de´finition de πI , cet ensemble de caracte`res lisses de T est contenu dans l’orbite W.δ de δ. En utilisant la
re´ciprocite´ de Frobenius-Casselman [65, II.3.8-2] pour la premie`re ligne ci-dessous, on a
HomRT
(
w(δ), rBJG (πI)
)
6= 0 ⇔ HomRG
(
iG
BJ
(δ), πI
)
6= 0
⇔ HomRG
(
iG
w−1(BJ )
(δ), πI
)
6= 0
⇔ w−1(−CJ) ⊂ XI
graˆce a` 3.3.3 iv). On a donc
Exp (T, rBJG (πI)) = {w(δ), w−1(−CJ ) ⊂ XI}
= {w(δ), ∀x ∈ −CJ , ∀α ∈ S, ǫI(α)〈x,w(α)〉 > 0}
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On peut paraphraser la dernie`re e´galite´ en introduisant le coˆne polaire DJ de CJ de´fini par DJ = {y ∈
X∗, ∀x ∈ CJ , 〈x, y〉 > 0}. C’est aussi le coˆne engendre´ par les racines simples correspondant a` la chambre
de Weyl CJ (on appelle parfois DJ la chambre obtuse). On peut donc re´e´crire
Exp (T, rBJG (πI)) = {w(δ), ∀α ∈ S, ǫI(α)w(α) ∈ −DJ}.(3.3.7)
Dans la suite, on utilise les notations du lemme 3.2.15. Pour alle´ger un peu ces notations, on pose
σKJ := δ
− 12
P∆
π
K∩∆,∆ . Soit PK,J un sous-groupe parabolique comme dans 3.2.15 et BJ , BK ⊂ PK,J deux sous-
groupes de Borel tels que C(BJ ) ⊂ XJ et C(BK) ⊂ XK . On va maintenant calculer Exp (rBJG ◦ iGPK,J(σKJ )).
Pour utiliser le lemme ge´ome´trique, introduisons le sous-ensemble
W J = {w ∈ W, w(D∆J ) ⊂ DJ}
ou` D∆J est le coˆne de (a∆(J,K))
⊥ engendre´ par l’ensemble J ∩ ∆ des racines simples correspondant au
sous-groupe de Borel BJ ∩M∆ de M∆ (rappelons que ∆ = ∆(J,K)). On sait [9, 2.11] que W J est un
ensemble de repre´sentants privile´gie´s des classes a` droite de W modulo W (∆), et le lemme ge´ome´trique
[9, 2.12] nous assure que
Exp (T, rBJG ◦ iGPK,J (σKJ )) =
⊔
v∈WJ
v.Exp (T, rM∆∩BJM∆ σ
K
J )(3.3.8)
Par ailleurs, la de´finition de σKJ nous permet de calculer comme 3.3.7
Exp (T, rM∆∩BJM∆ σ
K
J ) = {w∆(δ), w∆ ∈W (∆) et ∀α ∈ ∆, ǫK(α)w∆(α) ∈ −D∆J }(3.3.9)
Supposons maintenant que πI soit un sous-quotient irre´ductible de im (JJ|K). En particulier, on doit
avoir
Exp (T, rBJG (πI)) ⊂ Exp (T, rBJG ◦ iGPK,J (σKJ )).
Fixons alors χ dans le terme de gauche. Par 3.3.8 et 3.3.9, on peut e´crire χ = vw∆(δ) avec v ∈ W J et
w∆ ∈ W (∆).
Soit α ∈ ∆, par 3.3.9, on a ǫK(α)w∆(α) ∈ −D∆J . Par la de´finition deW J , on a donc aussi ǫK(α)vw∆(α) ∈
−DJ . Mais par 3.3.7, ceci entraine que ǫK(α) = ǫI(α). En d’autres termes : la restriction de ǫI a` ∆(J,K)
est l’oppose´e de celle de ǫJ . Ou autrement dit, ∆(I, J) ⊇ ∆(J,K).

3.3.10 Acyclicite´ des complexes C∗(VI,J)+ de 3.2.10 : Fixons deux sous-ensembles I, J de S. Nous
voulons ici montrer, sous l’hypothe`se que R est un corps alge´briquement clos de caracte´ristique fortement
banale, l’acyclicite´ du complexe de chaˆınes augmente´ C∗(VI,J)+. Comme la caracte´ristique de R est banale,
le foncteur r
B+
G est exact et fide`le sur le bloc principal, cf 3.3.1. Il suffit donc de ve´rifier que r
B+
G (C∗(V+I,J))
est exact. Ce dernier complexe est un complexe de repre´sentations non-ramifie´es de longueur finie du
tore maximal T , et se de´compose donc en une somme directe de ses composantes χ-isotypiques, pour χ
caracte`re non ramifie´ de T .
r
B+
G (C∗(VI,J)+) =
⊕
χ∈W.δ
(
r
B+
G C∗(VI,J )+
)
χ
Pour calculer ces composantes isotypiques, on remarque d’abord que les repre´sentations r
B+
G
(
im (JJ|K)
)
sont toutes de multiplicite´ 1, et donc semisimples. Il s’ensuit simplement que(
r
B+
G C∗(VI,J)+
)
χ
≃ HomT
(
χ, r
B+
G C∗(VI,J)+
)
.
Posons maintenant pour tout K ⊆ ∆(I, J)
VI,J,χ(K) := HomT
(
χ, r
B+
G VI,J(K)
)
.
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Les fle`ches de transition VI,J(K ⊂ K ′) induisent par fonctorialite´ des fle`ches
VI,J,χ(K ⊂ K ′) : VI,J,χ(K ′) −→ VI,J,χ(K)
et on obtient ainsi un syste`me de coefficients VI,J,χ sur la cate´gorie P(∆(I, J)) a` valeurs dans la cate´gorie
des R-espaces vectoriels. On peut augmenter le complexe de chaˆınes C∗(VI,J,χ) associe´ par l’application
VI,J,χ(∅) = HomT
(
χ, r
B+
G (II)
)
−→ HomT
(
χ, r
B+
G (πI)
)
et en notant C∗(VI,J,χ)+ le complexe ainsi augmente´, on a bien-suˆr
C∗(VI,J,χ)+ =
(
r
B+
G C∗(VI,J)+
)
χ
.
Il nous suffit donc de montrer que pour tout χ le complexe de gauche est acyclique.
Commenc¸ons par remarquer que les fle`ches de transition VI,J,χ(K ⊂ K ′) sont injectives (par exactitude
de r
B+
G et exactitude a` gauche de HomT (χ, .), et parce que les fle`ches VI,J(K ⊂ K ′) le sont). Comme les
espaces VI,J,χ(K) sont de dimension 0 ou 1, il nous suffira donc de pre´ciser cette dimension pour de´terminer
le syste`me de coefficients VI,J,χ. Pour cela, notons L l’unique sous-ensemble de S tel que IL ≃ iGB+(χ) (ou
ce qui est e´quivalent, tel que πL soit un quotient de i
G
B+
(χ)). Par re´ciprocite´ de Frobenius-Casselman [65,
II.3.8-2], on a VI,J,χ(K) 6= 0 si et seulement si HomG
(
IL, im (JJc|∆(I,K))
) 6= 0. D’apre`s le lemme 3.3.6,
ceci est encore e´quivalent a` ∆(L, Jc) ⊇ ∆(Jc,∆(I,K)) = K ⊔∆(I, Jc) (la dernie`re e´galite´ a e´te´ explique´e
lors de la de´finition des VI,J).
En particulier, le syste`me de coefficients VI,J,χ et son complexe augmente´ ne sont non nuls que si
∆(L, Jc) ⊇ ∆(I, Jc). Supposons tout d’abord que ∆(L, Jc) ) ∆(I, Jc). Dans ce cas-la`, L 6= I donc le
complexe augmente´ C∗(VI,J,χ)+ co¨ıncide avec le complexe non-augmente´ car HomT
(
χ, r
B+
G (πI)
)
= 0. Or,
la discussion pre´ce´dente montre que le syste`me de coefficients VI,J,χ est supporte´ par le sous-simplexe des
sous-ensembles de ∆(L, Jc) \∆(I, Jc) = ∆(I, L) (lemme 3.2.2) et y est constant. En d’autres termes
C∗(P(∆(I, J)),VI,J,χ) ≃ C∗(P(∆(I, L)), R)
et comme on l’a de´ja rappele´, le complexe de droite est acyclique, puisque I 6= L.
Supposons maintenant ∆(L, Jc) = ∆(I, Jc), c’est-a`-dire L = I. Alors le syste`me de coefficients VI,J,χ
est supporte´ par {∅} mais l’augmentation est ici un isomorphisme, de sorte que
C∗(VI,J,χ)+ ≃
(
R
id−→ R
)
dont l’homologie est bien suˆr nulle.
C’est essentiellement dans le lemme suivant qu’intervient vraiment l’hypothe`se de bonne caracte´ristique
de 3.1.5.
Lemme 3.3.11 Supposons que la caracte´ristique de R soit bonne pour G, c’est-a`-dire ne divise pas l’entier
NW de 3.1.5. Soit J ⊆ S et w ∈ W tel que w(δ)|AJ = δ|AJ . Alors w ∈ W (J) ou` W (J) est le groupe de
Weyl de MJ .
Preuve : Remarquons tout-d’abord que puisque δ est trivial sur le centre de G, il suffit de montrer
l’assertion pour Gad :=G/Z(G)(K). Nous supposerons donc G adjoint.
Pour un e´le´ment x quelconque de X∗ nous noterons xJ ∈ a∗J son image par la projection canonique
X∗ −→ a∗J .
Premie`re e´tape : sous l’hypothe`se de caracte´ristique, on a pour tout J et tout w :
w(δ)|AJ = δ|AJ ⇔ w(ρ)J = ρJ .
Rappelons pour cela que δ est de´fini par ∀t ∈ T, δ(t) := q− 12 valF (ρ(t))F , ou ce qui est e´quivalent : pour
tout cocaracte`re τ : Gm −→ T,
δ(τ(̟F )) := q
− 12 〈ρ,τ〉
F
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ou` valF , ̟F et qF sont respectivement la valuation, une uniformisante et le cardinal du corps re´siduel de
F , et 〈., .〉 : X∗(T)×X∗(T) est l’accouplement canonique.
Comme on s’est ramene´ au cas adjoint, on peut conside´rer la famille {ωα}α∈S des co-poids fondamen-
taux. On a (
w(δ)|AJ = δ|AJ
)
si et seulement si (∀α ∈ Jc, w(δ)(ωα(̟F )) = δ(ωα(̟F )))
si et seulement si (∀α ∈ Jc, q 12 〈ρ−w(ρ),ωα〉F = 1)
D’autre part, identifiant X∗(T) avec un re´seau de X , on a
w(ρ)J = ρJ si et seulement si ∀α ∈ Jc, 〈ρ− w(ρ), ωα〉 = 0
Il nous suffira donc de montrer que pour tout α ∈ S, on a
q
1
2 〈ρ−w(ρ),ωα〉
F = 1⇒ 〈ρ− w(ρ), ωα〉 = 0.
Pour cela, on remarque que si w0 est l’e´le´ment de plus grande longueur de W , alors
1
2 (ρ− w(ρ)) est le
de´terminant de l’action de T sur Lie(U+ ∩Uww0+ ), de sorte que
0 6
1
2
〈ρ− w(ρ), ωα〉 6 〈ρ, ωα〉 = nα.
Deuxie`me e´tape : w(ρ)J = ρJ ⇒ w ∈ W (J).
Notons momentane´ment aJ∗ le noyau deX∗ −→ a∗J ; c’est aussi le sous-espace vectoriel deX∗ engendre´
par les racines α ∈ J . La projection X∗ −→ a∗J admet une section canonique graˆce au diagramme suivant
a∗J
∼←− X∗(MJ )⊗ R res−→ X∗(M∅)⊗ R = X∗,
et on notera encore a∗J l’image de cette section. Si [−,−] est un produit scalaire sur X invariant sous
le groupe de Weyl W , alors a∗J est l’orthogonal de a
J∗. On a alors les de´compositions orthogonales
ρ = ρJ + ρJ ∈ aJ∗ ⊕ a∗J ou` ρJ est la demi-somme des racines positives de MJ , et w(ρ) = w(ρ)J + w(ρ)J
Soit v un e´le´ment de W (J) tel que v(w(ρ)J ) soit dans la chambre de Weyl positive de aJ∗, c’est a`
dire : ∀α ∈ J, [α, v(w(ρ)J )] > 0. Comme le produit scalaire est W -invariant, on a v(w(ρ)J ) = v(w(ρ))J et
v(w(ρ))J = w(ρ)J donc v(w(ρ))J = ρJ par notre hypothe`se. Comme par ailleurs vw(ρ) ∈ ρ+
∑
α>0R−α,
on obtient en soustrayant ρJ et compte tenu de a
J ∩∑α>0R−α =∑α∈J R−α :
vw(ρ)J ∈ ρJ +
∑
α∈J
R−α
En prenant le produit scalaire avec vw(ρ)J on obtient donc :
||vw(ρ)J ||2 6 [vw(ρ)J , ρJ ]
Mais puisque ||vw(ρ)J || = ||ρJ ||, il s’ensuit que vw(ρ)J = ρJ .
On a donc obtenu vw(ρ) = ρ, ce qui e´quivaut a` vw = 1.

3.4 Preuve du the´ore`me 3.2.11
3.4.1 Acyclicite´ des complexes C∗(VI,J)+ : Nous avons de´ja traite´ le cas ou`R est un corps alge´briquement
clos dans la section pre´ce´dente. Nous allons nous ramener a` ce cas-la`. Pour cela, rappelons le
Fait 3.4.2 Les R-modules sous-jacents aux repre´sentations πRI sont libres.
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Preuve : Dans le cas G = GL(n) ceci est prouve´ dans [56, Cor. 4.5] (et meˆme pour R = Z). L’argument
de loc. cit. repose sur la de´composition de Bruhat et fonctionne de la meˆme manie`re pour n’importe quel
groupe de´ploye´. 
Soit maintenant H un pro-p-sous-groupe ouvert de G, distingue´ dans un compact spe´cial H0 tel que
G = H0B+, et ayant des de´compositions d’Iwahori relativement a` chaque sous-groupe parabolique semi-
standard. Ces hypothe`ses permettent de calculer facilement les H-invariants d’une induite parabolique.
On sait que la famille de ces sous-groupes engendre la topologie de G et il suffit donc de prouver l’acyclicite´
des complexes (C∗(VRI,J)+)H pour tout tel H . Mais graˆce au fait ci-dessus et au lemme 3.2.15, on s’aperc¸oit
que le complexe (C∗(VRI,J )+)H est un complexe de R-modules projectifs de type fini. Comme on sait, 3.2.16,
que le complexe est compatible aux changements de scalaires, il nous suffit donc de traiter le cas universel
Ru := Z[
1√
pNG
]. Dans ce dernier cas, on a pour tout nombre premier l banal une suite exacte de complexes
0 −→ C∗(VRuI,J )+ ×l−→ C∗(VRuI,J)+ −→ C∗(VRu/lI,J )+ −→ 0.
Comme Ru/l est isomorphe a` Fl ou Fl×Fl et qu’on a de´ja traite´ le cas d’un corps de coefficients fortement
banal, le complexe de droite est acyclique. On en de´duit que la multiplication par l est un isomorphisme
sur les Ru-modules de cohomologie H∗(VRuI,J ). Comme ces derniers sont de type fini, il re´sulte du lemme
de Nakayama qu’ils sont nuls.
3.4.3 Cup-produits et suites spectrales : Afin de prouver le point ii) du the´ore`me 3.2.11, nous rappelons
quelques sorites sur les groupes d’extensions, valables dans un contexte beaucoup plus ge´ne´ral que le notre.
Soit C une cate´gorie abe´lienne ayant assez d’injectifs et soient π, σ et ρ trois objets de C. On se donne
aussi un complexe acyclique
Cn = π −→ Cn−1 −→ · · · −→ C0 −→ C−1 = σ.
Ce complexe de´finit un e´le´ment α ∈ ExtnC (σ, π) et on s’inte´resse au cup-produit par α :
α ∪ − : Ext∗C (ρ, σ) −→ Extn+∗C (ρ, π)
(Lorsqu’on pense le ∪-produit comme une simple composition de morphismes, l’application ci-dessus est
bien le ∪-produit a` gauche par α).
Nous voulons ici souligner comment ce cup-produit se lit sur la suite spectrale
Epq1 = Ext
q
C (ρ, Cp)⇒ Extq−pC (ρ, σ)
obtenue en appliquant le foncteur HomC (ρ,−) a` une re´solution injective du complexe C• et en filtrant le
bicomplexe obtenu par les colonnes. Pour cela, il faut se rappeler que puisque les diffe´rentielles dr sont
de degre´s (−1 − r,−r), il y a sur le bord p = n de la suite spectrale des inclusions En∗∞ →֒ En∗1 . D’autre
part, le terme En∗∞ est le dernier quotient de la filtration du terme ∗ − n de l’aboutissement et on a donc
une projection canonique Ext∗−nC (ρ, σ)։ E
n∗
∞ . La compose´e de ces deux applications
Ext∗C (ρ, σ) −→ En,n+∗∞ −→ En,n+∗1 = Extn+∗C (ρ, π)
est justement le cup-produit a` gauche par α.
3.4.4 Preuve de 3.2.11 ii) : Nous utilisons les remarques du paragraphe 3.4.3 pre´ce´dent : le complexe
acyclique C∗(VI,J)+ explicite´ en 3.2.10 fournit la suite spectrale
Epq1 = Ext
q
G
πH , ⊕
δ(I, K) = p
δ(J,K) = δ(I, J)− p
im (JJc|K)
⇒ Extq−pG (πH , πI)
Le cup-produit a` gauche par αI,J conside´re´ dans 3.2.11 ii) s’identifie alors a` la compose´e
Ext∗G (πH , πI) −→ Eδ,δ+∗∞ −→ Eδ,δ+∗1 = Extδ+∗G (πH , πJ )
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ou` on a pose´ δ := δ(I, J) (on ne confondra pas avec le caracte`re δ de B+ !). Nous allons montrer que pour
tout p 6= δ et tout q, on a E1pq = 0. Ceci impliquera en particulier la de´ge´ne´rescence en E1 de la suite
spectrale et donc le fait que la compose´e ci-dessus est un isomorphisme pour tout ∗ ∈ Z, ce qui est bien
ce qu’on cherche a` prouver.
Soit donc K ⊆ S tel que
δ(I,K) 6= δ et δ(I, J) = δ(I,K) + δ(K, J),
ou ce qui est e´quivalent par 3.2.2, tel que
K 6= J et ∆(K, J) ⊆ ∆(I, J).
Choisissons un sous-groupe parabolique PK,Jc comme dans le lemme 3.2.15 dont nous reprenons les
notations (notamment ∆ := ∆(K, Jc)). Par re´ciprocite´ de Frobenius-Shapiro (c’est une conse´quence
formelle de la re´ciprocite´ de Frobenius et de l’exactitude des foncteurs paraboliques) on a
Ext∗G
(
πH , im (JJc|K)
)
= Ext∗M∆(Jc,K)
(
r
PK,Jc
G (πH) , δ
− 12
P∆
π
K∩∆,∆
)
.
Or d’apre`s le lemme 3.4.5 ci-dessous, le terme de droite est non nul seulement si ∆(Hc, Jc) = ∆(H, J) ⊆
∆(Jc,K). Il est donc non nul seulement si ∆(Jc,K) ⊇ ∆(H, J) ∪ ∆(Jc, I). Or, l’hypothe`se δ(H, I) +
δ(I, J) = δ(H, J) e´quivaut par 3.2.2 a` ∆(I, J) ⊆ ∆(H, J). Puisque ∆(Jc, I) = ∆(J, I)c, il s’ensuit que le
terme de droite est non-nul seulement si ∆(Jc,K) = S, c’est-a`-dire si K = J , ce que nous avons exclu.
Lemme 3.4.5 Fixons K, J et I des sous-ensembles de S. Soit PK,J le sous-groupe parabolique associe´ a`
une chambre parabolique de a∆(J,K) contenue dans XJ ∩XK (comme dans le lemme 3.2.15). Supposons
enfin que R est un anneau fortement banal pour G.
Si Ext∗M∆
(
r
PK,J
G (πI) , δ
− 12
P∆
π
K∩∆,∆
)
6= 0, alors ∆(Ic, J) ⊆ ∆(J,K).
Preuve : Commenc¸ons par l’observation ge´ne´rale suivante : si C est une cate´gorie abe´lienne avec assez
d’injectifs et de projectifs, et Z de´signe le centre de la cate´gorie C, alors les groupes Ext∗C (V,W ) sont
naturellement et canoniquement des Z-modules. De plus si z ∈ Z agit par un scalaire sur V , resp. W , il
agit par ce meˆme scalaire sur Ext∗C (V,W ).
Strate´gie : Dans notre cas on prend C = ModR(M∆) et on va produire, sous l’hypothe`se ∆(Ic, J) \
∆(J,K) 6= ∅, un e´le´ment de R[A∆] agissant par 0 sur rPK,JG (πI) et par l’identite´ sur δ
− 12
P∆
π
K∩∆,∆ . La nullite´
des Ext∗ entre ces deux objets en re´sultera imme´diatement.
Premie`re e´tape : Tout caracte`re A∆ −→ R× induit un morphisme de R-alge`bres R[A∆] −→ R. C’est
le cas par exemple pour les restrictions des caracte`res w(δ) a` A∆. D’apre`s le lemme 3.3.11, on a
Si kerR[A∆](δ|A∆) + kerR[A∆](w(δ)|A∆)  R[A∆], alors w ∈W (∆).(3.4.6)
En effet, supposons que la somme des deux noyaux ci-dessus est un ide´al propre de R[A∆] et choisissons
un ide´al maximal M de R contenant l’image de ker (w(δ)|R[A∆]) par δ|A∆ . Alors on a
kerR/M[A∆](δ|A∆) + kerR/M[A∆](w(δ)|A∆)  R/M[A∆]
ou` l’on note encore δ et w(δ) pour leurs compose´es avec la projection R −→ R/M. Puisque les deux
noyaux ci-dessus sont des ide´aux maximaux, ils co¨ıncident et on a
δ|A∆ = w(δ)|A∆ mod.M.
On peut donc appliquer 3.3.11 au corps R/M.
Deuxie`me e´tape : Comme dans la preuve du lemme 3.2.15, on choisit un sous-groupe de Borel BJ
contenu dans PK,J et tel que CJ := C(BJ ) ⊂ XJ . Nous allons montrer que
Si {w ∈ W, w(CJ ) ⊂ XIc} ∩W (∆) 6= ∅, alors ∆(Ic, J) ⊆ ∆(J,K).
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En effet, soit w dans l’intersection ci-dessus. Puisque w ∈ W (∆), il fixe a∆(J,K) points par points. On a
donc XIc ∩XJ ⊃ w(CJ )∩CJ ⊃ CJ ∩ a∆(J,K). Autrement dit, XIc ∩XJ contient un coˆne vectoriellement
ge´ne´rateur de a∆(J,K) (par notre choix de BJ). Comme on sait par ailleurs, 3.2.3, que XIc ∩ XJ est un
coˆne ferme´ ge´ne´rateur de a∆(J,Ic), il s’ensuit que a∆(J,K) ⊆ a∆(Ic,J) et donc que ∆(Ic, J) ⊆ ∆(J,K).
Troisie`me e´tape : Supposons dore´navant que ∆(Ic, J)\∆(J,K) 6= ∅, de sorte que, par l’e´tape pre´ce´dente,
{w ∈ W, w(CJ ) ⊂ XIc} ∩ W (∆) = ∅. Appliquons alors 3.4.6 dans le cas ”universel” de l’anneau
Ru = Z[
1√
pNWNG
]. On obtient une de´composition
1Ru[A∆] = zδ + z
δ ∈ kerRu[A∆](δ|A∆) +
∏
w(CJ )⊂XIc
kerRu[A∆](w(δ)|A∆).
Comme tout anneau fortement banal R rec¸oit Ru, les e´le´ments zδ et z
δ induisent des e´le´ments corre-
spondants dans R[A∆]. Il est clair que l’action de zδ sur δ
− 12
P∆
π
K∩∆,∆ est nulle. Montrons que celle de z
δ
sur r
PK,J
G (πI) est nulle aussi. Par extension des scalaires, il suffit de traiter le cas ”universel” Ru. Soit H
un pro-p-sous-groupe ouvert de M∆, on sait que r
PK,J
G (πI)
H
est un Ru-module de type fini, puisque c’est
le conoyau de la fle`che ⊕
L⊃I
(
r
PK,J
G ◦ iGPL (δ
− 12
PL
)
)H
−→
(
r
PK,J
G ◦ iGPI (δ
− 12
PI
)
)H
,
et qu’il est sans torsion, puisque par 3.2.5 v) on a l’inclusion
r
PK,J
G (πI)
H →֒ rPK,JG (IIc)H
et que le terme de droite est sans torsion par la formule de Mackey. Pour voir que l’action de zδ est nulle,
il suffit donc de le ve´rifier apre`s extension des scalaires Ru →֒ C. Par fide´lite´ du foncteur rBJ∩M∆M∆ , il suffit
encore de ve´rifier que zδ annule r
PK,J
G
(
πCI
)
. Mais ceci re´sulte du calcul des exposants de rBJG (πI) sur un
corps, effectue´ au-dessus de 3.3.7.

3.5 Preuve des lemmes 3.2.5 et 3.3.3
Nous utiliserons ici les bases de la the´orie des ope´rateurs d’entrelacements sur un anneau de coefficients
ge´ne´ral qui sont de´crites dans [21]. Soit B un sous-groupe de Borel et B son oppose´. Suivant la terminologie
de loc. cit. 2.10, un caracte`re χ de A∅ est dit (B,B)-re´gulier si
AnnR[A∅](χ) +
⋂
16=w∈W
AnnR[A∅](χ
w) = R[A∅].
Ici le caracte`re χ est vu comme un caracte`re de la R-alge`bre R[A∅] et la notation Ann de´signe l’ide´al
annulateur d’un R[A∅]-module. Cette notion ne de´pend pas du sous-groupe de Borel B et on dira donc
simplement que χ est ”re´gulier”. Elle est encore e´quivalente a`
∀w ∈ W, AnnR[A∅](χ) + AnnR[A∅](χw) = R[A∅].
Lemme 3.5.1 Lorsque R est fortement banal pour G, le caracte`re δ est re´gulier au sens ci-dessus. Pour
G = GL(n), ”banal” suffit.
Preuve : Lorsque R est un corps, ceci est le cas particulier J = ∅ du lemme 3.3.11. Nous donnons ici une
preuve pour R un anneau, qui permet d’ame´liorer la restriction sur la caracte´ristique. Fixons w 6= 1 ∈ W
et soit α ∈ S telle que w(α) 6= α. Notons α∨ : F× −→ A∅ la coracine associe´e a` α. Alors δ(α∨(̟)) = q et
δw(α∨(̟)) = ql ou` l est la somme des coefficients de w−1(α) dans la base S. Soit h le nombre de Coxeter
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du syste`me de racines de G, on a donc |1− l| 6 h. Supposons que l’entier ∏0<r6h(1 − qr) soit inversible
dans R. Alors l’entier q − ql est aussi inversible dans R de sorte que l’e´galite´
1 =
α∨(̟)− q
ql − q +
ql − α∨(̟)
ql − q
dans R[A∅] montre bien que AnnR[A∅](δ) + AnnR[A∅](δ
w) = R[A∅]. L’hypothe`se sur R ci-dessus est en
ge´ne´ral plus faible que l’hypothe`se ”bon et banal”. Pour GL(n) elle est e´quivalente a` ”banal”, par la
formule donnant le cardinal de GLn(Fq). 
3.5.2 Preuve de 3.2.5 i), ii) et iii) : Fixons deux sous-groupes de Borel B et B′. Par re´ciprocite´ de
Frobenius, on a HomG
(
iGB (δ), i
G
B′ (δ)
) ≃ HomA∅ (rB′G ◦ iGB (δ), δ). Mais d’apre`s le lemme ge´ome´trique [9,
2.12] et la re´gularite´ de δ du lemme pre´ce´dent, on a
rB
′
G ◦ iGB (δ) ≃
⊕
w∈W
δw.
On en de´duit la premie`re assertion de 3.2.5 i). Pour l’existence et la de´finition d’un ope´rateur d’entrelace-
ment ”canonique” dans ces circonstances, nous renvoyons a` [21, 2.11]. Pour les proprie´te´s 3.2.5 ii) et iii)
que ces ope´rateurs satisfont, nous renvoyons a` la proposition 7.8. de loc. cit.
3.5.3 Preuve de 3.3.3 i) : Dans ce paragraphe,R est donc un corps alge´briquement clos de caracte´ristique
bonne et banale (ou simplement banale pour GL(n)). D’apre`s 3.3.1, on a une partition
W.δ =
⊔
π∈JH(iGB (δ))
Exp (A∅, rBG (π)).
En particulier, JH(iGB (δ)) est sans multiplicite´s. Soit π un sous-quotient irre´ductible de i
G
B+ (δ), et soit
w tel que δw ∈ Exp (A∅, rB+G (π)). Par re´ciprocite´ de Frobenius-Casselman, on a un morphisme non nul
iGB+ (δ
w) = iG
Bw
−1
+
(δ) −→ π, ce qui montre que π est un quotient d’une induite du type iGB (δ).
Fixons maintenant B, alors par les meˆmes arguments, une repre´sentation irre´ductible π de G est un
quotient de iGB(δ) si et seulement si δ ∈ Exp (A∅, rBG (π)). Par la partition ci-dessus, une telle repre´sentation
est unique (a` isomorphisme pre`s). PuisqueHomG
(
iGB (δ), i
G
B+ (δ)
)
6= 0, c’est bien un sous-quotient de iGB+(δ).
Remarque : Choisissons un ordre total 6 sur l’ensemble P(S) des sous-ensembles de S, raffinant l’ordre
induit par la relation d’inclusion. On obtient une filtration de´croissante FilI :=
∑
I6K Ind
G
PK (1) de
IndGB+ (1) dont le gradue´ est
⊕
I⊆S π
R
I (on peut par exemple le ve´rifier en calculant les exposants de
r
B+
G (FilI)). Il s’ensuit que dans le groupe de Grothendieck on a l’e´galite´
IndGB+ (1) =
∑
I⊆S
πRI
et que les πRI sont a` supports disjoints. En particulier, on a long(Ind
G
B+ (1)) > |P(S)|.
3.5.4 Preuve de 3.3.3 ii) : R est toujours un corps alge´briquement clos (fortement) banal. L’implication
(a)⇒ (b) est tautologique. Supposons que iGB(δ) et iGB′(δ) ont leurs uniques quotients irre´ductibles isomor-
phes et appelons π (la classe d’isomorphisme de) ce quotient. Montrons que l’ope´rateur d’entrelacement
JB′|B, qui est non nul, doit eˆtre surjectif. En effet, son image est non-nulle, et a pour (unique) quotient
irre´ductible π. Si son conoyau e´tait non-nul, il aurait aussi π comme (unique) quotient irre´ductible, contre-
disant la multiplicite´ 1 dans JH(iGB′(δ)). Donc JB′|B est surjectif. On en de´duit maintenant qu’il est injectif,
puisque pour tout sous-groupe ouvert compact H de G, on a dimR(i
G
B(δ)
H) = dimR(i
G
B′(δ)
H) = |B\G/H |.
On a donc prouve´ (b)⇒ (a).
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Il nous reste maintenant a` montrer que JB′|B est un isomorphisme si et seulement si C′ := C(B′)
et C := C(B) sont dans un meˆme XJ pour un certain J ⊆ S. E´tudions d’abord le cas particulier
ou` les chambres C et C′ sont adjacentes, le mur e´tant associe´ a` une racine r. Le sous-groupe de Levi
Mr := ZG(ker r) est un groupe re´ductif de´ploye´ de rang 1 (dont le groupe adjoint n’est autre que
PGL(2)). Le caracte`re δ est (B ∩Mr, B′ ∩Mr)-re´gulier (cf [21, 7.8.ii)]) et on dispose donc d’un ope´rateur
d’entrelacement non nul JB′M |BM : i
G
B∩Mr (δ) −→ iGB′∩Mr (δ). Apre`s avoir e´tudie´ les se´ries principales (en
caracte´ristique banale) de ces groupes de´ploye´s de rang 1, voir par exemple [62], ou [21, 8.4.i)] couple´ a` la
formule pour la mesure de Plancherel des se´ries principales de SL(2) et PGL(2), on sait que les assertions
suivantes sont e´quivalentes :
i) La repre´sentation iMrB∩Mr (δ) est re´ductible.
ii) L’ope´rateur JB′M |BM n’est pas inversible.
iii) δ ◦ r∨ = q±valFF , e´galite´ de caracte`res lisses Gm(F ) = F× −→ R×.
Si l(r) de´signe la somme des coefficients de r dans la base S, alors la dernie`re assertion est encore
e´quivalente a` : ql(r) = q±1. Comme on l’a de´ja vu un peu plus haut, sous notre hypothe`se de caracte´ristique
banale, ceci e´quivaut a` l(r) = ±1 ou encore r ∈ ±S.
En utilisant maintenant 3.2.5 ii) et iii), on de´duit de la discussion pre´ce´dente que JB′|B est inversible
si et seulement si il existe une galerie tendue entre C′ et C dont tous les murs successifs sont distincts
des murs associe´s aux racines simples, autrement dit, une galerie incluse dans une composante connexe
de X prive´ des orthogonaux des racines simples. Une telle composante connexe est un XJ et on a obtenu
(a)⇒ (c). Pour la re´ciproque, il faut encore ve´rifier que deux chambres quelconques dans XJ sont relie´es
par une galerie tendue dont tous les membres sont dans XJ , mais ceci re´sulte de la convexite´ de XJ .
Remarque : Par ce que l’on vient de prouver et l’absence de multiplicite´ dans JH(IndGB+ (1)), on obtient
long(IndGB+ (1)) = |P(S)|. On de´duit donc de la remarque pre´ce´dente que les repre´sentations πRI sont
irre´ductibles.
3.5.5 Preuve de 3.2.5 iv) : Dans ce paragraphe, R est un anneau fortement banal pour G ou sim-
plement banal pour GL(n). Remarquons que l’assertion (a) de 3.2.5 iv) est e´quivalente a` ”JB′|B est un
isomorphisme”. Comme la formation de iGB(δ) et la de´finition de JB′|B sont compatibles a` l’extension des
scalaires par un morphisme R −→ R′, il suffit de conside´rer le cas ”universel” R = Z[ 1√pNGNW ].
Or, pour tout sous-groupe ouvert compact H , le sous-R-module iGB(δ)
H est libre de type fini. Il s’ensuit
que JB′|B est un isomorphisme si et seulement si il l’est apre`s re´duction a` tout corps re´siduel de R et
donc si et seulement si il l’est apre`s changement des scalaires par un morphisme R −→ C ou` C est
alge´briquement clos (et ne´cessairement de caracte´ristique banale).
Ainsi l’e´quivalence que l’on doit montrer est une conse´quence de celle de 3.3.3 ii) montre´e ci-dessus.
3.5.6 Preuve de 3.3.3 iii) et 3.2.5 v) : Dans ce paragraphe, R est un anneau (fortement) banal qui sera
parfois suppose´ eˆtre un corps. Nous allons commencer par traiter le cas J = S des e´nonce´s que l’on veut
prouver. Dans ce cas, on peut expliciter l’ope´rateur JB+|B+ par
JB+|B+ : i
G
B+
(δ) = IndG
B+
(
δB+
)
→ IndGB+ (1) = iGB+ (δ)
f 7→ ∫G/B+ f(g)dg .
Sous cette forme, on remarque la factorisation
JB+|B+ : i
G
B+
(δ)։ 1 = πRS →֒ iGB+ (δ)
qui est ce que l’on cherchait.
Fixons maintenant J ⊆ S et choisissons un sous-groupe de Borel BJ tel que C(BJ ) ⊂ XJ et C(BJ ) ∩
X∅ = aJ ∩ X∅ (rappelons que X∅ est aussi la chambre de Weyl associe´e a` B+). Alors BJ et B+ sont
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contenus dans le sous-groupe parabolique standard PJ de Levi MJ et par 3.2.5 iii), on a un diagramme
commutatif
iGBJ (δ)
JB+|BJ // iGB+ (δ)
iGPJ (i
MJ
B+∩MJ (δ)) iGPJ (J
′)
// iGPJ (i
MJ
B+∩MJ (δ))
ou` J ′ est l’ope´rateur d’entrelacement JB+∩MJ |B+∩MJ : i
MJ
B+∩MJ (δ) −→ i
MJ
B+∩MJ (δ). Par la factorisation
δ = δ
− 12
PJ
δ
− 12
B+∩MJ , et le cas J = S traite´ pre´ce´demment, on obtient donc une factorisation
JB+|BJ : i
G
BJ (δ)։ i
G
PJ (δ
− 12
PJ
) = IndGPJ (1) →֒ IndGB+ (1) = iGB+ (δ).
Maintenant soit K ⊃ J . Comme dans le lemme 3.2.7 on peut trouver un sous-groupe de Borel BK
tel que C(BK) ⊂ XK et C(BK) ∩ X∅ = aK ∩ X∅, et de plus d(BK , B+) = d(BK , BJ ) + d(BJ , B+). On
obtient alors le diagramme commutatif suivant :
iGBJ (δ)
// // IndGPJ (1)
  // iGB+ (δ)
JBJ |B+// iG
BJ
(δ)
iGBK (δ)
JBJ |BK
OO
// // IndGPK (1)
?
OO
Lemme 3.5.7 Pour K 6= J , on a JBJ |BJ ◦ JBJ |BK = 0.
Preuve : Soient B et B′ deux sous-groupes de Borel adjacents tels que d(BJ , BK) = d(BJ , B) + 1 +
d(B′, BK) et tels que C(B) ⊂ XJ et C(B′) ∩ XJ = ∅. Comme on a aussi d(BJ , BJ) = d(BJ , B) + 1 +
d(B′, BJ), la compose´e envisage´e s’e´crit encore
JBJ |BJ ◦ JBJ |BK = JBJ |B′ ◦ JB′|B ◦ JB|BJ ◦ JBJ |B ◦ JB|B′ ◦ JB′|BK .
Par 3.2.5 i), l’endomorphisme JB|BJ ◦ JBJ |B de iGB (δ) est un scalaire et commute donc au reste. Ainsi la
compose´e envisage´e est de la forme
JBJ |BJ ◦ JBJ |BK =? ◦ JB′|B ◦ JB|B′◦?
et il nous suffira de prouver que JB′|B ◦ JB|B′ = 0. Par hypothe`se, la racine α dont le mur se´pare C(B)
et C(B′) est dans S. Si P est le sous-groupe parabolique contenant B et B′, on a donc par 3.2.5 iii)
JB′|B ◦ JB|B′ = iGP (JB∩Mα|B∩MαJB∩Mα|B∩Mα).
On est donc ramene´ a` montrer que lorsque G est de rang semi-simple 1, on a JB+|B+ ◦ JB+|B+ = 0.
Lorsque R est un corps alge´briquement clos de caracte´ristique banale, ceci est bien connu. Pour passer au
cas ge´ne´ral, on se rame`ne au cas universel R = Z[ 1√pNGNW ]. Dans ce dernier cas, la compose´e envisage´e
est nulle puisque elle l’est sur tous les points de SpecR.

Reprenons la preuve de 3.2.5 v) et 3.3.3 iii) la` ou` on l’a interrompue. Rappelons que πJ est de´fini par
la suite exacte ⊕
K⊃J
IndGPK (1) −→ IndGPJ (1) −→ πJ −→ 0.
Ainsi par le lemme et le diagramme qui le pre´ce`de, on obtient une factorisation
JBJ |BJ : i
G
BJ (δ)
// // IndGPJ (1)

// iG
BJ
(δ)
πRJ
θR
::tttttttttt
.
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Il reste maintenant a` ve´rifier que θR est injective. Lorsque R est un corps, cela re´sulte de l’irre´ductibilite´
de πRJ (cf les deux remarques ci-dessus) et de la non-nullite´ de JBJ |BJ . Pour passer au cas ge´ne´ral,
remarquons que la formation de πRJ et θR est compatible au changement de base. De plus on sait par
3.4.2 que pour tout sous-groupe ouvert compact, (πRJ )
H est un R-module libre, de meˆme que iG
BJ
(δ)H . La
proprie´te´ d’injectivite´ n’est pas compatible au changement de base, mais la proprie´te´ d’eˆtre un plongement
localement scindable l’est. Ainsi pour montrer que θR induit un plongement localement scindable sur les
H-invariants, on peut se ramener au cas universel R = Z[ 1√pNG ], puis aux localise´s de ce cas universel.
Dans ce dernier cas ou` R est local principal, la condition de scindabilite´ est e´quivalente a` l’existence d’un
mineur inversible pour la matrice de θR dans des bases quelconques de (π
R
J )
H et iG
BJ
(δ)H . Cette existence
est assure´e par re´duction modulo l’ide´al maximal, en utilisant le cas des corps, de´ja traite´.
3.5.8 Preuve de 3.3.3 iv) : Soit B tel que C(B) ⊂ XJ , de sorte que πJ est l’unique quotient irre´ductible
de iGB(δ). Alors sa contragre´diente π
∨
J est l’unique sous-repre´sentation irre´ductible de i
G
B(δ
−1) = iGw0(B)(δ).
Mais par 3.2.5 v), celle-ci est aussi l’image de Jw0(B)|w0(B). Donc π
∨
J est l’unique quotient irre´ductible de
iG
w0(B)
(δ) dont la chambre associe´e est C(w0(B)) = −w0(C(B)) et est donc contenue dans X−w0(J). Donc
π∨J ≃ π−w0(J).
4 Repre´sentations elliptiques et correspondances
Dans cette partie, nous rappelons des faits bien connus sur les correspondances de Langlands et
Jacquet-Langlands, d’autres un peu moins connus mais qui le sont certainement des spe´cialistes, puis
nous nous consacrons a` une description explicite dans le cas des repre´sentations elliptiques.
4.1 Correspondance de Jacquet-Langlands
4.1.1 Notations : Il sera commode de conside´rer des repre´sentations a` coefficients dans un corps C
abstraitement isomorphe au corps des complexes C. Ce corps pourra parfois eˆtre C ou un Ql, selon les
besoins topologiques qu’on aura. Pour tout groupe H localement profini, nous notons IrrC(H) l’ensemble
des classes d’isomorphisme de C-repre´sentations lisses irre´ductibles de H . Pour le groupe Gd, on isole
certains sous-ensembles remarquables :
i) On de´signe par CuspC(Gd) ⊆ IrrC(Gd) le sous-ensemble des repre´sentations cuspidales, i.e. dont les
coefficients sont a` support compact-modulo-le-centre.
ii) On note DiscC(Gd) ⊆ IrrC(Gd) le sous-ensemble des repre´sentations “de la se´rie discre`te”, i.e.
dont les coefficients sont de carre´ inte´grable (au sens complexe) modulo-le-centre. Malgre´ cette
de´finition de nature analytique, il se trouve que la notion de “se´rie discre`te” de Gd est invariante
par automorphismes du corps C ; c’est une conse´quence des the´ore`mes de multiplicite´s limites de
[55], ou plus prosa¨ıquement une conse´quence de la classification de Bernstein-Zelevinski [66, Thm
9.3]. Cela nous permet d’isoler sans ambigu¨ıte´ un sous-ensemble DiscC(Gd) ⊆ IrrC(Gd) dont nous
appellerons les membres “se´ries discre`tes” par abus de langage.
On peut conside´rer la correspondance de Jacquet-Langlands comme le reflet spectral de la correspon-
dance “ge´ome´trique” bien connue entre classes de conjugaison elliptiques semi-simples re´gulie`res de Gd
et de D×d , donne´e par l’e´galite´ des polynoˆmes caracte´ristiques. L’e´nonce´ spectral classique concerne les
repre´sentations complexes :
The´ore`me 4.1.2 (Correspondance de Jacquet-Langlands, [24],[2]) Il existe une bijection
JLd : IrrC(D
×
d )
∼−→ DiscC(Gd)
caracte´rise´e par l’e´galite´ de caracte`res χJLd(ρ)(g) = (−1)d−1χρ(x) pour toutes classes elliptiques g ∈
Gd, x ∈ D×d se correspondant (i.e. ayant meˆme polynoˆme minimal de degre´ d).
Remarquons que l’e´galite´ de caracte`res de cet e´nonce´ peut se tester sur les fonctions localement
constantes a` support compact dans l’ensemble (ouvert) des elliptiques re´guliers, et ne fait donc intervenir
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que le caracte`re-distribution des repre´sentations de DiscC(Gd). Ce caracte`re-distribution est de´fini sur
n’importe quel corps de coefficients, en particulier sur C. Compte tenu de ce que l’ensemble DiscC(Gd)
et la condition d’e´galite´ des caracte`res sont stables par l’action des automorphismes du corps C, l’e´nonce´
ci-dessus se transfe`re sans ambigu¨ıte´ a` un e´nonce´ formellement analogue sur le corps C. Nous noterons
encore JLd : IrrC(D
×
d )
∼−→ DiscC(Gd) la bijection obtenue.
4.1.3 Groupes de Grothendieck : Notons maintenant R(Gd) et R(D
×
d ) les groupes de Grothendieck des
C-repre´sentations de longueur finies. La bijection de Jacquet-Langlands induit une injection R(D×d ) →֒
R(Gd), ve´rifiant l’e´galite´ de caracte`res du the´ore`me 4.1.2 sur les classes de conjugaison elliptiques se
correspondant. On veut de´finir une re´traction pour cette injection, ve´rifiant la meˆme e´galite´ de caracte`res.
Soit χ un caracte`re lisse de K×, notons R(Gd, χ), resp. R(D×d , χ), le sous-groupe de R(Gd), resp. R(D
×
d ),
engendre´ par les irre´ductibles de caracte`re central χ. Les de´compositions selon le caracte`re centralR(Gd) =⊕
χR(Gd, χ), resp. R(D
×
d ) =
⊕
χR(D
×
d , χ), sont respecte´es par l’application JL. De plus, les groupes
R(Gd, χ) et R(D
×
d , χ) sont munis de formes biline´aires entie`res, voir [58],
〈 . 〉 : R(Gd, χ)×R(Gd, χ) → Z
(π, π′) 7→ ∑i(−1)i dim(ExtiGd,χ (π, π′))
et respectivement pour D×d . Ces formes biline´aires en induisent une sur la somme directe R(Gd), resp.
R(D×d ), que l’on note de la meˆme manie`re. Dans le cas de D
×
d , cette forme est non de´ge´ne´re´e et on a
simplement 〈ρ, ρ′〉 = dimHomD×d (ρ, ρ
′). Dans le cas de Gd, la situation est sensiblement plus complique´e.
Notons RI(Gd) le sous-groupe de R(Gd) engendre´ par les induite paraboliques de repre´sentations de
sous-groupes de Levi propres et R(Gd) le quotient R(Gd)/RI(Gd).
Lemme 4.1.4 R(Gd) est libre sur Z et la forme biline´aire 〈 , 〉 s’y descend et y est non-de´ge´ne´re´e, une
base orthonormale e´tant donne´e par les images de se´ries discre`tes.
Preuve : Pour cette preuve, nous pouvons identifier C et C. L’e´nonce´ est alors une conse´quence des trois
proprie´te´s suivantes :
i) La classification de Zelevinski [66](ou celle dite du quotient de Langlands) montre que
R(Gd) =
⊕
(M,σ,ψ)
Z[iGdM (σψ)]
ou` [?] est l’e´le´ment de R(Gd) associe´ a` la repre´sentation ?, les triplets (M,σ, ψ) sont forme´s d’un sous-
groupe de Levi standard de Gd (c’est-a`-dire un produit de GLdi diagonaux), d’une repre´sentation
tempe´re´e de M et d’un caracte`re non-ramifie´ de M “dans la chambre de Weil positive”, et sont pris
a` Gd-conjugaison pre`s. Le signe i
Gd
M est l’induction parabolique normalise´e le long du parabolique
triangulaire supe´rieur dont le Levi est M . Comme on sait de plus que les repre´sentations tempe´re´es
de Gd sont soit induites, soit des se´ries discre`tes, on en de´duit
R(Gd) =
 ⊕
π∈DiscC(Gd)
Z[π]
⊕RI(Gd),
ce qui montre que R(Gd) est libre sur Z et qu’une base en est donne´e par les images des se´ries
discre`tes.
ii) SoitM un sous-groupe de Levi standard de Gd et π une repre´sentation admissible de Gd. Alors pour
toute repre´sentation admissible de Gd, un argument de de´formation attribue´ a` Kazhdan dans [58]
montre que
〈π, iGdM (σ)〉 = 〈iGdM (σ), π〉 = 0.
iii) Soit π, π′ deux se´ries discre`tes de Gd, on a par [61]
〈π, π′〉 = δππ′ .
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D’autre part, la formule des caracte`res induits de Van Dijk [60] montre que l’application qui a` un
e´le´ment x ∈ R(Gd) associe la restriction de son caracte`re-distribution aux e´le´ments elliptiques re´guliers
se factorise a` travers le quotient R(Gd). On de´duit alors du the´ore`me 4.1.2 le
Corollaire 4.1.5 L’application R(D×d )
JLd−→ R(Gd) induit un isomorphisme isome´trique
R(D×d )
∼−→ R(Gd)
caracte´rise´ par l’e´galite´ de caracte`res du the´ore`me 4.1.2.
En conse´quence, on a un morphisme dans l’autre sens R(Gd) −→ R(Gd) ∼−→ R(D×d ) que nous noterons
encore JLd ! Ceci permet de de´finir JLd(π) pour toute repre´sentation de Gd. C’est a priori seulement un
e´le´ment de R(D×d ).
Lemme 4.1.6 Soit π une C-repre´sentation irre´ductible de Gd. Les proprie´te´s suivantes sont e´quivalentes :
i) π a le meˆme support cuspidal qu’une se´rie discre`te.
ii) π a un caracte`re non nul sur les e´le´ments elliptiques semi-simples re´guliers.
iii) L’image de π dans R(Gd) est non nulle.
Rappelons que le support cuspidal d’une repre´sentation irre´ductible π est l’unique classe de conjugaison
de couples (M, τ) forme´s d’un sous-groupe de Levi M et d’une repre´sentation cuspidale irre´ductible τ de
M qui apparaˆıt dans le module de Jacquet normalise´ de π le long d’un parabolique de Levi M .
Preuve : L’implication ii) ⇒ iii) est une conse´quence de la formule de Van Dijk [60] qui montre que le
caracte`re d’une induite parabolique en un e´le´ment semi-simple re´gulier elliptique est nul.
Pour voir l’implication iii)⇒ i), e´crivons [π] =∑(M,σ)[iGdM (σ)] (somme d’induites de repre´sentations
essentiellement tempe´re´es) comme nous le permet la classification par le quotient de Langlands. On peut
supposer que les supports cuspidaux de chaque σ sont contenus dans celui de π. Comme les tempe´re´es
sont soit induites, soit des se´ries discre`tes, on voit que si π /∈ RI(Gd), alors il y a une se´rie discre`te de
meˆme support cuspidal que π. Donc iii)⇒ i).
Pour l’implication i)⇒ ii), on peut utiliser la combinatoire de la classification de Zelevinski. Soit πdisc
l’unique se´rie discre`te de meˆme support cuspidal que π. Avec les notations de [66], on sait qu’il existe un
(unique) segment ∆ = [τ, τ ′] ou` τ est une cuspidale irre´ductible de Gd′ avec d′ diviseur de d, de sorte que
i) L’ensemble partiellement ordonne´ des multisegments de support [τ, τ ′] a pour plus petit e´le´ment
amin = {∆} et plus grand e´le´ment amax = {{τ ′}, · · · , {τ}}.
ii) πdisc = 〈amax〉 et toutes les repre´sentations de meˆme support cuspidal sont de la forme 〈a〉 pour un
multisegment a de support [τ, τ ′].
iii) La repre´sentation irre´ductible 〈b〉 associe´e a` b apparaˆıt comme sous-quotient de la repre´sentation
induite π(a) associe´e a` a si et seulement si b 6 a, et dans ce cas sa multiplicite´ est 1.
Supposons maintenant que π = 〈a〉. Pour b < a notons d(b, a) la longueur d’une chaˆıne maximale b <
m1 < · · · < a (i.e le nombre d’ope´rations “e´le´mentaires” au sens de [66, 7] pour passer de a a` b), on
obtient donc l’e´galite´ dans R(Gd)
[〈a〉] =
∑
b6a
(−1)d(b,a)[π(b)]
Or, pour b = amin, on a 〈amin〉 = π(amin) (c’est la repre´sentation de Speh associe´e a` ∆ et c’est l’image de
la se´rie discre`te πdisc par l’involution de Zelevinski) et pour amin 6= b, la repre´sentation π(b) est une induite
“propre”. On obtient donc la congruence [π] = ±[〈amin〉] mod RI(Gd) dans R(Gd). En l’appliquant aussi
a` πdisc, on obtient
[π] = ±[πdisc] mod RI(Gd).
La formule de Van Dijk montre alors que les caracte`res de π et πdisc co¨ıncident au signe pre`s sur les
e´le´ments elliptiques. Or, les formules d’orthogonalite´ pour les se´ries discre`tes montrent que le caracte`re
d’une se´rie discre`te sur ces e´le´ments est non nul.
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Une repre´sentation satisfaisant les proprie´te´s e´quivalentes ci-dessus sera dite elliptique et nous noterons
EllC(Gd) ⊂ IrrC(Gd) le sous-ensemble des classes de repre´sentations elliptiques. On a bien-suˆr
CuspC(Gd) ⊂ DiscC(Gd) ⊂ EllC(Gd) .
Nous allons donner une classification de ces repre´sentations adapte´e aux besoins de ce texte.
Notation 4.1.7 Soit ρ ∈ IrrC(D×d ). Nous noterons
– dρ ∈ N∗ l’unique diviseur de d et τ0ρ l’unique repre´sentation cuspidale irre´ductible de Gd/dρ tels
que JLd(ρ) apparaisse dans l’induite parabolique standard normalise´e i
Gd
(Gd/dρ)
dρ
(|det| 1−dρ2 τ0ρ × · · · ×
|det| dρ−12 τ0ρ ). L’existence de dρ et τ0ρ est assure´e par la classification des se´ries discre`tes de Gd par
Bernstein-Zelevinski, [66, Thm 9.3].
– Mρ le sous-groupe de Levi standard (Gd/dρ)
dρ et τρ la repre´sentation supercuspidale irre´ductible
τ0ρ |det|(1−dρ)/2 ⊗ · · · ⊗ τ0ρ |det|(dρ−1)/2 de Mρ. Ainsi la paire (Mρ, τρ) est un repre´sentant du support
cuspidal de JLd(ρ)
4.1.8 Rappels sur la the´orie de Bernstein [10] : Si G est un groupe re´ductif p-adique, rappelons que
ModC(G) de´signe la cate´gorie abe´lienne de toutes les C-repre´sentations lisses de G. Soit (M, τ) une paire
Levi-cuspidale, de´finissons BGM,τ la sous-cate´gorie pleine de ModC(G) forme´e des objets dont tous les
sous-quotients irre´ductibles contiennent (M, τψ) dans leur support cuspidal, pour un certain caracte`re
non-ramifie´ ψ de M . On sait que la cate´gorie BGM,τ est un “facteur direct inde´composable” (que nous
appellerons bloc de Bernstein associe´ a` (M, τ)) de ModC(G) et qu’on a une de´composition
ModC(G) ≃
⊕
(M,τ)/∼
BGM,τ
ou` (M, τ) ∼ (M ′, τ ′) si et seulement si il existe g ∈ G et ψ caracte`re non ramifie´ de M tels que M ′ =Mg
et τ ′ = (τψ)g (e´quivalence “inertielle”). En particulier, les idempotents centraux primitifs de ModC(G)
sont en bijection avec les classes inertielles de paires (M, τ).
Pour un produit de groupes line´aires, lorsque M = T est un tore maximal et τ est un caracte`re
non-ramifie´ de T , on appelle parfois le bloc associe´ BGT,1 le “bloc unipotent” de G.
A` l’oppose´, lorsque M = G, le bloc est dit ”cuspidal”. Dans le cas Gn = GLn(K), les blocs cuspidaux
ont une structure simple :
Fait 4.1.9 Si τ ∈ CuspC(GLn(K)), et fτ est le nombre de caracte`res non ramifie´s de K× tels que
(χ◦det)⊗π = π alors pour toute extension finie K ′|K de degre´ re´siduel fτ , il existe une unique e´quivalence
de cate´gories BGG,τ
ατ−→ BK′×
K′×,1
= ModC(K
′×/O×K′) telle que
i) ατ,K′(τ) est la repre´sentation triviale de K
′× et
ii) pour tout caracte`re non ramifie´ χ : K× −→ C×, on a
ατ ((χ ◦ det)⊗ π) = (χ ◦NK′|K)⊗ ατ (π).
De plus si deg(K ′|K) = n, alors pour toute repre´sentation irre´ductible τ ′ dans BGG,τ , on a ωτ ′(̟) =
ωτ (̟)ωατ (τ ′)(̟) pour toute uniformisante ̟ de K.
Preuve : Cela est implicite dans [17], voir notamment la discussion suivant (7.6.18) et le lemme (6.2.5).
Mais c’est en fait beaucoup plus e´le´mentaire et on n’a pas besoin de la the´orie des types simples ! Esquissons
les arguments : par Bernstein [10] et un peu de the´orie de Clifford (voir 4.3.2 pour quelques de´tails) on
montre que BGG,τ est e´quivalente a` ModC(Gτ/G
0) ou` G0 est le noyau commun de tous les caracte`res
non ramifie´s de G et Gτ est le noyau commun de ceux qui stabilisent la classe d’isomorphisme de τ . Si
on envoie un ge´ne´rateur de Gτ/G
0 sur un ge´ne´rateur de K ′×/O×K′ , on obtient une e´quivalence ayant les
proprie´te´s requises (noter que la dernie`re assertion est e´quivalente a` |det(̟)| = |NK′|K(̟)|).
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Pour l’unicite´, on est amene´ a` montrer qu’une auto-e´quivalence de ModC(Z) qui ”stabilise” les car-
acte`res est isomorphe a` l’identite´. Par Morita, une telle auto-e´quivalence est donne´e par un C[X±1, Y ±1]-
module P qui est projectif de type fini se´pare´ment sur C[X±1] et sur C[Y ±1]. En tant que C[X±1], P est
ne´cessairement de rang 1 et donc isomorphe a` C[X±1]. L’action de Y sur P est donne´e par un polynoˆme
Q(X), et l’hypothe`se dit que pour tout c ∈ C, on Q(c) = c. Donc Q(X) = X .

Pour ce qui est des blocs non-cuspidaux, toujours dans le cas GLn, Bushnell et Kutzko en ont donne´
une belle expression en termes d’alge`bres de Hecke dans [17]. Le cas qui nous inte´resse est celui ou` M
est un produit de GL de meˆme taille et τ est un produit tensoriel d’une meˆme repre´sentation cuspidale.
Dans ce cas la the´orie de Bushnell-Kutzko ge´ne´ralise l’e´nonce´ ci-dessus en montrant qu’un tel bloc est
e´quivalent au bloc unipotent d’un groupe line´aire plus petit sur un corps plus gros.
Si ρ ∈ IrrC(D×d ), la description des blocs cuspidaux s’applique a` la repre´sentation τ0ρ de Gdρ . En fait le
nombre fτ0ρ est aussi le nombre fρ de caracte`res non ramifie´s de D
×
d stabilisant la classe de ρ. Par produit,
l’e´quivalence ατ0ρ induit une e´quivalence ατρ : B
Mρ
Mρ,τρ
∼−→ B(K′×)dρ
(K′×)dρ ,1
.
Fait 4.1.10 (Bushnell-Kutzko) Soit ρ ∈ IrrC(D×d ). Il existe une extension Kρ de K de degre´ d/dρ et
degre´ re´siduel fρ et une e´quivalence de cate´gories αρ s’inscrivant dans le diagramme commutatif suivant
B
Gd
Mρ,τρ
rMρGd

αρ // B
G′dρ
T ′dρ ,1
r
T ′dρ
G′
dρ
B
Mρ
Mρ,τρ
iGdMρ
OO
ατρ // B
T ′dρ
T ′dρ ,1
i
Gdρ
Tdρ
OO
ou` G′dρ := GLdρ(K
′) et T ′dρ est son tore diagonal, et les fle`ches verticales de´signent les foncteurs paraboliques
normalise´s standard. De plus, on a
i) αρ(JLd(ρ)) est isomorphe a` la repre´sentation de Steinberg de G
′
dρ
= GLdρ(Kρ).
ii) Pout tout caracte`re non ramifie´ χ de K×, on a
αρ ((χ ◦ det)⊗ π) ≃ (χ ◦NKρ|K ◦ det)⊗ αρ(π).
iii) Pour toute repre´sentation π ∈ BGMρ,τρ telle que π(̟) soit un scalaire, αρ(π)(̟) est aussi un scalaire
et on a αρ(π)(̟) = π(̟)ωρ(̟)
−1.
Preuve : L’existence de αρ rendant le diagramme commutatif est donne´e par [17, Thm (7.6.20)+ Cor
(7.6.21)]. En fait, pour eˆtre un peu plus pre´cis, l’e´quivalence de cate´gories donne´e par loc.cit ne concerne
que les repre´sentations admissibles de longueur finie. Pour obtenir l’e´quivalence des blocs “en entier”, il
faut utiliser aussi [18]. L’existence du diagramme commutatif est donne´e par [17, 7.6.21] (meˆme renvoi
a` [18] pour les blocs “en entier”). Le fait que l’image de JLd(ρ) est la Steinberg est une conse´quence de
[17, Thm 7.7.1] et du fait que le support cuspidal de cette image contient (T ′dρ , 1) par de´finition de ατρ
et compatibilite´ aux foncteurs paraboliques. La compatibilite´ a` la torsion par les caracte`res se de´duit de
[17, (7.5.12)]. La dernie`re proprie´te´ est mentionne´e en [17, (7.7.6)] pour les repre´sentations admissibles.
Elle se ge´ne´ralise aux autres repre´sentations, en utilisant la discussion de [17, (7.5.9)] par exemple. 
D’apre`s la de´finition des repre´sentations elliptiques, l’e´quivalence de cate´gories αρ induit une bijection
entre l’ensemble EllC(B
Gd
Mρ,τρ
) des repre´sentations elliptiques de Gd dans le bloc B
Gd
Mρ,τρ
et l’ensemble
EllC(B
G′dρ
Tdρ ,1
) des repre´sentations elliptiques de G′dρ dans son bloc unipotent. Notons que cette bijection
ne de´pend pas de αρ, seulement de l’existence de αρ rendant commutatif le diagramme ci-dessus.
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4.1.11 Classification des repre´sentations elliptiques : L’assertion 4.1.10 rame`ne la classification des
repre´sentations elliptiques de Gd a` celles des blocs unipotents des GLd′(K
′) pour d′ divisant d et K ′
extension de K de degre´ 6 d. Or, les repre´sentations elliptiques du bloc unipotent de GLd′(K
′) sont
par de´finition les sous-quotients de l’induite droite Ind
GLd′(K
′)
B (1) a` partir d’un sous-groupe de Borel
de GLd′(K
′). Nous avons de´ja rappele´ la classification de ces repre´sentations dans la partie 2 ; elle ne
fait intervenir que le syste`me de racines et pas le corps de de´finition K ′. Soit Sd′ l’ensemble des racines
simples de Gd′ que nous identifierons a` celui de GLd′(K
′). Pour tout I ⊆ Sd′ , nous noterons ici πd′,I ,
resp. πK
′
d′,I la repre´sentation de Gd′ , resp GLd′(K
′), de´finie en 2.1.1, ou` elle e´tait note´e simplement πI .
L’application (I ⊆ Sd′) 7→ πK′d′,I de´finit donc une bijection entre l’ensemble P(Sd′) des sous-ensembles de
Sd′ et l’ensemble des C-repre´sentations elliptiques du bloc unipotent B
GLd′(K
′)
T,1 Cette bijection envoie ∅
sur la repre´sentation de Steinberg et Sd′ sur la repre´sentation triviale.
Notation 4.1.12 Soit ρ ∈ IrrC(D×d ) et αρ l’e´quivalence de cate´gories de 4.1.10. Nous noterons πIρ :=
α−1ρ (π
Kρ
dρ,I
), pour I ⊆ Sdρ . Ce sont les repre´sentations elliptiques de Gd dont le support cuspidal est le
meˆme que celui de JLd(ρ). On a donc en particulier JLd(ρ) = π
∅
ρ.
L’application (ρ ∈ IrrC(D×d ), I ⊆ Sdρ) 7→ πIρ ∈ EllC(Gd) est une bijection. On obtient ainsi une
classification de toutes les repre´sentations elliptiques de Gd.
Comme on l’a mentionne´ a` la fin de la preuve de 4.1.6, si πdisc est la se´rie discre`te de meˆme support
cuspidal que la repre´sentation π ∈ EllC(Gd), alors on a [π] = ±[πdisc] dans R(Gd) et par conse´quent :
JLd(π) = ±JLd(πdisc). On peut pre´ciser ce signe en termes de la classification ci-dessus :
Remarque 4.1.13 Supposons que πdisc = JLd(ρ) = π
∅
ρ pour ρ ∈ IrrC(D×d ) et que π = πIρ pour I ⊆ Sdρ .
Alors on a dans R(Gd) l’e´galite´ [π
I
ρ] = (−1)|I|[π∅ρ]. Par conse´quent on a aussi
JLd[π
I
ρ ] = (−1)|I|[ρ]
dans R(D×d ).
Preuve : Graˆce a` l’e´quivalence de cate´gories αρ et a` ses proprie´te´s de commutation a` l’induction
parabolique, on est ramene´ a` prouver l’e´galite´ [πdρ,I ] = (−1)|I|[πdρ,∅] = [StGdρ ] dans R(Gdρ). Pour
prouver celle-ci, notons PI le parabolique standard de Gdρ associe´ a` I ⊆ Sdρ . Le lemme X.4.6 de [11]
montre que dans R(Gdρ), on a
[πdρ,I ] =
∑
I⊆J⊆Sdρ
(−1)|J\I|[IndGdρPI (1)].
En appliquant ceci a` I et ∅, on obtient [πdρ,I ] = (−1)dρ−1−|I|[1Gdρ ] = (−1)|I|[StGdρ ].

Remarque 4.1.14 La duale de πIρ est π
I
ρ∨ , ou` l’on identifie Sdρ = Sdρ∨ et I est l’image de I par
l’involution −w0 de Sdρ dans lui-meˆme en notant w0 l’e´le´ment de plus grande longueur du groupe de
Weyl de Gdρ .
Preuve : Remarquons tout d’abord que par compatibilite´ de la correspondance de Jacquet-Langlands a`
la contragre´diente, on a JLd(ρ
∨) = JLd(ρ)∨ et par suite Mρ∨ = Mρ et τρ∨ ≃ (τρ)∨. Soit maintenant
Pρ le sous-groupe parabolique standard de Levi Mρ. L’ensemble des racines simples de Z(Mρ) dans Pρ
s’identifie a` Sdρ . Ce dernier est donc en bijection I 7→ Pρ,I avec l’ensemble des sous-groupes paraboliques
standards contenant Mρ.
On peut expliciter la de´finition de πIρ a` travers l’e´quivalence αρ de la manie`re suivante : Soit Mρ,I
la composante de Levi standard de Pρ,I et Qρ,I le sous-groupe parabolique standard de Mρ,I dont la
composante de Levi est Mρ. Alors on a
πIρ = Cosoc
(
iGdPρ,I
(
Soc
(
i
Mρ,I
Qρ,I
(τρ)
)))
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ou` le socle et le cosocle se trouvent eˆtre irre´ductibles. Par dualite´ il vient
(πIρ)
∨ = Soc
(
iGdPρ,I
(
Cosoc
(
i
Mρ,I
Qρ,I
((τρ)
∨)
)))
.
En appliquant l’e´quivalence αρ∨ , on obtient
αρ∨
(
(πIρ)
∨) = (πdρ,I)∨
qui d’apre`s 3.3.3 iv) n’est autre que πdρ,I .

4.1.15 Extensions entre repre´sentations elliptiques : On a vu que l’application “de Jacquet-Langlands”
JLd : R(D
×
d ) −→ R(Gd) pre´serve les caracte´ristiques d’Euler-Poincare´ (a` caracte`re central fixe´). Mais
l’ingre´dient essentiel de ce texte est le calcul de tous les groupes d’extensions entre repre´sentations ellip-
tiques. Celui-ci se rame`ne par les e´quivalences αρ de 4.1.10 au calcul de la partie 3 sur les se´ries principales
elliptiques de Gdρ .
Fixons une uniformisante ̟ de K. Nous noterons par la meˆme lettre son image dans le centre de Gd
ou celui de D×d par les inclusions K
× ⊂ Gd, D×d et nous noterons ̟Z le sous-groupe qu’elle engendre
dans Gd ou D
×
d . Remarquons que par la caracte´risation de la correspondance de Jacquet-Langlands, si
ρ ∈ IrrQl(D
×
d /̟
Z) alors JLd(ρ) ∈ IrrQl(Gd/̟Z) et par conse´quent toutes les repre´sentations πIρ ont aussi
un caracte`re central trivial sur ̟.
Proposition 4.1.16 Soient ρ, ρ′ ∈ IrrQl(D
×
d /̟
Z) et I ⊆ Sdρ , I ′ ⊆ Sdρ′ .
i) Pour tout i ∈ N, on a
ExtiGd/̟Z
(
πIρ , π
I′
ρ′
)
=
{
Ql si ρ ≃ ρ′ et i = δ(I, I ′)
0 si ρ 6= ρ′ ou i 6= δ(I, I ′) .
ii) Soient I, J,K trois sous-ensembles de Sdρ tels que δ(I, J) + δ(J,K) = δ(I,K), alors le cup-produit
∪ : Extδ(I,J)
Gd/̟Z
(
πIρ , π
J
ρ
)⊗Ql Extδ(J,K)Gd/̟Z (πJρ , πKρ ) −→ Extδ(I,K)Gd/̟Z (πIρ , πKρ )
est un isomorphisme.
Preuve : Commenc¸ons par montrer la nullite´ des Ext lorsque ρ 6= ρ′. Tout d’abord, si ωρ|O×K 6= ωρ′ |O×K ,
alors les Ext sont e´videmment nuls. Supposant alors ωρ = ωρ′ , on a
Ext∗Gd,ωρ
(
πIρ , π
J
ρ′
)
= Ext∗Gd/̟Z
(
πIρ , π
J
ρ′
)
car les objets projectifs de Modωρ(Gd) sont encore projectifs dansModQl(Gd/̟
Z). Rappelons maintenant
que si π, π′ sont deux repre´sentations irre´ductibles de meˆme caracte`re central ω mais de supports cuspidaux
distincts, alors ExtiG,ω (π, π
′) = 0 pour tout i ∈ N, voir par exemple [61, 6.1]. Or, le support cuspidal de
πIρ est le meˆme que celui de π
∅
ρ = JLd(ρ). Comme il y a au plus une se´rie discre`te de support cuspidal
donne´, on en de´duit l’assertion.
Pour le reste du the´ore`me, nous allons nous ramener au the´ore`me 3.1.4 graˆce a` l’e´quivalence αρ. Pour
cela, remarquons que par la proprie´te´ iii) de 4.1.10, αρ induit une e´quivalence entre la sous-cate´gorie
pleine des objets de BGdMρ,τρ triviaux sur ̟ et la sous-cate´gorie pleine des objets de B
G′dρ
T,1 triviaux sur ̟
(rappelons que G′dρ = GLdρ(Kρ) avec les notations de 4.1.10). Il s’ensuit que
Ext∗Gd/̟Z
(
πIρ, π
J
ρ
)
= Ext∗G′dρ/̟Z
(
π
Kρ
dρ,I
, π
Kρ
dρ,J
)
.
Mais puisque K×ρ /̟Z est compact, les objets projectifs de ModQl(PG
′
dρ
) sont encore projectifs lorsqu’ils
sont vus comme objets de Mod
Ql
(G′dρ/̟
Z) de sorte que
Ext∗G′dρ/̟Z
(
π
Kρ
dρ,I
, π
Kρ
dρ,J
)
= Ext∗PG′dρ
(
π
Kρ
dρ,I
, π
Kρ
dρ,J
)
.
On est donc ramene´ au the´ore`me 3.1.4. 
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4.2 Correspondance (locale) de Langlands
Soit Knr la sous-extension non ramifie´e maximale de K dans Kca et K̂nr sa comple´tion. On note
toujours IK := Gal(K
ca/Knr) ⊂WK le groupe d’inertie de K.
4.2.1 Formulation a` la Weil-Deligne : Rappelons qu’une ”repre´sentation de Weil-Deligne” σ de WK a`
valeurs dans le corps C est un triplet (σss, Nσ, Vσ) ou`
– Vσ est un espace vectoriel de dimension finie sur C,
– σss : WK −→ GL(Vσ) est une repre´sentation continue (pour la topologie discre`te de C) et semi-
simple de WK .
– Nσ ∈ EndC (Vσ) est un endomorphisme nilpotent de V tel que pour tout w ∈WK , on a
σss(w)Nσσ
ss(w)−1 = |w|Nσ .(4.2.2)
Notons RepdC(WDK) l’ensemble des classes d’e´quivalences des C-repre´sentations de Weil-Deligne de di-
mension d. La correspondance de Langlands sur K est une famille de bijections (σd)d∈N∗
σd : IrrC(GLd(K))
∼−→ RepdC(WDK)
qui ve´rifient un certain nombre de proprie´te´s suffisantes pour les rendre uniques (compatibilite´ avec la
the´orie du corps de classe qui donne aussi le cas d = 1, pre´servation de certains invariants de nature
arithme´tico-analytique (facteurs L et ǫ de paires), etc...). Nous renvoyons a` [36],[38] pour l’e´nonce´ pre´cis
de ces proprie´te´s caracte´ristiques que nous n’utiliserons pas en totalite´. Nous utiliserons sans commentaires
particuliers la compatibilite´ a` la contragre´diente et la compatibilite´ a` la torsion par les caracte`res qui dans
le cas des caracte´res non ramifie´s s’exprime formellement ainsi :
∀π ∈ IrrC(Gd), ∀a ∈ C×, σd((|det|aπ) = | − |aσd(π)
(en particulier, on a normalise´ le corps de classes de manie`re a` ce que les uniformisantes correspondent
aux Frobenius ge´ome´triques). Rappelons par ailleurs que
σd(CuspC(Gd)) = {σ ∈ RepdC(WDK) irre´ductibles}.
En fait, la correspondance est de´termine´e par sa restriction aux repre´sentations cuspidales de Gd et
irre´ductibles de WK , la classification de Zelevinski [66] et la classification des repre´sentations de Weil-
Deligne en fonction des irre´ductibles de WK .
La ge´ome´trie alge´brique re´alise plutoˆt une variante de la correspondance de Langlands, appele´e parfois
correspondance de Hecke et qui se de´duit de celle de Langlands par une simple torsion “a` la Tate” par le
caracte`re w 7→ |w| 1−d2 . Il est sous-entendu ici que l’on choisit toujours (si besoin) la racine carre´e positive
de q dans C pour de´finir une puissance demi-entie`re de | − |. Pour les repre´sentations cuspidales, cette
variante se trouve eˆtre compatible aux actions des automorphismes de C des deux coˆte´s, cf [37, (7.4)].
L’extension aux repre´sentations non cuspidales respecte cette compatibilite´, comme nous allons le pre´ciser
maintenant en suivant [37, (7.4)]. Si τ est un automorphisme de C et σ = (σss, N, V ) une repre´sentation de
Weil-Deligne, notons στ := (σss⊗1, N⊗1, V ⊗C,τ C). Cela de´finit une action de Aut(C) sur RepdC(WDK)
et de meˆme on en de´finit une autre sur IrrC(Gd).
Fait 4.2.3 Pour tout automorphisme τ du corps C et toute repre´sentation π ∈ IrrC(Gd), on a
| − |(1−d)/2σd(πτ ) = (| − |(1−d)/2σd(π))τ .
Preuve : Le cas le plus difficile est celui ou` π est cuspidale ; il est prouve´ dans [37, (7.4)] (et cela repose
sur des compatibilite´s avec des cas de correspondance globale).
Pour le cas ge´ne´ral, modifions un peu l’e´nonce´ en introduisant la notation ετ = τ(
√
q)/
√
q ∈ {±1} et
les caracte`res
ετ : g ∈ Gd 7→ εval◦det(g)τ et ετ : w ∈WK 7→ ε
logq|w|
τ .
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L’e´nonce´ que l’on veut prouver se reformule en
σd(π
τ ) = εd−1τ σd(π)
τ .(4.2.4)
E´tant donne´es π1, · · · , πr des repre´sentations de Gd1 , · · · , Gdr , notons π1 × · · · × πr la repre´sentation de
Gd1+···+dr induite parabolique standard normalise´e. Alors si d = d1 + · · ·+ dr, on calcule
(π1 × · · · × πr)τ = εd−d1τ πτ1 × · · · × εd−drτ πτr .
Supposons maintenant que cette induite est irre´ductible et que (4.2.4) est connu pour chaque πi. On sait
alors que
σd(π1 × · · · × πr) = σd1(π1)⊕ · · · ⊕ σdr (πr)
et on en tire imme´diatement l’e´nonce´ pour l’induite. D’apre`s la classification de Zelevinski, cela nous
rame`ne au cas ou` π est l’unique quotient irre´ductible de
Stk1(|det|n1πg)× · · · × Stkr (|det|nrπg)
avec n1 > · · · > nr ∈ Z et πg ∈ CuspC(Gg). On a note´ ici Stkπg l’unique quotient irre´ductible de
πg|det|(1−k)/2×· · ·×πg|det|(k−1)/2 (k facteurs, on passe au suivant en multipliant par |det|). Remarquons
que (Stkπg)
τ = Stk(ε
kg−g−k+1
τ π
τ
g ). Par ailleurs, d’apre`s [38, 2.7], on a σkg(Stkπg) = σg(πg) ⊗ σk(StGk).
On calcule donc
σkg((Stkπg)
τ ) = σkg(Stk(ε
kg−g−k+1
τ π
τ
g )) = ε
kg−g−k+1
τ σg(π
τ
g )⊗ σk(StGk)
= εkg−g−k+1τ ε
1−g
τ ε
1−k
τ (σg(πg)⊗ σk(StGk))τ
= ε1−kgτ σkg(Stkπg)
τ
compte tenu de ce que l’on sait de´ja pour πg et StGk . Ainsi (4.2.4) est ve´rifie´ pour les repre´sentations du
type Stk(πg). Revenons a` notre repre´sentation irre´ductible π et rappelons que selon [38, 2.9], il lui est
associe´ la repre´sentation galoisienne
σd(π) = σk1g(Stk1(|det|n1πg))⊕ · · · ⊕ σkrgStkr (|det|nrπg)).
Remarquons par ailleurs que πτ est l’unique quotient irre´ductible de la repre´sentation
εd−k1gτ (Stk1(|det|n1πg))τ × · · · × εd−krgτ (Stkr (|det|nrπg))τ
qui n’est autre que la repre´sentation
Stk1
(
εd−k1gτ ε
k1g−g−k1−1
τ |det|n1πτg
)× · · · × Stk1 (εd−k1gτ εk1g−g−k1−1τ |det|nrπτg ) .
Il lui est donc associe´ la repre´sentation
σd(π
τ ) = σk1g
(
Stk1(ε
d−g−k1−1
τ |det|n1πτg )
)⊕ · · · ⊕ σkrg (Stkr (εd−g−kr−1τ |det|nrπτg ))
qui n’est autre que
εd−k1gτ σk1g ((Stk1(|det|n1πg))τ )⊕ · · · ⊕ εd−krgτ σkrg ((Stkr (|det|nrπg))τ ) .
Ainsi, par le cas de´ja traite´ des repre´sentations St, on en de´duit (4.2.4) pour π.

La compatibilite´ aux automorphismes de C permet de transposer sans ambigu¨ıte´ la correspondance
de Langlands tordue a` la Hecke au corps abstrait C. Pour obtenir une correspondance de Langlands sur
C, il faut alors choisir (si besoin) une racine du cardinal du corps re´siduel de K.
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4.2.5 Formulation continue l-adique : Lorsque C = Ql, nous avons besoin d’une formulation en ter-
mes de repre´sentations continues l-adiques de WK plutoˆt que de repre´sentations de Weil-Deligne. Voici
brie`vement le lien entre les deux formulations explique´ par Deligne dans [23, 8]. Rappelons que WK est
muni de la topologie de´finie par la topologie profinie de IK et la topologie discre`te de WK/IK ≃ Z. On
note alors Repdl (WK) l’ensemble des classes d’e´quivalences de Ql-repre´sentations Frobenius-semisimples
qui sont obtenues par extension des scalaires de repre´sentations continues de WK a` valeurs dans une
extension finie de Ql.
Rappelons que nous avons fixe´ un proge´ne´rateur µ de Zl(1) et qu’il lui est associe´ le morphisme surjectif
tµ : IK
tl−→ Zl(1) µ
∗−→ Zl.
Soit (σss, Nσ, Vσ) une Ql-repre´sentation de Weil-Deligne comme dans le paragraphe pre´ce´dent et soit
φ un rele`vement de Frobenius ge´ome´trique dans WK . L’e´quation 4.2.2 montre que la formule
σ(w) := σss(w)exp(Nσtµ(iφ(w))), ou` w = φ
ν(w)iφ(w) ∈ φZ ⋉ IK
de´finit une repre´sentation continue et Frobenius-semisimple de WK sur l’espace Vσ. Le the´ore`me “de
la monodromie l-adique” de Grothendieck montre que l’application Repd
Ql
(WDK) −→ Repdl (WK) ainsi
obtenue est une bijection. Deligne a montre´ qu’elle ne de´pend pas des choix de φ et µ. L’ope´rateur nilpotent
Nσ ∈ EndQl (Vσ) est appele´ “monodromie” et controˆle le de´faut de semi-simplicite´ de la repre´sentation
σ. En particulier la semisimplifie´e de σ n’est autre que σss.
La correspondance de Langlands locale, tordue a` la Hecke, fournit donc une correspondance entre
repre´sentations irre´ductibles de Gd et repre´sentations l-adiques et c’est cette dernie`re que la ge´ome´trie
(i.e. la cohomologie l-adique) peut pre´tendre re´aliser. Moyennant le choix d’une racine du cardinal du
corps re´siduel dans Ql, on obtient la ”vraie” correspondance, que nous noterons toujours
π ∈ IrrQl(Gd) 7→ σd(π) ∈ Rep
d
l (WK).
4.2.6 Repre´sentations elliptiques : Avant d’expliquer ce qu’il advient des repre´sentations elliptiques de
Gd a` travers la correspondance de Langlands, rappelons que
σd(DiscQl(Gd)) = {σ ∈ Rep
d
l (WK) inde´composables}.
Ainsi, la composition
σd ◦ JLd : IrrQl(D
×
d ) −→ Repdl (WK),
qui est un exemple simple de fonctorialite´ de Langlands, induit une bijection de IrrQl(D
×
d ) sur l’ensemble
des inde´composables de Repdl (WK).
Maintenant, comme les repre´sentations elliptiques ont par de´finition le meˆme support cuspidal qu’une
repre´sentation de la se´rie discre`te, la compatibilite´ de la correspondance de Langlands a` l’induction
parabolique (qui est un exemple encore plus simple de fonctorialite´ de Langlands) donne la caracte´risation
σd(EllQl(Gd)) = {σ ∈ Rep
d
l (WK), ∃σ′ inde´composable telle que σss = σ′ss}.
Donnons maintenant une description explicite a` partir de la classification des repre´sentations elliptiques
donne´e plus haut.
Pour d′ divisant d, nous fixons une nume´rotation de Sd′ , i.e. une bijection Sd′
∼−→ {1, · · · , d′ − 1},
comme en 2.1.1. Ceci nous permet de de´finir comme en 2.1.3 une (classe de) Ql-repre´sentation continue
τI de WK que nous noterons ici plus pre´cise´ment τd′,I .
Lemme 4.2.7 Soit ρ ∈ IrrQl(D) et I ⊆ Sdρ . Utilisant les notations 4.1.7 on a
σd(π
I
ρ) ≃ σd/dρ(τ0ρ )⊗ σdρ(πdρ,I) ≃ σd/dρ(τ0ρ )⊗ τdρ,I ⊗ |.|
dρ−1
2 .
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Preuve : Pour calculer la repre´sentation σdρ(πdρ,I), il nous faut exprimer les parame`tres de Langlands de
πdρ,I , c’est-a`-dire pre´senter celle-ci comme unique quotient d’une repre´sentation du type
|det|n1StGd1 × · · · × |det|nrStGdr
avec n1 > · · · > nr. Supposons ceci fait, alors par la de´finition qu’on a donne´e de la repre´sentation πIρ au
moyen de l’e´quivalence de cate´gories 4.1.10 (qui est compatible aux foncteurs d’inductions paraboliques
et qui envoie tempe´re´es sur tempe´re´es), celle-ci sera l’unique quotient de la repre´sentation
|det|n1Std1(τ0ρ )× · · · × |det|nrStdr(τ0ρ ).
Ainsi on aura, par [38, 2.9],
σd(π
I
ρ) = | − |n1σdd1/dρ(Std1(τ0ρ ))⊕ · · · ⊕ | − |nrσddr/dρ(Stdr(τ0ρ ))
= | − |n1σd/dρ(τ0ρ )⊗ σd1(StGd1 )⊕ · · · ⊕ | − |nrσd/dρ(τ0ρ )⊗ σdr (StGdr )
= σd/dρ(τ
0
ρ )⊗ σdρ(πdρ,I)
d’ou` la premie`re e´galite´ de l’e´nonce´.
Les parame`tres de Langlands de la repre´sentation πdρ,I sont donne´s par la remarque 3.3.4. Avec les
notations courantes que l’on alle`ge en abre´geant d = dρ et πI = πdρ,I et en posant I
c l’image de Ic = S \ I
par l’application x ∈ S 7→ (d− x) ∈ S, on a donc :
πI est l’unique quotient irre´ductible de l’induite i
Gd
MIc
(δ
1
2
PIc
StM
Ic
).
Pour traduire ceci en termes de produits a` la Zelevinski, introduisons un peu de combinatoire : sur
l’ensemble {0, · · · , d− 1}, on met une structure de graphe oriente´ en de´clarant que x→ y si et seulement
si (x 6 y et {x+1, · · · , y} ⊂ Ic). En particulier, on a x→ x pour tout x. La partition de {0, · · · , d− 1} en
composantes connexes s’e´crit {0, . . . , d1 − 1} ⊔ {d1, · · · , d1 + d2 − 1} ⊔ · · · pour une unique suite d1, · · · dr
d’entiers > 1 et de somme d. Alors le sous-groupe de LeviMIc n’est autre que Gd1×· · ·×Gdr et un calcul
e´le´mentaire du module de PIc montre que
iGdMIc
(δ
1
2
PIc
StMIc ) = |det|n1StGd1 × · · · × |det|nrStGdr
en posant pour tout i = 1, · · · , r,
ni = (−d1 − · · · − di−1 + di + · · ·+ dr)/2.
D’un autre coˆte´, revenant a` la de´finition de la repre´sentation τI en 2.1.3, on constate que
| − |(d−1)/2τI = | − |m1σd1(StGd1 )⊕ · · · ⊕ | − |mrσdr (StGdr )
avec pour tout i = 1, · · · , r,
mi = (d− di)/2− (d1 + · · · di−1).
On ve´rifie imme´diatement que ni = mi pour tout i. Comme π est l’unique quotient de i
Gd
MIc
(δ
1
2
PIc
StMIc )
et que les ni sont de´croissants, on en conclut que σd(πI) = | − |(d−1)/2τI .

4.3 Remarques de the´orie des repre´sentations
Ce paragraphe contient des conside´rations techniques ayant peu d’inte´reˆt en soi, pour re´fe´rence ulte´rieure.
Il est conseille´ de le sauter dans une premie`re lecture.
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4.3.1 Le contexte : On conside`re un groupe localement profini H muni d’un morphisme surjectif
H
νH−→ Z dont on note H0 le noyau. En notant νK la valuation normalise´e de K× −→ Z, les exemples qui
nous inte´ressent sont :
– Gd muni de νG := νK ◦ det,
– D×d muni de νD := νK ◦NrDd/K (norme re´duite),
– WK muni de νW : WK −→ Gal(kca/k) ∼−→ Z ou` l’on choisit un Frobenius arithme´tique comme
ge´ne´rateur de Gal(kca/k).
– Gd ×D×d et (Gd ×D×d )/K×diag munis de νGD := −νG + νD.
– Gd ×D×d ×WK muni de νGDW := −νG + νD + νW .
Lorsqu’aucune ambigu¨ıte´ n’en re´sultera, on ommettra les indices et e´crira simplement ν.
Les repre´sentations conside´re´es seront toujours a` coefficients dans un corps alge´briquement clos C
de caracte´ristique nulle. On notera ΨH le groupe des C-caracte`res de H/H
0, dits ”non-ramifie´s”. Tout
caracte`re ψ : Z −→ C× de´finit un caracte`re non ramifie´ ψH := ψ ◦ νH (de meˆme, on note ψG, ψD, etc ...).
4.3.2 Familles de repre´sentations irre´ductibles : Le groupe ΨH agit par torsion sur l’ensemble des
classes d’isomorphisme de repre´sentations irre´ductibles de H . Appelons “orbites inertielles” ses orbites.
Soit (ρ, V ) ∈ IrrC(H) telle que ρ|H0 soit de longueur finie.
Si ρ0 est un facteur irre´ductible de ρ|H0 , le normalisateur Hρ de la classe de ρ0 dans H est d’indice
fini nρ et est de´termine´ par cet indice car on a alors Hρ = ν
−1
H (nρZ). Comme la notation le sugge`re, il ne
de´pend pas de ρ0 ; il s’identifie au noyau commun des ψ ∈ ΨH tels que ρ ≃ ρψ. Par cyclicite´ de Hρ/H0,
on peut e´tendre ρ0 en une repre´sentation ρ˜0 de Hρ qui apparaˆıt dans ρ|Hρ . La the´orie de Clifford montre
alors que ρ0, resp. ρ˜0, est de multiplicite´ 1 dans ρ|H0 , resp ρ|Hρ et que ρ ≃ indHHρ
(
ρ˜0
)
.
Conside´rons alors la repre´sentation induite a` supports compacts
ρun := ind
H
H0
(
ρ0
)
dont on note Vun l’espace. On ve´rifie facilement les proprie´te´s suivantes :
i) Ses quotients irre´ductibles sont toutes les repre´sentations dans l’orbite inertielle de ρ et apparaissent
avec multiplicite´ 1.
ii) Elle est, a` isomorphisme pre`s, inde´pendante du choix de ρ0.
4.3.3 Une caracte´risation dans un cas particulier : Supposons de plus qu’il existe un sous-groupe central
Z ⊂ H tel que ZH0 soit d’indice fini dans H et Z0 := H0 ∩ Z soit compact.
Notation 4.3.4 Pour un caracte`re ζ : Z −→ C× et une repre´sentation (ρ, V ) de H nous noterons
(ρζ , Vζ) la repre´sentation induite par ρ sur les ζ-coinvariants de V de´finis par Vζ := V/ < ρ(z)v−ζ(z)v, v ∈
V >.
Soit ρ ∈ IrrC(H) admettant un caracte`re central ωρ. On ve´rifie facilement qu’il existe un isomorphisme
(ρun)ζ ≃
⊕
ρ′∼ρ
(ωρ′)|Z=ζ
ρ′
ou` l’e´quivalence ∼ est la torsion par un caracte`re de H/H0. Re´ciproquement, on a
Lemme 4.3.5 Soit ρ0 une C-repre´sentation admissible de H0 telle qu’il existe ρ ∈ IrrC(H) et un iso-
morphisme
βζ : ind
H
H0
(
ρ0
)
ζ
∼−→
⊕
ρ′∼ρ
(ωρ′ )|Z=ζ
ρ′
pour chaque caracte`re ζ : A −→ C×. Alors il existe un isomorphisme indHH0
(
ρ0
) ∼−→ ρun.
Preuve : Soit ζ un caracte`re tel que ζ0 := ζ|Z0 6= (ωρ)|Z0 . Dans ce cas, le terme de droite de l’isomorphisme
est nul. Comme le foncteur indHH0 est fide`le, il s’ensuit que ρ
0
ζ0 = 0. Comme Z
0 est compact, il s’ensuit
que Z0 agit sur ρ0 via ω0ρ.
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Choisissons au contraire un ζ tel que ζ|Z0 = (ωρ)|Z0 . Alors le terme de droite de l’isomorphisme est
non nul et on en de´duit par re´ciprocite´ de Frobenius un morphisme non nul ρ0 −→ ρ|H0 . Comme ρ|H0 est
semi-simple, on en de´duit l’existence d’un morphisme ρ0 −→ ρ|H0 d’image irre´ductible. En induisant, on
obtient donc un morphisme surjectif
α : indHH0
(
ρ0
) −→ ρun.
Pour tout ζ, αζ factorise βζ et donc est un isomorphisme. Soit V le noyau du morphisme α. Montrons
que V est nul. Soit z ∈ Z tel que ν(z) engendre le groupe cyclique ν(Z) ; alors le sous-groupe zZ de
Z engendre´ par z est discret et Z = Z0zZ. Toute C-repre´sentation de H est canoniquement munie
d’une structure de C[zZ]-module et tout morphisme de CH-repre´sentations commute a` ces structures (en
d’autres termes C[zZ] s’identifie a` un sous-anneau du centre de la cate´gorie ModC(H)). Maintenant les
repre´sentations indHH0
(
ρ0
)
et ρun sont C[z
Z]-projectives et C[zZ]-admissibles. Le noyau V est donc aussi
C[zZ]-projectif et C[zZ]-admissible. Il s’ensuit que pour tout caracte`re ζ : Z −→ C∗ tel que ζ|Z0 = (ωρ)|Z0 ,
la suite Vζ −→ indHH0
(
ρ0
)
ζ
−→ (ρun)ζ reste exacte. Mais par hypothe`se, le second morphisme est un
isomorphisme. Donc Vζ = 0. Par le lemme de Nakayama applique´ aux C[z
Z]-modules de type fini V J pour
J sous-groupe ouvert compact de H , on en de´duit V = 0. 
Corollaire 4.3.6 Soit ρ ∈ IrrQl(D
×
d ) et I ⊆ Sdρ . La repre´sentation πIρ,un obtenue en appliquant la
construction de 4.3.2 a` H ← Gd et ρ← πIρ est isomorphe a` la repre´sentation suivante
πIρ,un := α
−1
ρ
(
ind
G′dρ
(G′dρ )
0
(
π
Kρ
dρ,I |(G′dρ)0
))
avec les notations de 4.1.10.
Preuve : Lorsque ρ = 1, l’assertion est tautologique. A` partir de la`, pour ρ quelconque, c’est une
conse´quence de la proprie´te´ 4.1.10 iii) de l’e´quivalence de cate´gories αρ et de la caracte´risation donne´e
par le lemme pre´ce´dent. 
4.3.7 Produits de groupes : Donnons-nous maintenant deux couples (H1, ν1) et (H2, ν2) comme en
4.3.1. On munit le groupe produit H := H1 ×H2 du morphisme diffe´rence ν := −ν1 + ν2 (la discussion
qui suit s’applique aussi bien au morphisme somme, moyennant quelques changement e´vidents), ce qui
nous donne un sous-groupe H0 = ν−1(0) que l’on munit a` son tour du morphisme ν0 := ν1 + 0 = 0 + ν2.
Soit ρ1, resp. ρ2, deux repre´sentations irre´ductibles de H1, resp. H2, de restriction a` H
0
1 , resp. H
0
2 ,
artinienne. La restriction de ρ := ρ1 ⊗ ρ2 a` H0 est alors artinienne. On voit aise´ment que l’indice nρ =
[H : Hρ] est le p.g.c.d. de nρ1 et nρ2 .
Lemme 4.3.8 Supposons que nρ1 = nρ2 . Alors
(ρun)|H1 ≃ ρ1,un ⊗C Vρ2 .
Preuve : Posons n := nρ1 = nρ2 et choisissons pour chaque i = 1, 2 un facteur irre´ductible ρ˜
0
i de
(ρi)|ν−1i (nZ). Par de´finition, on a
ρi,un = ind
Hi
H0i
(
(ρ˜0i )|H0i
)
.
Remarquons aussi que
ρ˜0 := ind
ν−1(nZ)
ν−11 (nZ)×ν−12 (nZ)
(
ρ˜01 ⊗ ρ˜02
)
est un facteur irre´ductible de ρ|ν−1(Z), puisque pour chaque i, on a ind
Hi
ν−1i (nZ)
(
ρ˜0i
)
= ρi. Il s’ensuit que
ρun = ind
H
H0
(
ind
ν−1(nZ)
ν−11 (nZ)×ν−12 (nZ)
(
ρ˜01 ⊗ ρ˜02
)
|H0
)
≃ indH
ν−10 (nZ)
(
(ρ˜01 ⊗ ρ˜02)|ν−10 (nZ)
)
Par la formule de Mackey on obtient alors
(ρun)|H1 ≃
⊕
h2∈H2/ν−12 (nZ)
indH1
H01
(
ρ˜01 ⊗C Vρ˜02
)
≃ ρ1,un ⊗C Vρ2 .

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5 Cohomologie e´quivariante des espaces de Berkovich
Dans cette partie, le contexte est le suivant : on suppose qu’un groupe localement profini G agit sur
un espace K-analytique X , au sens de Berkovich. Celui-ci a de´fini une notion de continuite´ pour une
telle action, et tout un formalisme cohomologique e´tale-G-e´quivariant ”continu”. C’est l’existence de ce
formalisme qui nous pousse a` utiliser les espaces de Berkovich et leur cohomologie e´tale plutoˆt que les
espaces rigides, ou les espaces adiques de Huber. Il ne fait cependant aucun doute qu’un formalisme
similaire existe dans le cadre des espaces de Huber.
Lorsque Λ est un anneau de torsion premie`re a` p, le formalisme en question fournit, entre autres,
un complexe canonique de la cate´gorie de´rive´e borne´e des ΛG-modules lisses dont la cohomologie est la
cohomologie e´tale de X a` coefficients dans Λ, munie de son action canonique de G.
Le but de cette partie est d’exposer ce formalisme en grande partie non-publie´ – bien que de´ja utilise´
dans [31], [32] et [35] – puis d’en donner une variante l-adique dans un langage inspire´ de la cohomologie
e´tale continue de Jannsen [43] [40] [29], et enfin d’interpre´ter certaines suites spectrales de type Hochschild-
Serre construites par Fargues dans [29] comme des e´galite´s de complexes de cohomologie dans certaines
cate´gories de´rive´es.
5.1 Coefficients de torsion
Cette section est un bref expose´ d’un manuscrit non publie´ de Berkovich [6]. Les impre´cisions et erreurs
e´ventuelles ci-dessous sont de la seule responsabilite´ de l’auteur de ces lignes. Nous avons opte´ pour une
exposition plus e´le´mentaire – et beaucoup moins e´le´gante – que celle de [6] ; nous inclurons quelques
remarques a` ce sujet.
5.1.1 Faisceaux e´tales G-e´quivariants : Soit X un espace K-analytique et Xet son site e´tale [3]. Tout
endomorphisme analytique φ de X de´finit un endomorphisme Xet
φ−→ Xet du site Xet tel que pour tout
morphisme e´tale U
f−→ X , φ−1(U, f) ≃ (U, f)×X (X,φ). On a par conse´quent un couple d’endofoncteurs
adjoints (φ∗, φ∗) du topos associe´. Si ψ est un autre endomorphisme de X , on a des isomorphismes
canoniques de foncteurs (φψ)∗ ∼−→ ψ∗ ◦φ∗ et (φψ)∗ ∼−→ φ∗ψ∗. En particulier, si G est un groupe agissant
sur X par automorphismes analytiques, cette action induit aussi une action et une anti-action sur le topos
e´tale de X . Ces (anti-)actions ne sont pas strictes, mais les isomorphismes de transitions e´tant canoniques,
nous ferons l’abus de les noter par un signe =.
L’action et l’anti-action sont relie´es par des isomorphismes canoniques. Plus pre´cise´ment si h ∈ G, il
y a des isomorphismes canoniques de foncteurs h∗ ≃ h! ≃ (h−1)∗ ≃ (h−1)!. On a donc autant de fac¸ons
de de´finir un faisceau G-e´quivariant. Voici la de´finition que nous prendrons dans ce texte (elle n’est pas
standard mais est e´quivalente aux autres) : un faisceau G-e´quivariant sur Xet est un couple (F , τF ) ou`
F est un faisceau sur Xet et τF une famille d’isomorphismes τF(h) : h∗F ∼−→ F , h ∈ G ve´rifiant la
condition de cocycle τF (h′h) = τF (h′) ◦ h′∗(τF (h)).
5.1.2 Faisceaux e´tales G-e´quivariants discrets/lisses : Berkovich munit dans [4, part 6] le groupe d’au-
tomorphismes analytiques Aut(X) de X d’une certaine topologie totalement discontinue. Par de´finition de
cette topologie, tout ouvert distingue´ de X (i.e. qui est diffe´rence de deux domaines analytiques compacts
de X) est stabilise´ par un sous-groupe ouvert de Aut(X). L’ide´e maˆıtresse de Berkovich dans ce contexte
est que tout ouvert e´tale ”distingue´” est aussi ”stabilise´” par un sous-groupe ouvert de Aut(X). Tentons
d’expliquer ce que cela signifie.
Par de´finition un ouvert e´tale (U, f) est dit distingue´ s’il peut se factoriser U
i−→ U fU−→ X ou` U est
quasi-e´tale (au sens de [4]) et compact et i fait de U un ouvert distingue´ de U . Alors d’apre`s [4, Key
Lemma 7.2.], pour un tel ouvert e´tale il existe un voisinage de IdX et, pour tout φ dans ce voisinage,
un isomorphisme canonique iφ : (U, f)
∼−→ φ−1(U, f). En particulier, il existe un sous-groupe ouvert
AutU (X) de Aut(X) et une action canonique AutU (X)
βU−→ Aut(U) compatible avec f : il suffit de poser
βU (φ) : (U, f)
iφ−→ φ−1(U, f) can−→ (U, f). C’est ce que nous entendons par la phrase ”AutU (X) stabilise
(U, f)”.
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Maintenant, si G est un groupe topologique agissant sur X par automorphismes analytiques, l’action
est dite continue si le morphisme G −→ Aut(X) l’est. On notera alors toujours GU l’image re´ciproque
d’un groupe AutU (X) comme ci-dessus. Si (F , τ) est un faisceau G-e´quivariant, et (U, f) un ouvert e´tale
distingue´, l’action βU mentionne´e ci-dessus munit F(U) d’une action de GU . Berkovich dit alors qu’un
faisceau e´tale G-e´quivariant en Λ-modules F est discret si l’une des deux conditions e´quivalentes suivantes
est ve´rifie´e (voir aussi [32, Part. 2]) :
– Pour tout morphisme e´tale U
f−→ X et toute section s ∈ F(U), tout point u ∈ U admet un voisinage
distingue´ U tel que le stabilisateur de s|U dans GU soit ouvert (de´finition qui ne de´pend pas du choix
de GU ).
– Pour tout morphisme quasi-e´tale U
f−→ X (voir [4, part 3]) avec U compact, le GU -module f∗F(U)
est lisse.
La terminologie ”faisceau G-discret” de Berkovich diffe`re de celle de la the´orie des repre´sentations qui
emploierait plutot les termes lisse ou localement constant (mais elle e´vite les conflits terminologiques avec la
the´orie des faisceaux). Pour e´viter toute ambigu¨ıte´ nous parlerons dore´navant de faisceaux G-e´quivariants
discrets/lisses.
Exemples :
– Le groupe G = PGL(V ) agit continuˆment sur Ω et le faisceau constant ΛΩ est G-discret.
– Le groupe Gal(Ka/K) agit continuˆment sur X⊗ˆK̂a pour tout K-espace analytique X .
Notons F(X,ΛGdisc), resp. F(X,ΛG), la cate´gorie des Λ-faisceaux e´tales G-e´quivariants, resp. G-
e´quivariants discrets/lisses (attention aux notations ! L’indice disc signifie qu’on oublie la topologie de
G). Ce sont deux cate´gories abe´liennes, on a un ”plongement canonique” (foncteur pleinement fide`le)
F(X,ΛG) →֒ F(X,ΛGdisc), et une suite de morphismes dans F(X,ΛG) est exacte si et seulement si
elle l’est dans F(X,ΛGdisc) si et seulement si la suite de morphismes de faisceaux sous-jacente l’est. Le
plongement F(X,ΛG) →֒ F(X,ΛGdisc) admet un adjoint a` droite, dit foncteur de “lissification”
∞ : F(X,ΛGdisc) → F(X,ΛG)F 7→ F∞
F∞ (ou ∞(F) selon l’humeur) est le faisceau engendre´ par le pre´faisceau sur les ouverts e´tales distingue´s
U 7→ F(U)∞ ou` la notation F(U)∞ repre´sente le sous-GU -module lisse maximal de F(U). En particulier,
pour tout ouvert e´tale U −→ X , on a
Γc(U,F∞) = Γc(U,F)∞.
Remarque : Une jolie construction de [6] de´finit un site, note´ X(G)et dont la cate´gorie des Λ-faisceaux
est isomorphe a` F(X,ΛG). Il y a aussi un morphisme canonique de sites X(Gdisc)et ι−→ X(G)et tel que
ι∗ s’identifie au plongement F(X,ΛG) →֒ F(X,ΛGdisc) et par conse´quent le foncteur de lissification ∞
s’identifie a` ι∗. Ce langage est plus abouti que celui, plus e´le´mentaire, que nous suivons ici (voir remarque
suivante...).
5.1.3 De´finition du RΓc : D’apre`s Berkovich [6] la cate´gorieF(X,ΛG) des faisceaux e´talesG-e´quivariants
discrets/lisses sur X contient suffisamment d’objets injectifs ; c’est aussi une conse´quence de l’existence de
l’induction, voir 10.3.10. On notera D+(X,ΛG) sa cate´gorie de´rive´e des complexes borne´s infe´rieurement
et Db(X,ΛG) la sous-cate´gorie triangule´e des objets cohomologiquement borne´s de celle-ci.
Si Y
φ−→ X est un morphisme G-e´quivariant d’espaces analytiques, une ve´rification e´le´mentaire montre
que le foncteur φ! image directe a` supports propres
5 induit un foncteur φ∞! : F(Y,ΛG) −→ F(X,ΛG)
exact a` gauche dont on note Rφ∞! : D
+(Y,ΛG) −→ D+(X,ΛG) le foncteur de´rive´.
De meˆme on obtient le foncteur de´rive´ des sections a` support compact
RΓ∞c (X, .) : D
+(X,ΛG) −→ D+(ΛG)
5Ce serait faux pour φ∗
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ou`D+(ΛG) de´signe la cate´gorie de´rive´e des ΛG-modules lisses (modules a` gauche, de par nos conventions).
La question naturelle qui se pose est alors de savoir si ces foncteurs ont la bonne cohomologie, c’est-
a`-dire celle des foncteurs usuels Rφ! et RΓc. Pour cela notons ιX : F(X,ΛG) −→ F(X,Λ) le foncteur
d’oubli. On a e´videmment φ! ◦ ιY = ιX ◦ φ∞! et Γc(X, .) ◦ ιX = ιpt ◦ Γ∞c (X, .). Berkovich montre alors
Proposition 5.1.4 On a Rφ! ◦ ιY = ιX ◦Rφ∞! et RΓc(X, .) ◦ ιX = ιpt ◦RΓ∞c (X, .)
Il suffit en fait de prouver que tout objet de F(X,ΛG) admet une re´solution par des objets de F(X,ΛG)
dont les faisceaux sous-jacents sont Γc-acycliques. Comme cette proprie´te´ est tre`s importante (elle est aussi
utilise´e dans [31] et [32]), et que nous aurons besoin d’une variante par la suite, nous en donnons une
preuve assez de´taille´e dans l’appendice (le re´sultat original est le corollaire 10.3.14 et la variante, plus
simple et suffisante ici, est la proposition 10.3.7), en suivant les ide´es de Berkovich, sous une forme plus
e´le´mentaire (nous n’introduisons pas le site X(G)).
Ce re´sultat nous conduira a` faire sans commentaires supple´mentaires l’abus de noter simplement RΓc
pour RΓ∞c . Appliquant le re´sultat de finitude cohomologique de [3, 5.3.8] on obtient lorsque Λ est de
torsion et K est alge´briquement clos :
RΓc(X, .) : D
b(X,ΛG) −→ Db(ΛG)
5.2 Coefficients l-adiques
L’auteur ne connait pas de formalisme l-adique complet pour les espaces analytiques, c’est-a`-dire
l’existence pour chaque espace analytique X d’une cate´gorie triangule´e Dbc(X,Ql) stable par les “six
ope´rations”. Berkovich a de´fini des groupes de cohomologie l-adique a` supports compacts pour un Ql-
faisceau “lisse” (non publie´). Il a aussi montre´ que lorsqu’un tel faisceau est muni d’une action d’un groupe
localement pro-p et que l’espace analytique est “quasi-alge´brique”, alors l’action obtenue en cohomologie
est lisse, voir [29, 4.1.19].
Ne´anmoins, ces groupes de cohomologie ne sont pas de´finis par des foncteurs de´rive´s. Or, pour le
pre´sent article, nous avons e´videmment besoin d’un formalisme en cate´gories de´rive´es. Ainsi nous allons,
en suivant des ide´es originales de Jannsen reprises par Huber puis Fargues, attacher a` un espace an-
alytique raisonnable X muni d’une action continue d’un groupe G localement pro-p-fini, un complexe
RΓ∞c (X,Ql) ∈ Db(QlG) canonique dans la cate´gorie de´rive´e des QlG-modules lisses et qui calcule la
cohomologie l-adique de X munie de l’action de G.
Notons que dans l’un des cas qui nous inte´ressent pour cet article, l’action de GLd(K) sur les
reveˆtements de Ωd−1K , Harris a de´ja exhibe´ dans [31] un tel complexe de repre´sentations lisses repre´sentant
la cohomologie et l’a notamment utilise´ pour de´finir une suite spectrale d’uniformisation. Sa construction
repose sur l’existence d’un recouvrement par des ouverts distingue´s quasi-alge´briques de nerf l’immeuble
de Bruhat-Tits et sur la re´solution fonctorielle de Berkovich 10.3.14. Il re´sultera des arguments qui suivent
que son complexe est un repre´sentant de notre RΓ∞c .
5.2.1 La de´finition de Berkovich : Fixons un anneau Λ de valuation discre`te, complet et de car-
acte´ristique re´siduelle 6= p, dont on note m l’ide´al maximal. Soit X un espace K-analytique. Nous con-
viendrons ici d’appeler un syste`me projectif (Fn)n de Λ-faisceaux sur X un “Λ-syste`me local” si
i) ∀m > n, Fm ⊗ Λ/mn ∼−→ Fn.
ii) ∀n ∈ N, Fn est un faisceau e´tale localement constant fini.
Notons U(X) l’ensemble des ouverts distingue´s de X . Berkovich de´finit pour tout q ∈ N
Hqc (X, (Fn)n) := lim−→
U∈U(X)
lim←−
n
Hqc (U,Fn).
Nous poserons aussi
Hqc (X,Λ) := H
q
c (X, (Λ/m
n)n) et H
q
c (X,Q) := Q⊗Hqc (X,Λ)
pour toute extension alge´brique Q du corps des fractions de Λ.
52
5.2.2 La de´finition de Jannsen-Huber-Fargues : Nous rappelons ici la de´finition de Huber [40] dans le
cadre des espaces adiques, inspire´e de [43] et reprise par Fargues [29, 4.1] dans le contexte des espaces
analytiques de Berkovich.
On appelle Λ•-faisceau e´tale sur X tout syste`me projectif (Fn)n∈N de Λ-faisceaux sur X ve´rifiant
mnFn = 0 pour tout n ∈ N. Ces objets, munis d’une notion e´vidente de morphisme, forment une cate´gorie
abe´lienne que nous noterons F(X,Λ•). Par des arguments ge´ne´raux [43, (1.1)], cette cate´gorie posse`de
assez d’objets injectifs. Soit lim←− le foncteur
lim←− : F(X,Λ•) → F(X,Λ)
(Fn)n∈N 7→ lim←−
n
Fn ,
on note exceptionnellement Γ!(X, .) le foncteur des sections a` supports compacts et on de´finit
Γc(X, .) := Γ!(X, .) ◦ lim←− : F(X,Λ•) −→ Λ−mod.
C’est un foncteur exact a` gauche et on peut donc conside´rer son foncteur de´rive´ RΓc. On sait alors, [29,
4.1.9], que lorsque (Fn)n est un Λ-syste`me local, on a
RqΓc(X, (Fn)n) ∼−→ Hqc (X, (Fn)n).
Rappelons aussi que d’apre`s [29, 4.1.4], on a RΓc = RΓ! ◦Rlim←−, ce qui permet de calculer la cohomologie
du syste`me (Fn)n comme l’hypercohomologie d’un complexe de Λ-faisceaux.
On de´finit enfin pour toute extension alge´brique Q du corps des fractions de Λ :
RΓc(X,Λ) := RΓc(X, (Λ/m
n)X) et RΓc(X,Q) := Q⊗Λ RΓc(X,Λ)
5.2.3 Actions d’un groupe discret : Supposons maintenant donne´e une action d’un groupe discret
G sur X . On rappelle ici des constructions de [29]. Notons F(X,Λ•Gdisc) la cate´gorie abe´lienne des
syste`mes projectifs (Fn)n∈N de Λ-faisceaux G-e´quivariants sur X tels que pour tout n on a mnFn = 0. De
nouveau, on a des foncteurs lim←−
disc : F(X,Λ•Gdisc) −→ F(X,ΛGdisc) et Γdisc! (X, .) : F(X,ΛGdisc) −→
ModΛ(Gdisc). On pose alors Γ
disc
c := Γ
disc
! ◦lim←−
disc que l’on peut de´river a` droite et on montre comme pour
les faisceaux non G-e´quivariants que RΓdiscc = RΓ
disc
! ◦Rlim←−
disc. D’apre`s [29, lemme 4.2.6] le diagramme
D+(X,Λ•Gdisc)

RΓdiscc // D+(ΛGdisc)

D+(X,Λ•)
RΓc // D+(Λ)
dans lequel les fle`ches verticales sont les foncteurs d’oubli, est commutatif. En particulier le complexe
RΓdiscc (X, (Λ/m
n)X) calcule bien la cohomologie de X a` coefficients dans Λ et munie de son action de G.
Les choses se compliquent un peu lorsqu’on s’inte´resse aux faisceaux et modules lisses.
5.2.4 Actions lisses d’un groupe topologique : on suppose dore´navant que G est localement pro-p et agit
continuˆment sur X . On note alors F(X,Λ•G) la cate´gorie des syste`mes projectifs (Fn)n∈N de faisceaux
G-e´quivariants discrets/lisses tels que mnFn = 0. Pour un tel syste`me projectif, la limite projective
lim←−Fn est un Λ-faisceau G-e´quivariant qui n’est ge´ne´ralement pas discret/lisse. L’ide´e na¨ıve consistant a`
lissifier la limite projective (ce qui revient a` repre´senter la limite projective dans la cate´gorie des faisceaux
discrets/lisses) semble eˆtre la bonne, comme on va l’expliquer maintenant.
Notons donc lim←−
∞ le foncteur
lim←−
∞ : F(X,Λ•G) → F(X,ΛG)
(Fn)n 7→ ∞( lim←−
n
Fn)
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et Γ∞! : F(X,ΛG) −→ ModΛ(G) le foncteur des sections a` support compact. On pose
Γ∞c := Γ
∞
! ◦ lim←−
∞.
Par des arguments ge´ne´raux (voir aussi 10.3.8), la cate´gorie F(X,ΛG) posse`de assez d’objets injectifs
et l’on peut donc de´river les foncteurs exacts a` gauche. On obtient ainsi le foncteur
RΓ∞c : D
+(X,ΛG) −→ D+(ΛG).
Notons maintenant les plongements canoniques ιdisc,X : F(X,Λ•G) −→ F(X,Λ•Gdisc) et ιdisc :
ModΛ(G) −→ ModΛ(Gdisc). On a une tranformation naturelle
Φ : ιdisc ◦ Γ∞c −→ Γdiscc ◦ ιdisc,X .
Lemme 5.2.5 On a R(Γdiscc ◦ ιdisc,X) = RΓdiscc ◦ ιdisc,X .
Preuve : Il s’agit de voir que ιdisc,X envoie suffisamment d’objets de F(X,Λ•G) sur des objets Γdiscc -
acycliques de F(X,Λ•Gdisc) (c’est-a`-dire dont le faisceau sous-jacent est Γc-acyclique). La construction
de tels objets repose sur la construction de Berkovich (pour des faisceaux de torsion) explique´e dans
l’appendice et sur les techniques de cohomologie de syste`mes projectifs de faisceaux a` la Jannsen. Les
de´tails sont donne´s dans l’appendice, paragraphe 10.3.8 
Proposition 5.2.6 Soit RΦ : ιdisc ◦ RΓ∞c −→ RΓdiscc ◦ ιdisc,X la tranformation naturelle induite par Φ
et le lemme pre´se´dent. Pour tout p ∈ N, la transformation RpΦ induit un isomorphisme de foncteurs
RpΓ∞c
∼−→∞ ◦RpΓdiscc ◦ ιdisc,X .
Preuve : La preuve est un peu technique mais l’ide´e est simple : par de´finition on a Γ∞c = Γ∞! ◦ lim←−
∞ =
∞◦ Γ! ◦ lim←−. Le foncteur de lissification ∞ n’est pas exact sur la cate´gorie des ΛGdisc-modules et de´river
l’identite´ ci-dessus devrait donc faire intervenir le foncteur R∞. Ce qu’affirme la proposition que nous
voulons montrer c’est qu’il n’en est rien. La raison est essentiellement que le foncteur Γ! ◦ lim←− envoie la
cate´gorie F(X,Λ•G) dans une sous-cate´gorie∞-acyclique de ModΛ(Gdisc).
Pour formaliser tout c¸a, nous devons introduire auparavant une certaine cate´gorie de ΛG-modules,
interme´diaire entre la cate´gorie lisse et la cate´gorie de tous les ΛG-modules.
Modules sur l’alge`bre de distributions : Soit G un groupe localement pro-p et Λ un anneau tel que p ∈ Λ×.
Notons DΛ(G), resp. HΛ(G), l’alge`bre de convolution des mesures, resp. mesures localement constantes,
a` support compact et a` valeurs dans Λ sur G. L’anneau HΛ(G) n’a pas d’unite´ mais assez d’idempotents
et on sait que la cate´gorie des ΛG-modules lisses est canoniquement isomorphe a` la cate´gorie des HΛ(G)-
modules lisses (appele´s aussi non-de´ge´ne´re´s ou unitaux). L’anneau DΛ(G) est unitaire et contient les
anneaux Λ[G] et HΛ(G). On a DΛ(G) ∗ HΛ(G) = HΛ(G) de sorte que toute structure de HΛ(G)-module
lisse s’e´tend canoniquement en une structure de DΛ(G)-module : en effet, siM est un HΛ(G)-module lisse,
m ∈ M et d ∈ DΛ(G), on pose d.m := (d ∗ e).m, expression qui ne de´pend pas du choix de l’idempotent
e de HΛ(G) fixant m. On obtient le foncteur ιD∞ du syste`me de foncteurs suivant :
DΛ(G)−mod
∞Dwwooo
oo
oo
oo
oo ιdiscD
((QQ
QQQ
QQQ
QQQ
Q
ModΛ(G)
ιD∞
77ooooooooooo ιdisc∞ // ModΛ(Gdisc)∞disc
oo
Les autres foncteurs ι sont des foncteurs d’oublis. Les foncteurs∞ sont des foncteurs de lissification ; celui
qui est note´∞disc est le foncteur de lissification ”habituel” que nous notons ailleurs simplement∞ et qui
a` un ΛGdisc-module associe le sous-module de ses vecteurs lisses. On de´finit∞D pour tout DΛ(G)-module
M par la formule
∞D(M) := lim−→
H⊂G
eHM,
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la limite e´tant prise sur un syste`me de voisinages de l’unite´ forme´ de pro-p-sous-groupes ouverts, et
la notation eH de´signant l’idempotent de HΛ(G) associe´ a` H . L’avantage d’avoir introduit la cate´gorie
DΛ(G) − mod est que le foncteur ∞D y est exact. Cependant, on prendra garde au fait qu’en ge´ne´ral,
∞D(M) 6=∞disc(ιdiscD (M)). Ne´anmoins cet inconve´nient sera inoffensif pour l’utilisation que nous ferons
de ces objets. La motivation pour introduire l’anneau DΛ(G) est la remarque suivante : soit (Mn)n un
syste`me projectif de ΛG-modules lisses. Le ΛG-module produit lim←−Mn n’est en ge´ne´ral pas lisse, mais est
canoniquement muni d’une structure de DΛ(G)-module. De plus on a∞D(lim←−Mn) =∞disc(ι
disc
D (lim←−Mn)).
On obtient de cette manie`re un foncteur de la cate´gorie des syste`mes projectifs de ΛG-modules
lisses vers celle des DΛ(G)-modules. En particulier, si (Fn)n est un syste`me projectif de Λ-faisceaux
G-e´quivariants G-discrets/lisses, on a une structure de DΛ(G)-module sur lim←− Γc(X,Fn). Or, puisque les
foncteurs de sections Γ(U, .) commutent aux limites projectives, on a une inclusion
Γ!(X, lim←−Fn) ⊆ lim←− Γc(X,Fn).
Puisque les mesures de DΛ(G) sont a` supports compacts, le sous-ΛG-module Γ!(X, lim←−Fn) est stable par
DΛ(G), de sorte qu’on obtient un foncteur
ΓDc : F(X,Λ•G) → DΛ(G) −mod
(Fn)n 7→ Γ!(X, lim←−
n
Fn)
et une factorisation
Φ : ιdisc∞ ◦ Γ∞c Φ
∞,D−→ ιdiscD ◦ ΓDc Φ
D,disc−→ Γdiscc ◦ ιdisc,X .
Par les remarques pre´ce´dentes, Φ∞,D et ΦD,disc induisent des isomorphismes
Γ∞c
∼−→∞D ◦ ΓDc et ιdiscD ◦ ΓDc ∼−→ Γdiscc ◦ ιdisc,X ,
que l’on peut de´river en
RΓ∞c
∼−→ ∞D ◦RΓDc et ιdiscD ◦RΓDc ∼−→ RΓdiscc ◦ ιdisc,X ,
en utilisant l’exactitude de∞D pour la premie`re et le lemme pre´ce´dent pour la deuxie`me. Soit maintenant
p ∈ N, en combinant les divers isomorphismes ci-dessus on obtient
RpΓ∞c
∼−→∞D ◦RpΓDc ≃ ∞disc ◦ ιdiscD ◦RpΓDc ∼−→∞ ◦RpΓdiscc ◦ ιdisc,X .

La proposition 5.2.6 montre qu’en ge´ne´ral RpΓ∞c (X, (Fn)n) est diffe´rent de RpΓc(X, (Fn)n) (c’est par
exemple le cas pour le syste`me (j!(Z/ln))n ou` j est l’inclusion de Ω
d−1
K dans P
d−1
K ).
Cependant on sait par Berkovich (voir aussi [29, 4.1.19]) que sous l’hypothe`se technique de quasi-
alge´bricite´ de X , cf [29, 4.1.11], et parce que nous avons suppose´ G localement pro-p et p ∈ Λ×, l’action
de G sur les groupes de cohomologie a` supports compacts d’un Λ-syste`me local G-e´quivariant (Fn)n est
lisse. On obtient alors
Corollaire 5.2.7 Supposons X quasi-alge´brique et soit (Fn)n un Λ-syste`me local G-e´quivariant. Alors
le morphisme
RΦ((Fn)n) : ιdiscRΓ∞c (X, (Fn)n) −→ RΓc(X, (Fn)n)
est un isomorphisme. En particulier, on a des isomorphismes canoniques de ΛG-modules (lisses)
RqΓ∞c (X, (Fn)n) ∼−→ Hqc (X, (Fn)n).
Nous ferons parfois l’abus de notation suivant :
Notation 5.2.8 Pour X quasi-alge´brique et Q une extension alge´brique de Frac(Λ), on pose
RΓc(X,Λ) := RΓ
∞
c (X, (Λ/m
n)n) et RΓc(X,Q) := Q⊗Λ RΓc(X,Λ).
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De cette manie`re on verra toujours RΓc(X,Λ) comme un objet deD
b(ΛG) et pas seulement deDb(ΛGdisc).
Signalons ici le re´sultat suivant que nous n’utiliserons pas dans ce texte :
Proposition 5.2.9 On a RΓ∞c = RΓ∞! ◦Rlim←−
∞.
La preuve en est donne´e dans l’appendice en 10.3.8. Comme pre´ce´demment, l’inte´reˆt de cette proposition
est qu’elle permet de calculer la cohomologie munie de son action lisse comme l’hypercohomologie d’un
complexe de Λ-faisceaux G-e´quivariants discrets.
Pour terminer, on e´nonce et prouve le lemme suivant qui est utilise´ dans la partie 6 :
Lemme 5.2.10 Soit Y
ψ−→ X un morphisme e´tale et G-e´quivariant. On a un isomorphisme canonique
de foncteurs F(X,Λ•G) −→ F(Y,ΛG).
ψ∗ ◦ lim←−
∞ ∼−→ lim←−
∞ ◦ ψ∗.
Preuve : Il suffit de ve´rifier que ψ∗ commute avec chacun des foncteurs lim←− et ∞ (lissification). Pour le
premier, c’est imme´diat. Pour le second, rappelons que ψ∗ posse`de un adjoint a` gauche ψ!. Ainsi avec
les notations du paragraphe 5.2.4, les foncteurs ∞ ◦ ψ∗ et ψ∗ ◦ ∞ sont respectivement adjoints a` droite
des foncteurs ψ! ◦ ιdisc,Y et ιdisc,X ◦ ψ!. Mais ces deux derniers foncteurs sont bien-suˆr canoniquement
isomorphes.

Remarque : En identifiant F(X,ΛG) avec la cate´gorie F(X(G),Λ) des Λ-faisceaux sur le site X(G)et
(cf les remarques pre´ce´dentes), on constate que le foncteur lim←−
∞ s’identifie au foncteur limite projective
usuel dans F(X(G),Λ).
5.3 Suites spectrales de Hochschild-Serre
Dans cette section, on s’inte´resse a` la situation suivante : un groupe discret G agit librement sur un
K-espace analytique X . On sait alors former le quotient X/G, cf [7, lemma 4], et l’application quotient
X
p−→ X/G est un reveˆtement analytique Galoisien. En particulier, p est donc e´tale. Dans ce contexte,
[29, 4.4] montre que pour un ”faisceau l-adique” ou sur un anneau Gorenstein fini, il existe une suite
spectrale de Hochschild-Serre, c’est-a`-dire du type :
Epq2 = Ext
p
G (H
q
c (X, p
∗F), 1)⇒ H−q−pc (X/G,F)∗.
Nous avons besoin d’une interpre´tation en termes de cate´gories de´rive´es de cette suite spectrale. Ceci
nous conduira d’ailleurs a` donner une preuve diffe´rente de celle de [29, 4.4]. Le re´sultat principal de cette
section s’e´nonce ainsi (les notations seront explique´es au fil de la preuve) :
The´ore`me 5.3.1 Soit G un groupe discret agissant librement sur un K-espace analytique X et p :
X −→ X/G le quotient. On suppose K alge´briquement clos. Si Λ est un anneau de torsion premie`re
a` p ou un anneau l-adique, alors il existe un isomorphisme de foncteurs Db(X/G,Λ) −→ D−(Λ), resp.
Db(X/G,Λ•) −→ D−(Λ)
Φ : Λ⊗LΛ[G] (RΓeqc (X, p∗(.))) −→ RΓc(X/G, .).
L’hypothe`se sur K n’est pas incontournable : il suffirait de supposer que la dimension cohomologique
des Gal(Kca/K)-modules de l-torsions est borne´e pour obtenir les re´sultats de cette section sur un anneau
de l-torsion ou l-adique. Quoiqu’il en soit, avec cette hypothe`se on sait que :
– Hqc (X,F) = 0 pour q > 2 dim(X) et tout faisceau abe´lien de torsion, [3, 5.3.8].
– Hqc (X, (Fn)) = 0 pour q > 2 dim(X) + 1 pour tout Λ•-faisceau e´tale comme en 5.2.2, si Λ est un
anneau l-adique, l 6= p, [29, 4.1.9.(b)].
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5.3.2 Quelques sorites : Nous de´signons par Λ soit un anneau de torsion soit un anneau l-adique. Nous
conside`rerons alors exclusivement dans le premier cas les cate´gories de Λ-faisceaux e´tales et dans le second
celles de Λ•-faisceaux e´tales de´finies en 5.2.2 et 5.2.3.
Remarquons tout d’abord que comme l’action de G sur X/G est triviale, la cate´gorie F(X/G,ΛG)
est e´quivalente a` la cate´gorie F(X/G,Λ[G]) des faisceaux e´tales en Λ[G]-modules. Ainsi le foncteur ω :
Λ − mod −→ ΛG − mod qui munit un Λ-module de l’action triviale de G induit aussi un foncteur
ω : F(X/G,Λ) −→ F(X/G,ΛG). Ces foncteurs ont pour adjoints a` gauche les foncteursM 7→ Λ⊗Λ[G]M ,
resp. F 7→ Λ ⊗Λ[G] F ou` le morphisme Λ[G] −→ Λ est l’augmentation habituelle. La meˆme discussion
s’applique verbatim aux cate´gories de Λ• faisceaux et modules.
Notation : pour e´viter les confusions nous utiliserons les notations Γc, resp. Γ
eq
c , pour de´signer le
foncteur des sections a` support compact lorsqu’on le voit a` valeurs dans les Λ-modules, resp. dans les
ΛG-modules. Par exemple, on a Γeqc (X/G, ω(.)) = ω ◦ Γc(X/G, .) Les meˆmes notations s’appliquent aux
Λ•-faisceaux et aux foncteurs Γc = Γ! ◦ lim←−.
5.3.3 Le morphisme Φ : Comme p est un morphisme e´tale, le foncteur p∗ : F(X/G,ΛG) −→ F(X,ΛG)
a un adjoint a` gauche exact p!, voir [3, 5.4.2(ii)]. Le morphisme d’adjonction p!p
∗ −→ Id induit donc un
morphisme de foncteurs F(X/G,Λ) −→ ΛG−Mod :
Γeqc (X, p
∗ω(.)) −→ ω(Γc(X/G, .)).
Lorsque Λ est de torsion, par les re´sultats de finitude cohomologique rappele´s plus haut, on peut de´river
ceci en un morphisme de foncteurs Db(X/G,Λ) −→ Db(ΛG)
RΓeqc (X, p
∗ω(.)) −→ ω(RΓc(X/G, .))
qui par adjonction fournit un morphisme canonique de foncteurs Db(X/G,Λ) −→ D−(Λ)
Φ : Λ⊗LΛ[G] (RΓeqc (X, p∗ω(.))) −→ RΓc(X/G, .)
Lorsque Λ est l-adique, on construit Φ de la manie`re suivante : on ve´rifie d’abord (voir preuve de [29,
4.2.7]) que pour tout morphisme e´tale U
f−→ V et tout Λ•-faisceau sur V , l’isomorphisme e´vident
f∗lim←−(Fn)
∼−→ lim←−(f
∗(Fn)) se de´rive en un isomorphisme f∗Rlim←−(Fn)
∼−→ Rlim←−(f
∗(Fn)). On en de´duit
alors un morphisme fonctoriel en (Fn)n
RΓc(V, (f
∗Fn)n) ≃ RΓ!(V,Rlim←−(f
∗Fn))
≃ RΓ!(V, f∗Rlim←−(Fn)) −→ RΓ!(U,Rlim←−(Fn)) = RΓc(U, (Fn)n),
la fle`che du milieu e´tant encore induite par l’adjonction f!f
∗ −→ Id.
Appliquant ceci au morphisme p, et compte tenu de la finitude cohomologique rappele´e plus haut, on
obtient formellement de la meˆme manie`re que pour les faisceaux de torsion un morphisme de foncteurs
Db(X/G,Λ•) −→ D−(Λ) :
Φ : Λ⊗LΛ[G] (RΓeqc (X, p∗ω(.))) −→ RΓc(X/G, .)
Proposition 5.3.4 Dans les deux cas conside´re´s, Φ est un isomorphisme de foncteurs.
Preuve : Nous dirons qu’un faisceau, resp. un Λ•-faisceau, F sur X/Get est :
– Γc-acyclique s’il est Γc(U,−)-acyclique pour tout morphisme e´tale U −→ X/G.
– Γ∨c,et-acyclique, resp. Γ∨c,loc-acyclique si pour tout morphisme surjectif U // // V e´tale, resp. lo-
calement iso, entre ouverts e´tales au-dessus de X/G, le complexe de Cech “dual”
· · · ////// Γc(U ×V U,F) // // Γc(U,F) // Γc(V,F) // 0
est acyclique.
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Un morphisme U
f−→ V est dit localement-iso si tout point de U admet un voisinage ouvert U tel que
f|U : U −→ f(U) est un isomorphisme. Un tel morphisme est en particulier e´tale.
Lemme 5.3.5 Tout faisceau de torsion, resp. Λ•-faisceau, admet une re´solution borne´e par des faisceaux
Γc-acycliques et Γ
∨
c,et-acycliques, resp. par des Λ•-faisceaux Γc-acycliques et Γ
∨
c,loc-acycliques.
Laissons ce lemme de coˆte´ et commenc¸ons la preuve de la proposition. Fixons F ∈ F(X/G,Λ), resp
F ∈ F(X/G,Λ•), et soit F →֒ J • une re´solution borne´e de F comme dans le lemme ci-dessus. Par
de´finition on a :
RΓc(X/G,F) = Γc(X/G,J •) et RΓeqc (X, p∗ωF) = Γeqc (X, p∗ωJ •)
(en remarquant que p∗ω(J •) est une re´solution de p∗ω(F) par des G-faisceaux Γeqc (X, .)-acycliques). La
proposition est alors une conse´quence imme´diate du lemme suivant :
Lemme 5.3.6 Soit J un faisceau de torsion, resp Λ•-faisceau, Γ∨c,loc-acyclique sur X/Get. Alors
i) Γeqc (X, p
∗ωJ ) est un Λ[G]-module acyclique pour le foncteur Λ⊗Λ[G] −.
ii) Le morphisme canonique Λ⊗Λ[G] Γeqc (X, p∗ωJ ) −→ Γc(X/G,J ) est un isomorphisme.
Prouvons ce lemme. Soit U
f−→ X/G un morphisme e´tale. Conside´rons le produit carte´sien U ×X/G
X
πX−→ X comme un ouvert e´tale G-e´quivariant sur X en le munissant de l’action Id×gX . Le Λ-module
Γc(U ×X/G X, p∗ωF) est alors naturellement muni d’une action de G et nous noterons Γeqc (U ×X/G
X, p∗ωF) pour pre´ciser que l’on tient compte de cette action. La premie`re projection fournit un morphisme
e´quivariant Γeqc (U ×X/G X, p∗ωF) −→ ω(Γc(U,F)). Dans le cas U = X/G, ce morphisme est celui qui
induit notre morphisme Φ.
Supposons maintenant que le morphisme f se factorise U
f ′−→ X p−→ X/G. Alors le morphisme
d’espaces analytiques au-dessus de U
U ×G → U ×X/G X
(u, g) 7→ (u, g.f ′(u))
est un isomorphisme G-e´quivariant si l’on munit U ×G de l’action par translation a` gauche sur le second
terme, qui s’inscrit dans le diagramme :
U
Id×f ′ //
Id×1G $$II
II
II
II
II
U ×X/G X πU // U
U ×G
∼
OO
πU
::uuuuuuuuuu
.
On en de´duit, dans le cas de torsion comme dans le cas des Λ•-faisceaux, un isomorphisme de Λ[G]-modules
fonctoriel en F :
Λ[G]⊗Λ Γc(U,F) ∼−→ Γeqc (U ×X/G X, p∗ωF)
qui s’inscrit dans un diagramme
Γc(U,F)(Id×f
′)!//
1G⊗Id ((PP
PPP
PPP
PPP
P
Γeqc (U ×X/G X,F)
πU,! // ωΓc(U,F)
Λ[G]⊗Λ Γc(U,F)
∼
OO
aug⊗Id
66mmmmmmmmmmmmm
ou` le triangle de droite est G-e´quivariant mais pas celui de gauche en ge´ne´ral. Remarquons que l’isomor-
phisme ci-dessus de´pend de la section f ′ de f contrairement a` l’isomorphisme obtenu en composant avec
le foncteur Λ⊗Λ[G] −
Γc(U,F) ∼−→ Λ⊗Λ[G] Γeqc (U ×X/G X, p∗ωF)
qui n’est autre que l’inverse du morphisme adjoint au morphisme note´ πU,! dans le diagramme.
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Notons maintenant X(0) := X/G et pour tout i > 0 de´finissons par re´currence
X(i) := X(i−1) ×X/G X et p(i) : X(i) −→ X/G la projection canonique.
Appliquant la discussion pre´ce´dente au morphisme e´tale f = p(i), on obtient pour i > 1 des isomorphismes
Λ[G]⊗Λ Γc(X(i),F) ∼−→ Γeqc (X(i+1), p∗ωF)
(de´pendant du choix d’une projection X(i) −→ X) et des isomorphismes
Λ⊗Λ[G] Γeqc (X(i+1), p∗(ωF)) ∼−→ Γc(X(i),F)
canoniques, donc en particulier compatibles aux diffe´rentes projections X(i) −→ X(i−1).
Par ailleurs, on peut e´crire le complexe de Cech “dual” d’un faisceau F sur X/Get associe´ a` un
recouvrement X ×X/G U πU−→ U sous la forme
· · · −→ Γc(X(i) ×X/G U,F) −→ Γc(X(i−1) ×X/G U,F) −→ · · · −→ Γc(X ×X/G U,F)
πU,!−→ Γc(U,F)
ou` les diffe´rentielles sont donne´es par des sommes alterne´es (dont la forme pre´cise ne nous importe pas)
de morphismes associe´s aux projections X(i) −→ X(i−1). Ce complexe est naturel par rapport aux X/G-
morphismes V
φ−→ U . En particulier pour V = X φ = p−→ U = X/G, on obtient un morphisme de complexes
· · · // ωΓc(X(i),J ) // · · · // ωΓc(X,J ) // ωΓc(X/G,J )
· · · // Γeqc (X(i+1), p∗ωJ ) //
(Id×p)!
OO
· · · // Γeqc (X(2), p∗ωJ ) //
(Id×p)!
OO
Γeqc (X, p
∗ωJ )
p!
OO
ou` on a rajoute´ les symboles eq et ω pour tenir compte de l’action de G. Par hypothe`se, le faisceau J est
Γ∨c,loc-acyclique, de sorte que les deux lignes du diagramme ci-dessus sont exactes. D’apre`s la discussion
pre´ce´dente les termes Γeqc (X
(i), p∗ωJ ) pour i > 2 sont de la forme Λ[G] ⊗Λ M pour un Λ-module M et
sont donc acycliques pour le foncteur Λ⊗Λ[G] −. On a donc des isomorphismes dans D−(Λ) :
Λ⊗LΛ[G] Γeqc (X, p∗ωJ )
≃
(
· · · −→ Λ⊗Λ[G] Γeqc (X(i+1), p∗ωJ ) −→ · · · −→ Λ⊗Λ[G] Γeqc (X(2), p∗ωJ )
)
≃
(
· · · −→ Γc(X(i),J ) −→ · · · −→ Γc(X,J )
)
≃ Γc(X/G,J ).
D’ou` le lemme, puis la proposition.
Il reste maintenant a` prouver le lemme 5.3.5.
Cas Λ de torsion : dans ce cas, ceci doit eˆtre bien connu. Tronquons une re´solution injective de F en degre´
2 dim(X) et notons J • le complexe obtenu. Comme on sait que les foncteurs Γc(U,−) pour U ouvert
e´tale de X/G sont de dimension cohomologique 6 2 dim(X), les faisceaux J i sont Γc-acycliques au sens
donne´ plus haut. Remarquons maintenant que le complexe de Cech “dual” de´fini plus haut associe´ au
recouvrement e´tale U
f−→ V n’est autre que l’image par le foncteur Γc(V,−) du complexe de faisceaux
donne´ par :
· · · −→ f (i+1)! f (i+1)
∗J di+1−→ f (i)! f (i)
∗J −→ · · · d1−→ f!f∗J d0−→ J
ou` f (i) de´signe la projection U×V · · ·×V U −→ V (i facteurs) et les diffe´rentielles sont des sommes alterne´es
des morphismes induits par les diffe´rentes projections. Ce complexe est exact comme on le ve´rifie aise´ment
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sur les fibres. Montrons alors que le complexe de Cech “dual” est lui aussi exact : soit n > 0, tronquons
le complexe de faisceaux ci-dessus en degre´ −n− 2 dim(X)− 1 :
C−n−2dim(X)−1 −→ f (n+2dim(X))! f (n+2dim(X))
∗J −→ · · · −→ J ,
on obtient une re´solution du premier terme C−n−2dim(X)−1 par des faisceaux Γc-acycliques. En appliquant
le foncteur Γc(V,−) on obtient un complexe dont la cohomologie est
Hq = Hn+2dim(X)+1+qc (V,C−n−2dim(X))
qui est nul pour q > −n. Ceci montre l’exactitude du complexe de Cech “dual” en degre´ −n.
Cas Λ anneau l-adique : Soit (Fn)n ∈ F(X/G,Λ•). Comme auparavant, tronquons une re´solution de
(Fn)n par des objets injectifs de F(X/G,Λ•) en degre´ 2 dim(X)+1. Le complexe obtenu (Jn)•n est forme´
de Λ•-faisceaux Γc-acycliques pour la meˆme raison que dans le cas de torsion. On sait par ailleurs que le
foncteur lim←− : F(X/G,Λ•) −→ F(X/G,Λ) est aussi de dimension cohomologique 6 2 dim(X) + 1. Une
fac¸on de le voir est la suivante : en raisonnant sur les fibres on voit que
dim.coh.(lim←−) 6 supU−→X/G
dim.coh.(Γ(U,−) ◦ lim←−)
et pour tout U −→ X/G, on a R(Γ(U,−) ◦ lim←−) = R(lim←− ◦ Γ(U,−)) = Rlim←− ◦ RΓ(U,−) ou` l’on sait que
ce dernier Rlim←− : Λ• − mod −→ Λ − mod est de dimension cohomologique 6 1 et que RΓ(U,−) est de
dimension cohomologique 2 dim(X).
Ainsi les Λ•-faisceaux (Jn)in sont aussi lim←−-acycliques, et par conse´quent les Λ-faisceaux (lim←−Jn)
i
sont Γ!(U,−)-acycliques pour tout morphisme e´tale U −→ X , puisqu’on a la factorisation RΓc(U,−) =
RΓ!(U,−) ◦ Rlim←−. On aimerait alors conclure par le meˆme raisonnement que dans le cas de torsion que
les Λ-faisceaux (lim←−Jn)
i sont Γ∨!,et-acycliques (ce qui est e´quivalent a` dire que les Λ•-faisceaux (Jn)in sont
Γ∨c,et-acycliques). Mais il nous manque la finitude cohomologique des foncteurs Γ!(V,−) sur les cate´gories
de Λ-faisceaux (Λ n’est pas de torsion).
L’auteur ne sait pas si l’assertion du lemme est vraie pour les reveˆtements U
f−→ V e´tales quelconques.
Mais dans le cas ou` f est un isomorphisme local, on peut proce´der de la manie`re suivante. Introduisons
le site Vloc dont les objets sont les isomorphismes locaux W −→ V , avec la de´finition habituelle d’un
recouvrement. On a des morphisme de sites e´vidents Vet
ρV−→ Vloc µ
V−→ |V | ou` |V | est le site topologique de
V . Les foncteurs µV∗ et µV
∗
induisent des e´quivalences re´ciproques de topos V˜loc ≃ |˜V | et en particulier
des e´quivalences de cate´gories F(|V |,Λ) ≃ F(Vloc,Λ). Il s’ensuit que le foncteur Γloc! (V,−) des sections
a` support compact sur F(Vloc,Λ) est de dimension cohomologique 6 dim(V ) = dim(X), et ceci quel que
soit l’anneau Λ.
On a une factorisation Γc(V,−) = Γloc! (V,−) ◦ ρV∗ ◦ lim←−. Montrons maintenant que le foncteur exact a`
gauche ρV∗ ◦ lim←− : F(Vet,Λ•) −→ F(Vloc,Λ) est de dimension cohomologique finie : on remarque d’abord
que ρV∗ ◦ lim←− = lim←−
loc ◦ ρV∗ ou` lim←−
loc de´signe le foncteur limite projective F(Vloc,Λ•) −→ F(Vloc,Λ). Ce
foncteur est de dimension cohomologique 6 dim(V )+1 = dim(X)+1 pour la meˆme raison que plus haut.
En de´rivant on obtient
R(ρV∗ ◦ lim←−) = R(lim←−
loc ◦ ρV∗ ) = Rlim←−
loc ◦RρV∗ ,
la seconde e´galite´ venant de ce que ρV∗ envoie injectifs sur injectifs puisqu’il a un adjoint a` gauche exact.
Maintenant pour tout faisceau abe´lien F , et tout x ∈ V la fibre de RqρV∗ (F) en x est donne´e comme dans
[3, 4.2.4] par
RqρV∗ (F)x ≃ Hq(Gal(H(x)ca/H(x)),Fx).
D’apre`s [3, 2.5.1] et notre hypothe`se K alge´briquement clos, on en de´duit que ρV∗ est de dimension
cohomologique 6 dim(X) sur la cate´gorie F(Vet,Λ•). On a donc obtenu que le foncteur ρV∗ ◦ lim←− est de
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dimension cohomologique 6 2 dim(X) + 1. Il s’ensuit que les Λ•-faisceaux (Jn)in sont acycliques pour ce
foncteur et par conse´quent que les Λ-faisceaux ρV∗ ◦ lim←−(Jn)
i sur Vloc sont Γ
loc
! (V,−)-acycliques !
A` partir de la`, on prouve par un raisonnement similaire au cas de torsion que les faisceaux ρV∗ ◦lim←−(Jn)
i
sur Vloc sont Γ
∨
!,loc-acycliques, ce qui est encore e´quivalent a` dire que les Λ•-faisceaux (Jn)in sont Γ∨c,loc-
acycliques au sens du lemme.

Corollaire 5.3.7 Soit F ∈ F(X/G,Λ) avec Λ de torsion ou F ∈ F(X/G,Λ•) avec Λ l-adique. Il existe
une suite spectrale
Epq2 = Tor
G
p (Λ, H
q
c (X, p
∗F))⇒ Hq−pc (X/G,F).
Remarquons que lorsque Λ est un corps ou un anneau Gorenstein, ou F est l-adique, on obtient en
dualisant la suite spectrale [29, 4.4.1].
6 Espaces modulaires de Drinfeld
Dans cette section, nous rappelons brie`vement la de´finition (d’une version) des espaces de modules
de groupes formels que nous conside´rons et la de´finition usuelle de leur cohomologie. Re´sumons pour les
spe´cialistes : on ne fixe pas la hauteur de la quasi-isoge´nie qui rigidifie le proble`me de modules (suivant en
cela Rapoport-Zink) et on ne fixe pas de caracte`re central, du moins pour l’e´nonce´ du the´ore`me principal.
Enfin on de´finit le complexe de cohomologie RΓc qui joue e´videmment un roˆle central dans ce texte.
On notera O l’anneau des entiers de K, ODd celui de Dd et Ônr celui de la comple´tion de la sous-
extension maximale non ramifie´e Knr de K dans Kca. Le corps re´siduel de K est k et celui de Knr est
une cloˆture alge´brique kca de k. Enfin ̟ de´signe une uniformisante de O et Ônr .
Les espaces qui nous inte´ressent sont des espaces de modules de O-modules formels. Si B est une
O-alge`bre, un O-module formel sur B est un groupe formel muni d’une action de O relevant l’action
naturelle sur l’alge`bre de Lie. Un ODd -module formel sur B est un O-module formel muni d’une action
de ODd qui e´tend celle de O. Notons Od ⊂ ODd l’anneau des entiers d’une sous-extension non ramifie´e
maximale de K dans l’alge`bre a` division. Suivant Drinfeld, un ODd -module formel sur B est dit spe´cial si
son alge`bre de Lie est localement libre de rang 1 comme Od ⊗O B-module.
Une isoge´nie de O-modules formels est une isoge´nie des groupes formels sous-jacents compatible aux
actions de O. Sa (O-)hauteur est le quotient (entier) de la hauteur au sens des groupes par le degre´
de k sur Fp. La hauteur d’un O-module formel est la hauteur de l’isoge´nie X(̟). Une quasi-isoge´nie
X −→ Y de O-modules formels est un e´le´ment de HomO−mf (X,Y ) ⊗O K qui admet un inverse dans
HomO−mf (Y,X)⊗O K. On montre que c’est en fait une isoge´nie a` multiplication par une puissance de
X(̟) pre`s, ce qui permet d’en de´finir la hauteur.
6.1 La tour de Drinfeld
On sait qu’il existe sur kca un ODd -module formel X spe´cial (donc de dimension d) de hauteur d2 et
qu’il est unique a` isoge´nie pre`s, [12, Prop II.5.2], [53, 3.60].
6.1.1 Proble`me de modules : Soit Nilp la cate´gorie des Ônr-alge`bres ou` l’image de ̟ est nilpotente.
On conside`re le foncteur G˜ : Nilp −→ Ens qui a` B associe l’ensemble des classes d’isomorphisme de
couples (X, ρ) avec X un ODd -module formel sur B et ρ : X⊗kca (B/̟B) −→ X ⊗B (B/̟B) une quasi-
isoge´nie. On a une de´composition e´vidente G˜ =
⊔
h∈ZG
(h) ou` G(h) classifie les classes de couples (X, ρ)
avec ρ de hauteur dh. Chaque G(h) est non-canoniquement isomorphe a` G(0) et G(0) est le foncteur G
de Drinfeld [26]. On sait que G est repre´sentable (cf [30], [53] pour une preuve a priori) par un sche´ma
formel localement de type fini sur Ônr. On note M̂(0)Dr,0 ce sche´ma formel. De meˆme on note M̂(h)Dr,0
le sche´ma formel repre´sentant G(h) et M̂Dr,0 celui qui repre´sente G˜. On a donc non-canoniquement
M̂Dr,0 ≃ M̂(0)Dr,0 × Z. Enfin on note sans ̂ les fibres ge´ne´riques au sens de Raynaud-Berkovich de ces
espaces : ce sont donc des K̂nr-espaces analytiques au sens de [3].
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6.1.2 Structures de niveau : Notons (Xu, ρu) l’objet universel au-dessus de M̂Dr,0. Le noyau Xu[̟n]
de la multiplication par ̟n dans Xu est un sche´ma formel en groupes plat fini de rang p
nd2 au-dessus
de M̂Dr,0, et qui est e´tale en fibre ge´ne´rique. Plus pre´cise´ment, sa fibre ge´ne´rique est localement pour la
topologie e´tale isomorphe a` MDr,0 ×ODd/̟nODd . Le (ODd/̟nODd)×-torseur sur MDr,0
IsomODd
(
(̟−nODd/ODd)MDr,0 , Xu[̟n]
)
est donc repre´sente´ par un reveˆtement e´tale de MDr,0, galoisien de groupe O×Dd/(1 + ̟nODd), et que
nous noterons MDr,n6. Pour m 6 n, l’inclusion ̟−mODd/ODd ⊂ ̟−nODd/ODd induit un morphisme
MDr,n −→MDr,m. On obtient ainsi une “tour” de reveˆtements Galoisiens de MDr,0 dont le pro-groupe
de Galois est O×Dd .
6.1.3 Actions des groupes : On sait que le groupe des quasi-isoge´nies duODd -module formel X s’identifie
a` Gd = GLd(K), [53, 3.60] ou [12, II.5.2]. On re´cupe`re donc une action (a` gauche) de Gd sur le foncteur
G˜ qui envoie le couple (X, ρ) sur le couple (X, ρ ◦ (tg)X) ou` gX de´signe la quasi-isoge´nie de X associe´e a` g
et tg de´signe la transpose´e de g7. Cette action en induit une sur M̂Dr,0 par Yoneda, et l’objet universel
est muni d’isomorphismes canoniques (Xu, ρu ◦g−1X ) ∼−→ g∗(Xu, ρu). En particulier Xu est Gd-e´quivariant
au-dessus de M̂Dr,0. Par conse´quent tous lesMDr,n sont munis d’une action de Gd (explicitement de´finie
par
Xu[̟
n]
∼−→ g∗Xu[̟n] = Xu[̟n]×M̂Dr,0,g M̂Dr,0
proj1−→ Xu[̟n])
et les morphismes de transition sont Gd-e´quivariants. D’apre`s Berkovich, l’action de Gd sur ces K̂nr-
espaces analytiques est continue au sens de [4] pour la topologie naturelle de Gd.
On de´finit maintenant l’action de D×d sur MDr,0. Pour d ∈ D×d et X un ODd -module formel sur B,
notons dX le ODd -module formel dont le O-module formel sous-jacent est encore X mais dont l’action
de ODd est donne´e par dX(x) := X(d−1xd), de sorte que X(d−1) est une quasi-isoge´nie X −→ dX . Pour
un couple (X, ρ) on pose d(X, ρ) := (dX, ρ ◦ X(d−1)). On obtient ainsi une action a` gauche de D×d sur
le foncteur G˜ qui en induit une sur M̂Dr,0 par Yoneda. L’objet universel est alors muni d’isomorphismes
canoniques d∗(Xu, ρu)
∼−→ (Xdu, ρu◦X(d−1)). On de´finit la structureD×d -e´quivariante surMDr,n au-dessus
de MDr,0 par la suite d’isomorphismes
d∗IsomODd
(
̟−nODd/ODd , Xu[̟n]
) ≃ IsomODd (̟−nODd/ODd , d∗Xu[̟n])
≃ IsomODd
(
̟−nODd/ODd , Xdu[̟n]
)
∼−→ IsomODd
(
̟−nODd/ODd , Xu[̟n]
)
ou` les deux premiers isomorphismes sont canoniques et le troisie`me est donne´ par φ 7→ φ ◦ ad(d−1), en
notant ad(d−1) l’application a ∈ ̟−nODd/ODd 7→ d−1ad ∈ ̟−nODd/ODd . Comme pre´ce´demment pour
l’action de Gd, ces structures D
×
d -e´quivariantes induisent (et e´quivalent a`) des actions de D
×
d sur les
MDr,n compatibles avec les morphismes de transition. Notons que si d ∈ O×Dd , l’action de d est triviale
sur MDr,0 et co¨ıncide sur MDr,n avec l’action naturelle sur le torseur qui de´finit MDr,n. En particulier
l’action de D×d se factorise sur chaque MDr,n par un quotient discret.
Passons a` l’action de Galois : fixons un ge´ne´rateur topologique φ de Gal(Knr/K) = Gal(kca/k), on
peut munir les K̂nr-espaces analytiquesMDr,n de´finis ci-dessus de structures φZ-e´quivariantes au-dessus
de K̂nr8 (appele´es “donne´es de descente a` la Weil” dans [53, 3.45]). Commenc¸ons par M̂Dr,0 : si (X, ρ)
6Cette de´finition des reveˆtements est emprunte´e a` [30]
7Nous nous e´cartons ici des conventions usuelles. Il y a trois raisons a` cela : d’une part, l’e´nonce´ final (A i)) est plus joli car
exempt de contragre´diente, d’autre part, cela rendra le morphisme des pe´riodes de Drinfeld compatible avec l’action sur Ω de
la partie 2, et enfin, le the´ore`me de Faltings fait intervenir un passage a` la transpose´e.
8Remarquons que la donne´e d’une structure φZ-e´quivariante sur un K̂nr-espace analytique e´quivaut a` celle d’une action de
φZ sur l’“espace analytique au-dessus de K” sous-jacent (cf [3] pour la terminologie), compatible a` l’action de φZ surM(K̂nr)
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est un ODd -module formel rigidifie´ au-dessus de B, alors on en de´finit un autre (φ∗X, φρ) au-dessus de
φ∗B := B ⊗Onr,φ Onr en posant φ∗X := X ⊗B φ∗B et
φρ : X⊗kca φ∗(B/̟) Frob⊗ Id−→ φ∗X⊗kca φ∗(B/̟) φ
∗ρ−→ φ∗X ⊗φ∗B φ∗(B/̟).
On obtient ainsi un morphisme de foncteurs G˜ −→ φ∗G˜ dont on voit imme´diatement qu’il est inversible,
ce qui nous donne une structure φZ-e´quivariante sur G˜, et donc sur M̂Dr,0, au-dessus de Spf(Ônr). Nom-
mons momentane´ment τφ : φ
∗M̂Dr,0 ∼−→ M̂Dr,0 le Spf(Ônr)-isomorphisme associe´ a` cette φZ-structure
e´quivariante (adjoint du pre´ce´dent), on obtient pour l’objet universel l’existence d’un isomorphisme canon-
ique σφ : (φ
∗(Xu), φρu)
∼−→ τ∗φ(Xu, ρu) au-dessus de φ∗M̂Dr,0, d’ou`, par composition, une structure
φZ-e´quivariante
φ∗(Xu)
σφ−→ τ∗φXu = Xu ×M̂Dr,0 φ∗M̂Dr,0
proj1−→ Xu
au-dessus de Spf(Ônr). En passant aux fibres ge´ne´riques, on obtient sur les MDr,n les structures φZ-
e´quivariantes au-dessus de M(K̂nr) (notation de [3]) cherche´es. Par construction, elles sont compatibles
aux morphismes de transition. Remarquons que l’action de φ sur MDr,n envoie M(h)Dr,n sur M(h+1)Dr,n .
E´tendons maintenant les scalaires a` K̂ca, en suivant la de´finition de [3, 1.4]. On obtient le K̂ca-espace
analytique
Md/KDr,n :=MDr,n⊗̂K̂nrK̂ca
de l’introduction. La structure IK -e´quivariante sur Md/KDr,n au-dessus de K̂ca induite par ce changement
de base et la structure φZ-e´quivariante pre´ce´dente se “recollent” en une structure WK-e´quivariante au-
dessus deM(K̂ca). De manie`re e´quivalente, on obtient une action deWK a` droite sur l’“espace analytique
au-dessus de K” Md/KDr,n, compatible a` l’action naturelle de WK sur K̂ca.
Les actions de Gd, D
×
d et WK qu’on vient de de´finir sur les espaces analytiques Md/KDr,n commutent.
On ve´rifie facilement que le stabilisateur de Md/K,(h)Dr,n est (Gd ×D×d ×WK)0, avec la notation introduite
en 4.3.2. Remarquons pour terminer que l’action de Gd ×D×d ×WK est triviale sur le sous-groupe ∆ de
Gd ×D×d de´fini par
∆ = Im
(
K× → Gd ×D×d
z 7→ (z, z)
)
(6.1.4)
6.1.5 Le morphisme de pe´riodes : Soit Ωd−1K l’espace syme´trique de Drinfeld de la partie 2. Nous
noterons Ωd−1,nrK := Ω
d−1
K ⊗̂KK̂nr son changement de base a` K̂nr. Drinfeld a construit dans [26] un
isomorphisme ξ(0) : M̂(0)Dr,0 −→ Ω̂d−1,nrK ou` Ω̂d−1,nrK de´signe un certain mode`le formel de Ωd−1,nrK de´fini
auparavant par Deligne. Nous n’avons besoin ici que de la fibre ge´ne´rique de ce morphisme ξ, mais nous
avons par contre besoin de l’e´tendre a` toutMDr,0. Pour cela nous utilisons l’isomorphisme de K̂nr-espaces
analytiques τφh : (φ
h)∗MDr,0 −→ MDr,0 qui induit un isomorphime (φh)∗M(0)Dr,0 ∼−→ M(h)Dr,0 et nous
de´finissons ξ(h) par le diagramme commutatif
(φh)∗M(0)Dr,0
(φh)∗ξ(0)

∼ //M(h)Dr,0
ξ(h)



(φh)∗Ωd−1,nrK
∼ // Ωd−1,nrK
ou` la fle`che du bas est la donne´ de descente naturelle sur Ωd−1,nrK . Enfin on pose ξ :=
⊔
h∈Z ξ
(h) :MDr,0 −→
Ωd−1,nrK .
Une construction directe (et plus “simple” que celle de Drinfeld) de ce ξ est propose´e dans le chapitre
5 de Rapoport-Zink [53], mais n’est re´dige´e qu’en ine´gales caracte´ristiques (techniques cristallines).
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Fait 6.1.6 Le morphisme
ξ : MDr,0 −→ Ωd−1,nrK
est Gd × D×d × WK e´quivariant pour l’action naturelle de Gd sur Ωd−1,nrK (qui se factorise donc par
PGLd(K)), l’action triviale de D
×
d et l’action naturelle de WK (celle donne´e par l’extension des scalaires).
Preuve : Tout est contenu dans les re´fe´rences usuelles [26], [12], [30] et [53]. Commentons seulement la
compatibilite´ a` l’action de Gd : dans les re´fe´rences pre´ce´dentes l’action de Gd sur les MDr,n est l’action
”naturelle” dont la notre se de´duit par g 7→ tg−1. Le morphisme de pe´riode y est e´quivariant pour l’action
naturelle sur le mode`le ”dual” de Ωd−1K , a` savoir l’ensemble des hyperplans de K
d ne contenant pas de
droites rationnelles. C’est pourquoi, avec notre normalisation diffe´rente, le morphisme de pe´riodes reste
Gd-e´quivariant a` condition d’utiliser le mode`le de la partie 2 pour Ω
d−1
K .

6.2 La tour de Lubin-Tate
Soit X un OK-groupe formel sur Fp de dimension 1 et hauteur d, au sens de [25] ou [39]. On sait qu’un
tel objet existe et est unique a` isomorphisme pre`s, [25, prop 1.6-7].
6.2.1 Modules des de´formations de X : On peut comme dans le livre de Rapoport-Zink exprimer le
proble`me de modules sur la cate´gorie Nilp et de manie`re semblable au cas de la tour de Drinfeld. Nous
donnons malgre´ tout la de´finition historique (et la seule e´crite en e´gales caracte´ristiques) en termes de
de´formations. Soit C la cate´gorie des Ônr-alge`bres locales de corps re´siduel Fp et comple`tes pour leur
topologie adique. Une de´formation par quasi-isoge´nie de X sur une telle alge`bre R est une paire (X, ρ)
forme´e d’un OK -module formelX sur R et d’une quasi-isoge´nieX ρ−→ X⊗RR/MR. Notons Def le foncteur
de C dans les ensembles qui a` R associe l’ensemble des classes d’isomorphisme de de´formations par quasi-
isoge´nie (X, ρ) de X sur R. Ce foncteur est une re´union disjointe de sous-foncteurs Def(h) classifiant les
couples (X, ρ) avec ρ de hauteur h. Tous les Def(h) sont non-canoniquement isomorphes a` Def(0). De plus,
comme une quasi-isoge´nie de hauteur nulle entre deux OK-modules formels de dimension 1 sur Fp est
un isomorphisme (c’est une conse´quence de [25],props 1.6-2 et 1.7), on voit que Def(0) est le foncteur
de de´formations e´tudie´ par Drinfeld. D’apre`s [25, 4.2] on sait que Def(0) est repre´sentable par l’alge`bre
R(0) := Ônr[[T1, · · · , Td−1]] des se´ries formelles a` d − 1 variables sur Ônr. Nous noterons alors M(0)LT,0 le
K̂nr-espace analytique de Berkovich associe´ au sche´ma formel M̂(0)LT,0 := Spf(R(0)) (suivant la proce´dure
de Raynaud-Berthelot de´crite dans [8]) : c’est la boule unite´ ouverte de dimension d − 1. Il s’ensuit que
les foncteurs Def(h) pour h ∈ N sont aussi repre´sentables et nous noterons M(h)LT,0 les espaces analytiques
associe´s. Nous posons enfin M̂LT,0 :=
⊔
h∈N M̂(h)LT,0 et notons sans ̂ l’espace analytique associe´.
6.2.2 Structures de niveau : On peut suivre la meˆme proce´dure que dans le cas Dr. En notant encore
(Xu, ρu) l’objet universel sur M̂LT,0, on de´finit MLT,n comme le reveˆtement e´tale galoisien de groupe
GLd(O/̟nO) de MLT,0 repre´sentant le torseur
Isom((̟−nO/O)d, Xu[̟n]).
Il se trouve que dans ce cas LT on peut faire mieux en interpre´tantMLT,n comme la fibre ge´ne´rique d’un
proble`me de modules classifiant les “structures de niveau de Drinfeld” : cela a l’avantage de simplifier la
description de l’action de Gd
9.
Soit Λ ⊂ Kd un O-re´seau. Si R ∈ C et (X, ρ) est une de´formation par quasi-isoge´nie de X au-dessus de
R, alors une Λ-structure de niveau n de Drinfeld sur X est un morphisme de O-modules ψ de ̟−nΛ/Λ
vers l’ide´al maximal MR muni de la structure de O-module de´finie par X et tel que∏
x∈̟−1Λ/Λ
(T − ψ(x)) divise X̟(T )
9On peut ne´anmoins se passer d’une telle interpre´tation modulaire comme il est esquisse´ dans [53, 5.34] et explique´ dans [29,
2.3.8.3]
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ou` X̟(T ) de´signe la se´rie formelle donnant l’action de ̟ sur X . Les foncteurs Def
(h)
Λ,n classifiant les triplets
(X, ρ, ψ) a` isomorphisme pre`s sont repre´sentables [25, 4.3] par des alge`bres R
(h)
Λ,n finies et plates sur les
R(h) et nous noterons M̂LT,Λ,n :=
⊔
h∈H SpfR
(h)
Λ,n. Lorsque Λ est le re´seau “canonique” Od ⊂ Kd, la fibre
ge´ne´rique de M̂LT,Λ,n s’identifie canoniquement a` MLT,n. E´videmment pour n fixe´, tous les M̂LT,Λ,n
sont (non-canoniquement) isomorphes.
6.2.3 Action des groupes : On sait que le groupe des quasi-isoge´nies du O-module formel X s’identifie a`
D×d . Ceci nous permet de de´finir une action a` gauche de D
×
d surMLT,0, puis sur lesMLT,n d’une manie`re
exactement analogue a` celle par laquelle on a de´fini l’action de Gd surMDr,0 et lesMDr,n. Explicitement,
on envoie un triplet (X, ρ, ψ) sur le triplet (X, ρ ◦ d−1X , ψ).
L’action de Gd est plus de´licate. Elle est soigneusement de´finie dans [34, II.2] (ou` les de´formations
sont cependant par isomorphismes) et [59] (qui traite les de´formations par quasi-isoge´nies). On rappelle
ici brie`vement cette de´finition, en l’exposant un peu diffe´remment des re´fe´rences usuelles. Pour deux
re´seaux Λ,Λ′ dans Kd, nous noterons d(Λ,Λ′) la distance combinatoire entre les points de l’immeuble de
PGLd(K) associe´s. C’est le minimum de la somme r + k pour tous les couples d’entiers r, k ∈ Z tels tels
que
Λ ⊆ ̟−rΛ′ ⊆ ̟−r−kΛ.(6.2.4)
Lemme 6.2.5 Il existe une famille de morphismes D×d -e´quivariants de foncteurs
α
n′|n
Λ′|Λ : DefΛ,n −→ DefΛ′,n′
indice´e par les quadruplets (Λ,Λ′, n, n′) ou` Λ,Λ′ sont des re´seaux de Kd et n, n′ ∈ N sont tels que
n− n′ > d(Λ,Λ′), et telle que
i) si Λ = Λ′, alors αn
′|n
Λ′|Λ est le morphisme de restriction de la structure de niveau.
ii) pour tout autre Λ′′, n′′ avec n′ − n′′ > d(Λ′,Λ′′), on a αn′′|nΛ′′|Λ = αn
′′|n′
Λ′′|Λ′ ◦ αn
′|n
Λ′|Λ.
iii) les fibres ge´ne´riques des morphismes de sche´mas formels M̂LT,Λ,n −→ M̂LT,Λ′,n′ associe´s sont
e´tales, finies et surjectives (au sens de Berkovich, par exemple).
Preuve : Remarquons que dans l’e´galite´ ii), le quadruplet (Λ,Λ′′, n, n′′) ve´rifie bien n − n′′ > d(Λ,Λ′′)
par l’ine´galite´ triangulaire.
Fixons maintenant (Λ,Λ′, n, n′) et choisissons (k, r) ve´rifiant 6.2.4 et tels que n−n′ > k+r. On de´finit
un morphisme (α
n′|n
Λ′|Λ)k,r comme dans l’e´nonce´ du lemme en associant a` (X, ρ, ψ) au-dessus de R ∈ C le
triplet (X ′k,r, ρ
′
k,r, ψ
′
k,r) au-dessus de R de´fini par
– X ′k,r := X/ψ(̟
−rΛ′/Λ), dont l’existence (et la de´finition pre´cise) est assure´e par [25, Lemma 4.4],
ou [34, Lemma II.2.4].
– ρ′k,r : X
̟−r−→ X ρ−→ X ⊗R R/MR can−→ X ′ ⊗R R/MR.
– ψ′k,r : ̟
−n′Λ′/Λ′ ×̟
−r−→ ̟−r−n′Λ′/̟−rΛ′ →֒ ̟−nΛ/̟−rΛ′ //___ (MR, X ′)
̟−nΛ/Λ
OOOO
ψ // (MR, X)
can
OO
Il est clair que ce morphisme est D×d -e´quivariant. Il nous faut voir qu’il ne de´pend pas du couple
(k, r) tel que n − n′ > k + r. Soit (k′, r′) un autre tel couple, et supposons que r′ > r. Dans ce
cas la multiplication par ̟r
′−r dans le OK-module formel X/ψ(̟−rΛ′/Λ) induit un isomorphisme
X/ψ(̟−r
′
Λ′/Λ) ∼−→ X/ψ(̟−rΛ′/Λ). On ve´rifie alors aise´ment que cet isomorphisme induit un iso-
morphisme de triplets (X ′k′,r′ , ρ
′
k′,r′ , ψ
′
k′,r′)
∼−→ (X ′k,r, ρ′k,r, ψ′k,r).
La proprie´te´ i) est imme´diate. Pour la proprie´te´ ii), choisissons (k, r) comme ci-dessus et (k′, r′) tel que
n′−n′′ > k′+r′ et Λ′ ⊆ ̟−r′Λ′′ ⊆ ̟−r′−k′Λ′. Alors soit (k′′, r′′) := (k′+k, r′+r), on a bien n−n′′ > k′′+r′′
et Λ ⊆ ̟−r′′Λ′′ ⊆ ̟−r′′−k′′Λ et on ve´rifie sur la de´finition que (αn′′|nΛ′′|Λ)k′′,r′′ = (αn
′′|n′
Λ′′|Λ′)k′,r′ ◦ (αn
′|n
Λ′|Λ)k,r .
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Il reste a` montrer l’e´tale finitude et la surjectivite´ des morphismes induits sur les fibres ge´ne´riques.
Pour cela, on utilise le fait que lorsque on a deux morphismes analytiques tels que g ◦ f est e´tale, alors
(g e´tale) ⇒ (f e´tale), et (f e´tale surjectif) ⇒ (g e´tale). Rappelons maintenant que les morphismes de
restriction de la structure de niveau sont e´tales surjectifs (et finis) en fibre ge´ne´rique. Ainsi, e´tant donne´
un quadruplet (Λ,Λ′, n, n′) tel que n − n′ > d(Λ,Λ′) =: δ, l’e´galite´ α0|n′Λ′|Λ′αn
′|n
Λ′|Λ = α
0|δ
Λ′|Λα
δ|n
Λ|Λ montre que
α
n′|n
Λ′|Λ est e´tale en fibre ge´ne´rique si et seulement si α
0|δ
Λ′|Λ l’est, et donc si et seulement si α
2δ|3δ
Λ′|Λ l’est ! Ce
dernier est le premier morphisme de la suite
DefΛ,3δ −→ DefΛ′,2δ −→ DefΛ,δ −→ DefΛ′,0.
En fibre ge´ne´rique, le caracte`re e´tale de la compose´e des deux dernie`res fle`ches α
0|δ
Λ′|Λ ◦ αδ|2δΛ|Λ′ = α0|2δΛ′|Λ′
implique que celle du milieu, α
δ|2δ
Λ|Λ′ , est non-ramifie´e. Mais alors, toujours en fibre ge´ne´rique, le caracte`re
e´tale et fini de la compose´e des deux premie`res fle`ches implique par [3, 3.2.9] que α
2δ|3δ
Λ′|Λ est e´tale et finie.
La surjectivite´ se voit de la meˆme manie`re.

Remarque : Les α
n′|n
Λ′|Λ ne commutent pas, en ge´ne´ral, avec les morphismes d’oubli DefΛ,n −→ Def.
Pour de´finir l’action de Gd sur le syste`me projectif des M̂LT,n, remarquons que tout e´le´ment g ∈
Gd induit un isomorphisme e´vident DefΛ,n
∼−→ DefgΛ,n en envoyant le triplet (X, ρ, ψ) sur le triplet
(X, ρ, ψ◦g−1). Nous posons alors pour tous n, n′ ∈ N “ade´quates”, c’est-a`-dire tels que n−n′ > d(gOd,Od)
gn
′|n : DefOd,n
∼−→ DefgOd,n
α
n′|n
Od|gOd−→ DefOd,n′ .(6.2.6)
On note de la meˆme manie`re les morphismes de sche´mas formels associe´s. Par le lemme pre´ce´dent, ils sont
D×d -e´quivariants, se composent comme on l’imagine (g
′g)n
′′|n = g′n
′′|n′ ◦gn′|n pour des n, n′, n′′ ade´quates,
et lorsque g = 1 on retrouve le morphisme de restriction de la structure de niveau. En particulier, lorsque
(m,m′) est un autre couple “ade´quate” pour g, avec m 6 n et m′ 6 n′, les morphismes gn
′|n et gm
′|m
commutent aux morphismes de restriction du niveau M̂LT,n −→ M̂LT,m et M̂LT,n′ −→ M̂LT,m′ , par
l’e´galite´ 1m
′|n′gn
′|n = gm
′|m1m|n. Il ne commutent aux morphismes d’oubli vers M̂LT,0 que lorsque
gOd = Od et g agit trivialement sur M̂LT,0, i.e. lorsque g ∈ GLd(O).
Heuristiquement, on obtient une action a` gauche de Gd sur la “limite projective” des M̂LT,n. Remar-
quons que l’action du centre K× de Gd est de´finie sur chaque MLT,n (par les morphismes zn|n) et que
cette action est inverse de celle du centre K× de D×d . L’action de D
×
d × Gd sur le syste`me projectif est
donc triviale sur le sous-groupe ∆ de´fini en 6.1.4.
Enfin, d’apre`s le lemme pre´ce´dent, les fibres ge´ne´riques des morphismes gn
′|n sont des morphismes
e´tales finis et surjectifs (i.e. des reveˆtements e´tales) d’espaces analytiques. Leurs degre´s ne de´pendent pas
de g et sont e´gaux a` [1 +̟n
′
Md(O) : 1 +̟nMd(O)] = qd2(n−n′).
Pour terminer, de´finissons l’espace de l’introduction par
Md/KLT,n :=MLT,n⊗̂K̂nrK̂ca.
L’action de WK sur les espaces analytiques est de´finie de manie`re analogue au cas Dr par recollement
d’une donne´e de descente pour un Frobenius et de l’action de l’inertie donne´e par l’extension des scalaires
(c’est un cas particulier de l’action de´finie par Rapoport-Zink [53, 3.48] dans un contexte plus ge´ne´ral).
C’est une action a` droite.
6.2.7 Morphisme de pe´riodes : Dans le cas LT , le morphisme de pe´riodes n’est de´fini qu’en fibre
ge´ne´rique. Il a e´te´ d’abord de´fini dans [39, par. 23] a` partir de calculs explicites. La de´finition la plus
visiblement intrinse`que est celle de [53, ch. 5] mais elle fait appel aux techniques cristallines des groupes
p-divisibles et n’est e´crite qu’en ine´gales caracte´ristiques10.
10Cependant, A. Genestier sait adapter au cas d’e´gales caracte´ristiques, par exemple en utilisant le module de coordonne´es
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Dans chacune des de´finitions, la construction repose sur l’existence d’un K̂nr-espace vectoriel M de
dimension d muni d’une action de D×d et attache´ au O-module formel X (son module de Dieudonne´
dans le cas d’ine´gales caracte´ristiques ou son module de coordonne´es en e´gales caracte´ristiques) et d’un
isomorphisme D×d -e´quivariant de OMLT,0 -modules
M⊗
K̂nr
OMLT,0 ∼−→MXu
ou` MXu est un fibre´ vectoriel au-dessus de MLT,0 attache´ a` l’objet universel Xu (obtenu comme fibre
ge´ne´rique de l’alge`bre de Lie de l’extension additive universelle de l’objet universelXu au-dessus de M̂LT,0,
resp. de son module de coordonne´es en e´gales caracte´ristiques). Notons alors LieXu le OMLT,0 -module
inversible obtenu comme fibre ge´ne´rique de l’alge`bre de Lie de Xu au-dessus de M̂LT,0 ; la compose´e
M⊗
K̂nr
OMLT,0 ∼−→MXu −→ LieXu
de´finit un morphisme de K̂nr-espaces analytiques
ξ : MLT,0 −→ P(M) ≃ Pd−1,nr
qui est le morphisme de pe´riodes voulu. Par ailleurs, les isomorphismes M(X)
Frob−→ M(φ∗X) = φ∗M(X)
munissent M et donc P(M) d’une structure φZ-e´quivariante au-dessus de K̂nr (ou donne´e de descente a`
la Weil).
Fait 6.2.8 Le morphisme ξ est e´tale surjectif et D×d ×WK -e´quivariant. Il est aussi Gd-e´quivariant au
sens suivant : pour tout g ∈ Gd et tous n, n′ ade´quates, le diagramme
MLT,n g
n′|n
//
ξn

MLT,n′
ξn′yytt
tt
tt
tt
t
P(M)
est commutatif (bien-suˆr on a note´ ξn la compose´e de ξ avec le morphisme d’oubli de la structure de
niveau).
Preuve : Le fait que ξ est e´tale au sens rigide-analytique est prouve´ dans [53, 5.17]. Il se trouve qu’il est
aussi e´tale au sens de Berkovich car son bord relatif est vide. La surjectivite´ de ξ est prouve´e, au moins
pour les points classiques (rigides analytiques) dans [39, 23.5], mais la preuve de loc.cit montre aussi la
surjectivite´ pour les points de Berkovich. Les proprie´te´s d’e´quivariance se trouvent dans [53, 5.37] ou [39,
23.28]. 
La donne´e de descente sur M n’est pas effective mais l’est sur P(M) : notons en effet S
1/d
K le K-espace
analytique obtenu par analytification de la K-varie´te´ de Severi-Brauer associe´e a` l’alge`bre centrale simple
sur K d’invariant 1/d. Alors
Fait 6.2.9 Il existe un isomorphisme D×d ×WK -e´quivariant de K̂nr-espaces analytiques
P(M)
∼−→ S1/dK ⊗̂KK̂nr.
Preuve : Dans le cas ou` K est de caracte´ristique nulle, le OK-groupe formel X sur Fp est p-divisible
et M est l’isocristal associe´. Sa dimension sur K̂nr est la hauteur d de X, et son unique pente est 1/d.
En particulier M est irre´ductible et donc ”de´fini sur Fp” au sens suivant : il existe une base de M dans
laquelle le Frobenius est donne´ par la matrice Φ =

0 1 0 0
0
. . .
. . . 0
0 0
. . . 1
̟ 0 0 0
. Ainsi, la forme rationnelle de
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Pd−1 correspondant a` la donne´e de descente sur P(M) est celle associe´e au 1-cocycle Gal(K̂nr/K) =
φZ −→ Aut(Pd−1) = PGLd−1(K̂nr) qui envoie φ sur la matrice Φ. Cette forme rationnelle est la varie´te´
de Severi-Brauer d’invariant 1/d.
Dans le cas ou` K est de caracte´ristique positive, le meˆme raisonnement s’applique au module de
coordonne´es M. 
6.3 De´finition du RΓc
Dans cette section, nous proposons une de´finition des complexes de cohomologie des tours Md/KLT et
Md/KDr . On les obtient comme e´valuation en un faisceau constant du foncteur de´rive´ d’un certain foncteur
“sections a` support compact sur la tour”. Comme on veut que ce foncteur soit a` valeurs dans la cate´gorie
des Gd×D×d ×WK-modules, le plus facile (surtout du coˆte´ LT ) est de prendre pour source de ce foncteur
la cate´gorie des faisceaux e´quivariants sur (la descente de) l’espace des pe´riodes.
Nous ferons usage du formalisme de´crit dans la partie 5.
6.3.1 Coefficients de torsion : Dans cette section, pour faire une construction ou exprimer une proprie´te´
suppose´e s’appliquer de la meˆme manie`re a` la tour de Drinfeld Md/KDr ou a` celle de Lubin-Tate Md/KLT ,
nous ommettrons simplement la notation Dr ou LT . Par exemple, pour tout n ∈ N, ξn de´signera soit la
compose´e
ξDr,n : Md/KDr,n −→Md/KDr,0 −→ Ωd−1,nrK −→ PDr := Ωd−1K
soit la compose´e
ξLT,n : Md/KLT,n −→Md/KLT,0 −→ Pd−1,nrK −→ PLT := S1/dK .
Il s’agit de morphismes d’espaces “analytiques au-dessus de K” au sens de [3], les deux premiers espaces
e´tant K̂ca-analytiques, le troisie`me K̂nr-analytique, et le dernier K-analytique. Dans chacun des cas,
l’espace des pe´riodes P est muni d’une action continue du groupe J en posant JDr := Gd et JLT := D×d
et d’une action triviale de WK . Le morphisme ξn est formellement e´tale et J ×WK-e´quivariant. Dans le
cas Dr, il est aussi D×d -e´quivariant pour l’action triviale de D
×
d sur Ω
d−1
K et l’action de´finie en 6.1.3 sur
les Md/KDr,n. Dans le cas LT , c’est plutoˆt le syste`me inductif des ξLT,n qui est Gd-e´quivariant au sens de
6.2.8.
Dans chacun des cas, si F est un faisceau e´tale de torsion sur P qui est J-e´quivariant discret/lisse au
sens de 5.1.2, alors pour tout n, le groupe abe´lien Γc(Md/Kn , ξ∗n(F)) est muni d’une action a` gauche lisse
de J et d’une action a` droite de WK . Si n
′ 6 n, le morphisme Md/Kn
πn,n′−→ Md/Kn′ est fini, de sorte que
πn,n′,! = πn,n′,∗ et on a un morphisme naturel
π∗n,n′ : Γc(Md/Kn′ , ξ∗n′(F)) −→ Γc(Md/Kn′ , πn,n′,!π∗n,n′ξ∗n′(F)) = Γc(Md/Kn , ξ∗n(F))
qui est J ×WK-e´quivariant. Alors le groupe abe´lien
Γc(Md/K ,F) := lim−→
n∈N
Γc(Md/Kn , ξ∗n(F))
est muni d’une action lisse de J ×WK .
Fait 6.3.2 Le groupe abe´lien Γc(Md/K ,F) est muni d’une action de Gd ×D×d ×WK lisse sur les deux
premiers facteurs et triviale sur le sous-groupe ∆× 1 (rappelons que ∆ a e´te´ de´fini en 6.1.4).
Preuve : Le cas Dr est facile et laisse´ au lecteur ; en fait, on a de´ja une action de Gd × D×d ×WK sur
chaque Γc(Md/KDr,n, ξ∗n(F)). On s’occupe donc du cas LT , ou` on a de´ja l’action de D×d ×WK par ce qui
pre´ce`de.
Fixons g ∈ Gd et n > n′ tels que le morphisme gn′|n : Md/KLT,n −→ Md/KLT,n′ soit de´fini. Alors ce
morphisme est fini de sorte que (gn
′|n)! = (gn
′|n)∗ et on obtient le morphisme
gn
′|n,∗ : Γc(Md/KLT,n′ , ξ∗LT,n′(F)) −→ Γc(Md/KLT,n′ , (gn
′|n)!(gn
′|n)∗ξ∗LT,n′(F))
= Γc(Md/KLT,n, ξ∗LT,n(F))
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Les proprie´te´s des morphismes gn
′|n mentionne´es lors de leur construction en 6.2.3 assurent la com-
mutativite´ des diagrammes du type
Γc(Md/KLT,n′ , ξ∗LT,n′(F))
π∗
m′,n′

gn
′|n,∗
// Γc(Md/KLT,n, ξ∗LT,n(F))
π∗m,n

Γc(Md/KLT,m′ , ξ∗LT,m′(F))
gm
′|m,∗
// Γc(Md/KLT,m, ξ∗LT,m(F))
ou` m > n et m′ > n′ sont tels que gm
′|m est de´fini. Ainsi on obtient a` la limite inductive un morphisme
g∗ : Γc(Md/K ,F) −→ Γc(Md/K ,F). Par de´finition il commute a` l’action deD×d ×WK , et si g′ est un autre
e´le´ment de Gd, alors (gg
′)∗ = g′∗g∗ de sorte qu’on obtient une action a` droite de Gd sur Γc(Md/K ,F).
Pour nous ramener a` une action a` gauche, nous ferons agir g sur Γc(Md/K ,F) par son inverse g−1.
Soit maintenant z ∈ K× et zG, resp. zD, son image dans le centre de Gd, resp. dans celui de D×d .
Alors les actions ge´ome´triques de zG et zD sur la tour stabilisent chaque Md/KLT,n et sont inverses l’une de
l’autre. Il en est donc de meˆme sur les sections Γc(Md/KLT,n,F), d’ou` la trivialite´ de l’action de ∆× 1.

Si Λ est un anneau de torsion, on de´finit ainsi un foncteur exact a` gauche
Γc(Md/K ,−) : F(P ,ΛJ) −→ Λ(GD ×WK)−mod,
en notant F(P ,ΛJ) la cate´gorie des Λ-faisceaux e´tales J-e´quivariants discrets/lisses sur P , et Λ(GD ×
WK) − mod la cate´gorie abe´lienne des Λ-modules munis d’une action lisse de GD = (Gd × D×d )/∆ et
d’une action commutante de WK .
Remarquons maintenant que la construction du syste`me inductif (Γc(Md/Kn , ξ∗n(F)))n∈N et de l’action
de Gd×D×d ×WK sur icelui reposaient sur la finitude (en fait la proprete´) des morphismes πn,n′ et αn
′|n
g ,
et que ces meˆmes proprie´te´s permettent de de´finir de la meˆme manie`re pour chaque q ∈ N∗ un syste`me
inductif (Hqc (Md/Kn , ξ∗n(F)))n∈N muni d’une action de Gd ×D×d ×WK .
Fait 6.3.3 On a pour tout q ∈ N un isomorphisme canonique de foncteurs :
RqΓc(Md/K ,−) ∼−→ lim−→
n∈N
Hqc (Md/Kn , ξ∗n−).
Preuve : En effet, par commutation de la cohomologie aux limites inductives filtrantes, on a
RqΓc(Md/K ,−) = lim−→ R
q
(
Γc(Md/Kn ,−) ◦ ξ∗n
)
.
Il nous faut donc montrer que Rq(Γc(Md/Kn ,−) ◦ ξ∗n) = RqΓc(Md/Kn ,−) ◦ ξ∗n pour tout n. Or on a une
factorisation ξ∗n : (P)et β
∗−→
(
P⊗̂KK̂ca
)
et
ξcan
∗
−→ (Md/Kn )et ou` ξcan est un morphisme e´tale de K̂ca-espaces
analytiques et β est le changement de base (ce n’est pas un morphisme d’espaces analytiques mais un
morphisme des sites e´tales concerne´s). Ainsi ξcan
∗ envoie injectifs sur injectifs puisqu’il est adjoint a` droite
du foncteur exact ξcan !, et β
∗ envoie suffisamment d’injectifs sur des injectifs, par exemple tous ceux de la
forme β∗(I), avec I injectif. 
6.3.4 Coefficients l-adiques : Fixons maintenant un anneau de valuation discre`te complet Λ de car-
acte´ristique re´siduelle 6= p, et F• = (Fm)m∈N un Λ•-faisceau J-e´quivariant discret/lisse sur P , au sens de
la section 5.2. Pour n ∈ N, nous notons
ξ∗,∞n (F•) := lim←−
m∈N
∞(ξ∗nFm)
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le Λ-faisceau J-e´quivariant discret/lisse sur Md/Kn associe´ comme en 5.2.4 au Λ•-faisceau J-e´quivariant
discret/lisse (ξ∗nFm)m∈N sur Md/Kn . D’apre`s 5.2.10, les morphismes πn,n′ pour n > n′ e´tant e´tales, on a
ξ∗,∞n (F•) ≃ π∗n,n′ξ∗,∞n′ (F•).
La finitude de ces meˆmes πn,n′ permet donc comme dans le cas de torsion de de´finir des morphismes de
Λ-modules
π∗n,n′ : Γc(Md/Kn′ , ξ∗,∞n′ (F•)) −→ Γc(Md/Kn , ξ∗,∞n (F•))
et de poser
Γc(Md/K , (Fm)m∈N) := lim−→
n∈N
Γc
(
Md/Kn , ξ∗,∞n (F•)
)
.
Ce groupe est muni par de´finition d’une action lisse de J a` gauche et d’une action commutante de WK a`
droite. On construit l’action du troisie`me groupe (D×d pour le cas Dr ou Gd pour le cas LT ) exactement
comme dans le cas de torsion. En particulier dans le cas LT , on utilise le fait que les morphismes α
n′|n
g
sont e´tales pour pourvoir e´crire
αn
′|n
g
∗
ξ∗,∞n′ (F•) ≃ ξ∗,∞n (F•)
graˆce a` 6.2.8 et 5.2.10
On de´finit ainsi un foncteur
Γc(Md/K ,−) : F(P ,Λ•J) −→ Λ(GD ×WK)−mod
qui est exact a` gauche.
Supposons maintenant que le Λ•-faisceau F• soit un Λ-syste`me local au sens de 5.2.1, et notons
Hqc (Md/Kn , ξ∗n((Fm)m)) la cohomologie a` supports compacts de son image inverse surMd/Kn , cohomologie
dont la de´finition par Berkovich est rappele´e en 5.2.1. Toujours les meˆmes proprie´te´s de proprete´ des
πn,n′ et α
n′|n
g permettent de de´finir un syste`me inductif (Hqc (Md/Kn , ξ∗n((Fm)m)))n∈N muni d’une action
du groupe Gd ×D×d ×WK .
Fait 6.3.5 Pour tout q ∈ N et tout Λ-syste`me local J-e´quivariant (Fm)m∈N, on a un isomorphisme
canonique (Gd ×D×d ×WK)-e´quivariant :
RqΓc(Md/K ,F•) ∼−→ lim−→
n∈N
Hqc
(
Md/Kn , ξ∗n((Fm)m)
)
Preuve : Comme dans le cas de torsion, la commutation de la cohomologie aux limites inductives filtrantes
et le fait que ξ∗n envoie suffisamment d’injectifs sur des injectifs montrent que
RqΓc(Md/K ,F•) ≃ lim−→
n∈N
(
Rq
(
Γc(Md/Kn ,−) ◦ lim←−
∞ ◦ ξ∗n
)
(F•)
)
≃ lim−→
n∈N
(
Rq
(
Γc(Md/Kn ,−) ◦ lim←−
∞
)
(ξ∗n(F•))
)
Mais d’apre`s le corollaire 5.2.7 applique´ aux espaces analytiques quasi-alge´briques (car lisses) Md/Kn , on
a pour tout Λ-syste`me local
Rq
(
Γc(Md/Kn ,−) ◦ lim←−
∞
)
(ξ∗n(F•)) ≃ Hqc
(
Md/Kn , ξ∗n(Fm)m
)
.

Prenant Λ := Zl et (Fm)m∈N = (Z/lmZ)m∈N dans les de´finitions pre´ce´dentes, nous posons
RΓc(Md/K ,Zl) := RΓc(Md/K , (Z/lmZ)m∈N).
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C’est un objet de la cate´gorie de´rive´e borne´e DbZl(GD) de la cate´gorie abe´lienneModZl(GD) des Zl(GD)-
modules lisses, qui est muni d’une action de WK et dont la cohomologie est Gd ×D×d ×WK -isomorphe a`
la limite inductive Hqc (Md/K ,Zl) des Hqc (Md/Kn ,Zl), n ∈ N. Nous posons enfin
RΓc(Md/K ,Ql) := Ql ⊗Zl RΓc(Md/K ,Zl) ∈ DbQl(GD).
Par commutation du produit tensoriel aux limites inductives, la cohomologie de ce complexe est donne´e
par
RqΓc(Md/K ,Ql) ≃ Hqc (Md/K ,Ql) := lim−→
n∈N
Hqc (Md/Kn ,Ql).
6.4 Variantes et de´compositions
Dans cette section, on discute deux variantes de la construction de la section pre´ce´dente dont on tire
quelques proprie´te´s des complexes RΓc(Md/K ,Λ) ou` Λ de´signe un anneau commutatif ou` p est inversible,
et qui sera soit de torsion, soit local complet, soit e´gal a` Ql. On s’inte´resse ensuite a` l’action du centre de
la cate´gorie des Λ(GD)-modules lisses sur ces complexes et on montre une proprie´te´ de finitude dans le
cas LT .
6.4.1 Premie`re variante : Dans [19], [34] et [13], les auteurs conside`rent plutoˆt la cohomologie des
espaces Md/K,(0)?,n :=M(0)?,n⊗̂K̂nrK̂ca pour ? = LT ou Dr, rencontre´s dans les paragraphes 6.2 et 6.1. Ces
espaces ne sont plus munis d’une action de Gd×D×d ×WK mais plutoˆt du sous-groupe (Gd×D×d ×WK)0
(la notation 0 a e´te´ introduite en 4.3.1). L’action de ce sous-groupe conside´re´e dans les articles sus-cite´s
est simplement la restriction a` Md/K,(0) de l’action qu’on a de´finie en 6.3.2 sur les espaces Md/K . On
laisse au lecteur le soin de ve´rifier que le lien entre ces espaces de cohomologie et ceux de ce texte est le
suivant : le morphisme naturel Hqc (Md/K,(0),Λ) −→ Hqc (Md/K ,Λ) est (Gd ×D×d ×WK)0-e´quivariant et
induit un isomorphisme Gd ×D×d ×WK-e´quivariant
ind
Gd×D×d ×WK
(Gd×D×d ×WK)0
(
Hqc (Md/K,(0),Λ)
) ∼−→ Hqc (Md/K ,Λ)
ou` ind de´signe l’induction a` supports compacts. Plus ge´ne´ralement, soit F un faisceau e´tale abe´lien
de torsion J-e´quivariant discret/lisse sur P (avec les notations de 6.3.1), et de´signons par ξ(0)n la re-
striction de ξn a` Md/K,(0)n . Alors on peut munir comme dans les paragraphes pre´ce´dents le groupe
abe´lien lim−→
n∈N
Γc(Md/K,(0)n , ξ(0),∗n (F)) d’une action du groupe (Gd ×D×d ×WK)0 et on a un isomorphisme
Gd ×D×d ×WK -e´quivariant
ind
Gd×D×d ×WK
(Gd×D×d ×WK)0
(
lim−→
n∈N
Γc(Md/K,(0)n , ξ(0),∗n (F))
)
∼−→ lim−→
n∈N
Γc(Md/Kn , ξ∗n(F)).
Soit ψ : Z −→ Λ× un caracte`re et ψGDW := ψ ◦ νGDW le caracte`re de Gd ×D×d ×WK associe´ comme
au paragraphe 4.3.1. L’isomorphisme pre´ce´dent implique l’existence d’un isomorphisme Gd ×D×d ×WK -
e´quivariant et fonctoriel en le Λ-faisceau F
aψ(F) : lim−→
n∈N
Γc(Md/Kn , ξ∗n(F)) ∼−→ ψGDW ⊗ lim−→
n∈N
Γc(Md/Kn , ξ∗n(F)).
La meˆme discussion s’applique aux Λ•-faisceaux lorsque Λ est local complet, de sorte que dans chaque
cas, on obtient un isomorphisme
Raψ(Λ) : RΓc(Md/K ,Λ) ∼−→ ψGDW ⊗RΓc(Md/K ,Λ)(6.4.2)
Plus pre´cise´ment, on a obtenu
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Lemme 6.4.3 Il existe un isomorphisme dans DbΛ(GD)
Raψ(Λ) : RΓc(Md/K ,Λ) ∼−→ ψGD ⊗RΓc(Md/K ,Λ)
qui est ψW -e´quivariant, au sens ou` le diagramme suivant est commutatif
EndDbΛ(GD)
(
RΓc(Md/K ,Λ)
)× Raψ(Λ)// EndDbΛ(GD) (ψGD ⊗RΓc(Md/K ,Λ))×
WK
ψW⊗γ
33ggggggggggggggggggggggggg
γ
OO
On a note´ dans cet e´nonce´ γ : WK −→ EndDbΛ(GD)
(
RΓc(Md/K ,Λ)
)×
le morphisme de groupes donnant
l’action de WK sur RΓc(Md/K ,Λ).
6.4.4 Deuxie`me variante : Rappelons que ̟ de´signe une uniformisante de O. Les e´le´ments (̟, 1, 1) et
(1, ̟−1, 1) de Gd×D×d ×WK agissent de la meˆme manie`re sur les K̂nr-espaces analytiquesMn et l’action
du groupe libre a` un ge´ne´rateur ̟Z qui s’en de´duit est clairement libre. Le quotient Mn/̟Z est encore
un K̂nr-espace analytique : il est (non-canoniquement) isomorphe a`
⊔d−1
h=0M(h)n . Comme ̟Z est central
dans Gd ×D×d ×WK , ces quotients sont encore munis d’une action du produit triple. Les morphismes de
transition πn,n′ passent au quotient ainsi que les morphismes de pe´riodes, de sorte qu’on peut appliquer
les constructions des paragraphes 6.3.1 et 6.3.4 aux deux tours (Md/K?,n /̟Z)n∈N.
Notation 6.4.5 Pour alle´ger un peu les notations, nous surlignerons les quotients par ̟Z. En particulier
nous noterons GD := GD/̟Z et nous utiliserons la notation Md/K := Md/K/̟Z que nous de´corerons
d’indices Dr, LT ou n selon les besoins.
On obtient en particulier un complexe (deux complexes, en fait)
RΓc(Md/K ,Λ) ∈ DbΛ(GD).
Pour le comparer au complexeRΓc(Md/K ,Λ), introduisons le foncteur exact a` droite des “̟Z-coinvariants” :
ModΛ(GD) → ModΛ(GD)
V 7→ Λ⊗Λ[̟Z] V
ou` le produit tensoriel est pris par rapport au morphisme d’augmentation Λ[̟Z] −→ Λ. Ce foncteur est
adjoint a` gauche du foncteur d’inclusion ω : ModΛ(GD) −→ ModΛ(GD).
Lemme 6.4.6 Il existe un isomorphisme “canonique” dans DbΛ(GD)
Λ
L⊗Λ[̟Z]RΓc(Md/K ,Λ) ∼−→ RΓc(Md/K ,Λ).
Preuve : Soit F un Λ-faisceau, resp. F• un Λ•-faisceau, J-e´quivariant discret/lisse sur P . Soit pn le
morphisme de projection Md/Kn −→ Md/Kn /̟Z et ξn : Md/Kn /̟Z −→ P la descente de ξn. On a
ξn = ξn ◦pn. Comme pn est e´tale, le morphisme pn! est adjoint a` gauche de p∗n. On a donc une application
J ×WK -e´quivariante
pn! : Γc(Md/Kn , ξ∗n(F)) −→ Γc(Md/Kn /̟Z, ξ
∗
n(F)).
Utilisant 5.2.10 on a de meˆme une application
pn! : Γc(Md/Kn , ξ∗,∞n (F•)) −→ Γc(Md/Kn /̟Z, ξ
∗,∞
n (F•)).
Par ailleurs, le morphisme pn est “restreint” au sens de [3, 5.3.6], de sorte que par loc.cit, le carre´ carte´sien
ou` n′ > n
Md/Kn
pn //Md/Kn /̟Z
Md/Kn′ pn′ //
πn′,n
OO
Md/Kn′ /̟Z
πn′,n
OO
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assure que le morphisme naturel π∗n′,n ◦ pn! −→ pn′ ! ◦ π∗n′,n est un isomorphisme. Ceci signifie que les
applications (pn!)n∈N ci-dessus sont compatibles aux transitions dans les syste`mes inductifs. On ve´rifie de
meˆme qu’elles sont compatibles a` l’action du “troisie`me groupe”, de sorte qu’on obtient des transforma-
tions naturelles
Γc(Md/K ,−) −→ Γc(Md/K ,−)
entre foncteurs F(P ,ΛJ) −→ Λ(GD) ×WK -Mod, resp. F(P ,Λ•J) −→ Λ(GD) ×WK -Mod. En de´rivant
et en e´valuant convenablement, on obtient un morphisme WK-e´quivariant dans D
b
Λ(GD)
RΓc(Md/K ,Λ) −→ ωRΓc(Md/K ,Λ)
ou` ω est le foncteur DbΛ(GD) −→ DbΛ(GD) d’infation. Le morphisme de l’e´nonce´ est alors obtenu par
adjonction a` partir du morphisme ci-dessus. Pour montrer que c’est un isomorphisme, il suffit de voir
qu’il induit des isomorphismes au niveau des groupes de cohomologie (ou` l’on peut oublier l’action des
groupes). Or cela est e´vident puisqu’on a des isomorphismes de K̂ca-espaces analytiques e´quivariants sous
̟Z (mais pas e´quivariants sous Gd ×D×d ×WK)
Md/K ∼−→
(
d−1⊔
h=0
Md/K,(h)
)
×̟Z ∼−→
(
Md/K
)
×̟Z.

6.4.7 De´composition selon le centre de la cate´gorie des ΛD×d -modules lisses : Notons ZΛ(GD) le centre
de la cate´gorie abe´lienne ModΛ(GD) des ΛGD-modules lisses. Comme le centre d’une cate´gorie abe´lienne
agit encore sur la cate´gorie de´rive´e borne´e associe´e (et s’identifie meˆme au centre de celle-ci), on obtient
une action canonique de ZΛ(GD) sur RΓc(Md/K ,Λ). En particulier tout idempotent de ZΛ(GD) fournit
un facteur direct de RΓc(Md/K ,Λ). De plus, en utilisant les meˆmes notations pour les groupes D×d et Gd,
on a des morphismes canoniques ZΛ(D
×
d ) −→ ZΛ(GD) et ZΛ(Gd) −→ ZΛ(GD) induits par les inclusions
D×d →֒ GD et Gd →֒ GD.
La suite de sous-ensembles 1+̟nODd , n ∈ N de D×d est un syste`me fondamental de voisinages de l’u-
nite´ forme´ de pro−p-sous-groupes ouverts compacts distingue´s de D×d . Comme p est inversible dans Λ, ces
pro-p-sous-groupes ouverts de´finissent des idempotents de l’alge`bre de HeckeHΛ(D×d ). Comme ils sont dis-
tingue´s, ces idempotents sont centraux : on note εn,D leurs images dans ZΛ(D
×
d ) et εn,DRΓc(Md/K ,Λ) ∈
DbΛ(GD) le facteur direct de RΓc(Md/K ,Λ) associe´.
Interpre´tation ge´ome´trique :Du coˆte´Dr, on prouve facilement (comme dans le lemme 6.4.10 ci-dessous,
en plus simple) que l’inclusion de foncteurs Γc(Md/KDr,n,−)◦ξ∗Dr,n →֒ Γc(Md/KDr ,−) induit un isomorphisme
WK -e´quivariant dans D
b
Λ(GD)
RΓc(Md/KDr,n,Λ) ∼−→ εn,DRΓc(Md/KDr ,Λ).
Par contre, il n’y a pas d’interpre´tation ge´ome´trique e´vidente dans le cas LT .
6.4.8 De´composition selon le centre de la cate´gorie des ΛGd-modules lisses : On suppose toujours que
Λ est une anneau ou` p est inversible. Il existe une de´composition “par le niveau” similaire a` celle que
nous avons utilise´e pour D×d ci-dessus, mais beaucoup moins triviale. NotonsModΛ(Gd)n la sous-cate´gorie
pleine de ModΛ(Gd) forme´e des objets engendre´s par leur vecteurs invariants sous le pro-p-sous-groupe
ouvert Hn := 1 + ̟
nMd(O) de Gd = GLd(K), et notons HΛ(Gd, Hn) l’alge`bre de Hecke de la paire
(Gd, Hn) a` coefficients dans Λ.
Fait 6.4.9 La sous-cate´gorie ModΛ(Gd)n est “facteur direct” de la cate´gorie ModΛ(Gd). Les foncteurs
V 7→ V Hn et M 7→ indGdHn (1)⊗HΛ(Gd,Hn) M
sont des e´quivalences “inverses” l’une de l’autre entre ModΛ(Gd)n et la cate´gorie des HΛ(Gd, Hn)-
modules.
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Preuve : elle est donne´e dans l’appendice 10.2. 
On associe ainsi a` tout entier n ∈ N un idempotent central εn,G de ZΛ(Gd) qui ”projette” la cate´gorie
ModΛ(Gd) sur sa sous-cate´gorieModΛ(Gd)n. Faisant agir cet idempotent sur la cate´gorieModΛ(GD), on
en obtient un ”facteur direct” εn,GModΛ(GD). On peut interpre´ter ce facteur direct en termes de modules
lisses sur l’alge`bre de Hecke HΛ(GD,Hn) des mesures localement constantes a` supports compacts et a`
valeurs dans Λ qui sont invariantes a` droite et a` gauche sous l’image de Hn −→ GD (alge`bre qui n’a
pas d’unite´, mais ”suffisamment d’idempotents”). En effet, en notant toujours indGDHn l’induction lisse a`
supports compacts, on de´duit du fait pre´ce´dent que les foncteurs
V 7→ V Hn et M 7→ indGDHn (1)⊗HΛ(GD,Hn) M
sont inverses l’un de l’autre. Cette fois-ci l’interpre´tation ge´ome´trique se fait du coˆte´ LT :
Lemme 6.4.10 L’inclusion de foncteurs Γc(Md/KLT,n,−) ◦ ξ∗LT,n →֒ Γc(Md/KLT ,−) induit un isomorphisme
WK-e´quivariant dans D
b(HΛ(GD,Hn))
RΓc(Md/KLT,n,Λ) ∼−→ RΓc(Md/KLT ,Λ)Hn
qui induit a` son tour un isomorphisme dans DbΛ(GD)
indGDHn (1)⊗HΛ(GD,Hn) RΓc(Md/KLT,n,Λ)
∼−→ εn,GRΓc(Md/KLT ,Λ).
Preuve : Nous traitons seulement le cas Λ complet de valuation discre`te et laissons le cas de torsion
au lecteur. Il nous suffit de montrer que pour tout Λ•-faisceau e´tale D×d -e´quivariant discret/lisse F• sur
PLT = S1/dK , le morphisme canonique Γc(Md/KLT,n, ξ∗,∞LT,n(F•)) −→ Γc(Md/KLT ,F•) induit un isomorphisme
D×d ×WK -e´quivariant
Γc(Md/KLT,n, ξ∗,∞LT,n(F•)) ∼−→ Γc(Md/KLT ,F•)Hn .(6.4.11)
En effet, cela montrera d’abord l’existence de l’action de HΛ(GD,Hn) sur le terme de gauche et permettra
donc de de´finir RΓc(Md/KLT,n,Λ) comme un objetWK -e´quivariant de Db(HΛ(GD,Hn)). Puis cela montrera
aussi les autres assertions du lemme, puisque le foncteur des points fixes sous Hn est bien-suˆr exact.
Pour prouver 6.4.11, rappelons que Γc(Md/KLT ,F•) = lim−→
m∈N
Γc(Md/KLT,m, ξ∗,∞LT,m(F•)) et que l’action du
groupe GLd(OK) est simplement donne´e par la structure de pro-reveˆtement e´tale galoisien de groupe
GLd(OK) du syste`me (Md/KLT,m)m∈N au-dessus de Md/KLT,0. Le groupe GLd(OK) agit donc sur chaque
Γc(Md/KLT,m, ξ∗,∞LT,m(F•)) et il s’agit de montrer que pour m > n, l’application Γ(Md/KLT,n, ξ∗,∞LT,n(F•)) −→
Γ(Md/KLT,m, ξ∗,∞LT,m(F•)) induit un isomorphisme
Γc(Md/KLT,n, ξ∗,∞LT,n(F•)) ∼−→ Γc(Md/KLT,m, ξ∗,∞LT,m(F•))Hn .
Rappelons que le morphisme πm,n : Md/KLT,m −→Md/KLT,n est e´tale galoisien de groupe Hn/Hm et que par
le lemme 5.2.10, on a un isomorphisme canonique π∗m,n(ξ
∗,∞
LT,n(F•)) ∼−→ ξ∗,∞LT,m(F•). Ainsi l’isomorphisme
cherche´ est tautologique si on enle`ve l’indice c (supports compacts). On en de´duit l’isomorphisme avec
indice c, par proprete´ et surjectivite´ de πm,n.

6.4.12 Proprie´te´s de finitude : Dans ce paragraphe, on rappelle une proprie´te´ de finitude de la co-
homologie dans le cas LT et on en tire une conse´quence sur le RΓc qui sera importante plus tard pour
l’e´tude de l’action de l’inertie. La proprie´te´ analogue dans le cas Dr demeure un myste`re si on en cherche
une explication directe ne faisant pas appel a` la comparaison de Faltings.
Fait 6.4.13 Les Λ-modules Hqc (M
d/K
LT ,Λ), q ∈ N, sont GD-admissibles (et meˆme Gd-admissibles).
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Preuve : Rappelons que Hn = 1 + ̟
nMd(O). Par une variante e´vidente du lemme 6.4.11, on a un
isomorphisme Hqc (Md/KLT /̟Z,Λ)Hn ≃ Hqc (Md/KLT,n/̟Z,Λ). Il nous faut donc voir que pour tout n ∈ N,
le Λ-module Hqc (Md/KLT,n/̟Z,Λ) est de type fini, ou de manie`re e´quivalente que Hqc (Md/K,(0)LT,n ,Λ) est de
type fini. Pour cela, rappelons que M(0)LT,n est la fibre ge´ne´rique d’un sche´ma formel M̂(0)LT,n. On sait par
diverses versions du the´ore`me de Serre-Tate, cf [34, II.2.7] et [13, 7.4.4], que ce dernier est isomorphe au
comple´te´ formel d’un sche´ma alge´brique Sn propre sur Onr (une certaine varie´te´ de Shimura ou une varie´te´
de “Drinfeld-Stuhler”) en un point ferme´ xn de sa fibre spe´ciale. Notons S
an
n le K̂
ca-espace analytique
associe´ (par GAGA ou par fibre ge´ne´rique de la comple´tion formelle Ŝn le long de la fibre spe´ciale : c’est
la meˆme chose car Sn est propre). On a un plongement canonique M(0)LT,n →֒ Sann qui identifie M(0)LT,n
avec l’image re´ciproque de xn par le morphisme de spe´cialisation S
an
n −→ Sn. Cette image re´ciproque
est ouverte dans Sann et son comple´mentaire s’identifie a` la fibre ge´ne´rique du sous-sche´ma formel ouvert
de Ŝn de´fini par Sn \ {x}. Ce comple´mentaire est donc un domaine analytique de Sann . Comme Sann est
compact, il s’ensuit que M(0)LT,n est un ouvert distingue´ de Sann (diffe´rence de deux espaces compacts).
Dans le cas de torsion, la cohomologie d’un tel ouvert distingue´ est de type fini par la suite exacte associe´e
a` la diffe´rence des deux espaces compacts et [4, cor. 5.6]. Le cas Λ complet (et Ql) est explique´ dans [29,
4.1.15 et 4.1.17].
Remarque : bien que cela n’apparaisse pas clairement (c’est cache´ dans les re´fe´rences a` [4] et [29]),
tout cela repose sur la comparaison des cycles e´vanescents de Berkovich pour les sche´mas formels et les
cycles e´vanescents alge´briques.

Notation 6.4.14 On notera εn,GD := εn,Gεn,D = εn,Dεn,G ∈ ZΛ(GD) et ModΛ(GD)n la sous-cate´gorie
facteur direct de ModΛ(GD) associe´e a` cet idempotent.
Corollaire 6.4.15 Le Λ-module EndDb(GD)
(
εn,GDRΓc(Md/KLT ,Λ)
)
est de type fini.
Preuve : D’apre`s le lemme 6.4.10 et le fait rappele´ ci-dessus, il suffit de prouver le re´sultat suivant, de
nature ”the´orie des repre´sentations” :
Soit Λ un anneau noethe´rien ou` p est inversible. Soit A•, B• ∈ DbΛ(GD) deux complexes a` cohomologie
admissible et de niveau fini. Alors HomDbΛ(GD)
(A•, B•) est un Λ-module de type fini.
En utilisant les suites spectrales habituelles, on constate que HomDbΛ(GD)
(A•, B•) est un sous-quotient
de ⊕
q,k∈Z
Extq−k
ΛGD
(Hq(A•),Hk(B•))
et il suffit donc de montrer que si V etW sont deux ΛGD-modules lisses admissibles et de niveau 6 n ∈ N,
alors pour tout i ∈ N, Exti
ΛGD
(V,W ) est de type fini sur Λ. Graˆce a` la suite exacte
1 −→ Gd/̟Z −→ GD −→ D×d /K× −→ 1
et la compacite´ de D×d /K
×, il suffit de prouver que les Λ-modules Exti
ΛGd
(V,W ) sont de type fini. Comme
le Λ-module HomGd (P,W ) est de type fini de`s que P est projectif de type fini dans ModΛ(Gd), il suffit
de prouver que V admet une re´solution par des objets projectifs de type fini. Nous prouvons ceci dans
l’appendice, cf 10.2.6, suivant des arguments de Schneider-Stuhler [58] prolonge´s par Vigne´ras dans [63].

6.4.16 Lien avec les cycles e´vanescents, dans le cas LT : Dans [19], [13], [14] et [34], les auteurs non-
seulement conside`rent plutoˆt la “sous-tour” (Md/K,(0)LT,n )n∈N comme dans la premie`re variante 6.4.1, mais
conside`rent aussi les cycles e´vanescents plutoˆt que la cohomologie a` supports compacts. Ils conside`rent
donc les Λ-modules
RqΨη(M̂(0)LT ,Λ) := lim−→
n∈N
RqΨη(M̂(0)LT,n,Λ)
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qu’ils munissent d’une action de (Gd×D×d ×WK)0. Les cycles e´vanescents sont ceux que Berkovich associe
aux sche´mas formels localement formellement de type fini dans [8]. Ce sont en ge´ne´ral des faisceaux e´tales
sur la fibre spe´ciale ge´ome´trique d’un tel sche´ma formel. Dans le cas pre´sent, la fibre spe´ciale e´tant un
point, ce sont seulement des Λ-modules.
Nous devons pour la suite les comparer aux Λ-modules Hqc (Md/K,(0)LT ,Λ) de ce texte.
Lemme 6.4.17 Supposons que Λ = Z/nZ avec (n, p) = 1 ou Λ = Ql. Il existe des isomorphismes
(Gd ×D×d ×WK)0-e´quivariants
Hqc (Md/K,(0)LT ,Λ) ∼−→ R2d−2−qΨη(M̂(0)LT,n,Λ)∨ ⊗ | − |1−d
ou` le ∨ de´signe le Λ-module lisse contragre´dient.
Preuve : La preuve repose essentiellement sur les faits suivants : les cycles e´vanescents co¨ıncident avec
la cohomologie sans supports, et celle-ci est duale de la cohomologie a` supports compacts. La seule chose
qui demandera une ve´rification est la compatibilite´ avec l’action de Gd. Il y a aussi une complication
technique dans le cas l-adique, Λ = Ql, ou` la cohomologie sans supports n’a pas e´te´ de´finie en ge´ne´ral,
mais dans le cas pre´sent, une de´finition ad hoc et un formalisme de dualite´ de Poincare´ sont donne´s dans
[29, 5.9].
Premie`re e´tape : Par de´finition des cycles e´vanescents, lorsque Λ est un anneau de torsion, on a d’apre`s
[8, Cor 2.3.ii)] des isomorphismes canoniques
Hq(Md/K,(0)LT,n ,Λ) ∼−→ RqΨη(M̂(0)LT ,Λ)
compatibles aux applications de transitions π∗n,m, pour n 6 m ∈ N. Dans le cas Λ = Ql, de tels isomor-
phismes existent encore en de´finissant la cohomologie (sans supports) convenablement, cf [29, 5.9.1,5.9.4].
Deuxie`me e´tape : Lorsque Λ = Z/nZ avec (n, p) = 1, le formalisme de la dualite´ de Poincare´ tel qu’il
est de´veloppe´ dans [3, 7.3-7.4] fournit des accouplements parfaits pour 0 6 q 6 2d− 2
〈 , 〉n : Hqc (Md/K,(0)LT,n ,Λ)×H2d−2−q(Md/K,(0)LT,n ,Λ) −→ Λ(1− d)
qui ve´rifient la compatibilite´ suivante aux morphismes de transition pour n 6 m :
∀α ∈ Hqc (Md/K,(0)LT,m ,Λ), ∀β ∈ Hq(Md/K,(0)LT,n ,Λ), 〈α, π∗m,nβ〉m = 〈πm,n,!α, β〉n.
Modifions alors ces accouplements en posant pour tout n ∈ N
(α, β)n := [H1 : Hn]
−1〈α, β〉n
qui est bien de´fini puisque H1 et Hn sont des pro-p-groupes et p est inversible dans Λ. En appliquant la
compatibilite´ ci-dessus et en tenant compte de ce que l’endomorphisme πm,n,! ◦ π∗m,n de Hqc (Md/K,(0)LT,n ,Λ)
est la multiplication par [Hn : Hm], on ve´rifie que pour tous n 6 m, on a
∀α ∈ Hqc (Md/K,(0)LT,n ,Λ), ∀β ∈ Hq(Md/K,(0)LT,n ,Λ), (π∗m,nα, π∗m,nβ)m = (α, β)n.
En d’autres termes, les accouplements ( , )n sont compatibles aux morphismes de transition et de´finissent
un accouplement entre les limites inductives :
( , ) : Hqc (Md/K,(0)LT ,Λ)×H2d−2−q(Md/K,(0)LT ,Λ) −→ Λ(1− d).
Dans le cas l-adique, la dualite´ de Poincare´ ne´cessaire est donne´e par [29, 5.9.2].
Troisie`me e´tape : Il faut ve´rifier la compatibilite´ a` l’action de (Gd ×D×d ×WK)0. Pour cela, il est plus
commode de conside´rer le proble`me analogue pour l’espace Md/KLT , muni de l’action de Gd ×D×d ×WK
(la discussion pre´ce´dente sur la dualite´ s’y applique verbatim). En effet dans ce cas, le groupe D×d ×WK
agit sur chaque Md/KLT,n et la dualite´ de Poincare´ est bien-suˆr compatible aux automorphismes rationnels
et l’action de Galois. Il suffit donc de conside´rer l’action de G. Pour cela fixons g ∈ G et m,n ∈ N tels que
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m > n + d(Od, gOd), de sorte que le morphisme gn|m : Md/KLT,m −→ M
d/K
LT,n soit bien de´fini. Rappelons
qu’il s’agit d’un reveˆtement e´tale de degre´ [Hn : gHmg
−1] = [Hn : Hm]. On calcule alors pour tous
α ∈ Hq(Md/KLT,n,Λ), β ∈ Hqc (M
d/K
LT,n,Λ)(
gn|m,∗α, gn|m,∗β
)
m
= [Hn : Hm]
−1
(
α, g
n|m
! g
n|m,∗β
)
n
= (α, β)n
Ceci montre que Hq(Md/KLT ,Λ) est la contragre´diente de Hqc (M
d/K
LT ,Λ). On en de´duit le lemme.

6.5 Comparaison de Faltings
Dans [28], Faltings a esquisse´ les arguments menant au the´ore`me ci-dessous, au moins dans le cas ou` K
est p-adique. Ces arguments ont e´te´ comple´te´s et e´tendus au cas d’e´gales caracte´ristiques par L. Fargues,
A. Genestier et V. Lafforgue, lors d’un groupe de travail a` l’IHES s’e´talant sur un semestre. Ils devraient
eˆtre prochainement e´crits puis, espe´rons-le, publie´s.
The´ore`me 6.5.1 (Faltings, Fargues, Genestier, Lafforgue) Il existe des isomorphismes Gd ×D×d ×WK -
e´quivariants (compte tenu de la normalisation des actions que nous avons choisie)
Hqc (Md/KLT ,Λ) ∼−→ Hqc (Md/KDr ,Λ)
pour tout q et tout anneau Λ de torsion ou complet de valuation discre`te tel que p ∈ Λ×.
Comme on l’a dit dans l’introduction, on espe`re que la re´daction pre´cise des arguments montrera
aussi :
Conjecture 6.5.2 Il existe un isomorphisme WK-e´quivariants dans D
b
Λ(GD)
RΓc
(
Md/KLT ,Λ
) ∼−→ RΓc (Md/KDr ,Λ)
pour tout anneau Λ comme au-dessus.
6.6 Premie`res re´ductions vers la conjecture A
Dans cette section, on suppose Λ = Ql.
6.6.1 E´quivalence des deux points de la conjecture A : Soit π ∈ Irr
Ql
(Gd) de caracte`re central ω et
ρ ∈ Modω(D×d ), c’est-a`-dire une repre´sentation de D×d de caracte`re central ω. On a une factorisation
HomGD (−, π ⊗ ρ∨) : ModQl(GD)
HomGd
(−, π)−→ Modω(D×d )
Hom
D
×
d
(ρ,−)
−→ Ql − e.v.
ou` les deux dernie`res cate´gories sont semi-simples. En particulier, on a un isomorphisme
HomD×d
(ρ,H∗(RHomGd (RΓc, π))) ∼−→ H∗(RHomGD (RΓc, π ⊗ ρ∨))
qui bien-suˆr est WK-e´quivariant (la de´finition de H∗ a e´te´ donne´e dans l’introduction). Il est alors clair
que dans la conjecture A, le point i) implique le point ii). Compte tenu du fait que la famille de foncteurs
HomD×
d
(ρ,−), ρ ∈ Irrω(D×d ) est fide`le sur la cate´gorie Modω(D×d ), la re´ciproque est encore vraie.
6.6.2 Re´duction aux repre´sentations de caracte`re central trivial sur ̟ : Le lemme suivant montre que
pour e´tudier la conjecture A, on peut se ramener a` l’e´tude du complexe RΓc(Md/K ,Ql). Plus pre´cise´ment
il montre qu’il nous suffira de montrer les points i) ou ii) de A en y remplac¸ant Md/K par Md/K =
Md/K/̟Z et en y supposant les repre´sentations π et ρ triviales sur l’uniformisante ̟. Rappelons qu’e´tant
donne´ un caracte`re ψ de Z, on lui associe des caracte`res non ramifie´s ψG, ψD, ψW etc... des groupes Gd,
D×d , WK , etc..., cf 4.3.1.
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Lemme 6.6.3 Soit π ∈ Irr
Ql
(Gd) et ρ ∈ IrrQl(D
×
d ) de caracte`res centraux “inverses l’un de l’autre”
ωπ = ω
−1
ρ : K
× −→ Q×l . Notons ψ : z ∈ Z 7→ ωπ(̟)z ∈ Q
∗
l . Alors la repre´sentation ψGD(π ⊗ ρ) =
(ψ−1Gdπ)⊗ (ψD×d ρ) de GD est triviale sur ̟
Z et on a un isomorphisme e´quivariant
H∗
(
RHomDb
Ql
(GD)
(
RΓc(Md/K ,Ql), π ⊗ ρ
))
∼−→WK ψWK .H∗
(
RHomDb
Ql
(GD)
(
RΓc(Md/K ,Ql), ψGD(π ⊗ ρ)
))
Preuve : Pour alle´ger les notations, on ommetra la notation H∗, les coefficients Ql, et le signe Db dans
la preuve. Le lemme 6.4.3 fournit le premier WK-isomorphisme
RHomGD
(
RΓc(Md/K), π ⊗ ρ
) ∼−→ ψWKRHomGD (ψ−1GD ⊗RΓc(Md/K), π ⊗ ρ)
∼−→ ψWKRHomGD
(
RΓc(Md/K), ψGD(π ⊗ ρ)
)
∼−→ ψWKRHomGD
(
RΓc(Md/K), ψGD(π ⊗ ρ)
)
et le troisie`me isomorphisme est donne´ par le lemme 6.4.6 et la proprie´te´ d’adjonction du foncteur
Ql ⊗LQl[̟Z] −.

6.6.4 De´composition par les idempotents centraux primitifs : Nous avons de´ja rappele´ en 4.1.8 la
de´composition par Bernstein de la cate´gorie abe´lienne Mod
Ql
(Gd) en blocs. Une de´composition simi-
laire mais beaucoup plus simple existe pour ModQl(D
×
d ). Notons Modρ(D
×
d ) la sous-cate´gorie pleine de
ModQl(D
×
d ) dont tous les sous-quotients irre´ductibles sont dans l’orbite inertielle de la repre´sentation
irre´ductible ρ (i.e. isomorphes a` ρψ pour un caracte`re non ramifie´ ψ de D×d ). Alors on a la de´composition
Mod
Ql
(D×d ) ≃
∏
ρ∈IrrQl (D
×
d ) /∼
Modρ(D
×
d )
ou` ∼ est l’e´quivalence inertielle. Cette de´composition de la cate´gorie correspond a` une de´composition de
son centre ZQl(D) : les idempotents primitifs de celui-ci sont donc en bijection avec les classes d’inertie
de repre´sentations irre´ductibles. Notant [ρ] l’idempotent associe´ a` la classe de ρ, et appliquant ceci au
complexe de cohomologie de Md/K , on obtient une de´composition
RΓc(Md/K ,Ql) ≃
⊕
ρ∈Irr
Ql
(D×d ) /∼
RΓc(Md/K ,Ql)[ρ] dans DbQl(GD).(6.6.5)
Maintenant, soit ρ une Ql-repre´sentation irre´ductible du groupe D
×
d := D
×
d /̟
Z. Comme ce groupe
est compact, ρ de´finit un idempotent primitif de Z
Ql
(D×d ) que nous noterons [ρ]. Remarquons que si ρ se
factorise par D×d /(1 +̟
nODd), alors εn,D[ρ] = [ρ]. En de´composant la cate´gorie ModQl(D
×
d ) suivant les
composantes ρ-isotypiques, on en de´duit la de´composition canonique
RΓc(Md/K ,Ql) ≃
⊕
ρ∈Irr
Ql
(D×
d
)
RΓc(Md/K ,Ql)[ρ] dans DbQl(GD).(6.6.6)
On prendra garde aux sens diffe´rents que prend le symbole [ρ] dans les deux de´compositions ci-dessus. Le
lien entre ces deux de´compositions est le suivant :
Ql ⊗LQl[̟Z]
(
RΓc(Md/K ,Ql)[ρ]
) ∼−→ ⊕
ρ′∼ρ,ωρ′ (̟)=1
RΓc(Md/K ,Ql)[ρ′].
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Pour ce qui est de l’action du groupe Gd, on peut utiliser la description de ZQl(Gd) donne´e par
Bernstein. Comme on l’a rappele´ en 4.1.8, les idempotents centraux primitifs sont dans ce cas en bijection
avec les classes inertielles de paires Levi-cuspidale (M, τ). Nous noterons [M, τ ] l’idempotent associe´.
Nous dirons que (M, τ) est de niveau 6 n si le bloc MM,τ est “inclus” dans ModQl(Gd)n, ou de manie`re
e´quivalente si εn,G[M, τ ] = [M, τ ] dans ZQl(Gd). La de´composition 6.6.6 se raffine en une de´composition
RΓc(Md/K ,Ql) ≃
⊕
[ρ],[M,τ ]
RΓc(Md/K ,Ql)[ρ][M, τ ] dans DbQl(GD).
En fait nous verrons que la description de Harris/Boyer implique que le facteur associe´ a` [ρ][M, τ ] est nul
sauf si [ρ] et [M, τ ] sont en “correspondance de Jacquet-Langlands” (dans un sens assez e´vident, en tout
cas laisse´ a` la sagacite´ du lecteur). Une preuve purement locale de ce fait est peut-eˆtre envisageable en
suivant [27] ou [59].
Fixons un idempotent primitif [ρ] de ZQl(D
×
d ), resp. [M, τ ] de ZQl(Gd) et supposons ρ et τ de niveau
6 n.
Proposition 6.6.7 L’image du morphisme
WK
γ−→ EndDb
Ql
(GD)
(
RΓc(Md/K ,Ql)[ρ][M, τ ]
)
donnant l’action de l’inertie est contenue dans un sous Zl-module de type fini.
Preuve : Par de´finition des complexes de cohomologie, l’action de WK se factorise
WK −→ EndDb
Zl
(GD)
(
RΓc(Md/K ,Zl)
)
⊗Zl
Ql−→ EndDb
Ql
(GD)
(
RΓc(Md/K ,Ql)
)
.
Mais comme ρ et τ sont suppose´es de niveau 6 n, l’action de WK sur le facteur associe´ a` [ρ][M, τ ] se
factorise plus pre´cise´ment
WK −→ EndDb
Zl
(GD)
(
εn,GDRΓc(Md/K ,Zl)
)
⊗Zl
Ql−→ EndDb
Ql
(GD)
(
RΓc(Md/K ,Ql)[ρ][M, τ ]
)
.
La proposition est alors une conse´quence du corollaire 6.4.15 du coˆte´ LT , ainsi que du the´ore`me 6.5.1 du
coˆte´ Dr.

7 Re´alisation cohomologique des correspondances
7.1 Description de la cohomologie
7.1.1 Repre´sentations elliptiques “cohomologiques” : Soit ρ ∈ Irr
Ql
(D×d ), on a de´fini et classifie´ en 4.1.11
les repre´sentations de Gd elliptiques π
I
ρ, ou` I ⊆ Sdρ , associe´es a` ρ. Parmi celles-ci seules certaines appa-
raissent dans la cohomologie des espaces modulaires, et me´ritent donc d’eˆtre appele´es “cohomologiques”.
Pour les de´crire on utilise la bijection Sdρ
∼−→ {1, · · · , dρ − 1} de´crite en 2.1.1 et de´ja utilise´e en 4.2.6. On
pose alors pour 0 6 i 6 dρ − 1 :
I(i) := {1, · · · , i} ⊆ {1, · · · , dρ − 1} et πiρ := πI(i)ρ .
Soulignons que pour i = 0, la de´finition donne I(i) = ∅ et par conse´quent π0ρ = π∅ρ = JLd(ρ) est la se´rie
discre`te de Gd associe´e a` ρ par la correspondance de Jacquet-Langlands.
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7.1.2 Description de Harris-Boyer et variantes : Nous donnons ici la description, conjecture´e par
Harris du coˆte´ Dr (communication prive´e) et annonce´e par Boyer du coˆte´ LT (au moins sur un corps
de fonctions) des divers espaces de cohomologie que nous avons de´finis dans la partie 6 pour les espaces
analytiques Md/K? et M
d/K
? .
Commenc¸ons par quelques remarques ge´ne´rales : tout d’abord, les espaces Hic(Md/K? ,Ql) ne sont non-
nuls que pour d− 1 6 i 6 2d− 2. En effet les espaces analytiques Md/K?,n sont quasi-affines au sens de [8,
5] et on peut appliquer [8, 6.2]. Ensuite on calcule facilement en plus haut degre´
H2d−2c (Md/K ,Ql) = (| − |1−d)un et H2d−2c (M
d/K
,Ql) =
⊕
ψd=1
ψGDW ⊗ | − |1−d
ou` on utilise la notation un introduite au paragraphe 4.3.2 et on a e´tendu trivialement a` Gd × D×d le
caracte`re non ramifie´ | − | de WK qui envoie un Frobenius ge´ome´trique sur q−1, puis la notation ψH
introduite en 4.3.1 pour tout caracte`re Z −→ Q×l (ici d’ordre d).
Jusqu’a` pre´sent, les seules informations que l’on avait en toute ge´ne´ralite´ concernaient la contribution
de la partie cuspidale de G (qui n’apparaˆıt que pour i = d−1 dans le cas Dr, voir Harris [31] et Hausberger
[35], et dans le cas LT , voir la remarque de Carayol apre`s [20, 5.6]) ainsi que la partie associe´e a` MDr,0,
calcule´e par Schneider et Stuhler dans [56], cf partie 2.
Voici la description promise. Par prudence nous l’e´nonc¸ons sous la forme d’une conjecture :
Conjecture 7.1.3 Soit i > 0 et n > 0, alors on a un isomorphisme de Gd ×D×d ×WK-modules
Hd−1+ic (Md/K ,Ql) ≃
⊕
ρ∈IrrQl (D
×
d ) /∼
(
πiρ∨ ⊗ ρ⊗ σd/dρ(τ0ρ )| − |
dρ−d
2 −i
)
un
ou` la somme est e´tendue aux repre´sentations irre´ductibles de D×d prises a` torsion pre`s par un caracte`re
non-ramifie´ et la notation un a e´te´ de´finie en 4.3.2, tandis que les notations dρ et τ
0
ρ sont celles de 4.1.7.
En particulier, on a aussi un isomorphisme
Hd−1+ic (M
d/K
,Ql) ≃
⊕
ρ∈Irr
Ql
(D×d ),ωρ(̟)=1
πiρ∨ ⊗ ρ⊗ σd/dρ(τ0ρ )| − |
dρ−d
2 −i.
L’e´nonce´ suivant est une conse´quence des re´sultats annonce´s par Pascal Boyer dans [14] :
The´ore`me 7.1.4 (Boyer) La conjecture 7.1.3 est vraie dans le cas Lubin-Tate Md/K = Md/KLT lorsque
K est d’e´gales caracte´ristiques.
Preuve : L’e´nonce´ pre´cis que l’on trouve dans [14] concerne les cycles e´vanescents de M̂LT ou` l’on a fixe´
un caracte`re central. Nous devons expliquer ici comment cet e´nonce´ entraine formellement celui de 7.1.3.
Pour commencer, comparons les notations de loc.cit avec les notres : on a les correspondances suivantes
τ0ρ ←→ π0, ρ←→ JL(Sts(π0)), σd/dρ(π0)←→ Lg(π0), dρ ←→ s
et en ce qui concerne les repre´sentations elliptiques,
πiρ = π
{1,···,i}
ρ ←→ [−→i ,←−−−−−s− i− 1]π0 et π{i+1,···,dρ−1}ρ ←→ [←−i ,−−−−−→s− i− 1]π0
Notons temporairementHic := H
i
c(Md/KLT ,Ql), puis hic := Hic(Md/K,(0)LT ,Ql) et enfin ψi := RiΨη(M̂(0)LT ,Ql).
Rappelons qu’on a Hic ≃ indGd×D
×
d ×WK
(Gd×D×d ×WK)0
(
hic
)
, voir 6.4.1, et que hic ≃ (ψ2d−2−i)∨ ⊗ | − |−d+1 en notant
avec un ∨ la contragre´diente de ψ2d−2−i, par 6.4.17.
Soit ρ ∈ Irr
Ql
(D×d ), un des re´sultats principaux de [14] est :
HomO×D
(
ρ, ψd−dρ+i
) ≃
Gd×WK
π
{i+1,···,dρ−1}
ρ∨ ⊗ σd/dρ(τ0ρ )| − |−(d−dρ+2i)/2.
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Rappelons comment le terme de gauche fournit une repre´sentation de Gd ×WK : on peut prolonger ρ
trivialement au produit triple puis la restreindre au sous-groupe (Gd×D×d ×WK)0, on utilise alors le fait
que O×D est un sous-groupe normal de ce dernier et que la projection canonique induit un isomorphisme
(Gd ×D×d ×WK)0/O×D ∼−→ Gd ×WK . Soulignons aussi que Boyer normalise l’action de Gd de la meˆme
manie`re que dans ce texte (la torsion par g 7→ tg−1 du coˆte´ Dr correspond a` l’action naturelle du coˆte´
LT , via l’isomorphisme de Faltings).
Par dualite´ et en posant j = dρ − 1− i, on obtient
HomO×D
(
hd−1+jc , ρ
∨) ≃
Gd×WK
π
{dρ−j,···,dρ−1}
ρ∨ ⊗ σd/dρ(τ0ρ )| − |
d−dρ
2 +j .
Par ailleurs, si ζ est un caracte`re de K×, la partie ζ|O×K -covariante (h
i
c)ζO×
K
, cf 4.3.4, se prolonge en
une repre´sentation (hic)ζ du groupe
(νGDW )
−1(dZ) = (1×K× × 1)(Gd ×D×d ×WK)0
de Gd ×D×d ×WK en posant (hic)ζ(k) := ζ(k) pour tout k ∈ K×. On a alors
(Hic)ζ ≃ indGd×D
×
d ×WK
(νGDW )−1(dZ)
(
(hic)ζ
)
,
et par suite, lorsque ζ = ωρ,
HomO×D
(
hic, ρ
) ≃
Gd×WK
HomO×D̟Z
(
(hic)ζ , ρ
) ≃
Gd×WK
HomD×d
(
(Hic)ζ , ρ
)
,
le second isomorphisme est une version e´quivariante de la re´ciprocite´ de Frobenius. La de´composition de
la repre´sentation (Hic)ζ selon les idempotents centraux primitifs de Modζ(D
×
d ) peut alors s’e´crire sous la
forme
(Hd−1+jc )ζ ≃
⊕
ρ∈Irrζ(D×d )
ρ⊗HomD×
d
(
(Hd−1+jc )ζ , ρ
)∨
≃
⊕
ρ∈Irrζ(D×d )
ρ⊗ πjρ∨ ⊗ σd/dρ(τ0ρ )| − |
dρ−d
2 −j .
On a utilise´ le calcul de contragre´diente (π
{dρ−j,···,dρ−1}
ρ )∨ ≃ πjρ∨ de 4.1.14.
Rappelons maintenant qu’a` (la classe d’inertie de) ρ est attache´ un idempotent primitif [ρ] de ZQl(D
×
d ).
Faisant agir ce dernier sur la de´composition pre´ce´dente, on obtient un isomorphisme
Hd−1+jc [ρ]ζ
∼−→
⊕
ρ′∼ρ
ωρ′ |K×=ζ
πjρ′∨ ⊗ ρ′ ⊗ σd/dρ(τ0ρ′)| − |
dρ−d
2 −j .
Mais d’apre`s la compatibilite´ des correspondances de Langlands et Jacquet-Langlands a` la torsion par les
caracte`res non ramifie´s, le terme de droite est encore isomomorphe a`⊕
τ∼pii
ρ∨
⊗ρ⊗σd/dρ
(τ0ρ )
ωτ |1×K××1=ζ
τ
D’apre`s le lemme 4.3.5, cela implique le premier isomorphisme de 7.1.3, puis le second, compte tenu de
6.4.6.

Corollaire 7.1.5 (Faltings-Fargues-Genestier-Lafforgue) La conjecture 7.1.3 est vraie dans le cas Drin-
feld Md/K =Md/KDr lorsque K est d’e´gales caracte´ristiques.
C’est en effet une conse´quence du the´ore`me de Boyer et du the´ore`me 6.5.1.
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7.2 Scindage du RΓc
A` partir de maintenant, nous supposerons toujours que la cohomologie est de´crite selon la conjecture
7.1.3. Nous ne le rappellerons pas syste´matiquement.
Lemme 7.2.1 Soit π ∈ Irr
Ql
(Gd).
i) Si π n’est pas elliptique, alors RHomDb(Gd)
(
RΓc(Md/K ,Ql), π
)
= 0.
ii) Si π = πIρ pour ρ ∈ IrrQl(D
×
d ) et I ⊆ Sdρ , alors
RHomDb(Gd)
(
RΓc(Md/K ,Ql), πIρ
)
≃ RHomDb(Gd)
(
RΓc(Md/K ,Ql)[ρ∨], πIρ
)
avec la notation de 6.6.6.
Preuve : D’apre`s la suite spectrale
ExtpGd
(
Hqc (Md/K ,Ql), π
)
⇒ Rp−qHomDb(Gd)
(
RΓc(Md/K ,Ql), π
)
,
la description de 7.1.3, le lemme 4.3.8 et la remarque 4.3.6, le complexe RHomGd (RΓc, π) est non nul
seulement s’il existe ρ ∈ IrrQl(D
×
d ) telle que Ext
∗
Gd
(
π∗ρ,un, π
) 6= 0. Ceci implique alors que π est dans
le meˆme bloc de Bernstein que π∗ρ. En appliquant l’e´quivalence de cate´gorie αρ de 4.1.10, on voit que
Ext∗G0dρ
(
π
Kρ
dρ,∗, αρ(π)
)
6= 0, ce qui ne peut se produire que si π a le meˆme support cuspidal que π∗ρ,
c’est-a`-dire si π est elliptique.
Supposons maintenant π = πIρ avec ωρ(̟) = 1. D’apre`s 6.4.6 et 6.6.6 on a
RHomDb(Gd)
(
RΓc(Md/K ,Ql), πIρ
)
≃ RHomDb(Gd)
(
RΓc(Md/K ,Ql), πIρ
)
≃
⊕
ρ′∈Irr
Ql
(D×d )
RHomDb(Gd)
(
RΓc(Md/K ,Ql)[ρ′], πIρ
)
.
Mais d’apre`s la description 7.1.3, le meˆme raisonnement que ci-dessus montre que le complexe
RHomDb(Gd)
(
RΓc(Md/K ,Ql)[ρ′], πIρ
)
est non-nul seulement si ρ′ ≃ ρ∨.

Proposition 7.2.2 (Prop. 1.1) Supposons valide la description de 7.1.3. Alors il existe des isomor-
phismes (pas uniques) dans Db(GD), resp. dans Db(GD),
RΓc(Md/K ,Ql) ∼−→
⊕
i∈N
Hic(Md/K ,Ql)[−i],
resp. RΓc(Md/K ,Ql) ∼−→
⊕
i∈N
Hic(M
d/K
,Ql)[−i].
Preuve : Nous traitons le cas de Md/K et laissons l’adaptation, e´vidente, au cas Md/K au lecteur. La
de´composition canonique 6.6.5 nous rame`ne a` prouver que pour toute (classe d’inertie de) repre´sentation
ρ ∈ Irr
Ql
(D×d ), le complexe RΓc(Md/K ,Ql)[ρ] est scindable. Pour alle´ger les notations, nous noterons
(dans cette preuve seulement) RΓc[ρ] ce complexe et H
i
c[ρ] := H
i
c(Md/K ,Ql)[ρ]. La conjecture 7.1.3 et le
lemme 4.3.8 nous donnent alors la cohomologie de RΓc[ρ] :
Hd−1+i(RΓc[ρ]) = Hd−1+ic [ρ] ≃GD
{
(πiρ∨ ⊗ ρ)un ⊗Ql Vσ(τ0ρ ) si 0 6 i 6 dρ − 1
0 sinon
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Pour montrer que RΓc[ρ] est scinde´ nous voulons appliquer le crite`re donne´ par le lemme 10.1.3. Selon
ce crite`re il nous suffit de montrer que ExtkGD
(
Hd−1+ic [ρ], Hd−1+jc [ρ]
)
est nul de`s que k = i− j + 1.
La suite exacte 1 −→ Gd −→ GD −→ D×d /K× −→ 1 et la compacite´ de D×d /K× montrent que pour
V,W deux Ql(GD)-modules lisses, on a
ExtkGD (V,W ) ≃
(
ExtkGd (V,W )
)D×d /K×
.
Or pour 0 6 i 6 dρ − 1, on a par le lemme 4.3.8 et la remarque 4.3.6
Hd−1+ic [ρ] ≃Gd πiρ,un ⊗Ql (Vρ ⊗ Vσ(τ0ρ )).
On est donc amene´ a` calculer ExtkGd
(
πiρ,un, π
j
ρ,un
)
. Pour cela on utilise l’e´quivalence de cate´gories αρ et
les notations de 4.1.10, puis le lemme de Shapiro qui nous donnent
ExtkGd
(
πiρ,un, π
j
ρ,un
) ≃ Extk(G′dρ)0
(
π
Kρ
dρ,i
, ind
G′dρ
(G′dρ )
0
(
π
Kρ
dρ,j
))
≃ Extk(G′dρ)0
(
π
Kρ
dρ,i
, π
Kρ
dρ,j
)
⊗
Ql
Ql[G
′
dρ/(G
′
dρ)
0].
Mais le groupe G′dρ/SLdρ(Kρ) est isomorphe a` O×Kρ donc est compact, de sorte que
Extk(G′dρ )
0
(
π
Kρ
dρ,i
, π
Kρ
dρ,j
)
≃ ExtkSLdρ(Kρ)
(
π
Kρ
dρ,i
, π
Kρ
dρ,j
)
.
On peut alors appliquer 3.1.4 i) qui nous dit que le Extk est nul sauf si k = |i − j|. En particulier, il est
nul si k = i− j + 1. 
Dore´navant, et motive´s par le paragraphe 6.6.2 et le corollaire 7.2.1, nous nous restreindrons a` l’e´tude
du complexe RΓc(Md/K ,Ql) de DbQl(GD), et plus pre´cise´ment de sa composante RΓc(M
d/K
,Ql)[ρ] (cf la
de´composition 6.6.6) ou` ρ ∈ IrrQl(D
×
d ). Nous alle`gerons les notations en notant cette composante RΓc[ρ]
et sa cohomologie Hic[ρ]. Il sera aussi plus agre´able de poser
σ′(ρ) := σd/dρ(τ
0
ρ )| − |
dρ−d
2(7.2.3)
et nous noterons Vσ′(ρ) l’espace de cette repre´sentation de WK . Nous travaillons sous l’hypothe`se de
validite´ de 7.1.3 et nous supposerons fixe´s des isomorphismes Gd ×D×d ×WK-e´quivariants
Hd−1+ic [ρ]
∼−→ πiρ∨ ⊗ ρ⊗ σ′(ρ)| − |−i, pour i = 0, · · · , dρ.(7.2.4)
Introduisons enfin l’objet Cρ de DbQl(GD)
Cρ :=
dρ⊕
i=0
(
πiρ∨ ⊗ ρ
)
[−(d− 1 + i)].
Remarque 7.2.5 Lorsque D est une cate´gorie R-line´aire, R e´tant un anneau commutatif unitaire, et L
est un R-module libre de type fini, on a un (une classe d’isomorphisme d’) endofoncteur C 7→ (C ⊗R L)
de D. On ve´rifie imme´diatement qu’on a un isomorphisme canonique de R-alge`bres
EndD (C ⊗ L) ∼−→ EndD (C)⊗R EndR (L) .
Par la suite, nous appellerons scindage de RΓc[ρ] tout isomorphisme
α : RΓc[ρ]
∼−→ Cρ ⊗Ql Vσ′(ρ) dans D
b
Ql
(GD).(7.2.6)
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qui induit les isomorphismes 7.2.4 sur les groupes de cohomologie ; c’est une le´ge`re variante de la notion
utilise´e dans la section 10.1. Par la remarque ci-dessus, un tel scindage induit donc un isomorphisme
α∗ : EndDb(GD) (RΓc[ρ])
∼−→ EndDb(GD) (Cρ)⊗Ql EndQl
(
Vσ′(ρ)
)
.
Par ailleurs, on a la description de l’alge`bre des endomorphismes de Cρ
EndDb(GD) (Cρ) =
⊕
i>j
Exti−j
GD
(
πiρ∨ ⊗ ρ, πjρ∨ ⊗ ρ
)
,
le produit sur l’espace de droite e´tant donne´ par le ∪-produit. Or, pour tous i > j, on a des isomorphismes
compatibles aux ∪-produits
Exti−j
GD
(
πiρ∨ ⊗ ρ, πjρ∨ ⊗ ρ
) ∼−→ Exti−j
Gd
(
πiρ∨ , π
j
ρ∨
)
induits par la suite exacte D×d →֒ GD −→ Gd. Nous avons de´ja explique´ en 2.2.6 comment la table de
multiplication du ∪-produit de la proposition 4.1.16 permet de construire un (des) isomorphisme(s) de
Ql-alge`bres
β : Tdρ ∼−→
⊕
Exti−j
Gd
(
πiρ∨ , π
j
ρ∨
)
,
(ou` Tdρ de´signe toujours l’alge`bre des matrices triangulaires supe´rieures de taille dρ) qui par composition
nous donne(nt) un (des) isomorphisme(s) β : Tdρ ∼−→ EndDb(GD) (Cρ) . Comme dans 2.2.6, soulignons :
Remarque 7.2.7 La construction de β de´pend du choix de ge´ne´rateurs des Ql-droites
Ext1
Gd
(
πiρ∨ , π
i−1
ρ∨
)
pour i = 1, · · · , dρ − 1. Changer ce choix de ge´ne´rateurs revient simplement a` composer β avec la conju-
gaison par une matrice diagonale.
L’isomorphisme β e´tant fixe´, nous noterons par le meˆme symbole l’isomorphisme d’alge`bres
β : End
Ql
(
Vσ′(ρ)
)⊗
Ql
Tdρ ∼−→ EndDb(GD)
(
Cρ ⊗Ql Vσ′(ρ)
)
.
que l’on en de´duit graˆce a` la remarque 7.2.5. Re´capitulons tout cela :
Proposition 7.2.8 A` tout scindage α comme en 7.2.6 et tout choix de ge´ne´rateurs 7.2.7 est associe´ un
isomorphisme de Ql-alge`bres β
−1 ◦ α∗ s’inscrivant dans les diagrammes commutatifs
EndDb(GD) (RΓc[ρ])
∼
β−1◦α∗
//
can

EndQl
(
Vσ′(ρ)
)⊗Ql Tdρ
Id⊗Eii

EndGD
(
Hd−1+ic [ρ]
) (7.2.4) // End
Ql
(
Vσ′(ρ)
)
,
ou` i ∈ {0, · · · , dρ} et Eii de´signe la coordonne´e diagonale (i, i) de Tdρ
Cela montre en particulier la proposition 1.2 annonce´e dans l’introduction, et la pre´cise sensiblement.
7.3 Action de WK sur RΓc[ρ]
Le but de ce paragraphe est de comprendre le morphisme canonique
γρ : WK −→ AutDb(GD)(RΓc[ρ])
qui de´crit l’action de WK sur RΓc[ρ]. E´videmment, nous travaillons toujours sous l’hypothe`se que la
cohomologie est de´crite par 7.1.3. Le re´sultat final que nous visons est une version WK -e´quivariante de la
proposition 7.2.8. La premie`re e´tape rece`le encore une inconnue :
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Proposition 7.3.1 Pour tout rele`vement de Frobenius ge´ome´trique φ, il existe un unique scindage αφ
comme en 7.2.6, un unique sous-ensemble Iφ ⊆ Sdρ = {1, · · · , dρ − 1}, et un isomorphisme βφ associe´ a`
un certain choix de ge´ne´rateurs 7.2.7, tels que le diagramme suivant commute :
EndDb(GD) (RΓc[ρ])
∼
β−1φ ◦αφ∗
// End
Ql
(
Vσ′(ρ)
)⊗
Ql
Tdρ
WK
γρ
OO
σ′(ρ)⊗τφdρ,Iφ
44jjjjjjjjjjjjjjjjjj
.
Remarque : Dans cette proposition et dans la suite, on omettra ge´ne´ralement de pre´ciser la de´pendance
des constructions en le choix de µ, ge´ne´rateur de Zl(1). Le lecteur retrouvera cette de´pendence sans
difficulte´s.
Le reste de ce paragraphe est consacre´ a` la preuve de cette proposition. Dans le paragraphe suivant
nous de´terminerons l’ensemble Iφ qui est la dernie`re inconnue, du coˆte´ Dr et sous une hypothe`se de
validite´ de la conjecture monodromie-poids. Nous montrerons que Iφ = ∅ (et donc est inde´pendant de φ),
et ceci impliquera (cf remarque 7.3.8) l’unicite´ du choix de ge´ne´rateurs ne´cessaire a` la de´finition de βφ
comme en 7.2.7. Comme dans la partie 2.2.17, on peut alors ve´rifier que βφ est en fait inde´pendant de φ.
Lemme 7.3.2 (monodromie quasi-unipotente) Il existe un unique endomorphisme nilpotent
Nρ ∈ EndDb
Ql
(GD) (RΓc[ρ])
tel que, si Iρ ⊆ IK de´signe le noyau de σ′(ρ)|IK , alors
∀i ∈ Iρ, γρ(i) = exp(Nρtµ(i)).
De plus on a
∀w ∈WK , γρ(w)Nργρ(w)−1 = q−ν(w)Nρ = |w|Nρ.(7.3.3)
Preuve : Soit N (ρ) le noyau du morphisme canonique
EndDb(GD) (RΓc[ρ])
can−→
∏
i
EndGD
(
Hd−1+ic [ρ]
)
.
Par le lemme 10.1.4, N (ρ) est forme´ d’e´le´ments nilpotents d’ordre 6 dρ. De plus,la proposition 6.6.7
affirme que l’intersection N (ρ)0 de N (ρ) avec l’image de l’application canonique
EndDb
Zl
(GD)
(
RΓc(M,Zl)
) −→ EndDb
Ql
(GD) (RΓc[ρ])
est un Zl-module de type fini et par conse´quent est l-adiquement complet.
Le groupe Iρ de l’e´nonce´ est un sous-groupe d’indice fini de IK qui est aussi dans le noyau de l’action
de WK sur chaque H
i
c[ρ], par la description de la cohomologie 7.1.3. Par conse´quent γρ envoie Iρ dans le
sous-groupe Id+N (ρ) de Aut(RΓc[ρ]), et meˆme dans le sous-groupe U(ρ)0 := 1 +N (ρ)0 puisque l’action
de WK sur RΓc[ρ] est induite par celle sur RΓc(M,Zl). Mais puisque N (ρ)0 est l-adiquement complet,
l’application canonique
U(ρ)0 −→ lim←−
n
U(ρ)0/(Id+lnN (ρ)0)
est un isomorphisme de groupe qui munit U(ρ)0 d’une structure de pro-l-groupe. Comme un morphisme
de groupes entre groupes profinis est automatiquement continu, le morphisme Iρ −→ U(ρ)0 se factorise
par le plus grand pro-l-quotient de Iρ. Mais celui-ci n’est autre que l’image de Iρ par le morphisme
tµ : IK −→ Zl. Cette image est d’indice fini, donc de la forme lmZl, et l’on peut par conse´quent e´crire
∀i ∈ Iρ, γρ(i) = utµ(i)/lm
ou` u ∈ U(ρ)0 est l’image par γρ de n’importe quel e´le´ment de Iρ s’envoyant sur lm par tµ.
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Posant alors Nρ := l
−mlog(u) ∈ N (ρ), (le logarithme e´tant bien de´fini puisque u est unipotent), on
obtient
γρ(i) = exp(tµ(i).Nρ), ∀i ∈ Iρ.
Puisque pour tous (w, i) ∈ WK × Iρ, on a tµ(wiw−1) = q−ν(w)tµ(i), l’endomorphisme Nρ doit satisfaire
l’e´quation 7.3.3. Enfin, son unicite´ est e´vidente.

Soit φ un rele`vement de Frobenius ge´ome´trique. Conside´rons l’application
γφρ (w) : WK → EndDb(GD) (RΓc[ρ])×
w 7→ γρ(w)exp(−Nρtµ(iφ(w))) ou` w = φν(w)iφ(w) .(7.3.4)
L’e´quation 7.3.3 assure que l’application γφρ est un morphisme de groupes WK −→ Aut(RΓc[ρ]). Par
construction, celui-ci se factorise par WK −→WK/Iρ qui est discret.
Lemme 7.3.5 Il existe un unique scindage αφ comme en 7.2.6 tel que le diagramme suivant commute :
EndDb(GD) (RΓc[ρ])
∼
β−1◦αφ∗
// End
Ql
(
Vσ′(ρ)
)⊗
Ql
Tdρ
WK
γφρ
OO
σ′(ρ)⊗τSdρ
44jjjjjjjjjjjjjjjjjj
.
Rappelons que τSdρ est la repre´sentation semi-simple deWK correspondant, a` torsion pre`s, a` la repre´sentation
triviale de Gdρ . En conse´quence, la commutation du diagramme est inde´pendante du choix de ge´ne´rateurs
de 7.2.7 pour de´finir β.
Preuve : Comme dans le lemme 7.3.2, notons Iρ ⊂ IK le noyau de σ′(ρ)|IK , qui est aussi celui de
(γφρ )|IK , par construction. Puisque IK/Iρ est fini, on peut trouver un entier n ∈ N tel que (l’image de) φn
soit central dans le groupe WK/Iρ. Par le lemme de Schur, l’automorphisme σ
′(ρ)(φn) de Vσ′(ρ) est un
scalaire que l’on notera ω ∈ Q×l . Par la description 7.2.4 de la cohomologie, on voit que l’endomorphisme
Hd−1+j(γφρ (φn)) de Hd−1+jc (i.e l’action de φn sur Hd−1+jc ) est annule´ par le polynoˆme X − qnjω. Par le
lemme 10.1.4 ii), il existe donc un unique scindage αφ tel que (pour tout choix de β)
β−1 ◦ αφ∗(γφρ (φn)) = ω ⊗Diag(1, qn, · · · , qndρ) ∈ EndQl
(
Vσ′(ρ)
)⊗ Tdρ .
Or, le commutant de ω⊗Diag(1, qn, · · · , qndρ) dans End
Ql
(
Vσ′(ρ)
)⊗Tdρ est EndQl (Vσ′(ρ))⊗Qdρl ou` Qdρl
de´signe ici la sous-alge`bre des matrices diagonales de Tdρ . Ainsi, puisque φn est central dansWK/ ker (γφρ ),
on a
Im(β−1 ◦ αφ∗ ◦ γφρ ) ⊂ EndQl
(
Vσ′(ρ)
)⊗Qdρl .
Mais par les diagrammes commutatifs de la proposition 7.2.8 et la WK-e´quivariance des isomorphismes
7.2.4, on en de´duit que
∀w ∈WK , (β−1 ◦ αφ∗)(γφρ (w)) =
dρ∑
i=0
σ′(ρ)(w)|w|−i ⊗ Eii
=
dρ∑
i=0
σ′(ρ)(w) ⊗ |w|−iEii
ou` Eii de´signe toujours la matrice e´le´mentaire de coordonne´es (i, i) de Tdρ . Le scindage αφ fait donc
bien commuter le diagramme du lemme. Pour l’unicite´, remarquons que toute autre solution α′ ve´rifie la
conclusion du point ii) de 10.1.4 pour φn, et co¨ıncide donc avec α par l’assertion d’unicite´ de 10.1.4 ii).

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7.3.6 Preuve de la proposition 7.3.1 : On garde les notations pre´ce´dentes ; en particulier, αφ est le
scindage de RΓc[ρ] du lemme 7.3.5, et Nρ l’endomorphisme nilpotent de RΓc[ρ] donne´ par le lemme
7.3.2. On voudrait montrer que pour un bon β = βφ (correspondant a` un choix de ge´ne´rateurs des
Exti
Gd
(
πiρ∨ , π
i−1
ρ∨
)
), il existe un certain sous-ensemble I ⊆ Sdρ tel que
(β−1φ ◦ αφ∗)(Nρ) = (IdVσ′(ρ) ⊗NI) ∈ EndQl
(
Vσ′(ρ)
)⊗Ql Tdρ
ou`NI a e´te´ de´fini en 2.1.3. Choisissons un β arbitraire pour commencer. Remarquons que par construction,
Nρ induit l’endomorphisme nul en cohomologie et par conse´quent on a
(β−1 ◦ αφ∗)(Nρ) ∈
∑
i>j
EndQl
(
Vσ′(ρ)
)⊗ Eij ,
en notant (Eij)i>j la base ”canonique” de Tdρ . D’autre part, on de´duit de 7.3.3 la relation
γφρ (w)Nργ
φ
ρ (w)
−1 = |w|Nρ(7.3.7)
pour tout w ∈WK . Applique´e a` l’e´le´ment φn de la preuve du lemme 7.3.2, pour lequel on a
(β−1 ◦ αφ∗)(φn) =
dρ−1∑
i=0
ωqni(Id⊗Eii),
cette relation implique que
(β−1 ◦ αφ∗)(Nρ) ∈
dρ−1∑
i=1
End
Ql
(
Vσ′(ρ)
)⊗ Ei−1,i.
E´crivons donc (β−1 ◦ αφ∗)(Nρ) =
∑
iMi ⊗ Ei−1,i avec Mi ∈ EndQl
(
Vσ′(ρ)
)
. Par de´finition de αφ, on a
pour tout w ∈WK
(β−1 ◦ αφ∗)(γφρ (w)) =
dρ−1∑
i=0
σ′(ρ)(w) ⊗ |w|−iEii.
La relation 7.3.7 implique donc que chaque Mi commute avec σ
′(ρ)(w) pour tout w. Par le lemme de
Schur, on a donc Mi ∈ Ql. Quitte a` changer β, on peut alors supposer que Mi est soit nul, soit e´gal a` 1.
Il n’y a plus qu’a` poser I := {i ∈ {1, · · · , dρ − 1},Md−i = 0}.
Remarque 7.3.8 Supposons que I = ∅, i.e. que tous les Mi sont non-nuls. Alors le changement de β est
unique.
7.4 Uniformisation p-adique et conjecture de purete´
Le but de cette section est de prouver que l’ensemble Iφ ⊆ Sdρ de la proposition 7.3.1 est l’ensemble
vide, ce qui ache`vera la description explicite de l’action de WK sur le complexe RΓc[ρ]. Par construction
de cet ensemble Iφ, il est e´quivalent de montrer que l’endomorphisme Nρ de RΓc[ρ] de´fini dans le lemme
7.3.2 (le logarithme de la partie unipotente de la monodromie) est d’ordre exactement dρ.
Jusqu’ici notre e´tude concernait indiffe´remment les coˆte´s LT et Dr (sous la description 7.1.3 plus le
the´ore`me de Faltings 6.5.1 dans le cas Dr), mais la seule strate´gie que nous avons trouve´e pour estimer
l’ordre de nilpotence de Nρ concerne pour l’instant le coˆte´ Dr et utilise la the´orie de l’uniformisation
p-adique de Drinfeld. Elle suppose aussi la validite´ de la conjecture dite ”monodromie-poids” de Deligne.
Rappelons de quoi il s’agit.
87
7.4.1 Purete´ de la filtration de monodromie : On sait depuis Grothendieck que sur toute repre´sentation
l-adique continue de dimension finie (σ, V ) de WK , l’inertie IK agit de manie`re quasi-unipotente, c’est-
a`-dire qu’il existe un unique endomorphisme nilpotent Nσ de V tel qu’il existe un sous-groupe Iσ ⊂ IK
d’indice fini dont l’action est de´crite par
∀i ∈ Iσ, σ(i) = exp(Nσtµ(i)).
L’ope´rateur Nσ est donc le logarithme de la partie unipotente de la monodromie de σ, mais par abus
de langage, nous l’appelerons simplement ”ope´rateur de monodromie de σ”11. Il ve´rifie ne´cessairement
l’e´quation habituelle wNσw
−1 = |w|Nσ de sorte que pour tout rele`vement de Frobenius ge´ome´trique φ,
l’application
w 7→ σφ(w) := σ(w)exp(−Nσtµ(iφ(w))) ou` w = φν(w)iφ(w)(7.4.2)
de´finit une repre´sentation lisse deWK sur V . Rappelons aussi que par [23, 8.4.2], la classe d’isomorphisme
de σφ ne de´pend pas du choix de φ.
Ceci s’applique en particulier aux espaces de cohomologie l-adiqueHi(XKca ,Ql) d’une varie´te´X propre
sur K. A` l’ope´rateur de monodromie N est associe´e une filtration croissante stable sous WK de l’espace
V dite ”filtration de monodromie”12 · · · ⊆ MiV ⊆ Mi+1V ⊆ · · · de longueur finie et caracte´rise´e par les
proprie´te´s que N(MiV ) ⊆ Mi−2V pour tout i, et N induit des isomorphismes N i : GriMV ⊗ | − |i ∼−→
Gr−iM V pour tout i > 0. Par ailleurs, Deligne de´finit une autre filtration croissante stable sous WK de V ,
dite ”filtration par les poids”, · · · ⊆ WiV ⊆ Wi+1V ⊆ · · · caracte´rise´e par la proprie´te´ que les valeurs
propres de tout rele`vement de Frobenius ge´ome´trique sont des entiers alge´briques dont tous les conjugue´s
complexes sont de norme complexe qi/2.
Conjecture 7.4.3 (Monodromie-Poids) Si X est propre et lisse sur K, alors pour tout i ∈ N, on a
Mi
(
Hj(Xca,Ql)
)
=Wi+j
(
Hj(Xca,Ql)
)
.
Lorsque K est d’e´gales caracte´ristiques, l’e´nonce´ est essentiellement contenu et de´montre´ dans les
travaux de Deligne sur les conjectures de Weil. Le cas d’ine´gales caracte´ristiques est tre`s peu avance´,
meˆme dans les cas de re´duction semi-stable.
Remarquons que pour tout i ∈ Z on a N(WiV ) ⊆ Wi−2V , de sorte que par la caracte´risation de la
filtration de monodromie, la conjecture ci-dessus est e´quivalente a` l’assertion : Pour tout i > 0, N induit
un isomorphisme
N i : Gri+jW
(
Hj(Xca,Ql)
)⊗ | − |i ∼−→ Gr−i+jW (Hj(Xca,Ql)) .(7.4.4)
7.4.5 Uniformisation p-adique : Nous n’aurons besoin dans ce texte que d’une version simple de la
proprie´te´ d’uniformisation p-adique, notamment nous n’utiliserons pas le langage des varie´te´s de Shimura.
Commenc¸ons par rappeler que les espacesMd/KDr,n sont munis d’une donne´e de descente sous le groupe
de Weil WK , qui est de´duite de celle que nous avons de´finie sur les espacesMd/KDr,n en 6.1.3 par passage au
quotient. Il se trouve que cette donne´e de descente n’est pas effective sur Md/KDr,n, mais l’est sur M
d/K
Dr,n.
Ceci est de´montre´ dans un contexte plus ge´ne´ral dans [53, Thm 3.49]. On peut expliciter la descente de
Md/KDr,0 ainsi : notons Kd l’extension non-ramifie´e de degre´ d de K. Alors on a
Md/KDr,0 ≃ K̂ca⊗̂
(
ResKKd
(
Ωd−1K ⊗̂KKd
))
ou` l’action de GD sur la restriction des scalaires de Kd a` K de Ω
d−1
K ⊗̂KKd est le produit de l’action
naturelle de GD/D×d ≃ PGd sur Ωd−1K et de l’action de GD sur Kd donne´e par (g, d) 7→ φν(g)+ν(d).
11Bien-suˆr Nσ de´pend du ge´ne´rateur µ de Zl(1), mais Nσ ⊗ µ
∗ : V ⊗Zl Zl(1) −→ V n’en de´pend pas.
12qui elle est bien inde´pendante du choix de µ
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Nous noterons iciMDr,n les K-espaces analytiques ”descendus” des K̂ca-espacesMd/KDr,n. Il sont toujours
munis d’actions du groupe GD, les morphismes de restriction de la structure de niveau se descendent
aussi et on obtient une tour de reveˆtements e´tales de groupe O×D du K-espaces analytique MDr,0 =
ResKKd
(
Ωd−1K ⊗̂KKd
)
.
Soit Γ un sous-groupe discret, cocompact et sans torsion de Gd. On sait que l’action d’un tel sous-
groupe sur l’espace analytique MDr,0 est libre, et il en est donc de meˆme de l’action sur les reveˆtements
MDr,n. Par [7, lemma 4], l’espace annele´ quotient est alors muni d’une structure de K-espace analytique
quotient que nous noterons MDr,n/Γ. Le the´ore`me suivant affirme que ces espaces sont alge´brisables.
The´ore`me 7.4.6 (Mustafin, Cherednik, Drinfeld, Rapoport-Zink, Varshawski...) Il existe une varie´te´
alge´brique SΓ,0, propre et lisse sur K et une tour (SΓ,n)n∈N de reveˆtements e´tales de SΓ,0 de groupe
O×D/(1 +̟nOD), munies d’une tour d’isomorphismes compatibles
θn : S
an
Γ,n
∼−→MDr,n/Γ.
Toutes ces varie´te´s sont uniques a` isomorphisme canonique pre`s et sont munies d’une action de D×d
prolongeant l’action galoisienne de O×D.
Preuve : Dans le cas ou` K est p-adique, la re´fe´rence la plus commode est le the´ore`me 6.36 de [53].
L’uniformisation y est obtenue par voie modulaire et contient beaucoup plus d’informations que ce dont
nous avons besoin ici. Dans le cas d’e´gales caracte´ristiques, le re´sultat dans la ge´ne´ralite´ demande´e est duˆ
a` Drinfeld, cf les commentaire de la partie III.5 de [12]. 
Appliquons maintenant le the´ore`me de comparaison du type GAGA de Berkovich [3, 7.1] :
Corollaire 7.4.7 Il y a des isomorphismes D×d ×WK-e´quivariants
Hi(SΓ,n ⊗K Kca,Ql) ∼−→ Hic(M
d/K
Dr,n/Γ,Ql)
ou` le terme de gauche de´signe la cohomologie e´tale l-adique au sens des varie´te´s alge´briques. En particulier,
si ρ ∈ Irr
Ql
(D×d /̟
Z(1 +̟nOD)), on en de´duit des isomorphismes WK-e´quivariants
Hi(ScaΓ,n,Ql)[ρ]
∼−→ Hic(M
d/K
Dr,n/Γ,Ql)[ρ].
7.4.8 Application : Fixons ρ de niveau 6 n, c’est-a`-dire ρ ∈ IrrQl(D
×
d /̟
Z(1 +̟nOD)). On a alors
un premier isomorphisme dans Db(GD), e´vident par construction de RΓc(Md/KDr ,Ql), et qui est WK
e´quivariant :
RΓc(Md/KDr,n,Ql)[ρ] ∼−→ RΓc(M
d/K
Dr ,Ql)[ρ] = RΓc[ρ].
Par la version ”foncteurs de´rive´s” de la suite spectrale de Hochshild-Serre de 5.3.1, on a un isomorphisme
WK -e´quivariant dans D
b(D×d ) :
Ql ⊗LQl[Γ] RΓc(M
d/K
Dr,n,Ql)[ρ]
∼−→ RΓc(Md/KDr,n/Γ,Ql)[ρ].(7.4.9)
Dans l’expression de gauche, le complexe est vu a` travers le foncteur d’oubli Db(GD) −→ Db(Γ ×D×d )
associe´ a` l’inclusion de groupes Γ × D×d −→ GD. Soit alors Nρ,Γ,j l’endomorphisme du Ql-espace vec-
toriel Hj(ScaΓ,n,Ql)[ρ] fonctoriellement induit par Nρ via les deux isomorphismes pre´ce´dents, le passage
a` la cohomologie en degre´ j et le the´ore`me de comparaison GAGA. Comme tous les isomorphismes
utilise´s sont WK-e´quivariants, la de´finition de Nρ montre que le sous-groupe Iρ ⊂ IK du lemme 7.3.2
agit sur Hj(ScaΓ,n,Ql)[ρ] par i 7→ exp(Nρ,Γ,jtµ(i)), de sorte que Nρ,Γ,j est l’ope´rateur de monodromie de
la repre´sentation de WK sur H
j(ScaΓ,n,Ql)[ρ].
Fixons dore´navant un rele`vement de Frobenius ge´ome´trique φ et notonsHj,φ(ScaΓ,n,Ql)[ρ] la repre´sentation
lisse de WK associe´e, comme en 7.4.2.
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Combinons alors l’isomophisme 7.4.9 avec le scindage αφ de 7.3.5 : la suite spectrale de Hochschild-
Serre de´ge´ne`re en des isomorphismes D×d ×WK-e´quivariants
Hj,φ(ScaΓ,n,Ql)[ρ]
∼−→
dρ−1⊕
i=0
TorΓj−d+1−i(Ql, π
i
ρ∨)⊗ ρ⊗ σ′(ρ)| − |−i
≃
dρ−1⊕
i=0
Extd−1−j+iΓ
(
πiρ∨ ,Ql
)∗ ⊗ ρ⊗ σ′(ρ)| − |−i
≃
dρ−1⊕
i=0
Extd−1−j+i
Gd
(
πiρ∨ , C∞(Gd/Γ,Ql)
)∗ ⊗ ρ⊗ σ′(ρ)| − |−i
La repre´sentation C∞(Gd/Γ,Ql) de Gd est admissible et semi-simple, avec constituents ”unitarisables” :
en particulier, les seules repre´sentations elliptiques qui peuvent y apparaitre sont les se´ries discre`tes et
les repre´sentations de Speh locales. Soit m∅ρ,Γ, resp. m
′
ρ,Γ, la multiplicite´ de la se´rie discre`te π
∅
ρ∨ , resp. de
la repre´sentation de Speh π
Sdρ
ρ∨ dans cette repre´sentation C∞(Gd/Γ,Ql). Compte tenu du calcul de Ext
entre repre´sentations elliptiques (le calcul partiel de Schneider-Stuhler suffit ici), on trouve la description
suivante :
Pour j = d− 1, on a
Hd−1,φ(ScaΓ,n,Ql)[ρ] ≃
D×d ×WK

(
dρ−1⊕
i=0
ρ⊗ σ′(ρ)|.|−i
)m∅ρ,Γ
si dρ est pair(
dρ−1⊕
i=0
ρ⊗ σ′(ρ)|.|−i
)m∅ρ,Γ
⊕ (ρ⊗ σ′(ρ)|.|−k)m′ρ,Γ si dρ = 1 + 2k
et pour j 6= d− 1, on a
Hj,φ(ScaΓ,n,Ql)[ρ] ≃
D×d ×WK
{
0 si j + dρ − d est impair(
ρ⊗ σ′(ρ)|.|−k)m′ρ,Γ si j + dρ − d = 2k > 0
Observons en particulier que l’action de WK sur H
j,φ(ScaΓ,n,Ql)[ρ] est semi-simple. On en de´duit la
remarque suivante :
Remarque 7.4.10 (sous la description 7.1.3) L’action d’un rele`vement de Frobenius φ sur les espaces
de cohomologie Hi(ScaΓ,n,Ql) est semi-simple.
Revenons a` notre proble`me initial ; par le the´ore`me de ”multiplicite´s limites” de [55, 1.3], on sait que,
quitte a` remplacer Γ par un sous-groupe d’indice fini, on peut supposer m∅ρ,Γ > 0. On peut maintenant
e´noncer
Proposition 7.4.11 Avec les notations ci-dessus, supposons Γ ”assez petit” pour que m∅ρ,Γ 6= 0. Alors
les proprie´te´s suivantes sont e´quivalentes (toujours sous la description 7.1.3) :
i) L’endomorphisme nilpotent Nρ de RΓc[ρ] de´fini dans le lemme 7.3.2 est d’ordre dρ (i.e. ve´rifie
N
dρ−1
ρ 6= 0).
ii) L’ope´rateur de monodromie Nρ,Γ,d−1 de Hd−1(ScaΓ,n,Ql)[ρ] est d’ordre dρ.
iii) La conjecture monodromie-poids est ve´rifie´e pour la partie ρ-covariante de la cohomologie Hj(ScaΓ,n,Ql)[ρ]
pour tout j.
iv) Pour tout rele`vement de Frobenius ge´ome´trique φ, le sous-ensemble Iφ ⊆ Sdρ de la proposition 7.3.1
est l’ensemble vide Iφ = ∅.
Preuve : On a de´ja remarque´ que i) et iv) sont e´quivalents. Une autre implication facile est ii) ⇒ i),
puisque Nρ est d’ordre au plus dρ et induit Nρ,Γ,d−1.
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Rappelons maintenant que la repre´sentation σ′(ρ) = σd/dρ(τ
0
ρ )|−|
dρ−d
2 est pure de poids d−dρ. Ainsi la
description de la cohomologie ci-dessus montre que Gr
d−dρ
W (H
d−1(ScaΓ,n,Ql)[ρ]) 6= 0, et donc la conjecture
monodromie-poids dans sa version 7.4.4 implique que N
dρ−1
ρ,Γ,d−1 6= 0. On a donc iii)⇒ iv).
Il nous reste a` prouver que iv)⇒ iii). En fait le seul espace de cohomologie qui peut poser proble`me
pour la conjecture monodromie-poids est celui de degre´ me´dian j = d − 1, les autres e´tant purs. Il nous
faut alors expliciter l’action de Nρ,Γ,d−1 sur Hd−1(ScaΓ,n,Ql)[ρ]. Mais si on suppose la proprie´te´ iv), alors
dans l’isomorphisme
Hd−1(ScaΓ,n,Ql)[ρ] ≃
dρ−1⊕
i=0
Exti
Gd
(
πiρ∨ , (π
∅
ρ∨)
m∅ρ,Γ ⊕ (πSdρρ∨ )m
′
ρ,Γ
)∗
⊗ ρ⊗ σ′(ρ)| − |−i,
induit par le scindage αφ, l’ope´rateur Nρ agit par ∪-produit et la description 4.1.16 ii) de ce ∪-produit
montre que Nρ induit des isomorphismes
Exti
Gd
(
πiρ∨ , (π
∅
ρ∨)
m∅ρ,Γ
)∗
⊗ ρ⊗ σ′(ρ)| − |−i ∼−→ Exti−1
Gd
(
πi−1ρ∨ , (π
∅
ρ∨ )
m∅ρ,Γ
)∗
⊗ ρ⊗ σ′(ρ)| − |−i+1
pour tout i ∈ {1, · · · , dρ − 1}. Or, toujours par la description de la cohomologie donne´e plus haut, on a
pour i 6= dρ−12
Exti
Gd
(
πiρ∨ , (π
∅
ρ∨)
m∅ρ,Γ
)∗
⊗ ρ⊗ σ′(ρ)| − |−i ∼−→ Gr(d−1)+(1−dρ+2i)W (Hd−1(ScaΓ,n,Ql)[ρ])
et pour i =
dρ−1
2 (lorsque dρ est impair !) on a
Exti
Gd
(
πiρ∨ , (π
∅
ρ∨)
m∅ρ,Γ ⊕ (πSdρρ∨ )m
′
ρ,Γ
)∗
⊗ ρ⊗ σ′(ρ)| − |−i ∼−→ Grd−1W (Hd−1(ScaΓ,n,Ql)[ρ]).
Dans tous les cas, la description de l’action de Nρ par ∪-produit montre que pour tout k ∈ Z, Nk induit
un isomorphisme
Nk : Grd−1+kW
(
Hd−1(ScaΓ,n,Ql)[ρ]
) ∼−→ Grd−1−kW (Hd−1(ScaΓ,n,Ql)[ρ])
et par 7.4.4, la conjecture monodromie-poids pour la partie ρ-covariante de la cohomologie en de´coule.

Remarque 7.4.12 On a ainsi montre´ la proposition 1.3, mais bien-suˆr, les re´sultats de cette section et
de la pre´ce´dente sont bien plus pre´cis.
7.5 Preuve du the´ore`me B
Fixons ρ ∈ Irr
Ql
(D×d ) et I ⊆ Sdρ , et choisissons un rele`vement de Frobenius ge´ome´trique φ. Nous
noterons dans cette section
HIρ := H∗
(
RHomDb(GD)
(
RΓc[ρ
∨], πIρ ⊗ ρ∨
))
.
C’est un Ql-espace vectoriel gradue´ de dimension finie muni de l’action par automorphismes de degre´ 0 de
WK induite par l’action γρ∨ : WK −→ AutDb(GD)(RΓc[ρ∨]). Nous noterons aussi HI,φρ la repre´sentation
gradue´e lisse de WK associe´e a` HIρ comme en 7.4.2 ; elle est aussi induite par l’action γφρ∨ : WK −→
AutDb(GD)(RΓc[ρ
∨]) de´finie en 7.3.4. Enfin, nous noterons N Iρ l’endomorphisme de degre´ 0 (d’espace
vectoriel gradue´) de HIρ induit fonctoriellement par l’endomorphisme Nρ∨ de RΓc[ρ∨] du lemme 7.3.2.
L’endomorphisme N Iρ est l’ope´rateur de monodromie de la WK-repre´sentation gradue´e HIρ et la connais-
sance de cette dernie`re e´quivaut a` celle du couple (HI,φρ , N Iρ ).
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En utilisant le scindage αφ de 7.3.5, on obtient imme´diatement la premie`re ligne de
HI,φρ ≃WK
dρ−1⊕
i=0
H∗
(
RHomDb(GD)
(
πiρ ⊗ ρ∨ ⊗ σ′(ρ∨)| − |−i, πIρ ⊗ ρ∨
))
[d− 1 + i]
≃WK
dρ−1⊕
i=0
Ext
δ(i,I)
GD
(
πiρ ⊗ ρ∨, πIρ ⊗ ρ∨
)⊗Ql (σ′(ρ∨)| − |−i)∨ [d− 1 + i − δ(i, I)]
≃WK σ′(ρ∨)∨ ⊗
dρ−1⊕
i=0
Ext
δ(i,I)
Gd
(
πiρ, π
I
ρ
)⊗
Ql
| − |i[d− 1 + i− δ(i, I)]

et la deuxie`me ligne vient des isomorphismes canoniques
Ext∗
GD
(
πIρ ⊗ ρ∨, πJρ ⊗ ρ∨
) ∼−→ Ext∗
Gd
(
πIρ , π
J
ρ
)
et du calcul d’extensions de 4.1.16.
On veut maintenant expliciter l’endomorphismeN Iρ . On proce`de exactement comme dans le paragraphe
2.3. Notons βi−1,i ∈ Ext1Gd
(
πiρ, π
i−1
ρ
)
, ou` i ∈ {1, · · · , dρ−1} les ge´ne´rateurs qui de´finissent l’isomorphisme
βφ de la proposition 7.3.1 (uniques par la remarque 7.3.8) et choisissons pour chaque j ∈ {0, · · · , dρ − 1}
un ge´ne´rateur de la droite Ext
δ(i,I)
Gd
(
πiρ, π
I
ρ
)
. Alors l’action (a` droite) de α(Nρ∨) sur HIρ est donne´e par
N.ei = ei ∪ βi,i+1 ∈ Qlei+1.
La formule pour le ∪-produit de 4.1.16 ii) montre que ei∪βi,i+1 est non-nul si et seulement si δ(i+1, I) =
δ(i, I) + 1 et des conside´rations e´le´mentaires montrent que cela se produit si et seulement si i + 1 ∈ Ic
(comple´mentaire de I dans Sdρ = {1, · · · , dρ − 1}).
Oublions maintenant la graduation de HIρ. La discussion de 2.3 montre alors que
HIρ ≃WK σ′(ρ∨)∨ ⊗ τdρ,I | − |dρ−1,
et compte tenu de la de´finition 7.2.3 de σ′(ρ), de l’e´galite´ τ0ρ∨ = (τ
0
ρ )
∨ et de la compatibilite´ de la
correspondance de Langlands aux contragre´dientes, on obtient
HIρ ≃WK σd/dρ(τ0ρ )| − |
d−dρ
2 ⊗ τdρ,I | − |dρ−1
≃WK σd/dρ(τ0ρ )| − |
d−1
2 ⊗ τdρ,I | − |
dρ−1
2 ≃ σd(πIρ)| − |
d−1
2
par la description 4.2.7 de la correspondance de Langlands pour les repre´sentations elliptiques.
En vertu de 7.2.1 et 6.6.1, nous avons donc acheve´ la de´monstration du the´ore`me B.
8 Retour sur le demi-plan
Nous reprenons les notations de la partie 2.
8.1 Un analogue du the´ore`me principal sur un anneau de coefficients forte-
ment banal
Fixons un nombre premier l 6= p fortement banal pour PGLd(K), au sens de 3.1.6. Dans cette section,
on e´tudie la cohomologie de Ωd−1K a` coefficients dans un anneau du type Λ = OE/λnOE ou` E est une
extension finie de Ql et λ une uniformisante de E.
On reprend les notations πΛI , pour I ⊆ S de 3.1.3 et la nume´rotation de S de 2.1.1. On sait par 9.1.1
ou [49] que la cohomologie de Ωd−1K est encore donne´e par
Hd−1+ic (Ω
d−1,ca
K ,Λ)
∼−→ πΛ{1,···,i} ⊗ |.|−i.
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Comme l est banal, on a Λ[X ] = (X − qi)Λ[X ] + (X − qj)Λ[X ] pour tous 0 6 i < j 6 d − 1 et on en
de´duit graˆce au lemme 10.1.4 l’existence pour tout rele`vement de Frobenius ge´ome´trique φ d’un unique
scindage
αφ : RΓc(Ω
d−1,ca
K ,Λ)
∼−→
d−1⊕
i=0
πΛ{1,···,i}[d− 1 + i]
comme en 2.2.3. Comme l est fortement banal, le the´ore`me 3.1.4 permet d’appliquer la meˆme discussion
que celle pre´ce´dant la proposition 2.2.7 ; a` tout choix de ge´ne´rateurs des Λ-modules libres de rang 1
Ext1ΛG
(
πΛ{1,···,i}, π
Λ
{1,···,i}
)
est associe´ un isomorphisme
β−1 ◦ αφ∗ : EndDbΛ(PGd)
(
RΓc(Ω
d−1,ca
K ,Λ)
) ∼−→ T Λd
ou` T Λd de´signe la Λ-alge`bre des matrices triangulaires supe´rieures.
Notons comme d’habitude γ : WK −→ EndDbΛ(PGd)
(
RΓc(Ω
d−1,ca
K ,Λ)
)×
le morphisme de groupes
donnant l’action de WK sur RΓc(Ω
d−1
K ,Λ). Comme le groupe des matrices unipotentes supe´rieures est un
l-groupe, on constate que γ|IK se factorise par le l-quotient de IK . Comme l est banal pour PGLd(K), on
a en particulier l > d donc le logarithme, resp. l’exponentielle, de tout e´le´ment unipotent, resp. nilpotent,
d’ordre6 d est de´fini. Cela permet de de´finir l’e´le´ment nilpotent Nµ ∈ EndDbΛ(PGd)
(
RΓc(Ω
d−1
K ,Λ)
)
comme
en 2.2.8. Le morphisme γ est alors entie`rement de´termine´ par l’e´quation
(β ◦ αφ∗)(γ(w)) = Diag(1, qν(w), · · · , q(d−1)ν(w))× exp (tµ(iφ(w)).(β ◦ αφ∗)(Nµ)) .
Comme en 2.2.10, si (Ei,j)i6j de´signe la base canonique de T Λd , alors il existe a1, · · · , ad−1 ∈ Λ tels
que
β ◦ αφ∗(Nµ) =
d−1∑
i=1
aiEi−1,i.
En conjuguant par une matrice diagonale, ce qui revient a` changer le choix de ge´ne´rateurs qui de´finit
β, on peut mettre les ai sous la forme ai = λ
ni . Le re´sultat suivant demandera plus d’efforts que son
analogue dans le cas Ql :
Proposition 8.1.1 On a λn−1.Nd−1µ 6= 0 dans EndDbΛ(G)
(
RΓc(Ω
d−1
K ,Λ)
)
. (Rappelons que Λ = OE/λnOE).
De´finissons maintenant des repre´sentations τφ,µI (Λ) deWK a` coefficients dans Λ par les meˆmes formules
que dans le paragraphe 2.1.3 en remplac¸ant simplementQl par Λ. Le corollaire suivant est le strict analogue
de la proposition 2.2.7 :
Corollaire 8.1.2 Pour tout rele`vement de Frobenius ge´ome´trique φ, il existe un unique scindage αφ de
RΓc(Ω
d−1,ca
K ,Ql) et un unique choix de ge´ne´rateurs 2.2.5 de´finissant un isomorphisme βφ comme en 2.2.6
tels que le diagramme suivant soit commutatif
EndDbΛ(PGd)
(
RΓc(Ω
d−1,ca
K ,Λ)
)β−1φ αφ∗// Td
WK
γ
OO
τφ,Λ
∅
66lllllllllllllllllll
De plus, le choix de ge´ne´rateurs (et donc βφ) est en fait inde´pendant de φ.
A` partir de la` on de´montre a` partir du calcul d’extensions de 3.1.4, et exactement comme dans le
paragraphe 2.3, le re´sultat suivant :
The´ore`me 8.1.3 Pour tout I ⊆ S, il existe un isomorphisme WK-e´quivariant
H∗(RHomDbΛ(PGd)
(
RΓc(Ω
d−1,ca
K ,Λ), π
Λ
I
)
)
∼−→ τΛI .
Lorsque Λ = Fl (donc avec l fortement banal), on obtient une re´alisation de la correspondance de
Langlands-Vigne´ras, puisque, comme dans le cas classique, on a
τFlI ≃ σd(πFlI )⊗ |.|
d−1
2 .
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8.1.4 Preuve de la proposition 8.1.1 : Dans le cas l-adique, la preuve de la non-nullite´ de Nd−1 en
2.2.15 reposait sur la suite spectrale de Rapoport-Zink associe´e a` un quotient du sche´ma formel Ω̂d−1K de
Deligne par un sous-groupe Γ de PGd discret, sans torsion et cocompact. Elle utilisait deux proprie´te´s de
cette suite spectrale vraiment lie´es aux coefficients l-adiques : la de´ge´ne´re´scence en E2 et l’existence d’un
accouplement “de´fini positif” sur E1−d,2d−21 . Dans le cas que l’on envisage maintenant, la de´ge´ne´re´scence
en E2 sera encore ve´rifie´e, toujours par un argument de poids, cf 8.1.9 ci-dessous. Par contre, pallier
l’absence de positivite´ semble plus difficile : cela demande des informations pre´cises sur Γ, par exemple
son covolume ou la combinatoire de son action sur l’immeuble, etc...
La strate´gie que nous adoptons ici consiste a` uniformiser “partiellement” : nous quotienterons sim-
plement par un sous-groupe discret cocompact et sans torsion d’un tore maximal de PGd. Le sche´ma
formel obtenu Ω̂/Γ n’est plus alge´brisable, mais nous allons ve´rifier que le formalisme de Rapoport-Zink
s’y applique sans proble`mes. Les de´finitions et re´sultats qui suivent ne sont cetainement pas optimaux,
mais suffiront pour nos affaires.
De´finition 8.1.5 Un sche´ma formel X quasi-se´pare´ au-dessus de Spf(OK) sera dit fortement semi-stable
si :
i) localement pour la topologie de Zariski, X est isomorphe a` Spf(OK〈T1, · · · , Tn〉/(T1× · · ·×Tm−̟))
ii) Les composantes irre´ductibles de la fibre spe´ciale Y = X×OK k sont propres et lisses de dimension
constante sur k.
Soit I l’ensemble des composantes irre´ductibles de Y . On met une structure simpliciale sur I en
de´clarant qu’un sous-ensemble J ⊂ I est un simplexe si YJ :=
⋂
j∈J Yj 6= ∅. Dans ce cas, si d− 1 de´signe
la dimension commune des composantes irre´ductibles de Y , alors YJ est une sous-varie´te´ lisse de pure
dimension d− |J |. On note I(m) l’ensemble des simplexes de dimension m− 1 (donc de cardinal m) de I.
Notons maintenant X la fibre ge´ne´rique au sens de Berkovich de X : c’est un espace K-analytique
lisse.
Proposition 8.1.6 Soit X un sche´ma formel fortement semi-stable sur OK . Alors les modules Hqc (Xca,Λ)
sont mode´re´ment ramifie´s et il existe une suite spectrale
E−r,q+r1 =
⊕
k>sup(0,−r)
⊕
J∈I(r+2k+1)
Hq+1−|J|(Y caJ ,Λ(−r − k))⇒ Hqc (Xca,Λ)
dont la diffe´rentielle d1 de degre´ (−1, 1) en (r, q) s’e´crit
d−r,q+r1 =
∑
k>sup(o,−r)
(−1)k
∑
J∈I(r+2k+1)
(∑
K⊃J
εJKResJK
)
+
∑
k>sup(o,−r+1)
(−1)r+k
∑
J∈I(r+2k+1)
(∑
K⊂J
εJKGysJK
)
ou`
ResJK : H
q+1−|J|(Y caJ ,Λ) −→ Hq+1−|J|(Y caK ,Λ) = H(q+1)+1−|K|(Y caK ,Λ)
est le morphisme de restriction associe´ a` YK →֒ YJ lorsque J ⊂ K,
GysJK : H
q+1−|J|(Y caJ ,Λ) −→ Hq+1−|J|+2(Y caK ,Λ) = H(q+1)+1−|K|(Y caK ,Λ)
est le morphisme de Gysin associe´ a` YJ →֒ YK lorsque K ⊂ J , et les εJ,K sont des signes donne´s par le
choix d’une orientation de l’ensemble simplicial I(•).
De plus, si µ est un ge´ne´rateur topologique de Zl(1), l’action de µ− 1 sur l’aboutissement est induite
par l’endomorphisme ν de degre´ (−2, 0) en (r, q) de´fini par
ν−r,q+r =
∑
k>sup(0,−r+1)
∑
J∈I(r+2k+1)
IdHq+1−|J|(Y caJ ,Λ(−r−k)))⊗µ
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La preuve de cette proposition consiste a` ve´rifier que le formalisme de Rapoport-Zink dans [52] s’ap-
plique encore aux cycles e´vanescents de´finis par Berkovich. Nous la reportons a` l’appendice.
On suppose toujours que la dimension commune des composantes de Y est d− 1. Dans les cas partic-
uliers (r, q) = (d− 1, d− 1) et (r, q) = (1− d, d− 1), la description de la diffe´rentielle et de l’ope´rateur ν
s’inse`rent dans le diagramme suivant :
E1−d,2d−21 = Λ[I
(d)](1− d)
d1−d,2d−21

νd−1=µd−1 // Λ[I(d)] = Ed−1,01
E2−d,2d−21 = Λ[I
(d−1)](1− d) Λ[I(d−1)] = Ed−2,01
dd−2,01
OO
ou` Λ[?] de´signe le Λ-module des fonctions a` support fini sur l’ensemble ? et
d1−d,2d−21 (f)(K) =
∑
J⊃K
εJK .f(J) et d
d−1,0
1 (g)(J) =
∑
K⊂J
εJK .g(K).
Munissons alors Λ[?] de la forme biline´aire ”canonique” pour laquelle la base ? est autoduale. On constate
que d1−d,2d−21 et d
d−1,0
1 sont adjointes l’une de l’autre (en ne´gligeant la torsion a` la Tate pour simplifier
l’exposition). En particulier, on a im (dd−1,01 ) ⊂ ker (d1−d,2d−21 )⊥. On en de´duit le lemme suivant
Lemme 8.1.7 Si λn−1 ker (d1−d,2d−21 )  ker (d
1−d,2d−2
1 )
⊥, alors le morphisme induit par νd−1
λn−1νd−1 : E1−d,2d−22 −→ Ed−1,02
est non-nul.
Venons-en maintenant a` la situation qui nous inte´resse, a` savoir X = Ω̂d−1K /Γ ou` Γ est un sous-groupe
discret sans torsion de PGLd(K). Lorsque Γ = {1}, on sait que Ω̂d−1K est fortement semi-stable au sens
de 8.1.5. L’ensemble I des composantes irre´ductibles est en bijection avec l’ensemble BT des sommets
de l’immeuble de Bruhat-Tits de PGLd(K), et la structure simpliciale BT
(•) qui en de´coule est celle de
Bruhat-Tits. Par exemple, BT (d) est l’ensemble des chambres de l’immeuble et BT (d−1) celui des murs
(facettes de codimension 1). En ge´ne´ral, pour que X = Ω̂d−1K /Γ soit fortement semi-stable, il faut et il suffit
que l’e´toile d’un sommet soit contenue dans un domaine fondamental de Γ dans BT (•) (sinon il y a des
points doubles). On a alors I(m) = Γ\BT (m). Nous fixons une orientation SLd(K)-e´quivariante de BT (•)
de la manie`re suivante : on choisit d’abord un ordre sur les sommets d’une chambre ∆ et on le transporte
a` toute autre chambre par l’action transitive de SLd(K), sans ambigu¨ıte´ puisque le stabilisateur et le
fixateur de ∆ co¨ıncident dans SLd(K) ; on obtient donc une orientation sur chaque simplexe maximal
et on ve´rifie que ces orientations se recollent bien le long des murs. L’orientation de BT (•) obtenue est
e´quivariante par tout Γ discret sans-torsion et induit donc une orientation de Γ\BT (•).
Notons A l’ensemble des sommets de l’appartement de BT associe´ au tore maximal T de PGLd(K)
que l’on a choisi il y a de´ja longtemps, et A(•) l’ensemble simplicial associe´. Fixons aussi une chambre ∆
dans A(d). Nous noterons A
(d)
+ , resp. A
(d)
− , l’ensemble des chambres de A
(d) qui sont a` distance paire, resp.
impaire de ∆.
Lemme 8.1.8 Soit Γ un sous-groupe discret sans torsion et cocompact de T tel que le quotient Ω̂d−1K /Γ
soit fortement semi-stable. Alors les fonctions caracte´ristiques 1
A
(d)
±
de A
(d)
± dans BT
(d) de´finissent deux
e´le´ments de E1−d,2d−21 tels que, avec notre choix d’orientation
i) 1
A
(d)
+
− 1
A
(d)
−
∈ ker d1−d,2d−21
ii) λn−1(1
A
(d)
+
− 1
A
(d)
−
) /∈ (ker d1−d,2d−21 )⊥ de`s que |Γ\A(d)| est inversible dans Λ.
Preuve : Le fait que ces fonctions caracte´ristiques induisent des e´le´ments de E1−d,2d−21 = Λ[Γ\BT (d)]
de´coule de
– A
(d)
+ et A
(d)
− sont stables par Γ puisque un domaine fondamental de Γ contient l’e´toile d’un sommet.
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– Γ a un nombre fini d’orbites sans A(d) puisqu’il est cocompact dans T .
Montrons maintenant le point i). Soit M un mur de BT (d−1). L’ensemble des chambres de Γ\A(d−1)
contenant Γ.M est non vide seulement si M ∈ A(d−1), auquel cas il contient deux e´le´ments, Γ∆+ et Γ∆−
ou` ∆+ et ∆− sont les chambres mitoyennes de A(d) contenantM , la premie`re paire et la seconde impaire.
On a alors
d1−d,2d−21 (1A(d)+
− 1
A
(d)
−
)(M) = εΓ∆+,Γ.M − εΓ∆−,Γ.M .
Mais par de´finition de notre orientation, puisque ∆+ se de´duit de ∆− par un e´le´ment de SLd(K) laissant
fixe le mur mitoyen, on a εΓ∆+,Γ.M = ε∆+,M = ε∆−,M = εΓ∆−,Γ.M .
Passons maintenant au point iii). En notant 〈., .〉, la forme biline´aire canonique de E1−d,2d−21 , on a〈
λn−1(1
A
(d)
+
− 1
A
(d)
−
), (1
A
(d)
+
− 1
A
(d)
−
〉
= λn−1|Γ\A(d)|,
d’ou` l’assertion. 
Remarquons qu’il est facile de choisir Γ tel que |Γ\A(d)| soit inversible dans Λ. C’est par exemple le
cas pour le re´seau engendre´ par les α∨(̟K) ou` α∨ parcourt les racines simples de T : dans ce cas on a en
effet |Γ\A(d)| = |WG| = d! qui est inversible dans l’anneau banal Λ.
Pour appliquer les deux lemmes pre´ce´dents a` notre proble`me, il nous faut montrer la de´ge´neresence
de la suite spectrale.
Lemme 8.1.9 (On rappelle que Λ est en particulier banal pour PGLd(K)). Pour tout Γ discret sans
torsion dans PGLd(K), la suite spectrale de Rapoport-Zink de la proposition 8.1.6 associe´e a` X = Ω̂
d−1
K /Γ
de´ge´ne`re en E2.
Preuve : Il s’agit moralement, comme souvent dans ces situations, d’un argument de poids. Pour un X
ge´ne´ral, il n’y a pas de the´orie des poids ”a` valeurs dans Λ”, mais dans notre cas les varie´te´s YJ ont une
cohomologie particulie`rement simple : nous allons expliquer (rappeler) pourquoi pour tout J , on a
i) H∗(Y caJ ,Λ) est non nul seulement si ∗ ∈ 2N et 0 6 ∗ 6 2d− 2|J |.
ii) Le Frobenius ge´ome´trique σ agit sur H2i(Y caJ ,Λ) par multiplication par q
i.
Rappelons tout d’abord la structure de YJ : soit B
n la k-varie´te´ obtenue en e´clatant Pn le long du pro-
duit des (ide´aux de´finissant ses) sous-varie´te´s line´aires k-rationnelles. Alors pour tout J , les composantes
connexes de YJ sont de la forme B
d1 × · · · × Bd|J| avec d1 + · · · + d|J| = d − |J |, cf [41, par. 6]. Il suffit
donc de prouver les deux assertions ci-dessus pour les varie´te´s Bn. Mais on peut obtenir ces varie´te´s selon
la suite d’e´clatements plus agre´ables suivante (cf [41, par. 4]) :
Bn = Yn−1
ψn−1−→ Yn−2 −→ · · · −→ Y1 ψ1−→ Y0 = Pn
ou` Ym+1 est l’e´clate´ de Ym le long de la re´union Zm des transforme´s stricts des sous-varie´te´s line´aires de
dimension m de Pn dans Ym. L’avantage est qu’a` chaque e´tape, la sous-varie´te´ Zm le long de laquelle on
e´clate est lisse de pure dimension m.
Alors d’apre`s [SGA5], VII, 8.5 : on a pour tout m des suites exactes :
0 −→ H∗+2m−2n(Zcam ,Λ) −→ H∗−2(ψ∗m(Zm)ca,Λ)⊕H∗(Y cam ,Λ) −→ H∗(Y cam+1,Λ) −→ 0.
Or, par construction, les composantes connexes de Zm sont toutes isomorphes a` B
m. De plus, ψm :
ψ∗m(Zm) −→ Zm est un Pn−m−1-fibre´. On montre alors les deux assertions annonce´es par double re´currence
sur n et m.
Appliquons ceci a` la suite spectrale de Rapoport-Zink : on obtient que E−r,m+r1 est non-nul seulement
si m + r est pair auquel cas l’action du Frobenius ge´ome´trique σ sur E−r,m+r1 est la multiplication par
q(m+r)/2. Rappelons que 0 6 m+r 6 2d−2 et, sous l’hypothe`se Λ banal, on a Λ[X ] = (X−qi)Λ[X ]+(X−
qj)Λ[X ] pour tous 0 6 i, j 6 d−1. Comme les diffe´rentielles d−r,m+rn sont des applications σ-e´quivariantes
E−r,m+rn −→ E−r+n,m+r−n+1n , elles sont nulles de`s que n > 2.

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D’apre`s les trois lemmes pre´ce´dents, si Γ est le sous-groupe discret sans torsion et cocompact de T
engendre´ par les α∨(̟K), alors le morphisme induit par νd−1
λn−1νd−1 : E1−d,2d−2∞ −→ Ed−1,0∞
dans la suite spectrale de Rapoport-Zink du quotient Ω̂d−1K /Γ est non-nul. D’apre`s la fin de la proposition
8.1.6, cela implique que l’action de (1−µ)d−1 sur Hd−1(Ωd−1,ca/Γ,Λ) n’est pas annule´e par λn−1. D’apre`s
le the´ore`me 5.3.1, cette action n’est donc pas annule´e non plus sur RΓc(Ω
d−1,ca
K ,Λ). On en de´duit la
proposition 8.1.1.
8.2 La suite spectrale de Rapoport-Zink pour les sche´mas formels fortement
semi-stables
Le but de ce paragraphe est de prouver la proposition 8.1.1.
9 Appendice 1 : un calcul de la cohomologie du demi-plan
Nous calculons la cohomologie a` support compact des espaces syme´triques Ωd−1K de Drinfeld par une
me´thode diffe´rente de celle de Schneider et Stuhler, qui pre´sente l’avantage de fonctionner aussi pour les
coefficients l-adiques. Au-lieu d’utiliser l’arrangement ”a` l’infini” des sous-varie´te´s line´aires rationnelles
de Pd−1K , dont le nerf est l’immeuble de Tits, nous utilisons un recouvrement de Ω
d−1
K par des ouverts
”distingue´s” dont le nerf s’identifie a` l’immeuble de Bruhat-Tis. Cette approche est similaire a` celle que
Drinfeld a utilise´e pour calculer la cohomologie de Ω1K . Nous tomberons sur des proble`mes combinatoires
qui ont de´ja e´te´ re´solus par Schneider et Stuhler : en cela, notre me´thode n’est pas tout-a`-fait inde´pendante
de [56].
On peut remarquer qu’il y aurait une troisie`me approche naturelle pour calculer ces espaces de co-
homologie : via les cycles e´vanescents du mode`le formel Ω̂d−1K de Deligne, et par une des deux suites
spectrales disponibles. A` premie`re vue, les proble`mes combinatoires qui se posent dans ces approches ont
l’air encore diffe´rents.
9.1 Le recouvrement ouvert de Drinfeld
Nous conside´rons ici encore Ωd−1K comme un espace de Berkovich. Rappelons sa de´finition, au moins
en termes ensemblistes : nommons l’espace vectoriel V := Kd et V ∗ son dual. Notons respectivement
A(V ) et P(V ) les K-espaces analytiques associe´s par Berkovich a` V , et S(V ∗) =
⊕
n∈N Sn(V
∗) l’alge`bre
syme´trique associe´e a` V . Alors on a les descriptions ensemblistes
A(V ) = {K − seminormes multiplicatives S(V ∗) −→ R+},
P(V ) = (A(V ) \ {0})/ ∼
ou` x ∼ y si et seulement si ∃λ > 0, ∀n ∈ N, ∀f ∈ Sn(V ∗), |f(x)| = λn|f(y)| (suivant Berkovich, nous
notons indiffe´remment x(f) = |f(x)| pour “la semi-norme x e´value´e en la fonction f”.). On renvoie au livre
de Berkovich pour la de´finition des topologies et des faisceaux d’anneaux topologiques correspondants.
Posons maintenant
Ω˜(V ) := {x ∈ A(V ), x|V ∗ est une K-norme sur V ∗},
alors Ωd−1K s’identifie au sous-espace analytique Ω(V ) de P(V ) dont l’ensemble sous-jacent est l’image de
Ω˜(V ). Puisqu’on a une base de V , on a une identification PGL(V ) = PGLd(K) et on peut utiliser les
notations de 3.1.3 et 2.1.2. Nous voulons prouver le re´sultat suivant :
The´ore`me 9.1.1 Soit Λ un anneau de torsion premie`re a` p ou un anneau de valuation discre`te complet
et de caracte´ristiques diffe´rentes de p. Pour i = 0, · · · , d−1, il existe des isomorphismes PGLd(K)×WK-
e´quivariants
Hd−1+ic (Ω
d−1,ca
K ,Λ)
∼−→ πΛ{1,···,i}(−i)
Par la suite nous abre`gerons Ω := Ω(V ) = Ωd−1K et G := PGL(V ).
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9.1.2 On notera BT l’immeuble de Bruhat-Tits associe´ a` PGL(V ∗) conside´re´ comme ensemble simpli-
cial et |BT | sa re´alisation ge´ome´trique, conside´re´ comme immeuble euclidien. Rappelons la description
ensembliste
|BT | = {classes d’homothe´tie de K-normes sur V ∗}
qui permet de de´finir a` moindres frais l’application de Drinfel’d
τ : Ω → |BT |
x 7→ x|V : v 7→ |v(x)| .
D’apre`s [5], cette application est surjective et continue.
9.1.3 Pour q = 0, · · · , d, on note BTq l’ensemble des q-simplexes de BT . Si F ⊂ BT est un simplexe,
on notera |F | la facette de |BT | associe´e : on a pour toute paire de simplexes F ′ ⊂ F ⇔ |F ′| ⊂ |F | ou` |F |
de´signe l’adhe´rence de |F |. Pour un simplexe F , on notera aussi |F |∗ ⊂ |BT | son lien : c’est la re´union des
facettes |F ′| avec F ′ ⊃ F . Si F = {s1, · · · , sn} avec si ∈ BT des sommets, on a bien-suˆr |F |∗ = ∩i|si|∗. Il
s’ensuit que la famille (τ−1(|s|∗))s∈BT de sous-ensembles de Ω est un recouvrement ouvert analytique de
Ω dont le nerf est justement BT . De plus, chaque τ−1(|s|∗) est distingue´ au sens de Berkovich, i.e. peut
s’e´crire comme diffe´rence de deux domaines analytiques compacts.
Le groupe G = PGL(V ) agit par automorphismes analytiques sur Ω et simpliciaux sur |BT |. L’ap-
plication τ est PGL(V )-e´quivariante. Notre but est e´videmment de calculer la cohomologie au moyen du
recouvrement par les τ−1(|s|∗). Comme on veut un calcul e´quivariant et comme il n’existe pas d’orien-
tation PGL(V )-invariante sur BT , on modifie le complexe de Cech usuel selon la proce´dure introduite
par Schneider-Stuhler dans [56] et [58]. En fait, pour nous raccrocher a` certains re´sutats combinatoires de
[56], nous utiliserons leur notion de syste`mes de coefficients que nous rappelons ci-dessous.
9.2 Syste`mes de coefficients sur l’immeuble
9.2.1 Syste`mes de coefficients : (voir Schneider-Stuhler [56],[57],[58]). Si C est une cate´gorie, un syste`me
de coefficients a` valeurs dans C sur BT est la donne´e
i) d’objets XF ∈ C pour chaque simplexe F ⊂ BT .
ii) de morphismes rFF ′ : XF −→ XF ′ pour chaque paire de facettes telle que F ′ ⊂ F satisfaisant la
relation de transitivite´ rF
′
F ′′ ◦ rFF ′ = rFF ′′ .
En d’autres termes, notons BT la cate´gorie associe´e au complexe simplicial BT dont les objets sont les
simplexes et les morphismes sont induits par les inclusions de simplexes : un syste`me de coefficients a`
valeurs dans C est simplement un foncteur contravariant BT −→ C. Ils forment de manie`re claire une
cate´gorie, qui est abe´lienne lorsque C l’est.
Supposons maintenant que C est munie d’une action de G = PGL(V ) ; pour tout g ∈ G, on note gC
l’endofoncteur de C associe´. Une structure G-e´quivariante sur un objet X de C est une famille d’isomor-
phismes τ(g) : gC(M)
∼−→M satisfaisant la condition de cocycle usuelle.
Exemples :
– Si C est la cate´gorie des Λ-modules munie de l’action triviale de G, un objet G-e´quivariant est
simplement un ΛG-module.
– Si C = F(Ωca,Λ), on fait agir G via l’image directe g 7→ g∗ et un objet G-e´quivariant est simplement
un faisceau G-e´quivariant au sens usuel.
Nous appellerons syste`me de coefficients G-e´quivariant a` valeurs dans C tout syste`me de coefficients
muni des donne´es supple´mentaires suivantes :
i) pour tout g ∈ G et tout simplexe F ⊂ BT , un isomorphisme gXF : gC(XF ) ∼−→ Xg(F ) tel que
ii) si h, g ∈ G et F est un simplexe, hXg(F ) ◦ hC(gXF ) = (h ◦ g)XF et
iii) si F ′ ⊂ F , alors rg(F )g(F ′) ◦ gXF = gXF ′ ◦ gC(rFF ′).
En d’autres termes, c’est un objet G-e´quivariant de la cate´gorie des syste`mes de coefficients a` valeurs dans
C munie de l’action de G suivante : X 7→ gBT ◦X ◦ g−1C .
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9.2.2 Complexes de chaˆınes : Schneider et Stuhler ont de´fini dans [58, II.1] une notion de facette
oriente´e de l’immeuble (poly)-simplicial associe´ a` un groupe p-adique quelconque. Dans le cas PGL(V )
qui nous inte´resse, la de´finition est plus e´le´mentaire, cf [57, par. 3] : e´tant donne´s deux ordres totaux sur
un simplexe de BT , on les de´clare e´quivalents s’ils se de´duisent l’un de l’autre par une permutation paire
des sommets. Alors un simplexe oriente´ est par de´finition un couple (F, c) forme´ d’un simplexe et d’une
classe d’e´quivalence d’ordres totaux sur ce simplexe. On note BT(q) l’ensemble des facettes oriente´es de
dimension q. Si F ′ ⊂ F , on note ∂FF ′(c) l’orientation de F ′ induite par l’orientation c de F .
Supposons que C est abe´lienne avec limites directes exactes. Si X est un syste`me de coefficients a`
valeurs dans C, on lui associe le complexe borne´ d’objets de C, dit complexe de chaˆınes de X
Corc (BT,X) := C
or
c (BT(d), X)
dd−1−→ · · · d0−→ Corc (BT(0), X)
ou`
Corc (BT(q), X) := ker (Id+α)
avec la de´finition suivante de α : posons pour toute facette oriente´e X(F,c) := XF , alors
α :
⊕
(F,c)∈BT(q)
X(F,c) −→
⊕
(F,c)∈BT(q)
X(F,c)
est le morphisme induit par X(F,c)
Id−→ X(F,−c). La diffe´rentielle est induite par les morphismes⊕
F ′⊂F
rFF ′ : X(F,c) −→
⊕
F ′⊂F
X(F ′,∂F
F ′
(c)).
Nous noterons H∗(BT,X) les objets d’homologie du complexe Corc (BT,X).
Rappelons que G agit sur les facettes oriente´es de BT(q), q > 0, de sorte que si X est un syste`me de
coefficients G-e´quivariant, alors pour tout q > 0, l’objet M := Corc (BT(q), X) est par construction un
objet G-e´quivariant de C. De plus les diffe´rentielles sont compatibles a` ces structures G-e´quivariantes, de
sorte que les objets d’ homologie H∗(BT,X) sont eux-aussi G-e´quivariants.
9.2.3 Pour tout simplexe F dans BT , on note
U caF := τ
−1(|F |∗)⊗ˆK̂ca et jF : U caF →֒ Ωca
l’immersion ouverte associe´e. Pour p ∈ N, on ve´rifie que les applications
– (F ∈ BT (•)) 7→ Hpc (U caF ,Λ) et
– (F ′ ⊂ F ) 7→ (Hpc (U caF ,Λ) −→ Hpc (U caF ′ ,Λ)), (le morphisme induit par l’immersion ouverte U caF ⊂
U caF ′)
de´finissent un syste`me de coefficients G-e´quivariant a` valeurs dans les ΛWK-modules que nous noterons
simplement F 7→ Hpc (U caF ,Λ).
Proposition 9.2.4 Il existe une suite spectrale G×WK-e´quivariante
Epq1 = C
or
c (BT(q), F 7→ Hpc (U caF ,Λ))⇒ Hp+qc (Ωca,Λ)
dont la diffe´rentielle dpq1 est celle du complexe de chaˆınes du syste`me de coefficients F 7→ Hpc (U caF ,Λ).
Preuve : Seul le cas ou` Λ est de valuation discre`te complet demande peut-eˆtre une preuve de´taille´e. Nous
traitons tout-de-meˆme le cas de torsion en meˆme temps.
Si F est un faisceau e´tale abe´lien sur Ωca, on lui associe un syste`me de coefficients F sur BT a` valeurs
dans F(Ωca,Z) en posant :
– pour toute facette F , FF := jF !j∗F (F).
– pour tout couple de facettes F ′ ⊂ F , le morphisme FF
rF
F ′−→ FF ′ est induit par l’immersion ouverte
U caF →֒ U caF ′ .
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De plus, toute structure de faisceau G-e´quivariant sur F induit une structure G-e´quivariante sur le syste`me
de coefficients F .
Le foncteur F 7→ Corc (BT,F) est visiblement exact, et on peut augmenter le complexe Corc (BT,F)
par le morphisme ǫF : Corc (BT,F) −→ F somme des morphismes canoniques js!j∗s −→ Id pour s sommet
de BT .
Lemme 9.2.5 Soit F un faisceau e´tale abe´lien (resp. abe´lien G-e´quivariant) sur Ωca. Alors
i) le complexe augmente´ Corc (BT,F) ǫ−→ F est une re´solution de F (resp. une re´solution G-e´quivariante
de F).
ii) si F|U est Γ!(U,−)-acyclique (sections a` supports compacts) pour tout ouvert U de Ωca, alors
Corc (BT(q),F) est Γ!(Ωca,−)-acyclique.
Preuve : On laisse le lecteur ve´rifier le i) sur les fibres. Pour le ii), on ve´rifie qu’une somme directe
d’objets Γ!-acycliques est Γ!-acyclique. On est ramene´ a` prouver que pour F facette de BTq, jF !j
∗
F (F) est
Γ!(Ω
ca,−)-acyclique. Mais ceci vient de l’isomorphisme canonique RΓ!(U caF ,−) ≃ RΓ!(Ωca,−) ◦ jF !. 
Si on applique le foncteur Γ!(Ω
ca,−) au syste`me de coefficients F , on obtient le syste`me de coefficients
Γ!F en groupes abe´liens F 7→ Γ!(U caF ,F). Si de plus F est muni d’une structure G-e´quivariante, alors le
syste`me de coefficients Γ!F l’est aussi.
Choisissons maintenant un complexe
I∗ := I0 −→ I1 −→ · · · −→ In −→ · · ·
d’objets injectifs de F(Ωca,Λ(WK ×G)disc) (notations de 5.2.2) qui soit quasi-isomorphe
– a` Λ lorsque Λ est de torsion, et
– a` Rlim←−(Λ/λ
nΛ) lorsque Λ est de valuation discre`te complet d’uniformisante λ.
On sait alors, cf 5.2.2, que l’objet RΓc(Ω
ca,Λ) de D+(ΛGdisc) est repre´sente´ dans chacun des cas par le
complexe Γ!(Ω
ca, I∗).
Conside´rons maintenant le bicomplexe Corc (BT, I
∗
). Celui-ci s’augmente dans le complexe simple I∗
et cette augmentation est un quasi-isomorphisme par le point i) du lemme pre´ce´dent. De plus, c’est un
bicomplexe de faisceaux Γ!(Ω
ca,−)-acycliques par le point ii) donc RΓc(Ωca,Λ), dans chacun des cas, est
aussi repre´sente´ par le complexe simple associe´ au bicomplexe Corc (BT,Γ!I∗) :
s (Corc (BT,Γ!I∗)) ∼−→ RΓc(Ωca,Λ)
En filtrant le bicomplexe Corc (BT,Γ!I∗) par l’indice ∗ et parce que le foncteur ”complexe de chaˆınes” est
exact en la variable ”syste`me de coefficients”, on obtient une suite spectrale
Epq1 = C
or
c (BT(q),Hp(Γ!I∗))⇒ Hp+qc (Ωca,Λ)
dont la diffe´rentielle dpq1 est celle du complexe de chaˆınes du syste`me de coefficients F 7→ Hp(Γ!(U caF , I∗))
(cohomologie du complexe Γ!(U
ca
F , I∗)). Il ne nous reste plus qu’a` ve´rifier qu’on a des isomorphismes
Γ!(U
ca
F , I∗) ∼−→ RΓc(U caF ,Λ)
fonctoriels en les immersions UF →֒ UF ′ . Ceci est e´vident dans le cas de torsion mais demande une
explication dans le cas λ-adique. Dans ce cas, on sait que RΓc(U
ca
F ,−) = RΓ!(U caF ,−) ◦ Rlim←−, donc il
nous suffit de ve´rifier que pour tout ouvert U , on a un isomorphisme de foncteurs D+(Ωca,Λ•Gdisc) −→
D+(U ca,ΛGdisc)
j∗U ◦Rlim←−
∼−→ Rlim←− ◦ j
∗
U .
Mais ceci est prouve´ dans [29, 4.2.7] (c’est d’ailleurs tre`s simple : l’isomorphisme sans le R (pour des
faisceaux) est e´le´mentaire et j∗U envoie injectifs sur injectifs donc on peut le de´river).

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9.2.6 Rappelons maintenant l’exemple essentiel de syste`me de coefficients de Λ-modules introduit par
Schneider et Stuhler. Pour F simplexe, on note ĜF son stabilisateur, GF son fixateur et G
+
F le pro-p-
radical de GF (voir par exemple [56, part 6] ou` le groupe G
+
F est note´ Uσ). Partant alors d’un ΛG-module
lisse V on de´finit le syste`me de coefficients γ0(V ) par :
– Pour tout simplexe F , γ0(V )F := V
G+F .
– Pour toute paire F ′ ⊂ F , rFF ′ est l’inclusion V G
+
F ⊂ V G+F ′ dont l’existence est assure´e par l’inclusion
G+F ′ ⊂ G+F .
Bien suˆr, l’action de G sur V induit une structure G-e´quivariante sur γ0(V ).
Le point clef de la preuve du the´ore`me 9.1.1 est la proposition suivante qui sera prouve´e dans la
prochaine section :
Proposition 9.2.7 Pour 0 6 i 6 d − 1, il existe un isomorphisme de syste`mes de coefficients G-
e´quivariants en ΛWK-modules(
F 7→ Hd−1+ic (U caF ,Λ)
) ∼−→ γ0(πΛ{1,···,i}(−i)).
De plus, pour p /∈ {d− 1, · · · , 2d− 2}, on a Hpc (U caF ,Λ) = 0 pour toute F .
A` partir de la`, la preuve de 9.1.1 est facile : on sait par [56, Thm 6.8] que les complexes Corc (BT, γ0(π
Λ
I ))
sont des re´solutions des repre´sentations πΛI . La suite spectrale 9.2.4 de´ge´ne`re donc en des isomorphismes
E∗02
∼−→ H∗c (Ωca,Λ)
avec E∗02 = π
Λ
{1,···,i}(−i) si ∗ = d− 1 + i pour 0 6 i 6 d− 1 et E∗02 = 0 sinon.
9.3 Arrangements
Nous commenc¸ons par quelques pre´liminaires simpliciaux et homologiques.
9.3.1 Ensembles partiellement ordonne´s : Soit (X,6) un ensemble muni d’un ordre partiel. On peut
lui associer une cate´gorie note´e encore X dont les objets sont les e´le´ments de X et les ensembles de
morphismes sont singletons ou vides selon que X 6 X ′ ou non, avec une loi de composition e´vidente. On
appelle syste`me de coefficients sur X a` valeurs dans une cate´gorie abe´lienne C tout foncteur X −→ C.
Supposons que X admet un plus petit e´le´ment Z et notons X(0) := X \ {Z}. On peut associer a` X
l’ensemble simplicial dont les sommets sont les e´le´ments de X(0) et les n-simplexes sont les sous-ensembles
totalement ordonne´s a` n+ 1 e´le´ments de X(0). Pour un tel simplexe S on pose XS := max(S) l’e´le´ment
maximal de S. On notera aussi X(n) l’ensemble de ces n-simplexes. Un syste`me de coefficients V : X 7→ VX
sur X induit un syste`me de coefficients sur l’ensemble simplicial associe´ a` X en posant :
– VS := VXS et
– pour tout S ⊂ S′, la fle`che ιS′S : VS −→ VS′ est donne´e par la fle`che associe´e par V a` XS 6 XS′ .
Soient S ⊂ S′ deux simplexes tels que |S′| = |S| + 1. On de´finit un signe ǫS,S′ := (−1)rangS(X′) ou`
S′ = S ∪ {X ′} et rangS(X ′) = |{X ∈ S,X 6 X ′}|. A` un syste`me de coefficients V sur X on associe alors
le complexe de cochaˆınes suivant :
(C∗(X,V), ∂∗) : VZ ∂
0−→
⊕
S∈X(0)
VS ∂
1−→ · · · ∂k−→
⊕
S∈X(k)
VS ∂
k+1−→ · · ·
ou` la diffe´rentielle est de´finie par ∂0 =
∑
X∈X(0) ι
X
Z et
∂k+1 =
⊕
S∈X(k)
 ∑
S′∈X(k+1),S′⊃S
ǫS,S′ι
S′
S
 pour k > 0.
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9.3.2 Arrangements : Soit Z un K-espace analytique compact. On appellera arrangement dans Z
tout ensemble fini X de sous-espaces analytiques compacts stable par intersection et contenant Z. En
particulier X est un ensemble partiellement ordonne´ pour la contenance (c’est a` dire X 6 X ′ si et
seulement si X ⊇ X ′) muni d’un plus petit e´le´ment, Z. On note dX la dimension (i.e. son cardinal moins
1) d’un simplexe maximal.
On s’inte´resse a` la cohomologie de l’ouvert comple´mentaire U(X) := Z \ ⋃X∈X(0) X . Notons jU :
U(X) →֒ Z et iX : X →֒ Z,X ∈ X les inclusions canoniques. Comme dans la section pre´ce´dente, on
dispose de syste`mes de coefficients
– (X ∈ X) 7→ Hpc (Xca,Λ) et
– (X ′ ⊂ X) 7→ ιX′X : (Hpc (Xca,Λ) −→ Hpc (X ′ca,Λ), la fle`che e´tant induite par l’inclusion X ′ →֒ X .
On supposera pour simplifier que les espaces compacts Z et X ∈ X sont ”quasi-alge´briques” (i.e. satis-
font les hypothe`ses de [4, Cor 5.6]). On sait alors que dans le cas ou` Λ est λ-adique, on a simplement
Hpc (X
ca,Λ) = lim←−H
p(Xca,Λ/λn) et les fle`ches de transition ci-dessus se de´duisent des fle`ches naturelles
en cohomologie (sans supports) de torsion.
Proposition 9.3.3 Il existe une suite spectrale WK-e´quivariante
Epq1 (X) = Cq(X, X 7→ Hpc (Xca,Λ))⇒ Hp+qc (U(X)ca,Λ)
dont la diffe´rentielle dpq1 est celle du complexe de cochaˆınes du syste`me de coefficients X 7→ Hpc (Xca,Λ).
Preuve : Encore une fois, ceci est comple`tement standard dans le cas de torsion. Par prudence, nous
expliquons les arguments dans le cas λ-adique.
Comme dans la section pre´ce´dente, tout faisceau abe´lien F sur Z de´finit un syste`me de coefficients F
sur X a` valeurs dans F(Z,Z) en posant
– FX := iX,∗ ◦ i∗X(F).
– la fle`che ιX
′
X pour X 6 X
′ est donne´e par l’inclusion X ′ →֒ X .
Le complexe C∗(X,F) s’augmente alors du terme jU !j∗U (F). On obtient ainsi un complexe
C∗(X,F)+ : jU !j∗U (F) →֒ F ∂
0−→
⊕
S∈X(0)
iXS ,∗i
∗
XS (F)
∂1−→ · · · ∂dX−→
⊕
S∈X(dX )
iXS ,∗i
∗
XS (F)
Lemme 9.3.4 Le complexe C∗(X,F)+ ci-dessus est exact.
Preuve : On le montre sur les fibres en remarquant que si x ∈ Z, le sous ensemble simplicial Xx := {X ∈
X, x ∈ X} est contractile car le sous-ensemble ordonne´ sous-jacent posse`de un e´le´ment maximal, cf [51].

Choisissons maintenant pour tout n ∈ N× une re´solution J ∗n du faisceau constant Λ/λn par des
faisceaux injectifs dans F(Z,Λ/λn). Posons alors I∗n :=
⊕
06i6n J ∗n et πn : I∗n −→ I∗n−1 la projection sur
les (n− 1)-premie`res composantes. On construit ainsi une re´solution injective du Λ•-faisceau (Λ/λn)n sur
Z telle que pour tout X ∈ X et tout p ∈ N,
i) iX,∗i∗X(Ipn)n est un objet lim←− ◦ Γ(Z
ca,−)-acyclique.
ii) Hp(lim←− ◦ Γ(Z
ca, iX,∗i∗XI∗n)) = Hp(Xca,Λ).
En effet, on a des suites exactes
R1lim←−H
q−1(Xca, i∗X(Ipn)) →֒ Rq(lim←− ◦ Γ(Z
ca,−))(iX,∗i∗X(Ipn))։ lim←−H
q(Xca, i∗X(Ipn)),
qui entrainent le point i) puisque pour tous p, n et q > 0, on a Hq(Xca, i∗X(Ipn)) = 0 et pour tout p ∈ N, le
syste`me projectif (Γ(Xca, i∗X(Ipn)))n est a` transitions surjectives, donc lim←−-acyclique. Ce point i) implique
la premie`re e´galite´ ci-dessous
lim←− ◦ Γ(Z
ca, iX,∗i∗XI∗n) = R(lim←− ◦ Γ(Z
ca,−))(iX,∗(Λ/λn))
≃ R(Γ(Zca,−) ◦ lim←−)(iX,∗(Λ
n
λ)n)
≃ R(Γ(Zca,−) ◦ iX,∗
(
Rlim←−((Λ/λ
n)n)
)
≃ R(Γ(Xca,−) ◦Rlim←−((Λ/λ
n)n)
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d’ ou` le point ii).
Ainsi, en appliquant le foncteur lim←− ◦ Γ(Z
ca,−) au bicomplexe C#(X, (I∗n)n), on obtient un quasi-
isomorphisme de complexes
RΓc(Z
ca, (jU !(Λ/λ
n))n)
∼−→ s
(
C#
(
X, X 7→ lim←− ◦ Γ(X
ca, I∗n)
))
.
En filtrant le bicomplexe par l’indice ∗, et par exactitude du foncteur ”complexe de cochaˆınes”, on obtient
donc une suite spectrale
Epq1 = Cq(X, X 7→ Hpc (Xca,Λ))⇒ Hp+qc (Zca, jU !(Λ/λn)n)
dont la diffe´rentielle est celle du complexe de cochaˆınes du syste`me de coefficients X 7→ Hpc (Xca,Λ).
Il nous reste a` montrer que l’application canonique
RΓc(U(X)
ca, (Λ/λn)n) −→ RΓc(Zca, (jU !(Λ/λn))n)
est un quasi-isomorphisme. Ceci n’est pas vrai pour un ouvert quelconque (par exemple pour U = Ω),
mais l’est dans notre cas, car U(X) est distingue´. En effet par [29, 4.1.9] et [29, 4.1.12], on a pour tout q
RqΓc(Z
ca, jU,!(Λ/λ
n)))
∼−→ lim←−H
q
c (Z
ca, jU !(Λ/λ
n))
et le terme de droite est aussi isomorphe a` Hqc (U(X)
ca,Λ), toujours car U(X) est distingue´ et par les
meˆmes re´fe´rences.

9.3.5 Morphismes d’arrangements : Supposons maintenant donne´ un second arrangement X′. Par
de´finition un morphisme d’arrangements X −→ X′ est un couple (f, φ) ou`
– f ∈ Aut(Z) est un automorphisme analytique de Z et
– φ une application strictement croissante X
φ−→ X′ telle que pour tout X ∈ X, on ait φ(X) ⊇ f(X).
Nous dirons aussi parfois que ”φ est un morphisme d’arrangements au-dessus de f”. Notons que sur les
ouverts comple´mentaires, on a U(X′) ⊆ f(U(X)).
L’application φ induit aussi un morphisme d’ensembles simpliciaux qui permet de construire des
morphismes de complexes de cochaˆınes pour des syste`mes de coefficients ade´quates. Par exemple,pour
tout faisceau abe´lien F on de´finit un morphismes de complexes augmente´s C∗(f, φ) : f∗C∗(X′,F)+ −→
C∗(X, f∗F)+ par adjonction du morphisme suivant
f!jU !j
∗
U (f
∗F) // f∗f∗F // · · · //
⊕
S∈X(k) f∗iXS ,∗i
∗
XS
(f∗F) // · · ·
jU ′ !j
∗
U ′(F) //
OO
F // · · · //
⊕
S∈X′(k) iXS ,∗i
∗
XS
(F) //
Ck(φ)
OO
· · ·
ou` la fle`che de gauche est induite par l’inclusion U ′ →֒ f(U) et
Ck(φ) =
⊕
S′∈X′(k)
∑
S∈φ−1(S′)
iS′S
avec iS′S : iXS,∗i∗XS (F) −→ f∗iXS′ ,∗i∗XS′ (f∗F) le morphisme induit par l’inclusion f(XS) →֒ XS′ .
De meˆme, pour tout p on a un morphisme
C∗(f, φ) : C∗(X′, X ′ 7→ Hpc (X ′,Λ)) −→ C∗(X, X 7→ Hpc (X,Λ))
Nous laisserons le lecteur se convaincre de
Proposition 9.3.6 Tout morphisme d’arrangements X
(f, φ)−→ X′ induit un morphisme de suites spectrales
(Epqr )(X
′)p,q,r −→ (Epqr )(X)p,q,r donne´ par le morphisme C∗(f, φ) ci-dessus sur les termes Ep∗1 (X) et com-
patible sur l’aboutissement au morphisme Hp+qc (U(X
′)ca,Λ)
f−1
!−→ Hp+qc (U(X)ca,Λ) induit par l’inclusion
U(X′) →֒ f(U(X)).
Les arrangements de Z munis des morphismes que l’on vient de de´finir forment une cate´gorie Arr(Z).
Le groupe des automorphismes analytiques Aut(Z) agit strictement sur cette cate´gorie.
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9.3.7 Fonctions associe´es a` un sommet : Apre`s ces pre´liminaires simpliciaux, revenons au demi-plan.
Notre but est d’exhiber pour chaque facette F de l’immeuble un arrangement convenable XF dans P(V )
tel que UF = P(V ) \ ∪X∈X(0)F X .
Soit s ∈ BT un sommet de l’immeuble. Choisissons un OK-re´seau ge´ne´rateur V∗ ⊂ V ∗ tel que la
norme
|.|V∗ : V ∗ → R+
f 7→ max{|x|K , x ∈ K∗ t.q. x−1f ∈ V∗}
repre´sente le sommet s. Posons alors xV∗ := supf∈V∗ |f(x)| pour tout x ∈ A(V ). Alors on ve´rifie facilement
que la fonction
[., .]s : (V
∗ \ {0})× (A(V ) \ {0}) → R+
(f, x) 7→ |f(x)|xV∗ |f |V∗
ne de´pend que de s (et pas du choix du re´seau V∗), et se descend en une fonction
[., .]s : P (V
∗)× P(V ) −→ R+.
Lemme 9.3.8 On a τ−1(s∗) = {x ∈ P(V ), ∀f ∈ P (V ∗), [f, x]s > q−1}.
Preuve : (Indications.) Si x ∈ P(V ), on a τ(x) ∈ s∗ si et seulement si il existe k ∈ N et des sommets
voisins de s et deux-a`-deux voisins et distincts s1, · · · sk tels que τ(x) soit dans l’enveloppe convexe stricte
(la facette) des points s, s1, · · · , sk. En e´crivant les normes des si en coordonne´es, on constatera sans
difficulte´s que l’ine´galite´ de l’e´nonce´ est ve´rifie´e.
Re´ciproquement, e´tant donne´ x satisfaisant l’ine´galite´ de l’e´nonce´, on re´cupe`re les si par l’e´galite´
{s, s1, · · · , sk} = {sommets t tels que ∀f ∈ P (V ∗), [f, x]t > q−1}.

9.3.9 Immeuble de Tits : Notons X(0) l’ensemble de tous les sous-K-espaces vectoriels de V ∗ propres
(i.e. non nuls et diffe´rents de V ∗) et X := X(0) ∪ {0}. Ces ensembles sont partiellement ordonne´s par
l’inclusion et le complexe simplicial associe´ a` X(0) est bien connu : il s’agit de l’immeuble de Tits de
PGL(V ∗). Il a e´te´ muni dans [58] d’une topologie “pro-sphe´rique” pour laquelle l’action naturelle de
PGL(V ∗) est continue. Pour W ∈ X on de´finit
W⊥ := {x ∈ P(V ), ∀f ∈W, |f(x)| = 0}.
C’est un sous-espace K-analytique projectif de P(V ) et c’est P(V ) tout entier si W = 0. Pour un sommet
s, on de´finit aussi
Hs(W ) := {x ∈ P(V ), ∀f ∈W, [f, x]s 6 q−1}
Si W = 0 c’est encore P(V ) et si W 6= 0, c’est un domaine analytique compact (au sens de Berkovich)
auquel on peut penser comme a` un certain “voisinage tubulaire” deW⊥. Nous voulons aussi attacher a` une
facette F des voisinages tubulaires HF (W ) de W⊥. Pour cela, rappelons qu’une telle facette correspond
a` une suite infinie (· · · ⊂ V∗i ⊂ V∗i+1 ⊂ · · ·)i∈Z
de O-re´seaux dans V ∗ telle que pour tout i ∈ Z, V∗i = ̟KV∗i+q+1 ou` q est la dimension de F . Par ailleurs,
un e´le´ment x ∈ P(V ) est repre´sente´ par une semi-norme multiplicative x˜ sur S(V ∗). Notons κ(x) le corps
des fractions de l’anneau quotient de S(V ∗) par l’ide´al {f ∈ S(V ∗), |f(x)| = 0}. Ce corps est muni d’une
norme re´siduelle et on a une factorisation :
x˜ : S(V ∗) −→ κ(x) ||κ(x)−→ R+
dont nous noterons encore x˜ la fle`che de gauche. Nous posons alors
HF (W ) := {x ∈ P(V ), ∀i ∈ Z, x˜(W ∩ V∗i+1) ⊆ x˜(V∗i )},(9.3.10)
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le choix de x˜ au-dessus de x e´tant clairement indiffe´rent. Lorsque F = s = (· · ·̟−iK V∗ ⊂ ̟−i−1K V∗ ⊂ · · ·)
est un sommet, la de´finition co¨ıncide avec la pre´ce´dente en vertu des e´quivalences
∀i ∈ Z, x˜(W ∩ V∗i+1) ⊆ x˜(V∗i ) ⇔ x˜(W ∩ V∗) ⊆ ̟K x˜(V∗)
⇔ ∀f ∈ W t.q. |f |V∗ = 1, |f(x)| 6 q−1xV∗
Par ailleurs, il est clair que si F ′ ⊂ F , alors pour tout W , on a HF ′(W ) ⊂ HF (W ).
Proposition 9.3.11 Notons XF l’ensemble de tous les ferme´s HF (W ) obtenus pour W parcourant X.
i) Pour toute facette F , XF est un arrangement dans P(V ) dont l’ouvert comple´mentaire est UF =
τ−1(F ∗).
ii) L’application W 7→ HF (W ) est strictement croissante et induit pour tout k une bijection :
X(k)/G+F
∼−→ X(k)F .
En particulier lorsque F ′ ⊂ F , on obtient une application croissante XF −→ XF ′ qui est un mor-
phisme d’arrangement au-dessus de l’identite´ (cf 9.3.5).
iii) Pour tout g ∈ PGL(V ) et toute facette F , l’application W 7→ g∗(W ) induit un isomorphisme
d’arrangements XF
∼−→ XgF au dessus de g.
iv) Pour toute facette F et tout W ∈ X+, l’application canonique Hq(HF (W )ca,Λ) −→ Hq(W⊥ca,Λ)
est un isomorphisme pour tout q > 0.
Preuve : Soit F une facette repre´sente´e par la suite de re´seaux
(· · · ⊂ V∗i ⊂ V∗i+1 ⊂ · · ·)i∈Z. De la de´finition
9.3.10, on de´duit que pour W,W ′ ∈ X(0), on a
HF (W ) = HF (W ′) si et seulement si ∀i ∈ Z, W ∩ V∗i + V∗i−1 =W ′ ∩ V∗i + V∗i−1.
Ceci a deux conse´quences :
i) Si F ′ ⊂ F , on a HF ′(W ) = HF ′(W ′) ⇒ HF (W ) = HF (W ′), ou, en d’autres termes, l’application
W 7→ HF (W ) se factorise par l’application W 7→ HF ′(W ).
ii) D’apre`s l’e´galite´ G+F = {g ∈ G, ∀i ∈ Z, gV∗i ⊆ V∗i et g|V∗i /V∗i−1 = Id}, l’application W 7→ HF (W )
se factorise par X −→ X/G+F −→ XF . En particulier, XF est fini.
Pour W,W ′ ∈ X(0), on veut maintenant trouver W ′′ tel que
HF (W ) ∩HF (W ′) = HF (W ′′).
Pour cela, le sous-espace W ′′ ⊂ V ∗ doit ve´rifier
∀i ∈ Z, W ′′ ∩ V∗i + V∗i−1 =W ∩ V∗i +W ′ ∩ V∗i + V∗i−1.
Il suffit bien-suˆr que l’e´galite´ ci-dessus soit ve´rifie´e pour i ∈ {0, · · · , q + 1} ou` q est la dimension de F .
Plus ge´ne´ralement, on a :
Lemme 9.3.12 Dans le contexte ci-dessus, soit (Wi)i=0,···,q+1 une famille de sous-k-espaces vectoriels
respectifs des espaces Vi := V∗i /V∗i−1. Alors il existe un sous-espace W ⊂ V ∗ tel que pour tout i, l’image
de W ∩ V∗i dans Vi soit Wi.
La preuve de ce lemme se rame`ne a` un simple exercice d’alge`bre line´aire sur le k-espace vectoriel̟−1V∗0/V∗0
que nous laissons au lecteur... Moyennant quoi, l’ensemble XF est bien un arrangement au sens de 9.3.2.
Dans le cas ou` F = s est un sommet, la premie`re de´finition que nous avons donne´e de Hs(W ) et
le lemme 9.3.8 montrent que l’ouvert comple´mentaire de Xs est bien Us = τ
−1(s∗). Pour une facette
ge´ne´rale, on a τ−1(F ∗) =
⋂
s∈F τ
−1(s∗) et les inclusions Hs(W ) ⊂ HF (W ) pour chaque sommet s ∈ F
montrent que l’ouvert comple´mentaire de XF est inclus dans τ
−1(F ∗). Pour montrer l’autre inclusion,
c’est un peu plus de´licat ; fixons W ∈ X(0) et convenons de noter Wi l’image de W ∩ V∗i dans Vi. En
appliquant le lemme pre´ce´dent, on trouve des sous-espaces Wi ⊂ V ∗ tels que :
∀j ∈ Z, l’image de Wi ∩ V∗j dans V∗j /V∗j−1 =
{
Wj si j = i mod q
0 si j 6= i mod q
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On ve´rifie alors sur les de´finitions que HF (W ) =
⋂
i=0,···,q+1HF (Wi) et que d’autre part, si si de´signe le
sommet de F repre´sente´ par le re´seau V∗i , alors
HF (Wi) = Hsi−1(Wi).
Il s’ensuit que HF (W ) est inclus dans le comple´mentaire de τ−1(F ∗), et on obtient ainsi la deuxie`me inclu-
sion cherche´e. Enfin, la discussion pre´ce´dente montre aussi que les HF (W ) sont des domaines analytiques
compacts de P(V ) (puisqu’on le sait pour les Hsi−1(Wi)) et la preuve du i) est maintenant acheve´e.
Passons a` ii) : la croissance deW 7→ HF (W ) est claire (rappelons que X est ordonne´ par inclusion et XF
par contenance !). Pour voir la stricte croissance, il suffit de remarquer que dimK(W ) =
∑q+1
i=0 dimk(Wi) et
de rappeler que HF (W ) = HF (W ′) si et seulement si Wi =W ′i pour tout i ∈ Z. On a de´ja remarque´ que
la surjection X(k) −→ X(k)F se factorise par X(k) −→ X(k)/G+F . Le fait que l’application X(k)/G+F −→ X(k)F
est une bijection a e´te´ montre´ par Schneider-Stuhler [56, Corollary 6.5.].
Le point iii) est une conse´quence e´vidente des de´finitions.
Pour la preuve de iv), on s’inspire de l’ide´e de [56, Prop 1.6] : traduite dans nos notations, elle consiste
a` exhiber une re´traction p : HF (W ) −→ W⊥ de l’immersion i : W⊥ →֒ HF (W ) dont les fibres sont des
polydisques affino¨ıdes. En effet, lorsqu’on a une telle re´traction et lorsque Λ est de torsion (premie`re a` p),
on conside`re les morphismes canoniques d’adjonction
ΛW⊥
can−→ Rp∗p∗ΛW⊥ can−→ Rp∗i∗i∗p∗ΛW⊥ ≃ ΛW⊥ .
L’isomorphisme de droite vient de l’e´galite´ p ◦ i = IdW⊥ et la compose´e de ces deux morphismes est
l’identite´ du faisceau ΛW⊥ . D’autre part, d’apre`s Berkovich [3, 7.4.2] et notre hypothe`se sur les fibres de
p, la premie`re fle`che est un isomorphisme. La deuxie`me est donc aussi un isomorphisme et en appliquant
le foncteur RΓ(W⊥ca, .) a` cette deuxie`me fle`che on obtient le re´sultat voulu, a` savoir que l’application
canonique de restriction RΓ(HF (W )ca,Λ) −→ RΓ(W⊥ca,Λ) est un isomorphisme. Ceci re`gle le cas de
torsion. Comme les espaces HF (W ) et W⊥ sont compacts et quasi-alge´briques, on de´duit le cas λ-adique
par passage a` la limite graˆce aux isomorphismes Hq(Xca,Λ)
∼−→ lim←− H
q(Xca,Λ/λn) valable pour de tels
espaces.
Pour construire l’application p, on choisit des supple´mentaires Yi de Wi dans Vi pour i = 0, · · · , q + 1
(avec les notations de´ja introduites plus haut) et on applique le lemme pre´ce´dent pour trouver un sous-
espace Y ⊂ V ∗ tel que pour tout i = 0, · · · , q + 1, l’image de Y ∩ V∗i dans Vi soit Yi. On remarque que
Y ⊥ ∩W⊥ = ∅ et dim(Y ⊥) + dim(W⊥) = d− 2, de sorte que l’on peut de´finir p : P(V ) \ Y ⊥ −→ W⊥ la
projection line´aire sur W⊥ de centre Y ⊥. On a
Y ⊥ ∩HF (W ) = {x ∈ P(V ), x˜(Y ) = 0 et ∀i ∈ Z, x˜(W ∩ V∗i ) ⊆ x˜(V∗i−1)}
⊆ {x ∈ P(V ), ∀i ∈ Z, x˜(V∗i ) ⊆ x˜(V∗i−1)}
= ∅,
la dernie`re e´galite´ venant de la non-nullite´ de x˜ associe´ a` x ∈ P(V ). Donc p est bien de´finie sur HF (W )
et il est clair que c’est une re´traction de l’inclusion i :W⊥ →֒ HF (W ).
On veut maintenant e´tudier les fibres de p et de p|HF (W ). Pour cela on fixe un e´le´ment x deW
⊥ ⊂ P(V ).
On note κ̂(x) la comple´tion du corps re´siduel κ(x) en x ; la fibre de p au-dessus de x est naturellement
munie d’une structure de κ̂(x)-espace analytique affine. Pour expliciter cette structure, notons Vx :=
V ⊗K κ̂(x) et P(Vx) le κ̂(x)-espace projectif associe´. Notons aussi V ∗x = Yx ⊕Wx la de´composition de
V ∗x := V
∗⊗K κ̂(x) obtenue de la de´composition V ∗ = Y ⊕W par extension des scalaires de K a` κ̂(x). On
notera aussi Y ⊥x = {z ∈ P(Vx), ∀f ∈ Yx, |f(z)| = 0} le sous-espace projectif “othogonal” associe´ a` Yx ;
on a e´videmment Y ⊥x ≃ Y ⊥⊗̂K κ̂(x). Posons alors
Y (x) = {f ∈ Yx, |f(x)| = 0} ⊆ Yx ⊂ V ∗x
(On voit ici x comme un point de l’espace P(Vx)). La fibre de p en x munie de sa structure de κ̂(x)-espace
analytique est
p−1(x) ≃ Y (x)⊥ \ Y ⊥x ⊂ P(Vx).
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C’est un espace affine dont l’alge`bre de fonctions analytiques est la localisation de l’alge`bre gradue´e
S(V ∗x /Y (x)) par un ge´ne´rateur, disons fx, de Yx/Y (x). Ainsi l’application
α : S(Wx) → S(V ∗x /Y (x))fx
f 7→ ff−1x
induit un isomorphisme d’espaces κ̂(x)-affines
α∗ : p−1(x) ∼−→ A(Wx).
On veut maintenant calculer la fibre de p|HF (W ) en x, c’est-a`-dire l’image par l’isomorphisme α
∗ de
l’intersection p−1(x) ∩HF (W ).
La suite strictement croissante de OK-re´seaux (V∗i )i∈Z dans le K-espace V ∗ repre´sentant la facette
F induit par extension des scalaires puis passage au quotient une suite croissante de re´seaux (X ∗i )i∈Z de
Oκ̂(x)-re´seaux dans le κ̂(x)-espace V ∗x /Y (x). Identifions Wx avec son image dans V ∗x /Y (x) ; notre choix
du K-espace Y nous assure que
∀i ∈ Z, X ∗i = (X ∗i ∩Wx)⊕ (X ∗i ∩ (Yx/Y (x))).
Remarquons qu’il existe un unique i ∈ Z tel que fx ∈ X ∗i ∩(Yx/Y (x))\X ∗i−1∩(Yx/Y (x)). Nous supposerons,
quitte a` effectuer un de´calage dans la nume´rotation des re´seaux initiaux V∗i , que i = −q− 1. Ceci permet
d’e´crire pour i = 1, · · · , q + 1 :
X ∗−i = (Wx ∩ X ∗−i)⊕Oκ̂(x).fx
et pour i = 0,
X ∗0 = (Wx ∩ X ∗0 )⊕Oκ̂(x).̟−1K fx.
Maintenant, nous pouvons choisir une Oκ̂(x)-de´composition
Wx ∩ X ∗0 = L0 ⊕ · · · ⊕ Lq
avec e´ventuellement Li = 0 pour certains i mais telle que
Wx ∩ X ∗−1 = ̟KL0 ⊕ L1 · · · ⊕ Lq
...
Wx ∩ X ∗−q = ̟KL0 ⊕ · · · ⊕̟KLq−1 ⊕ Lq
Pour un sous-Oκ̂(x)-module X de type fini de V ∗x /Y (x) et un e´le´ment y ∈ p−1(x) vu comme une norme
sur l’alge`bre S(V ∗x /Y (x)), notons
y(X ) := sup
f∈X
|f(y)|.
Alors la condition pour que y ∈ HF (W ) s’e´crit
(∀i ∈ {0, · · · , q}, y(Wx ∩ X−i) 6 y(X−i−1))
ou encore
sup(y(L0), · · · , y(Lq)) 6 sup(q−1K y(L0), y(L1) · · · , y(Lq), |fx(y)|)
sup(q−1K y(L0), · · · , y(Lq)) 6 sup(q−1K y(L0), q−1K y(L1), y(L2), · · · , |fx(y)|)
...
sup(q−1K y(L0), · · · , q−1K y(Lq−1), y(Lq)) 6 sup(q−1K y(L0), · · · , q−1K y(Lq), |fx(y)|)
Nous allons montrer que ce syste`me d’ine´galite´s est e´quivalent a` la seule ine´galite´
sup(y(L0), · · · , y(Lq)) 6 |fx(y)|.(9.3.13)
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Tout d’abord, il est clair que si 9.3.13 est ve´rifie´e alors le syste`me d’ine´galite´s ci-dessus l’est aussi.
Re´ciproquement, supposons le syste`me d’ine´galite´s ve´rifie´ et notons k ∈ {0, · · · , q} le plus grand in-
dice tel que y(Lk) = supi=0,···,q(y(Li)). Alors la k + 1-ie`me ligne du syste`me nous dit que y(Lk) 6
sup(q−1K y(L0), · · · , q−1K y(Lk), y(Lk+1), · · · , y(Lq), |fx(y)|). Mais le choix de k entraine alors que y(Lk) 6
|fx(y)|.
On en de´duit que l’isomorphisme α∗ envoie p−1(x) ∩ HF (W ) sur le polydisque DX0 de A(Wx) de´fini
par
DX0 := {z ∈ A(Wx), sup
f∈Wx∩X ∗0
|f(z)| 6 1}.

9.3.14 Le syste`me de suites spectrales Epqr : D’apre`s la proposition pre´ce´dente, on a construit un syste`me
de coefficients F 7→ XF , G-e´quivariant sur BT en arrangements (i.e a` valeurs dans la cate´gorie Arr(P(V ))
de´finie en 9.3.5). Par fonctorialite´, on en de´duit plusieurs autres syste`mes de coefficients G-e´quivariants
comme
– un syste`me en suites spectrales Epqr : F 7→ Epqr (XF ) dont le E1 est donne´ par
– des syste`mes en complexes de ΛWK-modules E
p∗
1 : F 7→ C∗(XF , X 7→ Hp(Xca,Λ)), et le syste`me
des aboutissements est un gradue´
– des syste`mes F 7→ Hp+qc (U caF ,Λ).
Pre´cisons seulement que pour construire le syste`me en suites spectrales, il faut choisir les re´solutions
(J ∗n )n de la preuve de 9.3.3 de manie`re G-e´quivariante, i.e. dans F(P(V ),ΛGdisc).
Introduisons maintenant le sous-ensemble
X(p) := {W ∈ X, Hp(W⊥,Λ) 6= 0}.
C’est un sous-ensemble partiellement ordonne´ plein de X qui est non-vide seulement si p est pair et
6 2d− 2. Dans ce cas, l’ensemble simplicial associe´ est profini de dimension d− 1 − p/2, et a e´te´ e´tudie´
par Schneider et Stuhler [56, prop 3.6.,proof]. Le dictionnaire avec leurs notations est le suivant : X(p)(k)
s’e´crirait avec leurs notations NT (d−1−p/2)k . Nous renvoyons a` loc. cit, notamment avant leur lemme 3.3.,
pour la de´finition pre´cise de la topologie sur X(p)(k) et nous noterons C∞(X(p)(k),Λ) le Λ-module des
fonctions localement constantes X(p)(k) −→ Λ. Suivant Schneider et Stuhler, on associe a` X(p) le complexe
de cochaˆınes continues (C∗(X(p),Λ), ∂∗) suivant :
Λ
∂0−→ C∞(X(p)(0),Λ) ∂1−→ · · · ∂k−→ C∞(X(p)(k),Λ) ∂k+1−→ · · · ∂d−1−p/2−→ C∞(X(p)(d−1−p/2),Λ)
ou` la diffe´rentielle est de´finie comme la somme alterne´e des applications de de´ge´ne´re´scence (version con-
tinue de 9.3.1). Ce complexe est naturellement un complexe de ΛG-modules lisses admissibles.
Proposition 9.3.15 Il existe pour tout p ∈ N pair et 6 2d−2 un isomorphisme de syste`mes de coefficients
G-e´quivariants en complexes de ΛWK-modules :
Ep∗1
∼−→
(
F 7→ C∗(X(p),Λ)G+F (−p/2)
)
.
Pour p impair, Ep∗1 = 0.
Preuve : Commenc¸ons par souligner les conse´quences suivantes du point iv) de la proposition 9.3.11 :
i) La cohomologie de HF (W ) est donne´e par
Hp(HF (W )ca,Λ) ≃
{
Λ(−p/2) si p 6 2c(W ) est pair.
0 sinon
ou` c(W ) de´signe la codimension du sous-espace W de V ∗.
ii) Pour toute facette F et tous W,W ′ tels que HF (W ′) ⊂ HF (W ), l’application
Hp(HF (W )ca,Λ) −→ Hp(HF (W ′)ca,Λ)
est un isomorphisme pour tout p 6 2c(W ′).
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iii) Pour tout W ∈ X(0) et toutes facettes F ′ ⊂ F , l’application canonique
Hp(HF (W )ca,Λ) −→ Hp(HF ′(W )ca,Λ)
est un isomorphisme pour tout p.
Fixons maintenant F et introduisons le sous-ensemble
XF (p) = {X ∈ XF , Hp(Xca,Λ) 6= 0}.
C’est un sous-ensemble partiellement ordonne´ de XF tel que X 6 X
′ ∈ XF ⇒ X ∈ XF (par ii) ci-dessus)
et qui est non vide seulement si p = 2i est pair et 6 2d− 2 (par i)). Toujours d’apre`s i) et ii) ci-dessus,
le syste`me de coefficients X 7→ Hp(Xca,Λ) sur XF est supporte´ par XF (p) et y est constant. On a donc
une identite´ de complexes de cochaˆınes
C∗(XF (p),Λ)(−p/2) ∼−→ C∗(XF , X 7→ Hp(Xca,Λ))
ou` Λ dans le terme de gauche de´signe le syste`me de coefficients sur XF (p) constant X 7→ Λ.
De plus, par iii) l’application XF ′ −→ XF pour F ′ ⊂ F envoie XF ′(p) dans XF (p) et pour tout g ∈ G,
Xg(F )(p) = g(XF (p)). En re´sume´, le terme E1 est donne´ en tant que syste`me de coefficients G-e´quivariant
en ΛWK-modules par
Ep∗1 = (F 7→ C∗(XF (p),Λ)(−p/2)) .
Il re´sulte maintenant de 9.3.11 ii) que pour tout k > 0 et toute facette F , l’application canonique
X −→ XF induit une bijection X(p)(k)/G+F ∼−→ XF (p)(k). De cette bijection on tire un isomorphisme de
complexes de Λ-modules :
C∗(XF (p),Λ) ∼−→ C∗(X(p),Λ)G
+
F .
Par construction les isomorphismes ainsi obtenus sont compatibles a` l’action de G et aux inclusions de
facettes : ce sont des isomorphismes de syste`mes de coefficients G-e´quivariants sur BT a` valeurs dans les
complexes de Λ-modules. On a donc termine´ la preuve.

Corollaire 9.3.16 Le terme E2 du syste`me de suites spectrales 9.3.14 est donne´ par
Epq2 ≃
{
γ0(π
Λ
{1,···,p/2})(−p/2) si p 6 2d− 2 est pair et q = d− 1− p/2
0 sinon
Preuve : D’apre`s Schneider et Stuhler [56, lemma 4.1], la cohomologie du complexe C∗(X(p),Λ) est
concentre´e en degre´ d− 1− p/2 et est isomorphe a` πΛ{1,···,p/2}(−p/2).

9.3.17 Fin de la preuve de la proposition 9.2.7 : D’apre`s le corollaire pre´ce´dent, le syste`me de suites
spectrales (ou si l’on pre´fe`re, la suite spectrale en syste`mes de coefficients) Epqr de´ge´ne`re en E2 et fournit
des isomorphismes
E2i,d−1−i2
∼−→ (F 7→ Hd−1+i(U caF ,Λ)) .
10 Appendice 2
10.1 Crite`res de scindage d’un complexe
Le but de cette section est de donner des crite`res de scindage d’un complexe cohomologiquement
borne´ d’une cate´gorie de´rive´e. Ces crite`res sont tre`s simples et certainement bien connus des spe´cialistes
– comme l’a signale´ G. Laumon a` l’auteur, on trouve de´ja dans Deligne [22] un e´nonce´ semblable a` 10.1.4
ci-dessous, mais un un peu trop diffe´rent pour eˆtre cite´ tel quel. Le cadre naturel, un peu plus ge´ne´ral,
est celui des cate´gories triangule´es.
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10.1.1 Soit D une cate´gorie triangule´e munie d’une t-structure (D60,D>0) non-de´ge´ne´re´e, cf [1, 1.3.7.].
On utilise les notations habituelles : τ6q et τ>q pour les endofoncteurs de troncation et Hq := τ6qτ>q[q] =
τ>qτ6q[q] = τ>0τ60 ◦ [q] les (endo)foncteurs cohomologiques. On note aussi D+, resp. D− et Db les sous-
cate´gories triangule´es forme´es des objets X tels que Hq(X) = 0 pour q << 0, resp. q >> 0, resp. q << 0
ou q >> 0 (dans ce dernier cas X est dit “cohomologiquement borne´”).
Nous dirons qu’un objet X est scindable, s’il est cohomologiquement borne´ et s’il existe un isomor-
phisme dans D
α : X
∼−→
⊕
q
Hq(X)[−q].
Un tel isomorphisme sera appele´ un scindage s’il induit l’identite´ en cohomologie, c’est-a`-dire si pour tout
q ∈ Z, on a Hq(α) = IdHq(X).
Lemme 10.1.2 Soit X ∈ D−. Fixons q ∈ Z et supposons que HomD
(Hl(X)[k],Hq(X)) = 0 pour tout
couple d’entiers (l, k) tel que l + k = q − 1. Alors l’application
Hq : HomD (X,Hq(X)[−q]) −→ HomD (Hq(X),Hq(X))
est surjective.
Preuve : Quitte a` de´caler, on peut supposer que q = 0, ce que nous ferons. L’application en question
s’inscrit dans un diagramme
HomD
(
X,H0(X)) H0 //
τ60

HomD
(H0(X),H0(X))
HomD
(
τ60(X),H0(X)
) τ>0
44iiiiiiiiiiiiiiiii
ou` la fle`che note´e τ>0 est bijective et la fle`che note´e τ60 est la composition avec le morphisme canonique
τ60(X) −→ X . Ainsi, l’application de l’e´nonce´ est surjective si et seulement si pour tout morphisme
γ : τ60(X) −→ H0(X), on peut comple´ter le diagramme suivant
τ>0(X)[−1] −1 // τ60(X) can //
γ

X
φ||
can //
H0(X)
.
Une condition ne´cessaire est bien-suˆr que γ ◦−1 = 0, et l’axiome de l’octae`dre montre que cette condition
est suffisante. Nous allons en fait montrer par re´currence sur l’entier n ∈ Z tel que X ∈ D6n que
l’hypothe`se de l’e´nonce´ (c’est-a`-dire : HomD
(Hl(X)[k],H0(X)) = 0 pour tout couple d’entiers (l, k) tel
que l + k = −1) implique
HomD
(
τ>0(X)[−1],H0(X)
)
= 0,
ce qui sera suffisant pour prouver le lemme.
Remarquons que si n 6 0, on a τ>0(X) = 0 et la proprie´te´ cherche´e est imme´diate. Supposons
donc n > 0 et la proprie´te´ montre´e pour n − 1. Soit X ∈ D6n. L’objet τ<n(X) est dans D6n−1 et
ve´rifie l’hypothe`se du lemme, on peut donc lui appliquer l’hypothe`se de re´currence. Le triangle distingue´
τ>0τ<n(X) −→ τ>0(X) −→ Hn(X)[−n] fournit une suite exacte
HomD
(Hn(X)[−1− n],H0(X)) −→ HomD (τ>0(X)[−1],H0(X))
−→ HomD
(
τ>0τ<n(X)[−1],H0(X)
)
.
Le premier terme est nul par hypothe`se, ainsi que le dernier par hypothe`se de re´currence (remarquer que
la fle`che canonique H0(τ<n(X)) −→ H0(X) est un isomorphisme), le terme du milieu est donc nul aussi.

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Corollaire 10.1.3 Soit X ∈ D cohomologiquement borne´. Supposons que
HomD
(Hl(X)[k],Hq(X)) = 0
pour tout triplet d’entiers (q, l, k) tel que l + k = q − 1. Alors X est scindable.
Preuve : D’apre`s le lemme pre´ce´dent, pour tout q ∈ Z on peut trouver αq : X −→ Hq(X)[−q] tel que
Hq(αq) = IdHq(X). Le morphisme somme⊕
q
αq : X −→
⊕
q
Hq(X)[−q]
induit l’identite´ en cohomologie et par conse´quent est un isomorphisme, car la t-structure est non-
de´ge´ne´re´e. 
Dans le lemme suivant on suppose de plus que D est R-line´aire pour un anneau commutatif R fixe´.
Lemme 10.1.4 Soit X un objet cohomologiquement borne´ de D et φ ∈ EndD (X). On suppose donne´e
une famille de polynoˆmes Pq(T ) ∈ R[T ], q ∈ Z, presque tous e´gaux a` 1, et tels que pour tout q ∈ Z, on
ait Pq(Hq(φ)) = 0 dans EndD (Hq(X)).
i) Posons P (T ) :=
∏
q∈Z Pq(T ), alors on a P (φ) = 0 dans EndD (X).
ii) Supposons de plus que pour tous p 6= q, on a PqR[X ] + PpR[X ] = R[X ]. Alors il existe un unique
scindage
α : X −→
⊕
q
Hq(X)[−q]
tel que αφα−1 =
⊕
qHq(φ)[−q].
Preuve : Pour le point i) on proce`de par re´currence sur l’amplitude cohomologique de X en utilisant le
re´sultat auxiliaire suivant :
Soient a ∈ Z et P−(T ), P+(T ) ∈ R[T ] deux polynoˆmes tels que P−(τ6a(φ)) = 0 dans EndD (τ6a(X))
et P+(τ>a(φ)) = 0 dans EndD (τ>a(X)). Alors P−P+(φ) = 0 dans EndD (X).
Nous laisserons la re´currence au lecteur, mais nous allons montrer l’assertion ci-dessus. On de´finit un
morphisme ψ− : τ>a(X) −→ X par le diagramme commutatif suivant :
τ6a(X)
ιa //
τ6a(P−(φ))=0

X
ρa //
P−(φ)

τ>a(X)
ψ−
||
+1 //
τ6a(X) // X // τ>a(X)
+1 //
L’existence de ψ− est assure´e par l’axiome de l’ocate`dre applique´ a` la composition P−(φ) ◦ ιa = 0. De
meˆme on de´finit ψ+ : X −→ τ6a(X) par le diagramme
τ6a(X)
ιa // X
ρa //
P+(φ)

ψ+
||
τ>a(X)
+1 //
τ>a(P+(φ))=0

τ6a(X) // X // τ>a(X)
+1 //
.
On calcule alors (P−P+)(φ) = P−(φ) ◦ P+(φ) = ψ− ◦ ρa ◦ ιa ◦ ψ+ = 0 car ρa ◦ ιa = 0.
Pour l’existence dans le point ii), on proce`de encore par re´currence sur l’amplitude cohomologique de
X en utilisant le re´sultat auxiliaire suivant :
En gardant les notations ci-dessus, supposons que P−(X)R[X ] + P+(X)R[X ] = R[X ]. Alors il existe
un isomorphisme
αa : X
∼−→ τ6a(X)⊕ τ>a(X)
tel que τ6a(αa) = Idτ6a(X), τ>a(αa) = Idτ>a(X) et αaφα
−1
a = τ6a(φ)⊕ τ>a(φ).
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Nous laissons a` nouveau la re´currence au lecteur, mais nous prouvons cette assertion. Pour cela,
remarquons que quitte a` remplacer P−, resp. P+, par un de ses multiples dans R[X ], on peut supposer
P−(X) + P+(X) = 1. Nous allons montrer que les morphismes
αa : X
ψ+ ⊕ ρa−→ τ6a(X)⊕ τ>a(X) et βa : τ6a(X)⊕ τ>a(X) ιa ⊕ ψ−−→ X
sont inverses l’un de l’autre. On a d’abord βa ◦ αa = ψ−ρa + ιaψ+ = P−(φ) + P+(φ) = IdX . Par ailleurs
αa◦βa = ψ+ιa⊕ρaψ−. Montrons que ρaψ− = Idτ>a(X), le raisonnement sera identique et omis pour ψ+ιa.
Tout d’abord, puisque τ>a(P+(φ)) = 0, on a τ>a(P−(φ)) = Idτ>a(X). Il nous suffira donc de montrer que
le triangle du bas du diagramme suivant est commutatif
X
ρa //
P−(φ)

τ>a(X)
ψ−
||
τ>a(P−(φ))=Id

X // τ>a(X)
sachant que celui du haut l’est, par de´finition. La commutativite´ de celui du haut et du carre´ exte´rieur
donnent l’e´galite´ ρaψ−ρa = τ>a(P−(φ)) ◦ ρa dans HomD (X, τ>a(X)). En appliquant le foncteur τ>a et
en tenant compte de ce que τ>a(ρa) = Idτ>a(X) (en identifiant τ>a(τ>a(X)) et τ>a(X)) et de ce que
τ>a(ρaψ−) = ρaψ−, on obtient l’e´galite´ cherche´e ρaψ = τ>a(P−(φ)).
L’isomorphisme αa ainsi construit ve´rifie bien τ6a(αa) = Idτ6a(X) et τ>a(αa) = Idτ>a(X). On calcule
aussi αaφβa = ρaφψ− ⊕ ψ+φιa. Or, ρaφψ− = τ>a(φψ−ρa) = τ>a(φ)τ>a(P−(φ)) = τ>a(φ) et de meˆme on
calcule ψ+φιa = τ6a(φ).
Il reste a` voir l’unicite´ de α dans le point ii). Soit β un second isomorphisme ve´rifiant les proprie´te´s
requises par le point ii). L’automorphisme βα−1 de
⊕Hq(X)[−q] commute a` l’endomorphisme H(φ) :=⊕Hq(φ)[−q]. Soit S ⊂ Z le support cohomologique de X . Fixons des polynoˆmes (Qq)q∈S tels que
Qq ∈
∏
p6=q
Pp.R[X ] et
∑
q∈S
Qq = 1.
Alors l’endomorphime Qq(H(φ)) est nul sur les Hp(X)[−p], p 6= q et envoie Hq(X)[−q] identiquement
dans lui-meˆme. Comme l’automorphisme βα−1 commute aux Qq(H(φ)), il est de la forme
⊕
q γq[q] avec
γq ∈ EndD (Hq(X)) . Mais comme il doit aussi induire l’identite´ en cohomologie on a γq = IdHq(X) et par
suite βα−1 = Id.

Remarque La preuve du point i) montre plus pre´cise´ment que si on se donne une famille d’endo-
morphismes (φq)q∈Z de X , presque tous e´gaux a` IdX et tels que pour tout q ∈ Z, Hq(φq) = 0, alors la
compose´e
· · · ◦ φq−1 ◦ φq ◦ φq+1 ◦ · · · ∈ EndD (X)
est nulle. (Mais pas ne´cessairement celle dans l’autre sens !)
10.2 De´composition ”par le niveau” de ModΛ(G)
Soit G = G(F ) le groupe des points rationnels d’un groupe alge´brique re´ductif G de´fini sur un
corps local non-archime´dien F de caracte´ristique re´siduelle p. Le but de cette section est d’e´tendre a` la
cate´gorie ModZ[ 1p ](G) des repre´sentations lisses de G a` coefficients dans Z[
1
p ] la de´composition ”par le
niveau”, implicite dans les travaux de Moy et Prasad en caracte´ristique ze´ro, et e´tendue au cas d’un corps
de coefficients de caracte´ristique positive 6= p par Vigne´ras dans [65, II.5].
Cette de´composition intervient a` plusieurs endroits du texte principal (6.4.15 et 3.2.12) par son corol-
laire suivant : si (π, V ) est une Z[ 1p ]-repre´sentation lisse, alors le complexe de chaˆınes du syste`me de
coefficients sur l’immeuble de Bruhat-Tits associe´ par Schneider-Stuhler (cf [58], [63]) a` (π, V ) est acy-
clique. Lorsque G = GL(n), on a des re´sultats un peu plus pre´cis qui permettent notamment de prouver
le fait 6.4.9.
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Les arguments reposent in fine sur les constructions de Moy et Prasad dans [47]. Celles-ci fonctionnent
bien sous des hypothe`ses de ramification mode´re´e pour G. Nous n’avons besoin dans ce texte que du cas
G de´ploye´, donc ces hypothe`ses sont satisfaites.
10.2.1 De´composition de cate´gories abe´liennes : Nous rappelons ici un peu d’abstract nonsense. Soit
C une cate´gorie abe´lienne (avec limites inductives exactes). Pour une famille (Qn)n∈N d’objets de C on
conside`re les proprie´te´s suivantes :
– (PROJ) Chaque Qn est projectif et de type fini (”compact”).
– (DISJ) Si n 6= m, alors HomC (Qn, Qm) = 0.
– (GEN) Pour tout objet V de C, on a HomC (
⊕
nQn, V ) 6= 0.
Par ailleurs, pour tout objet V de C, posons
Vn :=
∑
φ∈HomG (Qn,V )
im φ ⊆ V,
un sous-objet de V . Les proprie´te´s (PROJ) et (GEN) impliquent que V =
∑
n Vn. La proprie´te´ (DISJ),
toujours avec (PROJ), assure que la somme est directe, i.e. V =
⊕
n Vn. On peut paraphraser cela en
introduisant la sous-cate´gorie pleine Cn de C forme´e des objets ve´rifiant HomC (Qm, V ) = 0 pour tout
m 6= n. On obtient en effet une de´composition de C en une somme directe de sous-cate´gories ”facteurs
directs” C ≃⊕n Cn.
Plus ge´ne´ralement, pour I ⊂ N, notons CI la sous-cate´gorie pleine de C forme´e des objets ve´rifiant
HomC (Qm, V ) = 0 pour m /∈ I. Alors CI est une sous-cate´gorie ”facteur direct” de C et si PI est un objet
projectif et ge´ne´rateur de CI (i.e. HomC (PI , V ) 6= 0 pour tout objet V de CI), alors le foncteur
C → Mod(EndC (PI))
V 7→ HomC (PI , V )
induit une e´quivalence de cate´gories entre CI et la cate´gorieMod(EndC (PI)) de tous les modules a` droite
sur l’anneau EndC (PI). Une e´quivalence inverse est donne´e par :
Mod(EndC (PI)) → C
M 7→ M ⊗EndC (PI) PI
,
le produit tensoriel e´tant de´fini comme un conoyau a` partir d’une pre´sentation du EndC (PI)-module M .
10.2.2 Types non raffine´s de Moy-Prasad et de´composition de ModZ[ 1p ](G) : Soit I := I(G, F ) l’im-
meuble de Bruhat-Tits associe´ a` G. Pour x ∈ I, on notera Gx son fixateur dans G.
Moy et Prasad ont de´fini ([46], [47] et [65, II.5]), une certaine filtration de´croissante de Gx par des
pro-p-sous-groupes ouverts Gx,r, r ∈ R+. Les sauts de cette filtration sont discrets et on a des relations de
commutateurs (Gx,r, Gx,s) ⊂ Gx,r+s. Si l’on convient de noter Gx,r+ :=
⋃
s>r Gx,s, alors Gx,0+ est le pro-
p-radical de Gx, et pour tout r > 0, le groupe fini Gx,r/Gx,r+ est naturellement un Fp-espace vectoriel.
Ils ont ensuite de´fini certains caracte`res complexes des gradue´s Gx,r/Gx,r+ appele´s types non raffine´s
minimaux de niveau r, dont nous noterons l’ensemble NRx,r. Ces caracte`res sont donc a` valeurs dans
l’extension Z[ 1p , ζp] si ζp est une racine p-ie`me de l’unite´. Enfin, Moy et Prasad ont de´fini un ensemble PO
de ”points optimaux” dans l’immeuble, fini modulo action de G, et nous noterons (rn)n∈N une e´nume´ration
des sauts des filtrations associe´es aux points de PO.
Posons maintenant Q0 :=
⊕
x ind
G
Gx,0+
(
Z[ 1p ]
)
ou` x de´crit un ensemble (fini) de repre´sentants des
G-orbites de sommets de I. Pour r ∈ R+, posons (comme dans la remarque de [65, p. 136])
P (r) :=
⊕
x∈PO,χ∈NRx,r
indGGx,r (χ)
que l’on voit comme une repre´sentation a` coefficients dans Z[ 1p , ζp]. Puisqu’un type non raffine´ min-
imal tordu par l’action d’un e´le´ment de Gal(Q(ζp)|Q) est encore un type non raffine´ minimal, cette
repre´sentation se descend en une Z[ 1p ]-repre´sentation que nous noterons encore P (r).
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Lemme 10.2.3 La famille Qn := P (rn), n ∈ N d’objets de ModZ[ 1p ](G) ve´rifie les proprie´te´s (PROJ),
(GEN) et (DISJ).
Preuve : D’apre`s [65, II.5], pour tout corps alge´briquement clos R de caracte´ristique 6= p, la famille de
repre´sentations (Qn ⊗Z[ 1p ] R)n∈N de ModR(G) ve´rifie les proprie´te´s (PROJ), (DISJ) [65, II.5.8] et (GEN)
[65, II.5.3] de la section pre´ce´dente. Nous allons montrer que cela implique formellement qu’il en est de
meˆme de la famille (Qn)n∈N dans ModZ[ 1p ](G).
(PROJ) : En tant que somme d’induites de Z[ 1p ]-repre´sentations de type fini de pro-p-sous-groupes
ouverts, P (r) est projective et de type fini dans ModZ[ 1p ](G).
(DISJ) : puisque Qm est sans torsion, HomG (Qn, Qm) →֒ HomG (Qn ⊗ C, Qm ⊗ C). Ce dernier est
nul par [65, II.5.8] applique´ a` R = C.
(GEN) : soit V un objet de ModZ[ 1p ](G) tel qu’il existe l 6= p premier tel que Vl := {v ∈ V, lv = 0} 6= 0.
On peut voir Vl comme une Fl-repre´sentation de G. On sait alors par [65, II.5.3] qu’il existe n ∈ N et
un morphisme non nul φ : Qn −→ Vl ⊗ Fl. Par engendrement fini de Qn, ce morphisme se factorise par
Vl ⊗ Flk pour un certain k ∈ N. D’ou` un morphisme non nul Qn −→ (Vl)k et par suite l’existence d’un
morphisme non nul Qn −→ Vl que l’on peut composer avec l’injection Vl →֒ V .
Si maintenant Vl = 0 pour tout l 6= p, c’est a` dire si V n’a pas de torsion, V se plonge dans V ⊗ Q.
Comme pre´ce´demment on de´duit de [65, II.5.3] l’existence d’un morphisme non nul Qn −→ V ⊗ Q. Par
engendrement fini de Qn, on peut multiplier par un “de´nominateur commun” pour obtenir un morphisme
a` image dans V .

Dans [58], Schneider et Stuhler ont de´fini une autre filtration (U
(e)
x )e∈N du fixateur d’un sommet x de
I. Fixons e ∈ N et notons ModZ[ 1p ](G)
e la sous-cate´gorie ”facteur direct” (cf paragraphe pre´ce´dent) des
objets de ModZ[ 1p ](G) tels que HomG (P (rn), V ) = 0 pour rn > e.
Lemme 10.2.4 Les objets de la sous-cate´gorie pleine ModZ[ 1p ](G)
e
sont ceux qui sont engendre´s par leur
U
(e)
x -invariants, x de´crivant l’ensemble des sommets de I.
Preuve : Les arguments de Vigne´ras dans le cas d’un corps alge´briquement clos [63, Thm 2.2] reposent
sur la comparaison des filtrations de Schneider-Stuhler et Moy-Prasad et s’appliquent sans changement
ici. 
Corollaire 10.2.5 Soit V un objet de ModZ[ 1p ](G)
e
. Le complexe de chaˆınes du syste`me de coefficients
γe(V ) sur I associe´ par Schneider-Stuhler (cf [58] et [63, 2.5]) a` V est acyclique.
Preuve : Comme il est explique´ dans la preuve de [63, Prop. 2.6], le lemme pre´ce´dent permet de se ramener
aux cas V = IndG
U
(e)
x
(
Z[ 1p ]
)
, pour x sommet de I, et dans ce dernier cas, l’argument est ”ge´ome´trique”
(le complexe associe´ s’identifie au complexe de cochaˆınes du syste`me de coefficients constant d’un certain
sous-espace simplicial de l’immeuble dont on montre la contractibilite´). 
Corollaire 10.2.6 Soit Z ⊂ Z(G) un sous-groupe cocompact du centre de G et Λ un anneau ou` p est
inversible. Alors
i) tout V ∈ModΛ(G/Z)e admet une re´solution par des objets projectifs de type fini de ModΛ(G/Z)e.
ii) si Λ est banal pour G, alors il existe une telle re´solution de longueur rang s/s(G) + 1.
Preuve : L’argument est le meˆme que celui de [63, 2.11]. Les termes du complexe de chaˆınes du syste`me de
coefficients γe(V ) du corollaire pre´ce´dent sont des sommes d’objets de la forme ind
Gd
P+F
(
V U
(e)
F
)
ou` P+F est
le stabilisateur d’une facette F et U
(e)
F est le sous-groupe de conguences de P
+
F de niveau e de´fini dans [58,
ch. 1]. Comme l’induction a` supports compacts respecte le caracte`re projectif, ces objets sont projectifs
lorsque Λ est banal, d’ou` le point ii). Lorsque Λ n’est pas banal on choisit pour chaque tel facteur une
re´solution de V U
(e)
F par des Λ(P+F /ZU
(e)
F )-modules projectifs et finis et on en de´duit la re´solution cherche´e.

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Remarque 10.2.7 Dans le cas G = GL(n), on a une seule classe de conjugaison de sommets dans I
et l’on peut prendre pour proge´ne´rateur de ModZ[ 1p ](G)
e
, la repre´sentation IndG
U
(e)
x
(
Z[ 1p ]
)
. Par de´finition,
U
(e)
x est conjugue´ a` 1 +̟eFMn(F ) pour e > 0.
10.3 Variations sur une construction de Berkovich
Dans cette section, on reprend le contexte et les notations de la partie 5. Nous expliquons les arguments
de Berkovich pour prouver la proposition 5.1.4. Comme on l’a de´ja dit dans le texte, nous adoptons un
langage plus e´le´mentaire que celui de [6], et les erreurs eventuelles sont exclusivement duˆes a` l’auteur de
ces lignes. Puis nous prolongeons un peu ces arguments pour prouver le lemme 5.2.5 et la proposition
5.2.9, en y ajoutant des techniques de Jannsen.
10.3.1 Un crite`re d’acyclicite´ : Soit X un espace analytique, que l’on suppose paracompact. Soit
πX : Xet −→ |X | le morphisme de sites du site e´tale de X vers le site topologique de X . Nous dirons
qu’un faisceau e´tale F sur X est “e´tale-c-mou” si
i) Pour tout x ∈ X , Fx est un Gal(H(x)a/H(x))-module acyclique.
ii) Le faisceau πX∗ (F) est c-mou.
D’apre`s [3], tout faisceau e´tale-c-mou est Γc-acyclique. On peut aussi formuler i) de manie`re plus canonique
(sans choix d’une cloˆture se´parable) : en conside´rant Fx comme un faisceau sur le site e´tale de H(x), la
condition i) est e´quivalente a` demander que pour toute extension Galoisienne finie K de H(x), le groupe
abe´lien Fx(K) soit Gal(K/H(x))-acyclique.
10.3.2 Soit X un espaceK-analytique localement paracompact muni d’une action continue d’un groupe
topologique G. On de´finit
Xdisc :=
⊔
x∈X
M(H(x)) et ν : Xdisc → X
x 7→ x .
Avec les de´finitions de [3], Xdisc n’est pas un espace analytique sur K. On peut ne´anmoins lui associer un
site e´tale (et c’est tout ce qui nous importe) de´fini comme le produit des sites e´tales des M(H(x)). Il est
muni d’une action de G et ν induit un morphisme de sites G-e´quivariant. Un faisceau e´tale abe´lien sur
Xdisc est donc simplement une famille (Fx)x∈X de Gal(H(x)a/H(x))-modules lisses, pour x ∈ X . Tout
point x est ouvert dans Xdisc et les sections au-dessus de x sont donne´es par F(x) = FGal(H(x)
a/H(x))
x .
Rappelons aussi qu’on a note´ πX : Xet −→ |X | le morphisme du site e´tale de X vers le site topologique
de X .
Lemme 10.3.3 Soit F ∈ F(Xdisc,ΛGdisc),
i) πX∗ ν∗(F) est un faisceau flasque sur |X |.
ii) πX∗ (ν∗(F)∞) est un faisceau c-mou sur |X |.
Preuve : Pour tout ouvert U ⊂ X , on a
πX∗ ν∗(F)(U) =
∏
x∈U
F(x),
expression qui montre clairement l’assertion i).
Pour le ii) on suit un argument de Berkovich. Soit Σ un compact de X et f ∈ Γ(Σ, πX∗ (ν∗(F)∞)).
Il existe un voisinage ouvert U ⊃ Σ et une section f ∈ πX∗ (ν∗(F)∞)(U) qui induit f sur Σ. Soit alors
U ⊃ V ⊃ Σ un domaine analytique compact de X . On de´finit
f ′ ∈ Γc(X, πX∗ (ν∗(F))) ⊂
∏
x∈X
F(x)
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par f ′(x) = 0 si x /∈ V et f ′(x) = f(x) pour x ∈ V . On a e´videmment f ′|Σ = f|Σ ; il nous suffira donc
de montrer que f ′ ∈ Γc(X, πX∗ (ν∗(F))∞), c’est-a`-dire que f ′ est stabilise´e par un sous-groupe ouvert
compact de G. Par de´finition de f et par compacite´ de V , il existe des ouverts distingue´s (Ui)i∈I , avec
I fini tels que V = ∪i∈I(V ∩ Ui) et f|Ui est Ji-invariante pour un certain sous-groupe ouvert compact
Ji de G. Comme le stabilisateur GV de V dans G est ouvert, il s’ensuit que f
′
|Ui est invariante sous le
sous-groupe ouvert compact Ji ∩ GV , et par conse´quent que f est invariante sous le sous-groupe ouvert
compact ∩i∈I(Ji ∩GV ). 
Pour pre´parer le point ii) du lemme suivant, nous introduisons la notation Gx pour le stabilisateur de
x dans G et pour toute H(x)-alge`bre e´tale K, nous notons (Gx)K un sous-groupe ouvert compact de Gx
suffisamment petit pour que l’action de (Gx)K sur H(x) s’e´tende canoniquement a` une action sur K (cas
particulier de [4, Key Lemma 7.2]).
Lemme 10.3.4 Soit F ∈ F(Xdisc,ΛGdisc).
i) Si pour tout x ∈ X, le Gal(H(x)a/H(x))-module lisse Fx est acyclique (pour la cohomologie “con-
tinue”), alors il en est de meˆme pour les fibres ν∗(F)x de ν∗(F) en tout x.
ii) Si pour tout x ∈ X, toute extension Galoisienne finie K de H(x) et tout sous-groupe ouvert compact
H de (Gx)K , le Gal(K/H(x))-module Fx(K)H est acyclique alors les fibres (ν∗(F)∞)x de ν∗(F)∞
sont acycliques en tout x.
Preuve : i) Ici encore, tous les arguments sont duˆs a` Berkovich (et les erreurs a` l’auteur). Soit K une
extension Galoisienne finie de H(x). On a la description suivante de ν∗(F)x(K) : fixons un morphisme
e´tale X ′ f−→ X tel que f−1(x) = {x′} et H(x′) ≃ K (on fixe alors un tel isomorphisme). Alors
(ν∗(F))x(K) = lim−→
x∈V⊂X
Γ(f−1(V ), ν∗(F)),
la limite inductive portant sur les voisinages ouverts (pour la topologie analytique) de x dans X . Par un
argument de cofinalite´, on peut se restreindre aux V tels que f−1(V ) −→ V est e´tale Galoisien de groupe
Gal(K/H(x)). Par commutation de la cohomologie aux limites inductives, il nous suffira de montrer que
pour tout tel V , le Gal(K/H(x))-module Γ(f−1(V ), ν∗(F)) est cohomologiquement trivial. On a
Γ(f−1(V ), ν∗(F)) =
∏
y∈V
∏
y′∈f−1(y)
Fy(H(y′)).
Comme l’action de Gal(K/H(x)) sur f−1(V ) respecte les fibres de f , il nous suffit de voir que pour tout
y ∈ V , le Gal(K/H(x))-module ∏
y′∈f−1(y)
Fy(H(y′))(10.3.5)
est cohomologiquement trivial. Fixons y′ ∈ f−1(y) et notons Galy′ son stabilisateur dans Gal(K/H(x)).
L’action deGaly′ sur leH(y)-espace analytiqueM(H(y′)) induit un isomorphismeGaly′ ∼−→ Gal(H(y′)/H(y)).
On voit alors que le Gal(K/H(x))-module 10.3.5 est induit du Galy′-module Fy(H(y′)) qui par hypothe`se
est cohomologiquement trivial. Le lemme de Shapiro montre donc laGal(K/H(x))-acyclicite´ de ce module.
Preuve de ii). Reprenons l’argument pre´ce´dent avec maintenant le faisceau ν∗(F)∞. On a cette fois
(ν∗(F)∞)x(K) = lim−→
x∈V⊂X
lim−→
H⊂G
f−1(V )
Γ(f−1(V ), ν∗(F))H
ou` la premie`re limite porte sur les voisinages ouverts distingue´s de x tels que le morphisme f−1(V ) −→ V
soit Galoisien de groupe Gal(K/H(x)), et la deuxie`me limite porte sur les pro-p-sous-groupes ouverts
H de Gf−1(V ). Comme pre´ce´demment il nous suffira de montrer que pour tout tel couple (V,H) le
Gal(K/H(x))-module
Γ(f−1(V ), ν∗(F))H =
∏
y∈V
∏
y′∈f−1(y)
Fy(H(y′))
H
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est cohomologiquement trivial. Soit [V/H ] un ensemble de repre´sentants des orbites de H dans V et pour
y ∈ [V/H ], notons Hy son fixateur dans H . Alors∏
y∈V
∏
y′∈f−1(y)
Fy(H(y′))
H = ∏
y∈[V/H]
 ∏
y′∈f−1(y)
Fy(H(y′))
Hy .
Fixons alors y ∈ [V/H ] ; tous les y′ ∈ f−1(y) ont le meˆme fixateur Hy que y dans H (car Gal(K/H(x))
les permute transitivement). Ainsi le Gal(K/H(x))-module ∏
y′∈f−1(y)
Fy(H(y′))
Hy
est induit du Galy′-module Fy(H(y′))Hy . Par notre hypothe`se et le lemme de Shapiro, il s’ensuit que ce
Gal(K/H(x))-module est acyclique.

Conside´rons maintenant la re´union disjointe d’espaces analytiques sur K
GXdisc :=
⊔
(g,x)∈G×X
M(H(x))
sur laquelle G agit par h(g, x) := (hg, x). On a un morphisme G-e´quivariant
µ : GXdisc → Xdisc
(g, x) 7→ gx
qui induit un morphisme G-e´quivariant de sites e´tales.
Lemme 10.3.6 Soit F ∈ F(GXdisc,ΛGdisc). Si pour tout (g, x) ∈ G ×X, le Gal(H(x)a/H(x))-module
lisse Fg,x est cohomologiquement trivial, alors le faisceau µ∗(F) satisfait l’hypothe`se du point ii) du lemme
pre´ce´dent.
Preuve : Soit K une H(x)-alge`bre e´tale. Un calcul rapide de la fibre en x ∈ X du faisceau µ∗(F) montre
que :
µ∗(F)x(K) =
∏
g∈G
Fg,g−1x(Kg)
ou` Kg est la H(g−1x)-alge`bre e´tale K ⊗H(x) H(g−1x), produit tensoriel pris pour l’isomorphisme g∗ :
H(x) ∼−→ H(g−1x) donne´ par l’action de g. Soit H un sous-groupe de (Gx)K , il agit par permutation
Fg,g−1x(Kg) τF (h)−→ Fhg,g−1x(Kg) = Fhg,(hg)−1x(Khg). Il s’ensuit que
µ∗(F)x(K)H ≃
∏
g∈H\G
Fg,g−1x(Kg).
SupposonsK extension Galoisienne deH(x). Par notre hypothe`se, lesGal(K/H(x))-modules Fg,g−1x(Kg)Hg
sont acycliques et par conse´quent leur produit aussi.

Remarquons ici que l’astuce consistant a` introduire l’espaceGXdisc est encore une fois duˆe a` Berkovich.
Proposition 10.3.7 Tout faisceau e´tale G-e´quivariant discret/lisse sur X se plonge dans un objet injectif
de F(X,ΛG) dont le faisceau sous-jacent est e´tale-c-mou.
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Preuve : Soit F ∈ F(X,ΛG). Choisissons un plongement µ∗ν∗(F) →֒ I dans un objet injectif I de
F(GXdisc,ΛGdisc) dont le faisceau sous-jacent est un objet injectif dans F(GXdisc,Λ) (il en existe tou-
jours, cf lemme 10.3.10). Alors ν∗µ∗(I) est un objet injectif de F(X,ΛGdisc) car le foncteur ν∗µ∗ admet
un adjoint a` gauche exact, µ∗ν∗. Comme on le ve´rifie immediatement sur les fibres, on a un plongement
F →֒ (νµ)∗(νµ)∗(F) →֒ ν∗µ∗(I).
Appliquant le foncteur de lissification (exact a` gauche), on trouve alors un plongement
F →֒ (ν∗µ∗(I))∞
et le faisceau (ν∗µ∗(I))∞ est un objet injectif de F(X,ΛG) car le foncteur de lissification est adjoint a`
droite du plongement canonique.
Maintenant le faisceau I e´tant injectif, les Gal(H(x)a/H(x))-modules lisses Ig,x sont acycliques. Donc
par le lemme pre´ce´dent, le faisceau µ∗(Ig,x) ve´rifie l’hypothe`se du point ii) du lemme 10.3.4. Par ce point
ii) et le point ii) du lemme 10.3.3, le faisceau ν∗µ∗(I)∞ est e´tale-c-mou.

10.3.8 Preuve de la proposition 5.2.9 : Il s’agit de montrer que le foncteur lim←−
∞ envoie assez d’objets
injectifs sur des objets Γ!-acycliques. Soit (Fn)n un objet de F(X,Λ•G). Comme dans la preuve de
la proposition 10.3.7, pour chaque n on peut trouver un plongement Fn in−→ ν∗µ∗(In)∞ avec In un
objet injectif de F(GXdisc,Λ/mn). Rappelons que les faisceaux ν∗µ∗(In)∞ sont injectifs dans F(X,ΛnG).
Posons alors pour tout n
Jn :=
n∏
k=1
ν∗µ∗(Ik)∞.
Les morphismes de projections sur les premiers termes Jn −→ Jm pour m < n de´finissent un objet de
F(X,Λ•G) qui est injectif. De plus les morphismes
n∏
k=1
ik ◦ fn,k : Fn −→ Jn
(ou` fn,k : Fn −→ Fk est le morphisme de transition) de´finissent un plongement du syste`me (Fn)n dans
(Jn)n. Par ailleurs on a
lim←−
∞((Jn)n) =
(∏
n
µ∗ν∗(In)∞
)∞
∼−→
(∏
n
µ∗ν∗(In)
)∞
≃
(
µ∗ν∗(
∏
n
In)
)∞
.
L’isomorphisme du milieu est un fait ge´ne´ral : le morphisme canonique qui va du lissifie´ d’un produit de
lissifie´s vers le lissifie´ du produit est un isomorphisme. Le dernier isomorphisme vient de la commutation
des images directes et des produits. Maintenant la ”fibre” du produit des In en (g, x) ∈ GXdisc s’e´crit :(∏
n
In
)
x
≃
(∏
n
(In)x
)∞
ou` le signe ∞ de´signe le Gal(H(x)a/H(x))-lissifie´ du module produit (a` ne pas confondre avec le signe
∞ au-dessus qui de´signait le G-lissifie´ d’un faisceau). Comme les (In)x sont Gal(H(x)a/H(x))-acycliques,
leur produit lisse l’est aussi. On peut alors appliquer les lemmes 10.3.6, 10.3.4 ii) et 10.3.3 ii) pour en
de´duire que le faisceau lim←−
∞((Jn)n) est e´tale-c-mou et par conse´quent Γ!-acyclique.
10.3.9 Preuve du lemme 5.2.5 : Il s’agit de voir que ιdisc envoie suffisamment d’objets de F(X,Λ•G)
sur des objets Γdiscc -acycliques. Soit U(X) l’ensemble des ouverts distingue´s de X . D’apre`s [29, Prop.
4.1.8], on a pour tout p > 0 une suite exacte
0 −→ lim−→
U∈U(X)
R1 lim←−
n
Hp−1c (U,Fn) −→ Hpc (X, (Fn)n) −→ lim−→
U∈U(X)
lim←−
n
Hpc (U,Fn) −→ 0
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de laquelle on tire que si (Fn) est un syste`me projectif de faisceaux qui pour tout U ∈ U(X) sont Γ!(U, .)-
acycliques et tel que pour tout U ∈ U(X), le syste`me projectif de Λ-modules (Γc(U,Fn))n satisfait la
condition de Mittag-Leffler, alors le syste`me (Fn)n est Γc-acyclique. En particulier, le syste`me (Jn)n
construit au paragraphe 10.3.8 est Γc-acyclique (et donc Γ
disc
c -acyclique). D’apre`s 10.3.8, il y a assez de
tels objets.
10.3.10 Induction : Soit G un groupe agissant continuˆment sur X et H ⊂ G un sous-groupe ferme´.
Alors le foncteur de restriction ResHG : F(X,ΛG) −→ F(X,ΛH) admet un adjoint a` droite IndGH .
Pour construire IndGH , introduisons la petite cate´gorie [G/H ] dont l’ensemble des objets est G et les
morphismes sont donne´s par
Hom[G/H] (g1, g2) =
{
g1
h−→ g2 si g1 = g2h pour h ∈ H
∅ si g1H 6= g2H
avec une loi de composition e´vidente. Soit F un faisceau H-e´quivariant dont on note simplement τ la
structure H-e´quivariante. On de´finit un foncteur [G/H ] −→ F(X,Λ) en associant a` tout g ∈ G le faisceau
g∗F et a` toute fle`che g1 h−→ g2 le morphisme g2∗(τ(h)) : g1∗F −→ g2∗F . On pose alors
IndGdiscH (F) := lim←−
[G/H]
g∗F
que l’on munit de la structure G-e´quivariante induite par les isomorphismes de “permutation”
σ(γ) : γ∗ lim←−
[G/H]
g∗F = lim←−
[G/H]
(γg)∗F ∼−→ lim←−
[G/H]
g∗F .
Enfin on pose IndGH(F) := IndGdiscH (F)∞. Si (F , τ) est un faisceau G-e´quivariant, on a un morphisme
canonique F τ−→ lim←−
[G/H]
(g∗F) associe´ a` la collection de morphismes F g∗(τ(g
−1))−→ g∗F . D’autre part si G
est un faisceau H-e´quivariant, on a la projection lim←−
[G/H]
(g∗G) −→ 1G∗F = F . On ve´rifie alors simplement
que les 2 morphismes de foncteurs Id −→ IndGH ◦ ResHG et ResHG ◦ IndGH −→ Id ainsi obtenus font de
(ResHG , Ind
G
H) une paire de foncteurs adjoints.
Remarque : Ici aussi le formalisme de [6] est beaucoup plus efficace : avec les notations de ce paragraphe
et de la remarque du paragraphe 5.1.2, il y a un morphisme canonique de sitesX(H)et
α−→ X(G)et. Via les
isomorphismes canoniques F(X,ΛG) ≃ F(X(G),Λ) et respectivement pour H , le foncteur de restriction
ResHG n’est autre que α
∗ et par conse´quent l’induction IndGH s’identifie a` α∗.
10.3.11 La re´solution fonctorielle de Godement-Berkovich :
Ce paragraphe n’est finalement pas utilise´ dans ce texte. Mais il l’est dans d’autres articles, comme
[31] ou [32]. Nous espe´rons qu’il pourra servir de re´fe´rence en attendant la publication vivement souhaite´e
du manuscrit de Berkovich [6]. Introduisons, toujours suivant Berkovich, l’espace
G˜Xdisc :=
⊔
(g,x)∈G×X
M(Ĥ(x)a)
ou` Ĥ(x)a est la comple´tion d’une cloˆture alge´brique de H(x). Le choix des cloˆtures est fait de sorte que
pour tout (g, x) on a H(gx)a = H(x)a ⊗H(x),g∗ H(gx). On a un morphisme analytique G-e´quivariant
tautologique ρ : G˜Xdisc −→ GXdisc.
Lemme 10.3.12 Pour tout faisceau F ∈ F(G˜Xdisc,ΛGdisc), le Gal(H(x)a/H(x))-module lisse ρ∗(F)g,x
est cohomologiquement trivial.
Preuve : En effet, on ve´rifie imme´diatement que pour tout (g, x) ∈ G×X , on a
ρ∗(F)g,x = C∞(Gal(H(x)a/H(x)),Λ)⊗Fg,x.
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Le re´sultat suivant est un des points d’orgue de [6]. La formulation dans loc. cit est diffe´rente et plus
intelligente. Celle ci-dessous est peut-eˆtre plus e´le´mentaire.
Proposition 10.3.13 (Berkovich [6, Prop. 1.5.1]) Soit B l’endofoncteur de F(X,ΛG) de´fini par B :=
∞◦ (νµρ)∗(νµρ)∗. Alors
i) B est exact.
ii) Le morphisme d’adjonction de foncteurs IdF(X,ΛG) −→ B est un monomorphisme et pour tout
F ∈ F(X,ΛG), le faisceau e´tale sous-jacent a` B(F) est e´tale-c-mou.
iii) Si H est un autre groupe agissant sur X et commutant a` l’action de G, alors B de´finit aussi un
endofoncteur de F(X,ΛG×Hdisc).
Preuve : Le point ii) est une conse´quence du lemme pre´ce´dent et des lemmes 10.3.3, 10.3.4 et 10.3.6.
Pour prouver le point i), remarquons d’abord qu’il suffit de montrer que le foncteur ∞ ◦ (νµρ)∗ est
exact, ce que l’on va ve´rifier sur les fibres. Soit F ∈ F(G˜Xdisc,ΛGdisc) et x ∈ X . Reprenons les notations
de la preuve du lemme 10.3.4, c’est-a`-dire une extension finie K de H(x), un morphisme X ′ f−→ X etc...
On a
((νµρ)∗(F)∞)x(K) = lim−→
x∈V⊂X
lim−→
H⊂G
f−1(V )
Γ(f−1(V ), (νµρ)∗(F))H
avec
Γ(f−1(V ), (νµρ)∗(F))H =
∏
y∈V
∏
y′∈f−1(y)
µ∗ρ∗(F)y(H(y′))
H
=
∏
y∈[V/H]
 ∏
y′∈f−1(y)
µ∗ρ∗(F)y(H(y′))
Hy .
Par ailleurs, les preuves du lemme pre´ce´dent et de 10.3.6 montrent que
µ∗ρ∗(F)y(H(y′)) =
∏
g∈G
ρ∗(F)g,g−1y(H(y′)g)
=
∏
g∈G
Λ[Galy′ ]⊗Λ Fg,g−1y
en posant Galy′ = Gal(H(y′)/H(y)) ≃ Gal(H(y′)g/H(g−1y)), de sorte que
µ∗ρ∗(F)y(H(y′))Hy =
∏
g∈[G/Hy ]
Λ[Galy′ ]⊗Λ Fg,g−1y.
Sous cette forme, l’exactitude du foncteur F 7→ Γ(f−1(V ), (νµρ)∗(F))H apparaˆıt clairement, et par suite
celle du foncteur ∞◦ (νµρ)∗.
Enfin le point iii) est e´vident : il suffit de remplacer les cate´gories F(?,ΛGdisc) par F(?,ΛGdisc×Hdisc)
pour ? = Xdisc, GXdisc ou G˜Xdisc. L’action de H sur ces deux derniers espaces est donne´e par h(g, x) =
(g, hx). 
Renommons l’endofoncteur B0 := B et de´finissons B1 := B ◦ (B/ Id) puis par re´currence pour i ∈ N,
Bi := B ◦ (Bi−1/Bi−2).
Corollaire 10.3.14 La suite Id −→ B0 −→ · · ·Bi −→ · · · est une re´solution du foncteur identite´ dans
la cate´gorie des endofoncteurs de F(X,ΛG) (resp. de F(X,ΛG×Hdisc) par des foncteurs exacts tels que
pour tout F ∈ F(X,Λ), le faisceau sous-jacent a` Bi(F) est e´tale-c-mou.
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