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Abstract
Hermite processes are a class of self-similar processes with stationary increments. They often arise in
limit theorems under long-range dependence. We derive new representations of Hermite processes with
multiple Wiener-Itoˆ integrals, whose integrands involve the local time of intersecting stationary stable
regenerative sets. The proof relies on an approximation of regenerative sets and local times based on a
scheme of random interval covering.
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1 Introduction
Since the seminal works of Taqqu [28, 29] and Dobrushin and Major [6], the class of processes called Hermite
processes have attracted considerable interest in probability and statistics. A Hermite process, up to a
multiplicative constant, is specified by two parameters: the order p ∈ Z+ and the memory parameter
β ∈
(
1−
1
p
, 1
)
. (1)
A Hermite process can be defined by any of its equivalent representations. Here by equivalent representations,
we mean the represented processes share the same finite-dimensional distributions. Two of the most well-
known representations are the time-domain representation and the frequency-domain representation in terms
of multiple Wiener-Itoˆ integrals (see Section 2.1 below). The time-domain representation is given by
Z1(t) = ap,β
∫ ′
Rp
∫ t
0
p∏
j=1
(s− xj)
β/2−1
+ ds
W (dx1) . . .W (dxp), t ≥ 0, (2)
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where W is a Gaussian random measure on R with Lebesgue control measure, the prime ′ at the top of the
integral sign indicates the exclusion of the diagonals xi = xj , i 6= j, in the p-tuple stochastic integral, and
ap,β =
(
(1− p(1− β)/2)(1− p(1− β))
p!B(β/2, 1− β)p
)1/2
is a constant to ensure that Var[Z1(1)] = 1, where B(·, ·) is the beta function. The frequency-domain
representation is given by the following multiple Wiener-Itoˆ integral:
Z2(t) = bp,β
∫ ′′
Rp
eit(x1+...+xp)−1 − 1
i(x1 + . . .+ xk)
p∏
j=1
|xj |
−β/2Ŵ (dx1) . . . Ŵ (dxp), t ≥ 0, (3)
where Ŵ is a complex-valued Hermitian Gaussian random measure [23, Definition B.1.3] with Lebesgue
control measure, the double prime ′′ at the top of the integral sign indicates the exclusion of the hyper-
diagonals xi = ±xj , i 6= j, in the p-tuple stochastic integral, and
bp,β =
(
(p(β − 1)/2 + 1)(p(β − 1) + 1)
p![Γ(1− β) sin(βπ/2)]p
)1/2
is a constant to ensure Var[Z2(1)] = 1, where Γ(·) is the gamma function. See [23, Section 4.2] for the
derivation of the normalization constants ap,β and bp,β. It was shown in [29] that Z1(t) and Z2(t) have
the same finite-dimensional distributions and thus they represent the same process, which we denote as
Z(t). We shall call such a process a standard Hermite process, where the word standard corresponds to the
normalization Var[Z(1)] = 1.
A Hermite process Z(t) has stationary increments and is self-similar with Hurst index H = 1−p(1−β) ∈
(1/2, 1), namely, (Z(ct))t≥0 and (c
HZ(t))t≥0 have the same finite-dimensional distributions. In literature,
H is often used in place of β to parameterize Z(t), whereas β is a convenient choice for this paper. When
the order p = 1, Z(t) recovers a well-known Gaussian process: fractional Brownian motion. When p ≥ 2,
the law of Z(t) is non-Gaussian, and if p = 2, the process is also known as a Rosenblatt process [24, 28].
A Hermite process Z(t) often appears in, but not limited to, a limit theorem of the form 1
A(N)
⌊Nt⌋∑
n=1
Xn

t≥0
⇒ (Z(t))t≥0, as N →∞, (4)
where⇒ stands for a suitable sense of weak convergence (e.g., convergence of finite-dimensional distributions,
or weak convergence in Skorokhod space), A(N) is a normalizing sequence regularly varying with index H as
N → ∞, (Xn) is a stationary sequence with long-range dependence, a notion often characterized by a slow
power-law decay of the covariance of (Xn). See, e.g, [6, 29, 27, 11]. These limit theorems are often termed
non-central limit theorems, which have found numerous applications in statistical inference under long-range
dependence. See, e.g., [3] and the references therein.
Some alternative representations of a Hermite process are known besides the ones in (2) and (3). Two
other representations based on multiple Wiener-Itoˆ integrals are the finite-time interval representation [31, 22]
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and the positive half-axis representation [22]. See also [23, Section 4.2]. In addition, there is a representation
involving multiple integral with respect to fractional Brownian motion [20, Definition 7]. See also [30, Section
3.1]. Typically to obtain a Hermite process as the weak limit, one needs to work with a suitable choice among
these different representations.
In this paper, we shall provide new multiple Wiener-Itoˆ integral representations of Hermite processes of
different nature. These representations involve the local time of intersecting stationary stable regenerative
sets (see Section 2 below). The reader may directly skip to Theorem 3.1 below for a glimpse. The discovery
of such representations is motivated by the recent works [2, 1]. The new representations also shed light on
new mechanisms (e.g. [2]) which may generate Hermite processes as weak limits.
The rest of the paper is organized as follows. Section 2 prepares some necessary background. Section 3
provides the main results. The proofs of the results in Section 3 are collected in Section 4.
2 Preliminaries
2.1 Multiple Wiener-Itoˆ integrals
The information recalled below about Gaussian analysis and multiple Wiener-Itoˆ integrals can be found in
[12]. Let (E, E , µ) be a σ-finite measure space, and let W be a Gaussian (independently scattered) random
measure on E with control measure µ so that EW (A)2 = µ(A) for A ∈ E with µ(A) < ∞. Throughout
this paper, the underlying probability space which carries the randomness of Gaussian random measures is
denoted by (Ω,F , P ). Then for g ∈ L2(E, E , µ), the Wiener integral I(g) =
∫
E
g(x)W (dx) can be defined,
which forms a linear isometry between L2(E, E , µ) and the Gaussian Hilbert space H = {I(g) : g ∈
L2(E, E , µ)}.
Let H :p: = Pp(H)∩
(
Pp−1(H)⊥
)
be the p-th Wiener chaos of H , p ≥ 1, where Pp(H) denotes the closure
of the linear subspace of multivariate polynomials of elements of H with degrees p or lower, and ⊥ in the
superscript denotes the orthogonal complement in L2(Ω,F , P ). Then for f ∈ L2(Ep, Ep, µp), the p-tuple
Wiener-Itoˆ integral
Ip(f) =
∫ ′
Ep
f(x1, . . . , xp)W (dx1) . . .W (dxp)
can be defined. In fact, Ip : L
2(E2, Ep, µp) → H :p: forms a bounded linear operator, and in particular, a
linear isometry from the subspace of symmetric functions of L2(E2, Ep, µp/p!) to H :p:. In addition, Ip is
characterized by the following property: for f1, . . . , fp ∈ L2(E, E , µ), we have
Ip(f1 ⊗ . . .⊗ fp) =
∫ ′
Ep
f1(x1) . . . fp(xp)W (dx1) . . .W (dxp) =: I(f1) . . . I(fp) :, (5)
where for ξ1, . . . , ξp ∈ H , the notation : ξ1 . . . ξp : stands for the Wick product, which is the projection of the
product ξ1 . . . ξp onto the L
2 subspace H :p:. We note that in literature, the construction of Ip(f) often starts
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with (5) for fi = 1Ai for disjoint Ai ∈ F with µ(Ai) < ∞, so that : I(f1) . . . I(fp) : is simply the product
W (A1) . . .W (Ap). Then the definition is extended to general f ∈ L2(Ep, Ep, µp) by linearity and continuity
given that µ is atomless. If µ has atoms, an extra step in the construction is needed (see e.g., P.42 of [18]).
For generality, we shall use the construction of multiple Wiener-Itoˆ integrals in [12, Chapter VII.2] without
assuming that µ is atomless.
The following lemma is useful for changing the underlying measure spaces in multiple Wiener-Itoˆ integral
representations of a process.
Lemma 2.1. Let (Ej , Ej , µj), j = 1, 2, be σ-finite measure spaces. Suppose Wj is a Gaussian random
measure defined on Ej with control measure µj, j = 1, 2. Let (U,H) be a measurable space and suppose
fj : Ej → U , j = 1, 2, are measurable and satisfy
µ1 ◦ f
−1
1 = µ2 ◦ f
−1
2 =: ν (6)
on (U,H). Let gt : Up → [−∞,+∞], t ∈ T , be a family of measurable functions satisfying gt ◦ f
⊗p
j ∈
L2(Epj , E
p
j , µ
p
j ), j = 1, 2. Let
Zj(t) =
∫ ′
Ep
j
gt (fj(x1), . . . , fj(xp))Wj(dx1) . . .Wj(dxp), j = 1, 2. (7)
Then the two processes (Zj(t))t∈T , j = 1, 2, have the same finite-dimensional distributions.
Proof. First, by Crame´r-Wold and linearity of the multiple integrals, it suffices to prove equality of marginal
distributions at a single t ∈ T , and set simply gt = g. Suppose first g = h1 ⊗ . . .⊗ hp where all h1, . . . , hp ∈
L2(U,H, ν). Then by (5), the right-hand side of (7) is equal to
:
∫
Ej
h1 ◦ fj(x)Wj(dx) . . .
∫
Ej
hp ◦ fj(x)Wj(dx) : , j = 1, 2.
So by joint Gaussianity, the conclusion follows from comparing the covariances: for 1 ≤ i1, i2 ≤ p,
E
[∫
Ej
hi1 ◦ fj(u)Wj(dx)
∫
Ej
hi2 ◦ fj(x)Wj(dx)
]
=
∫
hi1 ◦ fj(x) hi2 ◦ fj(x)µj(dx) =
∫
U
hi1(u)hi2(u)ν(du), j = 1, 2,
where we have used (6) in the last equality.
Similarly, using linearity of the multiple integrals, the conclusion holds if g is a finite linear combination
of terms each of the form h1 ⊗ . . .⊗ hp. At last, it suffices to note that such linear combinations are dense
in L2(Up,Hp, νp).
We mention that a similar discussion as above carries over to the case whereW is replaced by a complex-
valued Gaussian random measure. See [12, Chapter 7, Section 4]
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2.1.1 Regenerative sets and local time functional
Most of the information reviewed in this section about subordinators and regenerative sets can be found in
[4].
Recall that a process (σ(t))t≥0 is said to be a subordinator, if it is a non-decreasing Le´vy process starting
at the origin. The Laplace exponent of (σ(t))t≥0 is given by Ee
−λσ(t) = exp(−tΦ(λ)), λ ≥ 0, which completely
characterizes its law and satisfies the Le´vy-Khintchine formula:
Φ(λ) = dλ+
∫
(0,∞)
(1− e−λx)Π(dx), (8)
where the constant d ≥ 0 is the drift and Π is the Le´vy measure on (0,∞) satisfying
∫
(0,∞)
(x∧1)ν(dx) <∞.
The renewal measure U of (σ(t))t≥0 on [0,∞) is characterized by
∫
[0,∞) f(x)U(dx) = E
∫∞
0 f(σ(t))dt for any
measurable function f ≥ 0. The renewal measure is related to the Laplace exponent through∫
[0,∞)
e−λxU(dx) =
1
Φ(λ)
, λ ≥ 0. (9)
The Radon-Nikodym derivative of U with respect to the Lebesgue measure, if exists, is called the renewal
density.
Let F = F ([0,∞)) denote the space of closed subsets of [0,∞) equipped with the Fell topology [19,
Appendix C]. A random element R taking value in F is said to be a regenerative set, if R has the same
distribution as the closed range {σ(t) : t ≥ 0} where (σ(t))t≥0 is a subordinator. Note that for any constant
c > 0, the time-scaled subordinator (σ(ct))t≥0 and the original (σ(t))t≥0 correspond to the same regenerative
set. To make the correspondence between a regenerative set and a subordinator unique, we shall always
assume the following normalization condition for the Laplace exponent of the subordinator:
Φ(1) = 1. (10)
A regenerative set R is said to be β-stable, β ∈ (0, 1), if the associated subordinator (σ(t))t≥0 is β-stable,
namely, if the Laplace exponent Φ(λ) = λβ , which corresponds to the Le´vy measure
Π(dx) =
β
Γ(1− β)
x−1−β1(0,∞)(x)dx. (11)
A random closed set F in F is said to be stationary if
τx(F ) := F ∩ [x,∞)− x
d
= F (12)
for any x ≥ 0. A β-stable regenerative set R itself is not stationary. However, stationarity can be obtained
as follows.
Proposition 2.2. Let PR be the distribution of a β-stable regenerative set on F and let πV be a Borel
measure on [0,∞) with πV (dv) = (1 − β)v−βdv, v ∈ (0,∞). There exists a σ-finite infinite-measure space
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(E, E , µ) and a measurable mapping R : E → F , such that
µ(R ∈ ·) = (PR × πV )(F + v ∈ ·),
where the right-hand side is understood as the push-forward measure of PR×πV under the mapping (F, v)→
F + v. Furthermore, R is stationary in the sense of
µ(τxR ∈ ·) = µ(R ∈ ·),
where τx is as in (12).
Remark. The proposition says that if V is an improper1 random variable governed by the infinite law πV
independent of the β-stable regenerative set R, then the resulting shifted improper random set R + V is
stationary. The proposition follows from [15, Proposition 4.1(c)] (note that their 1 − β corresponds to our
β). It can also be obtained by restricting a stationary β-stable regenerative set on R constructed in [9] to
[0,∞). Note that the improper distribution µ(R ∈ ·) stays unchanged if πV is replaced by a positive constant
multiple of it. This follows from the self-similarity property cR
d
= R, c > 0, of a β-stable regenerative set R.
Definition 2.3. We call the improper random closed set R in Proposition 2.2 a stationary β-stable regen-
erative set.
Next, we recall the local time functionals due to [14]. For β ∈ (0, 1), define
L(β) : F → [0,∞], L(β)(F ) := lim sup
n→∞
λ
(
F + [− 12n ,
1
2n ]
)
lβ(n)
,
where λ is the Lebesgue measure, F + [−1/2n, 1/2n] = ∪x∈F [x − 1/2n, x + 1/2n], and the normalization
sequence
lβ(n) =
∫ 1/n
0
Π((x,∞))dx =
nβ−1
Γ(2− β)
,
where Π is as in (11). We then define
L
(β)
t (F ) := L
(β)(F ∩ [0, t]), t ≥ 0. (13)
By [1, Lemma 2.1], L
(β)
t is a measurable mapping from F to [0,∞] for each t ≥ 0. Furthermore, [14,
Theorem 3] entails that if R is a β-stable regenerative set, then the process (L
(β)
t (R))t≥0 has the same
finite-dimensional distributions as the local time process associated with R, which is an inverse β-stable
subordinator.
1We use “improper” to mean that the distribution may be an infinite measure throughout this paper.
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3 Main results
We are now ready to state our main results. Set
βp := (β − 1)p+ 1 ∈ (0, 1). (14)
The range above should be compared to (1).
Theorem 3.1. Let Lt = L
(βp)
t which is Kingman’s local time functional in (13) associated with a βp-stable
regenerative set.
(a) Let R : E → F be a stationary β-stable regenerative set defined on a σ-finite measure space (E, E , µ) as
in Definition 2.3. Suppose W is a Gaussian random measure on E with control measure µ. Then the
process
Z(t) = cp,β
∫ ′
Ep
Lt
(
p⋂
i=1
R(xi)
)
W (dx1) . . .W (dxp) (15)
has the same finite-dimensional distributions as the standard Hermite process, where
cp,β =
Γ(βp)
1/2Γ(βp + 2)
1/2
2Γ(β)p/2Γ(2− β)p/2
. (16)
(b) Let (Ω′,F ′, P ′) be a probability space2. Let R : Ω′ → F be a β-stable regenerative set and let V : Ω′ →
[0, T ], T > 0, be a random variable independent of R satisfying P ′(V ≤ v) = T β−1v1−β, v ∈ [0, T ].
Suppose WT is a Gaussian random measure on Ω
′ with control measure P ′. Then
Z(t) = cp,β,T
∫ ′
(Ω′)p
Lt
(
p⋂
i=1
(R(ω′i) + V (ω
′
i))
)
WT (dω
′
1) . . .WT (dω
′
p) (17)
has the same finite-dimensional distributions as a standard Hermite process over the interval [0, T ], where
cp,β,T = T
p(1−β)/2cp,β.
The theorem is proved in Section 4 below.
Remark. In view of Lemma 2.1, the finite-dimensional distributions of the process (Z(t))t≥0 does not
depend on choice of the measure spaces (E, E , µ) and (Ω′,F ′, P ′).
Remark. The representations found in this theorem is motivated from [1], where a process is defined
similarly as in (17) but with the Gaussian random measure W replaced by a α-stable one, α ∈ (0, 2). The
representations in (15) and (17) suggest the possibility of new types of limit theorems leading to Hermite
processes. See for example [2].
2Note that (Ω′,F ′, P ′) is different from the probability space (Ω,F , P ) carrying the randomness of the Gaussian random
measure
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4 Proofs
Throughout c and ci denote constants whose values may change from line to line. We shall make use of the
following relations about beta and gamma functions: for a, b > 0 and x < y,∫ x
y
(u− y)a−1(x− u)b−1du = B(a, b)(y − x)a+b−1, B(a, b) =
Γ(a)Γ(b)
Γ(a+ b)
. (18)
4.1 Regenerative sets via random covering
The proof of Theorem 3.1 uses a construction of a regenerative set as the set left uncovered by random inter-
vals due to [8], as well as a related construction of local time which originates from [5]. Similar constructions
are used in [1].
Suppose on the probability space (H,H, PN ), a Poisson point process N =
∑
ℓ≥1 δ{yℓ,zℓ} on [0,∞)
2 is
defined with intensity measure (1 − β)dyz−2dz, β ∈ (0, 1), where ({yℓ, zℓ})ℓ≥1 is a measurable enumeration
of the points of N . For ǫ ≥ 0, define
Rǫ =
⋂
ℓ: zℓ≥ǫ
(yℓ, yℓ + zℓ)
c, (19)
namely, the set of real numbers left uncovered by the collection of open intervals {(yℓ, yℓ + zℓ) : zℓ ≥ ǫ}. In
view of [8], each Rǫ, ǫ ≥ 0, is a regenerative set on [0,∞), and in particular, R0 is a β-stable regenerative
set.
By the calculation in the proof of Lemma 2.5 of [1], we have for ǫ > 0,
pǫ(x) := PN (x ∈ Rǫ) = e
(β−1)x/ǫ1{0≤x≤ǫ} +
( ǫ
e
)1−β
xβ−11{x>ǫ}, x ≥ 0. (20)
Let uǫ(x) and dǫ be the renewal density and the drift of the subordinator associated with Rǫ respectively.
By [4, Propositions 1.7], if ǫ > 0,
uǫ(x) = d
−1
ǫ pǫ(x) =: d
−1
ǫ
( ǫ
e
)1−β
fǫ(x), x > 0. (21)
It is elementary to verify that as ǫ ↓ 0
fǫ(x) = (e
x/ǫ−1ǫ)β−11{0≤x≤ǫ} + x
β−11{x>ǫ} ↑ x
β−1, x > 0. (22)
Note that
∫∞
0
e−xuǫ(x)dx = 1 due to normalization requirement (10) via (9). Combining this fact with (22)
and the monotone convergence theorem, we have ǫ→ 0,
dǫ ∼ Γ(β)
( ǫ
e
)1−β
as ǫ→ 0. (23)
Note that d0 = 0 since a β-stable subordinator has no drift. Define for all ǫ ≥ 0 the measures
πǫ(dx) = dǫδ0 +Πǫ(x)dx, x ≥ 0, and π˜ǫ(·) =
πǫ(· ∩ [0, 1])
πǫ([0, 1])
, (24)
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where Πǫ(x) = Πǫ((x,∞)) is the tail of the Le´vy measure Πǫ corresponding to Rǫ, and δ0 is the delta measure
with a unit mass at 0. Note that Π0 is equal to Π in (11) and π˜0 = πV in Proposition 2.2 when restricted
to [0, 1]. Since for each ǫ ≥ 0, ∫ y
0
uǫ(x)dx ≍ y
β , y > 0,
where h1(y) ≍ h2(y) means c1h2(y) ≤ h1(y) ≤ c2h2(y) for some constants 0 < c1 < c2, in view of [4,
Proposition 1.4], we have ∫ y
0
Πǫ(x)dx ≍ y
1−β, y > 0.
Hence each πǫ is a σ-finite infinite measure on [0,∞).
Enriching the space (H,H) if necessary, suppose ν is a σ-finite measure onH, and suppose Uǫ : H → [0,∞)
is an improper random variable satisfying
ν((Rǫ, Uǫ) ∈ ·) = (PRǫ × πǫ)(·), (25)
where PRǫ is the distribution of Rǫ on F and πǫ is as in (24). Then by [9], Rǫ := Rǫ + Uǫ is a stationary in
the sense of
ν(τxRǫ ∈ ·) = ν(Rǫ ∈ ·), (26)
where τx is as in (12).
The next result enables a key coupling argument in the proof of Theorem 3.1.
Lemma 4.1. We have the convergence in total variation distance:
‖π˜ǫ − π˜0‖TV := sup{|π˜(A)− π˜0(A)| : A ∈ B([0, 1])} → 0
as ǫ→ 0
Proof. We first show as ǫ→ 0,
πǫ([0, 1])→ π0([0, 1]). (27)
By [7, Equation (1.11) and Proposition (3.9)] as ǫ → 0, the Laplace exponent uniquely associated with Rǫ
satisfying (10) converges pointwise to the Laplace exponent uniquely associated with a β-stable regenerative
set. This, by [13, Theorem 15.15(ii)], further implies that as ǫ→ 0, we have the following weak convergence
of measures:
ν˜ǫ(dx) := dǫδ0 + (1− e
−x)Πǫ(dx)
d
→ (1 − e−x)Π0(dx) = (1− e
−x)
β
Γ(1 − β)
x−β−1dx =: ν˜0(dx), (28)
where ν˜ǫ, ǫ ≥ 0, are probability measures on [0,∞) due to (8) and (10). Next by Fubini,
πǫ([0, 1]) = dǫ +
∫ 1
0
Πǫ(x)dx = dǫ +
∫
(0,∞)
(1 ∧ x)Πǫ(dx) =
∫
[0,∞)
h(x)ν˜ǫ(dx), (29)
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where h(x) := 1∧x1−e−x for x > 0 and h(0) := 1 is a bounded continuous function on [0,∞). Hence by the
weak convergence in (28), as ǫ→ 0, we have∫
[0,∞)
h(x)ν˜ǫ(dx)→
∫
[0,∞)
h(x)ν˜0(dx) =
∫ 1
0
Π0(x)dx = π0([0, 1]) =
1
Γ(2− β)
. (30)
Combining (29) and (30), we obtain (27).
Now to conclude the proof, it suffices to show
sup{|π(A) − π0(A)| : A ∈ B([0, 1])} → 0 (31)
as ǫ→ 0. Indeed for A ∈ B([0, 1]),
|πǫ(A) − π0(A)| =
∣∣∣∣∣dǫδ0(A) +
∫
A∩(0,1]
Πǫ(x)−Π0(x)dx
∣∣∣∣∣ ≤ dǫ +
∫
[0,1]
|Πǫ(x)−Π0(x)|dx. (32)
Note that dǫ → 0 by (23). On the other hand, [7, Proposition (3.9)] and [13, Lemma 15.14(ii)] imply as
ǫ→ 0 that
Πǫ(x)→ Π0(x), x > 0.
In addition by (29), (30) and the fact dǫ → 0, we have as ǫ→ 0∫ 1
0
Πǫ(x)dx→
∫ 1
0
Π0(x)dx.
Therefore the second term in bound (32) tends to 0 by Scheffe´’s lemma (e.g, [32, Item 5.10]). So (31)
follows.
Next we turn to the construction of the local time based on the covering scheme. Suppose Rǫ, ǫ ≥ 0, are
as in (19) defined on the probability space (H,H, PN ). In view of Lemma 4.1 and a well-known coupling
characterization of total variation distance (e.g., [26, Theorem 2.1]), there exist random variables Vǫ ≥ 0,
ǫ ≥ 0, defined on a probability space (Θ,G, PV ), so that PV (Vǫ ∈ ·) = π˜ǫ(·), and as ǫ→ 0,
PV (Vǫ = V0)→ 1. (33)
Lemma 4.2. For 0 ≤ t ≤ 1, set
L
(ǫ)
t (h, θ) =
1
Γ(βp)
( ǫ
e
)βp−1 ∫ t
0
1{x ∈ ∩pi=1Rǫ(hi) + Vǫ(θi)}dx, (34)
where h := (h1, . . . , hp) ∈ Hp, θ := (θ1, . . . , θp) ∈ Θp and βp is as in (14).
(a) As ǫ = 1/n ↓ 0, n ∈ Z+, L
(ǫ)
t converges in L
r = Lr
(
Hp ×Θp,Hp ×Gp, P pN × P
p
V
)
to a limit L∗t , r ∈ Z+.
(b) Let E′ denote integration with respect to P pN × P
p
V . Then for r ∈ Z+
E
′[(L∗t )
r] =
r!Γ(2− β)pΓ(β)p
Γ((r − 1)βp + 2)Γ(βp)
t(r−1)βp−1. (35)
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(c) We have
L∗t (h, θ) = Lt
(
p⋂
i=1
R0(hi) + V0(θi)
)
P pN × P
p
V -a.e., (36)
where Lt = L
(βp)
t is the local time functional as in (13).
We need the following preparation for the proof of the lemma. Throughout an integral
∫ b
a · dx is understood
as zero if a ≥ b.
Lemma 4.3. For δ, η ≥ 0 and v = (v1, . . . , vp) ∈ [0, 1]p and h = (h1, . . . , hp) ∈ Hp, define
∆
(ǫ)
δ,η(h;v) =
1
Γ(βp)
( ǫ
e
)βp−1 ∫ η
δ
1{x ∈ ∩pi=1Rǫ(hi) + vi}dx
Let EN denote integration with respect to P
p
N on H
p and suppose r ∈ Z+. Then
EN∆
(ǫ)
δ,η(·;v)
r =
r!
Γ(βp)r
∫
δ<x1<...<xr<η
(
p∏
i=1
fǫ(x1 − vi)
)
fǫ(x2 − x1)
p . . . fǫ(xr − xr−1)
pdx (37)
≤c(η − δ)
rβp
+ , (38)
where fǫ(x) is as in (22) if x ≥ 0 and fǫ(x) = 0 for x < 0, and c > 0 is constant which does not depend on
ǫ, δ, η or v.
Proof. Suppose δ < η, otherwise the conclusion is trivial. Let pǫ(x) be as in (20) when x ≥ 0 and set
pǫ(x) = 0 if x < 0. For 0 ≤ x1 < . . . < xr and ǫ > 0, we have
P pN ({h ∈ H
p : {x1, . . . , xr} ⊂ ∩
p
i=1Rǫ(hi) + vi}) =
p∏
i=1
PN ({h ∈ H : {x1, . . . , xr} ⊂ Rǫ(h) + vi})
=
p∏
i=1
(
pǫ(x1 − vi)pǫ(x2 − x1) . . . pǫ(xr − xr−1)
)
,
where for the last equality, we have used the regenerative property of Rǫ [8, Equation (6)]. See also the
proof of [1, Lemma 2.5]. Then (37) follows from Fubini, the relation fǫ(x) = (ǫ/e)
β−1pǫ(x) (see (21)) and a
symmetry in the integral.
Next, observe that
uǫ(x) ≤ cx
β−1, x > 0, (39)
for some constant c > 0 which does not depend on ǫ or x. Hence we have for some constants c1, c2 > 0 free
of ǫ, δ, η or θ (recall βp = p(β − 1) + 1 ∈ (0, 1)),
EN∆
(ǫ)
δ,η(·;v)
r ≤ c1
∫
δ<x1<...<xr<η
(
p∏
i=1
(x1 − vi)
β−1
+
)
(x2 − x1)
βp−1 . . . (xr − xr−1)
βp−1dx
= c2
∫ η
δ
(
p∏
i=1
(x1 − vi)
β−1
+
)
(η − x1)
(r−1)βpdx1 =: c2gδ,η(v1, . . . , vp),
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where for the equality above, we have integrated out the variables in the order xr,xr−1,. . . , x2 and repeatedly
applied (18). Note that the function gδ,η : [0, 1]
p → R is symmetric, so we suppose without loss of generality
that 0 ≤ v1 ≤ . . . ≤ vp ≤ 1 below. Then by monotonicity and (18),
gδ,η(v1, . . . , vp) =
∫ η
δ
(
p∏
i=1
(x− vi)
β−1
+
)
(η − x)(r−1)βpdx ≤
∫ η
δ
(x− vp)
βp−1
+ (η − x)
(r−1)βpdx
≤1{vp≥δ}B(βp, (r − 1)βp + 1)(η − vp)
rβp
+ + 1{vp<δ}
∫ η
δ
(x− δ)βp−1(η − x)(r−1)βpdx
≤c(η − δ)rβp .
The proof is concluded.
Proof of Lemma 4.2. All conclusions trivially hold if t = 0. Suppose 0 < t ≤ 1.
(a) Let
Θ∗ :=
∞⋃
n=1
{θ : V1/n(θ) = V0(θ)},
and we have PV (Θ∗) = 1 by (33). Let
VM0 (θ) = max(V0(θi), i = 1, . . . , p).
Set
D1 = {θ ∈ Θ
p
∗ : 0 < V
M
0 (θ) < t}, D2 = {θ ∈ Θ
p
∗ : V
M
0 (θ) > t}
and
E1 = H
p ×D1, E2 = H
p ×D2,
which satisfy (P pN ×P
p
V )(E1∪E2) =
∑2
i=1(P
p
N ×P
p
V )(Ei) = 1 because the distribution π˜0 of V0 is continuous.
We shall establish the Lr convergence restricted on E1 and E2 respectively. Let EN and EV denote integration
with respect to P pN and P
p
V respectively.
First, suppose θ ∈ D1. In this case, since VM0 (θ) ≥ inf (∩
p
i=1Rǫ(hi) + V0(θi)),
L
(ǫ)
t (h, θ) =
1
Γ(βp)
( ǫ
e
)βp−1 ∫ t
VM
0
(θ)
1{x ∈ (∩pi=1Rǫ(hi) + Vǫ(θi))}dx.
For m ∈ Z+, set δm(θ) = (1−m−1)VM0 (θ) +m
−1t, which satisfies 0 < VM0 (θ) < δm(θ) < t. Define
L
(ǫ,m)
t (h, θ) =
1
Γ(βp)
( ǫ
e
)βp−1 ∫ t
δm(θ)
1{x ∈ (∩pi=1Rǫ(hi) + Vǫ(θi))}dx ≤ L
(ǫ)
t (h, θ). (40)
If ǫ = 1/n is sufficiently small so that Vǫ(θi) = V0(θi) for all i = 1, . . . , p and ǫ < δm(θ) − V
M
0 (θ), by [1,
Lemma 2.6], (L
(ǫ,m)
t (·, θ))ǫ>0 forms a nonnegative P
p
N -martingale as ǫ decreases. So L
(ǫ,m)
t (·, θ) converges
P pN -a.e. as ǫ = 1/n → 0, and hence L
(ǫ,m)
t converges P
p
N × P
p
V -a.e. by Fubini. On the other hand, for any
r ∈ Z+, by Fubini, (38) and (40),
E
′|L
(ǫ,m)
t |
r ≤ EV EN [(L
(ǫ)
t )
r] ≤ ctrβp . (41)
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Hence the Lr convergence of L
(ǫ,m)
t 1E1 as ǫ = 1/n → 0 follows from uniform integrability. On the other
hand, by (38) again,
EN |L
(ǫ)
t (·, θ)− L
(ǫ,m)
t (·, θ)|
r ≤ c[δm(θ)− V
M
0 (θ)]
rβp ≤ ctm−rβp .
Therefore
lim
m→∞
sup
ǫ>0
‖L
(ǫ)
t 1E1 − L
(ǫ,m)
t 1E1‖Lr = 0.
This together with the Lr convergence of L
(ǫ,m)
t 1E1 as ǫ = 1/n→ 0 implies that L
(ǫ)
t 1E1 is Cauchy in L
r as
ǫ = 1/n→ 0 and thus converges in Lr.
Next, suppose θ ∈ D2. When ǫ is small enough so that Vǫ(θi) = V0(θi) for all i = 1, . . . , p, we have
L
(ǫ)
t (h, θ) = 0 since t ≤ inf (∩
p
i=1Rǫ(hi) + V0(θi)) in this case. Then the L
r convergence of L
(ǫ)
t 1E2 follows
from uniform integrability by (41).
(b) By (22), (37) and monotone convergence theorem, we have for θ ∈ Θp∗
ENL
∗
t (·, θ)
r =
r!
Γ(βp)r
∫
0<x1<...<xr<t
(
p∏
i=1
(x1 − V0(θi))
β−1
+
)
(x2 − x1)
βp−1 . . . (xr − xr−1)
βp−1dx.
Hence by Fubini and (18),
E
′[(L∗t )
r] =
r!(1 − β)p
Γ(βp)r
∫
0<x1<...<xr<t
∫
[0,1]p
p∏
i=1
v−βi
(
p∏
i=1
(x1 − vi)
β−1
+
)
dv
× (x2 − x1)
βp−1 . . . (xr − xr−1)
βp−1dx
=
r!(1 − β)pB(1− β, β)p
Γ(βp)r
∫
0<x1<...<xr<t
(x2 − x1)
βp−1 . . . (xr − xr−1)
βp−1dx.
The last expression is equal to that in (35) through repeated applications of (18).
(c) This can be proved as [1, Lemma 2.7], so we only provide a sketch. Write
∩pi=1R0(hi) + V0(θi) = R
∗(h, θ) + V ∗(h, θ),
where V ∗(h, θ) = inf (∩pi=1R0(hi) + V0(θi)) and R
∗ is a βp-stable regenerative set starting at the origin
independent of V ∗ under P pV × P
p
N [25, Lemma 3.1]. By its construction, (L
∗
t )t≥0 is an additive functional
which only increases on R∗ + V ∗. In addition, by (35) and Kolmogorov continuity theorem, (L∗t )t≥0 admits
a P pN × P
p
V -version which is continuous in t. Therefore, in view of [14, Theorem 3] and [17, Theorem (3.1)],
the equality in (36) holds up to a positive multiplicative constant. This constant can be shown to be 1 by
comparing the moments as in the proof of [1, Lemma 2.7].
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4.2 Proof of Theorem 3.1
Proof. We first show the equivalence between the representations in Theorem 3.1 (a) and (b), for which we
shall fix T > 0 and consider t ∈ [0, T ]. In view of Proposition 2.2 and Lemma 2.1, the representation in (15)
is equivalent to
cp,β
∫ ′
(H×[0,∞))p
Lt
(
p⋂
i=1
(Ri + vi)
)
W ∗(dR1, dv1) . . .W
∗(dRp, dvp), (42)
where W ∗ is a Gaussian random measure on F × [0,∞) with control measure PR × πV . Observe that since
t ≤ T the integrand above is zero if vi > T for some i = 1, . . . , p. So the integral domain (H × [0,∞))p
in (42) can be replaced by (H × [0, T ])p, and πV can be viewed as its restriction on [0, T ]. Then define a
Gaussian random measure by
W ∗T (·) = πV ([0, T ])
−1/2W ∗(·) = T (β−1)/2W ∗(·), (43)
whose control measure is now the probability measure PR× π˜V , where π˜(dv) = T β−1(1−β)v−βdv, v ∈ (0, T ).
Substituting W ∗ by W ∗T in (42), the equivalence to the representation in (b) then follows from Lemma 2.1.
Also because of (43), the relation cp,β,T = T
p(1−β)/2cp,β holds.
Next we prove (b). We shall assume T = 1 for simplicity, and the argument is similar for general T .
By Lemma 4.2, the L2 isometry of Wiener-Itoˆ integrals (Section 2.1) and the standardization of variance at
t = 1, the second moment of the expression in (42) when t = 1 is equal to
2!
2!Γ(β)pΓ(2− β)p
Γ(βp)Γ(βp + 2)
c2p,β = 1.
This implies (16).
Let (H,H, PN ), (Θ,G, PV ), L∗t , L
(ǫ)
t , Vǫ, Rǫ, ǫ ≥ 0, be as in Lemma 4.2 and let ν and Uǫ be as described
in the paragraph above (26). In view of Lemma 2.1, without loss of generality one can choose the probability
space
(Ω′,F ′, P ′) = (H × Θ,Hp × Gp, PN × PV ),
assume that PN × PV is atomless, and choose R = R0 and V = V0. In view of (36), for 0 ≤ t ≤ 1 we have
a.s.
Z˜(t) := c−1p,βZ(t) =
∫ ′
(H×Θ)p
L∗t (h, θ)W (dh1, dθ1) . . .W (dhp, dθp).
For ǫ > 0, define
Z˜ǫ(t) =
∫ ′
(H×Θ)p
L
(ǫ)
t (h, θ)W (dh1, dθ1) . . .W (dhp, dθp). (44)
By Lemma 4.2, L
(ǫ)
t converges to Lt in L
2 as ǫ = 1/n → 0. So by the L2 isometry of Wiener-Itoˆ integrals,
as ǫ = 1/n→ 0,
Z˜ǫ(t)
L2(Ω)
−→ Z˜(t), t ≥ 0. (45)
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Next, for ǫ > 0, define the Gaussian processes
Gǫ(x) =
(
πǫ([0, 1])
dǫ
)1/2 ∫
H×Θ
1{x ∈ Rǫ(h) + Vǫ(θ)}W (dh, dθ), x ∈ [0, 1], (46)
and
G∗ǫ (x) = d
−1/2
ǫ
∫
H×Θ
1{x ∈ Rǫ(h) + Uǫ(θ)}W (dh, dθ), x ∈ [0,∞). (47)
We claim that the Gaussian process (G∗ǫ (x))x∈[0,∞) is stationary and
(Gǫ(x))x∈[0,1]
f.d.d.
= (G∗ǫ (x))x∈[0,1], (48)
where
f.d.d.
= means equality in finite-dimensional distributions. Indeed for 0 ≤ x ≤ y, in view of (26),
EG∗ǫ (x)G
∗
ǫ (y) = d
−1
ǫ ν({x, y} ⊂ Rǫ + Uǫ) = d
−1
ǫ ν({0, y − x} ⊂ Rǫ + Uǫ) = EG
∗
ǫ (0)G
∗
ǫ (y − x).
On the other hand, for 0 ≤ x ≤ y ≤ 1,
EGǫ(x)Gǫ(y) = (πǫ([0, 1])/dǫ)P
′({x, y} ⊂ Rǫ + Vǫ) = d
−1
ǫ ν({x, y} ⊂ Rǫ + Uǫ, Uǫ ≤ 1)
= d−1ǫ ν({x, y} ⊂ Rǫ + Uǫ) = EG
∗
ǫ (x)G
∗
ǫ (y).
Next, because 0 ∈ Rǫ, we have {0, x} ∈ Rǫ + Uǫ if and only if Uǫ = 0 and x ∈ Rǫ. So by (24) and (25),
EG∗ǫ (0)G
∗
ǫ (x) = d
−1
ǫ πǫ({0})pǫ(x) = pǫ(x),
and in particular EG∗ǫ (0)
2 = pǫ(0) = 1. We will use the spectral representation of G
∗
ǫ [12, Theorem 7.54]:
for ǫ > 0 and x ≥ 0,
G∗ǫ (x) =
∫
R
eiλxŴǫ(dλ) a.s., (49)
where Ŵǫ is a complex-valued Hermitian Gaussian random measure with control measure µǫ satisfying
pǫ(x) =
∫
R
eiλxµǫ(dλ), x ≥ 0. (50)
In addition, using Gaussian moments, we have for some constant c > 0 not depending on x that
E[G∗(x)−G∗(0)]4 = 3(E[G∗(x) −G∗(0)]2)2 = 12(1− pǫ(x))
2 ≤ cx2, x ≥ 0,
where the inequality follows from an examination of (20). Hence Gǫ and G
∗
ǫ admit continuous versions by
Kolmogorov continuity theorem. We shall work with such versions of them when integrating along their
time variables below.
Applying a stochastic Fubini Theorem [21, Theorem 5.13.1] to (44) (see also (34)), and using the relation
between Hermite polynomials and multiple Wiener-Itoˆ integrals [12, Theorem 7.52, Equation (7.23) and
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Theorem 3.19], (48) and (49), we have
Z˜ǫ(t)
a.s.
=
1
Γ(βp)
( ǫ
e
)βp−1( dǫ
πǫ([0, 1])
)p/2 ∫ t
0
Hp (Gǫ(x)) dx
f.d.d.
=
1
Γ(βp)
( ǫ
e
)βp−1( dǫ
πǫ([0, 1])
)p/2 ∫ t
0
Hp (G
∗
ǫ (x)) dx
a.s.
=
(
dǫ (ǫ/e)
β−1
)p
Γ(βp)πǫ([0, 1])p/2
∫ ′′
Rp
ei(
∑p
j=1
λj)t − 1
i(
∑p
j=1 λj)
W˜ǫ(dλ1) . . . W˜ǫ(dλp), (51)
where W˜ǫ := d
−1/2
ǫ Ŵǫ has control measure µ˜ǫ := d
−1
ǫ µǫ. By (50) and (21),∫
R
eiλxµ˜ǫ(dλ) = d
−1
ǫ pǫ(|x|) = uǫ(|x|). (52)
Note that in view of (22) and (23), as ǫ→ 0,
uǫ(x)→ u0(x) =
xβ−1
Γ(β)
, x > 0. (53)
Define
µ˜0(dλ) := cβ |λ|
−βdλ, λ 6= 0,
where cβ > 0 is chosen so that
4
∫ ∞
0
sin(ax)
x
u0(x)dx =
4a
(1 − β)Γ(β)
∫ ∞
0
xβ−1 cos(ax)dx =
2cβa
1−β
1− β
= µ˜0([−a, a]), a > 0, (54)
where for the first equality above we have applied an integration by parts, and for the second equality we
have applied [10, Section 3.761 Item 9].
We claim that as ǫ→ 0,
(Z˜ǫ(t))0≤t≤1
f.d.d.
−→
(
Γ(β)p
Γ(βp)Γ(2 − β)p/2
∫ ′′
Rp
ei(
∑p
j=1 λj)t − 1
i(
∑p
j=1 λj)
Ŵ0(dλ1) . . . Ŵ0(dλp)
)
0≤t≤1
, (55)
where
f.d.d.
−→ stands for the convergence of the finite-dimensional distributions, Ŵ is a complex-valued Hermi-
tian Gaussian random measure with control measure µ˜0, The right-hand side of (55) is, up to a constant, the
frequency-domain representation of a Hermite process (3) after noticing that Ŵ0(dλ)
d
= c
−1/2
β |λ|
−β/2Ŵ (dλ).
If (55) holds, then in view of (45), the proof is concluded.
To show (55), in view of (23), (30), Crame´r-Wold device and [6, Lemma 3] (see also [23, Proposition
5.3.6]), it suffices to show as ǫ→ 0, the vague convergence
µ˜ǫ(dλ)
v
→ µ˜0(dλ), (56)
as well as
lim
A→∞
lim sup
ǫ→0
∫
([−A,A]p)c
|kt(λ1, . . . , λp)|
2µ˜ǫ(dλ1) . . . µ˜ǫ(dλp) = 0. (57)
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where
kt(λ1, . . . , λp) :=
∫ t
0
eis(λ1+...+λp)ds =
exp(i(
∑p
j=1 λj)t)− 1
i(
∑p
j=1 λj)
, t > 0,
p∑
j=1
λj 6= 0.
We first show (56). By an inversion of the Fourier transform (52) [16, Theorem 4:4], we have for any
a > 0,
µ˜ǫ([−a, a]) = lim
A→∞
∫ A
−A
e−iax − eiax
−ix
uǫ(x)dx = 4
∫ ∞
0
sin(ax)
x
uǫ(x)dx,
where for the last expression above, its integrability follows from (39), and its continuity in a can be verified
using the dominated convergence theorem via the bound supa∈[0,b] | sin(ax)| ≤ (bx)∧1 for any x, b > 0. Then
by (39), (53), (54) and the dominated convergence theorem, we conclude as ǫ→ 0
µ˜ǫ([−a, a])→ µ˜0([−a, a]),
and thus (56) holds.
Define a measure on Rp as:
κǫ(dλ1, . . . , dλp) := |kt(λ1, . . . , λp)|
2µ˜ǫ(dλ1) . . . µ˜ǫ(dλp).
We shall obtain (57) as a tightness condition from the weak convergence of κǫ as ǫ → 0. Indeed, set
1 = (1, . . . , 1) ∈ Rp and let 〈·, ·〉 denote the Euclidean inner product. By (52) and Fubini, we have∫
Rp
ei〈λ,x〉κǫ(dλ) =
∫
Rp
µ˜pǫ (dλ)e
i〈λ,x〉
∫ t
0
eis1〈λ,1〉ds1
∫ t
0
e−is2〈λ,1〉ds2
=
∫ t
0
ds1
∫ t
0
ds2
p∏
j=1
uǫ(|xj + s1 − s2|)
→
∫ t
0
ds1
∫ t
0
ds2
p∏
j=1
u0(|xj + s1 − s2|)
=
tβp+1
Γ(β)p
∫ 1
−1
(1− |y|)
p∏
j=1
|xj/t+ y|
β−1dy =: φ(x).
as ǫ → 0, where the last line is obtained by change of variables s1 = t(y + w), s2 = tw and integrating out
the variable w. Note that φ(x) < ∞ for any x ∈ Rp since (β − 1)p > −1. The convergence above can be
justified by the dominated convergence theorem using the bound uǫ(x) ≤ cu0(x) (see (39)). Furthermore,
the function φ(x) is continuous [6, Lemma 1] . So tightness (57) holds by Le´vy’s continuity theorem. Hence
(55) is established and the proof is complete.
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