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λc Parameter zur Modellierung der Geschwindigkeitssätti-
gung
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Ψ Rauschanteil bedingt durch das induzierte Gate-Rauschen
beim CG-LNA
τ0 Spezifische Zeitkonstante des MOSFETs
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Cin Totale Eingangskapazität des CG-LNAs
C ′in Weitenbezogene totale Eingangskapazität des CG-LNAs
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C ′ox Flächenbezogene Oxidkapazität
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Es existiert bereits eine große Anzahl von Geräten, die zur Übertragung ihrer
Information wie z.B. Sensormessdaten, die drahtlose Datenübertragung verwen-
den. Diese Geräte bilden zum Teil drahtlose Netzwerke, wobei für Distanzen bis
zu 100 m die sogenannten Wireless Personal Area Networks (WPANs) eingesetzt
werden. Zu diesen Systemen zählt z.B. Bluetooth [6] und ZigBee [7] denen in der
Zukunft eine drastische Zunahme an Geräten vorausgesagt wird. So wird nach
der Marktanalyse in [8] bei den ZigBee-Geräten / Chips eine Verkaufszahl von 50
Millionen Stück für Ende des Jahres 2006 erwartet und es sollen Verkaufszahlen
von 750 Millionen Stück pro Jahr am Jahresende 2010 erreicht werden.
Damit ICs für dieses Funksystem preiswert angeboten werden können ist es er-
forderlich diese in einer möglichst preisgünstigen Technologie zu realisieren. Für
diese Anforderung ist die CMOS-Technologie besonders geeignet, da sie gegen-
über anderen Halbleitertechnologien den entscheidenden Vorteil bietet analoge
und digitale Schaltungsblöcke gemeinsam auf einem Chip zu integrieren. Durch
neuere CMOS-Technologien mit kleineren Strukturgrößen werden sehr hohe Tran-
sitfrequenzen erreicht, wodurch es möglich ist auch die Schaltungsteile welche das
hochfrequente Signal verarbeiten müssen, ebenfalls in der CMOS-Technologie zu
realisieren. Diese Möglichkeit wurde bereits durch zahlreiche Publikationen nach-
gewiesen, von denen hier nur stellvertretend [9–22] genannt werden. Nach der
International Technology Roadmap [23] wird für das Jahr 2010 mit einer Gate-
Länge der Transistoren von 32 nm gerechnet, wodurch eine Transitfrequenz von
1
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280 GHz erreicht wird. Damit wird die CMOS-Technologie in der Zukunft im
HF-Bereich noch mehr an Bedeutung gewinnen.
1.1 Systemüberblick IEEE 802.15.4 (ZigBee)
In diesem Abschnitt soll auf die nötigen Grundlagen in bezug auf das ZigBee-Sys-
tem eingegangen werden, die zum besseren Verständnis der vorliegenden Arbeit
dienlich sind.
Die IEEE Arbeitsgruppe 802.15.4 arbeitet an Funkstandards für WPAN-
Lösungen mit niedrigen Übertragungsraten bei gleichzeitig geringem Energie-
verbrauch. Ziel der dort spezifizierten Geräte ist es lange Batteriestandzeiten
von bis zu zwei Jahren zu erreichen. Die Zielapplikationen dieser Geräte sind im
Bereich der Sensordatenübertagung und Sensornetzwerke, Fernbedienungen und
Haustechnik, sowie in der Unterhaltungselektronik zu finden [24].
Neben der grundlegenden Arbeitsgruppe 802.15.4 wird in den weiteren Arbeits-
gruppen 802.15.4a und b an Erweiterungen gearbeitet, wie z.B. Datenübertragung
mit Chirp-Impulsen oder an Ultra Wide Band (UWB) Ansätzen. Im Rahmen die-
ser Arbeit wird die ursprüngliche Version IEEE 802.15.4 betrachtet. Der Standard
IEEE 802.15.4 spezifiziert die physikalische Schicht (PHY) und die Medium Ac-
cess Control Schicht (MAC), während ZigBee die oberen Protokollschichten im
ISO-OSI-Schichtenmodell beschreibt. Eine weitere Einführung zu den höheren
Protokollschichten ist in [25–27] zu finden.
Um den Schreibaufwand zu reduzieren wird die folgende Konvention eingeführt:
Statt IEEE 802.15.4 (ZigBee) wird im folgenden nur der Ausdruck ZigBee verwen-
det. Der Standard [7] spezifiziert die Systemeigenschaften des ZigBee-Funksystem
für die Übertragung in den lizenzfreien Frequenzbereichen des Industrial, Scienti-
fic, and Medical (ISM) Frequenzbands. Diese liegen in Europa bei 868 MHz wo ein
Kanal zur Verfügung steht, in den USA bei 915 MHzmit 10 Kanälen und weltweit
bei 2, 45 GHz mit 16 Kanälen [7,25,26]. Bei 868/915 MHz wird als Modulations-
art Binary Phase Shift Keying (BPSK) mit vorheriger differentieller Kodierung
also DBPSK verwendet und bei 2,45 GHz wird Offset Quadrature Phase-Shift
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Keying (O-QPSK) eingesetzt. Die Modulationsparameter des ZigBee-Standards
sind in der Tabelle 1.1 zusammengefasst. Neben diesen in der ursprünglichen Ver-
sion des Standards festgelegten Modulationsarten werden in der Version 2006 des
Standards [7] weitere Modulationsarten und Datenraten spezifiziert die hier nicht
weiter betrachtet werden.
Tabelle 1.1: Kennzahlen des ZigBee-Funkstandards.
Frequenzband Kanalanzahl HF-Bandbreite Bit Rate Chip Rate Modulation
in MHz in MHz in kB/s in kChips/s
868 1 0,6 20 300 DBPSK
915 10 1,2 40 600 DBPSK
2450 16 2 250 2000 O-QPSK
Im folgenden wird nur der Frequenzbereich 868 MHz näher betrachtet, da hier
eine geringe Bitrate (welche ausreichend ist für drahtlose Sensoranwendungen)
und eine geringe Trägerfrequenz spezifiziert ist, wodurch letztlich eine niedrige
Leistungsaufnahme des Empfängers erzielt wird. Die Übertragung der Informa-
tion erfolgt unter dem Einsatz von Direct Sequence Spread Spectrum (DSSS)
Bandspreizverfahren, bei denen das zu übertragende Bit durch ein 15 Chip lan-
ges Symbol repräsentiert wird. Im Sender werden die Chips vor der Modulation
durch ein Raised-Cosine Pulsformfilter mit einem Roll-Off-Faktor von R = 1
spektral geformt. Die Chiprate des ZigBee-System beträgt 300 kChip/s und be-
dingt durch das Pulsformfilter ergibt sich eine Signalbandbreite von 300 kHz im
Basisband [7,28].
Im ZigBee-Standard [7] werden für den Empfänger die folgenden Daten spezi-
fiziert: Das Paketfehlerverhältnis (PER) muss unterhalb von 1% liegen, wobei
dieser Wert als wichtige Bezugsgröße für weitere Tests dient. Die exakte Träger-
frequenz wird festgelegt als fc = 868, 3 MHz. Die Empfindlichkeit wird spezifi-
ziert als die kleinste an der Antenne gemessene Empfangsleistung, bei der das
PER noch kleiner ist als 1%. Diese soll mindestens −92 dBm betragen und wird
gemessen ohne die Anwesenheit eines Störers (Interferrer). Das maximale Ein-
gangssignal, das noch korrekt empfangen werden muss beträgt −20 dBm.
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Ein Test um die Störfestigkeit gegen Störungen durch andere Anwendungen aus
dem benachbarten Frequenzbereich zu überprüfen ist im ZigBee-Standard [7]
nicht vorgesehen. Es wird jedoch ein Test angegeben um die Störfestigkeit ge-
gen Übertragungen in Nachbarkanälen zu prüfen. Hierbei befindet sich das ge-
wünschte Signal 3 dB über der Empfindlichkeitsgrenze, d.h. bei −89 dBm. In
einem ersten Testszenario befindet sich zusätzlich zu dem gewünschten Signal ein
ZigBee-Störsignal im direkt benachbarten Kanal mit dem gleichen Signalpegel.
In einem weiteren Testszenario befindet das ZigBee-Störsignal im übernächsten
Kanal und weist dabei einen um 30 dB höheren Pegel auf, d.h. dieses liegt bei
−59 dBm. Das PER von 1% darf bei diesen Tests nicht überschritten werden. Da
im Frequenzband bei 868 MHz nur ein Kanal zur Verfügung steht, entfällt dieser
Test. Damit wird die notwendige Störfestigkeit nicht vom Standard vorgegeben.
1.2 Problembeschreibung
Eine große Herausforderung stellt die geforderte lange Batteriestandzeit dar. Dies
wird an dem Rechenbeispiel aus [24] deutlich. Dort wird von einer Alkaline Bat-
terie der Größe AAA (Micro-Zelle) mit einer typischen Kapazität von 750 mAh
ausgegangen. Damit ergibt sich gemäß [24] mit 8760 Stunden pro Jahr ein durch-
schnittlicher Strom von Iavg = 750 mAh2·8760h = 42, 8 µA.
Der durchschnittliche Strom setzt sich aus zwei Anteilen zusammen: Zum einen
aus dem Anteil, wenn der Empfänger eingeschaltet ist Ion und zum anderen aus
dem Anteil, wenn der Empfänger deaktiviert ist Istby. Daraus kann nach [24] der






mit Ton der Zeitdauer die der Empfänger eingeschaltet ist und Tges der gesamten
Zeitdauer. Wird weiter von Istby = 10 µA und Ion = 10 mA ausgegangen, so wird
bei Ton
Tges
= 0, 33% ein durchschnittlicher Strom von Iavg = 43 µA erreicht. Damit
wird deutlich, dass diese lange Batteriestandzeit nur erreicht werden kann wenn
der Empfänger sich während der meisten Zeit (99,67%) im deaktivierten Zustand
befindet [24].
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Der Einfluss von Veränderungen des Stroms Ion und Istby auf die Batteriestandzeit
ist in der Abbildung 1.1 dargestellt. Aus der Darstellung ist zu entnehmen, dass
bei zugrundegelegten, oben genannten Zahlenwerten eine Veränderung des Stroms
Ion den größten Einfluss auf die Batteriestandzeit hat.
Abbildung 1.1: Einfluss von Veränderungen des Stroms im eingeschalteten Zustand Ion und im
deaktivierten Zustand Istby auf die Batteriestandzeit.
Die Tabelle 1.2 zeigt die Kenndaten von einigen am Markt erhältlichen ZigBee-
Chips, wobei nach Wissen des Autors zur Zeit nur ein ZigBee-Chip im Frequenz-
bereich 868 MHz arbeitet. Wie aus der Tabelle ersichtlich, weisen die dort auf-
gelisteten Chips eine deutlich höhere Stromaufnahme im aktivierten Zustand auf
und erreichen daher nur eine deutlich kürzere Batteriestandzeit als die geforder-
ten zwei Jahren bei sonst gleichen Randbedingungen. Im ZigBee-Standard [7]
wird der deaktivierte Zustand nicht spezifiziert, somit ist auch nicht eindeutig
festgelegt ob in diesem Zustand z.B. der Oszillator oder der Takt für den Digi-
talteil aktiviert oder deaktiviert ist. Der deaktivierte Zustand unterscheidet sich
daher bei den ZigBee-Chips [29–32] und ist somit nicht vergleichbar.
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Tabelle 1.2: Vergleichsdaten von einigen am Markt erhältlichen ZigBee-Chips.
Hersteller Chip Frequenzband Strom beim Empfang Versorgunsspannung
in MHz Ion in mA UDD in V
Atmel [29] AT86RF230 2450 16 1,8 ... 3,6
Chipcon [30] CC2420 2450 18,8 2,1 ... 3,6
Freescale [31] MC13912 2450 37 2 ... 3,4
ZMD [32] 44101 868/915 28 2,2 ... 2,7
Der hohe Stromverbrauch entsteht zum größten Teil in den Schaltungsblöcken
des Empfängers, die das HF-Signal verarbeiten müssen. Dies wird auch aus der
Aufschlüsselung des Stromverbrauchs der einzelnen Stufen der Empfänger in [13,
19] deutlich.
Eine weitere Herausforderung an den Empfänger stellen die Störungen durch an-
dere Funkanwendungen in dem freien ISM-Frequenzband dar, ebenso wie die
Störungen durch Funkanwendungen im direkt benachbarten Frequenzbereich.
So gibt z.B. der Frequenznutzungsplan [33] in Deutschland den Frequenzbe-
reich 865 . . . 868 MHz für RFID-Anwendungen frei und in dem Frequenzbereich
880 . . . 890 MHz sind GSM-Funkanwendungen erlaubt.
Wie im vorherigen Abschnitt beschrieben, ist bei 868 MHz kein Test vorgesehen
um die Störfestigkeit zu überprüfen. In Anlehnung an den Test zur Störfestigkeit
bei 915 MHz wird von dem folgenden Szenario ausgegangen: Es befindet sich
ein Störsignal, welches ebenfalls ein ZigBee-Signal ist 1 MHz entfernt von dem
gewünschten Signal (imaginärer Nachbarkanal), d.h. die Trägerfrequenz liegt bei
867, 3 MHz oder bei 869, 3 MHz. Der Signalpegel des Störsignals soll bei PInt =
−29 dBm liegen, während das gewünschte Signal einen Pegel von PSig = −92 dBm
aufweist. Dies stellt damit eine wesentlich höhere Anforderung im Vergleich zum
ZigBee-Standard [7] dar und soll dazu dienen, um zum einen das Systemkonzept
später auf 915 MHz übertragen zu können und zum anderen um grob den Einfluss
durch andere Funkanwendungen abzuschätzen zu können.
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1.3 Zielsetzung der Arbeit
Das erste Ziel der vorliegenden Arbeit ist es, ein Empfängerkonzept auszuwählen
welches besonders gut für die Anforderungen eines drahtlosen Sensornetzwer-
kes mit geringem Leistungsverbrauch wie z.B. ZigBee geeignet ist. Einige Blöcke
in dem Empfänger arbeiten mit einer festen Versorgungsspannung, welche der
Nennversorgungsspannung der Technologie entspricht. Eine geringe Leistungsauf-
nahme wird daher durch einen geringen Stromverbrauch erreicht, welcher somit
im Vordergrund steht und besonders beachtet werden soll. Weiterhin sollen die,
für die schaltungstechnische Realisierung notwendigen Kennzahlen des gesamten
Empfängers und der einzelnen Blöcke festgelegt werden. Ein Weg zur Lösung
dieses Problems besteht darin, die Kennzahlen des Empfängers mit Hilfe analy-
tischer Gleichungen wie z.B. aus [34] festzulegen. Dieser Weg ist zwar im Prinzip
gangbar, jedoch werden dabei viele vereinfachende Annahmen getroffen und in
der Praxis auftretende nichtideale Effekte vernachlässigt. Als Sicherheit werden
daher Reserven einkalkuliert, die dann wiederum durch zu hohe Anforderung an
den Empfänger zu einem unnötig hohen Stromverbrauch führen. Zur Lösung die-
ses Problems wird daher ein äquivalentes Basisbandmodell für das Analog Front
End (AFE) entwickelt, welches viele nichtideale Effekte mit berücksichtigt. Die-
ses wird in eine Systemsimulation eingebunden, mittels derer die Kennzahlen des
Empfängers festgelegt werden können.
Den Kern dieser Arbeit bildet die Untersuchung des rauscharmen Verstärkers
(Low Noise Amplifier, LNA) am Eingang des Empfängers, der das HF-Eingangs-
signal ausreichend verstärken muss. Dieser nimmt in bezug auf die Rauschzahl
des gesamten Systems die Schlüsselrolle ein. Da der LNA zu den Schaltungs-
blöcken im HF-Teil des Empfängers zählt, welcher wie im vorherigen Abschnitt
beschrieben den größten Stromverbrauch verursacht, gehört der LNA damit zu
den Schaltungsblöcken mit der höchsten Stromaufnahme. Ziel der Arbeit ist es da-
her, eine geeignete LNA-Architektur auszuwählen und diese so zu optimieren, so
dass die Anforderungen des ZigBee-Systems erfüllt werden bei geringst möglicher
Stromaufnahme der Schaltung. Der technologieabhängige Einfluss der arbeits-
punktabhängigen parasitären Kapazitäten des MOSFETs und der Einfluss des
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arbeitspunktabhängigen Rauschens auf die Performance des LNAs wurde bisher
wissenschaftlich nicht betrachtet. Hier stellt sich heraus, dass technologiebedingte
Grenzen beim LNA für das Rauschen und den Eingangsreflexionsfaktor existie-
ren. Weiterhin stellt sich die Frage nach dem günstigsten Arbeitspunkt für den
LNA-MOSFET.
Darüber hinaus wird ein neues Konzept zur variablen Verstärkungseinstellung
beim LNA untersucht. Die grundlegende Idee dabei ist, nicht nur die Verstär-
kung bei hohen Eingangssignalpegeln zu reduzieren, sondern dabei gleichzeitig
den Arbeitspunktstrom abzusenken um damit zusätzlich die Batteriestandzeit zu
verlängern.
Sowohl bei der Architekturauswahl als auch bei der schaltungstechnischen Rea-
lisierung soll das Ziel beachtet werden, nach Möglichkeit den kompletten Emp-
fänger als eine monolithisch integrierte Schaltung in einem 0, 25 µm Standard-
CMOS-Prozess zu realisieren.
1.4 Gliederung der Arbeit
Die vorliegende Arbeit ist folgendermaßen strukturiert: Im Kapitel 2 werden zu-
nächst die aus der Literatur bekannten Empfängerarchitekturen miteinander ver-
glichen und die am besten für einen energieefizienten Empfänger wie z.B. ZigBee
geeignete ausgewählt. Im weiteren wird dort auf die Systemsimulation des Emp-
fängers eingegangen, mittels derer die Kennzahlen des gesamten Empfängers fest-
gelegt werden. Diese werden im Anschluss umgesetzt in Spezifikationen für die
einzelnen Schaltungsblöcke des Empfängers. Von den Schaltungsblöcken wird der
LNA als Realisierungsbeispiel ausgewählt, auf dem in den folgenden Kapiteln
detaillierter eingegangen wird.
Bevor in den weiteren Kapiteln die nähere Untersuchung der LNA-Architektu-
ren durchgeführt wird, soll in dem Kapitel 3 auf die nötigen Grundlagen zum
Verhalten der Bauelemente bei den hier betrachteten hohen Frequenzen einge-
gangen werden. Das Verhalten des MOSFETs wird dabei durch das EKV-Modell
beschrieben und der Aufbau und die elektrischen Eigenschaften der Spulen in
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der verwendeten CMOS-Technologie erläutert. Weiterhin wird dort der Einfluss
durch die Aufbau- und Verbindungstechnik betrachtet.
Aus der Literatur bekannte LNA-Architekturen werden im Kapitel 4 miteinander
verglichen und bewertet mit dem Ziel, die am besten für einen energieefizienten
Empfänger geeignete auszuwählen. Dabei wird auch die Einsatzmöglichkeit einer
synthetischen Spule untersucht.
Das Design und Optimierung des ausgewählten LNAs werden in Kapitel 5 erläu-
tert. Dabei werden die Technologiebedingten Grenzen in bezug auf die Rausch-
zahl und den Eingangsreflexionsfaktor sowohl analytisch als auch numerisch be-
stimmt. Die Optimierungsstrategie für den LNA wird vorgestellt und es wird auf
die schaltungstechnische Realisierung des LNAs eingegangen. Ein neues Konzept
zur Verstärkungseinstellung des LNAs wird in diesem Kapitel vorgestellt, wel-
ches es ermöglicht den Arbeitspunkstrom bei geringen Verstärkungen um fast
eine Größenordnung abzusenken.
Das abschließende Kapitel 6 fasst die Ergebnisse dieser Arbeit zusammen und
gibt einen Ausblick in die Zukunft.

Kapitel 2
Festlegung der System- und
Blockspezifikation
Die Auswahl der am besten geeigneten Empfängerarchitektur und die Festlegung
der Spezifikation der einzelnen Schaltungsblöcke ist eine große Herausforderungen
beim Entwurf des Empfängers. Die getroffene Wahl der Architektur hat einen sehr
großen Einfluss auf die Anforderungen der einzelnen Blöcke, sowie auf die späte-
re Leistungsfähigkeit z.B. auch auf das Bitfehlerverhältnis des gesamten Empfän-
gers. Bei der Entscheidung müssen die Komplexität des Empfängerkonzeptes und
der Schaltungsblöcke, die Kosten, der Stromverbrauch des Empfängers und die
Anzahl der benötigten diskreten Bauelemente gegeneinander abgewogen werden.
Um die erforderlichen Kennzahlen des Empfängers festlegen zu können ist es not-
wendig, mehrere nichtideale Effekte der schaltungstechnischen Realisierung des
Empfängers schon auf der Systemebene zu berücksichtigen. Zu den nichtidealen
Effekten des realen Empfängers gehört z.B. das Rauschen, die Nichtlinearität
der Stufen, die nur endliche Dämpfung der Filter im Sperrbereich und je nach
Empfängerarchitektur DC-Offsets und I/Q-Mismatch. Die Auswirkung all dieser
Effekte auf das Bitfehlerverhältnis des gesamten Empfängers lässt sich nicht mehr
analytisch bestimmen, daher ist es notwendig die erforderlichen Systemkennzah-
len mit Hilfe einer Systemsimulation zu ermitteln [35,36].
Im folgenden werden die aus der Literatur bekannten verschiedenen Empfänge-
rarchitekturen vorgestellt und auf ihre Eignung im Einsatz in einem energieeffi-
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zienten ZigBee-Empfänger bewertet. Nach der Auswahl der Architektur erfolgt
die Modellierung der Blöcke auf Systemebene für die Systemsimulation. Im An-
schluss daran werden die Simulationsergebnisse vorgestellt und die Kennzahlen
für die einzelnen Schaltungsblöcke festgelegt.
2.1 Empfängerarchitekturen
Während die ersten Radios noch mit Amplitudenmodulation (AM) arbeiteten
[37, 38] und mit rein analogen Empfängerschaltungen (Hüllkurvendetektor) aus-
kamen, bestehen heutige Empfänger fast immer aus Analog- und Digitalteil. Der
Empfänger lässt sich wie in Abbildung 2.1 dargestellt in Analogteil und digita-
len Basisbandteil aufteilen [9,39]. Der Analogteil besteht zum einen aus Blöcken
die das hochfrequente Empfangssignal verarbeiten und zum anderen aus Blöcken
die das niederfrequente Signal1 verarbeiten. Die Schnittstelle zwischen Analog-
und Digitalteil bildet der Analog-Digital-Umsetzer (Analog to Digital Converter,
ADC), indem die Umsetzung der analogen Signale in digitale erfolgt.
Abbildung 2.1: Blockschaltbild typische Aufteilung des Empfängers.
Die verschiedenen Empfängerarchitekturen unterscheiden sich im wesentlichen
im Aufbau des Analogteils. In der Vergangenheit wurde überwiegend der Super-
heterodyne-Empfänger eingesetzt, dagegen sind jetzt aufgrund der verbesserten
digitalen Technik eine Vielfalt von Architekturen in Empfängern zu finden [40]. In
der Literatur [19,34,40,41] unterscheidet man zwischen Homodyne-, Heterodyne-,
Image-Reject-, Digital-IF-, Low-IF-, Dual-Down-Conversion- und Subsampling-
Empfängern. Im folgenden werden diese kurz beschrieben, die Vor- und Nachteile
1 Je nach Empfängerarchitektur kann dieses Signal bei einer Zwischenfrequenz oder zentriert
um den Nullpunkt liegen.
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erläutert und die am besten geeignete Architektur für den energieeffizienten Emp-
fänger ausgewählt. Der Autor erhebt damit keinen Anspruch auf Vollständigkeit
noch darauf, dass andere Autoren die gleichen Fachbegriffe für die beschriebenen
Architekturen gewählt haben.
2.1.1 Homodyne-Empfänger
Der Homodyne-Empfänger wird auch als Direct-Conversion- oder Zero-IF-Emp-
fänger bezeichnet. Bei dieser Architektur wird wie in Abbildung 2.2 schematisch
dargestellt das hochfrequente Signal in einem einzigen Schritt direkt in das Ba-
sisband (Nulllage) heruntergemischt.
Abbildung 2.2: Blockschaltbild Homodyne-Empfänger mit Quadratur-Mischer.
Bei der dargestellten Empfängerarchitektur werden zwei separate Pfade für die
Inphase- (I) und die Quadraturkomponente (Q) verwendet, damit die positiven
und negativen spektralen Komponenten des Eingangssignals separat verarbei-
tet werden können. Dies ist notwendig um einen Verlust an Information zu ver-
meiden, da bei Signalen mit einer komplexen Modulation (z.B. Frequenz- oder
Phasenmodulation) beide Seiten des Spektrums verschiedene Informationen bein-
halten [13,34,40]. Wird dagegen eine rein reale Modulation (z.B. Zweiseitenband-
AM) verwendet, so ist die Unterscheidung nicht notwendig und es kann dann auf
den zweiten Pfad verzichtet werden [13, 34]. Einen Sonderfall stellt die BPSK-
Modulation (damit auch die DBPSK-Modulation) dar. Bei dieser wird die Pha-
se nur um 180◦ geändert, daher könnte theoretisch auf den Q-Zweig verzichtet
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werden. Da der kohärente Empfänger in der Praxis jedoch nicht möglich ist (ab-
solute Phase und genaue Frequenz sind nicht bekannt), werden auch beim BPSK-
Empfänger I- und Q-Zweig benötigt.
Der Homodyne-Empfänger besitzt die folgenden Vorteile:
• Nur sehr wenige Schaltungszweige müssen das HF-Signal führen, wodurch
die Stromaufnahme reduziert wird. Diese Architektur ist daher sehr gut für
den Einsatz in einem energieeffizienten Empfänger geeignet.
• Es treten keine Probleme mit Spiegelfrequenzen auf, da die Zwischenfre-
quenz bei Null liegt (das Signal ist sein eigenes Spiegelsignal) [40,42]. Filter
als diskrete (meist teure) Bauelemente werden nicht benötigt und es ist
nicht erforderlich, dass der LNA in der Lage ist 50 Ω Impedanzen zu trei-
ben [34]. Die Stromaufnahme wird dadurch ebenfalls reduziert.
• Für die Kanalselektion können einfache Tiefpassfilter (TP) verwendet wer-
den die sich einfach mit integriert lassen [34].
Neben den o.g. Vorteilen besitzt die Architektur auch eine Reihe von Nachtei-
len bzw. es ergeben sich Probleme die gelöst werden müssen und im folgenden
aufgeführt werden:
• Durch DC-Offsets können nachfolgende Stufen in die Sättigung geraten und
dadurch kann das Signal verfälscht werden. Das entstehen der DC-Offsets
lässt sich auf zwei Ursachen zurückführen: Zum einen kann das LO-Signal
durch Kopplung an den Eingang des LNAs oder des Mischers gelangen
und dann mit sich selbst gemischt werden. Gelangt das LO-Signal zur An-
tenne so kann es abgestrahlt, an bewegten Objekten reflektiert und an-
schließend wieder empfangen werden. In diesem Fall entstehen zeitvariante
DC-Offsets die bei schnellen Änderungen schwer von dem Nutzsignal zu
unterscheiden sind [34, 40]. Als zweite Ursache kommt ein starker Störer
in Betracht, der durch Kopplung vom Eingang des Empfängers zum LO-
Eingang des Mischers übersprechen kann und sich damit selbst in das Ba-
sisband heruntermischt [34, 40]. Der Empfänger muss daher mit einer DC-
Offset-Kompensation ausgestattet werden [42]. Durch das Abtrennen des
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DC-Anteils entsteht ein Notch im Zentrum des Spektrums des demodulier-
ten Signals, was je nach verwendeter Codierung zu einem Verlust an Energie
und damit zu einer Erhöhung des Bitfehlerverhältnis (BER) führt [13,34].
Diese Schaltung muss daher exakt dimensioniert werden.
• Gelangt das LO-Signal bis zur Antenne und wird dort abgestrahlt, so führt
dies neben den o.g. DC-Offsets im aussendenden Empfänger auch zu Stö-
rungen im Frequenzband. Das bedeutet, das abgestrahlte LO-Signal wirkt
sich als Störer für andere Empfänger aus [34,40]. In der Literatur wird dies
als LO-Leakage bezeichnet.
• Bei Frequenz- und Phasenmodulation müssen wie in Abbildung 2.2 ge-
zeigt Quadratur-Mischer verwendet werden. Die Amplituden der beiden
LO-Signale müssen gleich sein und die Phasendifferenz muss genau 90◦ be-
tragen. Ebenso müssen die Signale im I und im Q-Pfad exakt die gleiche Ver-
stärkung und Phasendrehung erfahren. Werden diese Anforderungen nicht
erfüllt führt dies zu einem Ungleichgewicht was in der Literatur als I/Q-
Mismatch bezeichnet wird [34,43].
• Das Spektrum des heruntergemischten Signals liegt nahe bei Null und kann
damit vom 1/f -Rauschen der Transistoren überlagert werden [34,40]. Dies
ist besonders ein Problem bei MOSFET-Transistoren die eine hohe 1/f -
Eckfrequenz aufweisen können [34, 44]. Im Basisbandteil des Empfängers
können Transistoren mit großen Weiten und Längen verwendet werden wo-
durch das 1/f -Rauschen reduziert wird. Die DC-Offset-Kompensation un-
terdrückt dabei auch Anteile des 1/f -Rauschens [34].
• Die Auswahl des gewünschten Kanals und die Unterdrückung von Signalen
in Nachbarkanälen kann sowohl im Analogteil also vor dem ADC als auch
im Digitalteil erfolgen. Im letzten Fall muss der ADC aber eine größere
Auflösung besitzen was einen höheren Stromverbrauch zur Folge hat. Dieser
Aspekt wird weiter in Abschnitt 2.2 vertieft. Die Auswahl der Anordnung
hat ebenfalls einen Einfluss auf die geforderte Linearität der Stufen im
Analogteil.
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• Liegen am Eingang des LNAs zwei starke, benachbarte Störer an, so können
durch die Nichtlinearität des LNAs Intermodulationsprodukte gerader Ord-
nung entstehen die nahe bei DC liegen. Durch die nur endliche Dämpfung
des realen Mischers kann dieses Störsignal an den Ausgang gelangen und
damit das Basisbandsignal überlagern. Dieser Effekt wird als Even-Order
Distortion in der Literatur bezeichnet [34,40].
In der Literatur beschriebene energieeffiziente Empfänger wie z.B. ZigBee und
vergleichbare Systeme setzen gerne die Homodyne-Empfängerarchitektur ein. So
werden in [14–17] ZigBee-Empfänger beschrieben die diese Architektur verwen-
den. In [13] wird ein energieeffizientes FSK-System vorgestellt das bei 433 MHz
im ISM Band arbeitet und in [21] ein Bluetooth Empfänger der für eine gerin-
gere Datenrate modifiziert wurde. Ein Bluetooth und IEEE 802.11b Empfänger
wird in [22] beschrieben und in [45] ein CDMA-2000 Empfänger der ebenfalls die
homodyne Architektur verwendet.
2.1.2 Heterodyne-Empfänger
Der Heterodyne-Empfänger wurde in der Vergangenheit sehr häufig eingesetzt.
Bei diesem Empfängertyp wird das hochfrequente Signal nicht direkt in das Ba-
sisband gemischt, sondern auf eine Zwischenfrequenz (ZF2). Dies wird erreicht,
indem die Frequenz des LO-Signals ungleich der Trägerfrequenz des gewünsch-
ten Signals gewählt wird. Das Blockschaltbild ist in Abbildung 2.3 schematisch
dargestellt.
Bei der dargestellten Empfängerarchitektur wird im Gegensatz zum Homodyne-
Empfänger nur ein Pfad benötigt, da das Ausgangssignal sich noch auf der Zwi-
schenfrequenz befindet. Das Heruntermischen kann in mehreren Stufen erfolgen,
wobei vor jedem Mischer ein Filter notwendig ist das die Spiegelfrequenzen unter-
drückt. Erst in der letzten Stufe, wenn das Signal ins Basisband gemischt wird,
ist kein Spiegelfrequenzfilter notwendig und es werden wieder separaten Pfade für
die I- und Q-Komponente benötigt [34,39].
2 In der Literatur wird dies auch als Intermediate Frequency (IF) bezeichnet.
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Abbildung 2.3: Blockschaltbild Heterodyne-Empfänger.
Die Vorteile der Heterodyne-Empfängerarchitektur sind:
• In der Vergangenheit wurde fast ausschließlich nur die Heterodyne-Empfän-
gerarchitektur verwendet [13]. Es besteht daher eine jahrelange Erfahrung
mit dieser Architektur [34,42].
• Der Empfänger besitzt eine große Selektivität und eine hohe Empfindlich-
keit, so dass diese Architektur heute noch immer bei teuren Speziallösungen
verwendet wird [34].
• Da das Ausgangssignal auf der Zwischenfrequenz liegt, entfallen viele Pro-
bleme des Homodyne-Empfängers wie z.B. DC-Offsets, I/Q-Mismatch oder
1/f -Rauschen [34].
Die Heterodyne-Empfängerarchitektur besitzt eine große Anzahl von Nachteilen
und Problemen die sie unattraktiv für einen stromsparsamen Empfänger wie z.B.
ZigBee machen. Diese Punkte werden im folgenden aufgeführt:
• Die Frequenzbänder die symmetrisch zum LO-Signal liegen werden zur glei-
chen Zwischenfrequenz ωZF heruntergemischt. Damit überlagert sich am
Ausgang des Mischers das gewünschte Frequenzband mit dem Frequenz-
band welches die unerwünschten Spiegelfrequenzen enthält [34,40,46]. Da-
mit die Empfindlichkeit des Empfängers nicht reduziert wird ist es notwen-
dig, die Spiegelfrequenzen vor dem Mischer durch ein geeignetes Filter zu
unterdrücken. Das Filter kann ein einfaches LC-Filter, oder wenn eine grö-
ßere Selektivität gefordert wird auch ein teureres SAW-Filter sein [13,42].
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• Die Wahl der Zwischenfrequenz stellt einen Kompromiss dar zwischen der
Unterdrückung der Spiegelfrequenzen durch das Spiegelfrequenzfilter und
der Unterdrückung von Nachbarkanalstörern durch das nach dem Mischer
geschaltete Kanalselektionsfilter. Damit stellt die Wahl der Zwischenfre-
quenz letztendlich eine Wahl zwischen Selektivität und Empfindlichkeit des
Empfängers dar [34].
• Das Spiegelfrequenzfilter wird normalerweise als passive, diskrete Kompo-
nente realisiert. Der LNA muss daher in der Lage sein die 50 Ω Eingangsim-
pedanz des Filters treiben zu können, wodurch dieser eine erhöhte Strom-
aufnahme aufweist [34].
• Bei der schaltungstechnischen Realisierung müssen die Signale vom Chip
herunter geführt und die damit verbundenen Probleme (Bondpad und
Bonddraht) berücksichtigt werden. Auf die Problematik, Signale vom Chip
herunter zu führen wird noch in Abschnitt 3.5.2 eingegangen. Die Schaltung
ist damit aufwendiger im Vergleich zum Homodyne-Empfänger.
• Da das Ausgangssignal des Heterodyne-Empfängers auf der Zwischenfre-
quenz liegt, müssen nachfolgende Stufen in der Lage sein, dieses immer
noch hochfrequente Signal verarbeiten zu können. Dies führt ebenfalls zu
einem höheren Stromverbrauch im Vergleich zum Homodyne-Empfänger.
• Die Verwendung diskreter Komponenten führt dazu, dass der gesamte Emp-
fänger teuer und damit ungünstig für eine möglichst preisgünstige Variante
wie einen ZigBee-Empfänger wird.
2.1.3 Image-Reject-Empfänger
Beim Image-Reject-Empfänger ist die grundlegende Idee, dass das Signal und
die Spiegelfrequenz getrennt verarbeitet wird um die Spiegelfrequenz zu unter-
drücken. Dies geschieht im Gegensatz zum Heterodyne-Empfänger ohne die Ver-
wendung eines Spiegelfrequenzfilters. In der Literatur werden zwei Varianten un-
terschieden. Zum einen gibt es die Hartley Architektur und zum anderen die
Weaver Architektur [34,40].
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Beim Hartley-Empfänger erfolgt das heruntermischen wie beim Homodyne-Emp-
fänger in zwei separaten Pfaden wie in Abbildung 2.4 dargestellt, jedoch wird
hier das Signal auf eine Zwischenfrequenz gemischt. Das heruntergemischte Si-
gnal wird in einem3 Pfad um 90◦ in der Phase verschoben und anschließend zu
dem anderen Pfad addiert. Durch die Phasenverschiebung weisen die Spiegelfre-
quenzen in den beiden Zweigen unterschiedliche Polaritäten auf und löschen sich
somit wie in [34] gezeigt aus.
Abbildung 2.4: Blockschaltbild Hartley-Empfänger.
Voraussetzung für die Auslöschung der Spiegelfrequenz ist, dass beide Zweige
exakt gleich sind, also kein I/Q-Mismatch vorhanden ist. Diese Forderung lässt
sich in der Praxis nur bedingt erfüllen. Um die 90◦ Phasenverschiebung zu erzeu-
gen kann ein RC-CR Netzwerk oder ein Polyphasenfilter verwendet werden [40].
Bedingt durch die CMOS-Bauelementwertschwankungen von typischerweise 20%
ist es schwierig mit einem RC-CR Netzwerk eine Spiegelfrequenzunterdrückung4
(IIR) von mehr als 20 dB zu erreichen [34, 47]. Damit sind die I/Q-Mismatch
Anforderungen beim Hartley-Empfänger strenger als beim Homodyne-Empfän-
ger [34].
Beim Weaver-Empfänger ersetzt ein weiterer Quadratur-Mischer den Block der
für die 90◦ Phasenverschiebung sorgt und übernimmt dessen Funktion [34]. Die
Architektur ist in Abbildung 2.5 schematisch dargestellt. Um die Spiegelfrequenz
3 In der Praxis erfolgt meist eine Aufteilung der 90◦ Phasenverschiebung in eine +45◦ in dem
einen und eine -45◦ Phasenverschiebung in dem anderen Zweig [34].
4 In der englischsprachigen Literatur wird dies als Image Rejection Ratio (IIR) bezeichnet.
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in bezug auf die zweite Mischerstufe zu unterdrücken muss auch das Tiefpassfil-
ter (TP) durch ein Bandpassfilter (BP) ersetzt werden [34]. Wenn die erste Zwi-
schenfrequenz ausreichend niedrig gewählt wird dann lassen sich die Filter auf
dem Chip mit integrieren [13].
Abbildung 2.5: Blockschaltbild Weaver-Empfänger.
Wie die Hartley Architektur leidet auch die Weaver Architektur an der durch
den I/Q-Mismatch bedingten nur endlichen Unterdrückung der Spiegelfrequen-
zen [34]. Wie in [13,42] gezeigt wird ist es in der Praxis schwierig eine Spiegelfre-
quenzunterdrückung (IIR) von mehr als 40 dB zu erreichen. Beide Architekturen
sind außerdem komplexer im Aufbau im Vergleich zum Homodyne-Empfänger.
Die Image-Reject-Empfängerarchitektur ist damit nicht besonders gut für einen
Einsatz in einem stromsparsamen Empfänger geeignet [13].
2.1.4 Digital-IF-Empfänger
Beim Digital-IF-Empfänger erfolgt die Umsetzung ins Basisband im digitalen.
Das bedeutet, das hochfrequente Signal wird zunächst wie beim Heterodyne-
Empfänger (siehe Abschnitt 2.1.2) auf eine Zwischenfrequenz gemischt und dann
dort mittels eines ADCs digitalisiert. Durch Multiplikation mit digitalen Sinus-
und Kosinus-Funktionen erfolgt dann die Umsetzung in I- und Q-Pfad wie in
Abbildung 2.6 gezeigt.
Der große Vorteil dieser Architektur ist es, dass die typischen Problem des Ho-
modyne-Empfängers wie z.B. I/Q-Mismatch, DC-Offsets, oder 1/f -Rauschen auf-
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Abbildung 2.6: Blockschaltbild Digital-IF-Empfänger.
grund der digitale Signalverarbeitung vermieden werden [40]. Als großes Problem
stellt sich die sehr hohe Anforderung an den ADC des Digital-IF-Empfängers dar.
Da das Signal auf der Zwischenfrequenz abgetastet wird muss die Abtastrate sehr
hoch sein. Die Signalpegel betragen an dieser Stelle nur ein paar hundert Mikro-
volt und wird zusätzlich noch ein starker Störer im Nachbarkanal empfangen so
muss die Auflösung an Bit sehr groß sein. Wie noch in Abschnitt 2.2 gezeigt
wird hat der ADC damit eine sehr große Stromaufnahme. Diese Architektur ist
damit nicht für mobile Anwendungen geeignet. Sie wird aber zum Teil in den
Basisstationen beim Mobilfunk eingesetzt [34].
2.1.5 Subsampling-Empfänger
Die bisher vorgestellten Empfängerarchitekturen setzen immer zunächst das Ein-
gangssignal auf eine Zwischenfrequenz oder direkt ins Basisband um bevor es
digitalisiert wird. Beim Subsampling-Empfänger wird direkt das hochfrequente
Signal durch eine Unterabtastung digitalisiert. Da die Signalbandbreite sehr klein
ist und die Veränderung der Signale über mehrere Perioden des Trägers gering
ist, kann das Signal weit unterhalb der Trägerfrequenz abgetastet werden [34].
Der große Nachteil des Subsampling-Empfängers ist das Aliasing des Rauschens.
Wird das Signal um Faktor m unterabgetastet, so überlagert sich das Rauschen
auchm-fach [34]. Die Rauschzahl des Empfängers steigt dadurch stark an. Da der
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Unterschied zwischen hochfrequenten Träger zu Nutzsignal beim ZigBee-Empfän-
ger sehr groß ist, ist diese Architektur schlecht für diese Anwendung geeignet.
2.1.6 Low-IF-Empfänger
Eine weitere Architektur ist der Low-IF-Empfänger, der eine Kombination aus
den oben beschriebenen Architekturen darstellt. Das hochfrequente Signal wird
wie beim Homodyne-Empfänger in einem einzigen Schritt mit einem I/Q-Mischer
heruntergemischt und dann auf der Zwischenfrequenz wie beim Digital-IF-Emp-
fänger digitalisiert. Im Gegensatz zum Heterodyne-Empfänger liegt die Zwischen-
frequenz nahe Null. Die Spiegelfrequenzunterdrückung wird wie beim Image-Re-
ject-Empfänger durch die getrennte Beeinflussung der positiven und negativen
Frequenzen erreicht [20]. Eine typische Variante dieser Architektur ist in Abbil-
dung 2.7 schematisch dargestellt.
Abbildung 2.7: Blockschaltbild Low-IF-Empfänger.
Diese Architektur leidet nicht an den Nachteilen wie DC-Offsets, 1/f -Rauschen
oder den Problemen die durch Kopplung zum LO-Signal auftreten. Vorausset-
zung für die Unterdrückung der Spiegelfrequenzen ist, dass I- und Q-Pfad iden-
tisch sind. In der Praxis erreicht ein I/Q-Mischer mit 3◦ Phasenfehler eine Spie-
gelfrequenzunterdrückung von 26 dB [20]. Der I/Q-Mismatch stellt deshalb für
diese Architektur ein großes Problem dar. Die Unterdrückung der Spiegelfrequenz
erfolgt durch das komplexe Filter in dem die positiven und negativen Frequenz-
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komponenten getrennt beeinflusst werden. Das Filter kann z.B. als passives Po-
lyphasenfilter realisiert werden, welches mit integriert werden kann.
In [20] wird ein als Double-Quadrature-Downconverter bezeichnete weitere Va-
riante vorgestellt. Hierbei wird sowohl das HF-Signal als auch das LO-Signal
einem Quadraturgenerator zugeführt. Die Ausgangssignale der Quadraturgene-
ratoren werden dann dem I/Q-Mischer zugeführt. Die Architektur wird dadurch
unempfindlicher gegen I/Q-Mismatch. Der Nachteil dieser Variante ist, dass zwei
Quadraturgeneratoren benötigt werden.
Ein Nachteil aller Low-IF-Empfänger ist, dass die Signale auf einer Zwischen-
frequenz digitalisiert werden und damit erhöhte Anforderungen an den ADC in
bezug auf die Abtastrate gestellt werden. Je nachdem wie gut Störer in Nach-
barkanälen unterdrückt werden, muss der ADC eine höhere Auflösung an Bit
besitzen. Die Anforderungen sind aber etwas geringer im Vergleich zum Digital-
IF-Empfänger.
Die in Abbildung 2.7 dargestellte Low-IF-Architektur wird z.B. in [12, 48] für
einen GPS Empfänger eingesetzt. Die Zwischenfrequenz wird dabei so gewählt,
dass die Spiegelfrequenz Teil des GPS Frequenzbands ist. Dadurch ist die An-
forderung an die Spiegelfrequenzunterdrückung gering. In [9] wird ein Bluetooth
Empfänger beschrieben, der aufgrund des Bluetooth Standards mit seinen sehr
geringen Anforderungen an die Spiegelfrequenzunterdrückung ebenfalls diese Ar-
chitektur einsetzt. Ein Mobilfunk Empfänger DCS-1800 wird in [49] beschrieben,
welcher auch einen Low-IF-Empfänger verwendet. Die Unterdrückung der Spie-
gelfrequenz erfolgt dort im Digitalteil.
2.1.7 Dual-Down-Conversion-Empfänger
Der Dual-Down-Conversion-Empfänger wurde in [19] vorgestellt. Diese Architek-
tur besteht wie in Abbildung 2.8 dargestellt aus zwei Mischerstufen. In der ersten
Stufe wird das HF-Signal zunächst auf eine hohe Zwischenfrequenz umgesetzt und
anschließend mit einem I/Q-Mischer direkt ins Basisband gemischt. Es wird nur
ein LO-Signal benötigt, welches den ersten Mischer versorgt und durch einen Fre-
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quenzteiler herunter gesetzt auch die zweite Mischerstufe versorgt. Durch diese
Schaltungstechnik wird ein Quadraturgenerator bzw. spannungsgesteuerter Os-
zillator (VCO) mit Quadraturausgängen eingespart [19].
Abbildung 2.8: Blockschaltbild Dual-Down-Conversion-Empfänger.
Im Vergleich zum Homodyne-Empfänger weist der Dual-Down-Conversion-Emp-
fänger ein geringeres 1/f -Rauschen auf. Die erste Mischerstufe besitzt zwar auch
ein hohes 1/f -Rauschen, welches aber das Signal überhaupt nicht beeinträchtigt.
Der Grund dafür liegt bei der sehr hohen Zwischenfrequenz, die damit weit vom
1/f -Rauschen entfernt ist und somit dieses überhaupt keinen Einfluss auf das
Signal hat. Die zweite Mischerstufe wird weit unterhalb der ersten LO-Frequenz
angesteuert und damit ist das 1/f -Rauschen hier proportional geringer [19].
Wie bei allen Architekturen die das HF-Signal auf eine Zwischenfrequenz um-
setzen muss auch hier die Spiegelfrequenz unterdrückt werden. Es wird dazu das
Filter als diskrete Komponente wie in Abbildung 2.8 gezeigt vor den LNA ge-
schaltet. Die Anforderungen an das Filter sind nicht so hoch, da der LNA mit
seinem abgestimmten Lastschwingkreis zusätzlich noch die Spiegelfrequenz un-
terdrückt [19].
Um das Übersprechen des LO-Signals zum Ausgang des ersten Mischers zu unter-
drücken, werden an dessen Ausgang abgestimmte Lastschwingkreise mit Spulen
eingesetzt. Bedingt durch die im Vergleich zum HF-Signal geringe ZF-Frequenz
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benötigen die Spulen eine große Induktivität, welche sich schwer auf dem Chip
realisieren lässt. Alternativ kann ein Double-Balanced-Mischer verwendet werden,
bei dem das LO-Signal nicht zum Ausgang übersprechen kann. Dieser Vorteil wird
dann mit der doppelten Stromaufnahme erkauft, was wiederum schlecht für den
energieeffizienten ZigBee-Empfänger ist.
In der Literatur wird in [11,19] ein FLEX-Pager Empfänger beschrieben, der im
ISM-Band bei 900 MHz arbeitet und diese Architektur verwendet. Die Frequenz
der Signale im Basisband ist sehr gering, damit ist das System sehr empfindlich
gegen 1/f -Rauschen. Der Dual-Down-Conversion-Empfänger ist für das dort be-
schriebene System damit eine gute Wahl. Der in [18] vorgestellte FSK-Empfänger
für das ISM-Band bei 900 MHz ist praktisch eine Weiterentwicklung des in [11,19]
vorgestellten Front-Ends, bei der sämtliche Spulen mit integriert wurden. Ein wei-
terer Dual-Down-Conversion-Empfänger für Bluetooth und IEEE 802.11b wird
in [39] beschrieben der bei 2,4 GHz im ISM-Band arbeitet.
2.1.8 Zusammenfassung
In den vorangehenden Abschnitten wurden die verschiedenen Empfängerarchi-
tekturen vorgestellt und ihre Vor- und Nachteile erörtert. In diesem Abschnitt
werden die betrachteten Architekturen zusammengefasst und die am besten für
den energieeffizienten ZigBee-Empfänger geeignete ausgewählt.
Die Architekturauswahl wird durch das angewendete Modulationsverfahren (im
ZigBee-Standard [7] wird DBPSK spezifiziert) und weitere praktische Anforde-
rungen (wie z.B. Abstimmbarkeit auf unterschiedliche Trägerfrequenzen) beein-
flusst.5 Zusätzlich soll bei der Architekturauswahl wie in der Einleitung im Ab-
schnitt 1.3 beschrieben das Ziel beachtet werden, nach Möglichkeit den kom-
pletten Empfänger als eine monolithisch integrierte Schaltung in einem 0, 25 µm
Standard-CMOS-Prozess zu realisieren.
5 So kann z.B. für den Empfang eines AM-Signals mit einer festen Trägerfrequenzen ein einfa-
cher Hüllkurvendetektor verwendetet werden. Bei einer geforderten Abstimmbarkeit bietet
sich eher ein Quadratur- oder ein Heterodyne-Empfänger an [46].
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In der Tabelle 2.1 sind die vorgestellten Empfängerarchitekturen noch einmal
zusammengefasst. Das Symbol „+“ bedeutet, dass der angesprochene Punkt für
diese Architektur kein Problem darstellt bzw. diese Architektur gut damit fertig
wird. Entsprechend bedeutet das Symbol „-“, dass der angesprochene Punkt für
diese Architektur ein Problem darstellt bzw. diese Architektur schlecht damit
fertig wird. Das Symbol „o“ bedeutet diesbezüglich eine neutrale Einstufung.
Tabelle 2.1: Vergleich der unterschiedlichen Empfängerarchitekturen.
Architektur bedingte Homo- Hetero- Image- Digital- Subsam Low-IF Dual-
Probleme dyne dyne Reject IF -pling Down-Con.
DC-Offsets - + + + + + o
I/Q-Mismatch - + - + + - -
1/f -Rauschen - + + + + + o
LO-Leackage - + + + + + -
Spiegelfrequenzunterdrückung + - - - - - o
Anforderungen an den ADC + + o - o o +
Komplexität des Empfängers + - - - + o o
Anzahl diskreter Komponenten + - + o o o o
Stromverbrauch + - o o o o +
Aufgrund des geringen Stromverbrauchs und der geringen Anforderungen an den
ADC kommen nach dem Vergleich der Architekturen von den hier beschriebe-
nen nur zwei für den Einsatz in Betracht: Der Homodyne- und der Dual-Down-
Conversion-Empfänger. Beide Architekturen sind mit geringem schaltungstechni-
schen Aufwand zu realisieren. Der Dual-Down-Conversion-Empfänger verspricht
zwar einen etwas geringeren Stromverbrauch da zunächst nur ein Mischer das
HF-Signal auf eine niedrigere Zwischenfrequenz umsetzt und geringe Probleme
mit DC-Offsets und 1/f -Rauschen. Er benötigt dafür aber am Eingang noch ein
Filter. Durch schaltungstechnische Maßnahmen lassen sich diese Probleme auch
beim Homodyne-Empfänger reduzieren. Da keine bzw. nur eine diskrete Kompo-
nente notwendig ist, sind beide Varianten auch kostengünstig zu realisieren. In
der ersten Mischerstufe des Dual-Down-Conversion-Empfängers werden wie oben
beschrieben große Induktivitäten benötigt, welche sich nur schwierig integrieren
lassen. Aus diesem Grund und der etwas geringeren Komplexität des Empfängers
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wird letztendlich die homodyne Architektur für den Einsatz in dem stromspar-
samen ZigBee-Empfänger ausgewählt.
2.2 ADC
Im vorherigen Abschnitt wurden verschiedene Empfängerarchitekturen beschrie-
ben und die homodyne Architektur für den ZigBee-Empfänger ausgewählt. Bei
dieser Entscheidung wurde berücksichtigt, dass die Stromaufnahme des ADCs
deutlich höher ist wenn das Signal auf einer Zwischenfrequenz abgetastet wird.
Die Auswirkung auf die Stromaufnahme des ADCs durch die Wahl der Abtastrate
und der Auflösung an Bit soll in diesem Abschnitt abgeschätzt werden.
Die Abschätzung der Stromaufnahme des ADCs soll erfolgen, ohne die detail-
lierte Festlegung der schaltungstechnischen Realisierung des ADCs. Durch die
Schaltvorgänge in dem ADC werden permanent interne Kapazitäten umgeladen,
so dass die Leistungsaufnahme des ADCs (PADC) abhängig sein muss von der
Versorgungsspannung UDD, der Schaltfrequenz f und der internen Kapazität C.
Gemäß [50] gilt der Zusammenhang P = U2DD · C · f . Die Leistungsaufnahme
einiger Schaltungsteile wird durch die Abtastrate fSample und die der anderen
Schaltungsteile durch die höchste Frequenzkomponente des abgetasteten Signals
fSignal bestimmt. Da über die Kapazität wenig ausgesagt werden kann ohne die
Topologie des ADCs festzulegen, wird in [50] die Leistungsaufnahme ausgedrückt
als PADC ∝ U2DD ·Lmin ·(fSample + fSignal).6 Weiterhin drückt die Effektive Anzahl
der Bits ENOB die Genauigkeit des ADCs aus und beeinflusst nach [50] eben-
falls die Leistungsaufnahme der Schaltung. Basierend auf einer Untersuchung der
Daten mehrerer publizierter ADCs, wird in [50] schließlich die Gleichung
PADC =
U2DD · Lmin · (fSample + fSignal)
10−0,1525·ENOB+4,838
(2.1)
angegeben, mittels derer die Leistungsaufnahme abgeschätzt werden kann. Bei
der Gleichung 2.1 handelt es sich um eine zugeschnittene Größengleichung, in
der UDD in V, Lmin in m, sowie fSample und fSignal in Hz eingesetzt wird. Das
6 Hierbei wird der Zusammenhang C = C ′ox ·W · L ausgenutzt.
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Ergebnis liegt dann in der Einheit W vor. Die angegebene Gleichung 2.1 ist wie
in [50] beschrieben, aufgrund der unterschiedlichen Struktur der ADCs nicht für
Σ∆-ADCs gültig. Die Genauigkeit der berechneten Leistungsaufnahme ist nur
besser als Faktor 2,2, sie kann aber gut zu einer groben Abschätzung der Strom-
aufnahme verwendet werden. Die Richtigkeit des angegebenen Zusammenhangs
kann anhand der in [50] verwendeten Literatur [51] überprüft werden. Eine wei-
tere Überprüfung mittels der in [52–56] angegebenen Zahlenwerten, zeigt eine
Abweichung die geringer ist als der angegebene Faktor 2,2.
Nach dem Abtasttheorem von Shannon [46] muss das Signal mindestens mit
der doppelten Frequenz (Nyquistrate) abgetastet werden. Wird das Signal mit
einer höheren Frequenz abgetastet als die Nyquistrate, so bezeichnet man dies als
Überabtastung. Das Verhältnis von Abtastrate zu Nyquistrate gibt den Faktor
der Überabtastung (Over Sampling Ratio, OSR) an. Um die Stromaufnahme des
ADCs zu bestimmen kann Gleichung 2.1 umgeschrieben werden als
IADC =
UDD · Lmin · fSignal · (1 + 2 ·OSR)
10−0,1525·ENOB+4,838
. (2.2)
Diese Gleichung wird ebenfalls als zugeschnittene Größengleichung betrachtet die
nun die Stromaufnahme in A liefert. Im Design wird eine Reserve berücksichtigt,
so dass OSR = 1,5 gewählt wird. Der ADC soll wie der komplette Empfänger
in einer 0,25 µm Standard-CMOS-Technologie realisiert und bei einer Versor-
gungsspannung von UDD = 2,5 V betrieben werden. Damit lässt sich die Strom-
aufnahme des ADCs in Abhängigkeit von der Basisbandsignalfrequenz und der
Effektiven Anzahl der Bits wie in Abbildung 2.9 dargestellt bestimmen. Aus der
Darstellung ist gut zu erkennen, wie die Stromaufnahme des ADCs stark ansteigt,
wenn die Anzahl der Bits und die abzutastende Frequenz zunimmt.
Eine weitere Funktion die der Empfänger erfüllen muss ist die Kanalselektion und
damit die Unterdrückung von Störern in Nachbarkanälen. Diese Filterung kann
im Analog- oder im Digitalteil erfolgen, ebenso ist auch eine Kombination aus
beiden realisierbar. Im ersten Fall wird ein Filter wie z.B. in [57] beschrieben vor
den ADC geschaltet und damit der Störer unterdrückt. In diesem Fall benötigt der
ADC nur eine geringe Anzahl an Bits um das gewünschte Signal aufzulösen. Wird
dagegen die Filterung digital durchgeführt, so muss der ADC in der Lage sein
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Abbildung 2.9: Stromaufnahme des ADCs in mA in Abhängigkeit von der Basisband-Signal-
frequenz und der Effektiven Anzahl der Bits bei OSR = 1,5 in einer 0,25 µm
CMOS-Technologie.
das gewünschte Signal zusammen mit einem möglichen Störer im Nachbarkanal
aufzulösen. In diesem Fall ist eine höhere Auflösung an Bits erforderlich, ebenso
ist um Aliasingeffekte zu vermeiden eine höhere Abtastrate notwendig (vgl. auch
[58]).
Anhand der Abbildung 2.9 lassen sich direkt die beiden Fälle analoge und digi-
tale Unterdrückung von einem Störer im Nachbarkanal vergleichen. Der ZigBee-
Empfänger wurde in [35, 36] mit Hilfe einer Systemsimulation analysiert, dabei
benötigt der ADC eine mindest Auflösung von 4 Bit um eine Verschlechterung der
Performance bei dem Bitfehlerverhältnis (BER) durch eine zu geringe Auflösung
des ADCs zu verhindern. Dies ist damit in Übereinstimmung mit den Ergebnis-
sen aus [56, 59]. Weitere 2 Bit werden für die Verstärkungsregelung (Automatic
Gain Control, AGC) berücksichtigt, so werden im ersten Fall insgesamt 6 Bit
benötigt [57]. Wie in Abschnitt 1.1 beschrieben beträgt die Basisbandsignalband-
breite 300 kHz. Nach Gleichung 2.2 beträgt die Stromaufnahme in diesem Fall
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nur 89 µA. Dieser Punkt ist in der Abbildung 2.9 unten links kenntlich gemacht.
Anders verhält es sich, wenn das Störsignal im Digitalen unterdrückt werden soll.
Unabhängig von der genauen Realisierung des Filters (FIR oder IIR, Ordnung,
Grenzfrequenz etc.) wird in diesem Fall eine höhere Auflösung des ADCs benö-
tigt. Dies ist notwendig, wenn das Störsignal wie in Abschnitt 1.2 beschrieben im
Nachbarkanal (im Abstand von 1 MHz) liegt und einen wesentlich höheren Si-




) ≈ 10 Bit mehr an Auflösung benötigt. Der ADC besitzt damit
insgesamt eine Auflösung von 16 Bit [57]. Die höchste Frequenzkomponente be-
trägt in diesem Fall 1,3 MHz womit sich eine Stromaufnahme von 13 mA ergibt.
Dieser Punkt ist in der Abbildung 2.9 oben rechts kenntlich gemacht.
Im Vergleich dazu muss die Stromaufnahme des analogen Filters gesehen wer-
den. Als Filter wird wie in [36] beschrieben ein Butterworth-Filter siebter Ord-
nung mit einer Grenzfrequenz von fg = 290 kHz betrachtet. Wird dieses Filter als
Leapfrog-Filter in Gm-C-Schaltungstechnik synthetisiert, so beträgt die Strom-
aufnahme von diesem Filter nur 500 µA [57]. Die gesamte Stromaufnahme (Filter
+ ADC) der analogen Variante beträgt damit nur 4,5 % von der digitalen Rea-
lisierung. Die Stromaufnahme des digitalen Filters wird bei dieser Betrachtung
vernachlässigt. Wird diese zusätzlich berücksichtigt, so verringert sich der pro-
zentuale Anteil des Stromverbrauchs der analogen Lösung noch weiter. Damit
wird deutlich, dass die Filterung aus Gründen der Energieeffizienz auf jeden Fall
im Analogen erfolgen muss.
Die Abbildung 2.9 verdeutlicht auch, warum die in Abschnitt 2.1 beschriebenen
Architekturen bei denen das Signal auf einer Zwischenfrequenz abgetastet wird
ungünstig für einen energieeffizienten Empfänger wie z.B. ZigBee sind. Die Ent-
scheidung für die homodyne Architektur wird damit noch einmal unterstützt.
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2.3 Festlegung der Systemkennzahlen des
gesamten Empfängers
Nachdem in Abschnitt 2.1 die Architektur für den Empfänger ausgewählt wur-
de, ist der nächste Schritt die Festlegung der Kennzahlen für den kompletten
Empfänger. Dies kann auf konventionellem Weg oder besser mit Hilfe einer Sy-
stemsimulation erfolgen.
Beim konventionellen Weg geschieht dies über die theoretisch erreichbaren Bit-
fehlerverhältnise des idealen Empfängers und analytischen Gleichungen die das
Verhalten des Empfängers vorhersagen. Die analytischen Gleichungen sind nur
unter vielen vereinfachenden Annahmen gültig, so dass noch eine zusätzliche Re-
serve einkalkuliert werden muss. Hierfür sind jahrelange Erfahrungen oder meh-
rere Iterationszyklen des Designs (Produktion der Schaltung und Vermessung des
Empfängers) erforderlich. Wesentlich schneller und damit kostengünstiger erfolgt
die Festlegung der Systemkennzahlen mittels einer Systemsimulation.
Im folgenden wird zunächst das am Demodulatoreingang notwendige Eb
N0
be-
stimmt. Als nächstes wird der konventionelle Weg beschrieben um die System-
kennzahlen festzulegen und dessen Nachteile aufgezeigt. Im Anschluss daran wird
gezeigt, wie mit Hilfe der Systemsimulation die Kennzahlen für den Empfänger
festgelegt werden können. Dazu wird auf die Modellierung des Systems eingegan-
gen, Simulationsergebnisse präsentiert und abschließend die erforderlichen Kenn-
zahlen für den Empfänger festgelegt.
2.3.1 Bitfehlerverhältnis und theoretisches EbN0
Die Festlegung der Systemkennzahlen erfolgt über die Bitfehlerkurven des Emp-
fängers. Im ZigBee-Standard [7] wird wie in Abschnitt 1.1 beschrieben festgelegt,
dass das Paketfehlerverhältnis (PER) unterhalb von 1% liegen muss. Das Pa-
ketfehlerverhältnis muss umgerechnet werden in ein Bitfehlerverhältnis (BER)
und aus dieser das notwendige Verhältnis Eb
N0
bestimmt werden [35,36]. Dabei ist
Eb die Energie pro Informationsbit. Weiterhin ist N0 gemäß [41, 60] definiert als
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die konstante, einseitige spektrale Rauschleistungsdichte eines Rauschprozesses,
welcher als weißes Rauschen bezeichnet wird. Es gilt N0 = k · T , mit der absolu-
ten Temperatur in Kelvin T und der Boltzmann-Konstante welche gemäß [61,62]
k = 1, 380658 · 10−23 J/K beträgt.
Unter vereinfachenden Annahmen, wie z.B. dass die Bitfehler gleichverteilt, un-
korreliert und keine Burst-Fehler auftreten, kann wie in [35] beschrieben das PER
in das BER wie folgend umgerechnet werden: Die Wahrscheinlichkeit für ein kor-
rekt empfangenes Paket PPC kann aus der Wahrscheinlichkeit für ein korrekt emp-
fangenes Bit PBC bestimmt werden zu PPC = PBC1 · PBC2 . . . PBCN = (PBC)N ,
wobei N die durchschnittliche Anzahl der Bits in einem Paket ist. Die Wahr-
scheinlichkeit für ein fehlerhaftes Paket ist dann PER = 1− PPC = 1− (PBC)N .
Damit ergibt sich für das Bitfehlerverhältnis
BER = 1− (1− PER) 1N . (2.3)
Entsprechend dem ZigBee-Standard [7] muss von einer durchschnittlichen Län-
ge des PSDU (Physical Layer Service Data Unit) von 20 Octets7 ausgegangen
werden. Hinzu kommen noch 8 Bit die den Beginn eines Frame (Start-of-Frame
Delimiter) kennzeichnen und 7 Bit welche die Länge des Frame kodieren, womit
sich insgesamt N = 175 Bit ergibt. Die resultierende Grenze für das Bitfehlerver-
hältnis ist dann
BER < 5, 74 · 10−5 . (2.4)
Der ZigBee-Standard [7] schreibt DBPSK als Modulationsart vor. Die theoreti-




BER = 0, 5 · e−
Eb
N0 . (2.5)








= 9, 58 dB . (2.6)
7 Im ZigBee-Standard sind 8 Bit als zusammengefasste Größe gemeint. In der Literatur wird
stattdessen häufig die Bezeichnung Byte gewählt.
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Der Zusammenhang ist noch einmal in Abbildung 2.10 veranschaulicht. In dem
Diagramm ist die theoretische Bitfehlerkurve für DBPSK-Modulation, sowie die
mit Gleichung 2.4 berechnete Grenze für das BER eingetragen. Der Schnittpunkt




Abbildung 2.10: Theoretisches Bitfehlerverhältnis (BER) des idealen DBPSK-Empfängers.
Als weiterer Zahlenwert kann das theoretisch erzielbare Eb
N0
an der Antenne be-
stimmt werden. Der Übertragungskanal wird als ein Kanal angenommen, der
additiv nur weißes, gleichverteiltes Rauschen (Additive White Gaussian Noi-
se, AWGN) hinzufügt. Es wird hier wie auch in [65] von einer äquivalenten
Rauschtemperatur der Antenne von 290 K ausgegangen. Weiter wird von ei-
nem Matched Filter8 Empfänger ausgegangen und ein idealer Empfänger ange-
nommen, der keinen negativen Einfluss auf das Empfangssignal oder das Rau-
schen hat. Ausgehend von der Definition für die Energie eines Signals E =∫ +∞
−∞ |s (t)|2 dt in [46], kann durch Anpassung der Integrationsgrenzen an die Bit-
dauer TB die Energie eines Bits Eb =
∫ TB
0
|s (t)|2 dt bestimmt werden. Damit kann
8 Die englische Bezeichnung Matched Filter bedeutet an die Signalform angepasstes Filter [46].
34 2. Festlegung der System- und Blockspezifikation
wie in [36] beschrieben Eb
N0
















kT ·Rc · SF . (2.7)
Der Ausdruck über dem Bruchstrich in der Mitte ist nichts anderes als die Si-
gnalleistung PSig, 1TB ist das Verhältnis aus der Chiprate Rc des Signals und dem
Spreading-Faktor SF , T ist die absolute Temperatur in Kelvin und nach [61,62]
k = 1, 380658 · 10−23 J/K die Boltzmannkonstante. Mit den Zahlenwerten des






= 38, 96 dB . (2.8)
Dieser Zahlenwert repräsentiert nur den Idealfall. Bei einem anderen Kanalmodell





an der Antenne ist größer als jenes, welches am Demodulatoreingang
notwendig ist. Die Differenz wird quasi von dem nicht idealen Empfänger ver-
braucht. Das bedeutet, Eb
N0
verringert sich von Stufe zu Stufe, ausgehend von der
Antenne bis zum Demodulatoreingang. Die Differenz der Eb
N0
Werte kann auch als













= 29, 38 dB . (2.9)
Es ist sehr verführerisch anzunehmen, dass diese Designspanne komplett für das
Noise Figure des Empfängers verbraucht werden kann. Stattdessen muss diese
Designspanne zwischen dem Analog- und Digitalteil aufgeteilt werden. Im analo-
gen Teil wird diese benötigt z.B. für Rauschen, Nichtlinearität der Schaltungen,
I/Q-Mismatch und DC-Offsets. Im digitalen Teil wird die Spanne benötigt für
verschiedene Algorithmen wie z.B. Synchronisation (Trägerfrequenz,- Chip- und
Frame-Synchronisation) [36].
Der Zusammenhang ist in Abbildung 2.11 schematisch dargestellt. Die beiden
theoretischen Eb
N0
Werte sind eingezeichnet ebenso wie die BER-Grenze die nicht
überschritten werden darf. Durch einen starken Störer ergibt sich eine Grenze
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nach unten die nicht unterschritten werden kann. Durch den nicht idealen Emp-
fänger werden die BER-Kurven wie angedeutet weiter nach außen verschoben.





für den idealen Empfänger gilt.
Abbildung 2.11: Prinzipielle Darstellung BER-Kurve, BER-Grenze und Grenze durch Störer.
Bei der theoretischen Berechnung des Bitfehlerverhältnis wird normalerweise von
einem Matched Filter Empfänger ausgegangen. Wird im Empfänger ein ande-
res Filter verwendet, so muss bei der Herleitung des Bitfehlerverhältnis mit der
äquivalenten Rauschbandbreite Beq gerechnet werden. Da ZigBee im Sender ein
Raised-Cosine-Pulsformfilter verwendet, ist die Bandbreite des gewünschten Si-
gnals auf einen schmalen Bereich begrenzt. Es kann daher davon ausgegangen
werden, dass nur die äquivalente Rauschbandbreite des Antialiasing Filters das
SNR beeinflusst. Der Ansatz ist vergleichbar zu dem Systembeispiel in [66], bei
dem ein Non-Return-to-Zero-Signal (NRZ) und ein Raised-Cosine-Empfangsfil-
ter verwendet wird. Solange die Filterbandbreite im Empfänger größer ist als die
Bandbreite des Signals, kann das Signal als unbeeinflusst betrachtet werden. Da-
gegen erhöht sich die äquivalente Rauschbandbreite auf Beq und kann wie in [44]






|H (f)|2 df (2.10)
Dabei ist H (f) die Übertragungsfunktion des Filters und Hpk das Maxima der
Übertragungsfunktion. Als Resultat wird durch die größere Rauschbandbreite die
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Bitfehlerkurve zu größeren Eb
N0
Werten wie in Abbildung 2.11 angedeutet verscho-
















Durch die Verwendung eines anderen Filters statt eines Matched Filters, wird das
notwendige Eb
N0
größer, um die gleiche BER zu erreichen. Anders ausgedrückt, ist
unter diesen Voraussetzungen Gleichung 2.5 nicht mehr gültig.
Die Anwesenheit eines Störers hat ebenfalls eine große Auswirkung auf die BER-
Performance des Systems. Um den Einfluss abzuschätzen wird angenommen, dass
nur die Rauschzahl F des Empfängers und der Störer die BER-Performance














Dabei muss unterschieden werden ob das Signal vom Störer sInt (t) ein ZigBee-
Signal mit dem gleichen Spreading-Faktor ist oder nicht. Durch die nur endliche
Filterdämpfung im Sperrbereich kann ein starker Störer dafür verantwortlich sein,
dass eine Grenze in der BER nach unten nicht unterschritten werden kann. Diese
Grenze die sich durch den Störer ergibt ist in Abbildung 2.11 dargestellt.
2.3.2 Konventioneller Weg zu den Systemkennzahlen
Um die erforderlichen Systemkennzahlen auf konventionellem Weg festlegen zu
können muss zunächst wie im vorherigen Abschnitt beschrieben das notwendige
Eb
N0
am Demodulatoreingang bestimmt werden. Dieses wird dann in das Verhältnis
von Signal- zu Rauschleitung (SNR) umgerechnet und damit die Schaltung dann
dimensioniert [35].
Für Schaltungsdesigner ist die Größe SNR viel praktischer, da sich die Leistungen
messtechnisch oder durch Schaltungssimulation viel einfacher bestimmen lassen
und damit die Eigenschaften der Schaltung beschrieben werden können. Dagegen
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ist aus Sicht des Systementwurfs es viel praktischer mit Eb
N0
zu rechnen, da auf
diese Größe z.B. die Bandspreizung oder unter der Voraussetzung das ein Matched
Filter verwendet wird das Empfangsfilter keinen Einfluss hat.
Bei dem konventionellen Weg wie er in der Literatur z.B. in [9,49,67,68] beschrie-
ben wird, wird zunächst das notwendige Eb
N0
in das notwendige SNR umgerech-
net. Bei dieser Umrechnung wird von der Überlegung ausgegangen, dass durch
das Matched Filter das SNR maximiert wird und damit SNR|max = EbN0 (unter
Vernachlässigung der Bandspreizung) werden kann [46]. Wird ein anderes Filter
als eine Matched Filter verwendet so muss dessen äquivalente Rauschbandbreite
(vgl. Gleichung 2.10) berücksichtigt werden. Gemäß der gegebenen Umrechnung
in [9,67,68] und unter der weiteren Berücksichtigung des Spreading-Faktors kann







SF ·Beq . (2.13)
Vergleichbar dazu wird das SNR an der Antenne bestimmt.
2.3.2.1 Rauschzahl des Empfängers
Nachdem das SNR an der Antenne und dem Demodulatoreingang bestimmt
wurde, folgt als nächster Schritt wie in der Literatur [9, 49, 68] beschrieben, die
Bestimmung der Rauschzahl F . Das Verhältnis von SNR an der Antenne zum
SNR am Demodulatoreingang ist die Rauschzahl des Empfängers. Somit kann
das Noise Figure
NF = 10 · log10 F = 29, 38 dB (2.14)
des Empfängers bestimmt werden. Dies ist aber gleichbedeutend wie die fehler-
hafte Annahme, dass die in Abschnitt 2.3.1 beschriebene Designspanne komplett
für das Noise Figure des Empfängers verbraucht werden kann. Wie dort beschrie-
ben, müssen stattdessen weitere Effekte berücksichtigt werden. In der Literatur
wird dieses Problem meist umgangen, indem ein paar dB Reserve einkalkuliert
werden.
Die Schwierigkeit besteht darin, die Größe für die Reserve richtig zu wählen. Wird
die Reserve zu klein gewählt, dann erreicht der Empfänger nicht die gewünschte
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Performance. Wird die Reserve zu groß einkalkuliert, dann ist die Anforderung an
den Empfänger zu hart. Das bedeutet, der Empfänger muss ein geringeres Noise
Figure erreichen und eine bessere Linearität besitzen, was wie in [69] beschrieben
eine höhere Stromaufnahme zur Folge hat.
2.3.2.2 Verstärkung des Empfängers
Der Analogteil muss das von der Antenne empfangene Signal verstärken, damit
dieses (für die weitere Verarbeitung im Digitalteil) mit einer ausreichenden Auf-
lösung vom ADC digitalisiert werden kann. Wie in Abschnitt 2.2 beschrieben, soll
aus Gründen der Energieeffizienz ein 6 Bit ADC verwendet werden. Das Signal
soll dabei mindestens mit 4 Bit aufgelöst werden.
Für die Überschlagsrechnung wird bei einer Versorgungsspannung von 2, 5 V, bei
einem ADC mit einem differentiellen Eingang, von einem Aussteuerungsbereich
von −2, 4 . . . 2, 4 V ausgegangen. Für den 6 Bit ADC ergibt sich damit eine Stu-
fengröße von 75 mV. Die Eingangsamplitude des ADCs muss bei der geforderten
4 Bit Auflösung somit mindestens 600 mV betragen.
Das minimale Eingangssignal des Empfängers beträgt Pin,min = −92 dBm, wäh-
rend das maximale Eingangssignal Pin,max = −20 dBm beträgt. Die Eingangs-
leistungen können mit Gleichung 2.15 in äquivalente Spannungen an einem 50 Ω
Widerstand umgerechnet werden. Damit ergibt sich für die Amplituden der Ein-
gangsspannung uˆin,min = 7, 94 µV und uˆin,max = 31, 62 mV.
uˆ =
√
2 · 50 Ω · 1 mW · 10Pin,dBm/10 (2.15)
Für das minimale Eingangssignal wird daher eine hohe Verstärkung9 benötigt, wo
hingegen beim maximalen Eingangssignal die Verstärkung reduziert werden muss.
Die notwendige Spannungsverstärkung GV beträgt somit für das minimale Ein-
gangssignal GV,High = 75536 entsprechend GV,High = 97, 5 dB im logarithmischen
9 In der Literatur [44] wird bei frequenzumsetzenden Schaltungen wie z.B. Mischer statt Ver-
stärkung der Begriff Conversion Gain verwendet. Da der Empfänger das HF-Signal ins Ba-
sisband umsetzt, ist genau betrachtet auch hier die Bezeichnung Conversion Gain sinnvoll.
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Maßstab. Für das maximale Eingangssignal kann der volle Aussteuerungsbereich
des ADCs ausgenutzt werden. Die Verstärkung beträgt in diesem FallGV,Low = 76
entsprechend GV,Low = 37, 6 dB. Anhand dieser Zahlen wird deutlich, dass eine
einstellbare Verstärkung notwendig ist.
2.3.2.3 Nichtlinearität des Empfängers
Es gibt verschiedene Ursachen für die Nichtlinearität in Schaltungen. In der
CMOS-Schaltungstechnik sind die Gründe dafür z.B. die Geschwindigkeitssätti-
gung und die Mobilitätsreduzierung welche eine Abweichung vom quadratischen
Verhalten des MOS-Transistors verursachen [44,49,70].
Durch die Nichtlinearität entstehen verschiedene Effekte, die wie ausführlich
in [34] beschrieben, das Verhalten des Empfängers beeinflussen. Als einfaches
Modell erster Ordnung wird für den Empfänger angenommen, dass es sich um
ein nichtlineares, zeitinvariantes, gedächtnisloses System handelt. Das Ausgangs-
signal eines solchen Systems wird mit Hilfe einer Taylorreihenentwicklung appro-
ximiert als
y (t) = c1 · x (t) + c2 · x2 (t) + c3 · x3 (t) , (2.16)
wobei x(t) das Eingangssignal, y(t) das Ausgangssignal und cn die Taylorkoeffi-
zienten sind. Alle Terme der Nichtlinearität mit einer höheren Ordnung als drei
wurden vernachlässigt. Es muss sichergestellt sein, dass das System damit hin-
reichend genau beschrieben wird [34,44,71].
Durch die Nichtlinearität können Harmonische und Intermodulationsprodukte
der Eingangssignale entstehen. Ein Störer kann das gewünschte Signal modulie-
ren und die Verstärkung für das gewünschte Signal reduzieren, wobei diese im
Extremfall zu Null wird. Die Intermodulationsprodukte von Störern können sich
mit dem gewünschten Signal überlagern und dadurch das BER erhöhen. In der
Literatur werden diese Effekte auch als Gain Compresion, Desensitization and
Blocking, Cross Modulation und Intermodulation bezeichnet [34].
Die Linearität der Empfängerschaltung wird meist Ausgedrückt durch den In-
put Referred 3rd-Order Interception Point, IIP3 [34, 44]. Dieser wird bestimmt,
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indem bei einem Zwei-Ton-Test zwei im Frequenzbereich nahe beieinander lie-
gende Signal gleicher Amplitude an den Eingang der Schaltung gelegt werden.
Bedingt durch die Nichtlinearität entstehen Intermodulationsprodukte, wobei die
Produkte dritter Ordnung bei 2ω1 − ω2 und 2ω2 − ω1 liegen. Der IP3 ist definiert
als der extrapolierte Punkt, bei dem die Intermodulationsprodukte dritter Ord-
nung (IM3) genauso groß sind wie die Amplitude der Grundwelle. Er kann wie







wobei AIIP3 die Amplitude in Volt liefert. Ist der Punkt auf den Ausgang bezogen
so wird er als OIP3 und ist er auf den Eingang bezogen als IIP3 bezeichnet. Die
grafische Bestimmung des IIP3 ist in Abbildung 2.12 veranschaulicht [34].
Abbildung 2.12: Graphische Bestimmung des IIP3 aus Grundwelle und Intermodulationspro-
dukte dritter Ordnung.
Im ZigBee-Standard [7] wird nicht festgelegt wie groß der IIP3 sein muss und
es wird auch kein Intermodulationstest vorgeschrieben. In anderen Standards wie
z.B. in Bluetooth [6] wird genau beschrieben, welches Nutzsignal und welche
Störsignale in einem Intermodulationstest zu verwenden sind. Dabei darf eine
vorgegebene BER-Grenze nicht überschritten werden. Aus diesen Vorgaben kann
dann der IIP3 bestimmt werden.
In der Literatur werden verschiedene Ansätze gemacht um den IIP3 zu bestim-
men. Die verschiedenen Ansätze führen zu unterschiedlichen Ergebnissen wie im
folgenden gezeigt wird:
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Betrachtet werden die Intermodulationsprodukte dritter Ordnung von zwei Stör-
signalen, welche sich mit dem Nutzsignal überlagern. Die IM3-Anteile werden
dabei behandelt wie weißes Rauschen. Mit Hilfe des in Gleichung 2.6 bestimmten,
mindestens notwendigen Eb
N0
wird dann die auf den Eingang bezogene Leistung der










· F + PIM3,in
= 9, 58 dB (2.18)




(3 · PInt,dBm − PIM3,dBm) (2.19)
berechnet werden (alle Leistungen in dBm). Anhand der Gleichung 2.18 und
Gleichung 2.19 ist die Verknüpfung zwischen Linearität, Rauschen und BER
zu erkennen. Das bedeutet, das NF lässt sich in Grenzen gegen die Linearität
austauschen. Da im ZigBee-Standard [7] aber keine Störer spezifiziert sind, führt
dieser Weg zu keinem Ergebnis.
Ein alternativer Weg zum IIP3 wird z.B. in [9] beschrieben und führt über
die Definition der Spurious-Free Dynamic Range (SFDR). Nach dieser Definition
dürfen die Intermodulationsprodukte genauso groß sein wie das eingangsbezogene
Rauschen (Noise Floor) also







Mit Gleichung 2.19 wird dann der IIP3 berechnet. Mit den Zahlenwerten des
ZigBee-Systems ergibt sich dann der IIP3 = +7, 29 dBm. Da die Spurious-Free
Dynamic Range eine einfache Definition ist, besitzt diese keine Aussagekraft.
Folglich ist der auf diesem Wege bestimmte IIP3 ohne Aussage.
Es kann auch wie in [14] versucht werden den IIP3 über den 1-dB-Kompressions-
punkt zu bestimmen. Bei einem maximalen Eingangssignal von -20 dBm sollte
der 1-dBKompressionspunkt über -20 dBm liegen. Da in einem System mit ei-
ner gedächtnislosen Nichtlinearität dritter Ordnung der 1-dB-Kompressionspunkt
um 9,6 dB unterhalb des IIP3 liegt [34], muss folglich der IIP3 größer sein als
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-10,4 dBm. Wird ein kleinerer IIP3 von z.B. -15 dBm gewählt, so würde sich
unter den o.g. Bedingungen die Verstärkung um 3,3 dB reduzieren. Diese kleine
Reduzierung der Verstärkung könnte durch die Verstärkungsregelung im Emp-
fänger (bei entsprechender Dimensionierung) wieder ausgeglichen werden. Damit
hat auch dieser IIP3 nur eine geringe Aussagekraft.
Ein weiterer Weg zu einem Zahlenwert für den IIP3 führt über den Effekt des
Desensitization and Blocking. Bei dem gemeinsam Empfang eines gewünschten
Signals mit der Amplitude A1 und der Kreisfrequenz ω1 und eines Störers mit der
Amplitude A2 und der Kreisfrequenz ω2 wird die gewünschte Verstärkung durch
den Störer wie in [34] beschrieben reduziert. Dies ist besonders dramatisch, wenn
das gewünschte Signal sehr klein und der Störer sehr groß ist. Mit dem Ausdruck
für den IIP3 in Gleichung 2.17 kann das Ausgangssignal beschrieben werden als












A1 · cos (ω1t) + . . . , (2.21)
wobei c1 die gewünschte Verstärkung ist. Der Klammerausdruck wird im folgen-
den als GNichtlin bezeichnet und ist vom Zahlenwert her kleiner als eins. Er verur-
sacht daher eine unerwünschte Dämpfung. Der IIP3 kann dann daraus bestimmt
werden als
IIP3 =
PSig − 2 · PInt
1−GNichtlin , (2.22)
wobei PSig die Signalleistung und PInt die Störerleistung ist. Wird eine Dämp-
fung von 6 dB zugelassen, ergibt sich durch die in Abschnitt 1.2 beschriebenen
Anforderungen an das ZigBee-System (PSig = −92 dBm, PInt = −29 dBm und
GNichtlin = −6 dB) für den IIP3 = −22, 97 dBm.
Bei den in der Literatur beschriebenen und oben näher untersuchten Effekten




Ak · cos (ωkt) (2.23)
ausgegangen. Es wird also eine Summe von sinusförmigen Signalen mit konstanten
Amplituden Ak angenommen. Dieses simple Modell führt zu einfach handhabba-
ren Gleichungen für die Signale, mittels derer die Auswirkung der verschiedenen
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Effekte im Empfänger vorhergesagt werden können. Die real verwendeten Signale
weisen allerdings eine spektrale Ausdehnung auf und die Amplituden sind die
zeitabhängigen Basisbandsignale A (t).
Durch die Nichtlinearität und die spektrale Ausdehnung der Signale können In-
termodulationsprodukte entstehen, die vom Nutzsignal selbst oder von einem
einzelnen Störer im Nachbarkanal verursacht werden. So kann z.B. durch die Fre-
quenzkomponenten bei f1 = 868, 4 MHz und f2 = 868, 5 MHz des Nutzsignals
ein Intermodulationsprodukt entstehen bei 868,3 MHz, welches im Zentrum des
Nutzsignals liegt. Das Nutzsignal hat damit eine Rückwirkung auf sich selbst. Da
diese Intermodulationsprodukte kleiner sind als die ursprüngliche Komponente
des Nutzsignals, haben diese eine geringe Auswirkung. Dramatischer sind die Aus-
wirkungen eines einzelnen, starken Störers im Nachbarkanal z.B. bei 869,3 MHz
mit den Frequenzkomponenten bei f1 = 869 MHz und f2 = 868, 6 MHz und das
dadurch entstehende Intermodulationsprodukt bei 868,4 MHz. Dieses Intermodu-
lationsprodukt des Störers überlagert sich mit dem Nutzsignal. Die Auswirkung
dieser Intermodulationsprodukte auf die Systemperformance lässt sich nicht mehr
analytisch vorhersagen.
2.3.2.4 Zusammenfassung
Wie in den vorherigen beiden Abschnitten beschrieben werden die Systemkenn-
zahlen auf konventionellem Weg unter vielen vereinfachenden Annahmen festge-
legt oder führen z.B. je nach angewendeter Bestimmungsmethode zu stark unter-
schiedlichen Werten für den IIP3. Die Ergebnisse sind in der Tabelle 2.2 noch
einmal zusammengefasst.
Wie in [36] beschriebenen müssen für die richtige Vorhersage des Verhaltens des
realen Empfängers viele Effekte berücksichtigt werden:
• Die empfangenen Signale sind keine sinusförmigen Signale. Sie besitzen eine
spektrale Ausdehnung und können daher mit sich selbst intermodulieren
und das gewünschte Signalband stören.
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Tabelle 2.2: Zusammenfassung der durch unterschiedliche Methoden bestimmten Systemkenn-
zahlen.
Kennzahl Wert Bestimmungsmethode Bemerkung
GV,High 97, 5 dB Signalpegelbetrachtung
GV,Low 37, 6 dB Signalpegelbetrachtung
NF 29, 38 dB ∆− SNR Antenne-Demodulator
IIP3 BER-Grenze Störer nicht spezifiziert
IIP3 +7, 29 dBm IM3 = Noise Floor
IIP3 −10, 4 dBm 1-dB-Kompressionspunkt
IIP3 −22, 97 dBm Desensitization and Blocking
• Durch die nur endliche Filterdämpfung vor dem ADC können Aliasingef-
fekte auftreten.
• Die Auswirkung der Aliasingeffekte hängt stark vom verwendeten Filter ab.
• Die praktische Realisierung des Digitalteils des Empfängers (DFE10) unter-
scheidet sich vom theoretischen Prototypen, durch die nur endliche Word-
breite, die nicht absolut fehlerfreie Synchronisation und weitere Aspekte.
Der nicht vorhersagbare Einfluss des Analogteils des Empfängers (AFE11) auf
die Performance des gesamten Systems kann dazu führen, dass falsche Kennzah-
len für den Empfänger spezifiziert werden. Werden die Anforderungen zu gering
gewählt, d.h. ein zu geringer IIP3 und ein zu hohes NF dann erreicht der Emp-
fänger nicht die gewünschte BER. Aus diesem Grund wird eine ausreichend große
Reserve eingeplant. Die Folge davon kann sein, dass die Anforderungen an das
NF und den IIP3 zu hoch gewählt werden. Da beide Größen mit der Strom-
aufnahme verbunden sind [69], kann dies in einer unnötig hohen Stromaufnahme
des Empfängers resultieren [36].
Aus diesen Gründen ist eine Systemsimulation unverzichtbar um die Performance
des gesamten Systems zu ermitteln. Diese hilft gleichzeitig den Stromverbrauch
10 Die Abkürzung DFE steht für Digital Front End.
11 Die Abkürzung AFE steht für Analog Front End.
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des Empfängers zu reduzieren [36]. Die Bestimmung der Systemkennzahlen mit
Hilfe der Systemsimulation wird im nächsten Abschnitt beschrieben.
2.3.3 Ermittlung der Systemkennzahlen mittels
Systemsimulation
Da die Kennzahlen wie z.B. das Noise Figure NF oder die Linearität ausgedrückt
durch den IIP3 nicht vom ZigBee-Standard [7] festgelegt werden, müssen diese
bestimmt werden. Im Abschnitt 2.3.2 wurde gezeigt, wie diese Kennzahlen auf
konventionellem Weg festgelegt werden. Die Schwierigkeiten die sich durch die
Auswirkung der nichtidealen Effekte des realen Empfängers auf das BER des
Systems ergeben, wurden ebenfalls erläutert. Aus diesen Gründen wird nun die
in [35,36] vorgestellte MATLAB Systemsimulation verwendet, die möglichst viele
Effekte des real Empfängers nachbildet und mit deren Hilfe dann die Kennzahlen
des Empfängers festgelegt werden können. Der Aufbau der Systemsimulation, die
Modellierung und die resultierenden Simulationsergebnisse werden im folgenden
beschrieben.
2.3.3.1 Aufbau der Systemsimulation
Für den Empfänger wird wie in Abschnitt 2.1 beschrieben die homodyne Archi-
tektur verwendet. Der Aufbau des Empfängers ist in Abbildung 2.13 dargestellt.
Er besteht aus einem LNA und je I- und Q-Pfad aus Mischer, Tiefpassfilter,
einstellbarer Verstärker (Programmable Gain Amplifier, PGA) und ADC.
Für die Systemsimulation wird die in Abbildung 2.13 dargestellte Architektur
des Empfängers zugrunde gelegt. Die Simulation des Empfängers erfolgt im Zeit-
bereich und wird mit Hilfe des numerischen Mathematikprogramms MATLAB
durchgeführt.
Der hochfrequente Träger liegt bei 868,3 MHz während die HF-Bandbreite des
Signals unter Berücksichtigung der Raised-Cosine-Pulsform 0,6 MHz beträgt. Da-
mit liegt die HF-Bandbreite des Signals mehr als drei Dekaden unterhalb der Trä-
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Abbildung 2.13: Architektur des Empfängers.
gerfrequenz. Entsprechend dem Abtasttheorem von Shannon muss die Schrittrate
in der Simulation größer sein, als das doppelte der höchsten Frequenzkomponen-
te der simulierten Signale. Die somit erforderliche hohe Abtastrate führt zu sehr
langen Simulationszeiten, besonders in dem Fall wenn BER-Kurven ermittelt
werden müssen. Es ist daher ein adäquates Basisbandmodell absolut notwendig
um unakzeptabel lange Simulationszeiten zu verhindern [35,36].
Das Modell ist in verschiedene Teile aufgeteilt wie in Abbildung 2.14 dargestellt.
Es beinhaltet das äquivalente Basisbandmodell des AFEs mit den Nichtlinearitä-
ten und dem I/Q-Mismatch (ANM12), einen Block in dem ein DC-Offset hinzu-
gefügt werden kann, Tiefpassfilter (TP), Analog-Digital-Umsetzer (ADC), einen
Block der das entsprechende Rauschen hinzufügt, sowie den Digitalteil im Sender
und Empfänger (DFE).
Das DFE im Empfänger steht für den Physical Layer (PHY) und beinhaltet die
Träger-, Chip- und Rahmensynchronisation (Carrier, Chip und Frame). Außer-
dem werden dort die Chips vorverarbeitet, die Chips wieder in Bits umgesetzt
(Despreading) und die empfangenen Daten an den Medium Access Layer (MAC)
übergeben. Im DFE des Senders werden die Daten vom MAC-Layer übernom-
men, die Bits in Chips umgesetzt (Spreading) und die Raised-Cosine-Pulsformfil-
terung durchgeführt. Eine detaillierte Beschreibung der ZigBee DFE-Funktionen
ist in [7, 26] zu finden. Sie sind nicht Bestandteil dieser Arbeit.
12 Die Abkürzung ANM steht für AFE-Model with Nonlinearity and I/Q-Mismatch.
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Abbildung 2.14: Blockdiagramm der Simulationsumgebung, inklusive des äquivalenten Basis-
bandmodells des AFEs mit Nichtlinearitäten und I/Q-Mismatch (ANM).
Das gewünschte Signal ddes (t) und das Signal des Störers dint (t) sind als ZigBee-
Signale modelliert. Das Störsignal befindet sich im Nachbarkanal im 1 MHz Ab-
stand und ist mit dem gewünschten Signal synchronisiert. Dies stellt somit den
ungünstigsten Fall dar. Beide Signale werden von einem Raised-Cosine-Filter
pulsgeformt und wie in Abbildung 2.14 gezeigt, als Basisbandsignale an die Ein-
gänge des ANM-Blocks gelegt [36].
Das Filter vor dem ADC muss zwei Aufgaben erfüllen. Zum einen ist es dafür
da Aliasingeffekte zu verhindern indem Signalkomponenten höher als die Hälf-
te der Abtastrate ausreichend gedämpft werden. Zum andern wird es eingesetzt
für die Kanalselektion. Wie in Abschnitt 2.2 gezeigt wurde, ist es aufgrund der
Stromaufnahme des ADCs viel günstiger die Kanalselektion im Analogen statt
im Digitalen auszuführen. Um den Störer im Nachbarkanal ausreichend zu un-
terdrücken wird ein Butterworth-Filter siebter Ordnung verwendet. Der ADC
selbst ist als MATLAB-Code realisiert und wird in der Simulation als Funktion
aufgerufen [36]
Im ANM-Block wird die Abtastrate der Signale erhöht. Dies geschieht aus zwei
Gründen: Zum einen befindet sich das heruntergemischte Signal des Störers in
der Realität bei einer größeren Frequenz als das Nutzsignal. In der Simulation
muss deshalb im ANM-Block das Basisbandeingangssignal des Störers entspre-
chend dem HF-Kanalabstand zu einer höheren Frequenz verschoben werden. Um
Aliasingeffekte in der Simulation zu verhindern muss die Abtastrate ausreichend
groß sein und wird daher im ANM-Block vergrößert. Zum anderen wird das ana-
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loge Kanalselektionsfilter in der MATLAB-Simulation durch ein digitales Filter
approximiert. Damit der Verlauf der Übertragungsfunktion des Filters (besonders
bei hohen Frequenzen - im Sperrbereich des Filters) richtig simuliert wird, muss
die Abtastrate entsprechend erhöht werden. Dies ist besonders wichtig, da das
Rauschen durch dieses Filter spektral geformt wird [36].
Wie in Abschnitt 2.1 beschrieben leidet der Homodyne-Empfänger unter DC-
Offsets und unter LO-Leakage. Um diese Effekte zu modellieren ist es notwendig,
die HF-Isolation zwischen LNA-Eingang bzw. HF-Eingang des Mischers zum LO-
Eingang des Mischers zu messen oder wie in [73] abzuschätzen. Dieser Effekt kann
in der Simulation modelliert werden als ein konstantes DC-Signal und ein kleiner
Bruchteil vom Quadrat des Störsignals (mit der Mittenfrequenz bei Null). Diese
Komponenten werden wie in Abbildung 2.14 angedeutet zu den anderen Signalen
am Eingang des Filters hinzuaddiert [35, 36].
2.3.3.2 Nichtlinearität und I/Q-Mismatch Modell
Wie in Abschnitt 2.1 beschrieben stellt der I/Q-Mismatch ein Problem für den
Homodyne-Empfänger dar. Der I/Q-Mismatch kann gemäß dem Ansatz in [35,36]
und wie in Abbildung 2.15 dargestellt modelliert werden. Das Modell beinhaltet
ebenfalls die Funktion des Mischers im Empfänger welcher das HF-Eingangssignal
ins Basisband umsetzt. Die Blöcke αI und αQ sorgen für die unterschiedliche
Verstärkung im I- und im Q-Pfad, ω0 ist die LO-Frequenz des Mischers und
ϕmis stellt die Abweichung vom exakten 90◦ Unterschied zwischen den beiden
LO-Signalen dar.
Abbildung 2.15: Modell für den I/Q-Mismatch und Mischer im Empfänger.
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Die Summe der I- und Q-Ausgangssignale bildet das in Gleichung 2.24 gegebene
komplexe Ausgangssignal ymix (t). Im Idealfall wird das heruntermischen in das
komplexe Basisband beschrieben durch eine Multiplikation des Eingangssignals
mit e−jω0t, also eine Multiplikation mit einer komplexen, harmonischen Schwin-
gung mit einer negativen Frequenz. Das heruntermischen in Anwesenheit von
I/Q-Mismatch (d.h. αI 6= αQ und ϕmis 6= 0◦) wird modelliert als eine Störung
die zum idealen Signal hinzugefügt wird. Die Störung ist proportional zum Ein-
gangssignal, multipliziert mit einer komplexen, harmonischen Schwingung mit
einer positiven Frequenz. Das Ausgangssignal des nichtidealen Mischers kann so-
mit durch Gleichung 2.25 angegeben werden, wobei α = 1
2
(αI + αQ · e−jϕmis) und
β = 1
2
(αI − αQ · e+jϕmis) ist. Im Idealfall ist β gleich Null und α gleich eins [36].
ymix (t) = xmix (t) [αI · cos (ω0t)− jαQ · sin (ω0t+ ϕmis)] (2.24)
ymix (t) = xmix (t)
[
α · e−jω0t + β · e+jω0t] (2.25)
Die Nichtlinearität des Empfängers wird modelliert als konzentrierte Nichtlinea-
rität am Eingang des Empfängers. Dies ist erforderlich um die Simulationszeit
auf eine endliche Zeit zu begrenzen. Die Annahme ist legitim, da auch für den
gesamten Empfänger der IIP3 bestimmt werden kann. Die Nichtlinearität wird
beschrieben durch Gleichung 2.16.
Um das Ausgangssignal des ANM-Blocks zu bestimmen wird von dem Eingangs-
signal
x (t) = Re
{
Ades (t) · ejωdest+jϕdes + Aint (t) · ejωintt+jϕint
}
(2.26)
ausgegangen, mit Ades (t) = uˆdes·ddes (t) und Aint (t) = uˆint·dint (t). Das Eingangs-
signal besteht aus den beiden Basisbandsignalen, dem gewünschten Signal ddes (t)
und dem Störsignal dint (t). Die Vorfaktoren uˆdes und uˆint werden genutzt, um die
Amplituden entsprechend den empfangenen Signalleistungen einzustellen [35].
Alle Stufen des Empfängers sind auf das gewünschte Signal abgestimmt. Die Si-
gnale werden daher nur in einem relativ schmalbandigen Bereich verstärkt und die
Frequenzkomponenten die weit von dem gewünschten Signal entfernt liegt können
daher vernachlässigt werden. Das Ausgangssignal yANM (t) des ANM-Blocks kann
gemäß [35] bestimmt werden mit dem Eingangssignal aus Gleichung 2.26, der Be-
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schreibung des nichtlinearen Verhaltens durch Gleichung 2.16 und das Modell für








































Ist kein Störer vorhanden bzw. verhält sich der Empfänger vollkommen linear,
























α · ej(ωdes−ω0)t+jϕdes + β · e−j(ωdes−ω0)t−jϕdes]
+Aint
[
α · ej(ωint−ω0)t+jϕint + β · e−j(ωint−ω0)t−jϕint]} (2.29)
Ist kein Störer vorhanden und verhält sich der Empfänger vollkommen linear, so




des in Gleichung 2.28. Bis auf den dann noch vorhan-
denen I/Q-Mismatch (Faktor α und β) stellt dies dann den Idealfall dar [35].
2.3.3.3 Modellierung des Rauschens
Für die Ermittlung des Bitfehlerverhältnis muss das Rauschen in der Simulati-
on richtig modelliert werden. Wie oben beschrieben ist es aus Simulationszeit-
lichen Gründen nicht möglich das empfangene Signal an der Antenne direkt zu
simulieren. Dadurch ergibt sich das Problem, dass das Rauschen im äquivalenten
Basisband modelliert werden muss [35].
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Es wird davon ausgegangen, dass durch den Übertragungskanal nur weißes Rau-
schen hinzugefügt wird. Äquivalent zu der Herleitung in [41] wird das Rauschen
modelliert durch zwei statistisch unabhängige Rauschquellen im I- und Q-Pfad.
Die spektrale Leistungsdichte (PSD) ist hierbei doppelt so groß wie die PSD an
der Antenne. Es wird davon ausgegangen, dass die vorausgehenden Stufen kom-
plett linear sind und keine Störungen produzieren [35,36].
Das Rauschen im Empfänger wird durch die verschiedenen Stufen spektral ge-
formt, wobei den größten Einfluss das Filter hat. Der einfachste Weg um das
bandbegrenzte Rauschen zu erzeugen besteht darin, auch in der Simulation das
Filter vor dem ADC zu nutzten um das Rauschen spektral zu formen. Das Rau-
schen kann in MATLAB als weißes Rauschen (mit ausreichend hoher Abtastrate)
generiert werden. Es wird skaliert durch die Rauschzahl F der vorausgehenden
Stufen, bevor es gemeinsam mit den anderen Signalen an den Eingang des Filters
gelegt wird [35,36].
2.3.3.4 Simulationsergebnisse
In diesem Abschnitt werden ein paar Ergebnisse der durchgeführten Simulatio-
nen präsentiert. Der Einfluss des Analogteils auf das BER des Systems soll klar
gezeigt und die Systemkennzahlen festgelegt werden. Es werden alle Simulationen
mit einem als fehlerfrei angenommenen Digitalteil durchgeführt. Um den Einfluss
von Quantisierungsrauschen vernachlässigen zu können, wird in der Simulation
eine ausreichende Auflösung an Bit verwendet [36].
Wie in Abschnitt 2.2 beschrieben wird ein Butterworth-Filter siebter Ordnung
verwendet um einen Störer im Nachbarkanal mit 1 MHz Abstand ausreichend
zu unterdrücken. Da der Empfänger kein Matched-Filter verwendet, hat die
Wahl der 3-dB-Eckfrequenz des Filters einen großen Einfluss auf die System-
performance. Einerseits führt eine schmalere Filterbandbreite zu einer geringeren
Rauschleistung und zu einer stärkeren Unterdrückung des Störers. Andererseits,
verschlechtert sich aber die Systemperformance, wenn die Eckfrequenz zu nahe
am gewünschten Signal liegt. Da der Empfänger in CMOS-Technologie realisiert
wird, müssen die dort typischen großen Bauelementwertschwankungen mit be-
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rücksichtigt werden. Die Filterbandbreite muss daher ausreichend groß gewählt
werden [35].
Als erstes wird in der Simulation die 3-dB-Eckfrequenz des Filters auf unter-
schiedliche Werte (150 kHz, 290 kHz, 370 kHz und 800 kHz) gesetzt und das BER
simuliert, wobei der Störer während der Simulation ausgeschaltet wird. Die Si-
mulationsergebnisse werden mit der durch Gleichung 2.5 gegebenen theoretischen
Kurve für DBPSK verglichen. Die Simulationsergebnisse sind in Abbildung 2.16
dargestellt.
Abbildung 2.16: Vergleich unterschiedlicher Filterbandbreiten des Kanalselektionsfilters.
Die BER-Kurve für das Filter mit einer 150 kHz Eckfrequenz ist weitestgehend
identisch mit der theoretischen Kurve für DBPSK. Aufgrund der großen Bauele-
mentwertschwankungen in der CMOS-Technik ist dies jedoch keine praktikable
Wahl für den Empfänger. Aus den simulierten Kurven ist gut zu erkennen, dass
durch eine größere Bandbreite die äquivalente Rauschbandbreite größer wird und
damit die BER-Kurve wie in Abschnitt 2.3.1 beschrieben weiter nach außen ver-
schoben wird. Die Wahl der Eckfrequenz von 290 kHz stellt somit einen guten
Kompromiss dar [35,36].
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Für das Filter mit der 290 kHz Eckfrequenz kann die äquivalente Rauschband-
breite numerisch oder analytisch durch Gleichung 2.10 bestimmt werden. Sie ist
um einen konstanten Faktor größer als die Chiprate Rc. Dieser Faktor wurde
numerisch durch ein Least-Square-Fitting13 ermittelt. Abbildung 2.17 zeigt den
Vergleich zwischen der theoretischen Kurve für DBPSK unter Berücksichtung der
äquivalenten Rauschbandbreite und der simulierten Kurve. Zwischen beiden ist
eine sehr gute Übereinstimmung zu erkennen. Sie wird als Referenz für weitere
Vergleiche verwendet. Aus den Kurven ist weiter zu erkennen, dass bei Verwen-
dung eines Filters mit einer größeren Bandbreite mit z.B. fg = 290 kHz für die
gleiche BER ca. 2 dB mehr an Eb
N0
notwendig sind [36].
Abbildung 2.17: DBPSK-Theorie mit äquivalenter Rauschbandbreite und simulierte Kurve.
Als nächstes wird der Einfluss eines starken Störers (Pint = −29 dBm) im Nach-
barkanal mit 1 MHz Abstand untersucht. Das Simulationsergebnis ist in der Ab-
bildung 2.18 präsentiert. Obwohl vollkommen lineares Verhalten angenommen
13 Beim Least-Square-Fitting wird durch eine Minimierung der Fehlerquadrate, die Zielfunk-
tion mit ihren Parametern an die Referenzfunktion angepasst. In MATLAB stehen hierfür
entsprechende Algorithmen zur Verfügung.
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wird (IIP3 = +∞), beginnen die Kurven bei einer BER ≈ 3 · 10−4 vom idealen
Verlauf abzuweichen. Da das Filter kein ideales Tiefpassfilter mit einer unendli-
chen Dämpfung im Sperrbereich ist, kann es durch den Störer zu Aliasingeffekten
kommen. Dadurch läuft wie in Abschnitt 2.3.1 beschrieben die BER-Kurve gegen
einen Grenzwert der nicht unterschritten werden kann [36].
Abbildung 2.18: Einfluss des Störers und der Nichtlinearität.
Wird nichtlineares Verhalten angenommen (endlicher IIP3), dann sind die BER-
Kurven zu größeren Eb
N0
Werten verschoben. Dadurch wird z.B. bei einem IIP3
von -16 dBm ein im Vergleich zum idealen System um 6,5 dB größeres Eb
N0
benötigt
um die spezifizierte BER zu erreichen. Dies führt dann z.B. zu einer strengeren
Anforderung an das NF des Empfängers.
2.3.3.5 Abschließende Festlegung der Systemkennzahlen
Mit den im vorherigen Abschnitt ermittelten Simulationsergebnissen werden die
Kennzahlen für den gesamten Empfänger festgelegt. Der Einfluss des Digitalteils
auf die BER-Performance des Empfängers muss dabei berücksichtigt werden,
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er ist jedoch nicht Bestandteil dieser Arbeit. Da zum Zeitpunkt des Entstehens
dieser Arbeit der Digitalteil noch nicht vollständig entwickelt war, wird für diesen
eine Reserve von 5 dB eingeplant.
Ausgangspunkt für die Festlegung der Systemkennzahlen ist die durch Glei-
chung 2.9 bestimmte Designspanne von ∆Eb
N0
= 29, 38 dB. Im nächsten Schritt
wird der IIP3 festgelegt, dabei muss beachtet werden, dass dieser über die Strom-
aufnahme des Empfängers mit dem NF verknüpft ist (siehe Erläuterung in Ab-
schnitt 2.3.2.4). Es sollte daher der minimal mögliche IIP3 gewählt werden, mit
dem der Empfänger die geforderte BER erreicht ohne eine zu strenge Anfor-
derung an das NF festzulegen. Basierend auf dem Simulationsergebnis in Ab-
bildung 2.18 wird der IIP3 = −16 dBm festgelegt. Dadurch reduziert sich die
Designspanne um 6,5 dB. Weiterhin reduziert sich die Designspanne durch die
größere Filterbandbreite des Empfangsfilters um 2 dB. Unter Berücksichtigung
der Reserve von 5 dB für das DFE bleiben somit ca. 15 dB für das Noise Figure
übrig.
Die Spannungsverstärkung kann weiterhin auf konventionellem Weg, wie in Ab-
schnitt 2.3.2.2 beschrieben, ermittelt werden. Die Spezifikation für den gesamten
Empfänger ist in der Tabelle 2.3 noch einmal zusammengefasst.
Tabelle 2.3: Systemkennzahlen des gesamten ZigBee-Empfängers.
Größe Symbol Wert
Spannungsverstärkung hoch GV,High 97,5 dB
Spannungsverstärkung niedrig GV,Low 37,6 dB
Noise Figure NF 15 dB
Linearität IIP3 -16 dBm
Empfängerempfindlichkeit Pin,min -92 dBm
Max. Eingangssignal Pin,max -20 dBm
Die hier mit Hilfe der Systemsimulation festgelegten Kennzahlen für den IIP3
und das NF , können mit denen aus Abschnitt 2.3.2 die durch konventionellem
Weg bestimmt wurden, verglichen werden. Hierbei wird deutlich, dass der IIP3
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eindeutig festgelegt werden kann. Er liegt nahe dem Wert, der vorher durch De-
sensitization and Blocking bestimmt wurde. Der Wert für das NF liegt aber
deutlich unter dem, der vorher analytisch ermittelt wurde. Der Grund hierfür
ist, dass hier die Reduzierung der Designspanne durch verschiedene Effekte be-
rücksichtigt wurde und daher nur ein geringerer Wert für das NF zur Verfügung
steht. Damit wird deutlich, das eine Systemsimulation unbedingt erforderlich ist,
um die unterschiedlichen Einflüsse auf das BER richtig zu ermitteln und somit
die Systemkennzahlen richtig festzulegen.
2.4 Spezifikation der einzelnen Schaltungsblöcke
Die im vorherigen Abschnitt festgelegte Systemspezifikation muss in Spezifikatio-
nen für die einzelnen Schaltungsblöcke umgesetzt werden. In der Literatur sind
Gleichungen gegeben, mit denen das NF und der IIP3 von kaskadierten Schal-
tungsblöcken ermittelt werden kann. Diese Gleichungen werden in den folgenden
Abschnitten angegeben und es wird diskutiert, was bei deren Anwendung zu be-
rücksichtigen ist. Im letzten Abschnitt werden die mit Hilfe dieser Gleichungen
ermittelten Kennzahlen für die einzelnen Schaltungsblöcke zusammengefasst dar-
gestellt.
2.4.1 Rauschzahl kaskadierter Schaltungsblöcke
Das Rauschen eines Zweitors kann durch eine äquivalente Kettenschaltung aus
einem Rauschquellenzweitor und dem ursprünglichen, nun rauschfreien Zweitor
wie in Abbildung 2.19 dargestellt beschrieben werden. Die beiden Quellen am
Eingang bilden das Rauschquellenzweitor, wobei die Quellen im allgemeinen Fall
miteinander korreliert sind [34,41,44,60,74].
Handelt es sich bei dem Zweitor um die i-te Stufe einer Kettenschaltung von
Zweitoren, so kann nach der Herleitung in [34] die Rauschzahl der i-ten Stufe
durch Gleichung 2.30 bestimmt werden. Sie hängt von dem Ausgangswiderstand
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Abbildung 2.19: Darstellung des rauschenden Zweitors durch rauschfreies Zweitor mit äquiva-
lenten Rauschquellen am Eingang.
der vorausgehenden Stufe Rout,i−1 ab.
Fi = 1 +
(In,i ·Rout,i−1 + Un,i)2
4kT ·Rout,i−1 ·∆f (2.30)
Beim Empfänger sind mehrere Zweitore zu einer Kette zusammen geschaltet. Die
Gesamtrauschzahl der Kette hängt von der verfügbaren Leistungsverstärkung
GPi,av ab. Diese ist definiert als das Verhältnis aus der verfügbaren Leistung am
Ausgang zu verfügbare Leistung der Quelle bei konjugiert komplexer Impedan-
zanpassung sowohl am Eingang als auch am Ausgang. Sie ist wiederum abhängig
von der Spannungsverstärkung Gi und dem Eingangswiderstand Rin,i der i-ten










Die Gesamtrauschzahl von n kaskadierten Zweitore kann mit Hilfe der Friis-Glei-
chung (Gleichung 2.32) wie in [9, 34,67,68,74] erläutert berechnet werden.
Fges = F1 +
F2 − 1
GP1,av
+ . . .+
Fn − 1
GP1,av · · ·GP (n−1),av (2.32)
Bei der Realisierung eines voll integrierten Empfängers in CMOS-Schaltungstech-
nik ergeben sich mit der oben angegebenen Friis-Gleichung wie zum Teil auch
in [9,34,68] dargestellt einige Probleme: Während der Phase des Systementwurfs
sind die Werte der Ausgangsimpedanz der Schaltungsblöcke nicht bekannt und
können auch nur schwer abgeschätzt werden. Da der Empfänger voll integriert ist,
sind die meisten Blöcke der Kette von den Impedanzen her auch nicht angepasst.
Die einzelnen Stufen besitzen keine einheitliche Eingangs- und Ausgangsimpe-
danz von z.B. 50 Ω, auf die die einzelnen Rauschzahlen bezogen werden können.
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Bei den niedrigen Frequenzen im Basisband gehen die Eingangsimpedanzen der
Stufen gegen unendlich, so dass praktisch kein Strom in die Eingänge fließt. Dies
ist von Vorteil, da die Eingangsströme von den vorausgehenden geliefert werden
müssen und dadurch der Stromverbrauch des Empfängers unnötig erhöht werden
würde.
Für den Fall, dass die Eingangimpedanz Rin,i →∞, kann die Rauschstromquel-
le am Eingang vernachlässigt werden und die rauschende Schaltung vollständig
durch die Rauschspannungsquelle am Eingang beschrieben werden [34]. Für die-
se Stufen kann die Rauschzahl bezogen auf einen 50 Ω Normierungswiderstand
angegeben werden als
F50Ω,i = 1 +
U2n,i
4kT · 50 Ω ·∆f . (2.33)
Diese Vereinfachung gilt jedoch nicht für den LNA, da dessen Eingangsimpedanz
an 50 Ω angepasst sein muss um Reflexionen am Eingang zu vermeiden. Für
den LNA muss die Rauschzahl weiterhin durch Gleichung 2.30 bestimmt werden.
Die Eingangsimpedanz des Mischers ist im Vergleich zu der Ausgangsimpedanz
des LNAs relativ hochohmig, so dass für ihn Gleichung 2.33 als Näherung zu
betrachten ist. Die Berechnung der Gesamtrauschzahl vereinfacht sich damit zu




)2 + . . .+ F50Ω,n − 1(G1
2
)2 · · ·G2n−1 . (2.34)
Alternativ zum dem hier vorgestellten Ansatz ist es auch möglich direkt mit den
Rauschspannungen und Rauschströmen zu rechnen und diese als Kennzahlen für
die einzelnen Blöcke zu verwenden. Dabei wird das Rauschen der Blöcke im Ba-
sisband durch eingangsbezogene Rauschspannungsquellen beschrieben. LNA und
Mischer werden als ein kombinierter Block betrachtet, für den das Rauschen
gemeinsam charakterisiert wird durch eine Rauschspannungs- und eine Rausch-
stromquelle am Eingang des LNAs. Hierdurch wird das Problem mit der zum
Zeitpunkt des Systementwurfs unbekannten Eingangsimpedanz des Mischers und
der Ausgangsimpedanz des LNAs umgangen. Dieser Ansatz wird aber in der
vorliegenden Arbeit nicht weiterverfolgt.
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2.4.2 Linearität kaskadierter Schaltungsblöcke
Die Gesamtlinearität einer Kettenschaltung von Zweitoren kann gemäß der Her-
leitung in [34, 71] bestimmt werden. Bei der Berechnung der Gesamtlinearität
werden die gleichen Überlegungen wie bei der Berechnung der Gesamtrauschzahl
berücksichtigt. Das bedeutet, für die Eingangsimpedanzen der Basisbandschal-
tungen gilt Rin,i →∞ und für den Mischer Rin,Mischer >> Rout,LNA. Unter diesen








+ . . .+




wobei AIIP3,i die Amplitude des IIP3 in Volt ist.
2.4.3 Eingangsreflexionsfaktor S11
Häufig wird zwischen der Antenne und dem Empfängereingang ein Bandselekti-
onsfilter (Bandpassfilter) geschaltet um den gewünschten Frequenzbereich auszu-
wählen und um sehr starke Störer zu unterdrücken. Dieses passive Filter erfüllt
nur dann die Filterfunktion wie gewünscht, wenn die Impedanzen am Eingang
und am Ausgang weitestgehend identisch sind mit denen, für die es entwickelt
wurde. Sind die Impedanzen nicht angepasst, so kommt es zusätzlich zu Refle-
xionen. Reflexionen können z.B. auch entstehen, wenn sich zwischen der Antenne
und dem Empfängereingang eine Leitung befindet an dessen Enden die Impedan-
zen nicht mit den daran angeschlossenen Elementen übereinstimmen. Durch die
Reflexionen entstehen Echos der Signale und als Folge davon verschlechtert sich
die Systemperformance [49].
Als Maß für die Anpassung wird der Eingangsreflexionsfaktor S11 verwendet. Im
logarithmischen Maßstab ist dieser gemäß [44,60,74] definiert als
S11,dB = 20 · log10
(∣∣∣∣Zin −RsZin +Rs
∣∣∣∣) . (2.36)
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Zin ist die Eingangsimpedanz des Blocks für den der Eingangsreflexionsfaktor
bestimmt werden soll und Rs der Normierungswiderstand. Dieser beträgt typi-
scherweise 50 Ω.14
In der Abbildung 2.20 ist der Eingangsreflexionsfaktor in der komplexen Impe-
danzebene dargestellt. Er nimmt den geringsten und damit günstigsten Wert für
Zin = 50 Ω + j0 Ω an. Bedingt durch die CMOS-Bauelementwertschwankungen
von typischerweise 20% ist es ohne eine Feinabstimmung der fertig produzier-
ten Empfänger schwer möglich, diesen Punkt exakt zu treffen. Auf dem Markt
erhältliche Empfänger weisen einen S11,dB = −12 . . . − 10 dB auf. Für den zu
entwickelnden Empfänger wird daher S11,dB < −12 dB spezifiziert.
Abbildung 2.20: Eingangsreflexionsfaktor S11,dB in dB in der komplexen Impedanzebene.
14 Der Wert von 50 Ω stellt dabei einen Kompromiss dar zwischen der maximal möglichen
Nennbelastbarkeit (30 Ω bei einem Coax-Kabel mit Luft als Isolator) und der minimalen
Dämpfung des Kabels (77 Ω bei einem Coax-Kabel mit Luft als Isolator) [44,75].
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2.4.4 Abschließende Festlegung der Blockkennzahlen
Die gemäß Abschnitt 2.3 durch die Systemsimulation ermittelten Kennzahlen für
das NF , den IIP3 und die Verstärkung GV werden auf die einzelnen Blöcke
verteilt. Die Aufteilung erfolgt mit Hilfe der Gleichungen 2.34 und 2.35.
Bei der Verteilung der Kennzahlen auf die einzelnen Stufen gibt es zunächst
unendlich viele Möglichkeiten. Aus Systemsicht können IIP3 und NF ohne Ein-
schränkung gegeneinander ausgetauscht werden, jedoch sind beide Größen ge-
mäß [69] mit der Stromaufnahme verbunden. Der Systemdesigner muss die schal-
tungstechnischen Grenzen der einzelnen Stufen kennen, um die Kennzahlen opti-
mal, d.h. bei möglichst geringen Stromverbrauch der einzelnen Stufen zu verteilen.
Die Kennzahlen für einzelnen Blöcke werden in einem iterativen Prozess ermittelt,
bei dem die Erkenntnisse aus der späteren schaltungstechnischen Realisierung mit
einfließen. Als Ausgangspunkt können Kennzahlen aus der Literatur dienen. Hier-
bei muss jedoch die Anwendung berücksichtigt werden, für die der entsprechende
Schaltungsblock entwickelt wurde. Weiterhin kann der Einfluss der Stufen auf
das gesamte NF und den IIP3 ermittelt werden. Dazu wird der prozentuale An-
teil bestimmt, den die einzelnen Summanden aus Gleichung 2.34 zur gesamten
Rauschzahl Fges beitragen. Ebenso wird der prozentuale Anteil ermittelt, den die
einzelnen Summanden im Klammerausdruck in der Gleichung 2.35 zum Gesamt-
wert 1
A2IIP3,ges
liefern. Mit Hilfe dieser Zahlen können leicht die Stufen identifiziert
werden, die den größten Einfluss auf NFges und IIP3ges haben.
Die Festlegung der Kennzahlen wird erleichtert und zugleich visualisiert, indem
die Gleichungen in ein Tabellenkalkulationsprogramm wie z.B. EXCEL eingege-
ben werden. Das Ergebnis der Blockspezifikation ist in Tabelle 2.4 zusammenge-
fasst. Aus der Tabelle ist zu entnehmen, dass bei dieser Aufteilung der PGA den
größten Einfluss auf das NFges hat, während der Mischer den größten Einfluss
auf IIP3ges hat.
Für große Eingangssignale wird die Verstärkung reduziert auf den minimalen
Wert GV,Low = 37, 6 dB. Es wird dafür die Verstärkung am LNA verringert von
15 dB auf 0 dB und die Verstärkung des PGA von 52, 5 dB auf 7, 5 dB.
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Tabelle 2.4: Kennzahlen der einzelnen Schaltungsblöcke des ZigBee-Empfängers.
Systemkennzahl LNA Mischer Filter PGA gesamt
Spannungsverstärkung GV,High [dB] 15 15 15 52,5 97,5
Noise Figure NF [dB] 5 18 30 50 14,4
Linearität IIP3 [dBm] -6 +1 +22 +40 -15,9
Eingangsreflexionsfaktor S11,dB [dB] -12 -12
Einfluss auf NF [%] 11,4 28,4 14,4 45,7 100
Einfluss auf IIP3 [%] 10,3 65,1 16,4 8,2 100
Im folgenden Kapitel wird auf die Bauelemente in HF-Schaltungen, sowie auf die
Aufbau- und Verbindungstechnik (AVT) eingegangen. Von dem kompletten Emp-
fänger wurde im Rahmen dieser Arbeit der LNA als Beispielblock ausgewählt und
schaltungstechnisch realisiert. Die unterschiedlichen LNA-Architekturen werden
in Kapitel 4 miteinander vergleichen und in Kapitel 5 wird das Design und die




Im Kapitel 2 wurden auf Systemebene der Aufbau und die Anforderungen an
den Empfänger beschrieben. In dieser Arbeit wird wie in Kapitel 1 erläutert, auf
der Schaltungsebene der Low Noise Amplifier (LNA) näher untersucht. Damit
dieser schaltungstechnisch realisiert werden kann, ist es notwendig das Verhalten
der Bauelemente und die Besonderheiten bei hohen Frequenzen zu kennen. In
diesem Kapitel werden die Bauelemente und die Auswirkungen des Aufbaus und
der Verbindungen kurz beschrieben. Dabei wird, falls erforderlich, speziell auf die
Anforderungen des LNAs eingegangen.
Die Bauelemente die in Hochfrequenzschaltungen eingesetzt werden sind prin-
zipiell die gleichen wie diejenigen, die im niedrigen Frequenzbereich eingesetzt
werden. Es werden also Transistoren, Widerstände und Kondensatoren verwen-
det. Da auf dem Chip nur Spulen mit kleinen Induktivitäten realisiert werden
können, kommen diese erst bei hohen Frequenzen als zusätzliches Bauelement
in Betracht. Die parasitären Eigenschaften, vor allem die parasitären Kapazitä-
ten zum Substrat und zwischen den Anschlüssen bekommen eine immer größere
Bedeutung und müssen berücksichtigt werden.
Werden die Bauelemente bei Frequenzen betrieben bei denen die Wellenlänge
in der Größenordnung der Abmessung der Bauteile liegt, dann können die Bau-
elemente nicht mehr als konzentriert betrachtet werden. Bei diesen Frequenzen
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ist es stattdessen erforderlich die Bauelemente selbst als verteilte Schaltung zu
betrachten [41,44,74,76–79].
Im folgenden werden der Aufbau und die Eigenschaften des verwendeten CMOS-
Prozesses kurz beschrieben. Anschließend werden die Besonderheiten beim Ein-
satz der Bauelemente bei Hochfrequenz erläutert und abschließend auf die Verbin-
dungstechnik eingegangen. Für detaillierte Einführungen zu den Bauelementen
sei auf die Literatur [44, 70,76,79,80] verwiesen.
3.1 Der verwendete CMOS-Prozess
Die richtige Auswahl des am besten geeigneten Prozesses für die schaltungstech-
nische Realisierung ist eine sehr wichtige Entscheidung, die in einem möglichst
frühen Stadium des Projektes gefällt werden muss. Dies entscheidet nicht nur
über den wirtschaftlichen Erfolg des Projektes, sondern gibt damit auch die Rah-
menbedingungen für die technisch erreichbaren Performancekennzahlen vor.
Es gibt mehrere Service Anbieter wie z.B. MOSIS oder EUROPRACTICE die es
ermöglichen ICs in den großen Fabriken von z.B. IBM, TSMC oder UMC fertigen
zu lassen. Dort werden auch Prozesse angeboten, die sich für Analogschaltungen
oder besonders für Hochfrequenzschaltungen eignen. Diese zeichnen sich dadurch
aus, dass ein hochohmiges Substrat verwendet wird und vor allem sechs bis acht
Metalllagen zur Verfügung stehen. Die obersten Metalllagen sind dann mehrere
Mikrometer dick und bestehen im Idealfall aus Kupfer, was besonders vorteilhaft
für das Design von integrierten Spulen ist.
Dem Autor dieser Arbeit stand keine der o.g. Technologien zur Verfügung. Es
wurde stattdessen eine 0,25 µm Standard-CMOS-Technologie des Fraunhofer-
Instituts für Mikroelektronische Schaltungen und Systeme verwendet. Allerdings
befand sich dieser Prozess noch in der Entwicklung, so dass für die Schaltungssi-
mulationen nur vorläufige Parameter zur Verfügung standen.
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Bei dem Prozess handelt es sich um einen Prozess der vorrangig für digita-
le Anwendungen geeignet ist. Die Technologie besitzt LDD-MOSFETs1 welche
eine geringe Dotierung des Drainbahngebietes haben und die Gates bestehen aus
Salicide-Poly2 wodurch der Gate-Widerstand reduziert wird [80]. Als Substratma-
terial werden Non-Epitaxiwafer mit einem hohen Substratwiderstand verwendet,
der allerdings eine große Streuung aufweist. Die wichtigsten Merkmale der ver-
wendeten Technologie sind in der Tabelle 3.1 zusammengefasst [81, 82].
Tabelle 3.1: Übersicht Technologiedaten des 0,25 µm Standard-CMOS-Prozesses.
Eigenschaft Wert
Non-Epitaxiwafer 8-Zoll, p-dotiert
Substratwiderstand 1 . . . 50 Ωcm
Poly-Schichten 1
Metall-Schichten 1 - 4
Metallmaterial Aluminium




Das einfachste und grundlegende Modell für den MOSFET-Transistor ist das
Langkanalmodell das in der Literatur auch als Level-1 Modell, Shichman-Hodges-
Modell oder Square-Law-Modell bezeichnet wird [44, 71, 79]. Der Arbeitsbereich
des Transistors wird dabei eingeteilt in Sperr-, Trioden- (wobei ein Teilbereich
hiervon als ohmscher Bereich bezeichnet wird) und Sättigungsbereich. Bei diesem
1 Die Abkürzung LDD steht für Lightly Doped Drain [79,80].
2 Die Abkürzung Salicide steht für Self Aligned Silicid [79,80].
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einfachen Modell ist per Definition im Sperrbereich, d.h. für eine Gate-Source-
Spannung UGS die unterhalb der Schwellspannung Uth0 liegt, der Dainstrom ID
gleich Null. Dies stimmt mit der Realität nicht überein. Der Drainstrom geht
dagegen in eine exponentielle Abhängigkeit von der Gate-Source-Spannung über.





(UGS − Uth)2 (3.1)
beschrieben werden. Bedingt durch kleine Strukturgrößen ergeben sich durch die
Kurzkanaleffekte sehr viel komplexere Zusammenhänge [44,70,76,79,80,83].
Es gibt eine Vielzahl von Modellen die das Verhalten von Kurzkanal-MOSFET-
Transistoren beschreiben. Um hier einige Beispiele aufzuzählen: Das am weite-
sten verbreitete Modell ist das BSIM33-Modell mit der Version BSIM3V3, welches
in der Industrie einen de facto Standard darstellt. Das Modell wurde weiterent-
wickelt zum BSIM4-Modell mit der aktuellen Version BSIM4V5. Des weiteren
gibt es das von der Firma Philips entwickelte MOS9 bzw. MOS11 Modell. Das am
Swiss Federal Institut of Technology Lausanne (EPFL) entwickelte EKV-Modell4
zeichnet sich dadurch aus, dass es im Gegensatz zum BSIM-Modell selbst in der
„Basisversion“ das Verhalten des Transistors über alle Arbeitsbereiche durch eine
kontinuierliche Gleichung beschreibt. Die Version EKV2.6 ist mittlerweile in vie-
len Schaltungsimulatoren implementiert, jedoch noch nicht die neuste Version
EKV3.0.
Alle diese Modelle haben verschiedene Vor- und Nachteile und sie besitzen eine
sehr stark unterschiedliche Komplexität. Das BSIM3V3-Modell benötigt z.B.
mehr als 180 Parameter [70] wobei mehr als 100 Parameter schon für das DC-
Modell benötigt werden [84]. Im Vergleich dazu benötigt das EKV2.6 Modell nur
18 DC-Parameter. Der Grund für die geringere Anzahl von Parametern im EKV-
Modell liegt gemäß [84] daran, dass die im Modell verwendeten Gleichungen auf
3 Die BSIM-Modelle (Berkeley Short Channel IGFET Model) wurden an der University of
California, Berkeley entwickelt.
4 Der Name des Modells stammt von seinen ursprünglichen Entwicklern Christian Enz,
François Krummenacher und Eric Vittoz.
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der Physik basieren. Ein detaillierter Vergleich zwischen BSIM3V3 und EKV2.6
ist in [84] zu finden.
Dem Autor standen die BSIM3V3-Parameter für die im Rahmen dieser Arbeit
verwendete 0,25 µm Standard-CMOS-Technologie zur Verfügung. Das BSIM3V3-
Modell wurde daher für die Schaltungssimulationen verwendet. Für die analyti-
schen und die numerischen Berechnungen in MATLAB wurde das EKV-Modell
verwendet, da es zum einen mit weniger Parametern auskommt und zum anderen
das Verhalten des MOSFETs über alle Arbeitsbereiche durch kontinuierliche und
stetig differenzierbare Gleichungen beschreibt.
In den folgenden Abschnitten wird das EKV-Modell kurz beschrieben. Der Leser
der mit dem EKV-Modell nicht vertraut ist, sei für eine ausführliche Einführung
auf die Literatur verwiesen. Das EKV-Modell wurde erstmalig in [83] vorgestellt
und es werden dort die Grundlagen ausführlich beschrieben. Weiterhin wird in [13,
76,85–93] eine Einführung zum EKV-Modell gegeben. Das in [94] und auch in [95]
präsentierte MOSFET-Modell ist weitestgehend identisch mit dem EKV-Modell
und kann daher ebenfalls gut als Einführung verwendet werden. Die kompletten
Gleichungen für das EKV2.6 Modell können aus dem Manual [96] entnommen
werden.
Dieses im folgenden angegebene, einfache Modell kann natürlich nicht das voll-
ständige Modell des MOSFETs ersetzen, welches in der Schaltungssimulation
verwendet werden muss. Es soll aber als Ansatz verwendet werden um mehr Ver-
ständnis für das Verhalten des Transistors zu erlangen und den Ausgangspunkt
für die Dimensionierung der Schaltungen festzulegen.
3.2.2 Modellierung des DC-Verhaltens im EKV-Modell
3.2.2.1 Ströme, Ladungen und Transkonduktanzen
Das EKV-Modell basiert auf die im MOSFET gespeicherten Ladungen, mittels
derer das Verhalten vorhergesagt wird. Der Drainstrom hängt ab von der mobilen
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Inversionsladungsträgerdichte Q′i, die an den beiden Enden des Kanals am Source
als Q′iS und am Drain als Q′iD bestimmt wird [85,97].
In diesem ladungsbasierten Modell lässt sich der Drainstrom aufteilen in einen
vorwärts gerichteten Strom IF und einen rückwärts gerichteten Strom IR [83]
ID = IF − IR = ISpec · (if − ir) , (3.2)
wobei if = IF/ISpec und ir = IR/ISpec die auf den spezifischen Strom ISpec nor-
mierten Stromanteile sind. Der spezifische Strom ist eine von der Geometrie des
MOSFETs abhängige charakteristische Größe, die als wichtige Normierungsgröße
im EKV-Modell verwendet wird. Sie ist definiert als
ISpec = 2 · n · µeff · C ′ox ·
Weff
Leff
· U2Temp , (3.3)
mit Weff und Leff der effektiven Weite und Länge des Transistors, µeff der
effektiven Mobilität der Ladungsträger, C ′ox der flächenbezogenen Oxidkapazität
und UTemp = kTq der Temperaturspannung. Der Faktor n ist der von der Gate-
Bulk-Spannung abhängige Slope-Faktor5, der sich beim NMOS-Transistor von
n = 1, 6 im Bereich der schwachen Inversion bis n = 1, 3 im Bereich der starken
Inversion verändert (beim PMOS n = 1, 4 . . . 1, 2) [83,97].
Die normierten Ströme if und ir charakterisieren den Grad der Inversion des
Kanals am Source und am Drain und werden genutzt um die unterschiedlichen
Arbeitsbereiche des MOSFETs zu definieren. Der MOSFET wird üblicherweise in
vorwärts Sättigung betrieben (im folgenden wird dies kurz als Sättigung bezeich-
net), d.h. if > ir. In diesem Fall wird if auch als Inversionskoeffizient bezeichnet.
Entsprechend der Definition in [83] werden die Arbeitsbereiche in Abhängigkeit
vom Inversionskoeffizienten unterschieden in schwache, moderate und starke In-
version.6 Im Bereich von if < 0, 1 arbeitet der MOSFET in schwacher Inversion,
im Bereich von 0, 1 ≤ if ≤ 10 in moderater Inversion und im Bereich von if > 10
in starker Inversion [83,97].
Die normierten Vorwärts- und Rückwärtsströme if und ir sind mit den normierten




5 Der Slope-Faktor wird in [71] als Emissionsfaktor im Unterschwellenbereich bezeichnet.





. Der Drainstrom aus Gleichung 3.2 lässt sich daher gemäß der
in [97] angegebenen Beziehung ausdrücken als
ID = ISpec · (if − ir) = ISpec ·
[(
q2s + qs
)− (q2d + qd)] . (3.4)
Die normierten Ladungsträgerdichten können als Funktion der normierten Vor-























· (√1 + 4 · ir − 1) . (3.6)
Die Kleinsignalparameter Source- und Drain-Transkonduktanz sind gemäß [83]
definiert und im Anhang in Abschnitt A.1 angegeben. Sie können in Abhängigkeit




gms = GSpec · qs = GSpec · 2 · if
1 +
√
1 + 4 · if
(3.7)
gmd = GSpec · qd = GSpec · 2 · ir
1 +
√
1 + 4 · ir
. (3.8)
Das Verhältnis von Source-Transkonduktanz zu Drainstrom gms
ID
wird in der Li-
teratur [49,91–93,99] als Transkonduktanzeffizienz bezeichnet. Dieses Verhältnis
gibt an wie energieeffizient der Strom in eine Transkonduktanz umgesetzt wird,
d.h. je größer dieses Verhältnis ist desto besser [99]. Wird der Ausdruck gms
ID
durch
die Multiplikation mit der Temperaturspannung UTemp normiert, so resultiert dar-








1 + 4 · if
, (3.9)
wobei G auch als Großsignal-Interpolationsfunktion oder Ausgleichsfunktion be-
zeichnet wird. Der Funktionsverlauf ist in Abhängigkeit vom Inversionskoeffizi-
enten if in Abbildung 3.1 dargestellt. Weiterhin ist dort die oben beschriebe-
ne Einteilung der Arbeitsbereiche in schwache, moderate und starke Inversion
eingezeichnet. Das Maximum wird im Bereich der schwachen Inversion erreicht
während im Bereich der starken Inversion die Funktion mit 1√
if
abfällt.
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Abbildung 3.1: Ausgleichsfunktion G in Abhängigkeit vom Inversionskoeffizienten if und Un-
terteilung der Arbeitsbereiche des MOSFETs in schwache, moderate und starke
Inversion.
3.2.2.2 Spannungen an den Anschlüssen des MOSFETs
Im EKV-Modell werden alle Spannungen auf den Bulk-Anschluss des MOSFETs
(Substrat) bezogen und die Spannungen werden häufig normiert auf die Tempe-
raturspannung angegeben.
Die Ströme und die Transkonduktanzen sind durch die Ladungen qs und qd mit
den Spannungen an den Anschlüssen des MOSFETs gemäß dem Zusammenhang
aus [85,88,97] verknüpft durch
up − us = ln (qs) + 2 · qs , (3.10)
mit up−us = UP−USUTemp . Ein entsprechend vergleichbarer Ausdruck ergibt für up−ud.
Die Gleichung 3.10 kann durch Gleichung 3.5 in Abhängigkeit vom Inversionsko-
effizienten ausgedrückt werden. Die Pinch-Off-Spannung UP ist definiert als das
Potential des Kanals, bei dem die Inversionsladung verschwindet (bei der Nä-
herung für starke Inversion) und kann in Abhängigkeit von der Gate-Spannung
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Soll die Ladung qs oder der Inversionskoeffizienten if in Abhängigkeit von den
Spannungen bestimmen werden, so muss die Gleichung 3.10 invertiert werden.
Leider ist dies auf analytischen Weg nicht möglich, jedoch kann dies numerisch
erfolgen [13,88,100]. Ein Möglicher Ansatz dazu wird im Anhang in Abschnitt A.2
gegeben. Eine Möglichkeit zur analytischen Lösung bietet der in der ursprüngli-
chen Veröffentlichung [83] und auch in [101] angegebene Ausdruck für die Interpo-
lationsfunktion, welcher jedoch gemäß [13] eine nicht physikalische Näherung dar-
stellt. Die Spannungsdifferenz kann damit durch Gleichung 3.12 näherungsweise
beschrieben, und als Gleichung 3.13 in invertierter Form angegeben werden. Der
Vergleich zwischen der numerisch invertierten Gleichung und der Näherung zeigt,
dass diese gut übereinstimmen. Bei den höheren Ableitungen dieser Funktion zei-
gen sich (wie in Abschnitt C.2 gezeigt wird) aber große Unterschiede im Vergleich
zur exakten Interpolationsfunktion. Die nicht physikalische Interpolationsfunkti-
on ist daher ungeeignet, um z.B. den IIP3 einer Schaltung zu bestimmen. Die
Näherung kann jedoch verwendet werden um in analytischen Rechnungen nähe-
rungsweise den Inversionskoeffizienten zu bestimmen.
















Für den Schaltungsentwurf ist es sinnvoll die Grenzen des Inversionskoeffizienten
die sich aus Gleichung 3.10 und Gleichung 3.5 ergeben abzuschätzen. Im Bereich
der starken Inversion gilt if >> 1 woraus up − us|SI ≈ 2 · qs ≈ 2 ·
√
if bzw. für
den Bereich der schwachen Inversion gilt if << 1 woraus up − us|WI ≈ ln (qs) ≈
ln (if ) resultiert.
Der maximale Inversionskoeffizient if,max wird erreicht, wenn der Gate- und
Drain-Anschluss mit der positiven Versorgungsspannung UDD und Source mit
Masse (GND) verbunden ist, während der minimale Inversionskoeffizient if,min
erreicht wird, wenn Gate und Source beide mit Masse verbunden sind und Drain
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mit UDD verbunden ist. Mit Hilfe der Gleichung 3.11 und den Zahlenwerten
UG = 2, 5 V, n = 1, 3 und Uth0 = 0, 5 V für if,max und UG = 0 V, n = 1, 6









n·UTemp ≈ 0, 01 · 10−3 . (3.15)
3.2.2.3 Kurzkanaleffekte
Die immer kleiner werdenden Geometrien des MOSFETs haben zur Folge, dass
schon bei kleinen Spannungen sehr große Feldstärken erreicht werden, welche das
Verhalten der Transistoren maßgeblich beeinflussen. Diese Phänomene werden in
der Literatur als Kurzkanaleffekte bezeichnet und in [44,70,76,79,80,83] ausführ-
lich beschrieben. Einige dieser Effekte werden hier nur kurz erwähnt.
Der Effekt mit der größten Auswirkung ist die Geschwindigkeitssättigung7 (VS),
welcher bei einer Feldstärke von ca. 106V/m in Stromflussrichtung einsetzt. Die
Elektronenbeweglichkeit wird bei einer weiteren Zunahme der Feldstärke geringer,
so dass die Geschwindigkeit der Ladungsträger gegen den Sättigungswert von ca.
105 m/s läuft [44,70,79].
Im vollständigen EKV-Modell wird der Effekt der Geschwindigkeitssättigung wie
in [96] beschrieben berücksichtigt. Ein vereinfachter Ansatz ist in [97, 102–104]
gegeben und wird durch den Längenabhängigen Parameter
λc =
2 · µ0 · UTemp
vsat · L =
2 · UTemp
Ec · L (3.16)
modelliert. Dabei ist vsat die Sättigungsgeschwindigkeit der Elektronen im Silizi-
um und Ec die kritische Feldstärke.8
7 In der Literatur wird dieser Effekt auch als Velocity Saturation (VS) bezeichnet.
8 Die kritische oder auch als Sättigungsfeldstärke bezeichnete Größe wird in der Literatur
abhängig vom verwendeten Mobilitätsmodell definiert [79]. Sie wird in [96,102,103] definiert
als Ec = vsatµ0 und in [104, 105] als Ec =
2vsat
µ0
. In dieser Arbeit wird die letztgenannte
Definition verwendet.
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Damit ergibt sich für die effektive Mobilität der Ladungsträger
µeff =
µ0
1 + λc · (qs − qd) . (3.17)
Bei großen Gate-Spannungen kommt es zu einer Mobilitätsreduzierung9 der La-
dungsträger bedingt durch das vertikale Feld (MRV). Der Effekt ist zu erklären
durch die Oberflächenstreuung der Elektronen an der Si-SiO2-Grenzfläche, wel-
che bei zunehmender Feldstärke in vertikaler Richtung zunimmt und dadurch die
Beweglichkeit abnimmt [44,70,79].
In HF-Schaltungen werden normalerweise Transistoren mit minimaler Kanallän-
ge verwendet. Bei diesen ist im Sättigungsbereich des Ausgangskennlinienfeldes
eine große Steigung zu beobachten, wodurch der Ausgangswiderstand stark re-
duziert wird. Dieser als Kanallängenmodulation10 (CLM) bezeichnete Effekt ist
durch eine von der Drain-Spannung abhängigen Lage des Abschnürpunktes im
Kanals zu erklären [44, 70, 79, 80]. Der Abschnürpunkt bewegt sich mit zuneh-
mender Drain-Spannung weiter zum Source, wodurch die effektive Kanallänge
reduziert wird. Der Ausgangswiderstand ist wie in [70, 80, 105] beschrieben noch
von weiteren Effekte abhängig. Die Modellierung dieser Effekte im EKV-Modell
ist in [96, 97] angegeben. Da dieser Ausgangswiderstand im Vergleich zu dem
effektiven Lastwiderstand am Drain des LNA-Transistors groß ist, wird im Rah-
men dieser Arbeit bei der numerischen und analytischen Optimierung des LNAs
dessen Auswirkung vernachlässigt.
Beim Drain-Induced Barrier Lowering (DIBL) kommt es durch eine hohe Span-
nung am Drain zu einer Reduzierung der Schwellspannung [106]. Um diesem Ef-
fekt entgegen zu wirken werden LDD-MOSFETs verwendet, bei denen es manch-
mal zu einer Überkompensation und somit zum Reverse Short Channel Effekt
(RSCE) kommt [44, 76, 79, 80]. Der DIBL-Effekt ist im EKV2.6 Modell nicht
berücksichtigt, wird jedoch im EKV3.0 Modell modelliert [84, 107]. Auch dieser
Effekt wird bei der numerischen und analytischen Optimierung des LNAs ver-
nachlässigt.
9 Für diesen Effekt ist in der Literatur auch die Bezeichnung Mobility Reduction due to
Vertical Field (MRV) üblich.
10 Dieser Effekt wird in der Literatur als Channel Length Modulation (CLM) bezeichnet.
74 3. Bauelemente in HF-Schaltungen und AVT
3.2.3 Kapazitätsmodellierung
Die parasitären Kapazitäten des MOSFETs beeinflussen maßgeblich die Perfor-
mance der HF-Schaltungen. Es muss daher für das Design und speziell für die Op-
timierung des LNAs das Verhalten der Kapazitäten über alle möglichen Arbeits-
bereiche (von schwacher bis starker Inversion) durch Gleichungen beschrieben
werden. In den folgenden beiden Abschnitten, aufgeteilt in interne und externe
Kapazitäten des MOSFETs, wird deren Modellierung im EKV-Modell angegeben.
3.2.3.1 Interne Kapazitäten
Beim MOSFET lassen sich für den niedrigen bis mittleren Frequenzbereich, also
für den Quasi-Statischen-Arbeitsbereich (QS), wie in [76,79,96,105] beschrieben
die Kapazitätskoeffizienten bestimmen durch
Cxy = ± ∂
∂Uy
(Qx) x, y = G,D, S,B . (3.18)
Das positive Vorzeichen wird für den Fall x = y und das negative Vorzeichen
entsprechend für x 6= y verwendet. Aufgrund der vier Anschlüsse des MOSFETs
lassen sich somit insgesamt 16 verschiedene Kapazitätskoeffizienten bestimmen,
welche im allgemeinen nicht reziprok sind. Das bedeutet, es gilt Cxy 6= Cyx.
Ausgehend von dem Kirchhoffschen Knotensatz [108], nachdem die Summe aller
in den MOSFET fließenden Ströme gleich Null sein muss, wird in der Herleitung
in [76, 79] gezeigt, dass die 16 Kapazitätskoeffizienten sich zu neun voneinander
unabhängige Koeffizienten reduzieren. Die Gleichungen für die Ströme, welche in
den MOSFET hinein fließen, sind vergleichbar zu denen in [76] und können so um-
geformt werden, dass sich hieraus ein Ersatzschaltbild mit fünf Kapazitäten und
drei Transkapazitäten ableiten lässt. Die Gleichungen für die Ströme setzen sich
dabei zum einen aus Termen der Form Cxy
d Uyx
d t
und zum anderen aus Termen
der Form Cxy d Uαd t zusammen, mit α = G,D, S. Letztere bilden die sogenann-
ten Transkapazitäten, welche gemäß [79] spannungsgesteuerte Stromquellen mit
kapazitiven Verhalten darstellen, d.h. der Strom ist proportional zur zeitlichen
Ableitung der Steuerspannung. Die Transkapazitäten liegen im Ersatzschaltbild
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parallel zu den Transkonduktanzen und sind von den gleichen Steuerspannungen
abhängig.
Für ausreichend niedrige Frequenzen können die Transkapazitäten im Vergleich
zu den Transkonduktanzen vernachlässigt, und somit das Ersatzschaltbild wei-
ter vereinfacht werden. Die Frage, was ausreichend niedrige Frequenzen sind,
wird später im Abschnitt 3.2.4 diskutiert. In diesem Fall vereinfacht sich das
Ersatzschaltbild zu dem in [76, 83, 97] erläutert und in Abbildung 3.2 dargestell-
ten Kleinsignalersatzschaltbild für den Quasi-Statischen-Arbeitsbereich (QS) mit
fünf internen Kapazitäten (Cgs, Cgb, Cgd, Cbs, Cbd).
Abbildung 3.2: Kleinsignalersatzschaltbild des MOSFETs im QS-Arbeitsbereich mit den fünf
internen Kapazitäten Cgs, Cgb, Cgd, Cbs und Cbd.
Im EKV-Modell sind die Gleichungen für die Kapazitäten auf COX = C ′ox ·W ·L
normiert gegeben, d.h. für Cgs gilt z.B. der Zusammenhang Cgs = COX · cgs. Die
Gleichungen für die Kapazitäten sind im EKV-Manual [96] in Abhängigkeit von
der Hilfsvariable xf = qs + 12 bzw. xr = qd +
1
2
ausgedrückt und können somit




· qs · 2qs + 4qd + 3





· qd · 2qd + 4qs + 3







· (1− cgs − cgd) (3.21)
cbs = (n− 1) · cgs (3.22)
cbd = (n− 1) · cgd (3.23)
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Nach den Angaben in [76] gilt im Sättigungsbereich Cgd = 0 und Cbd = 0. Dies
kann leicht Anhand der Gleichungen 3.19 - 3.23 und dem Ausdruck qd = 0 für
den Sättigungsbereich überprüft werden. Die Arbeitspunktsabhängigkeit der ver-
bleibenden normierten Kapazitäten cgs, cgb und cbs des in Sättigung befindlichen
MOSFETs sind unter der Annahme, dass n = 1, 3 und unabhängig vom Arbeits-
punkt ist, in Abbildung 3.2 dargestellt.
Abbildung 3.3: Interne Kapazitäten cgs, cgb und cbs des in Sättigung befindlichen MOSFET in
Abhängigkeit vom Inversionskoeffizienten if mit der Annahme n = 1, 3 arbeits-
punktunabhängig.
Die Kapazitäten laufen ausgehend von einem festen Grenzwert in schwacher In-
version, gegen einen anderen festen Grenzwert in starker Inversion. Der Übergang
zwischen diesen Werten findet überwiegend im Bereich der moderaten Inversion
statt. Da gerade die Kapazitäten Cgs und Cbs im Bereich der schwachen Inversion
gegen Null gehen und die Kapazitäten Cgd und Cbd in Sättigung gleich Null sind,
wird hierdurch die absolut notwendige Berücksichtigung der externen Kapazitä-
ten des MOSFETs deutlich.
3.2 Transistormodell 77
3.2.3.2 Externe Kapazitäten
Wie im vorherigen Abschnitt festgestellt wurde, ist es unbedingt notwendig die
externen Kapazitäten des MOSFETs zu berücksichtigen. In der Literatur wird
unterschieden zwischen den Overlap11- und den Sperrschichtkapazitäten12. Das
in Abbildung 3.2 angegebene Kleinsignalersatzschaltbild muss also um die exter-
nen Kapazitäten wie in [76, 96] gezeigt und Abbildung 3.4 dargestellt erweitert
werden.
Abbildung 3.4: Kleinsignalersatzschaltbild des MOSFETs mit externen Kapazitäten.
Die Overlap-Kapazitäten entstehen zu einen durch die Ausdehnung der Source-
und Draindiffusionsgebiete unter das Gate und zum anderen durch die elektri-
schen Felder an den Kanten (Fringing-Kapazität) [76]. Beim LDD-MOSFET wei-
sen die Overlap-Kapazitäten eine Spannungsabhängigkeit auf, welche auch im
allgemeinen im BSIM3V3-Modell [105] berücksichtigt wird. Bei der verwende-
ten Technologie sind die Parameter jedoch so gesetzt, dass sich für die Overlap-
11 In der Literatur wird dafür auch die Bezeichnung Überlappkapazitäten verwendet.
12 Diese werden auch als Junction-Kapazitäten bezeichnet.
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Kapazitäten die einfachen Ausdrücke
Cgs,ov = W · cgso (3.24)
Cgd,ov = W · cgdo (3.25)
ergeben. Dabei sind cgso und cgdo die auf die Weite des Transistors bezogenen
Kapazitäten.
Eine weitere parasitäre Kapazität bildet sich zwischen dem Gate und dem Sub-
strat [76]. Diese wird im BSIM3V3-Modell [105] gemäß Gleichung 3.26 berechnet,
wobei cgbo die Kapazität pro Längeneinheit ist.
Cgb,ov = L · cgbo (3.26)
Die in Sperrrichtung betriebenen pn-Übergänge zwischen Substrat (Bulk) und
Source bzw. Substrat und Drain bilden die Sperrschichtkapazitäten Cjs und Cjd.
Diese setzen sich wiederum wie in [76] erläutert aus drei Anteilen zusammen,
welche jeweils abhängig von der Spannung am Source bzw. Spannung am Drain
sind. Im BSIM3V3-Modell [105] wird die Kapazität Cjs berechnet durch
Cjs = As · cj(
1 + US
PB








wobei cj der Kapazitätsanteil pro Flächeneinheit, cjsw und cjswg die Kapazitäts-
anteile pro Längeneinheit, PB, PBSW und PBSWG die Diffusionsspannungen
und mj, mjsw und mjswg die Gradationsexponenten sind. Diese Parameter des
BSIM-Modells können direkt aus der Technologie-Datei entnommen werden. Der
Schaltungssimulator berechnet als weitere Größen die Fläche As = W ·LGate,Cont
und die Länge Ps = W+2·LGate,Cont, wobei LGate,Cont = 0, 715 µm eine Konstante
der verwendeten CMOS-Technologie ist.
Wird in der Gleichung 3.27 bei den Variablen im Index „s“ gegen „d“ bzw. „S“
gegen „D“ ausgetauscht, ergibt dies die Gleichung für Cjd. In der verwendeten
Technologie ist das Modell so parametrisiert, dass sich bei gleichen Spannungen
an den Anschlüssen der gleiche Zahlenwert für Cjd wie für Cjs ergibt.
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3.2.4 Betrachtung der NQS-Effekte
Wird der MOSFET-Transistor bei sehr hohen Frequenzen betrieben, so treten
die Nicht-Quasi-Statischen-Effekte (NQS) in Erscheinung. Die Ladungsträger in
der Inversionsschicht können bei einer sehr hochfrequenten Anregung dieser nur
mit einer Verzögerung folgen und somit kommt es zu Laufzeiteffekten zwischen
der Anregung an dem einen Anschluss des MOSFETs und der Reaktion an einem
anderen Anschluss.
Ein möglicher Ansatz wie er in [76, 83] gemacht wird um diesen Effekt zu mo-
dellieren besteht darin, den MOSFET selbst nicht mehr als konzentriertes Bau-
element zu betrachteten und den Kanal in einzelne Segmente zu unterteilen. Die
einzelnen Segmente werden dann als MOSFET mit einem entsprechend kürze-
ren Kanal betrachtet und zu einer Kette zusammen geschaltet. Für eine detail-
lierte Beschreibung und Analyse der NQS-Effekte sei der Leser auf die Litera-
tur [13, 76,83,109–111] verwiesen.
Es soll nun die Frage untersucht werden ob das QS-Modell unter allen Arbeits-
bedingungen für den LNA-MOSFET ausreichend ist oder ob das NQS-Modell
verwendet werden muss.13 In der Literatur [85, 97, 111] wird hierfür als Grenze
die Zeitkonstante τqs bzw. deren Kehrwert ωcrit herangezogen und kann bestimmt
werden durch
τqs = τ0 · 1
30
· 4 · q
2
s + 10 · qs + 5 + 12 · qs · qd + 10 · qd + 4 · q2d





µeff · UTemp . (3.29)
In Abbildung 3.5 ist der Verlauf der Funktion τqs/τ0 für den Sättigungsbereich

















13 Im EKV-Modell Version EKV2.6 [96] ist nur ein NQS-Modell erster Ordnung enthalten
ebenso wie im BSIM3V3-Modell [105]. Ein Vergleich der NQS-Modellierung des BSIM3V3-
Modells mit Messergebnisse wird [112] durchgeführt.
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Abbildung 3.5: Verhältnis der NQS-Zeitkonstante τqs/τ0 in Abhängigkeit vom Inversionskoeffi-
zienten if .
Aus den Näherungen bzw. direkt aus der Abbildung 3.5 ist zu entnehmen, dass
im Bereich der starken Inversion das Verhältnis τqs/τ0 bis zum Faktor 40 kleiner
ist, im Vergleich zu dem Wert der sich in schwacher Inversion ergibt.
Um nun endgültig zu klären ob der Bereich der starken oder der Bereich der
schwachen Inversion der Kritische ist, muss die Funktion τ0 betrachtet werden.
Diese ist umgekehrt proportional zu der effektiven Mobilität µeff , welche wie
in Abschnitt 3.2.2.3 geschildert im Bereich der starken Inversion geringer wird.
Die Abnahme von µeff reduziert somit die Abnahme von τqs/τ0 im Bereich der
starken Inversion, kompensiert diese aber nicht vollständig (wie sich Anhand von
Schaltungssimulationen überprüfen lässt). Damit stellt sich klar heraus, dass die
NQS-Effekte zuerst im Bereich der schwachen Inversion auftreten.
Basierend auf diesen Überlegungen kann die Grenzfrequenz für den NQS-Bereich
bestimmt werden als fNQS = 12pi· τqs|WI . Unterhalb dieser Grenzfrequenz kann
das QS-Modell inklusive der Transkapazitäten verwendet werden. Liegt der Ar-
beitsbereich weit unterhalb dieser Frequenz können auch die Transkapazitäten
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vernachlässigt werden. In [76] wird als Grenzfrequenz für die Transkapazitäten





· µ0 · UTemp
L2eff
= 1, 66 GHz . (3.30)
Der Empfänger wird für eine Trägerfrequenz von 868, 3 MHz entwickelt, welche
somit unterhalb der QS-Grenzfrequenz liegt. Das bedeutet, es wird das einfache
QS-Modell ohne Berücksichtigung der Transkapazitäten verwendet.14 Damit ist
auch die Frage aus Abschnitt 3.2.3.1 beantwortet, was eine ausreichend niedrige
Frequenz ist.
Durch die NQS-Effekte wird weiterhin die Eingangsimpedanz der Common-Sour-
ce-Schaltung beeinflusst. Wie in [49, 97] beschrieben, lässt sich bei dieser Schal-
tung ein Realteil der Eingangsimpedanz messen, der nicht durch die Layout-
bedingten Widerstände (z.B. die Bahnwiderstände welche in [113–115] beschrie-
ben werden) des Transistors erklärt werden kann. Dieser zusätzliche Anteil wird
von den NQS-Effekten verursacht und kann gemäß [44, 49, 97, 116], bzw. wie im
Anhang in Abschnitt A.5.2 gezeigt wird, angegeben werden als






5 · gms . (3.31)
Da der Realteil der Eingangsimpedanz im Vergleich zum Imaginärteil sehr viel
geringer ist, kann er in den meisten Fällen vernachlässigt werden. Anders verhält
es sich, wenn zum Gate eine Induktivität in Serie geschaltet wird.15 Diese kom-
pensiert im Resonanzfall den kapazitiven Anteil der Eingangsimpedanz und es
bleibt nur noch der durch NQS-Effekte verursachte resistive Anteil übrig. Durch
das abstimmen dieses Schwingkreises wird der durch NQS-Effekte bedingte Wi-
derstand weit unterhalb der NQS-Grenzfrequenz relevant und darf daher nicht
vernachlässigt werden.
14 Es sei darauf hingewiesen, dass die Transistoren die im Basisbandteil des Empfängers einge-
setzt werden sehr große Längen haben können und daher auch sehr niedrige Grenzfrequenzen
für die NQS-Effekte besitzen.
15 Dies ist z.B. beim CS-LNA der Fall (siehe Abschnitt 4.2).
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3.2.5 Rauschmodellierung
3.2.5.1 Unterscheidung der Rauschphänomene
Wie im vorangehenden Kapitel 2 diskutiert, beeinflusst das Rauschen maßgeb-
lich die Performance des Empfängers. Das durch den Empfänger zusätzlich hin-
zugefügte Rauschen stammt von den in der Empfängerschaltung verwendeten
Widerständen und Transistoren. So können an den Anschlüssen des MOSFETs
zufällige, von den Eingangssignalen unabhängige Fluktuationen beobachtet wer-
den, welche als Rauschen bezeichnet werden. In der Literatur [44,71,76,79] wird
unterschieden zwischen Flicker-, Schrot- und thermischen Rauschen.
Das Flickerrauschen wird in der Literatur auch als 1/f -Rauschen bezeichnet.
Dabei weist letztere Bezeichnung auf die spektrale Leistungsdichte hin, welche
annähernd umgekehrt proportional zu der Frequenz ist. Das 1/f -Rauschen kann
für den LNA vernachlässigt werden, muss jedoch in den Schaltungen des Ba-
sisbands, sowie beim Mischer und beim spannungsgesteuerter Oszillator (VCO)
beachtet werden [97, 117, 118]. Der interessierte Leser sei hier auf die Litera-
tur [13, 44,70,76,117–123] verwiesen.
Für das Schrotrauschen16 verantwortlich ist der in Elementarladungen q quanti-
sierte Ladungstransport über pn-Übergänge [44, 79]. Da der Drainstrom im Be-
reich der schwachen Inversion ein Diffusionsstrom ist (vgl. hierzu [124–126]), wird
in der Literatur kontrovers diskutiert, ob es sich bei dem dort zu beobachtenden
Rauschen um Schrotrauschen handelt. Gleichgültig ob nun dafür Schrotrauschen
oder thermisches Rauschen verantwortlich gemacht wird, führt dies zum gleichen
Ergebnis [13,76,119,127].
Aufgrund von statistischen Bewegungen der Ladungsträger im Leiter kommt es
zu thermischen Rauschen, welches auch als Nyquist- oder Johnson-Rauschen be-
zeichnet wird. Da der MOSFET einen veränderlichenWiderstand darstellt, ist das
Rauschen, welches im Kanal des Transistors entsteht thermisches Rauschen [119].
Dieses gelangt über die (Trans-)Konduktanzen an das Drain und an das Sour-
16 In der Literatur wird dies auch als Shot Noise bezeichnet.
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ce, sowie durch kapazitive Kopplung an das Gate und das Substrat [85]. Letztere
werden auch als induziertes Gate- und induziertes Substrat-Rauschen bezeichnet.
Weitere thermische Rauschquellen sind die parasitären Zuleitungswiderstände am
Drain, Source und Gate, sowie die Widerstände im Substratnetzwerk [85, 97].17
Diese Rauschquellen liefern einen geringen Beitrag und werden daher in einem
Modell erster Ordnung vernachlässigt. Ein allgemeines Ersatzschaltbild mit den
Rauschquellen des MOSFETs wird in [13, 85, 111] vorgestellt und ist in der Ab-
bildung 3.6 dargestellt.
Abbildung 3.6: Allgemeines Ersatzschaltbild des MOSFETs mit Rauschquellen.
Bei dem hier betrachteten Frequenzbereich wird in der Literatur für den im Sät-
tigungsbereich arbeitenden MOSFET das vereinfachte Ersatzschaltbild wie es in
der Abbildung 3.7 dargestellt ist verwendet. Dieses wird für die analytischen und
numerischen Berechnung eingesetzt.
Die Rauschanteile der beiden Quellen werden durch ihre spektralen Rausch-
leistungsdichten angegeben. Für das Drain-Rauschen ist dieses durch die Glei-





= 4kT · γ · gms (3.32)
17 Der Einfluss der Zuleitungswiderstände und des Substratnetzwerks auf das Verhalten des
MOSFETs wird in [113–115,128–130] untersucht.
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Abbildung 3.7: Ersatzschaltbild des MOSFETs mit Rauschquellen ing und ind.
Das induzierte Gate-Rauschen ist eine Folgeerscheinung der NQS-Effekte und es
wird für dessen Herleitung mindestens ein NQS-Modell erster Ordnung benötigt




= 4kT · δ · gg (3.33)
mit
gg = Re {YGG} ≈ (ωCgs)
2
5 · gms , (3.34)
wobei δ der arbeitspunktabhängige Gate-Noise-Faktor und YGG die totale Gate-
Admittanz ist [85, 97, 111, 131]. Die Herleitung der in der Literatur verwendeten
Näherung Re {YGG} ≈ (ωCgs)
2
5·gms wird im Anhang in Abschnitt A.5.2 gezeigt. Da
beim QS-Modell Re {YGG} = 0 ist, verschwindet somit auch das induzierte Gate-
Rauschen [85].
Im Abschnitt 3.2.4 wurde durch Betrachtung der NQS-Effekte gezeigt, dass auf-
grund der geringen Arbeitsfrequenz diese im Kleinsignalersatzschaltbild vernach-
lässigt werden können. Es ist daher sehr verführerisch, auch das induzierte Gate-
Rauschen generell zu vernachlässigen. Diese Entscheidung kann aber erst nach
genauer Betrachtung der Schaltungsarchitektur getroffen werden. Abhängig da-
von kann das induzierte Gate-Rauschen für Frequenzen weit unterhalb der NQS-
Grenzfrequenz relevant werden, wie aus der Darstellung in [49,116] zu entnehmen
ist.
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Für Rauschberechnungen muss die Korrelation zwischen dem induzierten Gate-
Rauschen und dem Drain-Rauschen berücksichtigt werden. Diese wird durch das
Kreuzleistungsdichtespektrum (CPSD) Sn,ig ,i∗d beschrieben, womit sich gemäß [85,





Das Vorzeichen bei dem Imaginärteil des Korrelationskoeffizienten muss beson-
ders beachtet werden. Mit der in Abbildung 3.7 eingezeichneten Stromrichtung
für das induzierte Gate-Rauschen (vom Source zum Gate) besitzt der Imaginärteil
des Korrelationskoeffizienten c aus Gleichung 3.35 ein negatives Vorzeichen. Bei
jeder Änderung der Strombezugsrichtung in der Abbildung 3.7 oder bei Verwen-
dung des konjugiert komplexen Ausdrucks Sn,i∗g ,id in der Gleichung 3.35 anstelle
von Sn,ig ,i∗d ändert sich das Vorzeichen [132,133].
3.2.5.2 Rauschen von Kurzkanal-MOSFETs
Für den Langkanal-MOSFET in Sättigung und Arbeitsbereich in starker Inversi-
on wurden nach den Berechnungen von A. van der Ziel [119,134] für die Rausch-
parameter γ = 2
3
und δ = 4
3
, sowie für den Korrelationskoeffizienten c = −j0, 395
ermittelt.
Kurzkanaltransistoren zeigen im Vergleich zum Langkanaltransistor größeres
Rauschen, wie als erstes durch Messungen von Abidi [135] belegt wurde. In wei-
teren Veröffentlichungen von Messungen [136–150] wird dieses beobachtete Ver-
halten bestätigt. Ebenfalls zeigen Bauelementsimulationen des einzelnen Transi-
stors [151,152] einen Anstieg des Rauschens bei Kurzkanal-MOSFETs.
Unterschiede in den veröffentlichten Messwerten können durch die verwendete
Messtechnik und vor allem durch die angewendete Deembedding-Prozedur (das
herausrechnen der parasitären Einflüsse wie z.B. durch die Pads und der Zuleitung
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zwischen Pad und Transistor) erklärt werden [149,153–157].18 Bei dem bestimmen
der einzelnen Rauschquellen im Transistor selbst müssen die parasitären Anteile
z.B. der Drain-, Source- und Gate-Widerstände und das Substratnetzwerk beson-
ders berücksichtigt werden. So hat z.B. der Gate-Widerstand einen sehr großen
Einfluss auf das messtechnisch ermittelte induzierte Gate-Rauschen [144].
Für die Zunahme des Rauschens werden in der Literatur unterschiedliche Effekte
wie z.B. Carrier-Heating (CH), Geschwindigkeitssättigung (VS), Mobilitätsredu-
zierung durch das Vertikale Feld (MRV) und Kanallängenmodulation (CLM) ver-
antwortlich gemacht. Basierend auf diesen Effekten existieren viele unterschied-
liche Modelle wie z.B. [102, 103, 131, 136, 137, 142, 144, 146, 150, 159–164] um die
Zunahme der Rauschparameter γ und δ zu erklären.
Da die im Rahmen dieser Arbeit verwendete Technologie sich noch in der Ent-
wicklung befand, standen dem Autor die eigens für Rauschmessungen entwickel-
ten Teststrukturen nicht zur Verfügung. Auf die Entwicklung eines eigenen
Rauschmodells wird verzichtet und auf ein einfaches, im EKV-Modell implemen-
tierbares zurückgegriffen, welches im folgenden Abschnitt beschrieben wird. Ab-
schließend sei darauf hingewiesen, dass im BSIM3V3-Modell das induzierte Gate-
Rauschen ebenso, wie der durch Kurzkanaleffekte bedingte Anstieg des Drain-
Rauschens vernachlässigt wird. Beim BSIM4-Modell wird zwar das induzierte
Gate-Rauschen bedrücksichtigt, aber abweichend vom Modell nach van der Ziel
implementiert. Hierdurch ergibt sich gemäß [165] ein Fehler beim Korrelations-
koeffizient.
3.2.5.3 Rauschen im EKV-Modell
Die im vorherigen Abschnitt erwähnten Modelle für das Rauschen unterscheiden
sich auch stark in ihrer Komplexität und Implementierbarkeit in das EKV-Modell.
Hier wird das einfache, in [85,97,131] vorgestellt Rauschmodell verwendet.
18 Allgemeine Hinweise und Grundlagen zum Deembedding können z.B. aus [158] und Hinweise
zum Deembedding der parasitären Widerstände des MOSFETs aus [113, 115] entnommen
werden.
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Für den in Sättigung befindlichen Langkanaltransistor wird der arbeitspunktab-









Diese Funktion geht im Bereich der starken Inversion gegen γ|SI = 23 und im
Bereich der schwachen Inversion gegen γ|WI = 12 , wie auch aus der oberen Dar-
stellung in Abbildung 3.8 zu entnehmen ist. Dies ist völlig konsistent mit dem
in [142] berechneten und präsentierten Verlauf.
Abbildung 3.8: Drain-Noise-Faktor γ in Abhängigkeit vom Inversionskoeffizienten if für
Langkanal- und Kurzkanaltransistor.
Das von Klein entwickelte Rauschmodell für Kurzkanal-MOSFETs [136] ist ur-
sprünglich für den Bereich der starken Inversion entwickelt worden und berück-
sichtigt Carrier-Heating (CH) und Geschwindigkeitssättigung (VS). Dieses Mo-
dell wurde von C. Enz und Y. Cheng wie in [131] vorgestellt erweitert, um den
gesamten Bereich von schwacher bis zur starken Inversion abzudecken. Wird in
dem dort vorgestellten Ausdruck die Ausgleichsfunktion G durch die Ladung qs
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ausgedrückt, so kann der Drain-Noise-Faktor γ demnach bestimmt werden als
γ (if ) = γsat,long ·
[




wobei vsat die Sättigungsgeschwindigkeit und τr die Relaxationszeit ist. Der aus
den Zahlenwerten vsat ≈ 105 ms (aus den Technologiedaten), τr ≈ 1 ps [131]
und Leff = 0, 25 µm resultierende Kurvenverlauf ist der unteren Darstellung in
Abbildung 3.8 zu entnehmen. Aus dieser Darstellung ist die starke Zunahme in
starker Inversion genauso wie die Konvergenz gegen γ|WI = 0, 7 in schwacher
Inversion zu erkennen. In der Mitte der moderaten Inversion (if = 1) ist nur ein
leichter Anstieg auf γ|MI ≈ 0, 93 zu beobachten, was schon die Vorteile dieses
Arbeitsbereiches andeutet.
Der arbeitspunktabhängige Gate-Noise-Faktor δ und der arbeitspunktabhängi-
ge Korrelationsfaktor c kann aus den in [111] angegebenen Gleichungen für das
NQS-Rauschverhalten des Langkanaltransistors wie im Anhang in Abschnitt A.5
angegeben hergeleitet werden. Für den in Sättigung befindlichen MOSFET wird




· 32 · q
3
s + 114 · q2s + 132 · qs + 45
(4 · q2s + 10 · qs + 5) · (2 · qs + 3)
(3.38)
und der Korrelationsfaktor c durch
|c| =
√




) · (32 · q3s + 114 · q2s + 132 · qs + 45) . (3.39)
Im Bereich der schwachen Inversion konvergieren die Funktionen gegen δ|WI = 1





≈ −j0, 395. Dabei wird das Vorzeichen des Imaginärteils von
c entsprechend den Erläuterungen in Abschnitt 3.2.5.1 berücksichtigt. Wie aus
der Darstellung in Abbildung 3.9 zu entnehmen ist, findet der Übergang beider
Funktionen im Bereich der moderaten Inversion statt.
Über den Einfluss von Kurzkanaleffekten auf das induzierte Gate-Rauschen in
Abhängigkeit vom Inversionskoeffizienten ist nach Wissen des Autors keine In-
formation verfügbar. Es werden daher zwei Annahmen getroffen: Zum einen wird
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Abbildung 3.9: Gate-Noise-Faktor δ und Korrelationsfaktor c in Abhängigkeit vom Inversions-
koeffizienten if für den Langkanaltransistor.
davon ausgegangen, dass das Verhältnis von δ
γ
sich im Vergleich zum Langka-
naltransistor nicht ändert. Für den Langkanal-MOSFET ist wie im Anhang in
Abschnitt A.5 dargestellt das Verhältnis δ
γ
≈ 2, unabhängig vom Inversionskoef-
fizienten. Diese Annahme erscheint sinnvoll, da sowohl beim Lang- als auch beim
Kurzkanaltransistor das Rauschen im Kanal entsteht und durch kapazitive Kopp-
lung an das Gate gelangt. Weiterhin ist bei den Noise Figure Berechnungen nur
das Verhältnis, nicht aber der absolute Wert von δ von Interesse. Als zweites wird
angenommen, dass die Korrelation durch die Kurzkanaleffekte nicht beeinflusst
wird.
3.3 Widerstände und Kondensatoren
Die im Rahmen dieser Arbeit verwendete Standard-CMOS-Technologie bietet
neben den CMOS-Transistoren auch die Möglichkeit Widerstände und Konden-
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satoren einzusetzen. In diesem Abschnitt sollen diese Bauelemente nur ganz kurz
behandelt werden. Eine ausführliche Darstellung ist in [44,70,80] zu finden.
Die Widerstände werden meist als mäanderförmige Bahnen der Poly-Schicht auf-
gebaut, welche an beiden Enden kontaktiert werden. Durch die Wahl zwischen
Salicide-Poly (mit einem geringen Ω/-Wert) und nur Poly (mit einem großen
Ω/-Wert) können Widerstände in einem großen Bereich realisiert werden. Als
Alternative können Widerstände aus den Metallschichten, der n-Wanne, sowie
den Drain- und Source-Diffusionsgebieten p+ und n− aufgebaut werden [70]. Bei
den beiden letztgenannten Bauform muss darauf geachtet werden, dass die para-
sitäre Diode die sich bildet nicht in Flussrichtung gerät [44].
Die Widerstände besitzen unterschiedliche Temperaturkoeffizienten (TK), wel-
cher bei Poly TK = ±0, 1%/◦C, bei Salicide-Poly TK = 0, 2% . . . 0, 4%/◦C, bei
den Drain- und Source-Diffusionsgebieten TK = 0, 05% . . . 0, 1%/◦C, bei der n-
Wanne 0, 2% . . . 0, 5%/◦C und bei Aluminimum 0, 3%/◦C beträgt [44, 70].
Neben der Temperaturabhängigkeit zeigen die Widerstände auch eine Abhängig-
keit von der anliegenden Spannung, welche gemäß [80] durch einen Spannungsko-
effizienten UK beschrieben wird. Den geringsten UK besitzen die Widerstände
die aus der Poly-Schicht aufgebaut sind [44,70]. Eine deutlich größere Spannungs-
abhängigkeit zeigen die Widerstände, die aus den Diffusionsgebieten gebildet wer-
den und die größte Spannungsabhängigkeit besitzen Widerstände, die durch n-
Wannen realisiert werden [44, 70]. Der Spannungskoeffizient dieser Widerstände
wird in [80] angegeben als UK = 0, 02%/V.
Ein weiterer zu berücksichtigender Effekt ist die parasitäre Kapazität der Wider-
stände die sich zum Substrat hin ausbildet. Bei den Bauformen, welche eine pa-
rasitäre Diode besitzen, kommt noch eine zusätzliche spannungsabhängige Sperr-
schichtkapazität hinzu [44]. Dagegen weisen Poly-Widerstände die geringste pa-
rasitäre Kapazität auf [70]. Diese parasitären Kapazitäten müssen vor allem dann
beachtet werden, wenn an den Schaltungsknoten zwischen denen die Kapazität
angeschlossen ist hochfrequente Signale anliegen.
Theoretisch können Kondensatoren als Plattenkondensator aus den zur Verfü-
gung stehenden Metallschichten und der Poly-Schicht aufgebaut werden [44, 70].
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Aufgrund der dicken Oxidschicht weisen diese Kondensatoren einen geringen Ka-
pazitätsbelag auf und werden daher nicht verwendet. In dem verwendeten Prozess
stehen zwei Varianten zur Verfügung: Zum einen Kondensatoren mit einer Elek-
trode aus Poly, während die zweite Elektrode die n-Wanne bildet. Zum anderen
Kondensatoren mit einer Elektrode aus Poly, während die zweite Elektrode die
Drain- und Source-Diffusionsgebiete bildet. Spezielle Bauformen wie z.B. MIM-
Kondensatoren (Metal-Insulator-Metal) stehen diesem Prozess nicht zur Verfü-
gung.
Auch die Kapazitäten zeigen eine Temperatur und Spannungsabhängigkeit. Die n-
Wannen-Kapazitäten weisen eine größere Spannungsabhängigkeit auf, als die Ka-
pazitäten die aus den Diffusionsgebieten aufgebaut werden. Der Spannungskoeffi-
zienten der Diffusionsgebiet-Kapazitäten beträgt typischerweise UK = 0, 05%/V
[70]. Der Temperaturkoeffizient für die hier beschriebenen Kapazitäten ist nicht
gegeben. In [44] wird jedoch ein Wert von TK = 30 . . . 50 ppm/◦C für Metall-
Metall-Kondensatoren angegeben.
3.4 Spulen
In der Mikroelektronik können Induktivitäten als planare Spulen realisiert wer-
den. Aufgrund ihrer kleinen Induktivitäten und der geringen Güten kommen sie
erst im HF-Bereich als zusätzliches Bauelement in Betracht. Die bei 1 GHz reali-
sierbaren Induktivitäten liegen dabei zwischen 1 . . . 20 nH [166]. Sie werden z.B.
eingesetzt als Lastspule beim LNA um die parasitären Kapazitäten zu kompen-
sieren oder im Schwingkreis des VCOs.
Die Spulen sind dabei die Schlüsselkomponenten für einen energieeffizienten Emp-
fänger. Beim Verstärker wird durch eine große Spulengüte eine große Verstärkung
erreicht, ohne den Preis eines hohen DC-Arbeitspunktstroms zahlen zu müssen.
Im Gegensatz zum ohmschen Widerstand ist der durch den Arbeitspunktstrom
verursachte Spannungsabfall über der Spule viel geringer. Dadurch eröffnet sich
die Möglichkeit die Versorgungsspannung zu senken, und damit den Leistungsver-
brauch zu reduzieren (siehe z.B. CG-LNA mit reduzierter Versorgungsspannung
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im Anhang in Abschnitt D). Beim VCO werden Spulen mit einer großen Güte
benötigt um das Phasenrauschen zu reduzieren [69].
Sehr viele parasitäre Effekte beeinflussen das Verhalten der Spulen und es existie-
ren viele Veröffentlichungen zu dieser komplexen Thematik. Im Rahmen dieser
Arbeit soll der Aufbau und das elektrische Verhalten der Spule nur kurz beschrie-
ben werden, um ihren Einfluss auf die Performance des LNAs besser verstehen
zu können.
3.4.1 Aufbau der Spulen
Die Spulen werden als planare, spiralförmige Anordnung aus den Metallebenen
realisiert, wobei die Form evtl. durch das verwendete Layoutprogramm oder durch
Vorgaben für die Maskenerstellung limitiert ist. Sind z.B. nur senkrechte und waa-
gerechte Leiterbahnen erlaubt (Manhatten-Struktur) so ergeben sich daraus nur
quadratische Spulen, wohingegen bei erlaubten 45◦-Winkeln achteckige Spulen
realisiert werden können. Spulen mit einer runden oder achteckigen Form weisen
dabei etwas bessere elektrische Eigenschaften als viereckige auf [44,167–169].
Für die Spulen werden die obersten Metallebenen verwendet, da diese die größte
Dicke aufweisen (vgl. Tabelle 3.1) und am weitesten von dem Verlustbehafteten
Substrat entfernt sind. Bei den digitalen Standard-CMOS-Prozessen bestehen die-
se Metallschichten aus sehr dünnem Aluminium, weshalb mehrere Metallschichten
parallel geschaltet werden um den Widerstand zu reduzieren. Im Gegensatz dazu
werden bei speziellen HF-Prozessen in den obersten Metallebenen mehrere Mikro-
meter dicke Metallschichten verwendet, welche im Idealfall aus Kupfer bestehen.
Die Verbindung zum inneren Anschluss wird wie schematisch in Abbildung 3.10
gezeigt in einer der unteren Metallschichten realisiert.
In der Mitte der Spulen wird ein „Loch“ freigelassen, d.h. sie werden nicht bis
zur Mitte mit Windungen aufgefüllt. Der Grund dafür liegt zum einen bei dem
geringen Beitrag den die inneren Windungen zum gesamten magnetischen Fluss
liefern. Zum anderen wird durch einen größeren Abstand zu den gegenüberliegen-
den Segmenten der Windung gewährleistet, dass der durch diese hervorgerufene
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Abbildung 3.10: Schematischer Aufbau einer planaren Spule.
entgegengesetzte Fluss nur einen geringen Einfluss hat. Somit leisten die inne-
ren Windungen nur einen geringen Beitrag zur Gesamtinduktivität, aber einen
großen Beitrag zum Serienwiderstand und werden deshalb weggelassen.19 Ein
anderer Ansatz ist es, den Querschnitt der Leiterbahnen zum Zentrum hin zu
verjüngen (Tapered Spiral Inductor) [44,166,170,171].
3.4.2 Elektrische Eigenschaften der Spulen
3.4.2.1 Parasitische Einflüsse realer Spulen
Wie oben erwähnt beeinflussen viele parasitäre Effekte das Verhalten der Spule,
welche ausführlich in [171] beschrieben werden. Dies ist bei niedrigen Frequenzen
vor allem die begrenzte Leitfähigkeit des Leitermaterials, welche in Kombination
mit den sehr dünnen Schichtdicken relativ große Widerstände der Leiterbahnen
ergeben. Mit zunehmender Frequenz steigt die Stromverdrängung innerhalb des
Leiters (Skineffekt [172]) und durch das Magnetfeld benachbarter Wicklungen
wird die Stromverteilung weiter beeinflusst (Proximity-Effekt). Hierdurch wird
der effektive Leiterquerschnitt verringert und dadurch der Widerstand der Lei-
terbahn weiter vergrößert [77, 171].
19 In der Literatur werden die Spulen daher auch als Hollow Spiral Inductor bezeichnet.
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Ein großes Problem der CMOS-Technologie ist der Substratwiderstand, welcher
bei der verwendeten Technologie bei 1 . . . 50 Ωcm liegt und die dadurch entstehen-
den Substratverluste. Es können drei Arten von Verlustmechanismen unterschie-
den werden: Erstens, durch kapazitive Kopplung gelangen Verschiebungsströme
in das Substrat, wo sie entweder seitlich über benachbarte Substratkontakte oder
über die Rückseitenmetallisierung des Wafers nach Masse abfließen. Zweitens,
durch das Magnetfeld der Spule entstehen Wirbelströme im Substrat und damit
Verluste. Als drittes entstehen Verluste durch Abstrahlung. Aufgrund der gerin-
geren Ausbreitungsgeschwindigkeit, welche um den Faktor
√
r geringer ist als
im Vergleich zum Vakuum, erfolgt die Abstrahlung hauptsächlich im Substrat
wo sich dann verschiedene Ausbreitungsmoden bilden können [77,171].
Neben der kapazitiven Kopplung zum Substrat wird das Verhalten der Spule
durch weitere kapazitive Kopplungen beeinflusst. So wirkt sich z.B. die Über-
lappung zwischen den Leiterbahnen der Spule mit derjenigen die zum inneren
Anschluss führt kapazitiv aus. Die Kapazität die sich zwischen den einzelnen
Windungen der Spule ergibt, kann zusammengefasst werden als eine Kapazität
die parallel zu den Anschlüssen der Spule liegt. Da die benachbarten Windun-
gen der Spule annähernd auf dem gleichen Potential liegen, ist dieser kapazitive
Anteil gemäß [173] relativ gering. Der Windungsbedingte kapazitive Anteil ist
daher gegenüber dem Anteil der sich bedingt durch die Zuführung zum mittleren
Anschluss ergibt zu vernachlässigen.
3.4.2.2 Verbesserungsansätze
In der Literatur werden verschiedene Ansätze verfolgt um die im vorherigen Ab-
schnitt beschriebenen parasitären Effekte zu reduzieren. Um den Serienwider-
stand senken zu können, müssen mehrere Metallebenen parallel geschaltet wer-
den [44,174,175]. Wird abweichend vom Standard-CMOS-Prozess Kupfer als Me-
tall für die Spule verwendet, so wird bedingt durch den geringeren spezifischen
Widerstand ein niedriger Serienwiderstand und letztlich eine höhere Güte erreicht
wie in [176] gezeigt wird.
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Die elektrischen Felder können durch eine mit Masse verbundene, leitfähige Ab-
schirmung daran gehindert werden in das Substrat einzudringen. Damit in der
leitfähigen Abschirmung keine Wirbelströme entstehen können, wird diese wie
erstmalig in [177] vorgestellt, als streifenförmige Struktur ausgelegt (Patterned
Ground Shield, PGS). Durch diese Maßnahme wird zwar das eindringen des elek-
trischen Feldes in das Substrat verhindert, jedoch wird dieser Vorteil durch eine
größere Kapazität nach Masse erkauft. Als Folge davon sinkt die Eigenresonanz-
frequenz der Spule. Die Abschirmung wird daher am besten aus Salicide-Poly
realisiert, da diese bei vergleichbarer Leitfähigkeit wie Metall-1 einen größeren
Abstand zur Spule aufweist. Das PGS stellt für die magnetischen Felder kein
Hindernis dar, so dass weiterhin im Substrat Wirbelströme induziert werden kön-
nen [77,170,171,173,177].
In [10] wird ein anderer Ansatz beschrieben, bei dem das Verlust verursachende
Substrat unter der Spule durch ätzen entfernt wird. Die Spule ist damit bis auf
wenige Stützstellen frei gelagert.20 Der Nachteil dieser Methode ist die geringere
mechanische Stabilität, aber vor allem handelt es sich hierbei nicht mehr um
einen Standard-CMOS-Prozess.
Das einbringen einer Struktur in das Substrat wird in [178,179] als weiterer Ansatz
vorgestellt um die Substratverluste zu reduzieren. Die Struktur besteht aus sehr
schmale Streifen einer n−-Wanne, die an den Enden über n+-Bereiche miteinander
verbunden sind. Über diese kann dann eine Spannung an die Struktur angelegt
werden, durch die es zur Ausbildung einer Verarmungszone kommt. Elektrisch
betrachtet stellt sich dies als eine Reihenschaltung aus der festen Oxidkapazität
und einer spannungsabhängigen Sperrschichtkapazität dar. Das verlustbehaftete
Substrat befindet sich somit in einer größeren Entfernung zur Spule [178,179].
Zusammenfassend kann festgehalten werden, dass es keine allgemein gültigen
Regeln für die Optimierung der elektrischen Eigenschaften der Spulen gibt. In
Abhängigkeit von der Arbeitsfrequenz der Spule und der gewünschten Induktivi-
tät wirken sich die parasitären Effekte unterschiedlich stark aus, gegen die dann
20 Sie wird daher auch als Suspended Inductor bezeichnet.
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geeignete Gegenmaßnahmen getroffen werden müssen. Der Erfolg der Gegenmaß-
nahmen ist aber wiederum abhängig von dem verwendeten Substratmaterial.
3.4.2.3 Einfaches physikalisches Modell
Die in Abschnitt 3.4.2.1 erwähnten Effekte beeinflussen das Verhalten der Spule,
woraus ein komplexes Modell abgeleitet werden kann. Bei dem hier betrachteten
Frequenzbereich lässt sich das Verhalten durch ein einfacheres Modell beschreiben
welches noch Bezug zu den physikalischen Effekten hat. Das in [180] vorgestellte
Modell ist in Abbildung 3.11 dargestellt.
Abbildung 3.11: Einfaches physikalisches Modell der integrierten Spule.
Es besteht aus der gewünschten Serieninduktivität der Spule Ls. Dazu in Reihe
befindet sich der Serienwiderstand Rs, der durch den Widerstand der Leiter-
bahnen, den Skin- und Proximity-Effekt, sowie durch die Wirbelstromverluste
bestimmt wird. Die Kapazität C0 berücksichtigt die Überlappung zwischen den
Leiterbahnen der Spule mit derjenigen die zum inneren Anschluss der Spule führt.
Die Kapazitäten zwischen den Windungen fließen ebenfalls mit in diesen Wert ein,
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können aber meist vernachlässigt werden. Die Spule ist durch die Oxidschicht vom
Substrat getrennt, was im Modell durch die Kapazität Cox berücksichtigt wird.
Das Substrat wird durch die Parallelschaltung aus CSub und RSub modelliert, wo-
bei durch RSub die Substratverluste ausgedrückt werden. Gelegentlich wird, wie
in Abbildung 3.11 angedeutet und in [77] präsentiert ein Ersatzschaltbild beste-
hend aus zehn Elementen verwendet. Bei diesem wird zusätzlich zu der Kapazität
C0 ein Widerstand R0 in Reihe geschaltet [173,180].
Bei genauer Betrachtung des Aufbaus der Spule (siehe Abbildung 3.10) wird die
Asymmetrie offensichtlich. Das bedeutet die Spule weist geringe Unterschiede
auf wenn das Signal am Tor A oder am Tor B angelegt wird, was sich auch bei
Messungen beobachten lässt. Im Ersatzschaltbild in Abbildung 3.11 ist dies durch
den zusätzlichen Index „a“ bzw. „b“ angedeutet.
3.4.2.4 Definition der Spulengüte Q
Die Performance der Spule ist wie oben beschrieben durch die verschiedenen
Verlustmechanismen limitiert. Als Vergleichsmaß wird für die Spule die Güte Q
verwendete, welche nach [108] im allgemeinen gültigen Fall definiert ist als
Q = 2pi · Gesamte gespeicherte Energie
in einer Periode umgesetzte Energie
. (3.40)
Bei dieser grundsätzlichen Definition wird aber nicht festgelegt, was die gespei-
cherte Energie ist. Der feine Unterschied liegt darin, welche Energieform (ma-
gnetische oder elektrische Energie) betrachtet wird. Bei einer Spule ist nur die
im Magnetfeld gespeichert Energie nützlich, wohingegen die im elektrischen Feld
der parasitären Kapazitäten gespeicherte Energie kontraproduktiv ist. Diese Be-
trachtungsweise führt zu einer häufig verwendeten Definition der Güte einer Spule
als
QL = 2pi · Ŵmag − Ŵel
P · T =
Im{Zin}
Re{Zin} , (3.41)
mit Ŵmag und Ŵel den Spitzenwerten der magnetischen bzw. elektrischen Energie,
T der Periodendauer und P der Verlustleistung.21 Diese Definition ist gleichbe-
21 Bei dieser Definition wird sinusförmige Anregung vorausgesetzt.
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deutend mit der, bei der die Güte aus dem Verhältnis von Imaginär- zu Re-
alteil der Impedanz betrachtet wird, die in das Bauelement eingesehen wird.
Wird die Spule oberhalb ihrer Eigenresonanzkreisfrequenz ω0 betrieben, so wird
QL < 0 [10, 171,173,179].
Bei einem LC-Schwingkreis ist die gespeicherte Energie gleich der Summe aus
den arithmetischen Mittelwerten der magnetischen und der elektrischen Energie.
Dies führt zu der Definition der Güte als








Diese Definition ist äquivalent zu der 3-dB-Bandbreitendefinition der Güte. Wird
diese Definition auf die Spule angewendet, so kann die Güte bei der Eigenre-
sonanzfrequenz bestimmt werden. Dies stellt jedoch kein Problem dar, da die
Spule meist durch das zuschalten einer externen Kapazität (Cex) gezielt als LC-
Schwingkreis eingesetzt wird. Durch die externe Kapazität verändert sich die
Resonanzfrequenz und die Bandbreite. Wird numerisch eine ideale Kapazität pa-
rallel zur Spule hinzugefügt, so kann durch Variation dieser Kapazität die Güte
bestimmt werden als Q = fres
∆f
[10, 77,171,173,179].
Wenn die Spule als Bauelement charakterisiert werden soll ist die Definition der
Güte nach Gleichung 3.41 praktischer, da hier bessere Rückschlüsse auf ihr Ver-
halten gezogen werden kann und weniger Umrechnungen der gemessenen oder
simulierten S-Parameter notwendig sind. Aus Sicht des Schaltungsdesigns ist die
Definition nach Gleichung 3.42 praktischer, da hier die Güte eines später realisier-
ten Schwingkreises direkt abgelesen werden kann.22 Außerdem ist bei einem zu
realisierenden Parallelschwingkreis die Größe der notwendigen Kapazität schon
bekannt [10,171,173,179].
Aus schaltungstechnischer Sicht lässt sich noch eine weitere Güte definieren. Da-
zu muss zunächst die Frage beantwortet werden, was eine gute Spule auszeichnet.
Für das Schaltungsdesign sollte die Spule einen möglichst kleinen DC-Widerstand
(RDC) und einen großen verbleibenden Widerstand (Rp,res) im Resonanzfall be-
22 Integrierte Kondensatoren weisen im Vergleich zu den Spulen eine weitaus größere Güte auf,
so dass bei einem Schwingkreis in guter Näherung Qges = QSpule gilt.
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sitzen. Dabei gilt die Näherung23 RDC ≈ Rs und Rp,res = 1/Re{Y }, mit Y
der Admittanz der Spule. Weiterhin muss die Eigenresonanzfrequenz der Spule
ausreichend hoch sein damit der Schwingkreis, bestehend aus der Spule und den
parasitären Kapazitäten, sowie der Abstimmkapazität auf die gewünschte Träger-
frequenz eingestellt werden kann. Andererseits sollte die notwendige Abstimmka-
pazität nicht zu groß sein damit keine Chipfläche unnötig verbraucht wird. Wird
die Forderung aufgestellt, dass die Chipfläche für die Abstimmkapazität nur 10%
der Chipfläche der Spule betragen darf, so ergibt sich z.B. bei einem Außendurch-
messer der Spule von dout = 370 µm eine Fläche für die Abstimmkapazität von
ca. 125 ·85 µm2 was in der verwendeten Technologie einer Kapzität von ca. 40 pF
enspricht. Daraus ergibt sich als erste Forderung 1 pF < Cex < 40 pF.
Durch einen kleinen RDC wird der Spannungsabfall über der Spule minimiert und
somit steht ein größerer Spannungsbereich für die aktive Schaltung zur Verfügung
oder es ergibt sich die Möglichkeit die Versorgungsspannung abzusenken (siehe
z.B. CG-LNA mit reduzierter Versorgungsspannung im Anhang in Abschnitt D).
Durch einen großen Rp,res wird eine große Verstärkung bei kleiner Stromaufnahme






Das diese Definition sinnvoll ist wird anhand des folgenden Beispiels gezeigt.
Es wird dafür das sehr einfache Ersatzschaltbild einer Spule in Abbildung 3.12
betrachtet. Die Reihenschaltung aus dem Widerstand Rs und der Induktivität
Ls kann in eine äquivalente Parallelschaltung mit den frequenzabhängigen Kom-
ponenten Rp und Lp umgerechnet werden. Mit der Definition der Güte nach
Gleichungen 3.41 (Q = ωLs
Rs
) ergibt sich für den Widerstand Rp = Rs (1 +Q2).
Wird zu der Anordnung eine Kapazität hinzugeschaltet, so ergibt sich ein
Schwingkreis, für den RDC = Rs und Rp,res = Rp|ω=ωres gilt. Daraus folgt
QRp,res,RDC =
√
1 +Q2 und für große Q gilt QRp,res,RDC = Q. Dieser einfache
Zusammenhang zwischen den beiden Güte Definitionen gilt nur für dieses einfa-
23 Bei dieser Näherung werden die Anteile durch den Skin- und Proximity-Effekt, sowie die
Wirbelstromverluste im Substrat vernachlässigt.
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Abbildung 3.12: Sehr einfaches Modell einer Spule und äquivalente Parallelschaltung.
che Beispiel. Bei der realen Spule ergibt sich durch die parasitären Elemente ein
sehr viel komplexerer Zusammenhang.
Ein gegenüberstellender Vergleich der unterschiedlichen Güte Definitionen nach
Gleichungen 3.41-3.43 ist in Abbildung 3.13 dargestellt.24 Im Vergleich ist zu er-
kennen, dass die Güte nach der QL-Definition bei der Eigenresonanzfrequenz Null
ist, während sie nach der QLC-Definition bei der Eigenresonanzfrequenz endet.
Die Ausdrücke QL und QRp,res,RDC sind auch oberhalb der Eigenresonanzfrequenz
definiert. Bei der Trägerfrequenz fc = 868, 3 MHz können die Güten QL = 1, 79,
QLC = 3, 91 und QRp,res,RDC = 5, 36 abgelesen werden.
Welche Gütendefinition letztlich angewendet wird ist weniger von Bedeutung.
Alle besitzen Vor- und Nachteile. Bei der Anwendung muss aber klar kenntlich
gemacht werden, welche der Definitionen verwendet wird.
3.4.2.5 Bestimmung der Parameter des Ersatzschaltbildes
Die Parameter des in Abschnitt 3.4.2.3 vorgestellten Ersatzschaltbildes kön-
nen auf unterschiedlichem Weg bestimmt werden. Unter Vernachlässigung der
Messfehler ist die genauste Methode die Spule, eingebettet in ihre spätere Um-
gebung, zu vermessen. Nach dem herausrechnen der parasitären Effekte (Deem-
bedding) können die Elemente des ESBs durch ein Parameter-Fitting bestimmt
werden. Der an Deembedding-Methoden interessierte Leser sei hier auf die Li-
24 Die Zahlenwerte stammen von der Spule, die später beim LNA verwendet wird.
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Abbildung 3.13: Vergleich der unterschiedlichen Güte Definitionen.
teratur [158, 181] verwiesen. Anstatt durch Messung lassen sich die S-Parameter
auch durch eine 3D-Feldsimulation ermitteln. Hierfür muss der genaue struktu-
relle Aufbau in den Feldsimulator eingegeben werden.
Einen Kompromiss zwischen Genauigkeit und Geschwindigkeit stellen die Seg-
mentmodelle dar. Hierbei wird die Spule in kleine Leitersegmente zerlegt, für
die wiederum ein Modell verwendet wird, dass möglichst viele parasitäre Effekte
berücksichtigt. Durch eine Verkettung dieser Segmente wird ein Modell für die
gesamte Spule erstellt [77,169]. Nach diesem Prinzip arbeitet z.B. das Programm
ASITIC [169] und unter Cadence der Spiral-Inductor-Modeler.
Aus den Daten der Cadence-Simulation können dann die Elemente des ESBs
durch ein Parameter-Fitting bestimmt werden. Beispielsweise werden die Para-
meter der Spule angegeben, die später im LNA eingesetzt wird. Es sei darauf
hingewiesen, dass es sich hierbei um einen digitalen Standard-CMOS-Prozess
handelt. Bei diesem wird keiner der in Abschnitt 3.4.2.2 beschriebenen Verbesse-
rungsansätze wie z.B. ein Patterned Ground Shield, spezielle Substratstrukturen
oder wegätzen des Substrates angewendet. Der Abstand zwischen der Spule und
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dem Verlustverursachenden Substrat beträgt bei dieser Spule 2, 9 µm. Das Layout
der Spule ist im Anhang in der Abbildung E.1 dargestellt und die dazugehörigen
Geometriedaten sind in der Tabelle 3.2 angegeben.
Tabelle 3.2: Geometrieparameter einer realen Spule.
Geometrieparameter Wert
Spulengeometrie 10-eckig
Metallschichten der Spule M4, M3
Metallschicht für inneren Anschluss M2
Windungsanzahl 6
Außendurchmesser dout = 368 µm
Innendurchmesser din = 102, 5 µm
Leiterbahnbreite der Spule W = 20 µm
Leiterbahnabstand s = 0, 5 µm
Die durch Parameter-Fitting bestimmten Zahlenwerte für das in Abschnitt 3.4.2.3
beschriebene Ersatzschaltbild (bestehend aus zehn Elementen) sind in der Tabel-
le 3.3 zusammengefasst. Das Ersatzschaltbild der Spule kann bei einer späteren
Schaltungssimulation eingesetzt werden.
Tabelle 3.3: Zahlenwerte für das Ersatzschaltbild einer realen Spule.
Element Ls Rs C0 R0 Cox,a Cox,b CSub,a CSub,b RSub,a RSub,b
in nH in Ω in fF in µΩ in pF in pF in pF in pF in Ω in Ω
Wert 11, 32 7, 18 31, 73 0, 34 14, 15 25, 97 1, 72 1, 87 352, 09 387, 03
Weiterhin können aus den simulierten Daten der Spule, der Wert für den Wi-
derstand Rp,res und der Wert für die Lastkapazität CKomp bestimmt werden. Die
Kapazität CKomp ist die notwendige Kapazität, um den Schwingkreis bestehend
aus Spule und dieser Kapazität, für die jeweilige Frequenz abzustimmen. Darge-
stellt ist in Abbildung 3.14 der Wert von Rp,res und CKomp über der Frequenz.
Dabei weist die Spule bei der Trägerfrequenz von 868, 3 MHz einen Widerstand
Rp,res = 243, 46 Ω und eine Kapazität CKomp = 1, 35 pF auf.
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Abbildung 3.14: Widerstand Rp,res und Lastkapazität CKomp der realen Spule.
Für Handberechnungen oder als Startpunkt für das Design der Spule können die
Elemente des Ersatzschaltbildes, mittels der in [167,182] gegebenen analytischen
Gleichungen 3.44 - 3.49 bestimmt werden.25 Bei diesem einfachen Modell wird
davon ausgegangen, dass sich die Spule symmetrisch verhält.
Rs =
ρ · l
W · δS · (1− e−t/δS) (3.44)
C0 =




ox · l ·W
2 · tox,Spule−Sub (3.46)
CSub =




















25 Die Induktivität der Spule kann z.B. auch mit der Greenhouse-Methode [183] bestimmt
werden.
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Die Dicke der Oxidschicht zwischen der Spule und dem Substrat wird durch
tox,Spule−Sub und die Dicke der Oxidschicht zwischen der Spule und der Leiterbahn
die zum mittleren Anschluss der Spule führt durch tox,Spule−Mitt ausgedrückt. Wei-
terhin bezeichnet n die Windungsanzahl, W die Breite der Leiterbahnen, sowie
G′Sub und C ′Sub die flächenbezogenen Größen des Leitwertes und der Kapazität




stimmt, mit ω der Kreisfrequenz, ρ dem spezifischen Widerstand und µr ≈ 1 der
relativen Permeabilitätszahl der Metallschicht. Die Variable α = dout− din
dout+din
gibt den
Füllfaktor an und davg ist der arithmetische Mittelwert vom Außendurchmesser
dout und Innendurchmesser din. Die Koeffizienten für die Induktivitätsberech-
nung einer achteckigen Spule sind gemäß [167] c1 = 1, 07, c2 = 2, 29, c3 = 0 und
c4 = 0, 19.
3.4.3 Vergleich zwischen diskreter und integrierter Spule
Als Alternative zur integrierten Spule wird im folgenden die diskrete Spule un-
tersucht. Dabei wird die Spule zunächst nach elektrischen Gesichtspunkten und
anschließend noch unter dem Kostenaspekt betrachtet.
Die Spulen werden als SMD26-Komponenten mit unterschiedlichen Induktivitäts-
werten und einer ausreichend hohen Eigenresonanzfrequenz z.B. von der Fa. Coil-
Craft [1] angeboten. Der Hersteller bietet auf seiner Homepage [1] ein einfaches
SPICE-Modell für seine Spulen an, mit denen dann das elektrische Verhalten
simuliert werden kann.
Da das elektrische Verhalten jedoch durch parasitäre Effekte stark beeinflusst
wird, müssen diese zusätzlich modelliert werden. In der Abbildung 3.15 ist das
Ersatzschaltbild dieser Anordnung dargestellt (vgl. auch das einfachere Modell
in [11,184]). Es besteht aus dem Modell für die diskrete Spule, der Kapazität die
sich durch den Anschluss der Spule auf der Platine ergibt, und einem Modell für
die Signalzuführung auf den Chip. Diese besteht aus dem eigentlichen Bonddraht,
26 Die Abkürzung steht für Surface Mounted Device.
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sowie den Anschlusskapazitäten auf der Platine und dem Chip (auf das Modell
für die Verbindung wird noch in Abschnitt 3.5 eingegangen).
Abbildung 3.15: Einfaches Modell für den Anschluss einer diskreten Spule.
Um den Einfluss der parasitären Elemente zu verdeutlichen wird zum einen die
Güte der diskreten Spule alleine und zum anderen die resultierende Güte der
gesamten Anordnung bestimmt. Da die Spule später in dem Lastschwingkreis
des LNAs eingesetzt werden soll, wird hierfür die LC-Schwingkreis Definition der
Güte gemäß Gleichung 3.42 verwendet. Mit angenommenen typischen Werten
von CPad = 0, 25 pF, LBond = 2 nH, RBond = 0, 28 Ω, CPad,PCB + CPad,Spule =
1, 5 pF und dem Modell für die 10, 4 nH Spule der Baugröße 0604HQ der Fa.
CoilCraft [1] ergibt sich der in Abbildung 3.16 gezeigte Verlauf für die Güte. Bei
868, 3 MHz weist die Spule alleine eine Güte von QLC,Spule = 101 auf, während
die Güte der gesamten Anordnung etwas reduziert wird auf QLC,ges = 94. Die
Eigenresonanzfrequenz sinkt von fres,Spule ≈ 5, 35 GHz auf fres,ges ≈ 1 GHz und
der resultierende Widerstand ist im Resonanzfall bei 868, 3 MHz einige kΩ groß.
In der praktischen Schaltung wirken sich zusätzlich die parasitären Kapazitäten
am Drain des LNA-Transistors sowie die Eingangskapazität des Mischers aus.
Hier muss beachtet werden, dass durch diese Kapazitäten die Resonanzfrequenz
nicht zu weit abgesenkt wird. Da im Vergleich zur integrierten Spule der resul-
tierende Widerstand im Resonanzfall groß ist, muss der Ausgangswiderstand des
LNA-MOSFETs, sowie der Realteil der Eingangsimpedanz des Mischers berück-
sichtigt werden. Durch diese weiteren parasitären Effekte wird letztlich die Güte
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Abbildung 3.16: Güte QLC der diskreten 10, 4 nH Spule, Baugröße 0604HQ (Fa. CoilCraft [1])
alleine und der gesamten Anordnung nach Abbildung 3.15.
und der resultierende Widerstand des gesamten Lastschwingkreises weiter abge-
senkt. Aus den Zahlenwerten wird aber deutlich, dass der LNA mit einer diskreten
Spule eine Spannungsverstärkung von GV = 25 . . . 30 dB erreichen kann.
Aus wirtschaftlichen Gründen müssen für die Entscheidung, Chip mit integrierter
Spule oder eine diskrete Lösung, die Kosten beider Varianten verglichen werden.
An dieser Stelle soll lediglich anhand von Zahlenbeispielen die Größenordnung
des Kostenunterschieds für einen Chip betrachtet werden.
Die Abschätzung kann mittels der in [185] gegeben Gleichungen erfolgen. Es wird
von einem Standard-CMOS-Prozess mit 8-Zoll Wafern ausgegangen, in dem der
Empfänger-Chip als längliche Struktur mit einer Fläche von ca. 5 mm2 realisiert
werden soll. Unter der Berücksichtigung, dass der Wafer am Rand nicht kom-
plett genutzt werden kann und ein Teil aufgrund von Testfeldern entfällt, lassen
sich pro Wafer ca. 6137 Chips fertigen. Wird weiterhin die Ausbeute (Ausfälle
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aufgrund von Defekten) der Chips auf 90% abschätzt, so ergibt sich bei einem an-
genommenen Preis von 1000 EUR pro Wafer ein Preis von 0,18 EUR pro Chip.27
Eine integrierte Spule belegt beispielsweise unter Berücksichtigung eines Sicher-
heitsabstandes zu benachbarten Schaltungsteilen eine Fläche von ca. 0, 3 mm2.
Wird die Spule diskret realisiert, so reduziert sich die Fläche der einzelnen Chips
und es lassen sich dann pro Wafer ca. 6503 Chips fertigen. Bei einer nahezu
unveränderten Ausbeute reduziert sich der Preis pro Chip dann auf 0,17 EUR.
Aus diesen Beispielzahlen resultiert ein Preisunterschied von ca. 1 Cent. Da die
Kosten für diskrete Spulen deutlich höher sind, wird hiermit der Vorteil einer
integrierten Spule deutlich. Bei dieser Betrachtung wurde vernachlässigt, dass
bei einer diskreten Spule noch zusätzliche Pads (Chip-Fläche) und letztlich auch
zusätzliche Pins am IC benötigt werden. Hierdurch steigen die Kosten der diskre-
ten Variante, wodurch der Preisunterschied weiter reduziert wird. Weiterhin ist
die Akzeptanz einer diskreten Lösung beim Kunden bedingt durch den größeren
Arbeitseinsatz wahrscheinlich geringer.
Da bei der Verwendung der integrierten Spule das Design des LNAs unabhängi-
ger von den externen parasitären Einflüssen ist, weniger diskrete Komponenten
benötigt werden und der Empfänger auch Kosteneffizienter ist, wird letztlich ent-
schieden die integrierte Spule zu verwenden.
3.5 Aufbau- und Verbindungstechnik (AVT)
3.5.1 Aufbau des Empfängersystems
Schon vor Beginn des Designs muss der Aufbau des Empfänger-ICs festgelegt wer-
den, da dieser die Systemperformance beeinflusst. Die Beeinflussung geschieht
durch die Art und Weise wie die Zuführung der externen Signale und Versor-
gungsspannungen zum IC erfolgt. Die Verbindungen vom inneren zum äußeren
Gehäuseanschluss (Lead Frame) und die Bonddrahtverbindungen zwischen Chip
27 Der Preis für das Bonden und Testen wird bei dieser Betrachtung vernachlässigt.
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und innerem Gehäuseanschluss wirken als parasitäre Induktivität, während die
Bondpads auf dem Chip, die Bondanschluss im Gehäuse und die Anschluss-Pads
auf der Platine (Printed Circuit Board, PCB) sich als parasitäre Kapazität aus-
wirken. Außerdem entstehen durch die Verbindungen ohmsche Verluste. Bei den
Signalzuführungen wirken sich diese Effekte als unerwünschte Reflexion und als
Einfügedämpfung aus, wohingegen bei den Zuführungen der Versorgungsspan-
nung unerwünschte Resonanzen in Erscheinung treten können [186,187].
Es existieren viele unterschiedliche IC-Gehäusebauformen wie z.B. DIL, QFP
oder BGA die für die jeweiligen Anwendungszwecke optimiert, verschiedene Vor-
und Nachteile besitzen. Neben der IC-Gehäusebauform gibt es auch verschiedene
Montagemöglichkeiten, wie das IC mit den äußeren Anschlüssen verbunden wird.
Für HF-Schaltungen ist die günstigste Variante die Flip-Chip-Technik, bei der das
IC mit der Oberseite nach unten direkt mit den Gehäuseanschlüssen verbunden
wird. Hierbei werden im Vergleich zur klassischen Verbindungstechnik die not-
wendigen Bonddrähte eingespart. Alternativ kann auch der Chip direkt auf ein
PCB gebondet werden, wodurch die parasitären Einflüsse des Gehäuses entfallen.
Der Chip wird dann durch eine Vergussmasse (Blop-Top) vor äußeren Einflüssen
geschützt. Eine ausführliche Einführung in diese Thematik ist [186,188] zu finden.
Da dem Autor dieser Arbeit die Flip-Chip-Technik nicht zur Verfügung stand,
wurde entschieden das Empfänger-IC direkt auf ein PCB zu bonden. Für die
Zuführung von Testsignalen werden auf dem PCB SMA-Stecker vorgesehen, von
denen aus das Signal über CPW oder Mikrostreifenleitungen (50 Ω Leitung) an
das IC herangeführt wird. Der Aufbau des PCB ist nicht Bestandteil dieser Arbeit
und wird daher hier nicht weiter erörtert.
Für das Design des Empfängers wird davon ausgegangen, dass das Signal ohne
Störungen (Dämpfung und Reflexion) über die CPW oder Mikrostreifenleitungen
übertragen wird. Für die Bondverbindung, bestehend aus Pads und Bonddraht,
wird in den folgenden Abschnitten ein einfaches Modell entwickelt, das bei der
Schaltungssimulation verwendet wird.
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3.5.2 Pads und Bonddrähte
3.5.2.1 Bondpads auf dem PCB und auf dem Chip
Wie im vorherigen Abschnitt beschrieben werden die Signale über Leitungen auf
dem PCB an das IC herangeführt. Am IC geht die Leitung in einen kleinen,
schmalen Streifen für das Bondpad über. Dieser ist im Vergleich zur Wellenlänge
λ = λ0/
√
r,eff ≈ 15, 44 cm sehr viel kürzer und wird daher als konzentrierte
Kapazität modelliert. Der schematische Aufbau dieser Mikrostreifenanordnung
ist der Darstellung in Abbildung 3.17 zu entnehmen.
Abbildung 3.17: Schematische Darstellung der Mikrostreifenanordnung am Bondpadanschluss
auf dem PCB.
Der Kapazitätsbelag kann mit Hilfe der in [188] gegebenen Gleichung






bestimmt werden. Die Gleichung 3.50 liefert den Kapazitätsbelag in pF/m, wenn
die Geometriegrößen in µm eingesetzt werden. Dabei ist h = 100 µm die Höhe
des Dielektrikums mit r = 5, sowie W = 100 µm die Breite und t = 17 µm die
Dicke der Kupferlage. Mit diesen Zahlenwerten ergibt sich ein Kapazitätsbelag
von 93 pF/m. Die Größenordung für die Kapazität von einem ca. 10 mm langen
Streifen kann somit abgeschätzt werden als
CPad,PCB ≈ 1 pF . (3.51)
Das auf dem Chip befindliche Bondpad ist in Abbildung 3.18 dargestellt. Es
besteht aus einer 81 µm · 81 µm großen Fläche in Metall-4, welche im äußeren
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Abbildung 3.18: Bondpad auf dem Chip.
Bereich mittels Durchkontaktierungen bis hinunter zu Metall-1 verbunden ist.
Das Pad ist außen von einem Ring mit Substratkontakten berandet.
Da bei diesem Pad keine Abschirmung für das Substrat vorhanden ist kann das Si-
gnal in das Substrat einkoppeln. Bedingt durch den Substratwiderstand wird die
gewünschte Verstärkung des Empfängers reduziert, der Eingangsreflexionsfaktor
verschlechtert und das Noise Figure erhöht [156, 189–192]. Das elektrische Ver-
halten des Pads kann gemäß [190] bis zu einer Frequenz von ca. 3 GHz mit einem
Modell erster Ordnung wie in Abbildung 3.19 dargestellt beschrieben werden.
Abbildung 3.19: Modell erster Ordnung für das Bondpad.
Die Padkapazität CPad kann in einem einfachen Plattenkondensatormodell (bei
dem die Streufelder vernachlässigt werden) als eine Parallelschaltung von zwei
Teilkapazitäten betrachtet werden. Die Teilkapazitäten bestehen aus der Kapazi-
tät die sich durch den äußeren Bereich des Pads und zum andern aus der Kapa-
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zität die sich durch den inneren Bereich des Pads ergibt. Die Größenordnung für
die Padkapazität kann daher abschätzt werden als
CPad ≈ 245 fF . (3.52)
Der Widerstand RPad wird durch den Substratwiderstand bestimmt. Da der ge-
naue Kopplungsweg nach Masse zum Zeitpunkt des Entwurfs nicht festgelegt
werden kann, ist es schwer möglich den Wert für RPad abzuschätzen. Nach [190]
liegt dieser Wert zwischen 5 und 200 Ω je nach Leitfähigkeit des Substrates.
Der Einfluss des Bondpads kann deutlich reduziert werden, indem durch eine mit
Masse Potential verbundene Abschirmung verhindert wird, dass das Signal in
das Substrat eindringen kann. Der Aufbau des Pads sollte wie in [10,49,191,192]
beschrieben, nur aus der obersten Metallschicht (Metall-4) mit darunter liegender
Abschirmung aus Metall-1 bestehen. Ferner sollte die Fläche des Bondpads so
klein wie möglich sein. Wird wie in Abbildung 3.20 dargestellt eine achteckige
Form (AAchteck = r
2√
2
) für das Pad gewählt, so kann im Vergleich zur viereckigen
Form (AV iereck = r2) die Fläche des Pads um ca. 30% gesenkt werden.
Abbildung 3.20: Flächenvergleich viereckiges Pad zum achteckigen Pad.
Wird dieses Pad als einfacher Plattenkondensator betrachtet, so kann dessen
Kapazität bei einer Diagonalen von r = 50 µm abschätzt werden als CPad,Achteck ≈
19, 7 fF. Dieser Wert liegt damit um den Faktor 12 unterhalb des Wertes der sich
für das ursprüngliche Pad ergibt. Substratverluste treten bei dieser Anordnung
nicht auf, womit sich für den Widerstand im Ersatzschaltbild in Abbildung 3.19
der Wert RPad = 0 Ω ergibt.
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3.5.2.2 Bonddrahtverbindungen
Die Bonddrahtverbindung zwischen dem Bondpad auf dem Chip und dem Bond-
pad auf dem PCB wirkt als Serieninduktivität und Serienwiderstand für das Si-
gnal. Die Größe der Induktivität und des Widerstandes soll in diesem Abschnitt
abschätzt werden. Für eine ausführlich Beschreibung der Modellierung und Mes-
sung von Bonddrähten sei der interessierte Leser auf die Literatur [193–195] ver-
wiesen. Außerdem werden in [196, 197] weitere Messergebnisse präsentiert und
in [198,199] Bondrahtverbindung mit Hilfe von Feldsimulationen charakterisiert.
Die Länge des aus Aluminium bestehenden Bonddrahtes liegt typischerweise zwi-
schen l = 0, 5 . . . 2, 5 mm, der Durchmesser beträgt d = 25 µm und der spezifische
Widerstand ist ρAlu = 2, 65·10−8 Ωm. Die Eigeninduktivität eines geraden Leiters

























bestimmt werden. Dabei ist µr die relative Permeabilität, welche bei nicht ferro-
magnetischen Materialien wie z.B. Kupfer, Gold oder Aluminium näherungsweise
gleich eins ist. Der Skin-Faktor δF = 0, 25 tanh 4δSd berücksichtigt die frequenzab-




des Skineffektes ist. Bei niedrigen Frequenzen nimmt der Term µr · δF den Wert
0,25 an und konvergiert gegen Null wenn die Frequenz gegen unendlich geht [200].
Für große Bonddrahtlängen ( l
d
>> 1) und für Frequenzen bis zum UHF-Bereich













welche somit in guter Übereinstimmung mit den in [44, 186, 201] angegebenen
Gleichungen ist.
Befindet sich eine leitende Fläche im Abstand h unter dem Bonddraht oder ein
zweiter Bonddraht im Abstand s (Abstand der Drahtmitten) in der Nähe, so muss
dessen Einfluss berücksichtigt werden. Die Gegeninduktivitäten können gemäß
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Neben der Induktivität weist der Bonddraht einen Widerstand auf, der nicht








≈ l · 0, 54 Ω/cm . (3.57)
Durch die Skinneffekt bedingte Stromverdrängung ergibt sich mit zunehmender
Frequenz eine Zunahme des Widerstandes. Der Widerstand des Bonddrahtes kann
gemäß [108,200] für d/δS ≥ 3, 394 bestimmt werden durch
RBond = RDC ·
(
d
4 · δS + 0, 2654
)
. (3.58)
Im oberen Teil der Abbildung 3.21 ist die nach Gleichung 3.53 berechnete Ei-
geninduktivität, sowie die nach Gleichung 3.56 berechnete Gegeninduktivität für
einen in 125 µm und einen in 250 µm Abstand befindlichen zweiten Bonddraht
in Abhängigkeit von der Bonddrahtlänge dargestellt. Wie aus der Darstellung
zu entnehmen ist, liegen die Induktivitäten im nH-Bereich und müssen daher
bei Frequenzen von 868 MHz berücksichtigt werden. Der nach Gleichung 3.58
berechnete längenabhängige Bonddrahtwiderstand ist gemeinsam mit dem DC-
Widerstandwert im unteren Teil der Abbildung 3.21 dargestellt.
Wird das HF-Signal über einen einzelnen Bonddraht zugeführt, so fließt der Strom
über die am Chip verteilten Masseanschlüsse zurück zur HF-Signalquelle. Die re-
sultierende Impedanz ist daher schwer vorhersagbar. Weiterhin können durch
Kopplungen zu benachbarten Bonddrähten Störungen entstehen welche sich mit
dem gewünschten Signal überlagern (siehe z.B. [202]). Um diesen Einfluss zu ver-
ringern und die Impedanz besser Vorhersagen zu können, werden die HF-Signale
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Abbildung 3.21: Induktivität und Widerstand des Bonddrahtes in Abhängigkeit von der Länge.
über die Bonddrähte in einer Masse-Signal-Masse-Anordnung (GSG-Anordnung)
dem IC zugeführt und es wird ein ausreichend großer Abstand zu weiteren Bond-
drähten eingehalten. Der Aufbau der Anordnung stellt sich wie in Abbildung 3.22
gezeigt dar. Der Abstand zwischen dem mittleren und den beiden äußeren Bond-
drähten wurde zu 125 µm gewählt womit sich ein Abstand von 250 µm der beiden
äußeren Rückführungen ergibt.
Die drei benachbarten Bonddrähte besitzen eine identische Länge und Form, wo-
durch diese die gleiche Eigeninduktivität LBond und den gleichen Widerstand
RBond aufweisen. Weiterhin bilden sich wie in Abbildung 3.22 angedeutet, die
Gegeninduktivität MI,Bond zwischen dem Signal und den beiden Rückführungen,
sowie die Gegeninduktivität MII,Bond zwischen den beiden Rückführungen aus.
Das Netzwerk in Abbildung 3.22, das die GSG-Bonddrahtverbindung charakteri-
siert, stellt einen Vierpol dar für den ein Klemmenäquivalenter Vierpol bestimmt
werden soll. Der Vierpol selbst kann als „quer betriebener Übertrager“ angese-
hen werden, bei dem zwei Sekundärwicklungen parallel geschaltet sind. Unter der
Voraussetzung, dass der Strom über den mittleren Bonddraht hin und je zur Hälf-
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Abbildung 3.22: Modell für die HF-Signalzuführung über eine GSG-Bonddrahtverbindung.
te aufgeteilt über die beiden äußeren Bonddrähte zurück fließt, lässt sich wie im
Anhang in Abschnitt B.1 hergeleitet, der äquivalente Vierpol bestimmen. Dieser
ist in Abbildung 3.23 dargestellt, wobei
1
Ytot
= Rtot + sLtot =
3
2







MII,Bond − 2MI,Bond (3.60)
Ytot die gesamte Admittanz, Ltot die gesamte Induktivität und Rtot der gesamte
Widerstand des Netzwerkes ist.
Abbildung 3.23: Äquivalenter Vierpol für GSG-Bonddrahtverbindung.
Im oberen Teil der Abbildung 3.24 ist die nach Gleichung 3.60 berechnete ge-
samte Induktivität in Abhängigkeit von der Bonddrahtlänge aufgetragen. Sie
zeigt eine fast völlig lineare Abhängigkeit von der Bonddrahtlänge und liegt
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vom Wert her etwas unterhalb der Induktivität eines einzelnen Bondrahtes (vgl.
Abbildung 3.21). Der gesamte Widerstand des Bonddrahtes ist im unteren Teil
der Abbildung 3.24 dargestellt. Dieser liegt wie auch aus Gleichung 3.59 ersicht-
lich um den Faktor 1,5 höher als der Widerstand eines einzelnen Bonddrahtes.
Abbildung 3.24: Gesamte Induktivität und Widerstand des Bonddrahtes in Abhängigkeit von
der Länge.
3.5.2.3 Vollständiges Modell der Verbindung PCB zum Chip
Für die Signalzuführung vom PCB zum Chip kann für die Verbindung ein kom-
plettes Modell erstellt werden. Dieses besteht, wie in Abbildung 3.25 dargestellt
aus in vorherigen Abschnitten beschriebenen Teilmodellen für das Pad auf dem
PCB, dem Pad auf dem Chip, sowie dem Modell für die Bonddrahtverbindung.
Wird der Widerstand RPad vernachlässigt, so ergibt sich eine pi-Struktur die eine
Impedanztransformation aufweist [44]. Ist die Eingangsimpedanz der Empfän-
gerschaltung ZEmpf , so wird vom PCB aus betrachtet die Impedanz Zin gesehen,
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Abbildung 3.25: pi-Modell für die Signalzuführung vom PCB zum Chip.
welche um Reflexionen zu verhindern zu der Impedanz der Signalquelle passen
muss. Es muss also Zin = Rs = 50 Ω gelten. Die Impedanz ZEmpf kann als eine
Parallelschaltung, von einem Widerstand REmpf und einer Kapazität CEmpf be-
trachtet werden, wobei im folgenden letztere als Bestandteil von CPad angesehen
wird. Durch Variation der beiden Kapazitäten CPad und CPad,PCB (z.B. durch
eine Veränderung der Fläche oder hinzuschalten von zusätzlichen Kapazitäten)
und Veränderung der Länge des Bonddrahtes können damit theoretisch beliebige
Transformationsverhältnisse erreicht werden. Praktisch wird dies jedoch stark li-
mitiert durch den Widerstand des Bonddrahtes. Es soll daher untersucht werden
welche Kombination den geringsten Reflexionsfaktor S11,dB ergibt.
Für den Eingangsreflexionsfaktor gilt S11,dB = f (l, CPad, CPad,PCB, REmpf ). In
der Abbildung 3.26 ist daher S11,dB als Konturdiagramm in Abhängigkeit von
der Bonddrahtlänge l und der Pad-Kapazität CPad für vier unterschiedliche Wer-
te von CPad,PCB bei einem festen Widerstand von REmpf = 50 Ω dargestellt. Wie
aus der Darstellung ersichtlich sollte CPad < 0, 5 pF gelten, um einen möglichst ge-
ringen Reflexionsfaktor zu erreichen. Dieser kann durch eine entsprechende Wahl
der Bonddrahtlänge (aus dem zulässigen Bereich von z.B. l = 0, 5 . . . 2, 5 mm)
minimiert werden. Weiterhin ist aus der Darstellung ersichtlich, dass bei einer
festen Kapazität CPad die optimale Bonddrahtlänge umso kürzer ist, je kleiner
die Kapazität CPad,PCB ist.
118 3. Bauelemente in HF-Schaltungen und AVT
Abbildung 3.26: Eingangsreflexionsfaktor S11,dB in Abhängigkeit von der Bonddrahtlänge l und
der Pad-Kapazität CPad bei vier unterschiedlichen CPad,PCB Werten und ei-
nem festen Widerstand von REmpf = 50 Ω.
Im Anhang in Abschnitt B.2 befinden sich die weiteren Darstellungen mit
REmpf = 30 Ω und REmpf = 70 Ω, für die tendenziell die gleiche Aussage gilt.
Durch diese weiteren Darstellungen wird auch deutlich, dass die Fähigkeit der Im-
pedanztransformation des pi-Modells stark begrenzt ist. Zusammenfassend kann
also festgestellt werden, dass für einen möglichst geringen Reflexionsfaktor die
Kapazitäten CPad und CPad,PCB möglichst gering sein sollten. Der Resteinfluss
kann dann durch eine entsprechende Wahl der Bonddrahtlänge kompensiert wer-
den.
3.5.3 ESD-Schutz
Durch elektrostatische Aufladung können sehr große Ladungen an das Gate von
MOSFETs gelangen und dadurch zur Zerstörung führen. Um dies zu verhindern
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sind im allgemeinen ICs mit MOSFET-Schaltungen durch ESD28-Schutzschal-
tungen an den Anschlusspins ausgestattet, welche meist in Pads integriert sind.
Diese sind für Eingangsspannungen innerhalb des zulässigen Bereichs hochohmig
und werden für Eingangsspannungen die den erlaubten Bereich überschreiten
niederohmig. Sie können somit die hohen Spannungen innerhalb kürzester Zeit
abbauen [79].
Die für digitale CMOS-Schaltungen übliche ESD-Schutzschaltung kann jedoch
nicht für HF-Eingangssignale genutzt werden. Wie in [79,116] gezeigt besitzt die-
se einen Schutzwiderstand in der Größenordnung von 100 Ω der sich direkt im
Signalweg befindet und daher zu nicht tolerierbaren Reflexionen am Eingang füh-
ren würde. Die ESD-Schutzschaltung besitzt weiterhin eine parasitäre Kapazität,
welche umso größer ist je effektiver der ESD-Schutz ausgelegt wird. Der ESD-
Schutz ist daher verantwortlich für eine Vergrößerung des Eingangsreflexionsfak-
tors und des Noise Figures, sowie für die Verringerung der Verstärkung [116].
In [116] werden alternative ESD-Schutzschaltungen vorgestellt, die jedoch vor ih-
rem Einsatz genau charakterisiert werden müssen. Beim dem hier beschriebenen
Empfänger wird daher bei den HF-Eingangspins auf den ESD-Schutz verzich-
tet, dieser jedoch für ein späteres Redesign mit eingeplant (nach erfolgter Cha-
rakterisierung). Die Eingänge für niederfrequente Signale und Eingänge für die
Zuführungen der Versorgungsspannungen besitzen selbstverständlich einen ESD-
Schutz.




In dem vorangehenden Kapitel 2 wurden die Anforderungen für den LNA festge-
legt und in Kapitel 3 wurde auf die Bauelemente in HF-Schaltungen, sowie auf die
AVT eingegangen. In diesem Kapitel werden die unterschiedlichen LNA-Archi-
tekturen untersucht und die bestgeeignete für einen energieeffizienten Empfänger
ausgewählt.
In der Literatur [34, 44] werden zwei grundlegenden LNA-Architekturen, Com-
mon-Gate1 (CG-LNA) und Common-Source (CS-LNA) unterschieden, die als
schmalbandige Verstärker arbeiten. Außer diesen beiden konventionellen LNA-
Architekturen, die immer Induktivitäten benutzen, sind in der Literatur Vari-
anten ohne Induktivitäten zu finden, die hier als alternative Architekturen un-
tersucht werden. Die einfachste Variante ist beispielsweise ein rückgekoppelter
Verstärker. Eine Architektur die ebenfalls als rückgekoppelter Verstärker arbei-
tet ist der LNA nach Tiebout [2]. Der LNA nach Janssens [3] arbeitet nach einem
anderen Funktionsprinzip, bei dem mehrere aus einzelnen MOSFETs bestehende
Verstärkerelemente parallel und kaskadiert verschaltet sind. Auch die Möglich-
keit statt einer realen Spule eine synthetische Spule einzusetzen wird untersucht.
Symmetrische und unsymmetrische LNA-Schaltungen werden in bezug auf das
1 Die in der Literatur verwendeten Bezeichnungen (Common-Source, Common-Drain oder
Common-Gate) geben darüber Auskunft, welcher der Anschlüsse des MOSFETs als gemein-
samer Bezugsknoten für den Eingang und den Ausgang der Schaltung verwendet wird [71,79].
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Rauschen, Linearität und Stromverbrauch miteinander verglichen. Abschließend
wird eine LNA-Mischer-Kombination betrachtet.
4.1 Common-Gate LNA
4.1.1 Aufbau und Kleinsignalersatzschaltbild
Als erste LNA-Architektur wird der Common-Gate LNA untersucht. Der Prinzi-
pielle Aufbau der Schaltung ist in Abbildung 4.1 dargestellt, dabei ist der LNA-
MOSFET durch M1 gekennzeichnet. Der Arbeitspunkt der Schaltung wird durch
die Konstantstromquelle IAP eingestellt und UAP dient als Hilfsspannung die
an das Gate angeschlossen wird. Das HF-Eingangssignal wird an den Source-
Anschluss angelegt und das HF-Ausgangssignal wird vom Drain-Anschluss abge-
griffen. Die Spule am Drain-Anschluss des MOSFETs bildet zusammen mit ih-
ren eigenen parasitären Kapazitäten, den parasitären Kapazitäten des MOSFETs
und der Eingangskapazität der nächsten Stufe (Mischer) einen Schwingkreis, der
durch eine zusätzliche Abstimmkapazität auf die gewünschte Trägerfrequenz ab-
gestimmt wird [203].
Abbildung 4.1: Prinzipschaltbild des Common-Gate LNAs.
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Damit der CG-LNA berechnet werden kann, müssen zunächst die relevanten Ef-
fekte identifiziert und ein Kleinsignalersatzschaltbild entwickelt werden. Dieses
ist in Abbildung 4.2 dargestellt. Da die Spule im LNA einen Parallelschwing-
kreis bildet, kann aus dem in Abschnitt 3.4 angegebenen Modell der Spule eine
äquivalente Parallelschaltung mit den frequenzabhängigen Komponenten Lp, Cp
und Rp bestimmt werden. Die Summe aus der Kapazität der Spule Cp, der Ein-
gangskapazität des Mischers und einer zusätzlichen Abstimmkapazität (damit
der Schwingkreis auf die gewünschte Frequenz abgestimmt werden kann) bilden
zusammen die Kapazität CLast [203].
Abbildung 4.2: Kleinsignalersatzschaltbild des Common-Gate LNAs.
Wie in Abschnitt 3.2.3.1 beschrieben sind beim MOSFET fünf interne Kapazitä-
ten vorhanden, von denen in Sättigung die Kapazitäten Cgs, Cgb und Cbs ungleich
Null sind. Weiterhin ist beim CG-LNA das Gate im Kleinsignalersatzschaltbild
mit Masse verbunden und daher ist die Kapazität Cgb kurzgeschlossen. Die Sum-
me der beiden verbleibenden internen Kapazitäten kann damit, wie in [204, 205]
angegeben, beschrieben werden durch
Cgs,bs = n · 1
3
· qs · 2qs + 3
(qs + 1)
2 · COX . (4.1)
Zusätzlich zu den internen Kapazitäten müssen wie in Abschnitt 3.2.3.2 erläutert,
die externen Kapazitäten berücksichtigt werden. Dies sind zum einen die durch
die Gleichungen 3.24 - 3.25 gegebenen Anteile Cgs,ov und Cgd,ov der Overlap-Ka-
pazitäten und zum anderen die Sperrschichtkapazitäten Cjs und Cjd. Die Kapa-
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zität Cgb,ov ist wie auch die interne Kapazität Cgb im Kleinsignalersatzschaltbild
kurzgeschlossen und kann daher vernachlässigt werden.
Die Kapazitäten Cjd und Cgd,ov am Drain-Anschluss des MOSFETs sind Be-
standteil des Schwingkreises. Durch die richtige Wahl der Abstimmkapazität,
wird dieser auf die Trägerfrequenz abgestimmt und im Resonanzfall bleibt nur
der Widerstand Rp übrig. Da der Wert der Abstimmkapazität später mittels ei-
ner Schaltungssimulation bestimmt wird, ist der exakte Wert von Cjd und Cgd,ov
für die durchgeführten analytischen Berechnungen ohne Bedeutung. Die exakte
Einstellung der Abstimmkapazität erfolgt im Anschluss an das Layout und nach
der Extraktion der parasitären Kapazitäten [204,205].
Die Sperrschichtkapazität Cjs ist gemäß Gleichung 3.27 von der Spannung am
Source-Anschluss abhängig [76, 105]. Für analytische Berechnungen kann diese
Spannungsabhängigkeit jedoch vernachlässigt werden. Diese Näherung ist zuläs-
sig, da gemäß der Argumentation in [205] die sehr kleinen Signale des LNAs den
Arbeitspunkt nicht beeinflussen. Weiterhin wird bei der schaltungstechnischen
Realisierung des LNAs die Arbeitspunktstromquelle in Abbildung 4.1 durch einen
Stromspiegel ersetzt, über dem eine konstante (in erster Näherung vom Strom
unabhängige) Spannung von 0, 8 . . . 1 V abfällt. Die Sperrschichtkapazität am
Source-Anschluss kann daher durch die Näherung
Cjs ≈ 3
4
·W · (LGate,Cont · cj + cjswg) (4.2)
angegeben werden. Dabei sind LGate,Cont, cj und cjswg Prozessparameter, welche
z.B. aus den BSIM3V3-Technologiedaten des verwendeten 0, 25 µm Standard-
CMOS-Prozess entnommen werden können. Abschließend zeigt Abbildung 4.3
das Konturdiagramm der Spannungs- und Weitenabhängigen Sperrschichtkapa-
zität Cjs, sowie deren Näherung bei einem konstanten Spannungsabfall [205].
4.1.2 Eingangsimpedanz und Reflexionsfaktor
Um Reflexionen am Eingang des LNAs zu vermeiden, muss wie in Abschnitt 2.4.3
erläutert, die Eingangsimpedanz des LNAs zu der Ausgangsimpedanz der voraus-
gehenden Stufe passen. Die Eingangsimpedanz des LNAs kann nach [204,205] aus
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Abbildung 4.3: Sperrschichtkapazität in fF am Source-Anschluss, exakte Rechnung nach
Gleichung 3.27 und Näherung durch Gleichung 4.2.
dem Kleinsignalersatzschaltbild in Abbildung 4.2 bestimmt werden als
Zin =
1
gms + s · Cin , (4.3)
mit der totalen Eingangskapazität
Cin = Cgs + Cbs + Cgs,ov + Cjs . (4.4)
Der Eingangsreflexionsfaktor S11,dB kann, mit dem zuvor durch Gleichung 4.3
bestimmten Wert für Zin, durch die Gleichung 2.36 ermittelt werden. Der LNA
soll gemäß der in Abschnitt 2.4.4 festgelegten Spezifikation einen Eingangsrefle-
xionsfaktor von S11,dB < −12 dB erreichen. In der Praxis wird der erreichbare
Eingangsreflexionsfaktor jedoch stark durch die parasitäre totale Eingangskapa-
zität beeinflusst. Er kann daher nicht, wie in der Literatur angeben gegen −∞ dB
gehen [205].
Die minimale Stromaufnahme des CG-LNAs kann folgendermaßen abgeschätzt
werden: Wird der kapazitive Anteil (Cin) vernachlässigt, so gilt Zin ≈ 1gms . Bei
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einer Quellimpedanz von Rs = 50 Ω ergibt sich gms = 20 mS. Da die Trans-
konduktanzeffizienz im Bereich der schwachen Inversion am größten ist (vgl. Ab-
schnitt 3.2.2.1), wird in diesem Bereich die notwendige Transkonduktanz mit
dem geringsten Drainstrom erreicht. Die Transkonduktanz konvergiert dort ge-
gen den Wert gms|WI = IDUTemp , woraus sich ein minimaler Arbeitspunktstrom von
IAP,min = 517, 3 µA ergibt.
4.1.3 Spannungsverstärkung
Die Spannungsverstärkung des CG-LNAs kann mit Hilfe des in Abbildung 4.2
dargestellten Kleinsignalersatzschaltbildes bestimmt werden. Diese ist nach [203,
206] definiert als GV =
∣∣∣uoutuin ∣∣∣, mit der Eingangsspannung uin = us. Die Ausgangs-
spannung ist im Resonanzfall uout = gms ·us ·Rp, woraus die Verstärkung des CG-
LNAs resultiert
GV |ω=ωc = gms ·Rp . (4.5)
Die gewünschte Spannungsverstärkung wird erreicht, indem zu der Source-Trans-
konduktanz gms der passende Widerstand Rp gewählt wird. Der Wert von gms ist
wiederum gemäß Gleichung 3.7 vom Arbeitspunkt abhängig und Rp wird durch
den äquivalenten Widerstand der Spule im Resonanzfall bestimmt. Die Güte der
Spule (vgl. Abschnitt 3.4.2.4) bestimmt somit maßgeblich die erreichbare Ver-
stärkung des LNAs [206]. Dies wird besonders deutlich, wenn in Gleichung 4.5




resultiert. Da die Quellimpedanz Rs = 50 Ω vorgegeben ist, lässt sich mit der
in Abschnitt 2.4.4 spezifizierten Spannungsverstärkung von GV = 15 dB der
notwendige Widerstand als Rp = 281 Ω bestimmen.
Für die Rauschberechnungen im nächsten Abschnitt ist es nützlich, gemäß [203]
als weitere Spannungsverstärkung G∗V =
∣∣∣uoutuQ ∣∣∣ zu definieren. Dabei ist uQ die
Quellspannung innerhalb der 50 Ω-Quelle, welche mit dem Eingang des LNAs
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verbunden ist. Für diese Spannungsverstärkung gilt
G∗V |ω=ωc =
∣∣∣∣ gms ·Rp1 + gms ·Rs + sCin ·Rs
∣∣∣∣ . (4.7)
Für den Fall, dass gms >> sCin ist, folgt für gms ≈ 1/Rs und somit für die







Die Rauschzahl F des CG-LNAs kann basierend auf dem in Abbildung 4.4 dar-
gestellten Ersatzschaltbild ermittelt werden. Bei der Berechnung wird davon
ausgegangen, dass der Schwingkreis am Drain-Anschluss des MOSFETs wie in
Abschnitt 4.1.1 beschrieben auf die gewünschte Trägerfrequenz fc abgestimmt
ist. Daher wird bei der folgenden Rauschberechnung nur der Widerstand Rp ver-
wendet, welcher die Verluste im dem Schwingkreis beschreibt [203,205].
Abbildung 4.4: Kleinsignalersatzschaltbild für die Rauschberechnung des Common-Gate LNAs.
In der Literatur wird bei der Rauschberechnung für den CG-LNA ebenso wie
bei der Berechnung für den CS-LNA der Rauschanteil der von der Last stammt
vernachlässigt. Für die dort durchgeführten Berechnungen werden die Drainströ-
me der LNA-MOSFETs als Ausgangsgrößen definiert und darauf bezogen dann
die Rauschzahlen F ermittelt. Diese Vorgehensweise führt zu kleinen Rausch-
zahlen, welche allerdings wenig Aussagekräftig sind. Bei einem Empfänger in
CMOS-Schaltungstechnik ist die Ausgangsgröße des kompletten LNAs (beste-
hend aus LNA-MOSFET und der Lastimpedanz) eine Spannung und nicht der
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Drainstrom.2 Für die Rauschberechnungen muss daher auch der Rauschanteil
der Last Rp berücksichtigt werden. Nur für den Fall, bei dem die Spannungs-
verstärkung des LNAs gegen unendlich geht, liefert die Last keinen Beitrag zur
Rauschzahl des LNAs [203].
Bei der Rauschberechnung werden die unterschiedlichen Anteile berücksichtigt.
Dies sind die thermischen Rauschanteile von Rp und Rs, sowie die Rauschquellen
des MOSFETs selbst, welche in Abschnitt 3.2.5 beschrieben wurden. Da das in-
duzierte Gate-Rauschen mit dem Rauschen des Drainstroms korreliert ist, muss
es für die Berechnungen aufgeteilt werden in seinen korrelierten und unkorre-
lierten Anteil [207]. Die verschiedenen Rauschquellen des CG-LNAs können ge-
mäß [203,205] angegeben werden als
u2nRs = 4kTRs ·∆f (4.8)
u2nRp = 4kTRp ·∆f (4.9)
i2nd = 4kT · γ · gms ·∆f (4.10)
i2ng,u = 4kTδgg ·
(
1− |c|2) ·∆f (4.11)
i2ng,c = 4kTδgg · |c|2 ·∆f . (4.12)
Mit Hilfe des Ersatzschaltbildes in Abbildung 4.4 und den Gleichungen 4.8 - 4.12
kann wie im Anhang in Abschnitt C.1 hergeleitet, die Rauschzahl des CG-LNAs
bestimmt werden als













Dabei ist Qin = 1ωcCinRs , |G∗V | die durch Gleichung 4.7 gegebene Verstärkung
(bezogen auf die Quellspannung) und die Größe Ψ beschreibt den Anteil, der
durch das induzierte Gate-Rauschen entsteht. Hierbei gilt es zu beachten, dass
2 Für den LNA wird üblicherweise eine Spannungsverstärkung angegeben und keine Transkon-
duktanz. Besitzt dagegen der LNA eine durch diskrete Komponenten realisierte Lastimpe-
danz kann diese evtl. als eigenständiger Block angesehen werden und eine andere Einteilung
der Empfängerblöcke vorgenommen werden. Eine mögliche Einteilung der Blöcke ist dann:
LNA-MOSFET, Lastschwingkreis, Mischer, . . . . In diesem Fall müssen aber die Systemkenn-
zahlen entsprechend festgelegt werden.
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der Faktor Ψ beim CG-LNA unterschiedlich ist im Vergleich zu dem beim CS-
LNA. Er kann bestimmt werden durch


















Damit der LNA einen kleinen Eingangsreflexionsfaktor erreicht gilt in der Pra-
xis Qin >> 1. Wird unter dieser Randbedingung die Gleichung 4.14 betrachtet
bzw. diese numerisch ausgewertet, so ergibt sich Ψ ≈ 1. Durch Ψ ≈ 1 wird deut-
lich, dass das induzierte Gate-Rauschen beim CG-LNA einen vernachlässigbaren
Anteil hat [203–205].3
Aus der Struktur der Gleichung 4.13 ist zu erkennen, dass ein Summand vom
LNA-MOSFET selbst stammt und ein weiterer Beitrag durch die Last Rp ver-
ursacht wird. Werden zusätzlich weitere Rauschquellen berücksichtigt, wie z.B.
die durch ohmsche Verluste im Pad und im Bonddraht entstehen, oder von der
Schaltung die den Arbeitspunktstrom bereitstellt, so kann ein weiterer Summand
hinzugefügt werden. Wie in [203] gefolgert wird, kann die Gleichung 4.13 umge-
schrieben werden als
F = 1 + (FMOST − 1) + (FLast − 1) + (FSonstige − 1) . (4.15)
Für den Rauschanteil der Last (FLast − 1) ergibt sich aus den Gleichungen 4.13
und 4.7 der Ausdruck (FLast − 1) ≈ 4·RsRp . Mit den Zahlenwerten Rs = 50 Ω und
Rp = 281 Ω resultiert für diesen Rauschanteil (FLast − 1) ≈ 0, 71. Im Vergleich
dazu ergibt sich aus den Daten der Spule in Abschnitt 3.4.2.5 Rp = 243, 46 Ω
und damit (FLast − 1) ≈ 0, 82. Der Rauschanteil (FSonstige − 1) liegt in der Grö-
ßenordnung von 0,3.
Der in der Literatur z.B. in [34, 44, 116] für den CG-LNA angegebene Wert von
NF = 2, 2 dB wird nur unter vielen vereinfachenden Annahmen erreicht, die
in der Praxis so nicht gültig sind. Dabei werden nur die ersten beiden Sum-
manden aus der Gleichung 4.13 betrachtet und es wird angenommen, dass die
3 Das induzierte Gate-Rauschen wird, wie in Abschnitt 3.2.5 beschrieben, beim BSIM3V3
Modell komplett vernachlässigt. Da beim CG-LNA dieses wie hier gezeigt fast keinen Einfluss
hat, ist der dadurch entstehende Fehler sehr gering.
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Eingangsimpedanz angepasst ist also gms ·Rs = 1 gilt und der MOSFET sich wie
ein Langkanaltransistor verhält. In diesem Fall ergibt sich F = 1 + γ = 5
3
, was
äquivalent zu NF = 2, 2 dB im logarithmischen Maßstab ist [203–205].
4.1.5 Linearität
Neben der gewünschten Spannungsverstärkung GV und dem NF wurde in Ab-
schnitt 2.4.4 die notwendige Linearität (IIP3) für den LNA festgelegt. Um den
IIP3 zu bestimmen muss wie im folgenden gezeigt wird, die erste und die dritte
Ableitung des Dainstroms nach der Spannung US berechnet werden. Für eine
exakte Bestimmung des IIP3 ist ein sehr genaues Transistormodell erforderlich,
welches die parasitären Effekte wie z.B. die Kurzkanaleffekte mit berücksichtigt.
Eine exakte Bestimmung kann daher nur durch eine Schaltungssimulation erfol-
gen.
In der Literatur sind ein paar analytische Ansätze für die Berechnung des IIP3
zu finden wie z.B. in [176]. Bei diesen Veröffentlichungen ist der Fokus meist auf
den CS-LNA gerichtet. So wird in [208] ein Ausdruck für den IIP3 des CS-LNAs
im Bereich der starken Inversion angegeben. In [209] wird gezeigt, dass durch
mehrfache Rückkopplungen die Terme zweiter Ordnung auch einen Beitrag zum
IIP3 der gesamten Schaltung liefern können. Verschiedene Linearisierungstech-
niken werden ebenso wie der Einfluss der induktiven Degeneration beim CS-LNA
in [210] untersucht. Der Bereich der moderaten Inversion wird speziell in [211]
betrachtet.
Um die Tendenz des IIP3 beim CG-LNA abzuschätzen wird die Abhängigkeit
des Drainstroms von der Eingangsspannung verwendet. Der Drainstrom zeigt
im Bereich der schwachen Inversion eine exponentielle Abhängigkeit von der Ein-
gangsspannung, während er im Bereich der starken Inversion in eine quadratische
Abhängigkeit übergeht. Bedingt durch Kurzkanaleffekte ist in der Praxis in die-
sem Bereich eher eine lineare Abhängigkeit von der Eingangsspannung zu beob-
achten. Durch dieses Verhalten verschwindet die dritte Ableitung des Drainstroms
bzw. sie wird sehr klein im Bereich der starken Inversion. Dagegen geschieht dies
bedingt durch die e-Funktion nicht im Bereich der schwachen Inversion. Es ist da-
4.1 Common-Gate LNA 131
her tendenziell für den CG-LNA eine bessere Linearität zu erwarten, wenn sein
Arbeitspunkt im Bereich der starken Inversion satt im Bereich der schwachen
Inversion liegt.
Im folgenden soll der IIP3 für den CG-LNA analytisch unter der Annahme
bestimmt werden, dass der MOSFET sich wie ein idealer Langkanaltransistor
verhält. Ausgangspunkt für die Berechnung des IIP3 ist der in Abbildung 4.5
dargestellte CG-LNA mit dem ohmschen Lastwiderstand R, der Versorgungs-
spannung UDD und der Eingangspannungsquelle Us = UDC + uin. Der Einfluss
der Kapazitäten wird bei dieser Betrachtung vernachlässigt.
Abbildung 4.5: Prinzipschaltbild für die Bestimmung der Linearität des CG-LNAs.
Die Ausgangsspannung der Schaltung wird am Drain abgegriffen und beträgt
Uout = UDD − Id · R. Für diese wird eine Taylorreihenentwicklung durchgeführt,
welche nach dem dritten Glied abgebrochen wird. Mit dem Ausdruck für die n-te
Ableitung gms,n = −dnIDdUnS kann die Ausgangsspannung angegeben werden als
Uout = UDD − ID ·R +R ·
(








Basierend auf der Gleichung 2.17 kann der PIIP3 durch die Gleichung 4.17 be-
stimmt werden. Die ausführliche Herleitung des PIIP3 ist im Anhang in Ab-
schnitt C.2 gegeben. Mit den dort angegebenen Ausdrücken für gms,1 und gms,3











PIIP3 = 4 ·
U2Temp
Rs
· (2qs + 1)3 (4.18)
In der Abbildung 4.6 ist berechnete IIP3 als Funktion vom Inversionskoeffi-
zienten if dargestellt. Der PIIP3 konvergiert im Bereich der schwachen Inver-
sion gegen PIIP3|WI = 4 ·
U2Temp
Rs
und im Bereich der starken Inversion gegen
PIIP3|WI = 32 ·
U2Temp
Rs
· q3s . Daraus resultiert für den Bereich der schwachen Inver-
sion IIP3|WI = −12, 71 dBm und für den Bereich der starken Inversion ergibt
sich eine Steigung des IIP3 von 15 dB pro Dekade von if . Der Übergang in diese
Abhängigkeit erfolgt im Bereich der moderaten Inversion.
Abbildung 4.6: IIP3 für den CG-LNA unter der Annahme, dass sich der MOSFET wie ein
idealer Langkanaltransistor verhält und IIP3 unter Berücksichtigung der Ge-
schwindigkeitssättigung.
Zum Vergleich kann der IIP3 auch bestimmt werden, wenn der Effekt der Ge-
schwindigkeitssättigung berücksichtigt wird. Wie im Anhang in Abschnitt C.2
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gezeigt wird, besitzt in diesem Fall die dritte Ableitung des Drainstroms eine
Nullstelle. Daraus resultiert wie in der Darstellung in Abbildung 4.6 zu erkennen
ist, eine Polstelle für den IIP3. Diese liegt nahe dem Übergang von dem Bereich
der moderaten zur starken Inversion. Dieser Effekt wird in der Literatur auch
als IIP3-Peaking bezeichnet und in [211] analysiert. In der Praxis werden an
diesem Punkt die Terme höherer Ordnung wie z.B. fünfter und siebter Ordnung
dominant und begrenzen daher die Linearität der Schaltung, wodurch der IIP3
seine Aussagekraft verliert. Wird der IIP3 nicht auf den Eingang, sondern auf die
Quellspannung uQ innerhalb der 50 Ω-Quelle bezogen, so zeigt der Widerstand
Rs einen Einfluss auf den IIP3. Durch diesen verschwindet gemäß [13] der Effekt
des IIP3-Peaking.
4.2 Common-Source LNA
4.2.1 Aufbau und Kleinsignalersatzschaltbild
Eine weitere, sehr häufig verwendete LNA-Architektur ist der Common-Source
LNA. Dieser wurde in der Literatur vielfach analysiert, so z.B. in der grundle-
genden Veröffentlichung von D. Shaeffer und T. Lee [207] mit den dazugehöri-
gen Korrekturen und Anmerkungen [133,212] der Autoren, welche hierbei beson-
ders beachtet werden sollten. Eine weitere detaillierte Analyse der Schaltung ist
in [49,132] zu finden.
Der prinzipielle Aufbau der Schaltung nach [34,44,49,207] ist in Abbildung 4.7 a)
dargestellt, dabei ist der LNA-MOSFET durch M1 gekennzeichnet. Die Einstel-
lung des Arbeitspunktes erfolgt wie angedeutet, durch den mit dem MOSFET
M2 aufgebauten Stromspiegel. Das HF-Eingangssignal gelangt über die Spule LG
an den Gate-Anschluss des MOSFETs M1 und das HF-Ausgangssignal wird von
seinem Drain-Anschluss abgegriffen. Wie auch beim CG-LNA bildet die Spule
am Drain-Anschluss des MOSFETs zusammen mit den parasitären Kapazitäten




Abbildung 4.7: Prinzipschaltbild des Common-Source LNAs a) als Grundschaltung mit Ar-
beitspunkteinstellung, b) mit Erweiterung durch Kaskodentransistor.
Durch die externe Overlap-Kapazität Cgd,ov des MOSFETsM1 kommt es zu einer
Rückkopplung zwischen Ausgang und Eingang. Diese Kapazität wirkt sich als
Millerkapazität aus und sorgt daher für eine erhöhte kapazitive Belastung am
Eingang des LNAs [71]. Die Rückkopplung der Schaltung kann außerdem dazu
führen, dass der LNA instabil wird und zu schwingen beginnt [34]. Aus diesem
Grund wird in der Praxis die Grundschaltung durch einen Kaskodentransistor
M1,c wie in Abbildung 4.7 b) gezeigt erweitert. Indem der Kaskodentransistor
die Rückwärtsisolation erhöht erfüllt er zwei Aufgaben: Zum einen wird das LO-
Leakage das vom Mischer stammt reduziert und zum anderen wird die Stabilität
der Schaltung erhöht, indem die Rückkopplung zum Ausgang reduziert wird [34,
44,49,207].
Bei der analytischen Untersuchung der Schaltung kann der Kaskodentransistor
in erster Näherung vernachlässigt werden, da dieser keinen wesentlichen Bei-
trag zur Spannungsverstärkung, zur Eingangsimpedanz und zum Rauschen lie-
fert [207, 213]. Der interessierte Leser sei auf die Literatur [49] verwiesen in der
eine detaillierte Analyse der Auswirkungen des Kaskodentransistors auf die Kenn-
zahlen des CS-LNAs zu finden ist. Dank des Kaskodentransistors kann im Klein-
signalersatzschaltbild der Schaltung die Kapazität Cgd,ov vernachlässigt werden,
wodurch sich die Berechnung der Schaltung weiter vereinfacht. In der Literatur
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wie z.B. in [127, 132, 133, 207, 213–216] werden zusätzlich meist die externen Ka-
pazitäten und die Kapazität Cgb des MOSFETs vernachlässigt, ebenso wie der
Substratsteuereffekt. Damit ergibt sich als Ausgangspunkt für die Berechnungen
das in Abbildung 4.8 dargestellte Kleinsignalersatzschaltbild.
Abbildung 4.8: Kleinsignalersatzschaltbild des Common-Source LNAs.
Der Widerstand rg,NQS ist der ohmsche Anteil der gemäß Abschnitt 3.2.4 durch
die NQS-Effekte entsteht. Dieser Anteil muss mit berücksichtigt werden, da er wie
im folgenden Abschnitt gezeigt wird, einen weiteren Anteil zur Eingangsimpedanz
des CS-LNAs beiträgt.
4.2.2 Eingangsimpedanz
Die Eingangsimpedanz des CS-LNAs kann mit Hilfe des in Abbildung 4.8 darge-
stellten Kleinsignalersatzschaltbildes bestimmt und gemäß [49] angeben werden
als
Zin = rg,NQS +
gm
Cgs
· Ls + s (Ls + Lg) + 1
sCgs
. (4.19)
Damit der LNA reflexionsfrei an die vorausgehende Stufe (treibende Quellimpe-
danz Rs = 50 Ω) angeschlossen werden kann, muss die Eingangsimpedanz ange-
passt sein. Dies wird erreicht durch die richtige Wahl der Induktivitäten Ls und
Lg. Dazu wird die Induktivität Ls so gewählt, dass Re{Zin} = Rs sich ergibt.
136 4. LNA-Architekturen
Anschließend wird die Induktivität am Gate Lg so angepasst, dass der Blind-
anteil der Eingangsimpedanz bei der gewünschten Trägerfrequenz kompensiert
und somit Im{Zin} = 0 wird. Das Verhältnis gmCgs entspricht näherungsweise der
Transitkreisfrequenz (siehe im Anhang Abschnitt A.4) und damit lässt sich die
Eingangsimpedanz angeben als
Zin|ω=ωc = rg,NQS + ωt · Ls . (4.20)
Durch die ohmschen Verluste der Spulen am Gate und am Source des MOS-
FETs entsteht, wie ebenfalls in [213] gezeigt wird, ein zusätzlicher Realteil der
Eingangsimpedanz. Der Einfluss der Gate-Bulk-Kapazität Cgb muss nach den Un-
tersuchungen in [217] beachtet werden, wenn der Arbeitspunkt des MOSFETs im
Bereich der schwachen oder moderaten Inversion liegt. Diese Feststellung lässt
sich leicht anhand der Abbildung 3.3 verifizieren. Wie aus der Darstellung zu er-
kennen ist, wird die Kapazität Cgb im Bereich der schwachen Inversion deutlich
größer als die Kapazität Cgs und muss daher in diesem Bereich berücksichtigt
werden. In [49] wird der Einfluss der Bonddrahtverbindung und der Pads auf die
Eingangsimpedanz untersucht.
4.2.3 Spannungsverstärkung
Mit Hilfe des in Abbildung 4.8 dargestellten Kleinsignalersatzschaltbildes wird
die Spannungsverstärkung des CS-LNAs bestimmt. Wenn der Eingang wie im
vorausgehenden Abschnitt beschrieben auf die gewünschte Frequenz abgestimmt
ist ergibt sich für die Spannungsverstärkung des CS-LNAs
GV |ω=ωc =
gm ·Rp







Wie aus der Gleichung 4.21 ersichtlich hängt die Spannungsverstärkung des CS-
LNAs von der Gate-Transkonduktanz gm und dem Widerstand Rp der Spule
ab. Die Verstärkung wird damit wie beim CG-LNA von der Güte der Spule
und vom Arbeitspunktstrom bestimmt. Eine zusätzliche Verstärkung wird durch
den Term im Nenner erreicht. Diese entsteht durch die Spannungsüberhöhung
im Resonanzfall beim Serienschwingkreis am Eingang des LNAs [214]. Die Güte
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dieses Schwingkreises bestimmt die Höhe der zusätzlichen Verstärkung und ist
gemäß [48] definiert als
Qin =
1
ωc · Cgs ·Rs =
wc · (Ls + Lg)
Rs
. (4.22)
Eine andere Betrachtungsweise führt zu einem interessanten Ergebnis im Ver-
gleich zum CG-LNA. Ausgangspunkt dafür ist der Klammerausdruck in Glei-
chung 4.21, welcher gleich der Quellimpedanz Rs sein soll. Weiter gilt für das
Verhältnis gm
Cgs








Die Quellimpedanz Rs = 50 Ω ist fest vorgegeben. Die gewünschte Verstärkung
kann hier durch den Widerstand Rp und durch das Verhältnis ωtωc eingestellt wer-
den. Bei gleichem Rp erreicht der CS-LNA eine um den Faktor ωtωc höhere Ver-
stärkung bzw. der Widerstand Rp kann entsprechend kleiner gewählt werden um
die gleiche Verstärkung zu erreichen.
Wie beim CG-LNA kann auch hier die Spannungsverstärkung in bezug auf die
Quellspannung innerhalb der 50 Ω-Quelle berechnet werden. Diese ist hilfreich
für die im nächsten Abschnitt durchgeführten Rauschberechnungen und ist ge-
mäß [203] definiert als G∗V =
∣∣∣uoutuQ ∣∣∣. Diese Spannungsverstärkung kann unter
Vernachlässigung von rg,NQS ausgedrückt werden als
G∗V |ω=ωc =
∣∣∣∣∣∣ gm ·RpωcCgs ·Rs · (1 + ωtLsRs )
∣∣∣∣∣∣ = RpRs · ωtωc · 11 + ωtLsRs . (4.24)
Mit dem Wert ωtLs
Rs
= 1 ergibt sich schließlich für die Spannungsverstärkung
G∗V |ω=ωc =
Rp





Für die Berechnung der Rauschzahl F wird hier, wie in der Literatur [127, 132,
133, 207, 213–216] üblich, das vereinfachte Ersatzschaltbild verwendet, wie es in
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Abbildung 4.9 dargestellt ist. Bei den Berechnungen wird davon ausgegangen,
dass die Eingangsimpedanz an die Quellimpedanz angepasst und der Schwing-
kreis am Drain-Anschluss des MOSFETs auf die gewünschte Trägerfrequenz ab-
gestimmt ist.
Abbildung 4.9: Kleinsignalersatzschaltbild für die Rauschberechnung des Common-Source
LNAs.
Die im Ersatzschaltbild berücksichtigten Rauschquellen modellieren das thermi-
sche Rauschen von Rp und Rs, sowie die Rauschquellen des MOSFETs gemäß
Abschnitt 3.2.5. Das induzierte Gate-Rauschen wird wie in [207] beschrieben, in
seinen korrelierten und unkorrelierten Anteil aufgeteilt. Das Vorzeichen des Ima-
ginärteils von c muss dabei entsprechend den Erläuterungen in Abschnitt 3.2.5.1
berücksichtigt werden [132,133]. Mit Hilfe des Ersatzschaltbildes in Abbildung 4.9
und den Gleichungen 4.8 - 4.12 kann die Rauschzahl des CS-LNAs bestimmt wer-
den als










Die Größe |G∗V | ist die, gemäß Gleichung 4.24 auf die Quellspannung bezogene
Verstärkung. Der Anteil des induzierten Gate-Rauschens wird durch die Variable
ΨCS ausgedrückt und kann in Übereinstimmung mit [132, 133, 212] bestimmt
werden durch







· (1 +Q2in) . (4.26)
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Der Anteil vom induzierten Gate-Rauschen beim CS-LNA ΨCS unterscheidet sich
damit von dem des CG-LNAs (vgl. Gleichung 4.14). Weiterhin gilt für ΨCS > 1
und darf im Gegensatz zum CG-LNA nicht vernachlässigt werden.
Mit Hilfe der Gleichung 4.22 kann die Rauschzahl F des CS-LNAs in Abhängigkeit
von der Güte des Eingangskreises ausgerückt werden als










Zu den einzelnen Summanden in der Gleichung 4.27 können die Rauschquellen zu-
geordnet werden und somit kann die Gesamtrauschzahl durch die Gleichung 4.15
ausgedrückt werden. Im folgenden wird der Summand, der von der Lastimpedanz
verursacht wird näher betrachtet. Mit dem Ausdruck ωtLs
Rs
= 1 ergibt sich aus der
Gleichung 4.24 G∗V |ω=ωc =
Rp
2·Rs · ωtωc und damit








Unter der Voraussetzung, dass der CS-LNA die gleiche Verstärkung aufweisen
soll wie der CG-LNA ergibt sich aus Abschnitt 4.2.3, dass der Widerstand Rp
um das Verhältnis ωt
ωc
kleiner gewählt werden muss. Die Folge davon ist, dass der
Rauschanteil, der von der Lastimpedanz stammt, beim CS-LNA um den Faktor ωt
ωc
geringer ist als beim CG-LNA. Der Anteil vom MOSFET selbst (FMOST − 1) ist
ebenfalls geringer, wodurch sich für den CS-LNA eine geringere Gesamtrauschzahl
als beim CG-LNA ergibt.
In der Literatur wird der Einfluss weiterer Rauschquellen untersucht. In [97,218]
wird ein Ersatzschaltbild präsentiert, welches weitere Rauschquellen des MOS-
FETs beinhaltet. Nach der in [97,219] durchgeführten Analyse wird gezeigt, dass
das Rauschen des Substratwiderstands einen zusätzlichen Anteil zum Rauschen
des CS-LNAs beiträgt. Ein weiterer, jedoch geringerer Anteil stammt von dem Zu-
leitungswiderstand (siehe hierzu [113–115]) am Gate des MOSFETs [97,219,220].
Der Einfluss auf die Rauschzahl durch die Serienwiderstände der Spulen am Sour-
ce und am Gate wird in [215] untersucht mit dem Ergebnis, dass besonders der
Rauschanteil vom Serienwiderstand der Gate-Spule nicht vernachlässigt werden
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sollte. Wird das Bondpad am Eingang des LNAs, wie in Abschnitt 3.5.2.1 be-
schrieben, ohne eine Abschirmung des Substrates aufgebaut, so gelangt das durch
die ohmschen Verluste im Bondpad entstehende Rauschen, zusätzlich an den Ein-
gang des LNAs. Die Auswirkung wurde in [156,157,191,192] für einen mit MOS-




Bei den in Abschnitt 4.1 und 4.2 beschriebenen Architekturen handelt es sich
um schmalbandige Verstärker. Im Gegensatz dazu können breitbandige Verstär-
ker durch eine negative Rückkopplung (Gegenkopplung) realisiert werden. Rück-
gekoppelte Verstärker weisen verschiedene Vor- und Nachteile, welche nach der
Beschreibung in [44] zusammengefasst werden können als:
• Durch die Gegenkopplung wird die Gesamtverstärkung der Schaltung re-
duziert. Um dennoch die gewünschte Verstärkung zu erreichen muss die
Vorwärtsverstärkung und damit der Stromverbrauch erhöht werden.
• Ein fundamentaler Vorteil der Schaltung mit Gegenkopplung ist, dass die
Gesamtverstärkung weniger empfindlich ist in bezug auf Variationen in der
Vorwärtsverstärkung. Durch die Gegenkopplung wird die Linearität ver-
bessert (auf Kosten der Verstärkung und damit des Stromverbrauchs). Va-
riationen in der Rückwärtsverstärkung werden nicht reduziert. Da in der
Rückkopplung meist passive Elemente eingesetzt werden, kann deren Va-
riationen im Vergleich zum Vorwärtszweig vernachlässigt werden.
• Ein weiterer Vorteil dieser Schaltungen ist das keine Induktivitäten benö-
tigt werden und damit die auf dem Chip notwendige Fläche kleiner wird.
Hierdurch werden letztlich die Kosten gesenkt. Die Problematik, dass Stö-
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rungen vom Substrat aus über die Spulen in die Schaltungen eingekoppelt
werden, wird ebenfalls vermieden.
• Das Verstärkungs-Bandbreite-Produkt GBW4 bleibt konstant. Eine größere
Bandbreite der Schaltung wird erzielt, indem durch die Gegenkopplung die
DC-Verstärkung reduziert wird. Es wird keine zusätzliche Verstärkung bei
hohen Frequenzen erreicht. Im Gegensatz dazu bleibt bei einem Verstärker
mit einem abgestimmten Lastschwingkreis das Verstärkungs-Bandbreite-
Produkt (GBW) konstant, wird aber zu höheren Frequenzen verschoben
(vgl. auch [221]).
• Ein wesentlicher Nachteil dieser Schaltungen ist, dass durch die Gegen-
kopplung die Bandbreite vergrößert und damit auch die Rauschbandbreite
vergrößert wird.
• Das eingangsbezogene Rauschen kann durch die Rückkopplung nicht redu-
ziert werden. Im Gegenteil, durch ohmsche Widerstände in der Rückkopp-
lung wird das Rauschen sogar vergrößert.
• Da der Vorwärts- und Rückwärtszweig eine frequenzabhängige Verstärkung
aufweist, kann der Verstärker evtl. instabil werden.
Eine einfache Verstärkerarchitektur mit Gegenkopplung ist der Shunt-Series-Am-
plifier. Dieser besteht aus einer Kombination von einer Strom- und Spannungsge-
genkopplung [44]. Der prinzipielle Aufbau der Schaltung ist in der Abbildung 4.10
dargestellt, wobei die Stromgegenkopplung durch den Widerstand R1 und die
Spannungsgegenkopplung durch RF realisiert wird. Die Einstellung des Arbeits-
punktes ist hier nicht gezeigt, sie kann aber ähnlich wie beim CS-LNA erfolgen.
Da es sich bei dem Shunt-Series-Amplifier um einen klassischen Breitbandver-
stärker handelt, bei dem die Verstärkung bis zur Grenzfrequenz näherungs-
weise konstant ist (vgl. [71]), muss die Schaltung eine ausreichende DC-Ver-
stärkung besitzen. Anders ausgedrückt, der Verstärker muss ein ausreichendes
4 Dies wird in der Literatur auch als Gain Bandwidth Product (GBW) bezeichnet.
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Abbildung 4.10: Prinzipschaltbild des Shunt-Series-Amplifiers.
Verstärkungs-Bandbreite-Produkt (GBW) besitzen. Es wird daher das DC-Ver-
halten dieser Schaltung betrachtet und gezeigt, dass diese Architektur aufgrund
der Systemanforderungen des ZigBee-Empfängers ungünstig ist. Dazu wird das
in Abbildung 4.11 gezeigte DC-Kleinsignalersatzschaltbild verwendet.
Abbildung 4.11: DC-Kleinsignalersatzschaltbild des Shunt-Series-Amplifiers.
Anhand des Kleinsignalersatzschaltbildes und mit dem durch Gleichung 4.29 de-
finierten effektiven Widerstand Reff (im Sättigungsbereich des MOSFETs), kann
die DC-Verstärkung der Schaltung durch die Gleichung 4.30 angegeben werden.
Die Eingangsimpedanz ist abhängig von dem Widerstand RF und der Verstär-
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RL · (RF −Reff )
Reff · (RF +RL) (4.30)
Zin|DC =
RF
1 + GV |DC
(4.31)
Damit der Eingang reflexionsfrei abgeschlossen ist, muss die Eingangsimpedanz
der Schaltung an die Quellimpedanz Rs = 50 Ω angepasst sein. Weiter soll der
LNA gemäß Abschnitt 2.4.4 eine Verstärkung von 15 dB aufweisen. Daraus ergibt
sich aus der Gleichung 4.31 dann RF = Rs · (1 + GV |DC) = 331 Ω.
Als nächstes kann die mindestens notwendige Transkonduktanz gm abgeschätzt








> 20 mS sich ergibt. Aus der Gleichung 4.29
folgt mit 1 >> gmsR1 schließlich für den minimalen Wert der Transkonduktanz
gm,min = 20 mS.
Aus dem Wert der Transkonduktanz ergibt sich der minimale Arbeitspunkt-
strom. Dieser kann wie beim CG-LNA in Abschnitt 4.1 abgeschätzt werden
und liegt im Bereich der schwachen Inversion. Da im Sättigungsbereich für
die Gate-Transkonduktanz gm = gms/n gilt, folgt für den Arbeitspunktstrom
ID,min > gm,min · UTemp = 517, 3 µA. Wird der Spannungsabfall über dem Wi-
derstand R1 (welcher sehr viel kleiner ist als RL) und der über dem MOSFET
(welcher im Bereich der moderaten Inversion auch sehr gering ist) vernachlässigt,
so ergibt sich für den Lastwiderstand der Maximalwert RL,max = 4, 83 kΩ.
Unter Berücksichtigung der Grenzfrequenz wird der Maximalwert des Lastwider-
stands weiter reduziert. Bei einer Eingangskapazität der nachfolgenden Stufe (Mi-
scher), von z.B. C = 250 fF und einer geforderten 3-dB-Eckfrequenz von 1 GHz,
darf der Widerstand nur RL,max = 637 Ω betragen. Als Folge muss die Transkon-
duktanz erhöht werden um die geforderte Verstärkung zu erreichen. Durch die
Gegenkopplung wird die Verstärkung zusätzlich reduziert, so dass der notwendi-
ge Arbeitspunktstrom weiter erhöht werden muss. Die parasitären Kapazitäten
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des MOSFETs (siehe Abschnitt 3.2.3) verschlechtern ebenfalls das Verhalten der
Schaltung.
Mit der oben beschriebenen 3-dB-Eckfrequenz von 1 GHz besitzt die Schaltung
damit eine Bandbreite die viel größer ist als die, die für die schmalbandigen
ZigBee-Signale benötigt wird. Wie in der Einleitung dieses Abschnittes beschrie-
ben ist damit auch die äquivalente Rauschbandbreite der Schaltung viel größer.
4.3.2 LNA nach Tiebout
Ein zweistufiger, rückgekoppelter Verstärker wird von Tiebout in [2] als wei-
tere LNA-Architektur vorgestellt. Der Vorteil dieser Architektur ist die höhere
Vorwärtsverstärkung der Schaltung. Dies wird jedoch mit den Nachteilen einer
höheren Stromaufnahme und einer größeren Rauschbandbreite erkauft (vgl. Ab-
schnitt 4.3.1).
Die Ausgangsgröße der Schaltung ist der Drainstrom, der durch die Wahl einer
geeigneten Lastimpedanz in eine Spannung umgesetzt werden muss. Der Aufbau
des LNAs nach Tiebout ist um den Lastwiderstand erweitert in Abbildung 4.12
dargestellt.
Abbildung 4.12: Prinzipschaltbild des LNAs nach Tiebout [2].
Die Schaltung ist in der Lage selbstständig ihren Arbeitspunkt zu regeln. Dies
geschieht folgendermaßen: Durch die Wahl eines ausreichend niedrigen Lastwider-
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standes RL kann der Arbeitspunktstrom durch den MOSFET M2 fließen. Dieser
verursacht an dem Gegenkopplungswiderstand R2 einen Spannungsabfall, wel-
cher gleich der Gate-Spannung des Transistors M1 ist. Der sich dadurch ergeben-
de Drainstrom verursacht seinerseits am Widerstand R1 einen Spannungsabfall.
Hierdurch ergibt sich eine Drain-Spannung an M1, welcher gleich der Gate-Span-
nung von M2 ist. Wird nun durch irgendeinen Einfluss der Drainstrom von M1
erhöht, so verringert sich die Gate-Spannung von M2 und damit der Spannungs-
abfall an R2. Dies führt letztlich zu einer Reduzierung des Drainstroms von M1.
Der Arbeitspunkt wird also geregelt.
Die Zielapplikation des LNAs nach Tiebout ist ein UMTS-Empfänger, der im
Zeitduplex (TDD) und im Frequenzduplex (FDD) arbeitet (Erklärung der Dupp-
lexverfahren und eine Beschreibung des UMTS-Systems ist in [63, 222–225] zu
finden). Die Anforderungen an diesen LNA unterscheiden sich stark von denen
des ZigBee-Systems. Da das UMTS-System im FDD-Modus auf unterschiedlichen
Frequenzen gleichzeitig sendet und empfängt, darf es zischen dem Sender und dem
Empfänger nicht zu einem Übersprechen kommen. Diese Forderung zu erfüllen
wird zusätzlich durch die Tatsache erschwert, dass die abgestrahlte Leistung im
Sender viele Größenordnungen über der Eingangsempfindlichkeit des Empfängers
liegt. Da es durch eine Spule im LNA leichter zu einem Übersprechen kommen
kann, wird gemäß [2] auf diese verzichtet. Als weiteres Argument für diesen LNA
wird dort die kleinere Chipfläche angegeben.
Ein großer Nachteil der vorgestellten Architektur ist der hohe Stromverbrauch.
Dieser führt in der Schlussfolgerung in [2] dazu, dass der LNA in CMOS-Technik
nicht besonders gut für den praktischen Einsatz geeignet ist und letztlich der LNA
in einer BiCMOS Technologie mit BJT-Transistoren realisiert wird. Im folgenden
wird dieser LNA daher nur kurz betrachtet und ein weiter Nachteil erläutert.
Die Analyse der Schaltung kann mit Hilfe des in Abbildung 4.13 gezeigten
Kleinsignalersatzschaltbildes erfolgen. Mit gds1 und gds2 den Ausgangsleitwer-
ten der MOSFETs M1 bzw. M2, Cin1 = Cgs1 + Cgb1 + Cgs,ov1 + Cgb,ov1 und
Cout1 = Cjd1+Cgb2+Cgb,ov2. Als Ergebnis kann die DC-Verstärkung der Schaltung
durch die Gleichung 4.32 und die DC-Eingangsimpedanz durch Gleichung 4.33
angegeben werden. Dabei ist Rout1 = R11+gds1R1 .
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RL · (gms2 + gds2)


















Unter Berücksichtigung von R2 << RF , gds2 << gms2 und einer weiteren Verein-
fachung kann die Verstärkung und die Eingangsimpedanz näherungsweise durch
die Gleichungen 4.34 und 4.35 ausgedrückt werden. Aus den Gleichungen wird
deutlich, dass die Gesamtverstärkung der Schaltung sich aus den, um die Gegen-
kopplung reduzierten Teilverstärkungen der Stufen ergibt. Die Eingangsimpedanz
des LNAs wird durch den Widerstand RF (bei R2 ≈ RL) und durch die Verstär-











Die Verstärkung wird bei hohen Frequenzen durch den parasitären Tiefpassfilter
reduziert, der sich aus den Elementen Rout1 und Cout1 bildet. Den Hauptanteil an
Cout1 trägt Cjd1 bei. Damit bestimmt die Zeitkonstante die sich aus Rout1 · Cjd1
ergibt maßgeblich die Grenzfrequenz der gesamten Schaltung. In [2] wird zum
Widerstand R2 eine Kapazität CKomp parallel geschaltet (vgl. Abbildungen 4.12
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und 4.13). Diese bewirkt bei hohen Frequenzen eine Reduzierung der Gegen-
kopplung und damit eine Vergrößerung der Verstärkung der zweiten Stufe. Die
bei hohen Frequenzen auftretende Reduzierung der Verstärkung der ersten Stufe,
wird durch eine Anhebung der Verstärkung der zweiten Stufe kompensiert.
In der Abbildung 4.14 ist die Spannungsverstärkung des LNAs für unterschiedli-
che Werte der Kapazität CKomp gezeigt. Aus der Darstellung ist zu erkennen, dass
durch die Wahl von z.B. CKomp = 3 pF die Bandbreite der Schaltung verdreifacht
werden kann. Bei der Wahl einer größeren Kapazität kommt es zu einer stärkeren
Reduzierung der Gegenkopplung und damit zu einem Anstieg der Verstärkung
bei hohen Frequenzen. Durch die Vergrößerung der Bandbreite der Schaltung
wird allerdings auch die äquivalente Rauschbandbreite der Schaltung vergrößert
(vgl. Abschnitt 4.3.1).
Abbildung 4.14: Simulationsergebnis: Spannungsverstärkung GV des LNAs nach Tiebout mit
unterschiedlichen Kapazitätswerten für CKomp.
Durch die Kapazität CKomp wird die Gegenkopplung bei hohen Frequenzen ver-
ringert und bedingt dadurch wird auch die Linearität der Schaltung in diesem
Frequenzbereich reduziert. Um dies zu verdeutlichen wurde bei dem LNA eine
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Kapazität von CKomp = 10 pF gewählt und der IIP3 einmal für eine Frequenz von
10 MHz und einmal für 794 MHz bestimmt (wobei die verwendeten Testsignale
hierbei 1 MHz voneinander entfernt liegen). Der letztgenannte Frequenzwert ist
der Wert, bei dem die Verstärkung des LNAs ihren Maximalwert erreicht (vgl.
Abbildung 4.14). Das IIP3-Simulationsergebnis ist in Abbildung 4.15 dargestell-
te. Bei 10 MHz ergibt sich daraus ein deutlich höher IIP3 als bei 794 MHz.
Abbildung 4.15: Simulationsergebnis: IIP3 des LNAs nach Tiebout bei 10 MHz und 794 MHz.
Bei diesem LNA wird der Vorteil der gegengekoppelten Struktur (eine höhere
Linearität, vgl. Abschnitt 4.3.1) im oberen Frequenzbereich gegen eine höhere
Verstärkung eingetauscht. Da es sich bei den Eingangssignalen des ZigBee-LNAs
um schmalbandige Signale handelt, ist hier die Verstärkung und die Linearität
besonders im oberen Frequenzbereich von Bedeutung. Eine schlechtere Linearität
in diesem Bereich ist somit nachteilig. Ebenso ist die Stromaufnahme des LNAs
sehr hoch, so dass dieser für den Einsatz im ZigBee-Empfänger nicht geeignet ist.
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4.3.3 LNA nach Janssens
Eine LNA-Architektur ohne Spulen wird von Janssens in [3] vorgestellt. Diese
besteht aus drei kaskadierten Stufen, wobei die dritte Stufe als Ausgangstreiber
verwendet wird. Der Aufbau der Schaltung ist in Abbildung 4.16 gezeigt, dabei
ist aus Gründen der Übersichtlichkeit die Einstellung des Arbeitspunktes und die
Ausgangsstufe nicht dargestellt.
Abbildung 4.16: Prinzipschaltbild des LNAs nach Janssens [3].
Um den Stromverbrauch zu reduzieren wird die Current-Reuse-Technik verwen-
det [3]. Hierbei werden identische Verstärkungselemente übereinander angeord-
net5, welche vom gleichen Arbeitspunktstrom durchflossen werden. In der ersten
Stufe sind dies drei Elemente, die aus den MOSFETs M1a −M1c gemeinsam mit
den Lastwiderständen R1 aufgebaut sind. Die zweite Stufe bilden zwei Verstär-
kungselemente, bestehend aus den MOSFETs M2a und M2b und den Lastwider-
ständen R2, sowie den Gegenkopplungswiderständen RS2. Gemäß [3] sorgen die
Kapazitäten CGND dafür, dass die Source-Anschlüsse der MOSFETs M1a −M1c
5 Aufgrund der Anordnung wird dies in der Literatur als Stacked bezeichnet.
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und ein Anschluss der Widerstände RS2 im Kleinsignalersatzschaltbild auf Mas-
sepotential liegen. Die Kapazitäten CC1 und CC2 dienen als Koppelkapazitäten.
Um die Architektur nach Janssens zu beurteilen wird diese im folgenden mit einer
vereinfachten Variante verglichen. Die vereinfachte Variante soll nur aus einem
Verstärkungselement der ersten Stufe, kaskadiert zu einem Verstärkungselement
der zweiten Stufe bestehen und die Verstärkungselemente sollen aus den glei-
chen MOSFETs und Lastwiderständen aufgebaut sein. Die Vor- und Nachteile
der Architektur nach Janssens werden bei Betrachtung des Kleinsignalersatz-
schaltbildes deutlich. In diesem sind die drei Verstärkungselemente der ersten
Stufe zueinander parallel geschaltet, ebenso wie die in der zweiten Stufe. Das
vereinfachte resultierende Kleinsignalersatzschaltbild ist in der Abbildung 4.17
dargestellt. Die Verstärkung bei geringen Frequenzen ist damit proportional zu
3gm1 · R13 = gm1R1. Ein vergleichbares Resultat ergibt sich für die zweite Stufe.
Bei geringen Frequenzen zeigt die Variante, bei der mehrere Verstärkungselemen-
te übereinander angeordnet sind keinen Vorteil im Vergleich zu der Variante, bei
der nur ein einzelnes Verstärkungselement verwendet wird.
Abbildung 4.17: Vereinfachtes resultierendes Kleinsignalersatzschaltbild des LNAs nach Jans-
sens.
Anders verhält es sich jedoch bei höheren Frequenzen, wo die parasitären Kapa-
zitäten der MOSFETs berücksichtigt werden müssen. Hier zeigt sich anhand des
Kleinsignalersatzschaltbildes, dass die drei Verstärkungselemente der ersten Stufe
nur zwei Eingangskapazitäten (2 Cgs2) der Folgestufe treiben müssen. Die Schal-
tung erreicht daher eine größere Bandbreite als eine Schaltung in der nur einzel-
ne Verstärkungselemente kaskadiert werden. Aus dem Kleinsignalersatzschaltbild
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in Abbildung 4.17 wird auch der Nachteil der Schaltung deutlich. Am Eingang
des LNAs entsteht bei dieser Architektur eine dreifach höhere Eingangskapazität
(3 Cgs1) im Vergleich zu der Variante, bei der nur einzelne Verstärkungselemente
kaskadiert werden.
Aus dem Kleinsignalersatzschaltbild in Abbildung 4.17 wird deutlich, dass die
Eingangsimpedanz maßgeblich durch die Eingangskapazität bestimmt wird. In [3]
wird beschrieben, dass auf eine Impedanzanpassung am Eingang verzichtet wur-
de. Die Messwerte für die Eingangsimpedanz und den Eingangsreflexionsfaktor
des LNAs nach Janssens werden in [116] präsentiert. Diese weichen wie zu erwar-
ten, stark von dem geforderten Wert 50 Ω ab.
Nachteilig beim LNA nach Janssens ist auch der sehr große Flächenbedarf, wel-
cher ebenfalls in [116] kritisiert wird. Dieser wird nach der Begründung in [3] ver-
ursacht durch die Kapazitäten CGND. Die Kapazitäten müssen einen ausreichend
großen Wert (und damit Fläche) aufweisen damit diese dafür sorgen können, dass
die Schaltungsknoten an denen sie angeschlossen sind für die Signalfrequenzen auf
Massepotential liegen. Der LNA nach Janssens benötigt damit eine größere Flä-
che als z.B. die CS-LNAs in [191, 226] inklusive der auf dem Chip befindlichen
Spulen.
Abschließend seien hier die erreichten Kennzahlen des LNAs nach Janssens [3]
gegeben. Dieser ist in einer 0, 25 µm CMOS-Technologie realisiert und erreicht bei
einem Stromverbrauch von 3, 4 mA eine Spannungsverstärkung GV von 14, 8 dB
bei 700 MHz und 9 dB bei 900 MHz, sowie einen IIP3 von −4, 7 dBm.
4.3.4 Synthetische Spule
4.3.4.1 Aufbau und Wirkungsweise
Die in den vorausgehenden Abschnitten vorgestellten LNA-Architekturen CG-
LNA und CS-LNA besitzen am Drain-Anschluss eine Spule. Diese bildet mit
den parasitären Elementen an diesem Knoten einen auf die gewünschte Träger-
frequenz abgestimmten Schwingkreis. In diesem Abschnitt soll nun untersucht
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werden, ob diese Spule durch eine synthetische Spule ersetzt werden kann. Das
bedeutet, es wird eine aktive Schaltung betrachtet, welche sich an ihren Klemmen
in dem gewünschten Frequenzbereich wie eine reale Spule verhält.
Der schematische Aufbau der synthetischen Spule gemäß [43] ist gemeinsam mit
dem prinzipiellen Verlauf der Impedanz |Z| in Abbildung 4.18 gezeigt. Die Strom-
quelle steht dabei symbolisch für den LNA-MOSFET, wodurch der zur Verfügung
stehende Arbeitspunktstrom vorgegeben ist. Von der Stromquelle aus kann die
Impedanz Z in die Schaltung eingesehen werden, wobei der Verlauf der Impedanz
über den Widerstand R und die Kapazität C eingestellt wird.
Abbildung 4.18: Schaltbild der synthetischen Spule und prinzipieller Verlauf der Impedanz |Z|.
Als Alternative kann die in Abbildung 4.19 gezeigte Architektur mit einem
PMOS-Transistor verwendet werden. Im Gegensatz zur NMOS-Variante gelangt
hier das Eingangssignal an das Drain des MOSFETs. Der Vorteil dieser Architek-
tur ist, dass der Substratsteuereffekt keinen Einfluss auf den Verlauf der Impe-
danz hat. Bedingt durch die geringere Beweglichkeit der Ladungsträger besitzt der
PMOS-Transistor bei gleicher Geometrie und gleichem Drainstrom eine geringe-
re Transkonduktanz (gm) und daher einen größeren DC-Wert der Impedanz. Die
synthetische Spule mit dem PMOS-Transistor weist letztlich eine etwas schlech-
tere Performance auf, als die NMOS-Variante und wird daher im folgenden nicht
weiter betrachtet.
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Abbildung 4.19: Schaltbild der synthetischen Spule, bestehend aus einem PMOS-Transistor.
Die Impedanz der synthetischen Spule aus Abbildung 4.18 kann mit Hilfe des
in Abbildung 4.20 dargestellten Kleinsignalersatzschaltbildes bestimmt werden.
Dabei werden die in Abschnitt 3.2.3 beschriebenen internen und externen Kapazi-
täten sowie der Ausgangsleitwert gds des MOSFETs berücksichtigt. Es gilt für die
Kapazitäten C1 = C+Cgs+Cgs,ov, C2 = Cgb+Cgb,ov+Cgd,ov und C3 = Cbs+Cjs.
Abbildung 4.20: Kleinsignalersatzschaltbild der synthetischen Spule mit parasitären Elementen
(NMOS-Variante).
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Mit der ersten Näherung C1 = C, C3 = Cjs und gds = 0 ergibt sich der Ausdruck
Z ≈ 1
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. (4.37)
Werden alle Kapazitäten des MOSFETs vernachlässigt, d.h. C1 = C, C2 = C3 = 0
so ergibt sich als weitere Näherung
Z ≈ 1
gms
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. (4.39)
Aus der Näherung in Gleichung 4.39 ergibt sich der in Abbildung 4.18 dargestellte
prinzipiellen Verlauf der Impedanz.
Die Spule soll letztendlich eingesetzt werden, um die parasitären Kapazitäten am
Drain-Anschluss des LNA-MOSFETs zu kompensieren. Dies ist im allgemeinen
nur möglich, solange die Spule unterhalb ihrer Eigenresonanzfrequenz betrieben
wird und gilt damit selbstverständlich auch für die synthetische Spule. Es wird
daher die Fähigkeit betrachtet kapazitive Lasten treiben zu können. Dazu wird
die Lastkapazität bestimmt, die notwendig ist, um den Schwingkreis (bestehend
aus der synthetischen Spule und Lastkapazität CKomp) für die jeweilige Frequenz
abzustimmen. Für die Eigenresonanzfrequenz wird der Betrag der Impedanz ma-
ximal und es gilt CKomp = 0 F. Wie in Abschnitt 3.4.2.4 beschrieben, wird für
die minimale Lastkapazität der Grenzwert von 1 pF festgelegt. Basierend hierauf
kann die Grenzfrequenz ermittelt werden, bei der die Kompensationskapazität
CKomp = 1 pF beträgt. Dieser Wert liegt unterhalb der Eigenresonanzfrequenz
der Spule.
Wie im Abschnitt 4.1.4 beschrieben, hat der Rauschanteil der von der Lastim-
pedanz stammt, einen Einfluss auf das gesamte Noise Figure des LNAs. Es wird
daher untersucht, wie groß der Anteil des Rauschens, von der synthetischen Spule
im Vergleich zur realen Spule ist. Die reale Spule weist im Resonanzfall den Wi-





= 4kT · Rp,res. Wird die Rauschleistungsdichte der synthetischen Spule
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ins Verhältnis zu der Rauschleistungsdichte der realen Spule gesetzt, so kann der




4kT · (1/Re{Y }) . (4.40)
Er beschreibt damit, wievielmal stärker das Rauschen der synthetischen Spule als
das der realen Spule ist. Der Faktor Γsyn,Spule wird durch eine Schaltungssimula-
tion bestimmt. Er wird neben der erreichten Güte als ein Bewertungskriterium
der synthetischen Spule verwendet. Die Ergebnisse der Schaltungssimulationen
werden im nächsten Abschnitt präsentiert.
4.3.4.2 Simulationsergebnisse
Als Startwerte für das Design und als Basis für die hier präsentierten Simula-
tionsergebnisse werden die in Tabelle 4.1 aufgeführten Dimensionierungsgrößen
der synthetischen Spule verwendet.
Tabelle 4.1: Dimensionierungsdaten der synthetischen Spule.
Variable W L IAP R C
Wert 100 µm 0, 25 µm 1 mA 1 kΩ 10 pF
Als erstes erfolgt wie in Abbildung 4.21 dargestellt der Vergleich der berechneten
Werte, mit dem Verlauf der Impedanz der durch die Schaltungssimulation in Ca-
dence ermittelt wurde. Die für die Berechnung notwendigen Kleinsignalparame-
ter wurden ebenfalls durch die Schaltungssimulation bestimmt. Aus der Darstel-
lung ist die sehr gute Übereinstimmung zwischen der Schaltungssimulation und
dem nach Gleichung 4.36 berechneten Verlauf (Exakte Rechnung) zu erkennen.
Weiterhin ist dort der Vergleich mit der ersten Näherung (Gleichung 4.37), der
zweiten Näherung (Gleichung 4.38) und der dritten Näherung (Gleichung 4.39)
gezeigt. Aus der Darstellung bekommt der Designer ein erstes Gefühl dafür, wel-
che parasitären Effekte des MOSFETs sich auf die Performance der synthetischen
Spule auswirken.
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Abbildung 4.21: Vergleich Simulation und Berechnung der synthetischen Spule.
Als zweites werden die in Tabelle 4.1 angegebenen Dimensionierungsgrößen der
synthetischen Spule einzeln variiert. Das Ergebnis der Schaltungssimulation für
den Betrag der Impedanz ist in Abbildung 4.22 gezeigt. Für den Ausgangswert
beträgt der DC-Wert der Impedanz |Z|ω=0 = 72, 43 Ω. Damit kann gemäß der
Definition in Gleichung 3.43 ein maximales QRp,res,RDC ,max = 2, 71 erreicht wer-
den. Durch die Vergrößerung des Widerstandes wird ein höherer Maximalwert
erreicht und durch die Vergrößerung der Kapazität wird die Polstelle zu nied-
rigeren Frequenzen verschoben und damit das System breitbandiger. Über den
Arbeitspunktstrom wird der Wert der Impedanz skaliert. Durch eine Verringerung
der Weite (Multiplier M reduziert von 10 auf 1) wird das System breitbandiger
und das Maxima ganz leicht zu höheren Frequenzen verschoben. Als Nachteil
ergibt sich jedoch ein höherer DC-Wert der Impedanz.
Als drittes wird die Fähigkeit betrachtet kapazitive Lasten treiben zu können.
Dazu wird, wie im vorherigen Abschnitt beschrieben, aus der Schaltungssimula-
tion die Kompensationskapazität CKomp bestimmt. Diese ist in Abbildung 4.23
dargestellt. Weiterhin wird die Grenzfrequenz ermittelt bei der die Kompensati-
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Abbildung 4.22: Simulation der synthetischen Spule mit variierten Dimensionierungsgrößen.
onskapazität CKomp = 1 pF beträgt. Dieser Wert ist auch in der Darstellung in
Abbildung 4.23 eingetragen. Aus dem Simulationsergebnis ist zu erkennen, dass
durch eine Vergrößerung des Widerstandes oder der Kapazität die Grenzfrequenz
sinkt. Durch eine Verringerung der Weite wird ebenfalls die Grenzfrequenz re-
duziert, dagegen sorgt eine Vergrößerung der Stromaufnahme für eine Erhöhung
der Grenzfrequenz.
Als letztes wird das Rauschen der synthetischen Spule untersucht. Dafür wird
gemäß der Definition im vorherigen Abschnitt in Gleichung 4.40 der Noise-Excess-
Faktor Γsyn,Spule bestimmt. Dargestellt ist in Abbildung 4.24 das Ergebnis der
Schaltungssimulation. Aus der Darstellung ist zu erkennen, dass Γsyn,Spule mit
zunehmender Frequenz fällt. Im Frequenzbereich in dem der Betrag der Impedanz
ansteigt, ist auch ein Anstieg von Γsyn,Spule zu erkennen. In dem Frequenzbereich
in dem die synthetische Spule sinnvoll eingesetzt werden kann, ist Γsyn,Spule =
4 . . . 6. Die synthetische Spule produziert damit im Vergleich zur realen Spule
einen um den Faktor vier bis sechs höheren Rauschanteil.
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Abbildung 4.23: Lastkapazität (CKomp) zur Kompensation der synthetischen Spule für unter-
schiedliche Dimensionierungsgrößen.
Abschließend sei noch darauf hingewiesen, das bei den Schaltungssimulationen
das BSIM3V3 Modell verwendet wurde. Wie im Abschnitt 3.2.5 beschriebenen,
wird bei diesem Modell das Rauschen nicht korrekt modelliert. Bei der realen
Schaltung ist daher ein größerer Faktor Γsyn,Spule zu erwarten.
4.3.4.3 Bewertung und Zusammenfassung
In den beiden vorherigen Abschnitten wurde die Architektur der synthetischen
Spule analytisch und numerisch durch Schaltungssimulationen analysiert. Die
mit den Startwerten für das Design (siehe Tabelle 4.1) erreichte Performance der
synthetischen Spule ist nicht ausreichend für den Einsatz im LNA.
Das Maxima der Impedanz (Eigenresonanz) tritt bei einer viel zu geringen Fre-
quenz auf. Dieses Problem kann behoben werden, indem C = 0 F gesetzt wird
und der Widerstand R, sowie die Weite W des MOSFETs entsprechend gewählt
werden. Die maximal erreichte Güte QRp,res,RDC ,max der synthetischen Spule ist
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Abbildung 4.24: Noise-Excess-Faktor der synthetischen Spule Γsyn,Spule.
im Vergleich zur realen Spule viel geringer. Die geringe Güte wird noch weiter
reduziert wenn versucht wird die synthetische Spule für den Einsatz bei höheren
Frequenzen (hier z.B. 868 MHz) zu dimensionieren.
In der Literatur wird in [227] eine Kaskodenarchitektur für die synthetische Spule
vorgestellt und in einer GaAs-Technologie realisiert. Diese kann im Vergleich zur
realen Spule in einem größerem Frequenzbereich eingesetzt werden und wird z.B.
in einem Breitbandverstärker verwendet. In [228] wird eine erweiterte Kaskoden-
architektur vorgestellt die bei der richtigen Dimensionierung theoretisch verlust-
frei ist. In der Praxis wird dies durch die parasitären Einflüsse nicht erreicht. Die
in [227, 228] vorgestellten Kaskodenarchitekturen werden in [229] in einer SOI-
Technologie untersucht. Dabei erreicht die erweiterte Kaskodenarchitektur eine
maximale Güte von 150, allerdings bei einem sehr hohen Stromverbrauch. Eine
synthetische Spule wird in einem differentiellem CG-LNA in [230] eingesetzt und
in [231] in einem CS-LNA. Dort wird ebenfalls auf das Problem hingewiesen, dass
die synthetische Spule einen großen Anteil zum Rauschen der Schaltung beiträgt.
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Die synthetische Spule verursacht außerdem nach den dortigen Aussagen eine
größere Nichtlinearität der Schaltung.
Damit die Spule eine Lastkapazität kompensieren kann muss sie unterhalb ihrer
Eigenresonanzfrequenz betrieben werden. Als weitere Kennzahl kann die Grenz-
frequenz ermittelt werden, bei der die Spule noch eine bestimmte Lastkapazität
kompensieren kann. Wird versucht die hier betrachtete einfache synthetische Spu-
le für höhere Frequenzen zu dimensionieren, so liegt die Grenzfrequenz weit un-
terhalb ihrer Eigenresonanzfrequenz. Das bedeutet, dass wenn die synthetische
Spule für höhere Frequenzen dimensioniert werden soll, diese nicht gleichzeitig
eine hohe effektive Induktivität besitzen kann. Dies ist auch bei der realen Spule
zu beobachten. Bei dem hier betrachteten Frequenzbereich können die Anforde-
rungen einfacher mit einer realen Spule erfüllt werden.
Bei der Betrachtung des Rauschen wurde festgestellt, dass der Rauschanteil der
synthetischen Spule im Vergleich zur realen Spule um einen Faktor größer ist. Die
reale Spule ist daher der synthetischen Variante vorzuziehen.
Der große Vorteil der synthetischen Spule ist, dass nur eine sehr kleine Chipfläche
benötigt wird. Für den Einsatz in einem LNA überwiegen aber die oben geschil-
derten Nachteile, so dass die reale Spule der synthetischen Spule klar vorzuziehen
ist.
4.3.5 Symmetrische LNA-Schaltungen
Die bisher betrachteten LNA-Architekturen arbeiten mit unsymmetrischen Si-
gnalen, d.h. die Schaltung arbeitet mit Massebezogenen Signalen.6 Weiterhin be-
sitzen diese LNAs einen einzelnen, jeweils Massebezogenen Ein- und Ausgang.
Im Gegensatz dazu gibt es LNAs, die mit symmetrischen Signalen arbeiten.7 Die
Ein- und Ausgänge dieser LNAs besitzen typischerweise zwei Anschlüsse, welche
jeweils mit Differenzsignalen arbeiten. Im allgemeinen sind auch Kombinationen
6 In der Literatur werden diese Schaltungen auch als „Single Ended Circuits“ bezeichnet.
7 Diese Schaltungen werden in der Literatur auch als „Differential Circuits“ bezeichnet.
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von symmetrischen und unsymmetrischen Ein- und Ausgängen denkbar, jedoch
sind diese typischerweise beim Mischer zu finden.8
Ein Problem stellen die Bonddrähte und die damit einhergehenden Induktivitäten
für die unsymmetrischen LNAs dar. Die parasitäre Induktivität nach Masse hat
besonders beim CS-LNA einen großen Einfluss, da die notwendige Induktivität
Ls (siehe Abschnitt 4.2) in der gleichen Größenordnung wie die Induktivität des
Bondrahtes liegt. Die auf dem Chip befindlich Bezugsmasse kann durch andere
Schaltungen moduliert werden, was schließlich wie in [186] gezeigt wird zur In-
stabilität des LNAs führen kann. Ein möglicher Ansatz diese Probleme zu lösen
besteht darin, mehrere Bonddrähte für die Zuführung der Masse zu verwenden
und die kritischen Schaltungsblöcke getrennt zu versorgen. Ein anderer Lösungs-
ansatz ist der Einsatz eines symmetrischen LNAs [13,44,186].
Ein LNA der mit symmetrischen Signalen arbeitet weist eine verbesserte Stabili-
tät auf und sorgt für eine bessere Unterdrückung von Gleichtaktstörungen. Das
Rauschen das über die Arbeitspunktquellen in die Schaltung eingekoppelt wird,
teilt sich exakt zur Hälfte auf die beiden Schaltungszweige auf und wird damit
ebenfalls unterdrückt. Da beim symmetrischen LNA das Signal auf die beiden
Schaltungszweige aufteilt wird, erreicht dieser LNA einen um 3 dB höheren IIP3
als die unsymmetrische Variante [13,44].
Die Vorteile eines symmetrischen LNAs werden aber durch eine Reihe von Nach-
teilen erkauft, diese sind: Die an den Eingang des LNAs angeschlossene Antenne
oder das gegebenenfalls eingesetzte Filter arbeiten typischerweise mit Massebe-
zogenen Signalen, wodurch eine Umsetzung von unsymmetrischen nach symme-
trischen Signalen am Eingang notwendig wird. Die Umsetzung kann z.B. durch
einen Übertrager (Balun) erfolgen, der in der Praxis verlustbehaftet ist. Durch
diese Verluste am Eingang des LNAs erhöht sich das Noise Figure der Schal-
tung, wie in [232] gezeigt wird. Bei gleicher Leistungsaufnahme besitzt somit die
symmetrische Schaltung ein höheres Noise Figure, oder anders ausgedrückt die
8 In Abhängigkeit davon, ob nur der Ausgang mit symmetrischen Signalen arbeitet oder ob der
Eingang ebenfalls mit symmetrischen Signalen arbeitet, werden die Bezeichnungen „Single
Balanced“ und „Double Balanced“ in der Literatur verwendet.
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Leistungsaufnahme ist doppelt so hoch um das gleiche Noise Figure wie bei der
unsymmetrischen Schaltung zu erreichen [34,44,184]. Die symmetrische LNA-Ar-
chitektur ist damit ungünstig für einen stromsparsamen ZigBee-Empfänger und
wird daher nicht weiter betrachtet.
4.3.6 LNA-Mischer-Kombination
Neben den bisher betrachteten eigenständigen LNA-Architekturen existieren
auch Kombinationen aus LNA und Mischer. Hierbei wird der Mischer schaltungs-
technisch über dem LNA angeordnet, so dass beide Schaltungen vom gleichen
DC-Arbeitspunkstrom versorgt werden (Current-Reuse-Technik). Der prinzipi-
elle Aufbau nach [39] ist in der Abbildung 4.25 dargestellt und zusätzlich der
Signalweg, sowie der Pfad für den Arbeitspunktstrom eingetragen. Wie aus der
Darstellung zu erkennen ist, gelangt das Ausgangssignal des LNAs über einen
Koppelkondensator an den Eingang des Mischers und wird von diesem ins Basis-
band heruntergemischt.
Abbildung 4.25: Prinzipschaltbild LNA-Mischer Kombination mit Current-Reuse-Technik.
Diese Variante bzw. eine Abwandlung davon wird z.B. in den Empfängern in
[13,14,21,39,233] eingesetzt und bietet im Vergleich zu der kaskadierten Variante
von LNA und Mischer den Vorteil eines geringeren Stromverbrauchs. Als Nachteil
ergibt sich gemäß [13,21] ein größeres Noise Figure und eine geringere Linearität
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(IIP3), was sich folgendermaßen erklären lässt: Bei der LNA-Mischer-Kombina-
tion werden mehrere Transistoren übereinander angeordnet und über jeden dieser
Transistoren ist ein gewisser Spannungsabfall notwendig, damit diese im Sätti-
gungsbereich arbeiten. Je nachdem wie der Mischer aufgebaut wird (aktiv oder
passiv) und wie die Last des Mischers realisiert wird, sind im Mischer mehrere
Transistoren notwendig (eine detaillierte Beschreibung der Mischer-Architekturen
ist z.B. in [44] zu finden). Es muss daher die Versorgungsspannung entsprechend
erhöht werden oder die Anzahl der Transistoren gesenkt werden. Die Folge da-
von ist eine geringere Linearität, sowie eine geringere Verstärkung zwischen dem
Eingang des LNAs und den Schalttransistoren des Mischers wodurch (bedingt
durch die hohe Rauschzahl des Mischers) sich ein höheres Noise Figure ergibt.
Die LNA-Mischer-Kombination wird daher im folgenden nicht weiter betrachtet.
4.4 Zusammenfassende Bewertung der
LNA-Architekturen
Die in den vorausgehenden Abschnitten beschriebenen LNA-Architekturen sol-
len in diesem Abschnitt miteinander verglichen werden und die beste Architektur
für den ZigBee-Empfänger ausgewählt werden. Die Entscheidung wird durch die
in der Tabelle 4.2 zusammengefassten Vor- und Nachteile der einzelnen LNA-
Architekturen unterstützt. Durch das Symbol „+“ wird angedeutet, dass das auf-
geführte Problem für diese LNA-Architektur leicht zu lösen ist, bzw. kein Problem
darstellt. Entsprechend hat das Symbol „-“ die genau entgegengesetzte Bedeutung
und „o“ gilt als neutrale Einstufung.
Zunächst erfolgt der Vergleich zwischen den in Abschnitt 4.1 und 4.2 vorge-
stelltem CG-LNA und CS-LNA. Der letztere erreicht bei gleichem Rs und Rp
eine um den Faktor ωt
ωc
höhere Verstärkung (siehe Gleichung 4.23) und der
Rauschanteil der durch die Last verursacht wird ist ebenfalls um diesen Fak-
tor geringer (siehe Gleichung 4.28). Auch der Rauschbeitrag vom LNA-MOS-
FET selbst kann durch ein großes Verhältnis von ωt
ωc
bzw. durch einen großen
Wert von Qin stark reduziert werden. In der Praxis wird gemäß [44] meist
164 4. LNA-Architekturen
Tabelle 4.2: Vergleich und Bewertung der LNA-Architekturen.
Architektur bedingte CG-LNA CS-LNA Shunt-Series- LNA nach LNA nach LNA mit
Probleme Amplifier Tiebout Janssens synth. Spule
Eingangsimpedanz + + o + o -
Verstärkung o + - - - o
Rauschen o + o + o -
Linearität o o + + + o
Stromverbrauch + o - - - o
Chipfläche o - + + - +
Diskrete Komponenten + - + + - +
ωt
ωc
≈ 5 . . . 10 und Qin ≈ 2 . . . 5 gewählt. Bei einem zu großen Wert der Tran-
sitfrequenz ft nimmt die notwendige Induktivität Ls am Source-Anschluss zu
geringe Werte an, wie an einem Zahlenbeispiel deutlich wird. Ausgehend von
einem minimal erlaubten Wert von z.B. Ls,min = 0, 8 nH ergibt sich aus der
Gleichung 4.20 für ft,max ≈ Rs2pi·Ls,min = 9, 94 GHz, woraus für das Verhältnis
ωt
ωc
= 11, 46 resultiert. Die Induktivität Ls liegt damit in der Größenordnung der
Bonddrahtverbindung, wodurch der CS-LNA sehr empfindlich auf den Einfluss
durch parasitäre Induktivitäten reagiert. Weiterhin kann aus der Gleichung 4.22




− Ls ≈ 17, 5 . . . 45, 8 nH. Aufgrund des Zahlenwerts wird deutlich,
dass die Induktivität Lg durch eine diskrete Spule realisiert werden muss. Das NF
und S11 zeigt gemäß den Analysen in [10] bei großen Werten von Qin eine hohe
Empfindlichkeit auf parasitäre Einflüsse wie z.B. durch Kapazität des Bondpads
und ohmsche Verluste in der Gate- und Source-Spule. Um ein geringes NF zu
erreichen muss ein großer Wert für ft erzielt werden und damit der Arbeitspunkt
im Bereich der starken Inversion bzw. im Übergangsbereich von der moderaten
zur starken Inversion liegen. Da Qin ∝ 1Cgs und Cgs ∝ W ist, muss eine große
Weite W gewählt werden um einen nicht zu großen Wert für Qin zu erzielen. Die
Folge von einem großen Wert von W und if ist eine hohe Stromaufnahme des
LNAs. Weiterhin benötigt der CS-LNA drei Induktivitäten im Vergleich zu einer
beim CS-LNA. Die Induktivitäten werden teilweise auf dem Chip (mit der Folge
einer größeren Chipfläche) und teils als diskrete Bauelemente realisiert. Außerdem
weist der CG-LNA bedingt durch die nicht vorhandene Rückkopplung eine hö-
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here Stabilität auf. Der CS-LNA ist daher im Vergleich zum CG-LNA schlechter
für einen preisgünstigen, monolithisch integrierten, energieeffizienten Empfänger
wie z.B. ZigBee geeignet.
Nachteilig bei den Architekturen CG-LNA und CS-LNA ist, dass diese Spulen
benötigen. Werden die Spulen auf dem Chip realisiert, so belegen diese eine große
Fläche und erreichen durch die aufbaubedingten Verluste nur eine geringe Güte.
Eine Lösung mit einer diskreten Spule ist wie in Abschnitt 3.4.3 dargelegt wurde,
sowohl aus Kostengründen als auch durch Probleme der parasitären Kapazitäten,
eher ungünstig. Als Alternative wurde in Abschnitt 4.3.4 die synthetische Spule
untersucht. Wie vorher gezeigt, weist diese aber im Vergleich zur passiven Spule
einen deutlich höheren Rauschanteil auf und verursacht außerdem eine größere
Nichtlinearität des LNAs. Die LNAs ohne Spule unterliegen diesen Problemen
nicht. Eine Ausnahme ist der LNA nach Janssens, welcher aber aufgrund der
notwendigen großen Kapazitäten eine größere Fläche benötigt als die LNAs mit
integrierten Spulen.
Bei dem einfachen rückgekoppelten Verstärker, dem LNA nach Tiebout und dem
nach Janssens (Abschnitte 4.3.1 - 4.3.3) handelt es sich um breitbandige Verstär-
ker. Damit diese eine ausreichende Verstärkung bei der gewünschten Trägerfre-
quenz erreichen, müssen diese ein entsprechend hohes Verstärkungs-Bandbreite-
Produkt GBW besitzen. Im Gegensatz dazu kommt der CG-LNA und der CS-
LNA (Abschnitte 4.1 und 4.2) mit einem geringeren GBW und damit mit einer
geringeren Stromaufnahme aus. Der Grund dafür liegt in dem abgestimmten Last-
schwingkreis der dafür sorgt, dass das GBW zu höheren Frequenzen verschoben
wird.
Die symmetrische LNA-Architektur wurde in Abschnitt 4.3.5 betrachtet mit dem
Ergebnis, dass diese einen doppelt so hohen Stromverbrauch aufweist um das
gleiche Noise Figure zu erreichen. Da zusätzliche noch ein Übertrager am Eingang
notwendig wird, ist diese Variante für einen ZigBee-Empfänger ungünstig und
wird daher verworfen.
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Die in Abschnitt 4.3.6 betrachtete LNA-Mischer-Kombination weist im Vergleich
zur kaskadierten Variante ein höheres Noise Figure und eine geringere Linearität
auf und wird daher in der vorliegenden Arbeit nicht weiter untersucht.
Wie oben geschildert und auch aus der Tabelle 4.2 ersichtlich, erweist sich un-
ter den gegebenen Randbedingungen der CG-LNA als die am besten für den
ZigBee-Empfänger geeignete LNA-Architektur. Der CG-LNA wird daher in dem
folgenden Kapitel näher untersucht und optimiert.
Kapitel 5
Design und Optimierung des
CG-LNAs
Im Kapitel 4 wurden die unterschiedlichen LNA-Architekturen miteinander ver-
glichen und der CG-LNA als der, unter den gegebenen Randbedingungen am
besten geeignete ausgewählt. Da die Performance des CG-LNAs vom gewählten
Arbeitspunkt (Inversionskoeffizienten if ) und von der Weite W des MOSFETs
abhängt, sollen hier die optimalen Werte gewählt werden damit der LNA die
in Abschnitt 2.4.4 vorgegebenen Kennzahlen bei minimalem Arbeitspunktsstrom
erreicht.
Im folgenden werden zunächst die erreichbaren Kennzahlen des CG-LNAs nu-
merisch ermittelt und visualisiert. Im Anschluss daran werden die Technologie
bedingten Grenzen für den Eingangsreflexionsfaktor und für das Noise Figure
berechnet. Weiterhin wird die entwickelte Optimierungsstrategie vorgestellt und
auf den CG-LNA angewendet. Anschließend wird auf die schaltungstechnische
Realisierung eingegangen. Der entwickelte CG-LNA wird abschließend durch eine
variable Verstärkungseinstellung erweitert, welche zugleich die Möglichkeit bietet
den Arbeitspunktstrom um fast eine Größenordnung zu reduzieren.
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5.1 Numerische Evaluierung des CG-LNAs
Die Eingangsimpedanz des CG-LNAs ist wie in Abschnitt 4.1.2 gezeigt wurde
umgekehrt proportional zur Source-Transkonduktanz gms und zur totalen Ein-
gangskapazität Cin. Als zweite Kennzahl des LNAs ist die Rauschzahl F wie
in Abschnitt 4.1.4 gezeigt wurde proportional zum Drain-Noise-Faktor γ und
umgekehrt proportional zur Source-Transkonduktanz gms. Damit ist die Rausch-
zahl und der Eingangsreflexionsfaktor wiederum von Parametern abhängig, die
entweder nur vom Inversionskoeffizienten if oder von if und von der WeiteW ab-
hängen. Es stellt sich daher die Frage nach dem günstigsten Arbeitspunkt für den
CG-LNA. Die Kennzahlen der Schaltung werden daher mittels einer numerischen
Simulation ermittelt.
Die Simulation erfolgt unter MATLAB und basiert auf dem in Abschnitt 3.2
vorgestellten EKV-Modell, wobei die notwendigen Technologiedaten aus dem
BSIM3V3-Modell der verwendeten 0, 25 µm Standard-CMOS-Technologie ent-
nommen sind. In der numerischen Simulation wird W im Bereich zwischen
10 . . . 10000 µm und if im Bereich zwischen 10−3 . . . 10+3 gewählt. Der Einfluss
durch die Verbindung zwischen PCB und Chip (siehe Abschnitt 3.5) wird in der
Simulation unter MATLAB ebenso, wie der Rauschanteil von der Lastimpedanz
vernachlässigt.
Als erstes wird angenommen, dass sich der MOSFET wie ein idealer Langkanal-
transistor verhält und damit keine Mobilitätsreduzierung und kein Anstieg des
Rauschens bedingt durch Kurzkanaleffekte auftritt. Das Simulationsergebnis ist
als Konturdiagramm in der Abbildung 5.1 a) dargestellt. Die Farbstufen zeigen
dabei den Eingangsreflexionsfaktor S11,dB in dB und die durchgezogenen Linien
das Noise Figure NF in dB an. Wie aus der Darstellung zu erkennen ist, er-
gibt nur eine bestimmte Kombination aus W und if einen minimalen Wert für
S11,dB. Der minimale Wert von S11,dB wird geringer bei kleinerem W und grö-
ßerem if . Im Bereich der starken Inversion liegt der aus der Literatur bekannte
Wert von NF = 2, 2 dB exakt in der Mitte des Bereichs, in dem der Eingangsre-
flexionsfaktor minimal wird. Beim angenommenen Langkanalverhalten liegt wie
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das Simulationsergebnis zeigt der günstigste Arbeitspunkt im Bereich der starken
Inversion [204].
Als zweites werden die Kurzkanaleffekte berücksichtigt und das dazugehörige Si-
mulationsergebnis wird in Abbildung 5.1 b) gezeigt. Sowohl beim NF als auch
beim S11,dB sind Veränderungen besonders im Bereich der starken Inversion zu
beobachten. So ist der minimale Wert für S11,dB im Bereich der starken Inversion
zu größeren Werten von W verschoben. Die Konturline für NF = 2, 2 dB liegt
nun außerhalb des Bereichs, in dem der minimale Reflexionsfaktor erreicht wird.
Im Gegensatz zum Langkanalverhalten ist durch den Einfluss der Kurzkanaleffek-
te ein größerer Wert von if und eine kleinere Weite W ungünstig. Das bedeutet,
der günstigste Arbeitspunkt liegt nicht mehr im Bereich der starken Inversion,
sondern ist verschoben zum Bereich der moderaten Inversion. Weiterhin zeigen
die Abbildungen 5.1 a) und b), dass ein geringeres NF erreicht werden kann,
wenn eine Fehlanpassung am Eingang akzeptiert wird. Als Nachteil ergibt sich
dann eine höhere Stromaufnahme des LNAs [204].
5.2 Technologiebedingte Grenzen des CG-LNAs
5.2.1 Definition charakteristischer Kennzahlen
Im folgenden werden charakteristische Kennzahlen der Technologie definiert die
im Anschluss genutzt werden, um direkt die technologiebedingten Grenzen des
CG-LNAs zu bestimmen. Ausgangspunkt ist die Eingangsimpedanz Zin, die wie
in Abschnitt 2.4.3 beschrieben an die Impedanz der Eingangsquelle (Rs = 50 Ω)
angepasst sein muss. Die Eingangsimpedanz des CG-LNAs ist durch die Glei-
chung 4.3 gegeben und abhängig von der Source-Transkonduktanz gms, sowie von
der totalen Eingangskapazität Cin.
Da gms gemäß Gleichung 3.7 vom spezifischen Strom ISpec abhängig und die-
ser nach Gleichung 3.3 proportional zu W ist, kann die weitenbezogene Source-
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a)
b)
Abbildung 5.1: Eingangsreflexionsfaktor S11,dB (Farbkontur) und Noise Figure NF (Konturli-
nien) in Abhängigkeit vom Inversionskoeffizienten if und Weite W für a) Lang-
kanalverhalten und b) Kurzkanalverhalten.
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Die totale Eingangskapazität Cin setzt sich nach Gleichung 4.4 aus den Teilkapa-
zitäten Cgs, Cbs, Cgs,ov und Cjs zusammen. Diese sind gemäß der Gleichungen 4.1,
3.24 und 4.2 alle proportional zur Weite des MOSFETs. Damit kann nach [205]





Die weitenbezogene Source-Transkonduktanz g′ms und die weitenbezogene tota-
le Eingangskapazität C ′in stellen beide arbeitspunktanhängige charakteristische
Performancekennzahlen der verwendeten Standard-CMOS-Technologie dar [205].
Die Abhängigkeit vom Inversionskoeffizienten ist in der Abbildung 5.2 darge-
stellt. Im Bereich der schwachen Inversion konvergiert g′ms gegen Null und im
Bereich der starken Inversion ist ein Anstieg proportional zu
√
if zu erkennen
bzw. ergibt sich dies aus Gleichung 3.7. Unter Berücksichtigung der Geschwin-
digkeitssättigung, zeigt sich im Bereich der starken Inversion eine Reduzierung
von g′ms, während C ′in unbeeinflusst bleibt. Die weitenbezogene Kapazität C ′in
konvergiert im Bereich der schwachen Inversion gegen einen Wert, der sich durch
die externen Kapazitäten ergibt und gegen einen anderen Wert im Bereich der
starken Inversion der durch die internen und externen Kapazitäten gemeinsam
bestimmt wird. Das Verhältnis von Minimal- zu Maximalwert von C ′in beträgt
bei der hier verwendeten Standard-CMOS-Technologie ca. drei [205].
Aus den weitenbezogenen Größen g′ms und C ′in kann zusätzlich die Eingangszeit-
konstante ermittelt werden. Diese ist abhängig vom Inversionskoeffizienten, aber





In oberen Teil der Abbildung 5.3 ist die Eingangszeitkonstante τin über if auf-
getragen. Da g′ms im Bereich der schwachen Inversion gegen Null konvergiert, ist
bei τin in diesem Bereich ein starker Anstieg zu erkennen. Etwas anschaulicher
ist die Eingangsgrenzfrequenz die aus dem Kehrwert von τin bestimmt wird als
fin =
1
2·pi·τin . Diese ist im unteren Teil der Abbildung 5.3 dargestellt.
1
1 Aufgrund der Definition von fin ergibt sich ein ähnlicher Kurvenverlauf wie bei der Transit-
frequenz ft (siehe im Anhang Abschnitt A.4). Es sei aber ausdrücklich darauf hingewiesen,
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Abbildung 5.2: Arbeitspunktabhängige charakteristische Performancekennzahlen der verwen-
deten CMOS-Technologie: Weitenbezogene Source-Transkonduktanz g′ms und
weitenbezogene totale Eingangskapazität C ′in.
Unter Vernachlässigung des Einflusses der Verbindung zwischen PCB und Chip
(siehe Abschnitt 3.5), kann die Eingangsimpedanz in Abhängigkeit von den wei-




W · (g′ms + s · C ′in)
=
1
W · g′ms · (1 + s · τin)
. (5.4)
Daraus lässt sich mittels der Gleichung 2.36 der Eingangsreflexionsfaktor S11,dB
bestimmen.
5.2.2 Grenzen des Eingangsreflexionsfaktors
Wie aus der Darstellung in Abbildung 5.1 b) zu erkennen ist, wird im Be-
reich der schwachen Inversion ein geringerer minimaler Eingangsreflexionsfak-
dass fin weder direkt mit ft verknüpft ist, noch dass fin die Transitfrequenz der CG-Schal-
tung angibt.
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Abbildung 5.3: Arbeitspunktabhängige charakteristische Performancekennzahlen der verwen-
deten CMOS-Technologie: Eingangszeitkonstante τin und Eingangsgrenzfre-
quenz fin.
tor min (S11,dB) erreicht als im Bereich der starken Inversion. Dies kann wie aus
Gleichung 5.4 ersichtlich ist, durch die Zunahme Eingangszeitkonstante τin er-
klärt werden. Es wird daher der arbeitspunktabhängige Wert von min (S11,dB)
bestimmt.
Ausgangspunkt für die analytische Berechnung von min (S11,dB) ist die Definiti-
onsgleichung 2.36 des Eingangsreflexionsfaktors, welcher somit angegeben werden
kann als
|S11| =








































= Rs ·W · ω · C ′in (5.7)
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Da |S11| sowohl von der Weite W als auch vom Inversionskoeffizienten if ab-
hängig ist, soll der Wert für W bestimmt werden, der bei dem jeweiligen if den
minimalen Wert für |S11| ergibt. Dazu wird die Ableitung der Gleichung 5.5 nach
W bestimmt und Null gesetzt, d.h. d |S11|
d W
!
= 0. Durch das auflösen nach WS11,min










Rs · g′ms ·
√
1 + (ω · τin)2
. (5.8)
Nach dem Einsetzen der Gleichung 5.8 in die Gleichung 5.5 ergibt sich nach ein
paar Umformungen schließlich










Der Wert von min (S11,dB) ist in Abhängigkeit von if unter Berücksichtigung
der Geschwindigkeitssättigung in der Abbildung 5.4 aufgetragen. Es zeigt sich
eine sehr gute Übereinstimmung zwischen dem aus der numerischen Simulati-
on bestimmten Wert zu dem berechneten Wert. Die Begrenzung im Bereich der
schwachen Inversion wird wie oben beschrieben durch die externen Kapazitäten
des MOSFETs verursacht, welche in diesem Bereich dominant sind. Aus der Dar-
stellung lässt sich der minimal erlaubte Inversionskoeffizient direkt ablesen. Bei
einem maximal zugelassenen Eingangsreflexionsfaktor von z.B. S11,dB = −15 dB
(wobei 3 dB als Reserve eingeplant werden aufgrund des vernachlässigten Ein-
flusses der Verbindung zwischen PCB und Chip) ergibt sich als untere Grenze für
if ein Wert von 0, 38 der nicht unterschritten werden darf [205].
Wird dagegen versucht den spezifizierten Eingangsreflexionsfaktor von z.B.
S11,dB = −15 dB (inklusive 3 dB Reserve) exakt zu erreichen, so kann aus der
Gleichung 5.5 die hierfür notwendige Weite WS11,const bestimmt werden. Nach ein













Rs · g′ms ·
(
1− |S11,const|2
) · [1 + (ω · τin)2] .
(5.10)
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Abbildung 5.4: Arbeitspunkt- und weitenabhängiger minimaler Eingangsreflexionsfaktor
min (S11,dB) in dB bei fc = 868, 3 MHz.
Dabei ist |S11,const| der spezifizierte Wert für den Eingangsreflexionsfaktor. Bei
Betrachtung der Abbildung 5.1 b) wird deutlich, dass eigentlich zwei Lösungen
für WS11,const existieren. Die negative Lösung der Gleichung für WS11,const ergibt
die kleinere Weite, welche wie auch aus Abbildung 5.1 b) ersichtlich ein höheres
Noise Figure zur Folge hat. Die negative Lösung wird daher nicht weiter beachtet.
Das bedeutet, es wird der Teil der Konturlinie ausgewählt der sich näher an der
rechten oberen Ecke befindet.
Der spezifizierte Wert für |S11,const| kann, wie aus Abbildung 5.1 b) zu erken-
nen ist, nur innerhalb eines bestimmten Bereichs von W und if erreicht werden.
Die Grenze bei der, der spezifizerte Wert für |S11,const| überschritten wird kann
entweder aus der Gleichung 5.10 oder aus der Gleichung 5.9 bestimmt werden.
Das Ergebnis der Gleichung 5.10 wird komplex, sobald der Ausdruck unter der
Wurzel negativ wird. Als Grenze kann das Produkt aus Trägerkreisfrequenz und
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maximal erlaubter Eingangszeitkonstante angegeben werden
ωc · τin,max = 2 · |S11,const|
1− |S11,const|2
. (5.11)
Daraus ergibt sich die Anforderung an die Technologieparameter bzw. die untere
Grenze für den Inversionskoeffizienten kann mit Hilfe der Gleichung 5.3 berech-
net werden. Bei einem maximal zugelassenen Eingangsreflexionsfaktor von z.B.
S11,dB = −15 dB (inklusive 3 dB Reserve) ergibt sich die oben schon bestimmte
untere Grenze für if von 0, 38 die nicht unterschritten werden darf.
5.2.3 Grenzen für das Noise Figure
Wie im Abschnitt 5.2.2 beschrieben, kann zu jedem Wert von if ein minimaler
Wert min (S11,dB) bestimmt werden. Wie in [205] gezeigt wird, gehört zu dem
jeweiligen Punkt ein entsprechender NF -Wert der bestimmt werden kann.
Bei der analytischen Berechnung wird wie bei der Simulation der Rauschanteil
von der Last vernachlässigt und zusätzlich von Ψ ≈ 1 ausgegangen. In diesem
Fall kann die durch Gleichung 4.13 angegebene Rauschzahl vereinfacht werden






. Wird in diesem Ausdruck die Weite WS11,min
aus Gleichung 5.8 eingesetzt, so resultiert daraus die Rauschzahl bei minimalem
Eingangsreflexionsfaktor
FS11,min ≈ 1 + γ ·
1 + 2 · (ω · τin)2√
1 + (ω · τin)2
. (5.12)
Wird zusätzlich von Qin >> 1 ausgegangen, so ergibt sich die vereinfachte Nä-
herung
FS11,min ≈ 1 + γ ·
√
1 + (ω · τin)2 . (5.13)
In der Abbildung 5.5 ist das NF bei minimalem Eingangsreflexionsfaktor dar-
gestellt, dass sich aus der numerischen Simulation ergibt. Zum Vergleich sind in
der Darstellung die Werte die aus den analytischen Gleichungen 5.12 und 5.13
resultieren eingetragen. Bei den größeren Werten von if ist eine gute Übereinstim-
mung der drei Kurven zu erkennen. Die Gleichung 5.12 zeigt auch im Bereich der
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moderaten bis schwachen Inversion nur einen geringen Unterschied zur Simulati-
on. Dieser Unterschied ergibt sich dadurch, dass die Näherung Ψ ≈ 1 in diesem
Bereich nicht mehr so gut zutreffend ist. In diesem Bereich verliert auch die Nä-
herung Qin >> 1 ihre Gültigkeit, wodurch sich der größere Unterschied zwischen
numerische Simulation und der Gleichung 5.13 ergibt. Der minimale Wert von
NF = 2, 9 dB wird bei if ≈ 0, 55 erreicht und befindet sich im Bereich der
moderaten Inversion.
Abbildung 5.5: Arbeitspunkt- und weitenabhängiges Noise Figure NF bei minimalem Ein-
gangsreflexionsfaktor min (S11,dB): Vergleich numerische Simulation und ana-
lytische Näherungen.
Das NF bei konstantem Eingangsreflexionsfaktor (S11,const) kann ebenfalls ana-
lytisch bestimmt werden. Dabei wird wieder der Rauschanteil von der Last ver-
nachlässigt und von Ψ ≈ 1 ausgegangen. Durch das einsetzen der Gleichung 5.10
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ergibt sich für die Rauschzahl
FS11,const ≈ 1 + γ ·









4K − a2 (1−K)2
]
· [(1−K) · (1 + a2)]
(5.14)
Dabei wurde zur Vereinfachung der Schreibweise a = ω · τin und K = |S11,const|2
eingeführt. Die Rauschzahl vereinfacht sich weiter, wenn von Qin >> 1 ausge-
gangen wird zu
FS11,const ≈ 1 + γ ·
(1−K) · [1 + a2]
(1 +K) +
√
4K − a2 (1−K)2
. (5.15)
Die Abbildung 5.6 zeigt das NF bei S11,const, welches sich aus der numerischen Si-
mulation ergibt und die berechneten Werte die aus den Gleichungen 5.14 und 5.15
resultieren. Auch hier zeigt sich eine gute Übereinstimmung der drei Kurven bei
den größeren Werten von if . Der geringe Unterschied zwischen der Gleichung 5.14
und der Simulation ist durch die verwendete Näherung Ψ ≈ 1 zu erklären. Im
Bereich der moderaten Inversion erweist sich die Näherung Qin >> 1 als nicht
mehr zutreffend, wodurch sich ein größerer Unterschied zwischen Simulation und
Gleichung 5.15 ergibt. Die Kurven enden bei if ≈ 0, 38, da wie im vorherigen
Abschnitt erläutert, unterhalb dieses Inversionskoeffizienten der geforderte Wert
von S11,const = −15 dB nicht mehr erreicht werden kann. Bei if ≈ 0, 97 (moderate
Inversion) wird der minimale Wert von NF = 2, 46 dB erreicht.
Abschließend sind die beiden Simulationsergebnisse NFS11,min und NFS11,const in
der Abbildung 5.7 gegenübergestellt. Die NF -Kurve bei konstantem Eingangsre-
flexionsfaktor liegt, wie auch aus der Darstellung in Abbildung 5.1 b) zu erkennen
ist, unterhalb der Kurve die sich bei minimalem Eingangsreflexionsfaktor ergibt.
Das Minimum dieser NF -Kurve liegt außerdem bei einem etwas größeren Inver-
sionskoeffizienten if .
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Abbildung 5.6: Arbeitspunkt- und weitenabhängiges Noise Figure NF bei konstantem Ein-
gangsreflexionsfaktor S11,const = −15 dB: Vergleich numerische Simulation und
analytische Näherungen.
5.3 Optimierung des CG-LNAs
Im vorausgehenden Abschnitt wurden die technologiebedingten Grenzen des CG-
LNAs in bezug auf das Noise Figure und den Eingangsreflexionsfaktor untersucht.
In diesem Abschnitt soll der CG-LNA basierend auf den in Abschnitt 2.4.4 festge-
legten Spezifikationen optimiert werden. Da die Optimierung auf der numerischen
Simulation (siehe Abschnitt 5.1) basiert, wird hierbei nur der Rauschanteil der
von dem MOSFET selbst stammt berücksichtigt und der Einfluss durch die Ver-
bindung zwischen PCB und Chip vernachlässigt. Es wird daher eine Reserve von
3 dB für den Eingangsreflexionsfaktor eingeplant und eine Reserve von 1, 8 dB
für das Noise Figure aufgrund der weiteren Rauschanteile (siehe Abschnitt 4.1.4).
Der LNA muss damit in der Optimierung S11,dB ≤ −15 dB und NF ≤ 3, 2 dB
erreichen. Die Optimierung erfolgt anhand der Darstellung in Abbildung 5.8.
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Abbildung 5.7: Arbeitspunkt- und weitenabhängiges Noise Figure NF bei minimalem Ein-
gangsreflexionsfaktor min (S11,dB) und bei konstantem Eingangsreflexionsfaktor
S11,dB = −15 dB.
Die Optimierung wird wie in [204] vorgestellt folgendermaßen durchgeführt: Als
erster Schritt wird der Bereich markiert, in dem der Eingangsreflexionsfaktor klei-
ner ist als der geforderte Wert von z.B. S11,dB ≤ −15 dB. Dieser Bereich definiert
somit den erlaubten Designraum. Als zweiter Schritt wird die Konturlinie aus-
gewählt, bei der das NF den maximal erlaubten Wert von z.B. NF = 3, 2 dB
erreicht. Durch die Schnittkante, die sich aus der Konturlinie mit dem im vorhe-
rigen Schritt festgelegten Designraum ergibt, wird dieser eingeschränkt auf den
Bereich der sich oberhalb der Schnittkante befindet. Für den Fall, dass die Kon-
turlinie für das NF nicht den im ersten Schritt festgelegten Designraum schnei-
det, muss entweder die Anforderung an das NF oder die Anforderung an S11,dB
reduziert werden. In diesem Fall muss Schritt eins und zwei wiederholt werden.
In einem dritten Schritt werden die Konturlinien für den konstanten Drainstrom
betrachtet. Die Konturlinien sind logarithmisch skaliert in der Abbildung 5.8
als diagonale Linien eingezeichnet, wobei der Wert von der unteren linken zur
oberen rechten Ecke ansteigt. Für den Fall, dass die erlaubte Grenze des Drain-
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stroms überschritten wird muss das Systemkonzept überarbeitet werden, andern-
falls kann W und if innerhalb des verbleibenden erlaubten Designbereichs frei
gewählt werden. Der günstigste Arbeitspunkt liegt in dem mittleren Bereich in
dem S11,dB minimal wird und befindet sich nahe an der unteren linken Ecke.
Durch diese Vorgehensweise wird ein minimaler Stromverbrauch gewährleistet.
Abbildung 5.8: Grafische Optimierung des CG-LNAs.
Die Optimierungsstrategie kann stichwortartig zusammengefasst werden als:
1. Erlaubten Designraum markieren in dem S11,dB kleiner als spezifizierter
Maximalwert ist.
2. Designraum weiter einschränken auf den Bereich der sich oberhalb des maxi-
mal zulässigen NF befindet. Falls NF -Konturlinie außerhalb des erlaubten
Designraums liegt, Anforderung an NF oder S11,dB reduzieren und Schritte
1. und 2. wiederholen.
3. Designparameter W und if innerhalb des verbleibenden Designraums so
wählen, dass resultierender Punkt möglichst bei minimalem S11,dB liegt und
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gleichzeitig sich nahe der unteren linken Ecke sich befindet. Wird Maximal-
wert für ID überschritten, muss Systemkonzept überarbeiteten werden.
Basierend auf der oben beschriebenen Strategie wird der CG-LNA optimiert. Der
Stern in der Abbildung 5.8 markiert den gefundenen Punkt für die optimierten
Designparameter, diese sind: Weite W = 600 µm und einen Inversionskoeffizien-
ten von if ≈ 0, 88.
5.4 Schaltungstechnische Realisierung
5.4.1 Aufbau der Schaltung
Nachdem im vorherigen Abschnitt die günstigsten Designparameter für den CG-
LNA bestimmt wurden, erfolgt in diesem Abschnitt die schaltungstechnische Rea-
lisierung des LNAs. Die Abbildung 5.9 zeigt den Aufbau der Schaltung, welche
dem prinzipiellen Aufbau entspricht, wie er in Abschnitt 4.1.1 beschrieben wurde.
Die Lastspule wird auf dem Chip realisiert. Das Verhalten dieser Spule kann durch
das in Abschnitt 3.4.2 angegebene pi-Modell beschrieben werden, wobei die Pa-
rameter des Ersatzschaltbildes bereits dort angeben sind. Diskrete Komponenten
wie z.B. Spulen oder Anpassungsnetzwerke werden nicht benötigt.
Aufgrund der im vorherigen Abschnitt beschriebenen Optimierung des CG-LNAs
wird die Geometrie des LNA-MOSFETs festgelegt als W = 600 µm und L =
0, 25 µm. Damit der Gate-Widerstand das Verhalten des LNAs nicht beeinflusst,
muss dieser gering gehalten werden. Der MOSFET wird deshalb als Multifinger-
Transistor realisiert, bei dem das Gate zusätzlich beidseitig kontaktiert wird. Der
Gate-Widerstand kann gemäß [234] bestimmt werden durch
RG = κ · 1
3
· Wf
Nf · Lf ·RG . (5.16)
Dabei ist Nf die Anzahl der Finger, Wf die Weite je Finger, Lf die Fingerlänge
und RG = 5 Ω/ der Schichtwiderstand des Silicide-Poly in der verwendeten
Standard-CMOS-Technologie. Der Wert von κ ist eins, wenn das Gate einseitig
kontaktiert wird und 1
4
, wenn es beidseitig Kontaktiert wird. Im Fall des LNA-
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Abbildung 5.9: Schaltungstechnische Realisierung des CG-LNAs.
MOSFETs ergibt sich bei 60 Fingern ein Gate-Widerstand von RG = 0, 28 Ω
wodurch deutlich wird, dass dieser vernachlässigt werden kann. Der notwendige
Arbeitspunktstrom des LNA-MOSFETs lässt sich aus den Gleichungen in Ab-
schnitt 3.2.2 bestimmen. Bei einem Inversionskoeffizienten von if ≈ 0, 88 beträgt
der Arbeitspunktstrom IAP = 831 µA.
Im Vergleich zum Prinzipschaltbild in Abbildung 4.1 ist die Arbeitspunkstrom-
quelle durch einen Stromspiegel, bestehend aus den MOSFETsM2 undM3 ersetzt
worden. Da der Ausgangswiderstand einer idealen Stromquelle gegen unendlich
geht, muss damit auch der Ausgangswiderstand des Stromspiegels möglichst groß
sein. Dies wird erreicht, indem bei den dazugehörigen Transistoren eine größere
Kanallänge gewählt wird, als die minimale mögliche in der verwendeten Techno-
logie. Die Weite W der Stromspiegeltransistoren M2 und M3 wird klein gewählt,
damit die kapazitive Belastung am Source-Anschluss des LNA-MOSFETs mög-
lichst gering ist. Der Arbeitspunkt der MOSFETs M2 und M3 liegt somit in
der Sättigung im Bereich der starken Inversion. Das Übersetzungsverhältnis des
Stromspiegels stellt einen Kompromiss zwischen gutem Matching und geringen
Stromverbrauch der Bias-Schaltung dar. Hier wird ein Übersetzungsverhältnis
von 1 : 8 gewählt. Die Geometrie der Stromspiegeltransistoren wird daher fest-
gelegt als Wf = 4 µm, Lf = 2 µm, wobei die Anzahl der Finger Nf = 16 bei
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M2 und Nf = 2 bei M3 beträgt. Die Kapazität CG an den Gate-Anschlüssen der
Transistoren M2 und M3 dient dazu, Störungen und Rauschen zu unterdrücken
die von der Bias-Schaltung in den LNA einkoppeln können. Die Kapazität wurde
zu CG = 10 pF gewählt.
5.4.2 Temperaturkompensation
Das Verhalten des CG-LNAs wird maßgeblich durch den Wert der Source-Trans-
konduktanz gms bestimmt. So hängt, wie in Abschnitt 4.1 gezeigt wurde, der
Eingangsreflexionsfaktor S11, die Spannungsverstärkung GV , das Noise Figure
NF und die Linearität (IIP3) von gms ab. Damit das Verhalten des LNAs un-
abhängig von der Temperatur ist, muss der Arbeitspunktstrom der von der Bias-
Schaltung geliefert wird, eine entsprechende Temperaturabhängigkeit aufweisen,
so dass der Wert von gms konstant gehalten wird.
Da der Arbeitspunkt des CG-LNAs im Bereich der moderaten Inversion liegt,
kann der Einfluss der Geschwindigkeitssättigung vernachlässigt werden. Die Sour-




· qs. Der Drainstrom ID = ISpec,0 · (q2s + qs) ist gleich dem Arbeits-
punktstrom IAP . Damit kann die Source-Transkonduktanz in Abhängigkeit von







Die Source-Transkonduktanz soll unabhängig von der Temperatur sein. Es wird
daher die Ableitung der Gleichung 5.17 nach der Temperatur T bestimmt und
Null gesetzt, d.h. d gms
d T
!




· T − IAP . (5.18)
Es handelt sich bei der Gleichung 5.18 um eine homogene lineare gewöhnliche
Differentialgleichung (DGL) mit variablen Koeffizienten, die nach [235,236] gelöst
werden kann durch „Integration des vollständigen Differentials“. Die Lösung der
DGL für den Arbeitspunktstrom ist IAP = K ·T , wobei K eine Konstante ist und
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T die Temperatur in Kelvin ist. Diese Gleichung kann umgeschrieben werden als
IAP = IAP,ref · [1 + TK · (ϑ− ϑref )] , (5.19)
mit IAP,ref dem Referenzstrom bei 27 ◦C, ϑ der Temperatur in ◦C, ϑref = 27 ◦C
der Referenztemperatur und TK = 1
300 ◦C dem Temperaturkoeffizienten.
Die Abbildung 5.10 a) zeigt den notwendigen Arbeitspunktstrom (IAP ) um gms
konstant zu halten, welcher durch eine Schaltungssimulation bestimmt wurde.
Der theoretische Verlauf ist in der Darstellung ebenfalls eingetragen, dabei zeigt
sich zwischen der Theorie und der Simulation eine gute Übereinstimmung. Die
Simulierte Kurve zeigt nur eine etwas geringere Steigung. Daher wurde durch ein
Parameterfitting der Temperaturkoeffizient bestimmt als TK = 1
335,3 ◦C und die
daraus resultierende Kurve zusätzlich dargestellt. Der Strom der von der Bias-
Schaltung (IBias) geliefert werden muss, erfordert die gleiche Temperaturabhän-
gigkeit wie die von IAP . Der durch Parameterfitting ermittelte Temperaturkoef-
fizient beträgt TK = 1
326,46 ◦C und ist damit näherungsweise identisch mit dem,
der für IAP ermittelt wurde.
Die Source-Transkonduktanz gms in Abhängigkeit von der Temperatur wird in
der Abbildung 5.10 b) gezeigt, wobei diese einmal ohne Temperaturkompensation
und einmal mit entsprechender Temperaturkompensation durch den Bias-Strom
dargestellt ist. In dem betrachteten Temperaturbereich von −40 . . .+85 ◦C redu-
ziert sich gms ohne Temperaturkompensation von 24, 3 mS auf 17, 3 mS, dagegen
bleibt gms mit der Temperaturkompensation weitestgehend konstant.
5.4.3 Simulationsergebnisse
Wie in Abschnitt 3.2.1 beschrieben, stehen für die Schaltungssimulationen nur die
BSIM3V3-Parameter der verwendeten CMOS-Technologie zur Verfügung. Es ist
daher ein Modellwechsel vom EKV-Modell zum BSIM-Modell notwendig. Hierbei
muss beachtet werden, dass wie in Abschnitt 3.2.5 beschrieben im BSIM3V3-Mo-
dell bei der Rauschmodellierung sowohl das induzierte Gate-Rauschen, als auch
der durch Kurzkanaleffekte bedingte Anstieg des Rauschens vernachlässigt wird.
Bis auf das Rauschen werden bei den Ergebnissen die durch Schaltungssimulatio-
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a)
b)
Abbildung 5.10: Simulationsergebnisse Temperaturkompensation a) notwendiger Arbeitspunk-
strom IAP für gms = const. und b) Source-Transkonduktanz gms vor und nach
der Temperaturkompensation.
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nen bestimmt werden keine großen Unterschiede im Vergleich zu den analytischen
und numerischen Berechnungen erwartet. Die Schaltungssimulationen werden da-
her unter Cadence mit dem Simulator Spectre durchgeführt und basieren auf dem
BSIM3V3-MOSFET-Modell. Der parasitäre Anteil der durch die Verbindung zwi-
schen PCB und Chip entsteht, wird durch das in Abschnitt 3.5.2 beschriebene
Modell berücksichtigt. Für die Drainspule wird das in Abschnitt 3.4.2 angegebene
pi-Modell mit den dort angegebenen Parametern verwendet.
Das Simulationsergebnis der Spannungsverstärkung GV ist in der Abbil-
dung 5.11 a) dargestellt. Bei der Trägerfrequenz fc = 868, 3 MHz erreicht der
LNA eine Verstärkung von GV = 4, 4, was 12, 86 dB im logarithmischen Maß-
stab entspricht. Damit liegt die erreichte Spannungsverstärkung leicht unter dem
in Abschnitt 2.4.4 spezifizierten Wert von 15 dB. Die Ursache dafür liegt bei
dem etwas zu geringem Wert des äquivalenten Parallelwiderstandes Rp des Last-
schwingkreises, welcher hauptsächlich durch die Spule bestimmt wird. Durch eine
gezielte Optimierung der Spule lässt sich der geforderte Wert der Verstärkung er-
reichen.
Der simulierte Betrag der Eingangsimpedanz |Zin| wird in der Abbildung 5.11 b)
gezeigt und ist sehr nahe an dem geforderten Wert von 50 Ω, was auch durch
den erzielten Eingangsreflexionsfaktor S11,dB = −14, 52 dB deutlich wird. In dem
simulierten Wert sind sowohl die parasitären Kapazitäten des MOSFETs, als auch
die parasitären Effekte der Verbindung zwischen PCB und Chip enthalten. Der
LNA unterschreitet den in Abschnitt 2.4.4 geforderten Eingangsreflexionsfaktor
von S11,dB ≤ −12 dB.
In der Abbildung 5.12 a) ist das Simulationsergebnis für das Noise Figure dar-
gestellt. Die Schaltungssimulation ergibt ein Noise Figure von NF = 4, 55 dB,
was einer Rauschzahl von F = 2, 85 entspricht. Der angegebene Zahlenwert bein-
haltet den Rauschanteil von der Last, sowie den Anteil der sonstigen Rausch-
quellen. Der Anstieg des Rauschens, welches durch die Kurzkanaleffekte (siehe
Abschnitt 3.2.5) bedingt wird, wird in der Schaltungssimulation nicht berück-
sichtigt. Es muss daher das Simulationsergebnis entsprechend korrigiert werden.
Das bei der Rauschsimulation eingesetzte BSIM3V3-Modell ist so parametrisiert,
dass das einfache SPICE-Modell für das thermische Rauschen verwendet wird.
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Abbildung 5.11: Simulationsergebnisse des CG-LNAs a) Spannungsverstärkung GV und b) Ein-
gangsimpedanz |Zin|.
5.4 Schaltungstechnische Realisierung 189
Als Folge davon wird in der Schaltungssimulation mit γ = 2
3
gerechnet, unabhän-
gig vom Inversionsbereich des MOSFETs. Der zu erwartende reale Zahlenwert für
F kann mit dem in [203] präsentierten Ansatz bestimmt werden durch
F = 1 +
γReal
γSimu
· (FMOST − 1)|Simu + (FLast − 1) + (FSonstige − 1) . (5.20)
Da die MOSFETs im Stromspiegel und in der Bias-Schaltung eine deutlich grö-
ßere Kanallänge besitzen wird davon ausgegangen, dass nur der LNA-MOSFET
durch einen größeren Wert von γ beeinflusst wird. Die einzelnen Rauschanteile
können mit Hilfe einer Simulation bestimmt werden als (FLast − 1) ≈ 0, 82 und
(FSonstige − 1) ≈ 0, 34. Weiterhin ist γSimu = 23 und γReal kann für if ≈ 0, 88 mit
Hilfe der Gleichungen 3.36 und 3.37 berechnet werden als γReal = 0, 91. Für den
LNA ergibt sich damit eine zu erwartende Rauschzahl von F = 3, 1 was einem
Noise Figure von NF = 4, 91 dB im logarithmischen Maßstab entspricht. Der
LNA erreicht damit den in Abschnitt 2.4.4 spezifizierten Wert.
Die Linearität der Schaltung wird bestimmt, indem der IIP3 des CG-LNAs er-
mittelt wird. Dieser ergibt sich wie in Abschnitt 2.3.2.3 beschrieben, aus dem ex-
trapolierten Schnittpunkt der Intermodulationsprodukten dritter Ordnung (IM3)
mit dem Anteil der Grundwelle. Der IIP3 des CG-LNAs kann aus der Darstel-
lung in der Abbildung 5.12 b) bestimmt werden als IIP3 = −5, 99 dBm und
erreicht damit den in Abschnitt 2.4.4 festgelegten Wert.
Die Ergebnisse der Schaltungssimulation für den CG-LNA sind der Tabelle 5.1
zusammengefasst. Zusätzlich sind dort, die in Abschnitt 2.4.4 spezifizierten Kenn-
zahlen des LNAs eingetragen. Die Gegenüberstellung der Kennzahlen zeigt, dass
der LNA bis auf die Spannungsverstärkung die festgelegten Kennzahlen erreicht.
Die geforderte Spannungsverstärkung kann wie oben beschrieben durch eine Op-
timierung der Lastspule erreicht werden. Eine größere Spannungsverstärkung re-
duziert gleichzeitig den Rauschanteil von der Last und damit ergibt sich ein etwas
geringeres Noise Figure für den gesamten LNA. Die Optimierung der Spule wird
aber nicht im Rahmen dieser Arbeit durchgeführt.
Wie in der Einleitung in Abschnitt 1.3 beschrieben, ist die Versorgungsspannung
für einige Blöcke in dem Empfänger fest vorgegeben und entspricht der erlaubten
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Abbildung 5.12: Simulationsergebnisse des CG-LNAs a) Noise Figure NF und b) Linearität
(IIP3).
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Nennversorgungsspannung der Technologie. Aus diesem Grund steht die Redu-
zierung des Stromverbrauchs und eben nicht die Reduzierung des Leistungsver-
brauchs im Vordergrund dieser Arbeit. Die Möglichkeit die Versorgungsspannung
beim dem CG-LNA abzusenken wird daher im Anhang in Abschnitt D untersucht.
Wie dort gezeigt, zeigt der CG-LNA auch bei stark reduzierter Versorgungsspan-
nung eine fast unveränderte Performance.
Tabelle 5.1: Ergebnisse der Schaltungssimulation und spezifizierte Werte.
Systemkennzahl erreicht spezifiziert
Spannungsverstärkung GV [dB] 12,86 15
Noise Figure NF [dB] 4,552 5
Linearität IIP3 [dBm] -5,99 -6
Eingangsreflexionsfaktor S11,dB [dB] -14,52 -12
Stromaufnahme IAP [µA] 831
Versorgungsspannung UDD [V] 2,5
Technologie [µm] 0,25 Standard-CMOS
5.5 Variable Verstärkung
Das Eingangssignal des LNAs kann in weiten Bereichen variieren. Wie in Ab-
schnitt 1.1 beschrieben beträgt das minimale Eingangssignal Pin,min = −92 dBm
und das maximale Eingangssignal Pin,max = −20 dBm. Damit nachfolgende Stu-
fen nicht in die Sättigung geraten wurde bei der Spezifikation des LNAs (siehe
Abschnitt 2.4.4 festgelegt, dass die maximale Verstärkung 15 dB und die minima-
le Verstärkung 0 dB betragen soll. Der CG-LNA muss daher um eine einstellbare
Verstärkung erweitert werden.
2 Ergebnis der Schaltungssimulation. Mit der oben beschriebenen Korrektur ergibt in der Pra-
xis ein zu erwartender Wert von NF = 4, 91 dB.
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5.5.1 Konzepte zur Verstärkungseinstellung
Die Spannungsverstärkung des CG-LNAs kann gemäß Gleichung 4.5 angegeben
werden als GV = gms ·Rp und ist somit abhängig von der Source-Transkonduktanz
gms und von dem äquivalenten Widerstand der Spule im Resonanzfall Rp. Folglich
ergeben sich zwei Möglichkeiten die Verstärkung zu verringern: Die erste Option
ist es den Lastwiderstand zu reduzieren, indem wie in Abbildung 5.13(a) gezeigt
zu der Lastspule ein zusätzlicher Widerstand (Rx) parallel geschaltet wird. Dies
ist die typische Variante wie sie in der Literatur z.B. in [127] verwendet wird. Die
Eingangsimpedanz Zin ≈ 1gms (vgl. Gleichung 4.3) bleibt damit unbeeinflusst.
Allerdings bleibt hier auch der Arbeitspunktstrom unverändert und führt damit
zu einer Energieverschwendung, speziell wenn sehr leistungsstarke Signale emp-
fangen werden. Diese Variante der Verstärkungseinstellung ist daher schlecht für
einen stromsparsamen Empfänger wie ZigBee geeignet [206].
(a) (b)
Abbildung 5.13: Einstellung der Verstärkung durch (a) Shuntwiderstand parallel zur Lastspule
und (b) Anpassung des Arbeitspunktstroms, sowie Shuntwiderstand parallel
zum Eingang zur Impedanzanpassung.
Aus diesem Grund wurde eine energiesparsame Methode zur Reduzierung der
Verstärkung entwickelt und in [206] vorgestellt. Diese basiert auf der oben ange-
deuteten zweiten Möglichkeit die Verstärkung zu verringern, indem die Source-
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Transkonduktanz gms reduziert wird. Da gms gemäß Abschnitt 3.2.2 vom Arbeits-
punktstrom abhängig ist, muss dieser wie in Abbildung 5.13(b) dargestellt abge-
senkt werden. Als Folge davon steigt aber auch die Eingangsimpedanz an. Um
eine konstante Eingangsimpedanz von 50 Ω sicherzustellen, wird ein zusätzlicher
Shuntwiderstand Rx parallel zum Eingang geschaltet. Für die Eingangsimpedanz






Einen Widerstand parallel zum Eingang zu schalten ist nach Rauschgesichtspunk-
ten die schlechteste Möglichkeit um einen reflexionsfreien Eingang des LNAs zu
erreichen [34, 44, 116]. Der dort vertretene Standpunkt ist richtig, wenn das Ein-
gangssignal sehr klein ist. Allerdings wird der Widerstand am Eingang nur hinzu-
gefügt, wenn das Signal sehr groß und damit weit über dem Rauschen liegt. Das
zusätzliche Rauschen, dass durch diesen Widerstand entsteht, hat damit einen
geringeren Einfluss, wie im nächsten Abschnitt dargelegt wird [206].
5.5.2 SNR-Performance
Wie im vorausgehenden Abschnitt erläutert, verändert sich die Verstärkung und
das Noise Figure des LNAs in Abhängigkeit von der gewählten Verstärkungsein-
stellung. Es ist daher notwendig zu zeigen, dass das Signal zu Rauschverhältnis
(SNR) bei einer geringen Verstärkungseinstellung sich nicht verschlechtert. Aus
diesem Grund muss die SNR-Performance für die einzelnen Verstärkungseinstel-
lungen bestimmt werden. Ausgangspunkt hierfür ist die in der Literatur [34,41,44]
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wobei P die Eingangssignalleistung und F die Rauschzahl ist. Der Index 1 kenn-
zeichnet die hohe ursprüngliche Verstärkungseinstellung und 2 die niedrige Ver-
stärkungseinstellung. Die Gleichung 5.23 kann in dB ausgedrückt werden als
∆dB = ∆PIN,dB −∆NF , (5.24)
dabei ist ∆PIN,dB die Differenz der Eingangsleistungen in dB und ∆NF die Diffe-
renz des Noise Figure. Es ist ein Maß für die Performanceverbesserung des LNAs
unter Berücksichtigung des höheren Rauschen bei der niedrigeren Verstärkungs-
einstellung. Für ∆dB > 0 ergibt sich eine Verbesserung der SNR-Performance,
während sich für ∆dB < 0 eine Verschlechterung ergibt [206].
5.5.3 Realisierung des LNAs
Das Schaltbild des in [206] präsentierten CG-LNAs mit der variabel einstellbaren
Verstärkung ist in Abbildung 5.14 dargestellt. Der Kern des LNAs besteht aus
den MOSFETsM1−M3 und ist wie im Abschnitt 5.4 beschrieben aufgebaut. Der
Arbeitspunkt des LNAs liegt im Bereich der moderaten Inversion und diskrete
Komponenten wie z.B. Spulen oder Anpassungsnetzwerke werden nicht benötigt.
Der Widerstand am Eingang in Abbildung 5.13(b) wird realisiert durch einen
MOSFET mit Arbeitspunkt im Triodenbereich. Dieser MOSFET kann als ein
nichtidealer Schalter mit einem relativ hohen ON-Widerstand angesehen werden.
Dieser kann gemäß der Herleitung im Anhang in Abschnitt A.6 angegeben werden
durch
RON ≈ 1
µ0 · C ′OX · WL · (UG − Uth0)
. (5.25)
Selbst bei maximaler Eingangsspannung von uˆin,max = 31, 62 mV (entspricht ge-
mäß Gleichung 2.15 einem Eingangssignal von Pin,max = −20 dBm) ist das Signal
sehr klein. Die Änderung des Widerstandwerts des MOSFETs ist daher zu ver-
nachlässigen, woraus somit keine Verschlechterung der Linearität der Schaltung
resultiert [206]. Damit der MOSFET am Eingang nicht den Stromspiegel, welcher
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Abbildung 5.14: Realisierung des CG-LNAs mit adaptiver Verstärkungseinstellung.
aus M2 −M3 besteht kurzschließt, wird vor dem Kern des LNAs ein Koppelkon-
densator CK eingefügt.
Ein variabel einstellbarer Widerstand am Eingang wird durch die vier MOS-
FETs M4a −M4d realisiert3, welche über ihren Gate-Anschluss kontrolliert hinzu
geschaltet werden können. Dadurch wird es mögliche unterschiedliche Verstär-
kungseinstellung durch ein digitales Steuerwort (hier bestehend aus 4 Bits Gain 0
- Gain 3) auszuwählen. Da vier MOSFETs sechzehn Verstärkungsstufen ergeben,
und gemäß Abschnitt 2.4.4 die maximale Verstärkung 15 dB und die minima-
le 0 dB betragen soll, wird eine Verringerung der Verstärkung (Dämpfung) von
1 dB je Stufe festgelegt.4 Der zu der ausgewählten Verstärkungsstufe zugehöri-
ge Arbeitspunktstrom wird von der Bias-Schaltung mit Hilfe des Stromspiegels
geliefert.
3 Ein variabel einstellbarer Widerstand kann ebenfalls erreicht werden, indem die Gate-Span-
nung bei diesem MOSFET verändert wird.
4 Im allgemeinen ist eine beliebige Festlegung der Dämpfung pro Stufe realisierbar.
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Zusätzlich zu dem gewünschten Widerstand wirken sich die MOSFETs am Ein-
gang des LNAs als parasitäre Kapazität aus. Dieser parasitäre Anteil wird
im wesentlichen durch die externen Kapazitäten des MOSFETs (siehe Ab-
schnitt 3.2.3.2) nämlich der Sperrschichtkapazität Cjd und der Overlap-Kapazität
Cgd,ov verursacht. Ziel ist es diesen kapazitiven Anteil zu minimieren.
Bei Betrachtung der MOSFETs M4a − M4d in Abbildung 5.14 wird deutlich,
dass diese einen gemeinsamen Source- und einen gemeinsamen Drain-Anschluss
besitzen. Der einzige Unterschied besteht im Gate-Anschluss. Weiterhin sollen
die MOSFETs im aktivierten Zustand jeweils einen unterschiedlichen ON-Wider-
stand aufweisen. Da die Steuerspannung am Gate identisch ist, wird dies durch
die Wahl der Geometrie (W , L und Anzahl der Finger) realisiert. In einem empi-
rischen Verfahren kann die Geometrie der MOSFETs so gewählt werden, dass die
MOSFETs die gleiche Weite W und Länge L pro Finger aufweisen und sich nur
durch die Anzahl der Finger unterscheiden. So können die MOSFETs M4a−M4d
realisiert werden mit W = 1 µm und L = 0, 25 µm, wobei die Anzahl der Finger
1, 3, 7 und 12 ist [206].
Die einzelnen MOSFETs können dann als ein MOSFET mit einer unterschiedli-
chen Anzahl von Fingern realisiert werden. Durch das zusammenfassen der MOS-
FETs kann die Sperrschichtkapazität Cjd unter Umständen reduziert werden. Das
Prinzip ist in Abbildung 5.15 dargestellt. Die Anzahl der Drain-Gebiete pro MOS-
FET ist 1+NF−1
2
, dabei ist NF die Anzahl der Finger. Durch das zusammenfassen
zweier MOSFETs mit jeweils einer ungeraden Anzahl von Fingern kann ein Drain-
Gebiet eingespart werden. Durch diese Maßnahme wird die Kapazität Cjd etwas
reduziert. Die Overlap-Kapazität bleibt unverändert. Durch die kürzeren Ver-
bindungsleitungen zwischen den MOSFETs ergibt sich eine geringere Kapazität
gegen das Substrat und damit eine geringere Eingangskapazität.
Abschließend kann die Designstrategie der Schaltung folgendermaßen zusammen-
gefasst werden:
1. Der CG-LNA wird gemäß der Spezifikation für die maximale Verstärkung
entwickelt. Hierzu wird z.B. die in Abschnitt 5.3 beschriebene Designstra-
tegie angewendet.
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Abbildung 5.15: Reduzierung der Sperrschichtkapazität Cjd durch zusammenfassen der MOS-
FETs.
2. Die gewünschte Anzahl der Verstärkungsstufen und die gewünschte Ver-
stärkung je Stufe wird festgelegt.
3. Für die gewählten Verstärkungen werden die notwendigen Arbeitspunkt-
ströme bestimmt.
4. Durch eine Schaltungssimulation wird die Eingangsimpedanz des LNAs bei
den vorher bestimmten Arbeitspunktströmen ermittelt. Basierend hierauf
wird der notwendige Shuntwiderstand berechnet, so dass die gesamte Ein-
gangsimpedanz des LNAs zu der Quellimpedanz von z.B. Rs = 50 Ω passt.
5. Der Shuntwiderstand wird durch einen MOSFET mit der entsprechenden
Weite W , Länge L und Anzahl der Finger realisiert. Um die parasitäre
Kapazität zu reduzieren wird in einem empirischen Verfahren versucht W ,
L und die Anzahl der Finger so zu wählen, dass die MOSFETs für die
unterschiedlichen Verstärkungsstufen sich nur durch die Anzahl der Finger
unterscheiden.
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5.5.4 Simulationsergebnisse
Die Schaltungssimulationen werden unter Cadence mit dem Simulator Spectre
durchgeführt und basieren auf dem BSIM3V3-MOSFET-Modell. Der parasitäre
Anteil der durch die Verbindung zwischen PCB und Chip entsteht, wird durch
das in Abschnitt 3.5.2 beschrieben Modell berücksichtigt. Für die Drainspule wird
das in Abschnitt 3.4.2.1 angegebene pi-Modell verwendet.
Die Abbildung 5.16 a) zeigt das Simulationsergebnis der Spannungsverstärkung
bei den einzelnen Verstärkungseinstellungen. Die maximale Spannungsverstär-
kung (Gain-Word 0000) ist durch Quadrate kenntlich gemacht und erreicht einen
Wert von GV = 4, 40 entsprechend 12, 87 dB im logarithmischen Maßstab. Die
Verstärkung reduziert sich in 1-dB-Schritten bis auf −2, 54 dB bei minimaler Ver-
stärkungseinstellung (Gain-Word 1111). Wie aus der Darstellung zu erkennen,
verschiebt sich dabei das Maxima der Verstärkung bei den niedrigeren Verstär-
kungseinstellungen etwas zu geringeren Frequenzen hin. Das Maxima bleibt aber
weiterhin sehr nah an der gewünschten Trägerfrequenz von 868, 3 MHz.
Der in Abschnitt 5.4 vorgestellte LNA kommt bereits mit einem sehr geringen Ar-
beitspunktstrom von 831 µA aus. Dieser kann durch die im vorherigen Abschnitt
vorgestellte Methode zur Verstärkungseinstellung weiter reduziert werden und
erreicht bei der minimalen Einstellung einen Wert von 118 µA. Dies entspricht
einer Reduzierung der Stromaufnahme um Faktor sieben.
Das Ergebnis der Rauschsimulation wird in Abbildung 5.16 b) gezeigt. Aus die-
ser kann bei maximaler Verstärkung (markiert durch Quadrate) eine Rauschzahl
F von 2, 85 ermittelt werden, was einem Noise Figure von NF = 4, 56 dB ent-
spricht. Das maximale Noise Figure von NF = 18, 34 dB wird bei der minimalen
Verstärkungseinstellungen erreicht. Der Rauschanteil der von der Last stammt
(vgl. Abschnitt 4.1.4) ist in diesem Simulationsergebnis bereits enthalten. Da
im BSIM3V3-Modell das Rauschen nicht vollständig korrekt modelliert ist (siehe
Abschnitt 3.2.5), wird in der Praxis wie in Abschnitt 5.4.3 beschrieben ein gering-
fügig höheres Noise Figure erwartet (z.B. von 4, 91 dB als minimalen Wert). Der
entwickelte CG-LNA erfüllt damit die festgelegten Spezifikationen des ZigBee-
Empfängers.
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a)
b)
Abbildung 5.16: Simulationsergebnis des CG-LNAs bei den einzelnen Verstärkungseinstellun-
gen: a) Spannungsverstärkung GV und b) Noise Figure NF .
200 5. Design und Optimierung des CG-LNAs
Das Simulationsergebnis für den Eingangsreflexionsfaktor S11 ist in der Abbil-
dung 5.17 a) dargestellt. Bei der maximalen Verstärkung (hervorgehoben durch
Quadrate) beträgt der Reflexionsfaktor S11 = −14, 38 dB und bei der minimalen
Verstärkungseinstellung S11 = −16, 98 dB. Der maximale Eingangsreflexionsfak-
tor beträgt −13, 98 dB (Gain-Word 0001) und der minimale −19, 88 dB (Gain-
Word 1011). Der Eingangsreflexionsfaktor konvergiert nicht gegen den Wert von
−∞ aufgrund der parasitären Kapazitäten des MOSFETs (siehe Abschnitt 5.2.2)
und der parasitären Einflüsse der Verbindung zwischen PCB und Chip (siehe Ab-
schnitt 3.5.2). Letztlich zeigt das Simulationsergebnis, dass der Eingangsreflexi-
onsfaktor ausreichend niedrig ist und damit die Eingangsimpedanz nahe bei den
geforderten 50 Ω liegt.
Die Abbildung 5.17 b) zeigt das Simulationsergebnis für die Linearität des LNAs.
Die durchgezogenen Linien zeigen die Grundwellen und die gestrichelten Linien
die Intermodulationsprodukte dritter Ordnung (IM3) bei den unterschiedlichen
Verstärkungseinstellungen. Aus Gründen der Übersichtlichkeit werden in der Dar-
stellung nur die Kurven bei maximaler und minimaler Verstärkung, sowie bei der
frei gewählten Verstärkungseinstellung Gain-Word 1000 dargestellt. Der erste Da-
tenpunkt für die Verstärkungseinstellung Gain-Word 1111 wird als numerischer
Simulationsfehler betrachtet. Der IIP3 wird wie in Abschnitt 2.3.2.3 beschrieben
aus dem Schnittpunkt der Tangenten bestimmt und beträgt −6, 33 dBm beim
Gain-Word 0000, −7, 61 dBm beim Gain-Word 1111 und −7, 27 dBm beim Gain-
Word 1000. Die Linearität unterschreitet damit nur geringfügig die festgelegte
Spezifikation.
Die in diesem Abschnitt präsentierten Simulationsergebnisse des LNAs, können
bei maximaler Verstärkungseinstellung mit den Simulationsergebnisse des LNA-
Kerns aus Abschnitt 5.4.3 verglichen werden. Bei der Stromaufnahme, der Span-
nungsverstärkung GV und beim Noise Figure NF ist fast überhaupt kein Un-
terschied feststellbar. Wie im vorhergehenden Abschnitt 5.5.3 beschrieben, ist
bedingt durch den MOSFET am Eingang sowohl eine geringe parasitäre Kapazi-
tät, als auch eine etwas größere Nichtlinearität zu erwarten. Dies zeigt sich auch
an den Simulationsergebnissen für den Eingangsreflexionsfaktor S11,dB und dem
IIP3. In der Tabelle 5.2 sind die beiden LNA Varianten gegenübergestellt.
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a)
b)
Abbildung 5.17: Simulationsergebnis des CG-LNAs bei den einzelnen Verstärkungseinstellun-
gen: a) Eingangsreflexionsfaktor S11 und b) Input Referred 3rd-Order Inter-
ception Point, IIP3 (Linearität).
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Tabelle 5.2: Gegenüberstellung LNA-Kern und LNA mit variabler Verstärkungseinstellung.
Systemkennzahl LNA-Kern LNA mit variabler
Verstärkungseinstellung
Spannungsverstärkung GV [dB] 12,86 12,87
Noise Figure NF [dB] 4,55 4,56
Linearität IIP3 [dBm] -5,99 -6,33
Eingangsreflexionsfaktor S11,dB [dB] -14,52 -14,38
Um zu zeigen, dass die SNR-Performance sich bei einer geringeren Verstär-
kungseinstellung nicht verschlechtert, wird das SNR-Ausgangsverhältnis ∆dB ge-
mäß der Definitionsgleichung 5.24 bestimmt. Die minimale Eingangsleistung von
Pin,min = −92 dBm wird als Bezugswert verwendet. Für die Einstellung Gain-
Word 1000 ist die minimale Eingangsleistung Pin = −56 dBm und das Noise
Figure erhöht sich von NF1 = 4, 56 dB auf NF2 = 11, 27 dB. Daraus ergibt sich
∆dB = 36 dB− 6, 71 dB = 29, 29 dB. Das Ergebnis der Schaltungssimulation ist
in der Tabelle 5.3 zusammengefasst.
Tabelle 5.3: Simulationsergebnisse des CG-LNAs mit adaptiver Verstärkungseinstellung.
Gain-Word IAP [µA] GV [dB] S11 [dB] IIP3 [dBm] NF [dB] ∆dB [dB]
0000 830,95 12,87 -14,38 -6,33 4,56 0
1000 281,76 4,70 -18,23 -7,27 11,27 +29,29
1111 117,58 -2,54 -16,98 -7,61 18,34 +53,72
Für die anderen Verstärkungseinstellungen können äquivalente Berechnung
durchgeführt werden. Die Abbildung 5.18 visualisiert zusammenfassend die Er-
gebnisse der Schaltungssimualtionen. Die blauen Balken in der Darstellung zei-
gen die Spannungsverstärkung GV in dB, welche wie gewünscht stufenweise ab-
nimmt. An dem Verlauf der grünen Balken ist die Zunahme des Noise Figure NF
bei geringer werdender Verstärkung zu erkennen und die dunkel roten Balken
kennzeichnen das SNR-Ausgangsverhältnis ∆dB. In der Grafik ist weiterhin die
Stromaufnahme des CG-LNAs eingetragen, welche kontinuierlich von 831 µA auf
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118 µA reduziert wird. Aus dieser Darstellung wird deutlich, dass sich zwar bei
einer geringeren Verstärkungseinstellung das NF erhöht, aber das SNR am Aus-
gangs des LNAs aufgrund der wesentlich stärkeren Zunahme der Signalleistung
sich dennoch verbessert. Dies wird erreicht bei einer gleichzeitigen Reduzierung
des Arbeitspunkstroms um den Faktor sieben.
Abbildung 5.18: Performance des CG-LNAs mit adaptiver Verstärkungseinstellung.
5.6 Diskussion der Ergebnisse
Der in dieser Arbeit entwickelte CG-LNA soll in diesem Abschnitt mit anderen
in der Literatur publizierten LNAs vergleichen werden. Zum Vergleich dient die
Tabelle 5.4, welche unterteilt ist in die unterschiedlichen Architekturen CS-, CG-
LNA und sonstige (LNA nach Tiebout und nach Janssens). Die Tabelle gibt die
Trägerfrequenz fc, den Arbeitspunktstrom IAP , die Spannungsverstärkung GV ,
das Noise Figure NF , den Eingangsreflexionsfaktor S11, den Input Referred 3rd-
Order Interception Point IIP3 und die verwendete Technologie an. Weiterhin gibt
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die letzte Spalte an, ob und welche diskreten Bauelemente notwendig sind. Die
jeweils beste erreichte Kennzahl ist in der Tabelle durch Fettdruck hervorgehoben.
Tabelle 5.4: Vergleich LNA dieser Arbeit mit in der Literatur publizierten LNAs.
Nr. Lite- Archi- fc IAP GV NF S11 IIP3 Techno. diskr.
ratur tektur in GHz in mA in dB in dB in dB in dBm in µm BE
1 [226] CS 0,8 3,75 8,8 0,9 -38,1 7,1 0,24 Lg
2 [216] CS-Folded 0,868 1,6 12 1,35 -18 -4 0,25 L0 u. Ls
3 [127] D-CS 0,9 8 17,5 2 -10 -3 (-6) 0,35 Lg
4 [237] D-CS 0,9 7,5 18 2,6 5 0,35 Lg
5 [237] D-CS 0,9 15 15,5 2,8 18 0,35 Lg
6 [215] CS 1 20 4,2 1,2 keine
7 [238] CS 1,24 6 20 0,8 -11 -11 0,25 Lg
8 [49] CS 1,227 6 20 0,79 -11 -10,8 0,25 Lg
9 [207] CS 1,57 5 22 3,5 -15,6 -9,3 0,6 Lg
10 [233] D-CS + Mix 2,1 8 23 3,4 -19 -1,5 0,35 Lg
11 [39] CS + Mix 2,4 2,5 29 3 0,25
12 [9] D-CS 2,45 4,4 18,2 2,6 -14 0 0,35 Lg
13 [239] CS 2,45 4 31 3 -30 0,28 keine
14 [213] CS 2,45 4,24 20 0,9 -13,5 3 0,35 keine
15 [217] CS 2,5 4,1 1,4 0,35 Ld
16 [240] CS 5,7 3,2 16,4 3,5 -11 0,18 keine
17 [191] CS 7 6,9 8,9 1,8 -9,54 8,4 0,25 Lg
18 [170] D-CG 0,868 1,5 16,2 9,5 -10 -2 0,8
19 [10] D-CG 0,9 2,2 20 3,2 -16 8 1 Lin
20 [11] CG-MW 0,93 0,5 27 3,9 -20 -13 0,25 Ld + MW
21 [214] D-CG, gm-B 5,6 3,6 10,4 3,38 -16,4 2,96 0,18 Ls u. Ld
22 [2] Tieb. 2,14 19,7 14 2,5 -8 -3,4 ? 0,25 keine
23 [3] Jans. 0,9 3,4 9 3,3 -7 -4,7 0,5 MW
24 dieser CG 0,868 0,83 12,86 4,91 -14,52 -5,99 0,25 keine
Die in der Tabelle 5.4 verwendeten Abkürzungen für die LNA-Architekturen be-
deuten: D-CS und D-CG steht für CS- bzw. CG-LNA mit differentiellem Ein-
gang, gm-B steht für gm-Boost, MW steht für Matching Network (Netzwerk zur
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Impedanzanpassung an Rs = 50 Ω), CS-Folded steht für CS-LNA wobei der Kas-
kodentransistor gefaltet wird, sowie Tieb. und Jans. steht für LNA nach Tiebout
und nach Janssens.
Aus der Tabelle 5.4 wird ersichtlich, dass die CS-LNAs tendenziell einen höhe-
ren Arbeitspunktstrom benötigen, dafür aber ein geringeres NF erreichen. Die
Induktivität Lg beim CS-LNA ist die am häufigsten durch diskrete Bauelemente
realisierte Komponente, da diese eine große Induktivität und eine hohe Güte be-
sitzen muss. Die LNAs mit differentiellem Eingang benötigen zusätzlich einen
Balun (Übertrager), um das unsymmetrische Signal der Antenne in ein symme-
trisches Signal für den Differenzeingang des LNAs umzusetzen.
Den geringsten IAP weist der CG-LNA Nr. 20 auf. Dieser benötigt allerdings
als diskrete Bauelemente eine Lastspule (Ld), sowie ein zusätzliches Matching
Network (MW). Der LNA dieser Arbeit erreicht ohne den Einsatz diskreter Bau-
elemente den zweitgeringsten Stromverbrauch. Den sehr großen Wert für GV er-
reicht der LNA Nr. 13 indem eine Lastspule mit einer Güte von zehn verwendet
wird. Die Spulen in dem hier verwendeten Standard-CMOS-Prozess erreichen bei
den geringeren Frequenzen nicht so eine hohe Güte und damit der LNA nicht
so eine hohe Verstärkung (siehe auch Abschnitt 3.4 und 4.1). Eine hohe Ver-
stärkung reduziert ebenfalls das NF . Der LNA Nr. 8 erzielt das geringste NF ,
allerdings weist dieser auch einen um den Faktor 7,2 höheren Stromverbrauch
im Vergleich zum LNA dieser Arbeit auf. Durch die Verwendung diskreter Bau-
elemente lässt sich leicht eine Impedanzanpassung am Eingang vornehmen und
somit erreicht der LNA Nr. 1 den geringsten S11. Der hier vorgestellte LNA liegt
mit seinem S11 im Mittelfeld. Den höchsten IIP3 erreicht der LNA Nr. 5 indem
2 identische Schaltungen parallel betrieben werden, die sich gegenseitig kompen-
sieren. Der LNA dieser Arbeit liegt bei der Linearität im mittleren Bereich. Wie
in Abschnitt 4.1.5 gezeigt wurde, wird ein größerer IIP3 im Bereich der starken
Inversion erreicht, womit aber auch eine höhere Stromaufnahme verbunden ist.
Zusammenfassend kann also festgestellt werden, dass es sich bei dem Kern-LNA
in dieser Arbeit um einen monolithisch integrierten LNA handelt, welcher nach
Wissen des Autors den geringsten Stromverbrauch aufweist. Der LNA erfüllt
außerdem die Anforderungen eines ZigBee-Empfängers.
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Es existieren in der Literatur nur wenige LNAs (so z.B. [127,240]) die eine einstell-
bare Verstärkung aufweisen. Nach Wissen des Autors, bietet keiner der publizier-
ten LNAs die Möglichkeit einer reduzierten Stromaufnahme bei einer geringeren
Verstärkungseinstellung. Diese Option wird bei dem hier vorgestellten LNA ge-
boten und stellt damit eine wichtige Neuerung dar.
Kapitel 6
Zusammenfassung und Ausblick
Der vorliegenden Arbeit vorangestellt ist eine Literaturübersicht über die ver-
schiedenen Empfängerarchitekturen. Aus diesen wurde die homodyne Architektur
als die am besten für einen energieeffizienten Empfänger wie z.B. ZigBee geeig-
nete ausgewählt. Basierend auf einer Systemsimulation wurden die Kennzahlen
des gesamten Empfängers festgelegt und diese umgesetzt in Spezifikationen für
die einzelnen Schaltungsblöcke. Aus den festgelegten Kennzahlen wird deutlich,
dass im Vergleich zu anderen drahtlosen Systemen eine geringe Anforderung an
das Noise Figure und die Linearität gestellt wird, aber eine hohe Anforderung
der geringe Stromverbrauch darstellt.
In einer weiteren Literaturübersicht wurden unterschiedlichen LNA-Architektu-
ren miteinander verglichen und bewertet. Dabei wurden nicht nur die konventio-
nellen Architekturen CS-LNA und CG-LNA betrachtet, sondern auch alternative
Varianten wie z.B. die LNA-Architekturen nach Tiebout und nach Janssens oder
die Möglichkeit zur Verwendung einer synthetischen Spule untersucht. Aufgrund
der Systemanforderungen wurde der CG-LNA als der am besten geeignete aus-
gewählt.
Basierend auf dem EKV-Modell, welches das Verhalten des MOSFETs in allen
Arbeitsbereich von der schwachen bis zur starken Inversion beschreibt, wurde
der CG-LNA analysiert. Dabei wurden speziell, die parasitären Kapazitäten des
MOSFETs und die durch Kurzkanaleffekte bedingte Zunahme des Rauschens, in
Abhängigkeit vom Arbeitspunkt berücksichtigt.
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In dieser Arbeit konnten weiterhin neue, arbeitspunktabhängige charakteristische
Performancekennzahlen des CG-LNAs definiert werden. Diese sind die weiten-
bezogene Source-Transkonduktanz, die weitenbezogene totale Eingangskapazität
und die Eingangszeitkonstante, welche in direkter Verbindung zu der verwen-
deten Standard-CMOS-Technologie stehen. Mit Hilfe dieser Kenngrößen können
die Technologiebedingten Grenzen für den Eingangsreflexionsfaktor und das Noi-
se Figure bestimmt werden.
Mit Hilfe einer numerischen Simulation wurden die Kennzahlen des CG-LNAs
ermittelt. Darauf basierend wurde ein Algorithmus formuliert, mittels dessen un-
ter Berücksichtigung der festgelegten Spezifikationen für den LNA (Noise Figure
und Eingangsreflexionsfaktor) der optimale Inversionskoeffizient und die dazu-
gehörige Weite bei minimalem Arbeitspunktstrom gefunden werden kann. Die
durchgeführte Optimierung zeigt, dass der günstigste Arbeitspunkt im Bereich
der moderaten Inversion liegt. Die durch die Optimierung gefundenen Designpa-
rameter wurden bei der anschließenden schaltungstechnischen Realisierung ver-
wendet und die Kennzahlen des LNAs durch eine Schaltungssimulation verifi-
ziert. Bei der Rauschsimulation wurde das im Simulator implementierte Modell
verwendet.
Ein weiterer Schwerpunkt dieser Arbeit liegt bei der Erweiterung des entwickel-
ten CG-LNAs um eine variabel einstellbare Verstärkung. Dazu wurde ein neues
Konzept zur Verstärkungseinstellung vorgestellt und umgesetzt. Dieses basiert
auf einer energiesparsamen Methode, welche den Arbeitspunktstrom absenkt bei
einer gewählten reduzierten Verstärkungseinstellung. Bei der schaltungstechni-
schen Umsetzung wurden 16 verschiedene Verstärkungsstufen realisiert, wodurch
die Verstärkung des LNAs in 1 dB Schritten reduziert werden kann (eine be-
liebige Stufung ist ebenfalls realisierbar). Der Arbeitspunktstrom wird dabei um
fast eine Größenordnung reduziert. Die gewünschte Verstärkungseinstellung kann
durch ein digitales Steuerwort gewählt werden. Durch Betrachtung des SNR-Aus-
gangsverhältnisses wurde gezeigt, dass bei einer geringeren Verstärkungseinstel-
lung sich keine Verschlechterung des SNR-Verhältnisses im Vergleich zur größten
Verstärkungseinstellung ergibt.
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Da der CG-LNA samt variabel einstellbare Verstärkung in einer Standard-CMOS-
Technologie entworfen wurde, die sich noch in der Entwicklung befand, war es im
zeitlichen Rahmen dieser Arbeit nicht möglich diesen messtechnisch zu verifizie-
ren. Die Verifikation erfolgte daher durch Schaltungssimulationen. Messungen an
dem gefertigten Testchip sollten aber in der Zukunft nachgeholt werden, sobald
dieser vorliegt.
Der in dieser Arbeit vorgestellte optimierte CG-LNA kann zukünftig in Empfän-
gern mit vergleichbaren Anforderungen wie z.B. andere stromsparsame Sensor-
netzwerke eingesetzt werden. Die einstellbare Verstärkung mit gleichzeitig redu-
zierter Stromaufnahme stellt dabei eine wichtige Entwicklung dar, welche maß-
geblich zur Verlängerung der Batterielebensdauer bei mobilen Geräten beiträgt.
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Die für die Kleinsignalanalyse benötigten Kleinsignalparameter Source-, Drain-
und Gate-Transkonduktanz sind gemäß [93,96,97,107] definiert als:




















A.2 Numerische Lösung der
Interpolationsfunktion
Die normierten Spannungen u an den Anschlüssen des MOSFETs sind mit den
normierten Ladungsträgerdichten q über die Interpolationsfunktion
u = ln (q) + 2 · q (A.4)
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miteinander verknüpft (siehe Abschnitt 3.2.2.2). Dabei steht u für up − us bzw.
für up − ud und q steht für qs bzw. für qd. Die Gleichung A.4 kann mit Hilfe
der in [241] präsentierten Lösung für die Lambert W Funktion nach q aufgelöst
werden. Die Lambert W Funktion kann als eine tabellierte Funktion angesehen
werden die z.B. in MATLAB implementiert ist und die Form hat
w · ew = x . (A.5)
Diese kann gelöst werden durch
w = LambertW (x) . (A.6)
Für die Lösung der Interpolationsfunktion muss die Gleichung A.4 umgeformt
werden als
eu = eln (q) · e2·q = q · e2·q . (A.7)





2 · eu = z · ez (A.9)
z = LambertW (2 · eu) . (A.10)






· LambertW (2 · eu) . (A.11)
Die Gleichung A.11 kann nun verwendet werden um die normierten Ladungsträ-
gerdichten q in Abhängigkeit von den normierten Spannungen u an den Anschlüs-
sen des Transistors zu bestimmen.
A.3 Geschwindigkeitssättigung
Die Ansätze zur Modellierung der Geschwindigkeitssättigung im EKV-Modell
sind vergleichbar mit dem in [44, 48, 207] verwendeten Modell, welches sich auf
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die Schwellspannung des MOSFETs bezieht. Dies soll durch die folgenden Berech-
nungen gezeigt werden. Der Drainstrom des in Sättigung befindlichen MOSFET
kann im EKV-Modell im Bereich der starken Inversion ausgedrückt werden durch
(siehe Abschnitt 3.2.2)
ID ≈ ISpec,0 · q
2
s
1 + λc · qs . (A.12)
Dabei ist ISpec,0 = ISpec (µ0). In diesem Arbeitsbereich gilt für den MOSFET mit
dem Source-Anschluss auf Masse für die normierten Spannungen
up − us = 2 · qs ≈ UG − Uth0
n · UTemp =
Uod
n · UTemp . (A.13)
Mit Hilfe des Parameters λc =
2·UTemp
Ec·L und dem Ausdruck qs =
Uod
2·n·UTemp kann der
Drainstrom angegeben werden als

























· µ0 · C ′ox ·
W
L
· Uod · Uod · Ec · L
Uod + n · Ec · L . (A.16)
Wird im Bereich der starken Inversion die Näherung n ≈ 1 verwendet, so ist die
Gleichung A.16 identisch mit dem in [44,48,207] angegebenen Ausdruck.
A.4 Transitfrequenz
Die Transitfrequenz des MOSFET-Transistors ist nach [44,76,79] definiert als die
extrapolierte Frequenz, bei welcher der Betrag der Kurzschlussstromverstärkung
bei der CS-Schaltung gleich eins wird d.h.
∣∣∣ idig ∣∣∣ = 1. Die Transitkreisfrequenz kann
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Dabei muss zwischen der intrinsischen und extrinsischen Transitfrequenz unter-
schieden werden. Bei der extrinsischen Transitfrequenz beeinflussen die externen
parasitischen Elemente den Wert der Transitfrequenz wie in [113] gezeigt wird.
Für die internen Kapazitäten gilt CGG = Cgs + Cgd + Cgb und für den MOSFET








Mit Hilfe der in Abschnitt 3.2.3.1 angegebenen Gleichungen, ergibt sich für die
Kapazitäten Cgs + Cgb des in Sättigung befindlichen MOSFETs:
Cgs + Cgb = COX · [cgs + cgb] = COX · n− 1 + cgs
n
(A.19)





n− 1 + qs · 2qs + 3
3 · (qs + 1)2
]
(A.20)
Wird der MOSFET als idealer Langkanaltransistor angesehen, so kann die Gate-
Transkonduktanz durch Gleichung A.21 angegeben und unter Berücksichtigung
der Geschwindigkeitssättigung durch die Gleichung A.22 beschrieben werden (sie-












n · UTemp ·
(2qs + λc · q2s + 1) · qs








und unter der Annahme, dass n = 4
3
und unabhängig vom






· 8qs · (qs + 1)
2







· 8qs · (qs + 1)
2
3q2s + 5qs + 1
· (2qs + λc · q
2
s + 1)
(1 + λc · qs)2 · (2qs + 1)
(A.24)
Die Geschwindigkeitssättigung hat nur im Bereich der starken Inversion einen
deutlichen Einfluss auf das Verhalten des MOSFETs. Die Transitfrequenz kon-
vergiert daher im Bereich der schwachen Inversion gegen den Wert ft|WI = 12pi · 8qsτ0
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und im Bereich der starken Inversion gegen ft,V S|SI = 12pi · 1τ0 · 43λc . Dieses Ver-
halten ist auch aus der Darstellung in der Abbildung A.1 zu entnehmen, bei der
die Transitfrequenz in Abhängigkeit vom Inversionskoeffizienten mit und ohne Be-
rücksichtigung der Geschwindigkeitssättigung dargestellt ist. Der Verlauf mit Ge-
schwindigkeitssättigung zeigt dabei eine gute Übereinstimmung mit den in [242]
gemessenen Werten, bei denen eine vergleichbare CMOS-Technologie vermessen
wurde.
Abbildung A.1: Transitfrequenz ft des MOSFETs mit und ohne Geschwindigkeitssättigung.
Durch den Einfluss der Geschwindigkeitssättigung ist die Transitfrequenz ft um-
gekehrt proportional zu L anstatt zu L2 [97]. Dies lässt sich einfach zeigen, indem
der durch Gleichung 3.16 gegebene Ausdruck für λc berücksichtigt wird. Daraus
resultiert ft,V S|SI = vsat3pi·L und damit ergibt sich ft,V S|SI ∝ 1/L. Im Gegensatz
dazu ergibt sich ohne Geschwindigkeitssättigung ft ∝ 1/τ0 ∝ 1/L2.
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A.5 Gate-Noise und Korrelation mit Drain-Noise
In diesem Abschnitt werden der arbeitspunktabhängige Gate-Noise-Faktor δ und
der arbeitspunktabhängige Korrelationsfaktor c berechnet. Die Herleitung für die
in der Literatur üblicherweise verwendeten Näherung für die Gate-Admittanz
wird ebenfalls gezeigt. Bei den Herleitungen wird von den in [111] angegebenen
Gleichungen für das NQS-Rauschverhalten des Langkanaltransistors augegegan-
gen. Diese sind in Abhängigkeit von der Hilfsvariable xf = qs+ 12 bzw. xr = qd+
1
2
ausgedrückt und können somit umgerechnet werden. Der im Rahmen dieser Ar-
beit näher betrachtete LNA-MOSFET wird im Sättigungsbereich (qd = 0) be-
trieben. Die folgenden Herleitungen beziehen sich daher ausschließlich auf diesen
Arbeitsbereich.
A.5.1 Gate-Noise-Faktor δ
Der Drain-Noise-Faktor ist nach [111] definiert als
δ =
Sn,i2g
4kT · Re{Ygg} =
sn,i2g
Re{ygg} . (A.25)
Mit den weiteren Gleichungen aus [85,111] und unter Berücksichtigung von qd =











· {(n− 1) + ξc [cc (qs, qd) + cc (qd, qs)]} (A.27)
















cc (qs, qd) =
1
3
· qs · (2qs + 3)
(qs + 1)
2 (A.30)
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Weiterhin ist Θ = Ω
Ωcrit
, Ω = ω · τ0 und Ωcrit = ωcrit · τ0. Dabei ist τ0 nach
Gleichung 3.29 definiert und ωcrit = 1τqs durch Gleichung 3.28 gegeben. Daraus
folgt dann:
Ωcrit =
30 · (qs + 1)3
4q2s + 10qs + 5
(A.31)









)2 · cc ≈ Ω24n2 · ccΩcrit (A.32)













270 · (qs + 1)5 · cc
(A.33)
Durch einsetzen der Gleichungen A.28, A.30 und A.31 kann der Drain-Noise-Fak-




· 32 · q
3
s + 114 · q2s + 132 · qs + 45
(4 · q2s + 10 · qs + 5) · (2 · qs + 3)
. (A.34)
A.5.2 Näherungen für die Gate-Admittanz




Vergleich der Gleichungen A.30 und 3.19 wird deutlich, dass (für qd = 0) cc = cgs
gilt, woraus resultiert
Re {YGG} ≈ YSpec · ω
2τ 20 · cgs
4n2 · Ωcrit . (A.35)





unter Berücksichtigung von gms = YSpec · qs, COX = C ′ox ·W · L, τ0 = L
2
µ·UTemp ,
sowie ISpec = 2 · n · µ · C ′ox · WL folgt:
Re {YGG} ≈ (ωCgs)
2
5gms
· YSpec · τ
2
0 · 5gms
4n2 · Ωcrit · cgs · C2OX
(A.36)
Re {YGG} ≈ (ωCgs)
2
5gms
· Y 2Spec ·
5qs · L4
4n2 · µ2 · U2Temp · C ′ox2 ·W 2 · L2 · Ωcrit · cgs
(A.37)
Re {YGG} ≈ (ωCgs)
2
5gms




Ωcrit · cgs (A.38)
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Durch einsetzen der Gleichungen 3.19 und A.31 ergibt sich







s + 10qs + 5






konvergiert im Bereich der schwachen Inversion gegen
den Wert 5
6
und im Bereich der starken Inversion gegen den Wert 1. Im Über-
gangsbereich zeigt sich eine stetige Zunahme, so dass schließlich die Näherung
angegeben werden kann
Re {YGG} ≈ (ωCgs)
2
5 · gms . (A.40)
Für den ohmschen Anteil der Impedanz, die in das Gate eingesehen wird, wird in
der Literatur eine weitere Näherung verwendet. Ausgangspunkt für die Herleitung
dieser Näherung ist in [44] die Gate-Admittanz, welche näherungsweise aus einer
Parallelschaltung der Kapazität Cgs und einem Widerstand mit dem Leitwert
gg = Re {YGG} betrachtet wird. Diese Parallelschaltung kann in eine äquivalente








Mit dem Ausdruck Q = ωCgs
gg
und mit Q >> 1 ergibt sich
Zin =
1
gg · (1 +Q2) − j
1
ωCgs · (1 + 1/Q2) ≈
1








so resultiert daraus Zin ≈ 15·gms − j 1ωCgs . Dies entspricht einer Reihenschaltung
aus einer Kapazität Cgs und einem ohmschen Widerstand rg,NQS. Für den NQS-
Widerstand gilt damit nach [44]
rg,NQS ≈ 1
5 · gms . (A.43)
A.5.3 Korrelationskoeffizient c
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Für den Langkanaltransistor können die normierten Rauschleistungsdichten mit
Hilfe der in [111] gegebenen Gleichungen beschrieben werden durch:


















































) · (32 · q3s + 114 · q2s + 132 · qs + 45) . (A.49)
A.5.4 Verhältnis der Rauschparameter δγ
Für den Langkanaltransistor kann der arbeitspunktabhängige Drain-Noise-Faktor
γ und Gate-Noise-Faktor δ durch Gleichung 3.36 bzw. Gleichung 3.38 angegeben
werden. Für das Verhältnis der beiden Größen gilt dann
δ
γ
= 2 · (32 · q
3
s + 114 · q2s + 132 · qs + 45) · (qs + 1)
(4 · q2s + 10 · qs + 5) · (2 · qs + 3) · (4 · qs + 3)
. (A.50)
Wird die Gleichung A.50 für qs >> 1 und für qs << 1 betrachtet, so ergibt sich
in den beiden Fällen δ
γ
= 2. Der Ausdruck kann für den gesamten Arbeitsbereich
von schwacher bis starker Inversion numerisch ausgewertet werden. Dies ist in der
Abbildung A.2 dargestellt. Weiter hin ist dort zum Vergleich das exakt numerisch
berechnete Verhältnis aus den in [111] gegebenen kompletten NQS-Funktionen
dargestellt.
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Abbildung A.2: Arbeitspunktabhängiges Verhältnis der Rauschparameter δγ .
Aus der Darstellung ist zu erkennen, dass die Gleichung A.50 sehr gut mit dem
exakten, aus den NQS-Funktionen berechneten Verlauf übereinstimmt. Weiterhin







A.6.1 Mit exakter Interpolationsfunktion
Wird der MOSFET als Schalter eingesetzt, so liegt sein Arbeitspunkt im unte-
ren Abschnitt des Triodenbereichs, welcher auch als ohmscher Bereich bezeichnet
wird. Im Gegensatz zum Sättigungsbereich darf im Triodenbereich der Rück-
wärtsanteil des Drainstroms nicht vernachlässigt werden, d.h. es gilt nicht mehr
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if >> ir. Solange der MOSFET sich im Vorwärtsbetrieb befindet gilt aber wei-
terhin if > ir. In diesem Arbeitsbereich kann das Verhalten des MOSFETs mit
den Gleichungen aus Abschnitt 3.2.2 ausgedrückt werden durch:
ID = ISpec · (if − ir) = ISpec ·
[(
q2s + qs
)− (q2d + qd)] (A.52)
up − ud = ln (qd) + 2 · qd (A.53)







Der ON-Widerstand des MOSFETs kann mit Hilfe der durch Gleichung A.2 de-














d (up − ud) ·
d (up − ud)
dUD
(A.57)
Die Vorgehensweise zur Berechnung von dID
dUD
ist die gleiche, wie sie zur Bestim-
mung der Source-Transkonduktanz in Abschnitt C.2.1 verwendet wird. Damit








Mit der Gleichung A.11 für qd und mit der Näherung für (up − ud) >> 1 ergibt




· LambertW (2 · eup−ud) ≈ up − ud
2
(A.59)
qd ≈ UP − UD





2 · UTemp =
ISpec
UTemp
· UG − Uth0
2 · n · UTemp (A.61)
Der ON-Widerstand des MOSFETs kann damit letztlich angegeben werden als
RON =
2 · n · U2Temp
ISpec · (UG − Uth0) (A.62)
RON =
1
µ0 · C ′ox · WL · (UG − Uth0)
. (A.63)
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A.6.2 Mit Näherung für die Interpolationsfunktion
Ohne numerische Näherung für die Lambert W Funktion kann der ON-Wider-
stand des MOSFETs bestimmt werden, wenn die nicht physikalische Näherung für
die Interpolationsfunktion verwendet wird. In diesem Fall gilt für den MOSFET
ID = ISpec · (if − ir)

















up − ud = UP − UD
UTemp
. (A.65)





























· UG − Uth0
2 · n · UTemp . (A.67)
Damit ergibt sich wieder wie im vorheringen Abschnitt für den ON-Widerstand
des MOSFETs der Ausdruck
RON =
1





B.1 Herleitung des äquivalenten Vierpols
Für das in Abschnitt 3.5.2.2 vorgestellte Modell der HF-Signalzuführung über
Bondrahtverbindungen, wird in diesem Abschnitt ein äquivalenter Vierpol be-
stimmt. In demModell wird von drei parallelen Bonddrähten ausgegangen, welche
die gleiche Länge und Form besitzen.
Zunächst wird im allgemeinen Fall von drei parallelen Bonddrähten ausgegangen.
Um die Spannungsabfälle über den Bonddrähten zu berechnen, werden wie in
Abbildung B.1 dargestellt, die Bezugsrichtungen für die Spannungen und Ströme
festgelegt. Das Modell kann damit als ein Übertrager mit drei Wicklungen ange-
sehen werden, wobei Zin die Eingangsimpedanz der Schaltung darstellt.1 Unter
Berücksichtigung der transformatorischen Kopplung [108] zwischen den Drähten,
1 Bei der Betrachtung der Darstellung in Abbildung B.1 wird deutlich, dass diese Anordnung
als ein „quer betriebener Übertrager“ angesehen werden kann. Im Gegensatz zu einem ge-
wünschten Übertrager, bei dem die Spannungen über den einzelnen Wicklungen abgegriffen
werden, werden bei diesem die Spannungen als Potentialdifferenzen an den Enden unter-
schiedlicher Wicklungen abgegriffen.
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können die Spannungsabfälle über diesen bestimmt werden als:
u1 = R1 · i1 + sL11 · i1 + sL21 · i2 + sL31 · i3 (B.1)
u2 = R2 · i2 + sL22 · i2 + sL12 · i1 + sL32 · i3 (B.2)
u3 = R3 · i3 + sL33 · i3 + sL13 · i1 + sL23 · i2 (B.3)
Abbildung B.1: Modell für die Berechnung der Bonddrahtverbindung mit eingezeichneten Be-
zugspfeilen für die Spannungen und Ströme.
Da die Bonddrahtverbindung aus drei identischen Drähten besteht, gilt für die
Widerstände R1 = R2 = R3 = R und für die Eigeninduktivitäten L11 = L22 =
L33 = L. Bei den Gegeninduktivitäten muss unterschieden werden zwischen di-
rekt benachbarten Bonddrähten und solchen, zwischen denen sich ein weiterer
Draht befindet. Aufgrund der Symmetrie der Anordnung können somit die Ge-
geninduktivitäten zusammengefasst werden als L12 = L21 = L13 = L31 = M1
und L23 = L32 = M2. Für die Ströme gilt i2 = i3 und i2 = −i1/2. Aus den
Gleichungen B.1 - B.3 folgt dann mit den angegebenen Vereinfachungen:
u1 = R · i1 + sL · i1 + sM1 · i2 + sM1 · i2 (B.4)
u2 = R · i2 + sL · i2 + sM1 · i1 + sM2 · i2 (B.5)
u3 = R · i2 + sL · i2 + sM1 · i1 + sM2 · i2 (B.6)
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Diese können zusammengefasst werden als:
u1 = [R + s (L−M1)] · i1 (B.7)
u2 = [R + s (L− 2M1 +M2)] · i2 (B.8)
u3 = [R + s (L− 2M1 +M2)] · i2 (B.9)
Aus der Gleichung B.8 und der Gleichung B.9 wird deutlich, dass u2 = u3 gilt.
Im nächsten Schritt wird die Admittanzmatrix
↔
Y dieses Vierpols mit Hilfe der
Abbildung B.2 bestimmt. Aus der Darstellung ist zu erkennen, dass IB = −IA
und i2 = −i12 =
−IA
2
gilt. Hiermit können als Zwischenrechnung i1− i2 = 32IA und
i1 − 2i2 = 2IA bestimmt werden.




Für die Spannungen gilt:
UA = u1 − u2 = R · 3
2
IA + sL · 3
2


















UB = u2 − u1 = −R · 3
2
IA − sL · 3
2
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Damit kann die Admittanzmatrix
↔













) ·( +1 −1−1 +1
)
(B.14)
Aufgrund der Struktur der Admittanzmatrix kann der äquivalente Vierpol wie
in Abbildung 3.23 gezeigt, dargestellt werden. Hierbei wird R = RBond, L =
LBond, M1 = MI,Bond und M2 = MII,Bond definiert. Daraus folgt letztlich für die
Admittanz Ytot in dem Vierpol:
1
Ytot
= Rtot + sLtot =
3
2







MII,Bond − 2MI,Bond (B.16)
B.2 Impedanztransformation
Der Eingangsreflexionsfaktor S11,dB = f (l, CPad, CPad,PCB, REmpf ) wurde in Ab-
schnitt 3.5.2.3 als Konturdiagramm in Abhängigkeit von der Bonddrahtlänge l
und der Pad-Kapazität CPad für vier unterschiedliche Werte von CPad,PCB bei
einem festen Widerstand von REmpf = 50 Ω dargestellt. In diesem Abschnitt
sind in der Abbildung B.3 die weiteren Konturdiagramme mit REmpf = 30 Ω




Abbildung B.3: Eingangsreflexionsfaktor S11,dB in Abhängigkeit von der Bonddrahtlänge l und
der Pad-Kapazität CPad bei vier unterschiedlichen CPad,PCB Werten und a)
einem festen Widerstand von REmpf = 30 Ω, b) einem festen Widerstand von






Die Berechnung des Noise Figure NF des CG-LNAs erfolgt anhand des Ersatzt-
schaltbildes in Abbildung 4.4. Die Rauschquellen werden dabei einzeln betrachtet
und ihr Anteil an der Rauschleistungsdichte am Ausgang der Schaltung bestimmt.
Die gesamte Ausgangsrauschleistungsdichte wird im Anschluss auf den, durch den
50 Ω-Quellenwiderstand verursachte Anteil an der Ausgangsrauschleistungsdichte
bezogen. Bei den Berechnungen wird davon ausgegangen, dass der Schwingkreis
am Ausgang auf die gewünschte Trägerfrequenz abgestimmt ist und somit nur
noch der Widerstand Rp berücksichtigt werden muss.
Bei der Berechnung des Rauschens muss die Korrelation zwischen dem Drain-
Rauschen und dem induzierten Gate-Rauschen berücksichtigt werden. Die
Rauschleistungsdichte des induzierten Gate-Rauschens aus Gleichung 3.33 kann






1− |c|2)︸ ︷︷ ︸
unkorreliert
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Dabei ist gg, δ und |c| durch die Gleichungen 3.34, 3.38 und 3.39 gegeben. Der
korrelierte Rauschstromanteil kann damit angegeben werden als√
i2ng = −j · |c| ·
√
4kTδgg ·∆f (C.2)
und der Drainrauschstrom wird mit γ aus Gleichung 3.37 beschrieben durch√
i2nd =
√
4kTγgms ·∆f . (C.3)
C.1.1 Anteile der Ausgangsrauschleistungsdichte
Im folgenden werden die einzelnen Anteile der Ausgangsrauschleistungsdichte be-
stimmt:
Der Anteil vom Quellwiderstand u2Rs :
Sa,Rs = 4kTRs ·
g2ms
|1 + gmsRs + sCinRs|2
·R2p (C.4)
Der Anteil vom Lastwiderstand u2Rp :
Sa,Rp = 4kT ·Rp (C.5)
Unkorrelierter Anteil vom Gate-Rauschen i2ng,u:
Sa,ig,u =
4kTγξgms
















|1 + gmsRs + sCinRs|2
·R2p (C.8)














Anteil vom Drain-Rauschen i2d bei Vernachlässigung der Korrelation:




|1 + gmsRs + sCinRs|2
·R2p (C.10)
C.1.2 Berechnung der Rauschzahl
Die Rauschzahl des CG-LNAs kann aus den einzelnen Anteilen der Ausgangs-
rauschleistungsdichte bestimmt werden durch










Im Vergleich dazu ergibt sich für die Rauschzahl unter Vernachlässigung des
induzierten Gate-Rauschens







Die Rauschanteile Sa,ig,u und Sa,ig,c,id können zusammengefasst werden als
Sa,ig,u + Sa,ig,c,id =
4kTγgms · (κ+ ξ)
|1 + gmsRs + sCinRs|2
·R2p . (C.13)
Der Einfluss des induzierten Gate-Rauschens kann in Anlehnung an den Ansatz
in [207] bestimmt werden. Dies geschieht, indem die Rauschzahl ohne den Ein-
fluss des induzierten Gate-Rauschens (Gleichung C.12) bestimmt und mit der
Rauschzahl vergleichen wird, die sich unter Berücksichtigung des induzierten Ga-
te-Rauschens (Gleichung C.11) ergibt. Der Unterschied zwischen diesen beiden





· (ξ + κ)


















Aus der Gleichung C.11 und den einzelnen Anteilen der Ausgangsrauschleistungs-
dichten (Gleichungen C.4 - C.10) ergibt sich mit Hilfe der Gleichung C.14 für die
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Rauschzahl












Der letzte Summand in der obigen Gleichung gibt den Rauschbeitrag der Last an.
Mit der auf die Quellspannung uQ bezogenen Spannungsverstärkung G∗V (siehe
Gleichung 4.7) kann die Rauschzahl des CG-LNAs letztlich angegeben werden als













In Abschnitt 4.1.5 wurde durch die Gleichung 4.18 ein Ausdruck für den PIIP3 an-
gegeben, der in diesem Abschnitt hergeleitet werden soll. Weiterhin wird zum Ver-
gleich auch der IIP3 berechnet, wenn die nicht physikalische Interpolationsfunk-
tion (siehe Gleichung 3.12) aus der ursprünglichen Veröffentlichung zum EKV-
Modell [83] verwendet wird.
Ausgangspunkt für die Berechnungen ist der in Abbildung 4.5 dargestellte CG-
Verstärker mit dem ohmschen Lastwiderstand R, der Versorgungsspannung UDD
und der Eingangspannungsquelle Us = UDC + uin. Die Ausgangsspannung der
Schaltung kann berechnet werden durch
Uout = UDD − Id ·R , (C.17)
für die im Arbeitspunkt eine Taylorreihenentwicklung durchgeführt wird. Durch
den Abbruch der Reihe nach dem dritten Glied ergibt sich
















· (Us − UDC)3 . (C.18)
Zur Vereinfachung wird folgende Konvention für die Schreibweise eingeführt: Die
n-te Ableitung des Drainstroms nach der Eingangsspannung US wird definiert als
gms,n = −dnIDdUnS . Die Ausgangsspannung kann somit angegeben werden als
Uout ≈ UDD − ID ·R +R ·
(









Durch einen Koeffizientenvergleich der Gleichung C.19 mit der Gleichung 2.16
ergibt sich c1 = R · gms,1 und c3 = R · gms,36 . Die Amplitude des AIIP3 in Volt lässt

















C.2.1 Mit exakter Interpolationsfunktion
Mit den Gleichungen aus Abschnitt 3.2.2 für den MOSFET in Sättigung





u = up − us = ln (qs) + 2 · qs (C.22)
up − us = UP − US
UTemp
(C.23)








































Da die Gleichung C.22 für die normierte Spannung u nicht analytisch invertiert
werden kann, wird die weitere innere Ableitung dqs
du
folgendermaßen bestimmt
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Die äußeren Ableitungen sind dabei:
dID
dqs







































Aus den Gleichungen C.35 und C.37 kann schließlich mittels der Gleichung C.20
der PIIP3 bestimmt werden als
PIIP3 = 4 ·
U2Temp
Rs
· (2qs + 1)3 . (C.38)
C.2.2 Mit Näherung für die Interpolationsfunktion
Mit den Gleichungen aus Abschnitt 3.2.2 für den MOSFET in Sättigung und un-
ter Verwendung der nicht physikalischen Näherung für die Interpolationsfunktion




= ISpec · if (C.39)













































Die Näherungsgleichung für die normierte Spannung kann nach if aufgelöst wer-







)]2. Die äußeren Ableitungen sind dabei:
dID
du
































)3 · [3 · eu2 + ln (eu2 + 1) · (1− eu2 )] (C.49)



























)3 · [3 · eu2 + ln (eu2 + 1) · (1− eu2 )] (C.52)
Aus den Gleichungen C.50 und C.52 kann schließlich mittels der Gleichung C.20
der PIIP3 bestimmt werden als
PIIP3 = 16 ·
U2Temp
Rs






3 · eu2 + ln (eu2 + 1) · (1− eu2 )
∣∣∣∣∣ .(C.53)
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C.2.3 Mit Geschwindigkeitssättigung
Die in Abschnitt 3.2.2.3 beschriebenen Kurzkanaleffekte zeigen einen Einfluss
auf die Linearität der Schaltung. Um dies zu verdeutlichen, wird unter Berück-
sichtigung des Effekts der Geschwindigkeitssättigung der IIP3 bestimmt. Die
Ausgangsgleichung für den Drainstrom kann mit ISpec,0 = ISpec (µ0) angegeben
werden als:




1 + λc · qs (C.54)





· (2qs + λc · q
2
s + 1) · qs




· qs · [λ
2
c · q3s + (4− λc) · q2s + (4− λc) · qs + 1]






(1 + λc · qs)4 · (2qs + 1)5
·{−4λ3c · q5s + (λ3c + 8λ2c − 24λc) · q4s + (12λ2c − 32λc) · q3s
+
(
λ2c − 15λc + 4
) · q2s + (−4λc + 4) · qs + 1} (C.57)
Der PIIP3 kann schließlich gemäß der Gleichung C.20 mit Hilfe der Gleichun-
gen C.55 und C.57 bestimmt werden.
C.2.4 Vergleich der Ergebnisse
In den vorherigen Abschnitten wurde die erste bis dritte Ableitung des Drain-
stroms nach der Spannung US bestimmt. Dabei wurden unterschiedliche Aus-
drücke für den Drainstrom verwendet. Zum einen wurde die exakte Interpola-
tionsfunktion für den Langkanaltransistor verwendet, weiterhin die nicht physi-
kalische Näherung und als drittes wurde der Einfluss der Geschwindigkeitssätti-















über der normierten Spannungs-
differenz u dargestellt.
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Abbildung C.1: Normierte Ableitungen des Drainstroms nach der Spannung US .
Wird die nicht physikalische Näherung verwendet, so zeigt sich im Vergleich zur
exakten Interpolationsfunktion bei der ersten Ableitung ein nur sehr geringer
Unterschied. Bei der zweiten Ableitung ist nach dem Anstieg ein geringer Abfall
zu erkennen (Überschwingen), woraus sich die Nullstelle in der dritten Ableitung
ergibt. Die nicht physikalische Näherung zeigt somit bei den höheren Ableitungen
große Unterschiede im Vergleich zur exakten Interpolationsfunktion.
Die Abbildung C.1 zeigt weiter den Einfluss der Geschwindigkeitssättigung mit
dem Parameter λc = 0, 08. Bei der ersten Ableitung ist die starke Reduzierung
von g∗ms,1 bei großen Spannungsdifferenzen u zu erkennen. Die zweite Ableitung
konvergiert bei großen Werten der normierten Spannungsdifferenz u nicht mehr
gegen einen konstanten Wert, sondern gegen Null. Durch den Anstieg und an-
schließenden Abfall der zweiten Ableitung ergibt sich bei der dritten Ableitung
eine Nullstelle.
Aus den berechneten Ableitungen kann, wie in den vorherigen Abschnitten be-
schrieben, der IIP3 bestimmt werden. Zum Vergleich ist dieser sowohl für die
exakte Interpolationsfunktion als auch für die nicht physikalische Näherung in der
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Abbildung C.2 a) dargestellt. Bei dem IIP3 der mittels der Näherung bestimmt
wurde ist beim Übergang von dem Bereich der moderaten zur starken Inversion
eine Polstelle zu erkennen. Diese wird verursacht durch die Nullstelle bei der drit-
ten Ableitung des Drainstroms. Weiterhin zeigt der IIP3 im Bereich der starken
Inversion einen stärkeren Anstieg, als es die exakte Interpolationsfunktion voraus-
sagt. Nur im Bereich der schwachen Inversion zeigen beide Funktionen eine gute
Übereinstimmung. Die nicht physikalische Näherung sollte daher für Berechnung
der Linearität nicht verwendet werden.
In der Abbildung C.2 b) wird der berechnete IIP3 in Abhängigkeit vom Inver-
sionskoeffizient if für unterschiedliche Werten von λc gezeigt. Wie zu erwarten
ist kein Einfluss durch Geschwindigkeitssättigung im Bereich der schwachen In-
version zu erkennen. Für λc 6= 0 ergibt sich eine Polstelle beim IIP3, welche
im Bereich zwischen moderater und Anfangsbereich der starken Inversion liegt.
Weiterhin ergibt sich durch die Geschwindigkeitssättigung eine Reduzierung des





Abbildung C.2: Berechneter IIP3 für den CG-LNA a) beim idealen Langkanaltransistor mit






D.1 Aufbau und Funktionsweise
Wie in der Einleitung in Abschnitt 1.3 beschrieben stand ein geringer Stromver-
brauch der Schaltungsblöcke im ZigBee-Empfänger im Vordergrund der vorliegen-
den Arbeit. Der Grund dafür, dass der Stromverbrauch und eben nicht der Lei-
stungsverbrauch betrachtet wurde liegt bei der fest für einige Blöcke im Empfän-
ger vorgegebenen Versorgungsspannung, welche der Nennversorgungsspannung
der verwendeten CMOS-Technologie entspricht.
Nach der International Technology Roadmap [23] wird bei den zukünftigen
CMOS-Technologien mit einer Versorgungsspannung von 1 V gerechnet. Wie
in [13] gezeigt wird, sinkt die Schwellspannung der MOSFETs hierbei nicht pro-
portional zur Versorgungsspannung. Es soll daher in diesem Anschnitt unter-
sucht werden, bis zu welcher reduzierten Versorgungsspannung der entwickelte
CG-LNA aus Abschnitt 5.4 ohne eine nennenswerte Verschlechterung der Perfor-
mance seine Funktion erfüllt.
Bei der Untersuchung der Bias-Schaltung für den entwickelten CG-LNA zeigt
sich, dass diese nicht in der Lage ist den notwendigen Arbeitspunktstrom bei
einer stark reduzierten Versorgungsspannung (UDD) zu liefern. Der Aufbau der
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Schaltung aus Abschnitt 5.4 wie er in Abbildung 5.9 dargestellt ist wird modifi-
ziert indem die Bias-Schaltung, die den Arbeitspunktstrom für den LNA einstellt,
in der Schaltungssimulation durch eine ideale Konstantstromquelle ersetzt wird.
Der modifizierte Aufbau der Schaltung ist in der Abbildung D.1 dargestellt.
Abbildung D.1: CG-LNA bei reduzierter Versorgungsspannung mit Konstantstromquelle.
Damit der Stromspiegeltransistor M2 im Sättigungsbereich in starker Inversion
betrieben werden kann, muss über diesen eine ausreichend große Drain-Source-
Spannung anliegen. Dagegen wird der LNA-MOSFETM1 in moderater Inversion
betrieben und somit ist für diesen nur eine geringe Drain-Source-Spannung not-
wendig (vgl. auch [94,246]). Der Spannungsabfall über der Spule beträgt ca. 6 mV
und kann daher vernachlässigt werden. Es ergibt sich damit die Möglichkeit die
Versorgungsspannung zu reduzieren, ohne das dabei eine drastische Verschlech-
terung der Performance zu erwarten ist.
Durch eine reduzierte Versorgungsspannung verringert sich auch der Aussteue-
rungsbereich der Signale am Drain-Anschluss vonM1. Der LNA erreicht daher bei
etwas geringeren Eingangssignalpegeln den 1-dB-Kompressionspunkt und weist
daher auch einen etwas geringeren IIP3 auf. Da auch bei maximalem Eingangs-
signal von uˆin,max = 31, 62 mV das Ausgangssignal sehr gering ist, ist hier nur
eine geringe Beeinträchtigung zu erwarten.
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D.2 Simulationsergebnisse
Wie im vorherigen Abschnitt beschrieben wird hier untersucht wie der entwickelte
CG-LNA aus Abschnitt 5.4 sich bei reduzierter Versorgungsspannung (UDD) ver-
hält. Die Schaltungssimulation erfolgt bei einer Versorgungsspannung von 2, 5 V,
2, 0 V, 1, 5 V, 1, 0 V und 0, 8 V.
In der Abbildung D.2 a) ist das Simulationsergebnis für die Spannungsverstär-
kung GV dargestellt. Wie aus der Darstellung zu erkennen ist, ist die Span-
nungsverstärkung bis zu UDD = 1, 5 V fast unverändert. Bei einer Versorgungs-
spannung von 1, 0 V verringert sich die Spannungsverstärkung von ursprünglich
GV = 4, 45 auf GV = 4, 29 (entsprechend von 12,97 dB auf 12,65 dB). Die Span-
nungsverstärkung reduziert sich weiter auf GV = 3, 63 (11,21 dB), wenn UDD auf
0, 8 V abgesenkt wird. Das Maxima der Verstärkung wird dabei leicht zur ge-
ringeren Frequenzen verschoben, liegt aber immer noch nahe der Trägerfrequenz
von fc = 868, 3 MHz.
Der simulierte Betrag der Eingangsimpedanz |Zin| wird in der Abbildung D.2 b)
gezeigt. Der LNA weist bei einer Versorgungsspannung von 1 V eine Eingangsim-
pedanz von |Zin| = 47, 04 Ω und einen Reflexionsfaktor von S11 = −13, 73 dB auf
und für UDD = 0, 8 V beträgt |Zin| = 48, 02 Ω und S11 = −12, 04 dB. Dagegen
erreicht der LNA bei UDD = 2, 5 V für |Zin| = 48, 57 Ω und S11 = −14, 86 dB.
Damit zeigt sich eine nur geringfügige Verschlechterung bei reduzierter Versor-
gungsspannung.
Das Simulationsergebnis für das Noise Figure ist in der Abbildung D.3 a) dar-
gestellt. Die Schaltungssimulation ergibt ein Noise Figure von NF = 4, 46 dB
bei UDD = 2, 5 V, ein Noise Figure von NF = 4, 68 dB bei UDD = 1, 0 V und
ein Noise Figure von NF = 5, 56 dB bei UDD = 0, 8 V. Wie in Abschnitt 5.4.3
beschrieben wird in der Schaltungssimulation der durch Kurzkanaleffekte beding-
te Anstieg des Rauschens nicht berücksichtigt. Der in der Praxis zu erwartende
Wert wird bei etwas größeren Zahlenwerten liegen. Dieser Wert kann z.B. mit
Hilfe der Gleichung 5.20 abgeschätzt werden.
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a)
b)
Abbildung D.2: Simulationsergebnisse des CG-LNAs bei reduzierter Versorgungsspannung
a) Spannungsverstärkung GV und b) Eingangsimpedanz |Zin|.
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Die Linearität der Schaltung wird mit Hilfe der Abbildung D.3 b) bestimmt, aus
der der IIP3 ermittelt wird. Bei einer Versorgungsspannung von bis zu 1, 5 V ist
nur eine geringe Verschlechterung des IIP3 zu beobachten. Bei einer Versorgungs-
spannung von UDD = 1, 0 V erzielt der CG-LNA einen IIP3 von −6, 51 dBm.
Dagegen erreicht der LNA bei UDD = 2, 5 V einen IIP3 von −5, 78 dBm. Bei
einer Versorgungsspannung von UDD = 0, 8 V verschlechtert sich der IIP3 des
LNAs auf −7, 78 dBm.
Der CG-LNA arbeitet wie die Simulationsergebnisse zeigen bei einer reduzierten
Versorgungsspannung von 1, 5 V praktisch unverändert. Selbst bei einer stark
verringerten Versorgungsspannung von 2, 5 V auf 1, 0 V ist nur eine geringe Ver-
schlechterung der Performance zu beobachten. Erst bei einer weiter reduzierten
Versorgungsspannung auf 0, 8 V zeigt sich eine deutliche Verschlechterung. Der
entwickelte CG-LNA kann damit auch bei einer stark reduzierten Versorgungs-
spannung eingesetzt werden und ist damit auch für den Einsatz in zukünftigen
CMOS-Technologien geeignet.
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a)
b)
Abbildung D.3: Simulationsergebnisse des CG-LNAs bei reduzierter Versorgungsspannung
a) Noise Figure NF und b) Linearität (IIP3).
Anhang E
Layouts
E.1 Hinweise zur Umsetzung der Schaltung
Einige Punkte die bei der Umsetzung der Schaltpläne in das Layout beachtet
werden müssen, werden in diesem Abschnitt kurz angesprochen. Abschließend
wird das Layout des HF-Teils des Empfängers, sowie das Layout des gesamten
Empfängers präsentiert. Dabei wurde in der vorliegenden Arbeit der LNA schal-
tungstechnisch realisiert. Die weiteren Blöcke des Empfängers wurden unter den
hier spezifizierten Kennzahlen realisiert, sind aber nicht Bestandteil der vorlie-
genden Arbeit. Einzelne Schaltungsblöcke sind in eigenständigen Veröffentlichun-
gen beschrieben, wie z.B. das verwendete Filter in [57] und die Bias-Schaltungen
in [247].
Bei der Umsetzung der Schaltung in das Layout müssen zunächst die grundsätz-
lichen Design-Regeln der verwendeten CMOS-Technologie [82] befolgt werden.
Weitere Regeln bzw. Empfehlungen ergeben sich aus der HF-Betrachtung des
kompletten Chips, wobei mögliche Kopplungen und parasitäre Effekte identifi-
ziert und durch Gegenmaßnahmen unterdrückt werden sollen. Diese können aus
der Literatur wie z.B. [80,186,187] entnommen bzw. abgeleitet werden.
Beim Layout müssen unter anderem folgende Punkte beachtet werden: Die Sub-
stratkontakte der MOSFETs sind so nahe wie möglich an den Transistoren zu
platzieren und sollen diese als Ring umschließen. Die Gate-Anschlüsse der MOS-
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FETs im LNA und Mischer, die das HF-Signal führen, müssen beidseitig kontak-
tiert werden. Weiterhin muss eine ausreichende Anzahl an Durchkontaktierungen
(Vias) verwendet werden, um sicherzustellen, dass der damit verbundene Wider-
stand zu vernachlässigen ist. Dies gilt im besonderen für den Gate-Anschluss des
LNA-MOSFETs.
Für den Anschluss der Spule soll die gleiche Leiterbahnbreite wie für die Spule
selbst verwendet werden. Zu den benachbarten Strukturen soll die Spule einen
ausreichend großen Abstand aufweisen (Größenordnung ca. dout−din
2
), wobei die
dadurch entstehende Fläche durch einen Ring aus Substratkontakten berandet
wird. Um die kapazitive Belastung und die damit verbundene Einkopplung von
Störungen über das Substrat zur reduzieren, sind die HF-Signale (soweit möglich)
in der obersten Metallebene über längere Distanzen zu führen. Gegebenenfalls
wird hierfür eine Anordnung wie eine Mikrostreifenleitung, auf dem Chip (vgl.
Abbildung 3.17) bestehend aus den Metallschichten vier und eins verwendet. Um
möglichst wenig Übersprechen zwischen dem HF-Signal und dem LO-Signal zu
erreichen, werden diese wie in [73] empfohlen orthogonal zueinander geführt.
Die Anschluss-Pads für die Versorgungsspannung (UDD und GND) sollten so
nahe wie möglich beieinander liegen, damit die Gegeninduktivität zwischen den
Bonddrähten möglichst groß und somit die effektive Gesamtinduktivität der Zu-
führung gemäß [186] möglichst gering ist. Es werden separate Bias-Schaltungen
für den LNA, die Mischer und den kompletten Basisbandteil des Empfängers ver-
wendet, welche auch über getrennte Bonddrahtverbindungen die benötigte Ver-
sorgungsspannung erhalten. Um Störeinkopplungen über das Substrat zu unter-
drücken erhält gemäß [187] jeder Schaltungsblock einen zusätzlichen Ring mit
Substratkontakten, welche über Bonddrahtverbindungen extern mit Masse Ver-
bunden sind. Der Basisbandteil wird durch einen Streifen mit Substratkontakten
vom HF-Teil abgetrennt.
Um die für den Prozess vorgeschriebene Metallabdeckung zu erreichen werden
Füllstrukturen aus Metall verwendet. Diese dürfen nicht in den kritischen HF-
Teilen und im Bereich der Spule samt deren Abstandszone eingefügt werden.
Glättungskapazitäten sind im ausreichenden Maße auf dem Chip zu realisieren,
so können Freiflächen auf dem Chip für diese genutzt werden. Um ein geringes
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I/Q-Mismatch zu erzielen, müssen die beiden Zweige für die I- und Q-Komponente
symmetrisch aufgebaut und die Symmetrieachse im Layout klar erkennbar sein.
Das Gesamt-Layout des Empfängers soll eine längliche Struktur besitzen, damit
dieser mit einem Sender und Synthesizer als ein Block gruppiert werden kann.
Zur exakten Abstimmung des Lastschwingkreises im LNA müssen nach dem er-
stellen des Layouts aus diesem die Kapazitäten extrahiert werden. In Abhängig-
keit von diesen parasitären Kapazitäten muss die Abstimmkapazität für den LNA
gewählt werden.
E.2 Realisierung des Layouts
Die Abbildung E.1 zeigt das Layout des HF-Teils des Empfängers [4]. Die Schal-
tungsblöcke LNA, Bias-Schaltung für den LNA, sowie Mischer mit dazugehöriger
Bias-Schaltung aus [247] sind kenntlich gemacht. Außen herum um den Chip
befinden sich die Anschluss-Pads und die restlichen Flächen werden für Glät-
tungskapazitäten genutzt. Im Layout lässt sich die Lastspule des LNAs deutlich
erkennen.
Abbildung E.1: Layout des HF-Teils des Empfängers [4].
E. Layouts
Abschließend wird in der Abbildung E.2 das Layout des kompletten Empfänger-
Chips präsentiert [5]. In diesem ist der HF-Teil und der Basisbandteil eingezeich-
net. Letzterer ist wie angedeutet unterteilt in Filter aus [57] und PGA. Wie zu
erkennen, werden ca. 2/3 der Chipfläche für den Basisbandteil benötigt bzw.
knapp die Hälfte der Fläche wird vom Filter belegt. An dem Layout lässt sich
deutlich die waagerechte Symmetrieachse für den I- und Q-Zweig des Empfängers
erkennen.
Abbildung E.2: Layout des kompletter Empfänger-Chips [5].
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