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ABSTRACT OF THE DISSERTATION 
IMPROVED CRITERIA FOR ESTIMATING CALIBRATION FACTORS FOR 
HIGHWAY SAFETY MANUAL (HSM) APPLICATIONS 
by 
Dibakar Saha 
Florida International University, 2014 
Miami, Florida 
Professor Albert Gan, Major Professor 
 The Highway Safety Manual (HSM) estimates roadway safety performance based 
on predictive models that were calibrated using national data. Calibration factors are then 
used to adjust these predictive models to local conditions for local applications. The HSM 
recommends that local calibration factors be estimated using 30 to 50 randomly selected 
sites that experienced at least a total of 100 crashes per year. It also recommends that the 
factors be updated every two to three years, preferably on an annual basis. However, 
these recommendations are primarily based on expert opinions rather than data-driven 
research findings. Furthermore, most agencies do not have data for many of the input 
variables recommended in the HSM. This dissertation is aimed at determining the best 
way to meet three major data needs affecting the estimation of calibration factors: (1) the 
required minimum sample sizes for different roadway facilities, (2) the required 
frequency for calibration factor updates, and (3) the influential variables affecting 
calibration factors. 
 In this dissertation, statewide segment and intersection data were first collected 
for most of the HSM recommended calibration variables using a Google Maps 
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application. In addition, eight years (2005-2012) of traffic and crash data were retrieved 
from existing databases from the Florida Department of Transportation. With these data, 
the effect of sample size criterion on calibration factor estimates was first studied using a 
sensitivity analysis. The results showed that the minimum sample sizes not only vary 
across different roadway facilities, but they are also significantly higher than those 
recommended in the HSM.  In addition, results from paired sample t-tests showed that 
calibration factors in Florida need to be updated annually. 
 To identify influential variables affecting the calibration factors for roadway 
segments, the variables were prioritized by combining the results from three different 
methods: negative binomial regression, random forests, and boosted regression trees. 
Only a few variables were found to explain most of the variation in the crash data. Traffic 
volume was consistently found to be the most influential. In addition, roadside object 
density, major and minor commercial driveway densities, and minor residential driveway 
density were also identified as influential variables. 
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CHAPTER 1 
INTRODUCTION 
1.1 Background 
The Highway Safety Manual (HSM), published by the American Association of 
State Highway and Transportation Officials (AASHTO) in 2010, is designed "to assist 
agencies in their effort to integrate safety into their decision-making processes" 
(AASHTO, 2010). The HSM provides methods to perform all the following six steps in 
the road safety management process: (1) network screening, (2) diagnosis, (3) 
countermeasure selection, (4) economic appraisal, (5) project prioritization, and (6) safety 
effectiveness evaluation. Of all these steps, network screening is considered the most 
critical step which involves reviewing a transportation road network, identifying high 
crash locations (HCLs), and prioritizing the locations based on their potential for safety 
improvement (PSI). The HSM recommends using the empirical Bayes (EB) method to 
screen locations for safety improvements. The EB method accounts for the effect of the 
traditional regression-to-the-mean (RTM) bias. The RTM bias occurs when sites for 
safety improvements are selected based on short-term observed crash frequency; thus, 
reducing the cost-effectiveness of safety programs. The EB method requires the use of 
predictive models that estimate the predicted average crash frequency of a site, facility, or 
network.  
Part C of the HSM presents predictive models to estimate the average predicted 
crash frequencies for different roadway facilities, including rural two-lane two-way 
roads, rural multilane highways, and urban and suburban arterials. Table 1-1 lists the 
segment and intersection types discussed under each facility in the HSM. Although the 
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models vary by each facility and site type, the general form of the predictive models can 
be expressed as follows:  
 Npredicted,x	=	Nspf,x × ൫CMF1,x × CMF2,x ×...× CMFn,x൯ ൈ Cx (1-1) 
where,  
Npredicted,i = predicted average crash frequency for a specific year on site type x, 
Nspf,i = predicted average crash frequency for a specific year for site type x 
for base conditions, 
CMFn,x = crash modification factors for n geometric conditions or traffic 
control features for site type x, and  
Cx = calibration factor to adjust for local conditions for site type x. 
TABLE 1-1 Segment and Intersection Types Covered in the HSM Predictive 
Method  
Rural Two-Lane, Two-Way 
Roads Rural Multilane Highways Urban and Suburban Arterials 
Segments 
 Two-lane undivided  Four-lane undivided  
 Four-lane divided  
 
 Two-lane undivided  
 Three-lane with  a two-way 
left-turn lane (TWLTL) 
 Four-lane undivided  
 Four-lane divided  
 Five-lane with a TWLTL 
Intersections 
 Three-leg stop-controlled 
 Four-leg stop-controlled 
 Four-leg signalized 
 Three-leg stop-controlled 
 Four-leg stop-controlled 
 Four-leg signalized 
 Three-leg stop-controlled 
 Four-leg stop-controlled 
 Three-leg signalized 
 Four-leg signalized 
 
 As can be observed from Equation (1-1), the three key components required to 
estimate predicted average crash frequency are: 
 base safety performance functions (SPFs), 
 crash modification factors (CMFs), and 
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 calibration factor. 
The base SPF is a statistical regression model that establishes a relationship 
between crash occurrence and the associated factors under specific base conditions. The 
base conditions in the HSM usually correspond to given geometric characteristics, 
roadway environment, and traffic control features of sites. For example, the base 
conditions for rural two-lane roadway segments are lane width of 12 ft lanes, 6 ft paved 
shoulder, roadside hazard rating of 3, five driveways per mile, absence of horizontal and 
vertical curve, absence of centerline rumble strips, absence of passing lane, absence of 
two-way left-turn lane (TWLTL), absence of street lighting, and absence of automated 
speed enforcement. The base SPFs in the HSM estimate the predicted average crash 
frequency as a function of average annual daily traffic (AADT) and segment length for 
roadway segments, and AADT on major road and AADT on minor road approaches for 
intersections. Mathematically, the base SPF for segments can be expressed as: 
Nspf  rs = e	α0 × AADT	α1 ×  L (1-2) 
where,  
Nspf		rs = predicted average crash frequency per year for a roadway segment with 
base conditions, 
AADT = average annual daily traffic (vehicles per day) of a roadway segment, 
L = segment length (miles), 
α0 = intercept of the model, and 
α1 = coefficient of AADT. 
 
Similarly, the base SPF for intersections is expressed as: 
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Nspf  int = e	β0 × AADTmajor
	β1  × AADTminor
	β2  (1-3) 
where, 
Nspf  int = predicted average crash frequency per year for an intersection with 
base conditions, 
AADTmajor = average annual daily traffic at the major road of an intersection 
(vehicles per day), 
AADTminor = average annual daily traffic at the minor road of an intersection 
(vehicles per day), 
β0 = intercept of the model, and 
β1,	β2 = coefficients of AADTmajor and AADTminor, respectively. 
In cases when sites deviate from the pre-defined base conditions, crash 
modification factors (CMFs) are multiplied with the predicted crash frequency calculated 
using the base SPFs to account for the effects of non-base conditions on predicted 
crashes. The CMFs are calculated as the ratio of the effectiveness of one condition to that 
of another condition.  
 The coefficients of the base SPFs and the values of the CMFs in the HSM were 
developed based on data collected from few states: California, Michigan, Minnesota, 
New York State, Texas, and Washington State. Therefore, the HSM recommends for 
calibration of the default models “to account for differences between the jurisdiction and 
time period for which the predictive models were developed and the jurisdiction and time 
period to which they are applied by HSM users” (AASHTO, 2010). The differences 
between jurisdictions are reflected in factors related to geographic area, weather, roadway 
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environment, drivers' characteristics, vulnerable road users, animal inhabitants, and crash 
reporting thresholds. Calibration factor is estimated as the ratio of the total number of 
observed crashes to the total number of predicted crashes calculated using the SPFs and 
CMFs provided in the HSM. The predictive models are most effective when calibrated to 
local conditions (Findley et al., 2012; Lu, 2013; Sun et al., 2006; and Young and Park, 
2013).  
1.2 Research Needs 
The HSM outlines the following criteria for deriving calibration factors:  
 a minimum of 30 to 50 sites should be selected through random sampling, 
 selected sites should experience at least 100 crashes per year, and  
 calibration factors be updated at least every two to three years. 
These recommendations are primarily based on expert opinions rather than data-
driven research findings. Given that roadway characteristics of different roadway types 
are likely to have different levels of homogeneity, the recommended sample size of 30 to 
50 sites could be too many for some roadway types, yet too few for others. Also, the 
criterion of a minimum of 100 annual crashes is debatable given the fact that the number 
of crashes vary widely across different roadway types. For example, intersections would 
generally experience many more crashes than mid-block segments. Similarly, urban 
arterials usually experience many more crashes than rural counterparts. Therefore, the 
recommendation regarding sample size to produce a more reliable and accurate 
calibration factor needs to be verified.  
Since the calibration factor estimation requires extensive efforts and roadway 
geometric features do not change substantially from year to year, it might not be 
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necessary to update calibration factors frequently, say, annually or every two to three 
years. Specific guidance on how frequently calibration factors needs to be updated by 
validating the intervals recommended in the HSM would be helpful for the agencies.  
Again, the calibration process involves the use of very detailed information 
regarding roadway geometry, traffic, and intersection characteristics to accurately 
represent the agency’s safety performance (see Table 1-2). However, several variables 
are often unavailable in most of the states’ roadway inventory databases. For example, 
many of these variables are currently unavailable in Florida’s roadway characteristics 
inventory (RCI) database. Also, the process of collecting and maintaining all the data 
variables for the entire road network for the purpose of implementing the manual is not 
cost-feasible. Therefore, a process to streamline the data requirements that minimizes the 
potential impacts to the quality of analysis is quite desirable. Given that not all of the 
variables are likely to have the same impact on safety predictions, it becomes beneficial 
to assess and rank the impact of each variable on crash predictions. The ranking will help 
prioritize the data collection needs such that the benefit is greatest. 
1.3 Research Goal and Objectives  
 The goal of this dissertation research is to determine the best way to meet the data 
needs affecting the calibration factor estimations for urban and suburban arterials on 
Florida’s state highway system. Accordingly, the specific objectives of this dissertation 
are to: 
 
1. evaluate the effect of sample size on the calibration factor estimates and 
determine minimum sample sizes,  
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2. validate the recommended calibration factor update frequency, and  
3. determine the influence of variables on crash predictions and to identify and 
prioritize the influential calibration variables. 
TABLE 1-2 Roadway Characteristics Data Requirements for Part C of the HSM 
(AASHTO, 2010) 
Roadway Segment Characteristics Data  Intersection Characteristics Data 
 Area type 
 Functional class 
 Number of lanes  
 Segment length 
 Average Annual Daily Traffic (AADT) 
 Lane width 
 Shoulder type and width  
 Presence of center two-way left-turn lane 
 Median width 
 Side-slope 
 Length, and radius of horizontal curves 
 Length of tangents 
 Presence of spiral transition for horizontal 
curves 
 Superelevation variance for horizontal 
curves 
 Vertical grade 
 Presence of lighting 
 Driveway density 
 Type of land-use 
 Speed limit 
 Presence and type of on-street parking 
 Curb length with on-street parking 
 Presence of passing lane 
 Presence of short-four lane section 
 Presence of centerline rumble strip 
 Roadside hazard rating (RHR) 
 Number of roadside fixed objects 
 Average offset to roadside fixed objects 
 Presence of automated speed enforcement 
 Area type 
 Number of lanes  
 Average annual daily traffic (AADT) for 
major road 
 AADT for minor road 
 Number of legs 
 Traffic control type 
 Intersection skew angle 
 Number of approaches with left-turn 
lanes 
 Number of approaches with right-turn 
lanes 
 Presence of lighting 
 Presence of right-turn-on-red (RTOR) 
signal operation 
 Presence and type of left-turn signal 
phasing 
 Presence of red-light cameras 
 Number of bus stops within 1,000 ft of 
intersection 
 Presence of schools  within 1,000 ft of 
intersection 
 Number of alcohol sales establishments 
within 1,000 ft of intersection 
 Pedestrian activity level 
 Maximum number of lanes crossed by 
pedestrians 
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This research focuses only on urban and suburban arterial roadway segments and 
intersections on state roads in Florida. As such, the scope of this research is limited to the 
following roadway segment and intersection types: 
 urban and suburban two-lane undivided arterials,  
 urban and suburban three-lane arterials with a center two-way left-turn lane (TWLTL), 
 urban and suburban four-lane undivided arterials, 
 urban and suburban four-lane divided arterials,  
 urban and suburban five-lane arterials with a center TWLTL, 
 urban and suburban three-leg intersections with stop control at the minor road, and   
 urban and suburban four-leg signalized intersections.  
1.4 Organization 
The organization of the rest of the dissertation is as follows. Chapter 2 presents a 
comprehensive review of the studies that developed calibration factors for implementing 
the HSM. It also provides a review of the existing literature on computing variable 
importance. Chapter 3 describes the detailed data collection and preparation efforts 
undertaken in this dissertation. Chapter 4 discusses the methodology followed in this 
dissertation to accomplish the research objectives. Chapters 5 and 6 present the research 
results. Specifically, Chapter 5 discusses the effect of sample sizes on calibration factors 
for urban and suburban arterials in Florida, It also recommends the minimum sample size 
required to estimate reliable calibration factors. Chapter 6 focuses on the generation and 
application of different models for variable prioritization. It also provides the prioritized 
list of HSM calibration variables. Chapter 7 draws conclusions to this dissertation by 
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summarizing the contribution of this research and providing recommendations for future 
research. 
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CHAPTER 2 
LITERATURE REVIEW 
  
This chapter provides a comprehensive literature review on the calibration of the 
HSM predictive models and prioritization of data variables. It first presents the different 
approaches and the sampling techniques used to estimate calibration factors. An 
extensive review of the current practices for determining the influence of explanatory 
variables is provided next.  
2.1  Calibration Factor 
 This section presents a review of the studies that focused on calibration of the 
HSM's predictive models. The review is divided into the following four subsections 
based on the purpose of the studies: studies reflecting the importance of calibration 
factor, studies validating the importance of random site selection, studies estimating 
calibration factor for different jurisdictions, and studies evaluating the sample size criteria 
recommended in the HSM. 
2.1.1 Need for Calibration Factor 
 The importance of calibration factor in crash prediction models was evaluated by 
Sun et al. (2006), Findley et al. (2012), and Young and Park (2013). Each study used 
different approaches to justify the importance of calibration factor.   
Sun et al. (2006) calibrated the safety prediction models presented in the draft 
version of the HSM for rural two-lane roadways in Louisiana. To demonstrate the 
importance of calibration factor, the authors measured the percentage difference between 
observed and predicted crashes for three scenarios. Scenario 1 included CMFs for lane 
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width, and shoulder width and type; Scenario 2 included CMFs for lane width, shoulder 
width and type, and driveway density; and Scenario 3 included CMFs for lane width and 
shoulder width and type, and calibration factor. The scenario that produced the smallest 
percentage difference between observed and predicted crashes was regarded as the most 
suitable scenario for predicting crashes. The study found that Scenario 3 that included 
calibration factor yielded the lowest difference of 5.22% compared to the differences of -
52.09% in Scenario 1 and 10.59% in Scenario 2. The results, therefore, justified the 
significance of calibrated model in predicting crashes.  
Findley et al. (2012) conducted a paired sample t-test to determine whether or not 
there is any statistically significant difference between observed and predicted crashes. 
The test statistic was computed using data from a total of 51 rural two-lane curve sections 
in North Carolina. A statistically significant difference was found between observed and 
predicted crashes on curves-only and composite (curves and tangents) sections at 5% 
significance level. This result indicated the need to use a calibration factor other than 
1.00. 
In the study by Young and Park (2013), crash prediction performance was 
evaluated between calibrated and uncalibrated models for three-leg unsignalized 
intersections, four-leg unsignalized intersections, and signalized intersections (combining 
three-leg and four-leg together) in the city of Regina, Saskatchewan. Several quantitative 
goodness-of-fit tests such as mean squared prediction error (MSPE), mean squared error 
(MSE), mean prediction bias (MPB), and Freeman-Tukey R-Squared (RFT2 ) were applied 
in comparing the performance of calibrated and uncalibrated crash predictions. All the 
test measures had better fitted values (i.e., lower values of MSPE, MSE, and MPB, and 
 
 
12 
 
higher value of RFT2 ) for the calibrated models compared to those for the uncalibrated 
models at all severity levels (total, fatal and injury (FI), and property damage only 
(PDO)), indicating the merit of calibration. In addition, the cumulative residual (CURE) 
plot was used to demonstrate the distribution of cumulative residuals (cumulative 
difference between observed and predicted crashes) against major road AADT. The 
residuals for uncalibrated models had extreme deviations from the 95% confidence 
interval bounds almost throughout the entire range of AADT values for all severity 
levels. On the other hand, the residuals for calibrated models had only slight deviations 
from the 95% confidence interval bounds for a narrow range of AADT values. The 
graphical plots also demonstrated the superior performance of the calibrated models over 
the uncalibrated models. 
The findings of these studies suggest that the calibration of the HSM predictive 
models is an imperative step for successful implementation of the HSM.    
2.1.2 Random Site Selection 
 A few studies investigated the impact of site selection bias. Sun et al. (2006) and 
Findley et al. (2012) studied the impact of deliberately selecting high crash sites versus 
selecting random sites on crash predictions.  
 Sun et al. (2006) used two control groups - one consisting of 26 randomly 
selected sites and the other consisting of 16 high crash sites, and derived the percentage 
difference between observed and predicted crashes for each group for three scenarios. As 
mentioned earlier, Scenario 1 included CMFs for lane width, and shoulder width and 
type; Scenario 2 included CMFs for lane width, shoulder width and type, and driveway 
density; and Scenario 3 included CMFs for lane width and shoulder width and type, and 
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calibration factor. Table 2-1 presents the results from this study. The negative values 
indicate under-prediction of crashes and the positive values indicate over-prediction of 
crashes. It is observed that the differences between predicted and observed crashes were 
extremely high for high-crash sites compared to those for randomly selected sites for all 
the three scenarios. Even the calibrated model (i.e., Scenario 3) could not make a good 
approximation of predicted crash frequency when high crash sites were considered. The 
results, therefore, provided the evidence that considering only high-crash sites is likely to 
induce bias in estimating crash predictions. 
TABLE 2-1 Summary of Results Showing the Effect of Site Selection Types (Sun et 
al., 2006) 
 
Scenario 
Percentage Difference between Predicted 
and Observed Crashes 
Randomly Selected Sites High-Crash Sites 
1 - included CMFs for lane width, and 
shoulder width and type -52.03 -263.77 
2 - included CMFs for lane width, shoulder 
width and type, and driveway density 10.59 -136.84 
3 - included CMFs for lane width and 
shoulder width and type, and calibration 
factor 
5.22 -141.31 
 
Findley et al. (2012) experimented on the degree of variation in calibration factors 
between random and non-random sites for rural two-lane curve sections in North 
Carolina. A total of 51 locations were considered for estimating calibration factors, where 
25 locations were randomly selected and another 26 sites were HCLs. The calibration 
factor estimated by considering all the locations was 2.82, whereas it was 4.50 when only 
HCLs were considered and 1.33 when only randomly selected locations were considered. 
The calibration factors estimated using HCLs alone was found to be 2.1 to 3.4 times the 
calibration factors estimated from randomly selected sites. It is, therefore, evident from 
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the study results that calibration factors estimated from non-randomly selected sites 
would not give reliable crash prediction estimates.  
2.1.3 Sampling in States’ HSM Calibration 
Table 2-2 presents the sample sizes used in the studies that calibrated the crash 
prediction models in the HSM for local jurisdictions. Note that the studies listed in Table 
2-2 follow the chronological order based on their publication date. A description of the 
sampling processes used in the studies is also provided here. 
 
TABLE 2-2 Sample Sizes Used in Calibrating the HSM Prediction Models  
State Facility 
Number 
of  
Sites 
Total 
Length 
(mi) 
Number  
of Crashes 
per Year
Arezzo, Italy 
(Martinelli  
et al., 2009) 
Rural two-lane, two-way roads 8,379 583.0 134 
Florida 
(Srinivasan  
et al., 2010) 
Rural two-lane, two-way roads 4,811 2121.0 977 
Rural multilane divided highways 1,351 546.2 577 
Urban and suburban two-lane undivided arterials 5,076 628.4 924 
Urban and suburban three-lane arterials with a TWLTL 709 66.3 122 
Urban and suburban four-lane undivided arterials 1,251 96.1 330 
Urban and suburban four-lane divided arterials 7,506 970.6 2,885 
Urban and suburban five-lane arterials with a TWLTL 2,868 253.6 1,005 
Rural two-lane three-leg stop-controlled intersections 39 N/A 27 
Rural two-lane four-leg stop-controlled intersections 24 N/A 22 
Rural two-lane four-leg signalized intersections 28 N/A 44 
Rural multilane four-leg signalized intersections 25 N/A 48 
Urban and suburban three-leg signalized intersections 45 N/A 107 
Urban and suburban four-leg signalized intersections 121 N/A 737 
North 
Carolina 
(Srinivasan 
and Carter, 
2011) 
 
Rural multilane divided highways N/P 49.8 142 
Urban and suburban two-lane undivided arterials N/P 59.4 269 
Urban and suburban three-lane arterials with a TWLTL N/P 7.6 89 
Urban and suburban four-lane undivided arterials N/P 15.3 478 
Urban and suburban four-lane divided arterials N/P 15.5 281 
Urban and suburban five-lane arterials with a TWLTL N/P 12.5 214 
Rural two-lane three-leg stop-controlled intersections 133 N/A 63 
Rural two-lane four-leg stop-controlled intersections 59 N/A 57 
Rural two-lane four-leg signalized intersections 19 N/A 101 
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State Facility 
Number 
of  
Sites 
Total 
Length 
(mi) 
Number  
of Crashes 
per Year
Rural multilane four-leg signalized intersections 23 N/A 152 
Urban and suburban three-leg stop-controlled intersections 73 N/A 85 
Urban and suburban four-leg stop-controlled intersections 20 N/A 34 
Urban and suburban three-leg signalized intersections 31 N/A 132 
Urban and suburban four-leg signalized intersections 122 N/A 977 
Louisiana 
(Sun et al., 
2011) 
Rural multilane undivided highways 145-197 60-71 153 
Rural multilane divided highways 342-441 454-604 1,559 
Oregon 
(Dixon et al., 
2012) 
Rural two-lane, two-way roads 75 N/P 131 
Rural multilane undivided highways 50 N/P 121 
Rural multilane divided highways 19 N/P 19 
Urban and suburban two-lane undivided arterials 491 N/P 126 
Urban and suburban three-lane arterials with a TWLTL 205 N/P 72 
Urban and suburban four-lane undivided arterials 375 N/P 169 
Urban and suburban four-lane divided arterials 86 N/P 54 
Urban and suburban five-lane arterials with a TWLTL 323 N/P 257 
Rural two-lane three-leg stop-controlled intersections 200 N/A 36 
Rural two-lane four-leg stop-controlled intersections 200 N/A 68 
Rural two-lane four-leg signalized intersections 25 N/A 47 
Rural multilane three-leg stop-controlled intersections 100 N/A 12 
Rural multilane four-leg stop-controlled intersections 107 N/A 59 
Rural multilane four-leg signalized intersections 34 N/A 52 
Urban and suburban three-leg stop-controlled intersections 73 N/A 34 
Urban and suburban four-leg stop-controlled intersections 48 N/A 35 
Urban and suburban three-leg signalized intersections 49 N/A 107 
Urban and suburban four-leg signalized intersections 57 N/A 230 
Illinois 
(Williamson  
and Zhou, 
2012) 
Rural two-lane, two-way roads 30 N/P 31 
Kansas 
(Lubliner  
and Schrock, 
2012) 
Rural two-lane, two-way roads 239 190.0 146 
Utah 
(Brimley  
et al., 2012) 
Rural two-lane, two-way roads 157 N/P 142 
Toronto, 
Canada 
(Persaud et 
al., 2012) 
Urban and suburban three-leg signalized intersections 343 N/A >1,300 
Urban and suburban four-leg signalized intersections 1,691 N/A >19,000 
Alabama 
(Mehta and 
Lou, 2013) 
Rural two-lane, two-way roads 5,991 N/P N/P 
Rural multilane divided highways 4,000 N/P N/P 
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State Facility 
Number 
of  
Sites 
Total 
Length 
(mi) 
Number  
of Crashes 
per Year
Missouri 
(Sun et al., 
2013) 
Rural two-lane, two-way roads 196 107.8 101 
Rural multilane divided highways 37 96.2 238 
Urban and suburban two-lane undivided arterials 73 59.1 86 
Urban and suburban four-lane divided arterials 66 70.0 189 
Urban and suburban five-lane arterials with a TWLTL 59 37.8 251 
Rural two-lane three-leg stop-controlled intersections 70 N/A 8 
Rural two-lane four-leg stop-controlled intersections 70 N/A 16 
Rural multilane three-leg stop-controlled intersections 70 N/A 15 
Rural multilane four-leg stop-controlled intersections 70 N/A 31 
Urban and suburban three-leg stop-controlled intersections 70 N/A 17 
Urban and suburban four-leg stop-controlled intersections 70 N/A 60 
Urban and suburban three-leg signalized intersections 35 N/A 177 
Urban and suburban four-leg signalized intersections 35 N/A 449 
Virginia 
(Kweon et 
al., 2014) 
Rural multilane divided highways 1,401 858.0 3,124 
Rural multilane four-leg signalized intersections 127 N/A 706 
South 
Dakota 
(Qin et al., 
2014) 
Rural two-lane, two-way roads 657 787.0 30 
Maryland 
(Shin et al., 
2014) 
Rural two-lane, two-way roads 251 N/P 153 
Rural multilane undivided highways 19 N/P 14 
Rural multilane divided highways 160 N/P 105 
Urban and suburban two-lane undivided arterials 252 N/P 120 
Urban and suburban three-lane arterials with a TWLTL 138 N/P 110 
Urban and suburban four-lane undivided arterials 145 N/P 197 
Urban and suburban four-lane divided arterials 244 N/P 218 
Urban and suburban five-lane arterials with a TWLTL 115 N/P 419 
Rural two-lane three-leg stop-controlled intersections 162 N/A 34 
Rural two-lane four-leg stop-controlled intersections 115 N/A 47 
Rural two-lane four-leg signalized intersections 67 N/A 87 
Rural multilane three-leg stop-controlled intersections 26 N/A 12 
Rural multilane four-leg stop-controlled intersections 10 N/A 10 
Rural multilane four-leg signalized intersections 35 N/A 77 
Urban and suburban three-leg stop-controlled intersections 152 N/A 34 
Urban and suburban four-leg stop-controlled intersections 90 N/A 58 
Urban and suburban three-leg signalized intersections 167 N/A 263 
Urban and suburban four-leg signalized intersections 244 N/A 588 
N/A - Information on roadway length is not applicable for intersections. 
N/P - Information on roadway length was not provided.  
 
 
 
 
17 
 
Arezzo, Italy  
 Martinelli et al. (2009) evaluated the transferability of the crash prediction model 
for rural two-lane roads in the Arezzo province of Italy. The calibration process was 
carried out using three years (2002-2004) of crash data collected on about 938 km of road 
network. In particular, a total of 8,379 homogeneous sections were created with an 
average length of 367 ft (0.07 mi). The observed crash frequency was 134 crashes per 
year.   
Florida 
Srinivasan et al. (2010) calibrated the SPFs in the HSM to Florida data for FI 
crashes. Calibration factors were derived for seven roadway segment types using four 
years (2005-2008) of crash data and for six intersection types using five years (2005-
2009) of crash data. The study derived calibration factors by collecting data on state 
roads from the entire state rather than just conforming to the minimum sample size 
criteria. However, three-leg and four-leg stop-controlled intersections on rural two-lane 
roads and four-leg stop-controlled intersections on rural multilane highways did not meet 
the minimum sample size requirement of 30 to 50 sites with at least 100 crashes per year. 
The study also investigated whether segmentation by geographic area or by demographic 
characteristics would result in a large variation in calibration factors within the state of 
Florida. The segmentation of road network either by seven Florida Department of 
Transportation (FDOT) districts or by four groups of population density resulted in 
insufficient data to derive calibration factors for some facilities such as urban three-lane 
arterials with a TWLTL, urban four-lane divided roads, and urban five-lane arterials with 
a TWLTL. Although the study used a huge data set to estimate calibration factors, it did 
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not investigate whether there was any difference in calibration factors developed using 
the entire data set and that using the minimum sample size.  
North Carolina 
 Srinivasan and Carter (2011) calibrated the HSM predictive models for North 
Carolina. The study used three years (2007-2009) of traffic and crash data to develop 
calibration factors for six roadway segment types and eight intersection types. It was 
found that not all facilities had enough data to comply with the HSM calibration sample 
size criteria. For example, three-leg and four-leg stop-controlled intersections on rural 
two-lane highways and urban and suburban arterials did not satisfy the minimum 
threshold of 100 crashes per year. On the other hand, fewer than 30 four-leg signalized 
intersections on both rural two-lane and rural multilane facilities experienced a minimum 
of 100 crashes per year. This indicates that the criteria recommended for calibration could 
be relaxed based on local characteristics.  
Louisiana 
 Sun et al. (2011) derived calibration factors for rural four-lane undivided and 
divided facilities using five years (2003-2007) of data from the state of Louisiana. The 
study used the entire data maintained by the Louisiana Department of Transportation and 
Development (LaDOTD). Although the number of sites varied by years, the sample size 
used in the study exceeded the HSM’s minimum recommended criteria.    
Oregon 
Dixon et al. (2012) developed calibration factors to apply the HSM predictive 
method in the state of Oregon. Calibration factors were determined for all the segment 
and intersection types discussed in the HSM, using three years (2004-2006) of crash data. 
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The study adopted some rules of thumb to extract a sufficient number of sites from the 
entire state to ensure the minimum crash frequency of 100 crashes per year. For example, 
as many as 200 sites were selected for both three-leg and four-leg stop-controlled 
intersections on rural two-lane highways and a minimum of 100 sites were selected for 
both three-leg and four-leg stop-controlled intersections on rural multilane highways. The 
sample size for rural two-lane undivided roads comprised of 75 segments each 
approximately two-mile long and that for rural multilane divided roads comprised of 50 
segments varying from 0.50 to approximately 2 miles. In most cases, samples with more 
than 200 sites were taken for urban and suburban arterials. Although sufficiently large 
samples were drawn for most of the facility types, the crash frequency threshold in 
several facilities were far below than 100 annual crashes. This indicates that sample size 
with a threshold of 100 crashes per year might not always be required; rather, a decent 
number of sites might work well to produce a good-quality calibration factor within the 
budget constraint.  
Illinois 
Williamson and Zhou (2012) calibrated two SPFs, the HSM-default SPF and the 
Illinois-specific SPF developed by Tegge et al. (2010), for rural two-lane, two-way roads 
in Illinois. The study used merely a sample of 30 randomly selected sites for the 
calibration process. These 30 sites experienced a very low annual crash frequency of 31 
crashes, which is lower than the minimum threshold of 100 crashes per year.   
Kansas 
 Lubliner and Schrock (2012) used a different approach to follow the sample size 
criteria for deriving calibration factor for rural two-lane, two-way roads in Kansas. The 
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authors adopted a two-step approach for selecting sample size. First, a total of 41 ten-mile 
sections were randomly selected. Based on the distribution of annual crash frequency 
among these sections, 19 ten-mile sections were found to be required to meet the 
minimum threshold of 100 crashes per year at 90% confidence level. Therefore, 19 ten-
mile sections were then randomly selected, yielding 239 homogenous segments with 146 
crashes per year.  
Utah 
Brimley et al. (2012) calibrated the HSM-default SPFs for rural two-lane, two-
way roads in Utah. The calibration data set consisted of 157 roadway segments that 
experienced 142 crashes per year based on three years (2005-2007) of crash data. Note 
that although the study fulfilled the sample size criteria, AADT values less than 10,000 
veh/day and speed limits greater than 45 mph were the pruning criteria used to select the 
segments for estimating the calibration factor.  
Toronto, Canada 
Persaud et al. (2012) calibrated the HSM-default SPFs and the locally developed 
SPFs for multi-vehicle and rear-end crashes at three-leg and four-leg signalized 
intersections in Toronto. The data set in the study consisted of 343 three-leg signalized 
intersections and 1,691 four-leg signalized intersections, where the observed crash 
frequencies were significantly higher than the minimum threshold of 100 crashes per 
year. 
Alabama 
Mehta and Lou (2013) collected a significant amount of data for calibrating the 
HSM-default SPFs to rural roadway facilities in the state of Alabama. Calibration factors 
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were developed for rural two-lane, two-way roads using a data set consisting of 5,991 
sites with segment lengths varying from 0.05 to 0.68 miles, and for four-lane divided 
highways using a data set consisting of 4,000 sites with segment lengths varying from 
0.01 to 6.59 miles. Furthermore, the reliability of the calibration factors was tested by 
using a different sample that comprised of 3,000 sites for rural two-lane, two-way roads 
and 2,000 sites for four-lane divided highways. The study, however, did not verify the 
reliability of calibration factors with the minimum sample size criteria.  
Missouri 
Sun et al. (2013) developed calibration factors for five segment and eight 
intersection types for the state of Missouri. The study adopted different sampling 
strategies for rural and urban roadway facilities. For rural two-way, two-lane roads and 
rural multilane divided highways, the sampling was done by randomly extracting five 
samples with a minimum segment length of 0.50 miles from each of the seven Missouri 
Department of Transportation (MoDOT) districts. The resulting 35 samples for each 
facility were then divided into homogeneous segments. However, for urban and suburban 
site types, segments with a minimum length of 0.25 miles were selected. In the case of 
three-leg and four-leg stop-controlled intersections on both rural and urban facilities, the 
sampling process extracted 10 intersections from each of the seven MoDOT districts 
resulting in a total of 70 intersections. However, the observed crash frequency at all the 
stop-controlled intersection types was considerably less than 100 crashes per year. 
Similar to the several earlier discussed studies, the study also could not meet the 
minimum sample size criteria for some facilities.  
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Virginia 
Kweon et al. (2014) presented specific guidelines to derive calibration factors for 
the application of the HSM predictive method in Virginia. Two facilities, rural four-lane 
divided segments and four-leg signalized intersections in rural multilane highways, were 
studied to develop calibration factors for each district of the Virginia Department of 
Transportation (VDOT). The database maintained by the VDOT did not have adequate 
samples for intersections to meet the sample size criteria for a majority of the districts. 
Therefore, an alternative approach was used to estimate district-wide calibration factors. 
The approach involved calculating two calibration factors: (1) district-specific calibration 
factor, and (2) statewide calibration factor. The district-specific calibration factor was 
estimated for each district using five years of data and the statewide calibration factor 
was estimated for each year of the analysis period. The product of these two calibration 
factors was termed as district-wide calibration factor and considered to conform to the 
minimum sample size requirements.  
South Dakota 
Qin et al. (2014) calibrated crash prediction models for rural two-lane, two-way 
roads in South Dakota. The study used 657 homogeneous segments comprising 750 miles 
of roadways for calculating calibration factors. These 657 segments were found to 
experience only 30 crashes per year.   
Maryland 
Shin et al. (2014) developed calibration factors for all the segment and 
intersection types in the state of Maryland. All the segment and intersection types met the 
minimum sample size criteria except for rural four-lane undivided roads. Although the 
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sample size for three-leg and four-leg stop-controlled intersections on rural two-lane and 
multilane highways was sufficiently large in most cases, the annual crash frequency was 
far below the recommended minimum criterion of 100 crashes per year. Note that the 
entire data set available in the state database was not used in the study; rather, samples 
were selected based on 90% statistical confidence level and 5% margin of errors from the 
population data set.  
2.1.4 Evaluation of Calibration Sample Size Criteria 
Since the release of the first edition of the HSM in 2010, several studies have 
focused on evaluating the HSM recommended sample size criteria. Banihashemi (2011) 
first verified the criterion of minimum crash frequency by randomly selecting sites that 
experienced 100, 150, 200, 250, and 300 crashes per year. The estimated probability that 
the calibration factor using the samples would be within a 10% difference from the 
overall calibration factor (calculated from the entire data set) was 47%, 60%, 63%, 69%, 
and 75%, respectively. The findings of the study, therefore, revealed that the minimum 
frequency of 100 crashes per year might not be adequate to estimate a reliable calibration 
factor.  
More recently, Banihashemi (2012) and Alluri et al. (2014) conducted a 
sensitivity analysis to evaluate the recommended sample size criteria for calibrating the 
models using data from Washington State and Florida, respectively. While Banihashemi 
(2012) was restricted to only segments, Alluri et al. (2014) conducted the analysis for 
both segments and intersections. Both the studies compared the effects of different 
sample sizes on the reliability of the estimated calibration factor. Banihashemi (2012) 
selected random samples based on varying length percentages of total roadway miles. For 
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example, samples for rural two-lane undivided roadways consisted of 5%, 10%, 20%, 
30%, 40%, and 50% of the total 4,812 miles of rural two-lane undivided roadways. Alluri 
et al. (2014) selected random samples by number of sites. For example, samples for rural 
two-lane undivided roadways were comprised of 50, 75, 100, 125, 150, 175, 200, 225, 
250, 275, and 300 segments. The calibration factors developed with different sample 
sizes were compared with the calibration factor calculated using the complete data set 
and the variation was estimated in terms of probability. Based on the results of 
probability estimates, both the studies recommended different sample sizes for different 
site types.  
Trieu et al. (2014) also performed a sensitivity analysis to justify the HSM 
criterion of selecting 30 to 50 sites for calibration process. The analysis was carried out 
based on six sets of sample data constituting10%, 20%, 30%, 40%, 50%, and 60% of 
total number of sites. For each percentage, 500 samples were generated by randomly re-
sampling the data through Monte Carlo simulation. The sensitivity was measured in 
terms of percent error using the following equation: 
 Percent Error =
Cr - Cr_target
Cr_target
× 100% (2-1)
where Cr_target  is the target calibration factor computed using the entire data set and Cr is 
the calibration factor computed using data for each sample.  
The distribution of percent error among 500 calibration factors for each 
percentage group showed that the percent error decreased with increasing number of 
sites. For example, a sample size consisting of 10% data from the entire data set produced 
67% calibration factors within 10% error; whereas, almost all (i.e., 99.8%) the calibration 
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factors estimated using 50% of the entire data set were obtained within 10% error range 
from the target calibration factor. The study concluded that a sample size consisting of 30 
to 50 sites might not be enough to produce reliable calibration factors and called for 
revision of this criterion.  
 Shin et al. (2014) employed the following four sampling strategies for extracting 
samples from the population: 
 Scenario 1: Samples were drawn such that the HSM recommendations of a 
minimum of 30 segments with at least 100 crashes per year were met. Segments 
shorter than 0.1 miles on rural highways and segments shorter than 0.04 miles on 
urban and suburban arterials were not included. 
 Scenario 2: Sample size was determined based on the following equations:  
 n = 
n0 × N
n0 + N - 1
 (2-2)
with  
 n0 = 
Z 2 × P × (1 - P)
e 2
 (2-3)
where,  
n = minimum sample size, 
N = population, 
Z = area under normal curve corresponding to the desired confidence 
level, 
P = true proportion of factor in the population, and 
e = margin of error. 
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A 90% confidence level, 50% true proportion of factor, and 5% margin of error in 
the population were used to determine sample size. Samples were selected with 
the minimum segment length threshold given in Scenario 1. 
 Scenario 3: Samples were drawn based on disproportionate stratified random 
sampling technique where data were stratified by segment length and crash 
frequency.  
 Scenario 4: Sample size was determined by combining Scenarios 1 through 3. 
 It should be obvious that the sample size extracted for Scenario 4 was the largest 
as it combined all the unique segments from Scenarios 1, 2, and 3. Also, in most of the 
cases, the sample size in Scenario 2 was larger than the sample sizes in Scenarios 1 and 3. 
Note that the intersection data were collected for Scenarios 1 and 2. The study evaluated 
the four scenarios using the following methods: 
 range of calibration factors;  
 absolute value of difference of calibration factors from 1.00; 
 coefficient of variation  of normalized crashes; and 
 ratio of coefficient of variation of normalized crashes in samples to coefficient of 
variation of normalized crashes in the entire population. 
None of these methods could draw a straight-cut conclusion on the best scenario for 
estimating reliable calibration factors. The authors preferred Scenario 2 to other scenarios 
because samples in Scenario 2 were extracted based on minimum sample size, crash 
frequency, and segment length thresholds, and statistical confidence level.  
 
 
27 
 
2.2 Data Prioritization 
 A review of the techniques used to determine variable importance is provided in 
this section. The techniques are broadly divided into two groups: traditional approaches 
and data mining approaches.    
2.2.1 Traditional Approaches 
Traditionally, the focus of crash analysis was to establish relationship between 
crash frequency and roadway geometry, traffic, and environmental factors for various 
roadway entities. Usually, a single "parsimonious" model that incorporates only a few 
statistically significant (say, at a level of significance of 0.05) variables is developed. The 
negative binomial (NB) regression technique is typically favored by researchers to 
develop crash frequency models (e.g., Shankar et al., 1995; Hadi et al., 1995; Poch and 
Mannering, 1996; Milton and Mannering, 1996; Abdel-Aty and Radwan, 2000; Sawalha 
and Sayed, 2001; Hauer et al., 2004; Caliendo et al., 2007; Montella et al., 2008; Easa 
and You, 2009; Cafiso et al., 2010; Tegge et al., 2010). However, limited attempts were 
made in the studies to determine the impact of each variable on the performance of crash 
prediction models. Montella et al. (2008) developed several single-variable models 
(including the intercept) using the NB method to investigate the possible influence of 
each explanatory variable on crash predictions. The effect of the individual predictor 
variables were determined by the goodness-of-fit measure of the models.  
Recently, several studies conducted sensitivity analysis to determine the impact of 
variables on crash predictions. For example, Findley et al. (2012) performed sensitivity 
analysis to identify the variables that have the most significant effect on crashes on rural 
two-lane horizontal curves in North Carolina. Crashes were separately predicted by 
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changing the values of one variable at a time at its maximum, minimum, mean, and actual 
field-measured values. The difference in predicted crashes using the maximum and 
minimum value of a variable was compared with the difference in predicted crashes using 
the mean and actual field-measured values of that variable. A comparative evaluation of 
these two differences found that AADT, curve length, and curve radius were the most 
important factors in predicting crash frequency on horizontal curve sections. 
 Alluri and Ogle (2012) also conducted sensitivity analysis to assess the influence 
of variations of one variable on the predicted crash frequency as a function of AADT on 
rural two-way two-lane roads in Georgia. The authors conducted three types of sensitivity 
analysis: (a) effect of variation of AADT on the predicted crash frequency; (b) effect of 
variations of each variable on predicted crash frequency if means of all other CMFs were 
considered; and (c) effect of variations of each variable on predicted crash frequency if 
all other variables were assumed to be base conditions.  
 Furthermore, Jalayer and Zhou (2013) examined the effect of data variables 
included in the HSM predictive method using both mathematical and graphical sensitivity 
analysis tools. Mathematically, the sensitivity of a variable was determined based on the 
following equation:  
 Sensitivityi =
Outputmax,i - Outputmin,i
Outputnominal,i
 (2-4)
where,   
Sensitivityi = sensitivity of the variable i, 
Outputmax,i = predicted crashes using maximum value of the variable i, 
Outputmin,i = predicted crashes using minimum value of the variable i, and 
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Outputnominal,i = predicted crashes using nominal or base-case value of the 
variable i. 
The graphical method measured the gradient of the line plot of predicted crashes 
against the gradual change in values of a variable. Both the methods provided similar 
ranking of the variables. The factors including AADT, major industrial driveway, and 
major commercial driveway were found to have significant effects on crash prediction for 
urban and suburban two-lane undivided arterials. On the other hand, the presence of on-
street parking, offset to roadside fixed objects, proportion of curb length with on-street 
parking were found to have the least effect on crash predictions.  
Apart from the above methods, Akgüngör and Yıldız (2007) employed fractional 
factorial technique to evaluate sensitivity of the predictor variables included in the crash 
prediction model developed by Zegeer et al. (1987). The procedure determined both 
individual and two-way interaction effects of the predictor variables. This approach 
differs from the earlier discussed one-factor-at-a-time sensitivity analysis approach as it 
considers different combinations of maximum and minimum values of predictor variables 
at the same time. Based on the absolute value of the effects at the three- and two- 
standard deviation thresholds, variables were categorized into groups of primary 
importance (such as average daily traffic (ADT)) and of secondary importance (such as 
lane width, paved shoulder width, median roadside hazard rating, and their interactions 
with ADT), respectively. However, with increasingly more than two levels of variables, it 
becomes difficult to analyze the effects of variables using the fractional factorial method. 
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2.2.2  Data Mining Approaches 
Data mining is defined as "the science of extracting useful information from large 
data sets or databases" (Hand et al., 2001). Decision tree, commonly known as 
classification and regression tree (CART) (Breiman et al., 1984), is one of the most 
widely used data mining approaches (Williams, 2011). A decision tree develops 
prediction models based on 'binary recursive partitioning' of the data set. The process can 
be demonstrated using an inverted tree structure, with root at the top and leaves at the 
bottom, as shown in Figure 2-1. The root node represents the entire data set. The root 
node is then divided into two child nodes based on the value of an independent variable 
(splitter) that brings maximum homogeneity in the child nodes. Each of the child nodes 
then acts as parent node and the process is repeated until a pre-specified criterion is 
reached. Each successive node in the decision tree consists of smaller and smaller subsets 
of observations. The nodes where trees cease to grow are called terminal nodes, or leaves. 
The mean values provided by observations in the terminal nodes are the predictions 
(Chrysostomou et al., 2011; Freidl and Brodley, 1997; Kashani and Mohaymany, 2011; 
Williams, 2011).  
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FIGURE 2-1 Illustration of a Decision Tree (Kashani and Mohaymany, 2011) 
The decision tree method provides several advantages over regression analysis as 
follows (De’ath, 2007; Elith et al., 2008): 
 Complex, non-linear relationship can be fitted very easily. 
 The functional form between the predictor variables and the response variable 
does not need to be pre-specified.  
 Missing data and outliers can be handled very well. 
 No prior data transformation (e.g., logarithmic transformation of variables) is 
required.  
 Influence of each predictor variable can readily be measured.  
 Interactions between predictor variables can be automatically modeled. 
A number of studies exploited the advantages of CART models in explaining the 
relation between crash characteristics and predictor variables. For example, Karlaftis and 
Golias (2002) developed a CART model, also referred to as hierarchical tree-based 
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regression (HTBR) model, to estimate the relative contribution of variables on crash 
frequency for rural two-lane and multilane roads in Indiana. The study concluded that the 
HTBR models provided several advantages over traditional statistical models, which 
include variable importance measures, improved computational power, and an easy 
interpretation of the output. Yan and Radwan (2006) analyzed crashes involving two 
vehicles at signalized intersections by developing two classification tree models; one was 
formed to obtain the causal features resulting in rear-end crashes compared to non-rear-
end crashes, and the other was built to identify the factors attributed to at-fault 
drivers/vehicles versus not-at-fault drivers/vehicles for rear-end crashes. Chang and 
Wang (2006), and Kashani and Mohaymany (2011) applied the CART method to 
quantify the effects of vehicle, driver, and crash attributes on injury severity. Elmitiny et 
al. (2010) fitted a CART model to analyze the behavioral patterns of driver’s stop-and-go 
situations and red-light running violations at an intersection.  
 A single decision tree model, however, can sometimes be unstable and produce 
output with high variance (Das et al., 2009; Zhang et al., 2005). The “ensemble of trees” 
approach is a step forward to reduce prediction error and exhibit more stability than the 
single decision tree model (Das et al., 2009; De’ath, 2007; Elith et al., 2008). In 
ensemble, many models are fitted based on some learning algorithms and their 
predictions are combined. Thus, more robust estimates of prediction are possible by the 
ensemble technique compared to relatively poor prediction by a single model (Strobol et 
al., 2009).  
Random forests (RF) and boosted regression trees (BRT) are the two common 
ensemble approaches. In RF, predictions are computed by fitting a number of trees 
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(typically 50 – 1,000) using a bootstrap sample of data and a subset of predictors. The RF 
algorithm has been increasingly applied in fields outside of transportation such as in 
mapping (Puissant et al., 2014), medicine (Özçift, 2011), ecology (Vincenzi et al., 2011) 
etc., to rank influential variables. In transportation, Harb et al. (2009) used RF technique 
to estimate the relative importance of variables on the binary outcome of drivers’ crash 
avoidance maneuvers. Das et al. (2009) used a modified version of the RF method to 
measure variable importance and rank the variables affecting crash severity on urban 
arterials. Abdel-Aty and Haleem (2011) applied random forests method to determine the 
importance of the explanatory variables in predicting angle crash frequency at 
unsignalized intersections.  
Alluri et al. (2014) prioritized the variables in the HSM for several segment and 
intersection subtypes using random forests algorithm. Based on the node purity values, 
the variables were ranked and grouped into three categories: variables of primary 
importance, variables of secondary importance, and variables of lesser importance. For 
each site type, the AADT variable (i.e., AADT for segments and major-road and minor-
road AADT for intersections) had the highest node purity value and, therefore, was 
categorized as variables of primary importance. All other variables with node purity 
values within 15% of the highest node purity value were identified as the variables of 
secondary importance. The remaining variables (i.e., variables with node purity values 
less than 15% of the highest node purity value) were identified as the variables of lesser 
importance. 
 BRT is a relatively new and improved data mining technique applied in various 
fields including ecology (De’ath, 2007; Elith et al., 2008; Esther et al., 2014; Hale et al., 
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2014), epidemiology (Cheong et al., 2014, Ellis et al., 2013; Neuman et al., 2004), soil 
mapping (Jafari et al., 2014; Lemercier et al., 2012), agriculture (Etter et al., 2006; 
Gellrich et al., 2008; Müller et al., 2013), and fisheries (Froeschke, 2011). Unlike random 
forests, the BRT method produces the assembly of trees with a slow learning rate and in a 
sequential manner to extract more variability in the data. Besides the advantages of other 
decision tree based models, one major advantage of the BRT approach is that it can also 
rigorously deal with different types of response variable (for example, binomial, count, 
normal, etc.) with the use of appropriate and robust loss function (Elith et al., 2008).  
Chung (2013) explored the potentiality of the BRT approach in modeling 
complex, non-linear, and highly dispersed crash data. Several BRT models were 
developed to investigate the impact of the contributing factors on injury severity (i.e., 
fatal vs. non-fatal crashes) of single-vehicle motorcycle crashes in Taiwan. The output of 
the models provided variable importance and demonstrated marginal effects of the 
variables as well as interactions between them. The study concluded that since crash 
analysis usually involves a lot of explanatory variables and crash events are distinctive, 
the slow and sequential learning process of the BRT method would be able to give more 
emphasis on hard-to-fit observations for crash analysis.  
2.3 Summary 
A comprehensive review of studies on calibration factor estimation was 
presented. The review mainly focused on sample size used for estimating calibration 
factors. The HSM recommends developing calibration factors using 30 to 50 randomly 
selected sites that experienced at least 100 crashes per year. Most of the studies 
encountered the problem of inadequate sample size for calibration, either having fewer 
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than 30 sites or having sites that experienced fewer than 100 crashes per year. A few 
studies proposed alternative ways to address the issue with limited sample size.  
 In addition, different techniques to measure variable importance were reviewed. 
The goal of this review was to explore the capabilities and limitations of the current 
practices in determining the impact of variables on crash predictions. The review 
included the conventional NB regression method, sensitivity analysis, and fractional 
factorial method, categorized as traditional approaches, and decision tree based methods, 
categorized as data mining approaches. The NB regression and sensitivity measures 
determined the influence of predictor variables by changing the value of one predictor 
variable at a time, whereas the fractional factorial method determined the effect of a 
variable with possible combinations of all other variables. However, fractional factorial 
would be difficult to apply when variables have more than two levels of categories, or 
when variables are continuous. Unlike the traditional approaches, the tree-based models 
provide an output of variable importance.  
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CHAPTER 3  
DATA COLLECTION AND PREPARATION 
  
 This chapter describes the data collection and preparation efforts undertaken in 
this dissertation research. The data needs for applying the HSM predictive models for 
urban and suburban arterials are discussed first. The data requirements comprise roadway 
and intersection characteristics, traffic control features, traffic volume, and crash 
frequency statistics for roadway segments and intersections. The following sections 
present the data set preparation efforts for both segments and intersections.   
3.1 Data Needs 
 Table 3-1 presents the list of HSM variables with their specified level of data 
needs for both roadway segments and intersections on urban and suburban arterials in the 
HSM. The HSM categorizes each variable as either required or desirable. Required 
variables are those that are considered to have high impact on crash occurrence 
(Srinivasan et al., 2013). The HSM recommends using actual data for the required 
variables. Desirable variables are those that are considered as being not as sensitive to 
crash propensity (Srinivasan et al., 2013). When data for desirable variables are 
unavailable, the HSM suggests using default values based on agency's policy. In this 
research, data for all the variables were collected, either from the existing databases or 
from aerial images.  
3.2 Roadway Segment Data 
 The RCI database maintained by the FDOT Transportation Statistics Office is the 
primary source of information for the variables identified in Table 3-1. The RCI is a 
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comprehensive database that maintains over one million records on various physical and 
administrative data variables for the road network in Florida.  
TABLE 3-1 Data Variables Identified in the HSM for Urban and Suburban 
Arterials (AASHTO, 2010) 
Facility Type Data Variable Data Needs 
Roadway Segments 
AADT Required 
Number of through traffic lanes   Required 
Presence of TWLTL Required 
Presence of median  Required 
Median width Required 
Number of driveways by land-use type Required 
Land use Required 
Speed limit Required 
Presence of on-street parking Required 
Type of on-street parking  Required 
Curb length with on-street parking Required 
Roadside fixed object density Desirable 
Offset to fixed object Desirable 
Presence of lighting  Desirable 
Use of automated speed enforcement  Desirable 
Intersections 
Area Type Required 
Type of intersection Required 
Type of traffic control Required 
AADT for major road  Required 
AADT for minor road  Required 
Number of approaches with left-turn lanes Required 
Number of approaches with right-turn lanes Required 
Presence of lighting Required 
Presence of left-turn signal phasing Required 
Type of left-turn signal phasing Required 
Presence of RTOR signal operation Required 
Presence of red-light cameras Required 
Number of bus stops within 1,000 ft of intersection Desirable 
Presence of school within 1,000 ft of intersection Desirable 
Number of alcohol sales establishments within 1,000 ft 
of intersection Desirable 
Pedestrian activity level/ Pedestrian crossing volume Desirable 
Maximum number of lanes crossed by pedestrians Desirable 
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The RCI includes data for roadway segments that are part of Florida’s state 
highway system (SHS), segments that are currently being constructed and yet to be added 
as part of the SHS, segments that are physically removed, segments that are no longer 
maintained by the FDOT, county or city roads, historic roads, local roads, and exclusive 
roads (ramps, frontage roads etc.). Segments that are currently not part of the SHS do not 
have complete traffic and geometry data in the RCI. In addition, county and city roads, 
historic roads, and local roads do not conform to the specific roadway types described in 
the HSM. Therefore, all the analyses in this research were conducted by extracting data 
for the segments that are part of the SHS in Florida. Roadway geometric characteristics 
data were retrieved from RCI for the most recent year (i.e., 2012) and traffic data were 
extracted for a total of eight years from 2005 to 2012 from the corresponding year’s RCI 
database.   
 After selecting the segments on SHS, the following steps were undertaken: (a) 
classify segments into the HSM-designated site types; (b) generate homogeneous 
segments for each site type; and (c) collect and process information for the data variables 
identified in the HSM. Each of these steps is described in the following subsections. 
3.2.1 Classification of Segments 
The HSM presents predictive models for the following urban and suburban 
arterial segment types (AASHTO, 2010): 
 Two-lane undivided arterials: “a roadway consisting of two lanes with a 
continuous cross-section providing two directions of travel in which the lanes are 
not physically separated by either distance or a barrier.” 
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 Three-lane arterials with a center TWLTL: “a roadway consisting of three lanes 
with a continuous cross-section providing two directions of travel in which the 
center lane is a TWLTL.” 
 Four-lane undivided arterials: “a roadway consisting of four lanes with a 
continuous cross-section providing two directions of travel in which the lanes are 
not physically separated by either distance or a barrier.” 
 Four-lane divided arterials: “a roadway consisting of four lanes with a continuous 
cross-section providing two directions of travel in which the lanes are physically 
separated by either distance or a barrier.”  
 Five-lane arterials including a center TWLTL: “a roadway consisting of five lanes 
with a continuous cross-section providing two directions of travel in which the 
center lane is a TWLTL.” 
 To categorize roadway segments into the particular urban and suburban arterial 
sections, the following five features in the RCI were used. Note that the description of the 
variable is provided in parentheses (FDOT, 2012). 
 URBSIZE (area type), 
 FUNCLASS (functional classification),  
 NOLANES (number of lanes),   
 TYPEROAD (type of road), and  
 RDMEDIAN (type of median).  
 The URBSIZE variable in the RCI determines whether a roadway segment is 
located in an urban or a rural area. The variable has the following distinct levels to 
designate an area by population size (the one-digit codes are the RCI codes): 
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 1 – Rural 
 2 – Small urban (5,000 - 49,999 population) 
 3 – Small urbanized (50,000 - 199,999 population) 
 4 – Large urbanized (200,000 - 499,999 population) 
 5 – Metropolitan (500,000 or more population) 
As such, segments within an area of at least 5,000 inhabitants (i.e., segments represented 
by codes “2”, “3”, “4”, and “5”) were designated as urban and suburban roadway 
segments.  
 The FUNCLASS feature of the RCI corresponds to the functional classification of 
roadway segments, which is in accordance with the highway functional classification 
system by Federal Highway Administration (FHWA) (FHWA, 2013). This RCI variable 
has the following categories of roadway functional class (the two-digit codes are the RCI 
codes):  
 01 – Rural principal arterial – interstate 
 02 – Rural principal arterial – other 
 06 – Rural minor arterial 
 07 – Rural major collector 
 08 – Rural minor collector 
 09 – Rural local 
 11 – Urban principal arterial–interstate 
 12 – Urban principal arterial–other freeways and expressways 
 14 – Urban principal arterial–other 
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 16 – Urban minor arterial 
 17 – Urban collector 
 19 – Urban local 
Other urban principal arterials (code “14”) and minor arterials (code “16”) fall 
into the category of urban and suburban arterial segments.  
 The TYPEROAD feature class in the RCI determines whether a roadway segment 
is divided or undivided. This variable defines roadway type by the following categories 
(the one-digit codes are the RCI codes):  
 0 – Not divided 
 2 – Divided (painted or physical) 
 4 – One-way 
Segments are undivided if roadway type is coded as “0” and are divided if 
roadway type is coded as “2”. The HSM does not provide guidelines for one-way streets. 
Therefore, one-way streets were excluded from further analysis.  
 The next step was to separate the undivided and divided urban and suburban 
arterials by number of through lanes and type of median. The NOLANES variable in the 
RCI represents the number of through lanes in a segment and the RDMEDIAN variable 
determines the type of median, if present. The number of lanes is assigned in the RCI 
database depending on whether a segment is undivided or divided. For undivided 
segments, the number of lanes with digit “2” indicates two lanes in both directions. On 
the other hand, the number of lanes with digit “2” for divided segments indicates two 
lanes in each direction. The presence of a center TWLTL can be identified by the painted 
TWLTL median type in the RCI. Three-lane and five-lane arterials with a center TWLTL 
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were, therefore, identified as divided segments that have median type code “01” and the 
number of lanes with values 1 and 2, respectively. 
3.2.2 Generation of Homogeneous Segments 
 For each of the five urban and suburban roadway segment types, a dynamic 
segmentation process was carried out to generate homogeneous segments. A 
homogeneous segment has uniform roadway geometry, traffic volume, and traffic control 
features. Figure 3-1 provides an example demonstrating how a roadway segment is 
divided by roadway design features (e.g., lane width, median width, and number of lanes) 
to create homogeneous segments. AADT, median width, and posted speed limit were 
used to divide each type of urban and suburban arterials into homogeneous segments. 
 
 
 
 
 
FIGURE 3-1 Illustration of Homogeneous Segments (Lu, 2013) 
 
A description of how the data variables were retrieved from the RCI and 
processed for the purpose of segmentation is provided herein. The SECTADT variable in 
the RCI provides the AADT data. Eight years (i.e., 2005 to 2012) of AADT data were 
retrieved from the corresponding year’s RCI database and used in the segmentation 
process. The MAXSPEED RCI feature provides posted speed limit of a segment. Based 
on the values of the MAXSPEED variable, speed limits were categorized into two 
groups: (1) less than or equal to 30 mph, and (2) greater than 30 mph. The MEDWIDTH 
Lane width (ft) 
 
Median width (ft) 
 
Number of lanes  
 
 
Homogeneous segments 
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variable in the RCI provides information on median width. Note that median width is 
recorded to the nearest foot in the RCI database, whereas the HSM suggests rounding the 
median width to the nearest 10 ft. Therefore, the following adjustments were made prior 
to segmentation:  
 1 ft to 14 ft was rounded to 10 ft, 
 15 ft to 24 ft was rounded to 20 ft,  
 25 ft to 34 ft was rounded to 30 ft,  
 35 ft to 44 ft was rounded to 40 ft,  
 45 ft to 54 ft was rounded to 50 ft,  
 55 ft to 64 ft was rounded to 60 ft,  
 65 ft to 74 ft was rounded to 70 ft,  
 75 ft to 84 ft was rounded to 80 ft, 
 85 ft to 94 ft was rounded to 90 ft, and 
 95 ft or more was rounded to 100 ft.  
 The HSM does not recommend any minimum segment length for data processing. 
Based on the other states’ practices on the selection of minimum segment length 
(Srinivasan et al., 2011 and Dixon et al., 2012), segments shorter than 0.04 miles were 
not considered in the analysis. 
3.2.3 Data Collection 
The next step after generating homogeneous segments was to retrieve information 
for the variables identified in the HSM. Despite being an archive of more than 100 
roadway data elements, most of the variables used in calibrating the HSM predictive 
models are not available in the RCI. As such, a major effort was undertaken to collect 
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data for the variables that are not available in the RCI. To facilitate the data collection 
process, an in-house web-based application called Visual Roadway Inventory Collection 
System (VRICS) was customized. The application works as follows. It first reads a 
linear-referenced roadway segment shape file, converts its coordinates to the Google 
Maps projection, and then displays the segment in the system pinpointing the beginning 
and end mileposts. Figure 3-2 shows a screen capture of the main interface of the 
application. Similar to a typical video log system, VRICS provides the option to go 
forward and backward at a certain speed along the segment for smooth observation of 
roadway features using either Street view or Satellite view. An important component of 
the application is that it includes an input pane that allows the user to quickly specify and 
record the observed data. Data for categorical variables were recorded by selecting from a 
number of options provided in a drop-down list while data for continuous variables were 
entered directly in the box next to them.  
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FIGURE 3-2 VRICS Application for Segment Data Collection 
The variables for which data were collected for segments and the data collection 
process using VRICS are described below: 
 Presence of lighting: Two options, “yes” or “no”, were provided to collect 
information on presence of lighting. If lighting poles were present throughout a 
segment, “yes” was selected to indicate presence of lighting; otherwise, “no” was 
selected indicating absence of lighting along the segment. Since the minimum 
spacing between light poles is not specified in the HSM, subjective judgment was 
used to collect this information.  
 Presence of automated speed enforcement: Two options, “yes” or “no”, were 
provided to collect information on presence of automated speed enforcement. If 
any speeding enforcement device was found at any point along the segment, “yes” 
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was selected to indicate presence of automated speed enforcement; otherwise, 
“no” was selected indicating absence of automated speed enforcement in the 
segment. 
  Presence of on-street parking: Two options, “yes” or “no”, were provided to 
collect information on presence of on-street parking. If there was delineation of 
designated parking space(s) along the segment on any side of the roadway, “yes” 
was selected to indicate presence of on-street parking; otherwise, “no” was 
selected indicating absence of on-street parking. 
  Type of on-street parking: Two options, “angle” or “parallel”, were provided to 
collect information on type of on-street parking. The specific type was selected 
based on the orientation of the designated parking space(s), which could easily be 
discernible from the pavement markings.  
 Curb length with on-street parking: The length of on-street parking spaces on 
both sides of the roadway segment was measured by counting the number of 
parking spaces and then multiplying the number by 20 ft, which typically 
represents the length of a parking space for a standard vehicle.  
 Land use: This variable is only applicable to the segments with on-street parking 
facilities. The most appropriate land use type for a segment was recorded from 
one of the following options: commercial, industrial, institutional, residential, or 
other.  
 Number of driveways by land-use type: Driveways on both sides of the roadway 
segment were counted and recorded for the following seven driveway types: 
major commercial driveways, major residential driveways, major 
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industrial/institutional driveways, minor commercial driveways, minor residential 
driveways, minor industrial/institutional driveways, and other driveways. The 
HSM defines major driveways as those that provide access to a minimum of 50 
parking spaces and minor driveways as those that provide access to fewer than 50 
parking spaces. A driveway, whether major or minor, could be identified from 
aerial images. At times, when it was difficult to count the number of parking 
spaces due to obstructed vision, subjective judgment was used to identify 
driveway type. In addition, the following suggestions in the HSM were adopted to 
determine whether a driveway serves commercial, residential, or industrial land 
use (AASHTO, 2010): 
 “Commercial driveways provide access to establishments that serve retail 
customers. Residential driveways serve single- and multiple-family dwellings. 
Industrial/institutional driveways serve factories, warehouses, schools, hospitals, 
churches, offices, public facilities, and other places of employment. Commercial 
sites with no restriction on access along an entire property frontage are generally 
counted as two driveways. ” Driveways that did not fall into any of the above six 
types were recorded as other driveways. 
 Number of roadside fixed objects: Fixed objects such as signs, poles, trees, fences 
etc. were counted on both sides of the roadway segment. As recommended in the 
HSM, the following exceptions were made while counting the roadside fixed 
objects: 
- Objects located close to each other such as within 70 ft were counted as one 
object.  
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- Continuous objects for every 70 ft of length along the longitudinal direction of 
the roadway were counted as one object.  
- Minute objects, i.e., objects likely smaller than 4 inches in diameter, were not 
counted.  
- Objects located in the median on divided arterials were not counted as 
roadside objects. 
 Offset to roadside fixed object: For each roadway segment, an average distance 
from the edge of the roadway to roadside objects was determined and input into 
one of the following categories: 2 ft, 5 ft, 10 ft, 15 ft, 20 ft, 25 ft, and ≥ 30 ft.  
3.3 Intersection Data 
 FDOT currently maintains a database of all nodes on the SHS in RDWTBL 25 
(i.e., Roadway Table 25).  However, it was not possible to accurately extract three-leg 
and four-leg signalized and unsignalized intersections. Therefore, alternative approaches 
to populate the intersection data set were explored. Several Geographic Information 
System (GIS) shape files available in the Transportation Statistics Office website were 
used to extract intersection data. The AADT GIS layer was used to extract all the 
intersections for which AADT data were available. Next, the State Roads GIS layer was 
overlaid on the extracted intersections layer to retrieve intersections on state roads alone. 
Finally, Signalized Intersections GIS layer was overlaid to identify signalized 
intersections. All the remaining intersections in the extracted intersections layer that were 
not identified as signalized intersections were recorded as unsignalized intersections. A 
total of 1,038 intersections were identified as signalized intersections and a total of 1,555 
intersections were identified as unsignalized intersections using this approach. The 
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URBSIZE variable in the RCI for the major approach roadway ID was used to determine 
whether the intersection is in rural or urban area. 
 Once the intersections were spatially identified, VRICS was used to collect 
information for the variables pertaining to intersections. Figure 3-3 shows the screen 
capture of the VRICS application customized to collect intersection data. The VRICS 
system also included a circle with a radius of 1,000 ft around every intersection to 
facilitate data collection. Note that some variables are specific to the overall intersection, 
while some variables are specific to the approach of the intersection. The variables for 
which data were collected for intersections and the data collection process using VRICS 
are described below. 
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(a) Input Pane Showing Variables Specific to Overall Intersection 
(b) Input Pane Showing Variables Specific to Intersection Approach  
FIGURE 3-3 VRICS Application for Intersection Data Collection 
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 Type of intersection: The intersection type was selected from the following list:  
‐ Four-leg intersection  
‐ Tee-intersection  
‐ Y-intersection  
‐ Traffic circle or roundabout  
‐ Multi-leg (5 or more) intersections  
‐ Others  
Note that only four-leg and three-leg intersections (Tee- and Y- intersections) were 
included in the analysis. 
 Type of traffic control: The prevailing traffic control type was selected from the 
following list: 
- No control  
- Stop signs on cross street only  
- Stop signs on mainline only  
- All-way stop signs  
- Two-way flasher (red on cross-street)  
- Two-way flasher (red on mainline)  
- All-way flasher (red on all approaches)  
- Yield signs on cross street only  
- Yield signs on mainline only  
- Other non-signalized  
- Other signalized  
- Roundabout  
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- Others (unknown) 
Based on the recommendations in the HSM, intersections with “stop signs 
on cross street only” control were considered as stop-controlled intersections and 
intersections with “other signalized” control were considered as signalized 
intersections.  
 Presence of lighting: Two options, “yes” or “no”, were provided to record 
information on presence of lighting. If lighting poles were observed at the 
intersection, “yes” was selected indicating presence of lighting; otherwise, “no” 
was selected indicating absence of lighting. 
 Presence of red-light cameras: Two options, “yes” or “no”, were provided to 
collect information on presence of red-light cameras. If red-light cameras were 
installed on any of the signal mast arms or if “Red Light Photo Enforced” sign 
was mounted on poles upstream of the intersection, “yes” was selected indicating 
presence of red-light cameras; otherwise, “no” was selected indicating absence of 
red-light cameras.  
 Number of bus stops within 1,000 ft of intersection: The number of bus stops 
within 1,000 ft of the intersection was counted by observing bus stop signs in 
aerial view. The information was then recorded by selecting one of the following 
three options: “0” if there are no bus stops; “1-2” if there are one or two bus stops; 
and “≥ 3” if there are more than two bus stops. 
 Presence of schools within 1,000 ft of intersection: The information on presence of 
school could be obtained from the school name(s) provided on aerial images in 
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Google Maps. If there is any school within 1,000 ft of the intersection “yes” was 
selected; otherwise, “no” was selected. 
 Number of alcohol sales establishments within 1,000 ft of intersection: Bars, 
restaurants, pharmacies, grocery stores, convenience stores, and liquor stores 
anywhere within 1,000 ft of the intersection were considered as the alcohol sales 
establishments, and counted. The information was then recorded by selecting one 
of the following three options: “0” if there are no alcohol sales establishments; “1-
8” if there are at least eight alcohol sales establishments; and “≥ 9” if there are 
more than eight alcohol sales establishments. 
 Intersection left-turn lanes: For each approach, the number of exclusive left-turn 
lanes was counted and recorded. 
 Intersection right-turn lanes: For each approach, the number of exclusive right-
turn lanes was counted and recorded. 
 Type of left-turn phasing: The information on type of left-turn signal phasing 
pertains to signalized intersections. For an approach, the type of left-turn phasing 
(i.e., permissive, protected/permissive, or protected) was determined from the 
number of left-turn lanes and the signal head assembly. 
 Use of right-turn-on-red (RTOR) signal operation: The information on 
prohibition of RTOR pertains to signalized intersections. For each approach, if a 
sign saying “No Right Turn On Red” was placed either on the signal mast arm or 
several feet upstream of the approach, “yes” was selected indicating prohibited 
operation of RTOR; otherwise, “no” was selected indicating permission of RTOR. 
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 Maximum number of lanes crossed by pedestrians: For each approach, the total 
number of lanes including through lanes, left-turn lanes, and right-turn lanes on 
both directions was counted and recorded. The highest total number of lanes in 
any approach was determined as the maximum number of lanes crossed by 
pedestrians. 
 Pedestrian activity level: The HSM identifies the following five levels of 
pedestrian activity by daily pedestrian crossing volumes: high, medium-high, 
medium, medium-low, and low. Because of limited pedestrian exposure data, 
medium pedestrian activity level was assumed for all the locations.  
3.4 Traffic Data 
 The HSM identifies AADT as the most critical variable in predicting crashes. As 
such, the manual requires AADT data for segments and for both major and minor road 
approaches of intersections in applying the SPFs to predict segment and intersection 
crashes, respectively. AADT data for the entire study period (2005-2012) were retrieved 
from the corresponding year’s RCI database based on roadway ID and milepost 
information. As aforementioned, the SECTADT variable in the RCI provides AADT 
data.  
3.5 Crash Data 
 Eight years of crash data from 2005 to 2012 were retrieved from FDOT’s Unified 
Basemap Repository (UBR) system. Note that only crashes that occurred on the state 
roads were included in the analysis. The procedures followed to assign crashes to 
segments and intersections are discussed below. 
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3.5.1  Crash Assignment to Segments 
The SITELOCA variable in the UBR was used to retrieve the location of crashes. 
The variable uses the following two-digit codes to determine the facilities where the 
crashes occurred (FDOT, 2013):  
 00 – Unknown  
 01 – Not at intersection, railroad crossing, or bridge  
 02 – At intersection  
 03 – Influenced by intersection  
 04 – Driveway access  
 05 – Railroad  
 06 – Bridge  
 07 – Entrance ramp  
 08 – Exit ramp  
 09 – Private parking lot  
 10 – Public parking lot  
 11 – Private property  
 12 – Toll booth  
 13 – Public bus stop zone  
 77 – All other (explained in narrative) 
 Crashes that occurred at intersections (code “02”), within intersection influence 
areas (code “03”), and at entrance or exit ramps (codes “07” and “08”) were not 
considered as segment-related crashes. The remaining crashes were assigned to the 
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segments based on roadway ID and the milepost at which the crash occurred. Crashes 
that occurred on the intersecting point between two roadway segments were consistently 
assigned to the beginning segment. The number and types of crashes in each segment 
were counted using structured query language (SQL), implemented in the sqldf package 
of the statistical software R (R core team, 2014).  
3.5.2 Crash Assignment to Intersections 
 Crashes that occurred within 250 ft from the center of intersection are typically 
considered as intersection-related crashes (AASHTO, 2010). The spatial tool in ArcGIS 
was used to identify intersection-related crashes. First, an intersection location data layer 
was imported into ArcGIS. A new layer was then created by drawing a 250-ft buffer 
around each intersection. The shape file thus formed was merged with crash data shape 
files of each study year in ArcGIS. The output of the merged file comprised intersection 
characteristics data and associated crash records at intersections and on all approaches 
within 250 ft from the center of the intersections. Crashes observed in the overlapping 
portion of two or more buffers were assigned to the nearest intersection. The process was 
repeated for each year of crash data. Similar to segments, the number and types of 
crashes in each intersection were counted using SQL, implemented in the sqldf package 
of the statistical software R (R core team, 2014).  
3.6 Data Preparation 
In this step, the roadway geometry, traffic, and crash data were thoroughly 
checked for possible outliers and inconsistencies. Several considerations were made 
while preparing the final data set, including: 
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 Sites identified with any type of construction work were not included in the 
analysis. 
 Intersections where any of the approaches were observed to carry one-directional 
traffic were not included in the analysis.  
 Sites with extremely high or extremely low AADT values were considered as 
outliers and, therefore, were excluded from the analysis.  
 Individual sites with a huge difference in AADT between consecutive years were 
also excluded from the analysis.   
After making these adjustments, the final data set was created by merging site 
characteristics data, crash data, and traffic data for each roadway segment and 
intersection type. Tables 3-2 and 3-3 give summary statistics of the roadway 
segment and intersection types considered in this study, respectively. 
TABLE 3-2 Summary Statistics of Urban and Suburban Arterial Segments  
Segment Type Number of Segments 
Total  
Length 
(miles) 
  
Total 
Number  
of Crashes 
(2005-2012) 
Number of 
Crashes per 
Mile per Year
Two-lane undivided  1,791 616.7 9,453 1.92 
Three-lane with a TWLTL 359 67.0 1,769 3.30 
Four-lane undivided  266 52.2 1,900 4.55 
Four-lane divided  4,969 1400.7 48,151 4.30 
Five-lane with a TWLTL 1,084 269.2 12,367 5.74 
 
TABLE 3-3 Summary Statistics of Urban and Suburban Intersections  
Intersection Type Number of Intersections 
Total Number  
of Crashes 
(2005-2012) 
Number of  
Crashes per Year  
per Intersection 
Three-leg stop-controlled 317 4,588 1.81 
Four-leg signalized 397 54,496 17.16 
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3.7 Summary 
This chapter presented the data collection efforts undertaken in this research with 
regard to the data needs in the HSM. The RCI database, the UBR database, RDWTBL 
25, AADT GIS layer, state roads GIS layer, and signalized intersections GIS layer were 
used to extract the data variables. Traffic volume and crash records for a total of eight 
years (2005-2012) were extracted from the RCI and the UBR databases. However, 
several variables pertaining to roadway geometry and intersection characteristics are 
currently unavailable in the FDOT databases. Information for those variables was 
collected using aerial images. Note that data collection was limited to state roads in urban 
and suburban areas. Tables A-1 through A-7 in Appendix A provide detailed descriptive 
statistics of data variables for each segment and intersection type.  
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CHAPTER 4 
METHODOLOGY 
 
This chapter describes the methodological processes applied in this dissertation 
research to accomplish the stated objectives. The first section gives an overview of the 
entire methodology. A detailed description of the procedures is then presented in the 
subsequent sections. 
4.1 Methodological Framework 
 Figure 4-1 presents the methodological framework representing the processes 
carried out to accomplish the objectives of this research. All the processes were based on 
the data set constituting roadway geometry, traffic, and crash data. As noted in Chapter 3, 
the final data set was built for roadway segments and intersections for the urban and 
suburban facilities in Florida.  
 First, the complete data set was used to determine the calibration factors. A 
sensitivity analysis was then conducted to evaluate the sample size criteria recommended 
in the HSM. In the sensitivity analysis, a number of samples were randomly generated 
with different sample sizes and calibration factors were again calculated for each sample 
size. Based on the sensitivity between calibration factors for various sample sizes, a 
reliable minimum sample size was recommended for calibrating the HSM predictive 
models for urban and suburban roadway segment and intersection types.  
 Next, several paired t-tests were performed to determine whether or not there is 
any statistically significant difference in calibration factors computed between every 
three years, every two years, or every year. The minimum sample size determined in the 
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 Negative Binomial 
 Random Forests 
 Boosted Regression Trees 
Calibration Factor Update Frequency 
previous step was used to derive calibration factors and validate the recommended 
intervals (.i.e., one to three years) in the HSM for updating the calibration factor for each 
site type. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 4-1 Methodological Framework 
Derive Calibration Factor by HSM Predictive Method 
Perform Sensitivity Analysis to Evaluate the Effect of 
Calibration Sample Size
Roadway Geometry, Traffic, and Crash Data 
Prioritize Variables 
Minimum Sample Size 
Influential Data Variables 
Conduct Paired t-Tests of Calibration Factors with 
Minimum Sample Size 
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In order to achieve the third objective, i.e., to identify and prioritize influential 
variables for calibration process, variable importance was determined. Three methods 
including negative binomial (NB), random forests (RF), and boosted regression trees 
(BRT) were used to rank and prioritize the HSM variables based on their effect on crash 
predictions. The following sections discuss in detail the methodological steps presented 
in Figure 4-1. 
4.2 Calibration Factor Estimation 
The calibration factor for a particular site type is defined as the ratio of the total 
number of observed crashes to the total number of predicted crashes. Thus, calibration 
factor (Cx) can be expressed as follows (AASHTO, 2010): 
 
Cx =
∑ Observed CrashesAll Sites
∑ Predicted CrashesAll Sites  (4-1) 
In this research, the observed crashes were retrieved from the UBR crash database 
and the number of predicted crashes was determined using the HSM predictive method 
for urban and suburban arterial segments and intersections. The procedure to determine 
the predicted number of crashes is briefly explained in the following subsections for 
urban and suburban arterial segments and intersections, respectively. 
4.2.1 Segments 
 The predictive models in the HSM for urban and suburban arterial segments are 
based on the following equations: 
 Nspf rs = Nbrmv + Nbrsv + Nbrdwy (4-2)
 Nbr		=	Nspf rs × (CMF1r × CMF2r ×…× CMFnr) (4-3)
 Npredicted rs = Nbr + Npedr + Nbiker (4-4)
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where, 
Npredicted rs = predicted average crash frequency of an individual roadway 
segment for the selected year, 
Nbr = predicted average crash frequency of an individual roadway 
segment (excluding vehicle-pedestrian and vehicle-bicycle 
crashes), 
Nspf rs = predicted average crash frequency of an individual roadway 
segment for base conditions (excluding vehicle-pedestrian and 
vehicle-bicycle crashes), 
Npedr = predicted average crash frequency of vehicle-pedestrian crashes, 
Nbiker = predicted average crash frequency of vehicle-bicycle crashes, 
Nbrmv = predicted average crash frequency of multiple-vehicle non-
driveway crashes for base conditions, 
Nbrsv = predicted average crash frequency of single-vehicle crashes for 
base conditions, 
Nbrdwy = predicted average crash frequency of multiple-vehicle driveway-
related crashes for base conditions, 
CMF1r	,…, CMFnr = crash modification factors for each of the n geometric conditions 
of an individual roadway segment. 
 The SPF components of the predictive models in Equations (4-2) through (4-4) 
correspond to five crash types including multiple-vehicle non-driveway crashes (Nbrmv), 
single-vehicle crashes (Nbrsv), multiple-vehicle driveway-related crashes (Nbrdwy), 
 
 
63 
 
vehicle-pedestrian crashes (Npedr), and vehicle-bicycle crashes (Nbiker). The base 
conditions for the SPFs are as follows: 
 no on-street parking, 
 no roadside fixed objects, 
 median width of 15 ft, 
 no lighting, and 
 no automated speed enforcement. 
First, Nbrmv, Nbrsv, and Nbrdwy were estimated using Equations (4-5) through (4-7), 
respectively, as shown below: 
 Nbrmv = exp (α0 + α1 × ln(AADT) + ln(L)) (4-5) 
 Nbrsv = exp (ߚ0 + ߚ1 × ln(AADT) + ln(L)) (4-6) 
 
Nbrdwy = ෍ nj × Nj × ൬AADT15,000൰
t
All Driveway 
Types
 (4-7) 
where, 
AADT = annual average daily traffic volume on roadway segment (vehicles per 
day), 
L = length of roadway segment (miles), 
α0,	α1 = coefficients of SPF for multiple-vehicle non-driveway crashes (values 
are given in Table B-1 in Appendix B), 
ߚ0,	ߚ1 = coefficients of SPF for single-vehicle crashes (values are given in Table 
B-2 in Appendix B), 
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nj = number of driveways within roadway segment of driveway type j 
including all driveways on both sides of the road, 
Nj = number of driveway-related crashes per driveway per year for driveway 
type j (values are given in Table B-3 in Appendix B), and 
t = coefficient of traffic volume adjustment (values are given in Table B-3 
in Appendix B). 
Next, the sum of Nbrmv, Nbrsv, and Nbrdwy was calculated to obtain Nspf rs, which 
was then multiplied with CMFs to account for the effects of prevailing (i.e., non-base) 
conditions on predicted crash frequency of roadway segments. A total of five CMFs were 
applied, as described below (CMF1r through CMF5rሻ:  
CMF1r – On-street Parking 
 The base condition for CMF1r is the absence of on-street parking on a roadway 
segment (i.e., CMF1r = 1.00). The effect of presence of on-street parking on crash 
predictions was determined as: 
 CMF1r = 1.0 + ppk × (fpk - 1.0) (4-8) 
where, 
fpk = factor for on-street parking (values are given in Table B-4 in Appendix B), 
ppk = proportion of curb length with on-street parking measured as (0.5 × 
Lpk
L
	), 
Lpk = sum of curb length with on-street parking combined for both sides of the 
road (miles), and 
L = length of roadway segment (miles). 
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CMF2r – Roadside Fixed Objects 
 The base condition for CMF2r	is the absence of roadside objects on a roadway 
segment (i.e., CMF2r = 1.00). The effect of presence of roadside fixed objects on crash 
predictions was determined as follows: 
 CMF2r =  foffset × Dfo × pfo + ( 1.0 - pfo) (4-9) 
where, 
foffset = fixed-object offset factor (values are given in Table B-5 in Appendix B), 
Dfo = fixed-object density for both sides of the road combined (number of 
fixed objects per mile), and 
pfo = fixed-object crashes as a proportion of total crashes. 
When the CMF2r was less than 1.00 (for sites with low density of roadside fixed objects), 
a minimum value of 1.00 was assigned to CMF2r. 
CMF3r – Median Width 
 This CMF for median width is applicable only to four-lane divided arterial 
segments. The base condition is a median width of 15 ft (i.e., CMF3r = 1.00). The value 
of CMF3r for medians wider than 15 ft is less than 1.00 and for medians narrower than 15 
ft, it is greater than 1.00. Table B-6 in Appendix B provides the value of CMF3r for 
the effect of different median widths. 
CMF4r – Lighting 
The base condition for CMF4r is the absence of lighting along the roadway 
segment (i.e., CMF4r = 1.00). The effect of lighting on crash predictions was determined 
 
 
66 
 
as follows: 
 CMF4r = 1.0 - ( pnr × (1.0 - 0.72 × pinr - 0.83 × ppnr	)) (4-10) 
where, 
pnr = proportion of total crashes for unlighted segments that occur at night, 
pinr = proportion of total nighttime crashes for unlighted segments that involve 
a fatality or injury, and 
ppnr = proportion of total nighttime crashes for unlighted segments that involve 
PDO. 
CMF5r – Automated Speed Enforcement 
 The base condition for CMF5r is the absence of automated speed 
enforcement on a roadway segment (i.e., CMF5r = 1.00). A value of 0.95 was used 
for CMF5r on segments where there was any camera, radar, or laser detector 
installed to detect speeding vehicles.  
After determining Nbr, which is a product of Nspf rs and CMFs (i.e., CMF1r 
through CMF5r), the other two SPF components (i.e., Npedr and Nbiker) were calculated 
using Equations (4-11) and (4-12), as shown below: 
 Npedr = Nbr × fpedr (4-11)
 Nbiker = Nbr × fbiker (4-12)
where, 
fpedr = pedestrian crash adjustment factor calculated as the ratio of total crashes 
(excluding vehicle-pedestrian and vehicle-bicycle crashes) to vehicle-
pedestrian crashes for roadway segments, and  
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fbiker = bicycle crash adjustment factor calculated as the ratio of total crashes 
(excluding vehicle-pedestrian and vehicle-bicycle crashes) to vehicle-
bicycle crashes for roadway segments. 
4.2.2 Intersections  
The predictive models in the HSM for urban and suburban arterial intersections 
are based on the following equations: 
where, 
Npredicted int = predicted average crash frequency at an intersection for the 
selected year, 
Nbi = predicted average crash frequency at an intersection (excluding 
vehicle-pedestrian and vehicle-bicycle collisions), 
Nspf int = predicted average crash frequency of intersection-related 
crashes for base conditions (excluding vehicle-pedestrian and 
vehicle-bicycle crashes), 
Npedi = predicted average crash frequency of vehicle-pedestrian crashes 
for an intersection, 
Nbikei = predicted average crash frequency of vehicle-bicycle crashes for 
an intersection, 
 Npredicted int = Nbi + Npedi + Nbikei (4-13)
 Nbi = Nspf int × (CMF1i × CMF2i ×…× CMFni) (4-14)
 Nspf int = Nbimv + Nbisv (4-15)
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Nbimv = predicted average crash frequency of multiple-vehicle crashes 
for base conditions, 
Nbisv = predicted average crash frequency of single-vehicle crashes for 
base conditions, and 
CMF1i	,…,	CMFni = crash modification factors for each of the n geometric 
conditions or traffic control features of an intersection. 
The SPF components of the predictive models in Equations (4-13) through (4-15) 
correspond to four crash types including multiple-vehicle crashes (Nbimv), single-vehicle 
crashes (Nbisv), vehicle-pedestrian crashes (Npedi), and vehicle-bicycle crashes (Nbikei). 
The base conditions for calibrating the SPFs for multiple- and single-vehicle crashes at 
intersections are as follows: 
 no left-turn lanes on intersection approaches, 
 no right-turn lanes on intersection approaches,  
 no lighting, 
 permissive left-turn signal phasing for signalized intersections, 
 no prohibition of RTOR maneuver for signalized intersections, and  
 no red light cameras for signalized intersections. 
In addition, the base conditions for applying the SPFs for vehicle-pedestrian 
crashes at signalized intersections include: 
 no bus stops within 1,000 ft from the center of the intersection, 
 no schools within 1,000 ft from the center of the intersection, and 
 no alcohol sales establishments within 1,000 ft from the center of the intersection. 
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First, Nbimv and Nbisv were estimated using Equations (4-16) and (4-17), 
respectively, as shown below: 
 Nbimv	=	exp [γ0 + γ1 × ln(AADTmaj) + γ2 × ln(AADTmin)ሿ (4-16)
 Nbisv	=	exp [δ0 + δ1 × ln(AADTmaj) + δ2 × ln(AADTmin)] (4-17)
where, 
AADTmaj = annual average daily traffic volume for major road (vehicles per 
day), 
AADTmin = annual average daily traffic volume for minor road (vehicles per 
day), 
γ0,	γ1,	γ2 = coefficients of SPF for multiple-vehicle crashes (values are given in 
Table B-7 in Appendix B), and 
δ0,	δ1,	δ2 = coefficients of SPF for single-vehicle crashes (values are given in 
Table B-8 in Appendix B). 
Next, the sum of Nbimv and Nbisv was calculated to obtain Nspf int, which was then 
multiplied with CMFs to account for the effects of prevailing (i.e., non-base) conditions 
on predicted crash frequency at intersections. The CMFs (CMF1i through CMF6iሻ are 
discussed below: 
CMF1i – Intersection Left-Turn Lanes 
The base condition for this CMF is the absence of left-turn lanes on the 
intersection approaches (i.e., CMF1i = 1.00). The effect of presence of left-turn lanes on 
crash predictions was determined as: 
 For three-leg stop-controlled intersections: 
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 CMF1i = 0.67  (nLT-stop) (4-18)
 For four-leg signalized intersections: 
 CMF1i = 0.90 (nLT-signal) (4-19)
where 	nLT-stop is the number of major-road approaches with left-turn lanes at stop-
controlled intersections and	nLT-signal is the number of total approaches with left-
turn lanes at signalized intersections.  
CMF2i – Intersection Left-Turn Signal Phasing 
This CMF is applicable only to signalized intersections. There are three types of 
left-turn signal phasing at intersections: permissive only, protected only, and 
protected/permissive or permissive/protected. The base condition for this CMF is 
permissive only left-turn signal phasing (i.e., CMF2i = 1.00). The effect of other left-turn 
signal phases on crash predictions was determined as follows: 
 For protected/permissive or permissive/protected left-turn phasing: 
 CMF2i = 0.99 (npp) (4-20)
 For protected only left-turn phasing: 
 CMF2i = 0.94  (npr) (4-21) 
where npp is the number of approaches with protected/permissive or 
permissive/protected left-turn signal phasing and npr is the number of approaches 
with protected only left-turn phasing. 
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CMF3i – Intersection Right-Turn Lanes 
 The base condition for this CMF is the absence of right-turn lanes on the 
intersection approaches (i.e., CMF3i = 1.00). The effect of presence of right-turn lanes on 
intersection crashes was determined as: 
 For three-leg stop-controlled intersections: 
 CMF3i = 0.86 ሺnRT-stopሻ (4-22) 
 For four-leg signalized intersections: 
 CMF3i = 0.96  (nRT-signal) (4-23) 
where	nRT-stop is the number of major-road approaches with right-turn lanes at 
stop-controlled major street	nRT-signal is the total number of approaches with right-
turn lanes at signalized intersections.  
CMF4i – Right Turn on Red (RTOR) 
 This CMF is applicable only to signalized intersections. The base condition is 
permitting a RTOR at all approaches of a signalized intersection (i.e., CMF4i = 1.00). The 
effect of prohibiting RTOR on crash predictions was determined as: 
 CMF4i = 0.98 (nprohib) (4-24)
where nprohib	is the number of approaches with prohibiting RTOR operation at signalized 
intersections. 
CMF5i – Lighting 
The base condition for this CMF is the absence of lighting at an intersection (i.e., 
CMF5i = 1.00). The effect of lighting on crash predictions was determined as follows: 
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 CMF5i = 1.0 - 0.38 × pni (4-25) 
where pni is the proportion of total crashes at unlighted intersections that occur at night. 
CMF6i – Red Light Camera 
The base condition for this CMF is the absence of red light cameras (i.e., CMF6i = 
1.00). The effect of presence of red light camera on crash predictions was determined as 
follows: 
 CMF6i = 1.0 - 0.26 × pra + 0.18 × pre (4-26) 
where pra is the proportion of crashes that are multiple-vehicle, right-angle crashes and 
pre is the proportion of crashes that are multiple-vehicle, rear-end crashes. 
After determining Nbi, which is a product of Nspf int and CMFs (i.e., CMF1i 
through CMF6i), Npedi was estimated using the following equations: 
 For signalized intersections: 
 Npedi = Npedbase × CMF1p × CMF2p × CMF3p (4-27)
            with 
Npedbase = exp [a + b × ln(AADTtot) + c × ln(AADTminAADTmaj )  
																																																											+ d × ln(PedVol) + e × nlanesx]  (4-28)
 For stop-controlled intersections: 
 Npedi = Nbi × fpedi (4-29) 
where, 
Npedbase = predicted number of vehicle-pedestrian crashes per year 
for base conditions at signalized intersections, 
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AADTtot = sum of annual average daily traffic volumes for the major 
and minor roads (vehicles per day), 
PedVol = sum of daily pedestrian volumes crossing all intersection 
legs (pedestrians per day), 
nlanesx = maximum number of traffic lanes crossed by a pedestrian 
in any crossing maneuver at the intersection considering 
the presence of refuge islands, 
a,	b,	c,	d,	e = coefficients of SPF for vehicle-pedestrian crashes at 
signalized intersections (values are given in Table B-9 in 
Appendix B), 
CMF1p,…,	CMF3p = crash modification factors for vehicle-pedestrian crashes 
at signalized intersections, and 
fpedi = pedestrian crash adjustment factor calculated as the ratio 
of total crashes (excluding vehicle-pedestrian and vehicle-
bicycle crashes) to vehicle-pedestrian crashes at stop-
controlled intersections. 
 Three CMFs (i.e., CMF1p, CMF2p, and CMF3p) were applied to account for the 
effects of bus stops, schools, and alcohol sales establishments on vehicle-pedestrian 
crashes at signalized intersections, as described below: 
CMF1p – Bus stops 
 The base condition for bus stops is the absence of bus stops within 1,000 ft of the 
intersection (i.e., CMF1p = 1.00). The effect of presence of bus stops in the vicinity of the 
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signalized intersection was determined as follows: 
 CMF1p = ൜2.78, for 1 or 2 bus stops4.75, for 3 or more bus stops (4-30)
CMF2p – Schools 
 The base condition for schools is the absence of a school within 1,000 ft of the 
intersection (i.e., CMF2p = 1.00). A value of 1.35 was used for CMF2p to account for the 
effect of presence of school in the vicinity of the signalized intersection.  
CMF3p – Alcohol sales establishments 
 The base condition for alcohol sales establishments is their absence within 1,000 
ft of the intersection (i.e., CMF3p = 1.00). The effect of alcohol sales establishments 
present in the vicinity of the signalized intersection was determined as follows: 
 CMF3p	=	 ൜1.12, for 1 to 8 alcohol sales establishments1.56, for 9 or more alcohol sales establishments (4-31) 
 In addition, Nbikei was estimated using Equation (4-32) that applies to both stop-
controlled and signalized intersections, as shown below: 
 Nbikei = Nbi × fbikei (4-32)
where fbikei is bicycle crash adjustment factor calculated as the ratio of total crashes 
(excluding vehicle-pedestrian and vehicle-bicycle crashes) to vehicle-bicycle crashes at 
intersections. 
4.3 Sensitivity Analysis of Calibration Sample Size 
 The methodology used to determine minimum sample size for calibration of the 
HSM-default SPFs was based on the procedure used in the studies conducted by 
Banihashemi (2012) and Alluri et al. (2014) for sample size determination. In particular, 
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a sensitivity analysis was performed to determine the effect of various sample sizes on 
calibration factors. For each site type, different sample sizes were selected. For each 
sample size, a number of iterations were taken to obtain a set of calibration factors. An 
acceptable limit was set so as to determine the degree of deviation of the calibration 
factors from its ideal value for each sample size. Based on the results of the sensitivity 
analysis, recommendations were provided on minimum sample size for estimating 
reliable calibration factor. The steps involved in the sensitivity analysis are described 
below: 
Step 1 – Determine ideal calibration factor 
 For each roadway segment and intersection type, calibration factors were 
calculated using the entire data set. These calibration factors are regarded as ideal 
calibration factors. These ideal factors were developed based on the HSM procedures 
presented in the previous section.  
Step 2 – Extract random samples 
  For all the segment types, samples were randomly extracted by taking the number 
of segments as follows: (50 + 50×n), where n takes the values from 0 to 9. This indicates 
that a sample size consisting of 50 roadway segments was initially chosen and the size 
was increased by adding 50 segments in each subsequent sample. For two-lane undivided 
roads, four-lane divided arterials, and five-lane arterials with a TWLTL, the maximum 
sample size for the sensitivity measure consisted of 500 segments. However, three-lane 
arterials with a TWLTL and four-lane undivided arterials had an inventory of less than 
500 segments. In this case, the sensitivity was measured with the maximum sample size 
of 300 segments for three-lane arterials with a TWLTL and 200 segments for four-lane 
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undivided arterials. For intersections, random samples were extracted by taking number 
of intersections as follows: (50 +10×n), where n takes the values from 0 to 10. Similar to 
the segments, the initial sample size for intersections was 50; however, the size was 
increased by adding 10 intersections randomly in each successive sample. The maximum 
sample size comprised of 150 intersections for all the intersection types.  
Step 3 – Determine calibration factors using random samples 
 For each specific sample size, 100 sets of data were randomly selected through 
simple random sampling process. This means, for example, when the sample size is 50, 
each of the 100 data sets comprised 50 sites and, at each iteration, the sites were selected 
randomly from the entire data set. Calibration factors were then calculated for each of 
these 100 sets of data.  
 The mean and standard deviation of these calibration factors were used in the 
sensitivity analysis based on the assumption that the set of 100 calibration factors for 
each sample size followed a normal distribution.  
Step 4 – Determine the Z-statistic  
 Following the assumption that the calibration factors are normally distributed, the 
probability of obtaining a calibration factor within acceptable limits (i.e., within 10% of 
ideal calibration factors) was determined. Therefore, the value that is equal to 0.90 times 
or 90% of the ideal calibration factor defines the minimum acceptable limit, and the value 
that is equal to 1.10 times or 110% of the ideal calibration factor is the maximum 
acceptable limit. For each sample size, these two values were transformed to the 
standardized values of the standard normal distribution curve (i.e., normal distribution 
curve with mean 0 and standard deviation 1), as given below:  
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 Zmin =
Xmin - µ
σ  (4-33)
 Zmax =
Xmax - µ
σ  (4-34)
where,  
Zmin =  value on the standard normal curve associated with Xmin, 
Zmax =  value on the standard normal curve associated with Xmax, 
Xmin = minimum acceptable limit of estimated calibration factor, 
Xmax = maximum acceptable limit of estimated calibration factor, 
µ =  mean of the normally distributed calibration factors for each sample size, 
and  
σ =  standard deviation of the normally distributed calibration factors for each 
sample size.  
Step 5 – Determine the probability 
 Two probabilities were calculated based on the Zmin and Zmax values under the 
standard normal curve area; one is the probability that the calibration factor is less than 
90% of (or, 0.90 times) ideal calibration factor (i.e., P(Z < Zmin),	where, Z is the value on 
the standard normal curve) and the other is the probability that the calibration factor is 
less than 110% of (or, 1.10 times) ideal calibration factor (i.e., P(Z	<	Zmax)). The 
difference between the two probabilities (i.e., P(Z	<	Zmax) - P(Z	<	Zmin)) is the probability 
that the calibration factor would lie within 10% of the ideal calibration factor. 
Step 6 – Recommend minimum sample size 
 For each site type, the effect of sample size on calibration factor was studied by 
means of probability values computed in the previous step. A higher probability indicates 
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a higher chance of obtaining a reliable calibration factor that would have less deviation 
from the ideal calibration factor. For example, a 95% probability value for a given sample 
size indicates that a data set with this particular size would produce a calibration factor 
with a high 95% chance that it would be within 10% of the ideal calibration factor. Based 
on high probability values, a minimum sample size is recommended for each segment 
and intersection type.  
4.4 Variable Importance 
 This research applied the following three methods to rank the variables based on 
their relative effect on crash predictions:  
 
 Negative Binomial (NB) 
 Random Forests (RF) 
 Boosted Regression Trees (BRT) 
 The detailed procedure of each of these methods is presented in the following 
subsections.  
4.4.1 Negative Binomial (NB) 
 NB regression is the most widely used technique in modeling crash frequency 
data. The HSM-default SPFs were also developed using the NB regression method. The 
NB model is a member of the generalized linear models (GLMs), where a non-linear link 
function (e.g., logarithm) is used to establish the relationship between predictor variables 
and response variable (McCullagh and Nelder, 1989). The NB model formulates the 
relationship between expected crash frequency and various factors using the following 
equation: 
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  μi = exp (βXi + εi) (4-35)
where,  
 μi = expected crash frequency at site i, 
Xi = set of predictor variables for site i, 
β = parameter or coefficient to be estimated, and 
εi  = error term.   
 The probability distribution of the NB model is then shown as (Vogt and Bared, 
1998; Hilbe, 2011): 
 
P(Yi = yi) = 
Γ(yi + (1/k))
Γ(yi + 1) Γ(1/k)
ቆ   kμi
1 +  kμi
ቇ
yi
ቆ 1
1 +  kμi
ቇ
1
kൗ
 
(4-36)
where,  
yi = number of crashes at site i over a time period, 
k = overdispersion parameter of the NB model, and  
Γ(.) = a gamma function.  
The likelihood function to estimate the NB model is shown below (Hilbe, 2011): 
 
ܮ(λi) = ෑ
Γ(yi + (1/k))
Γ(yi + 1) Γ(1/k)
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(4-37)
This structure gives the variance of the NB model as follows (Vogt and Bared, 1998): 
 V(yi) = ߤi  (1 + kμi) (4-38)
Variable Importance  
 In order to investigate the relative effect of each explanatory variable using the 
NB regression technique, a number of NB models was developed. First, an intercept-only 
model was developed, which included only the constant term with no predictor variable. 
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Then, separate models were developed with one predictor variable (including the 
intercept) in each model. The models are referred to as single-variable models. The 
dispersion-based goodness-of-fit measure (Rk2) proposed by Miaou et al. (1996), which 
incorporates the effect of over-dispersion in crash frequency data, was determined for 
each of the models (i.e., intercept-only model and single-variable models). The value of 
Rk2 was determined as follows: 
 Rk2 = 1 ‐ ( k κmaxൗ ) (4-39)
where κmax is the overdispersion parameter of the intercept-only model, and	κ is the 
overdispersion parameter of the single-variable model. 
The higher the value of Rk2, the better is the model fit. Since the models have only 
one predictor, the order of the Rk2	values indicates the effect of that particular variable on 
overall crash predictions (Montella et al., 2008). The variables were, therefore, ranked by 
decreasing value of Rk2. 
4.4.2 Random Forests (RF) 
The RF technique (Breiman, 2001) is developed based on two concepts: bagging 
(Breiman, 1996) and random feature subspace (Ho, 1995). The term “bagging” refers to 
the formation of trees (i.e., models) using a bootstrapping sample of the data set. In 
bagging, trees are grown independent of one another; successive trees do not carry 
information from the previously grown trees. The term “random feature subspace” refers 
to the predictor space formed by a subset of the randomly selected variables. At each 
node, the best split is determined from randomly selecting a few (subset) predictor 
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variables rather than selecting all the variables. Note that a different set of predictor 
variables is selected for every node to examine over for the optimal split.  
Algorithm 
The algorithm of building a RF model is given below (Breiman, 2001; Liaw and 
Wiener, 2002; Blackwell, 2012): 
1. Create bootstrap samples from the given data set. Bootstrapping means randomly 
selecting n observations from the data set with replacement. 
2. Fit a tree to the bootstrap sample. At each node, select a random subset of 
predictor variables (mtry). Search over the subset mtry to find the variable that 
produces maximum homogeneity at that node. Follow the procedure for the 
resulting nodes until a minimum specified criterion is reached.  
3. Repeat Steps 1 and 2 for ntree trees. 
4. Aggregate the results of the ntree trees and average out for predictions.  
Variable Importance   
 The variable importance in an RF model is measured by increase in node purity 
values. The node purity of a variable corresponds to the summation of improvements due 
to splits by the variable in a tree. The cumulative improvements over all the trees are then 
averaged to give an overall increase in node purity or decrease in node impurity. The 
improvements are measured by mean decrease in residual sum of squares. 
4.4.3  Boosted Regression Trees (BRT) 
The BRT method is based on two powerful procedures: regression trees and 
boosting (Elith et al., 2008). Regression trees are decision-tree based models where the 
type of response variable is continuous. The term “boosting” refers to an ensemble 
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approach that fits a number of trees in a sequential process. The basic idea is to give more 
emphasis to poorly fitted observations (i.e., the observations that highly deviate from the 
mean) based on the results from the previous tree alone rather than from all the other 
previously fitted trees (Bühlmann and Horton, 2007). The boosting procedure combines 
predictions from many weak models to produce a strong prediction and improve model 
accuracy (De’ath, 2007; Elith et al., 2008; Hastie et al., 2009). Therefore, unlike the RF 
method where trees are grown independently and no information is carried between trees, 
the BRT method builds trees sequentially by empowering the poor predictions from 
previous trees. 
Algorithm 
In BRT, once the first tree is fitted to the training data, the residuals based on 
predicted output from the tree are calculated. The observations with high residual values 
indicate poor fit and, therefore, are assigned more weight to fit by the next tree. In the 
next and subsequent steps, trees are fitted to the residuals of the previous tree, and so on. 
The BRT procedure is thus a forward and stage-wise procedure where “the existing trees 
are left unchanged; only the residual for each observation is re-estimated to reflect the 
contribution of the newly added tree” (Elith et al., 2008). The algorithm for the BRT 
model can be described as follows (De’ath, 2007; Hastie et al., 2009): 
Let x be a set of predictor variables and a function f (x) be an approximation of the 
response variable y. The BRT model estimates the function as an additive expansion of 
basis functions, b(x;	γm), as follows: 
 f (x) =෍ fm(x)
m
=෍ βmb(x; γm)
m
 (4-40)
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where βm (m = 1, 2, …, M) are the expansion coefficients and b(x;	γm) are single 
regression trees with the parameter γm representing the split variables, their values at the 
splitting nodes, and the predicted values at the terminal nodes. The βm coefficients 
represent weights given to the nodes of each tree and determine how predictions from 
each of the trees are combined (De’ath, 2007). The βm and γm parameters are estimated by 
minimizing a specified loss function, L(y, f (x)), which indicates a measure of prediction 
performance (e.g., deviance). Friedman (2001) formulated a numerical optimization 
technique called ‘functional gradient descent’ that approximates the solution of loss 
function minimization by the method of steepest descent for a forward stage-wise BRT 
model. The procedure can be summarized in the following steps (De’ath, 2007): 
1. Initialize f0(x)  
2. For m = 1 to M (number of trees) 
a) For i = 1 to N (number of observations), calculate the residuals,  
rim	= - ቂ∂L	(yi,   f	(xi))∂f(xi) ቃf (x) = fm-1(x)
 
b) Fit a regression tree to rim to estimate γm of b(x;	γm)  
c) Obtain the estimate ߚ௠ by minimizing L(y, fm-1(xi)	+	βb(x;	γm)) 
d) Update fm(x) = fm-1(xi) + βmb(x;	γm) 
3. Calculate f(x)	=	 ∑ 	fm(x)m  
Freidman (2002) also purported to bring in some randomness to the gradient 
boosting procedure in order to improve prediction performance and to reduce overfitting 
and computation time. This is attained by extracting a portion of the training data (usually 
50%-75%) without replacement at each iteration.  
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Regularization Parameters 
The sequential tree building process continues to add trees until all the 
observations are perfectly fit, which leads to overfitting of training data (Elith et al., 
2008). Therefore, regularization of the BRT parameters is essential to fit a balanced 
model that reduces overfitting and improves prediction accuracy (Hastie et al., 2009). 
Regularization process usually involves optimizing three parameters including shrinkage, 
tree complexity, and number of trees to obtain a balance between bias and variance. 
Shrinkage, also called learning rate, is used to reduce the contribution of each tree in the 
model. It is introduced in Step 2(d) of the above described algorithm, as follows: 
fm(x) = fm-1(xi) +	νβmb(x;	γm) (4-41) 
where ν is the shrinkage parameter. A smaller shrinkage value (from 0.1 to as low as 
0.0001) is typically applied to slower the learning process and better minimize the loss 
function; however, it requires more trees to be added to the model. For example, a 10-
fold reduction in shrinkage requires approximately 10 times more trees (De'ath, 2007) to 
be fitted in the boosting procedure. Tree complexity represents the depth of a tree 
implying interaction among predictor variables. A tree complexity of 1 corresponds to the 
main effect of predictor variables, and generates each tree with only two terminal nodes 
(having no internal nodes) called single decision stumps (Hastie et al., 2009). A tree 
complexity of 2 develops models with up to two-way interactions between variables (i.e., 
a maximum of two splits in each branch), and so on (Hastie et al., 2009).  Elith et al. 
(2008) recommended fitting models with at least 1,000 trees. The success of a BRT 
model depends on the optimal settings of these regularization parameters.  
Variable Importance  
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The variable importance in BRT is measured by the relative influence of predictor 
variables on the outcome. The influence of a predictor variable in a single tree is 
estimated by the number of times the variable is used to split the nodes and the squared 
improvement attributed to the tree due to the splits by the variable. The influence of the 
variable is summed over the ensemble of trees and the average value of the summation is 
regarded as the measure of variable importance in a BRT model (Friedman and 
Meulman, 2003). The sum of variable importance scores over all the variables is equal to 
1 or 100%. The variables are ranked with higher values of relative influence. The higher 
the variable importance score, the greater is the contribution of the variable on crash 
predictions. 
4.5 Summary 
In a nutshell, the following techniques were applied to accomplish the three 
objectives of this dissertation research: 
 sensitivity analysis to evaluate the sample size criteria for determining calibration 
factor and to determine a minimum sample size required for segments and 
intersections; 
 paired sample t-tests to validate the recommended intervals for updating the 
calibration factor; and 
 negative binomial regression, random forests, and boosted regression trees 
methods to determine the influence of variables on crash predictions and to 
identify and prioritize the calibration variables.  
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CHAPTER 5 
EVALUATION OF CALIBRATION CRITERIA 
  
This chapter presents the analytical results of evaluating the sample size criteria 
recommended in the HSM for the calibration process. It specifically discusses the effect 
of different sample sizes on the reliability of calibration factors. It further provides 
recommendations of the minimum sample size for calibrating the HSM-default SPFs for 
segment and intersection types on urban and suburban arterials in Florida. It then presents 
the results of a series of paired sample t-tests performed to determine how frequently 
agencies need to update calibration factors. Finally, the chapter summarizes the results 
related to the minimum sample size and calibration factor update frequency. 
5.1 Determination of Calibration Factors 
 To determine the minimum sample size to estimate reliable calibration factors and 
to validate the recommendations on intervals for updating calibration factors, calibration 
factors were computed for each specific segment and intersection type(s) on urban and 
suburban arterials using the data set described in Chapter 3. The HSM-recommended 
process presented in Section 4.2 was used to derive calibration factors. Several steps in 
the calibration procedure called for using crash proportions either (a) provided in the 
HSM, or (b) derived from crash statistics specific to study locations. In this research, 
Florida-specific crash distributions were used where data were available; and in other 
instances, default proportions provided in the HSM were used. The following Florida-
specific crash proportions were used for deriving calibration factors:  
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 proportion of total crashes that occurred at night on unlighted roadway segments 
(pnr);  
 proportion of total nighttime crashes that involved a fatality or injury on unlighted 
roadway segments (pinr); 
 proportion of total nighttime crashes that involved PDO on unlighted roadway 
segments (ppnr); 
 pedestrian crash adjustment factors for intersections (fpedi); 
 bicycle crash adjustment factors for intersections (fbikei); 
 proportion of total crashes (excluding vehicle-pedestrian and vehicle-bicycle 
crashes) that occurred at night on unlighted intersections (pni); 
 proportion of total crashes (excluding vehicle-pedestrian and vehicle-bicycle 
crashes) that were multiple-vehicle, right-angle collisions on intersections (pra); 
and 
 proportion of total crashes (excluding vehicle-pedestrian and vehicle-bicycle 
crashes) that were multiple-vehicle, rear-end collisions on intersections (pre). 
Tables C-1 through C-7 in Appendix C provide the Florida-specific crash 
proportions. Based on the procedures in the HSM, two sets of calibration factors were 
calculated. The first set comprises calibration factors computed for each study year using 
that particular year of data (e.g., 2005, 2006, etc.). The second set comprises calibration 
factors computed using three consecutive years of data (e.g., data from 2005 to 2007, 
2006 to 2008, etc.) The first set thus has eight calibration factors for each site type and 
the second set has six calibration factors for each site type, as shown in Tables 5-1 and 5-
2, respectively.  
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 Note that calibration factors using three years of data could be calculated using 
two approaches. One is to take the average of the yearly calibration factors and another is 
to divide the total number of observed crashes over three years by the total number of 
predicted crashes for the same period. The calibration factors obtained from these two 
approaches were almost identical (varied by as little as 0.1% in some cases). The 
calibration factors presented in Table 5-2 were calculated using the second approach. 
TABLE 5-1 Calibration Factors Computed Using Single Year of Data for Urban 
and Suburban Arterials 
Site Type Calibration Factors 2005 2006 2007 2008 2009 2010 2011 2012 
Segments 
Two-lane undivided 0.732 0.661 0.704 0.598 0.657 0.629 0.561 0.585 
Three-lane with a TWLTL 0.425 0.473 0.421 0.446 0.397 0.477 0.451 0.434 
Four-lane undivided 0.257 0.332 0.339 0.308 0.320 0.386 0.335 0.335 
Four-lane divided 0.741 0.702 0.710 0.673 0.664 0.680 0.583 0.673 
Five-lane with a TWLTL 0.366 0.352 0.358 0.350 0.376 0.431 0.366 0.394 
Intersections 
Three-leg stop-controlled 0.863 0.817 0.797 0.821 0.733 0.837 0.830 1.017 
Four-leg signalized 2.574 2.433 2.412 2.429 2.516 2.760 2.440 2.799 
 
TABLE 5-2 Calibration Factors Computed Using Three Years of Data for Urban 
and Suburban Arterials 
Site Type 
Calibration Factors 
2005-2007 2006-2008 2007-2009 2008-2010 2009-2011 2010-2012
Segments 
Two-lane undivided  0.699 0.654 0.653 0.628 0.615 0.591 
Three-lane with a TWLTL 0.433 0.447 0.439 0.422 0.441 0.454 
Four-lane undivided 0.309 0.326 0.323 0.338 0.347 0.352 
Four-lane divided 0.718 0.695 0.682 0.672 0.642 0.645 
Five-lane with a TWLTL 0.358 0.353 0.361 0.385 0.391 0.397 
Intersections 
Three-leg stop-controlled 0.826 0.812 0.784 0.796 0.798 0.891 
Four-leg signalized 2.472 2.425 2.452 2.565 2.572 2.666 
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5.2 Effect of Sample Size on Calibration Factors 
 The HSM states that “for each facility type, the desirable minimum sample size 
for the calibration dataset is 30 to 50 sites” (AASHTO, 2010). Also, the selected 
calibration data set should represent a minimum of 100 crashes per year. A sensitivity 
analysis was performed to evaluate the minimum sample size criteria. The effect of 
sample size on calibration factors was measured by taking samples of different sizes and 
determining a normal probability that the calibration factors estimated using a sample 
size would be within 10% of calibration factors computed using the entire data set. The 
higher the probability, the greater is the reliability to determine calibration factors for a 
given sample size.  
 Different samples between 50 and 500 sites for segments and between 50 and 150 
sites for intersections were randomly selected for analysis. For each sample size, 100 
subsets each with equal number of sites were randomly generated and calibration factors 
were determined for each subset of data. Thus, a set of 100 calibration factors was 
estimated for each sample size. Calibration factors in each set were assumed to have a 
normal distribution. Based on the assumption of normal probability distribution, the mean 
and standard deviation of each set of calibration factors were used to determine the 
probability that the estimated calibration factor lies within 10% of the actual calibration 
factor calculated from the entire data set. Finally, the effect of sample size on calibration 
factor estimations was evaluated based on this probability.   
 Similar to Tables 5-1 and 5-2, two sets of calibration factors (i.e., one using single 
year of data and the other using three years of data) were calculated for each sample size. 
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The purpose was to investigate whether or not any distinctive features are prevalent 
between these two sets related to sample size and calibration factors.  
5.2.1 Segments 
 Tables 5-3 and 5-4 show the sensitivity analysis results for all the five types of 
urban and suburban arterial roadway segments. Table 5-3 provides the probability values 
when the sensitivity was measured by estimating calibration factors using individual 
years of data, and Table 5-4 provides the probability values when the sensitivity was 
measured by computing calibration factors using three consecutive years of data. Note 
that ideal calibration factor refers to calibration factor estimated using entire data set for 
either individual years or three consecutive years. 
 The results from Tables 5-3 and 5-4 show that for a given sample size, the 
probability that the calibration factor would be within 10% of ideal calibration factor is 
higher when calibration factors were estimated using three years of data compared to that 
when calibration factors were estimated using single year of data. For example, in case of 
two-lane undivided arterials, when calibration factors were estimated using single year of 
data, a sample size of 450 sites yielded probabilities varying between 86% and 91%, 
whereas a reduced sample size of 350 sites resulted in probabilities between 88% and 
91% when calibration factors were estimated using three years of data. Similarly, for 
four-lane divided arterials, Table 5-3 shows that a sample size of 450 sites resulted in 
probabilities between 81% and 89%, while Table 5-4 shows that a reduced sample size of 
300 sites generated probabilities between 89% and 94%. Similar results were also 
observed for other roadway types. This indicates that sample size would be smaller when 
multiple years of data are used to determine reliable calibration factors. 
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 The minimum sample size required to estimate reliable calibration factor was also 
found to vary by roadway type. An increased sample size is usually required for the 
facility that has large population of roadway miles. Two-lane undivided roads have an 
inventory of 616.7 miles of data and require more than 120 miles of roadway data (20% 
of entire roadway length) to produce a reliable calibration factor (i.e., there is an 80% 
probability that the estimated calibration factor is within 10% of ideal calibration factor). 
On the other hand, three-lane arterials with a TWLTL and four-lane undivided arterials 
have only 67.0 and 52.2 miles of roadway, respectively, and require less than 50 miles of 
roadway data to produce calibration factors with a high probability of being within 10% 
of the ideal calibration factor. Four-lane divided arterials have the largest inventory of 
roadway miles; however, only 85 miles of roadway data yielded reliable calibration 
factors for this site type. It shows that although four-lane divided arterials have larger 
inventory of roadway miles compared to two-lane undivided roads, they require a smaller 
sample size to generate a reliable calibration factor. A higher average annual crash 
frequency of 4.30 crashes per mile per year for four-lane divided highways might be 
attributed to the outcome of the smaller sample size requirement. This indicates that crash 
frequency also has an impact on the minimum required sample size.   
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TABLE 5-3 Sensitivity Analysis Results for Urban and Suburban Arterial Segments 
Using Individual Years of Data 
Site Type Sample Size 
Average 
Roadway 
Length 
(mi) 
Percent  
of Entire 
Length
(%) 
Probability that Estimated Calibration Factor Is 
Within 10% of Ideal Calibration Factor (%) 
2005 2006 2007 2008 2009 2010 2011 2012 Average
Two-Lane 
Undivided 
50 17.6 2.9 34 34 35 33 34 37 32 33 34 
100 34.5 5.6 41 46 52 42 47 45 44 42 45 
150 51.8 8.4 54 60 56 58 58 55 61 52 57 
200 68.5 11.1 68 66 68 61 62 65 62 61 64 
250 85.4 13.8 66 76 74 76 68 67 76 62 71 
300 102.3 16.6 75 73 71 73 75 76 74 72 74 
350 119.8 19.4 84 81 77 84 81 73 79 79 80 
400 137.2 22.3 87 87 91 79 86 84 86 80 85 
450 154.8 25.1 89 86 86 86 91 89 89 86 88 
500 172.2 27.9 94 93 95 95 85 85 88 88 90 
Three-Lane 
with a 
TWLTL 
50 9.5 14.2 29 33 31 32  28 33 37 43  33 
100 18.9 28.2 46 53 45 49  50  52  56  56  51 
150 27.9 41.6 63 62 57 63  67  69  69  65  64 
200 37.5 55.9 74 77 75 77  79  80  82  82  78 
250 46.5 69.3 91 90 89 91  86  92  92  94  91 
300 56.1 83.7 98 97 99 97  99  99  99  99  98 
Four-Lane 
Undivided 
50 9.8 18.8 45 43 34 44 38 36 39 38 40 
100 19.4 37.2 63 70 61 66 59 59 57 60 62 
150 29.3 56.2 81 87 79 84 78 81 82 82 82 
200 39.3 75.3 95 97 94 95 95 93 95 92 95 
Four-Lane  
Divided 
50 14.3 1.0 45 37 41 41 39 35 39 33 39 
100 28.9 2.1 54 52 56 59 59 54 52 51 55 
150 42.2 3.0 61 61 69 67 59 60 64 59 63 
200 57.8 4.1 72 73 80 78 76 71 73 70 74 
250 71.2 5.1 80 75 78 79 76 71 72 75 76 
300 84.7 6.1 81 86 89 86 79 82 81 77 83 
350 99.8 7.1 86 84 88 87 84 81 83 83 85 
400 112.2 8.0 86 84 90 87 84 85 85 85 86 
450 127.8 9.1 87 87 87 89 87 86 81 89 87 
500 141.3 10.1 94 93 91 95 91 89 88 94 92 
Five-Lane 
with a 
TWLTL 
50 12.7 4.7 45 53 47 46 46 45 43 47 47 
100 24.5 9.1 64 66 64 66 57 57 64 57 62 
150 37.1 13.8 69 77 72 75 67 64 69 59 69 
200 49.3 18.3 79 84 81 75 71 74 79 71 77 
250 62.0 23.0 88 92 86 87 87 87 82 76 86 
300 74.9 27.8 90 95 93 90 92 89 95 82 91 
350 87.0 32.3 95 95 95 93 88 90 92 82 91 
400 99.0 36.8 95 96 98 93 95 92 93 87 94 
450 111.8 41.6 98 97 97 99 98 94 98 95 97 
500 124.1 46.1 99 100 99 99 99 97 98 95 98 
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TABLE 5-4 Sensitivity Analysis Results for Urban and Suburban Arterial Segments 
Using Three Consecutive Years of Data 
Site Type Sample Size 
Average 
Roadway 
Length 
(mi) 
Percent  
of Entire 
Length
(%) 
Probability that Estimated Calibration Factor Is 
Within 10% of Ideal Calibration Factor (%) 
2005-
2007 
2006-
2008 
2007-
2009 
2008-
2010 
2009-
2011 
2010-
2012 Average
Two-Lane 
Undivided 
50 17.6 2.9 44 43 45 46 44 44 44 
100 34.5 5.6 57 59 60 58 57 57 58 
150 51.8 8.4 68 69 69 72 73 74 71 
200 68.5 11.1 80 77 76 76 76 77 77 
250 85.4 13.8 84 87 84 82 80 81 83 
300 102.3 16.6 80 82 84 85 88 90 85 
350 119.8 19.4 89 90 91 90 88 90 90 
400 137.2 22.3 95 95 96 94 95 95 95 
450 154.8 25.1 94 94 96 98 98 98 96 
500 172.2 27.9 100 99 100 98 94 96 98 
Three-Lane 
with a 
TWLTL 
50 9.5 14.2 38 35 38 40 43 47 40 
100 18.9 28.2 49 55 56 60 62 67 58 
150 27.9 41.6 70 71 71 80 83 83 76 
200 37.5 55.9 85 86 85 88 89 90 87 
250 46.5 69.3 95 95 94 96 96 98 96 
300 56.1 83.7 100 99 100 100 100 100 100 
Four-Lane 
Undivided 
50 9.8 18.8 48 48 49 52 48 46 49 
100 19.4 37.2 80 79 76 77 72 71 76 
150 29.3 56.2 93 91 91 93 94 94 93 
200 39.3 75.3 99 99 99 99 99 98 99 
Four-Lane  
Divided 
50 14.3 1.0 50 47 49 46 47 44 47 
100 28.9 2.1 64 66 69 69 66 64 66 
150 42.2 3.0 74 77 75 72 72 72 74 
200 57.8 4.1 87 88 89 86 86 83 87 
250 71.2 5.1 86 86 86 84 82 82 84 
300 84.7 6.1 94 96 93 92 90 89 92 
350 99.8 7.1 93 94 94 92 90 90 92 
400 112.2 8.0 93 93 93 92 91 92 92 
450 127.8 9.1 93 95 94 94 93 94 94 
500 141.3 10.1 96 98 97 96 97 96 97 
Five-Lane 
with a 
TWLTL 
50 12.7 4.7 59 59 55 52 52 56 56 
100 24.5 9.1 78 77 77 74 71 73 75 
150 37.1 13.8 86 87 82 77 75 74 80 
200 49.3 18.3 91 89 84 81 82 85 85 
250 62.0 23.0 96 96 95 94 92 90 94 
300 74.9 27.8 98 98 97 96 96 95 97 
350 87.0 32.3 99 99 98 95 95 94 97 
400 99.0 36.8 99 99 99 97 97 97 98 
450 111.8 41.6 100 100 100 99 99 99 100 
500 124.1 46.1 100 100 100 100 100 100 100 
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5.2.2 Intersections 
 Tables 5-5 and 5-6 show the sensitivity analysis results for urban and suburban 
intersection types when calibration factors were calculated using data from individual 
year and three consecutive years, respectively.  
 Similar to segments, on urban three-leg stop-controlled intersections, the 
probability that the estimated calibration factor would lie within 10% of ideal calibration 
factor is higher when calibration factors were estimated using three years of data rather 
than using one year of data. In the case of four-leg signalized intersections, the difference 
in probabilities for the same sample size between the two sets of calibration factors is 
between 3% and 4%. An extremely high annual frequency of 17.16 crashes per 
intersection might be the reason for obtaining such low differences in probability values. 
This indicates that the number of years of data used for estimating calibration factors has 
less impact for the site types that experience high frequency of observed crashes. 
Furthermore, because of low observed crash frequency at three-leg stop-controlled 
intersections, the minimum required sample size considered about 50% of the total 
intersections. On the contrary, less than 20% of the total number of four-leg signalized 
intersections yielded calibration factors with greater than 80% probability to be within 
10% of the ideal calibration factor. 
5.3 Recommendations on Minimum Sample Size 
 The recommendations on minimum sample size for deriving reliable calibration 
factors are based on the results from Tables 5-3 and 5-4 for segments and the results from 
Tables 5-5 and 5-6 for intersections. The recommendations for each segment and 
intersection type are provided in the following subsections. 
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TABLE 5-5 Sensitivity Analysis Results for Urban and Suburban Intersections 
Using Individual Years of Data 
Site Type Sample Size 
Percent  of 
Intersections
(%) 
Probability that Estimated Calibration Factor Is Within 
10% of Ideal Calibration Factor (%) 
2005 2006 2007 2008 2009 2010 2011 2012 Average
Three-leg 
stop-
controlled  
50 16 46 48 43 46 42 51 42 44 45 
60 19 51 49 50 53 46 55 45 50 50 
70 22 55 59 58 59 51 56 51 57 56 
80 25 61 65 66 67 57 64 57 64 63 
90 28 63 67 66 70 65 66 60 68 66 
100 32 66 69 68 74 66 72 64 74 69 
110 35 71 71 72 78 67 75 64 77 72 
120 38 74 76 74 77 71 77 70 80 75 
130 41 80 78 78 80 74 82 74 84 79 
140 44 82 80 78 81 77 84 75 87 81 
150 47 82 83 83 85 82 85 77 89 83 
Four-leg 
signalized 
50 13 71 72 71 72 71 69 63 67 70 
60 15 78 79 77 79 76 74 68 70 75 
70 17 85 85 82 85 80 80 73 77 81 
80 20 88 88 85 88 85 84 74 76 84 
90 22 92 92 90 91 87 87 75 77 86 
100 25 93 93 93 92 89 89 80 79 89 
110 27 94 94 95 94 91 92 82 83 91 
120 30 96 95 97 96 95 94 86 87 93 
130 32 97 98 98 98 97 96 89 90 95 
140 35 98 99 99 99 98 97 92 93 97 
150 37 99 99 99 99 99 98 94 94 98 
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TABLE 5-6 Sensitivity Analysis Results for Urban and Suburban Intersections 
Using Three Consecutive Years of Data 
 
5.3.1 Segments  
 On urban and suburban two-lane undivided arterials, when calibration factors 
were calculated using individual years of data, samples consisting of 350 sites showed an 
80% overall probability that the estimated calibration factor would lie within 10% of the 
ideal calibration factor. On the other hand, when calibration factors were calculated using 
three consecutive years of data, the probability increased to 90% with the sample size of 
350 sites. Therefore, a minimum sample size of 350 sites is recommended for calibrating 
the HSM-default SPFs for urban and suburban two-lane undivided arterials in Florida. 
Site Type Sample Size 
Percent  of 
Intersections
(%) 
Probability that Estimated Calibration Factor Is Within 
10% of Ideal Calibration Factor (%) 
2005 -
2007 
2006 -
2008 
2007 -
2009 
2008 -
2010 
2009 -
2011 
2010 -
2012 Average 
Three-leg 
stop-
controlled  
50 16 52 52 50 55 54 54 53 
60 19 60 61 57 59 58 60 59 
70 22 65 67 64 63 61 65 64 
80 25 71 75 72 71 69 73 72 
90 28 73 77 76 77 76 77 76 
100 32 75 79 78 79 79 81 79 
110 35 79 83 81 82 80 84 82 
120 38 82 85 82 83 84 86 84 
130 41 85 86 85 86 87 90 87 
140 44 86 87 86 88 88 90 88 
150 47 91 91 89 90 89 92 90 
Four-leg 
signalized 
50 13 75 76 76 74 73 71 74 
60 15 81 82 82 80 77 75 80 
70 17 87 88 87 85 82 81 85 
80 20 90 91 90 88 85 82 88 
90 22 94 94 93 91 86 83 90 
100 25 95 95 94 92 89 86 92 
110 27 96 97 96 94 92 89 94 
120 30 98 98 98 96 94 92 96 
130 32 99 99 99 98 96 94 98 
140 35 99 99 99 99 97 96 98 
150 37 100 100 100 99 98 97 99 
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This corresponds to a road network of approximately 120 miles with an average crash 
frequency of 230 crashes per year.  
On urban and suburban three-lane arterials with a center TWLTL, the calibration 
factor estimated with a sample size consisting of 200 sites was found to lie within 10% of 
the ideal calibration factor at an overall 78% probability when one year of data were used 
and at an 87% probability when three consecutive years of data were used. A minimum 
sample size of 200 segments is, therefore, recommended for calibrating the HSM-default 
SPFs for urban and suburban three-lane arterial sections with a center TWLTL in Florida. 
This sample size corresponds to approximately 40 miles of roadway with an average of 
125 crashes per year. 
 For urban and suburban four-lane undivided arterial sections, a sample of 150 
sites produced calibration factors within 10% of the ideal calibration factor at an overall 
82% probability using individual years of data and at an overall 93% probability using 
three consecutive years of data. Therefore, a minimum sample size of 150 segments 
consisting of approximately 30 miles of roadway with an average of 135 crashes per year 
is recommended for urban and suburban four-lane undivided arterials. Note that four-lane 
undivided arterial sections have the smallest inventory in urban and suburban area in 
Florida and, therefore, the required sample size with fewer number of segments actually 
covers more than 50% of total roadway miles.  
 Urban and suburban four-lane divided arterials constitute the largest inventory of 
roadway data in urban Florida. Table 5-3 shows that when calibration factors were 
developed using individual years of data, a sample size consisting of 300 sites resulted in 
an 83% probability that the estimated calibration factor would lie within 10% of the ideal 
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calibration factor. On the other hand, Table 5-4 shows that when calibration factors were 
estimated using three consecutive years of data, the same sample of 300 sites showed a 
high 92% probability that the estimated calibration factor would lie within 10% of the 
ideal calibration factor. Also, increasing the sample size from 300 to 450 segments hardly 
improved the probability that the calibration factors would lie within 10% of the ideal 
calibration factor. Therefore, 300 sites might be adequate to produce a reliable calibration 
factor for urban and suburban four-lane divided arterials. A sample of urban four-lane 
divided roads consisting of 300 sites covers approximately 85 miles of roadway and 
experiences an average frequency of 360 crashes per year in Florida.  
 On urban and suburban five-lane arterial sections with a center TWLTL, samples 
consisting of 250 segments resulted in an 86% probability on average when calibration 
factors were estimated using individual years of data and  in a 94% probability when 
calibration factors were estimated using three consecutive years of data. It is obvious that 
a sample size of 250 sites could be able to produce a high-quality calibration factor that 
would lie within 10% of the ideal calibration factor. This sample size represents 
approximately 60 miles of urban and suburban five-lane arterial roadways with an 
average of 360 crashes per year in Florida.  
5.3.2 Intersections 
 As can be seen in Tables 5-5 and 5-6, on urban and suburban three-leg stop-
controlled intersections with samples consisting of 110 to 150 intersections, the 
probability that the estimated calibration factor would lie within 10% of the ideal 
calibration factor improved only slightly. Therefore, a sample size that produced a 
probability of at least 80% might be adequate considering reliability and cost 
 
 
99 
 
effectiveness. When three years of data were used, a sample size of 140 intersections 
resulted in an overall 88% probability that the estimated calibration factor would lie 
within 10% of the ideal calibration factor. On the other hand, when individual years of 
data were used, the sample of 140 intersections yielded an overall 81% probability that 
the estimated calibration factor would lie within 10% of the ideal calibration factor. 
Therefore, a sample size consisting of 140 urban and suburban three-leg stop-controlled 
intersections with an average of 250 annual crashes is recommended.  
 Four-leg signalized intersections are the most predominant intersection type in 
urban and suburban areas in Florida. Furthermore, these intersections experiences 
extremely high crash frequencies. Because of these prevailing crash statistics, a relatively 
small sample size might yield a reliable calibration factor. Tables 5-5 and 5-6 show that a 
sample size of 50 intersections could produce a calibration factor that would vary within 
10% of the ideal calibration factor with a 70% probability using single year of data, and 
with a 74% probability using three years of data. However, the standard deviation of the 
calibration factor for a sample of 50 intersections was relatively high. It is found that a 
sample of 100 intersections might be adequate to have a reliable calibration factor with 
lower standard deviation. For a sample of 100 intersections, the probability that the 
estimated calibration factor lies within 10% of ideal calibration factor is 89% when 
calibration factors were estimated using individual years of data and 92% when 
calibration factors were estimated using three consecutive years of data. Therefore, a 
minimum sample size of 100 intersections with an average crash frequency of 1,700 
annual crashes is recommended for urban and suburban four-leg signalized intersections 
in Florida. 
 
 
100 
 
5.4 Validation of the Recommended Frequency for Calibration Factor Updates 
 According to the HSM, “new values of the calibration factors be derived at least 
every two to three years, and some HSM users may prefer to develop calibration factors 
on an annual basis” (AASHTO, 2010). In order to validate the recommendations on 
suggested intervals for estimating new calibration factors, the following three scenarios 
were considered: 
 Scenario 1: whether calibration factors calculated every three years are different; 
 Scenario 2: whether calibration factors calculated every two years are different; 
and 
 Scenario 3: whether calibration factors calculated every year are different.  
 The scenarios were evaluated based on the calibration factors computed using 
three years of data. The calibration factors developed in the sensitivity analysis process 
were used in this regard. Thus, a total of six sets of calibration factors were available for 
evaluating the scenarios, as designated below:  
 calibration factor computed using data from 2005 to 2007 (CF1) 
 calibration factor computed using data from 2006 to 2008 (CF2) 
 calibration factor computed using data from 2007 to 2009 (CF3) 
 calibration factor computed using data from 2008 to 2010 (CF4) 
 calibration factor computed using data from 2009 to 2011 (CF5) 
 calibration factor computed using data from 2010 to 2012 (CF6) 
 Paired sample t-tests were conducted for each scenario with the following 
hypotheses: 
Scenario 1:  
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Null Hypothesis (Ho): There is no significant difference between the means of 
calibration factors estimated every three years 
(μCF1 = μCF4, 	μCF2 = μCF5, 	μCF3 = μCF6) 
Alternative Hypothesis (Ha): There exists significant difference between any of the 
means of calibration factors estimated every three years  
(	μCF1 ≠ μCF4,		μCF2 ≠ μCF5, 	or		μCF3≠μCF6) 
Scenario 2:  
Null Hypothesis (Ho): There is no significant difference between the means of 
calibration factors estimated every two years  
(μCF1 = μCF3, 	μCF2 = μCF4,	 μCF3 = μCF5,	 μCF4 = μCF6)	
Alternative Hypothesis (Ha): There exists significant difference between any of the 
means of calibration factors estimated every two years  
(μCF1 	≠	μCF3, μCF2 	≠	μCF4,		μCF3 	≠	μCF5,		or		μCF4 	≠	μCF6ሻ 
Scenario 3:  
Null Hypothesis (Ho): There is no significant difference between the means of 
calibration factors estimated every year  
(μCF1 = μCF2,  μCF2 = μCF3,  μCF3 = μCF4,  μCF4 = μCF5,		μCF5 = μCF6) 
Alternative Hypothesis (Ha): There exists significant difference between any of the 
means of calibration factors estimated every year  
(μCF1 = μCF2,  μCF2 = μCF3,  μCF3 = μCF4,  μCF4 = μCF5,		or	μCF5 = μCF6) 
 Tables 5-7 through 5-9 present the paired t-test results for urban and suburban 
arterial segments for Scenarios 1, 2, and 3, respectively, and Tables 5-10 through 5-12 
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present the results for urban and suburban intersections for Scenarios 1, 2, and 3, 
respectively. The sample size in the tables refers to the recommended sample size for the 
site types determined in Section 5.3. For those specific sample sizes, the corresponding 
set of 100 calibration factors computed during the sensitivity analysis was used. The 
degree of freedom (dof) is determined by (n - 1), where n is the number of calibration 
factors in each set. Therefore, the values of n and dof are 100 and 99, respectively, in all 
the cases. The level of significance was chosen to be 0.05. It means if p-value is less than 
0.05, the null hypothesis is to be rejected implying that there is statistically significant 
difference between means of calibration factors.  
5.4.1 Segments 
 Table 5-7 shows the paired t-test results for Scenario 1 that compares the means 
of calibration factors between every three years (i.e., between μCF1 and μCF4, μCF2  and 
μCF5, and μCF3 and μCF6) for urban and suburban roadway segment types. A p-value of 
greater than 0.05 is observed for three-lane arterials with a TWLTL in two of the three 
instances indicating that there is no statistically significant difference in calibration 
factors. For other segment types, the p-values are consistently lower than 0.05 rejecting 
the null hypothesis that there is no difference in calibration factors if updated every three 
years.  
 Table 5-8 shows the paired t-test results for Scenario 2 that compares the means 
of calibration factors between every two years (i.e., between μCF1 and μCF3, μCF2 and 
μCF4, μCF3 and μCF5, and μCF4 and μCF6) for urban and suburban roadway segment types. 
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A single instance of a p-value of greater than 0.05 is observed for five-lane arterials with 
a TWLTL.  
TABLE 5-7 Paired t-Test Results for Urban and Suburban Arterial Segments for 
Scenario 1 
Hypotheses Segment Type Sample Size t-statistic dof p-value 
Ho: μCF1 	=	μCF4 
Ha: μCF1 	≠	μCF4 
Two-lane undivided 350 18.5522 99 <0.0001 
Three-lane with a TWLTL 200 0.0870 99 0.9309 
Four-lane undivided 150 17.7493 99 <0.0001 
Four-lane divided 300 13.1454 99 <0.0001 
Five-lane with a TWLTL 250 13.8904 99 <0.0001 
Ho: μCF2 	=	μCF5 
Ha: μCF2 	≠	μCF5 
Two-lane undivided 350 11.2242 99 <0.0001 
Three-lane with a TWLTL 200 2.2966 99 0.0238 
Four-lane undivided 150 11.6837 99 <0.0001 
Four-lane divided 300 16.7807 99 <0.0001 
Five-lane with a TWLTL 250 19.3848 99 <0.0001 
Ho: μCF3=μCF6 
Ha: μCF3 	≠	μCF6 
Two-lane undivided 350 17.7592 99 <0.0001 
Three-lane with a TWLTL 200 11.3338 99 <0.0001 
Four-lane undivided 150 17.7025 99 <0.0001 
Four-lane divided 300 9.7984 99 <0.0001 
Five-lane with a TWLTL 250 19.6841 99 <0.0001 
 
TABLE 5-8 Paired t-Test Results for Urban and Suburban Arterial Segments for 
Scenario 2  
Hypotheses Segment Type Sample Size t-statistic dof p-value 
Ho: μCF1 	=	μCF3 
Ha: μCF1 	≠	μCF3 
Two-lane undivided 350 16.7954 99 <0.0001 
Three-lane with a TWLTL 200 10.5452 99 <0.0001 
Four-lane undivided 150 10.4203 99 <0.0001 
Four-lane divided 300 12.2660 99 <0.0001 
Five-lane with a TWLTL 250 1.1070 99 0.2710 
Ho: μCF2 	=	μCF4 
Ha: μCF2 	≠	μCF4 
Two-lane undivided 350 8.3696 99 <0.0001 
Three-lane with a TWLTL 200 3.3544 99 0.0011 
Four-lane undivided 150 6.2042 99 <0.0001 
Four-lane divided 300 10.3368 99 <0.0001 
Five-lane with a TWLTL 250 21.5045 99 <0.0001 
Ho: μCF3 	=	μCF5 
Ha: μCF3 	≠	μCF5 
Two-lane undivided 350 13.6029 99 <0.0001 
Three-lane with a TWLTL 200 7.9114 99 <0.0001 
Four-lane undivided 150 17.6857 99 <0.0001 
Four-lane divided 300 15.5308 99 <0.0001 
Five-lane with a TWLTL 250 20.3431 99 <0.0001 
Ho: μCF4 	=	μCF6 
Ha:μCF4 	≠	μCF6 
Two-lane undivided 350 13.3128 99 <0.0001 
Three-lane with a TWLTL 200 6.5684 99 <0.0001 
Four-lane undivided 150 11.7779 99 <0.0001 
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Hypotheses Segment Type Sample Size t-statistic dof p-value 
Four-lane divided 300 7.1753 99 <0.0001 
Five-lane with a TWLTL 250 6.3586 99 <0.0001 
 
Table 5-9 shows the paired t-test results for Scenario 3 which compares the means 
of calibration factors between two consecutive years (i.e., between μCF1 and μCF2, μCF2  
and μCF3, μCF3 and μCF4, μCF4 and μCF5, and μCF5 and μCF6) for urban and suburban 
roadway segment types. There are two instances in which p-values are greater than 0.05, 
indicating that calibration factors were not significantly different. However, the null 
hypothesis was rejected for all the other instances with p-values less than 0.05. 
 In summary, results from the paired t-tests for all three scenarios indicate that the 
calibration factors should be updated every year.   
TABLE 5-9 Paired t-Test Results for Urban and Suburban Arterial Segments for 
Scenario 3 
Hypotheses Segment Type Sample Size t-statistic dof p-value 
Ho: μCF1 	=	μCF2 
Ha: μCF1 	≠	μCF2 
Two-lane undivided 350 24.1479 99 <0.0001 
Three-lane with a TWLTL 200 5.6538 99 <0.0001 
Four-lane undivided 150 21.1443 99 <0.0001 
Four-lane divided 300 11.0638 99 <0.0001 
Five-lane with a TWLTL 250 7.5111 99 <0.0001 
Ho: μCF2	=	μCF3 
Ha: μCF2 	≠	μCF3 
Two-lane undivided 350 0.8626 99 0.3904 
Three-lane with a TWLTL 200 20.9502 99 <0.0001 
Four-lane undivided 150 5.6277 99 <0.0001 
Four-lane divided 300 8.0854 99 <0.0001 
Five-lane with a TWLTL 250 8.5945 99 <0.0001 
Ho: μCF3 	=	μCF4 
Ha: μCF3 	≠	μCF4 
Two-lane undivided 350 11.5880 99 <0.0001 
Three-lane with a TWLTL 200 12.0039 99 <0.0001 
Four-lane undivided 150 14.9484 99 <0.0001 
Four-lane divided 300 6.9709 99 <0.0001 
Five-lane with a TWLTL 250 25.6385 99 <0.0001 
Ho: μCF4 	=	μCF5 
Ha:	μCF4 	≠	μCF5 
Two-lane undivided 350 8.3383 99 <0.0000 
Three-lane with a TWLTL 200 0.3104 99 0.7569 
Four-lane undivided 150 10.5301 99 <0.0001 
Four-lane divided 300 15.0342 99 <0.0001 
Five-lane with a TWLTL 250 4.7879 99 <0.0001 
Ho:	μCF5 	=	μCF6 Two-lane undivided 350 12.4224 99 <0.0001 
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Hypotheses Segment Type Sample Size t-statistic dof p-value 
Ha: μCF5 	≠	μCF6  Three-lane with a TWLTL 200 11.2660 99 <0.0001 Four-lane undivided 150 6.2796 99 <0.0001 
Four-lane divided 300 4.5539 99 <0.0001 
Five-lane with a TWLTL 250 3.7286 99 0.0003 
 
5.4.2 Intersections 
 Tables 5-10 through 5-12 provide the paired t-test results for three-leg stop-
controlled and four-leg signalized intersections corresponding to Scenarios 1, 2, and 3, 
respectively. As can be observed from these tables, there is only one instance where the 
p-value is greater than 0.05. This is observed when the mean of CF4 (i.e., μCF4ሻ	was 
compared with that of CF5 (i.e., μCF5) for three-leg stop-controlled intersections. There 
are no other instances where the null hypotheses cannot be rejected, i.e., there is 
significant difference in calibration factors between every three years, every two years, 
and every year. The results, therefore, indicate that it is reasonable to update calibration 
factors annually. 
TABLE 5-10 Paired t-Test Results for Urban and Suburban Intersections for Scenario 1 
Hypotheses Intersection Type Sample Size t-statistic dof p-value 
Ho: μCF1 	=	μCF4 
Ha: μCF1 	≠	μCF4 
Three-leg stop-controlled 140 6.9376 99 <0.0001 
Four-leg signalized 100 9.8072 99 <0.0001 
Ho: μCF2 	=	μCF5 
Ha: μCF2 	≠	μCF5 
Three-leg stop-controlled 140 3.8793 99 0.0002 
Four-leg signalized 100 14.9669 99 <0.0001 
Ho: μCF3=μCF6  
Ha: μCF3 	≠	μCF6 
Three-leg stop-controlled 140 25.0998 99 <0.0001 
Four-leg signalized 100 20.3219 99 <0.0001 
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TABLE 5-11 Paired t-Test Results for Urban and Suburban Intersections for Scenario 2 
Hypotheses Intersection Type Sample Size t-statistic dof p-value 
Ho: μCF1=μCF3 
Ha: μCF1≠μCF3 
Three-leg stop-controlled 140 13.0614 99 <0.0001 
Four-leg signalized 100 3.5291 99 0.0006 
Ho: μCF2=μCF4 
Ha: μCF2≠μCF4 
Three-leg stop-controlled 140 4.9481 99 <0.0001 
Four-leg signalized 100 18.3952 99 <0.0001 
Ho: μCF3=μCF5 
Ha: μCF3≠μCF5 
Three-leg stop-controlled 140 4.2843 99 <0.0001 
Four-leg signalized 100 15.7717 99 <0.0001 
Ho: μCF4=μCF6 
Ha:μCF4≠μCF6 
Three-leg stop-controlled 140 24.7470 99 <0.0001 
Four-leg signalized 100 12.6930 99 <0.0001 
 
TABLE 5-12 Paired t-Test Results for Urban and Suburban Intersections for Scenario 3 
Hypotheses Intersection Type Sample Size t-statistic dof p-value 
Ho: μCF1=μCF2 
Ha: μCF1≠μCF2 
Three-leg stop-controlled 140 6.5028 99 <0.0001 
Four-leg signalized 100 15.7696 99 <0.0001 
Ho: μCF2=μCF3 
Ha: μCF2≠μCF3 
Three-leg stop-controlled 140 14.5076 99 <0.0001 
Four-leg signalized 100 7.4210 99 <0.0001 
Ho: μCF3=μCF4 
Ha: μCF3≠μCF4 
Three-leg stop-controlled 140 6.4931 99 <0.0001 
Four-leg signalized 100 22.9308 99 <0.0001 
Ho: μCF4=μCF5 
Ha:μCF4≠μCF5 
Three-leg stop-controlled 140 0.1994 99 0.8424 
Four-leg signalized 100 2.5648 99 0.0118 
Ho:μCF5=μCF6 
Ha: μCF5≠μCF6 
Three-leg stop-controlled 140 39.9057 99 <0.0001 
Four-leg signalized 100 17.8326 99 <0.0001 
 
5.5 Summary 
 The sensitivity analysis results show that the minimum sample size criteria 
specified in the HSM for calibration were not sufficient to produce reliable calibration 
factors. The calibration factor estimated from sample data was considered to be reliable if 
there is a high probability that the estimated calibration factor (i.e., calibration factor 
computed using a sample data set) would lie within 10% of the ideal calibration factor 
(i.e., calibration factor computed using the entire data set).  
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 Tables 5-13 and 5-14 give the required minimum sample sizes and the estimated 
probabilities to obtain reliable calibration factors for urban and suburban segment and 
intersection types, respectively. For each site type, the tables also give the corresponding 
percentage of total length for segments, percentage of total intersections for intersections, 
and the total number of crashes per year to yield a reliable calibration factor. The paired 
sample t-test results show that calibration factors need to be updated each year for all the 
urban and suburban arterial segment and intersection types. 
TABLE 5-13 Recommended Sample Size for Urban and Suburban Arterial 
Segments 
Segment Type 
Number 
of 
Segments
Roadway 
Length 
(miles) 
Percent 
of Total 
Length
 
Number 
of  
Crashes 
per Year 
P(Estimated CF
Is Within 10% 
of Ideal CF) * 
(%) 
Two-lane undivided arterials 350 120 19 230 80-90 
Three-lane arterials with a TWLTL 200 40 56 125 78-87 
Four-lane undivided arterials 150 30 56 135 82-93 
Four-lane divided arterials 300 85 6 360 83-92 
Five-lane arterials with a TWLTL 250 60 23 360 86-94 
*CF indicates calibration factor. 
 
TABLE 5-14 Recommended Sample Size for Urban and Suburban Intersections 
Intersection Type 
Number  
of 
Intersections
Percent of 
Total 
Intersections
Number  
of Crashes  
per Year 
P(Estimated CF Is 
Within 10% of 
Ideal CF) *  
(%) 
Three-leg stop-controlled 140 44 250 81-88 
Four-leg signalized 100 25 1,700 89-92 
*CF indicates calibration factor. 
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CHAPTER 6 
DATA PRIORITIZATION 
 
 This chapter presents the variable prioritization results for urban and suburban 
arterial segments. To identify and prioritize the influential variables for calibrating the 
HSM predictive models, the following three methods were applied: negative binomial 
(NB) regression, random forests (RF) and boosted regression trees (BRT). These three 
different methods are considered based on the assumption that each method might 
produce different results in determining the influence of each variable on crash 
predictions and is, therefore, likely to rank variables differently. The variables were 
ranked based on Rk2 values using the NB method, by increase in node purity values using 
the RF method, and by percentage of relative influence using the BRT method. The 
results from the models developed using all the three methods were combined to identify 
and prioritize the influential variables for urban and suburban arterial segments. The first 
section of this chapter presents the variable specification for the analysis and the 
following three sections present the development of models and the outcome of variable 
importance measures using the NB, RF, and BRT methods, respectively. The 
prioritization of variables is presented thereafter. 
6.1 Variable Specification 
 This research developed models to identify influential variables for urban and 
suburban arterial segments. Table 6-1 shows the name and type of the HSM variables for 
calibrating the default SPFs. Note that not all the HSM variables were considered in this 
research for developing models due to obvious correlation between the variables. For 
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example, type of on-street parking, parking by land use type, and curb length with on-
street parking are only applicable for locations with on-street parking facility. It is clearly 
discernible that these variables would be highly correlated to the presence of on-street 
parking variable. Similarly, offset to roadside objects is only applicable for locations with 
roadside objects. To avoid the known effect of correlation, these variables (i.e., type of 
on-street parking, parking by land use type, curb length with on-street parking, and offset 
to roadside objects) were not considered in developing the models. Additionally, 
driveways were included in the models in terms of driveway density, i.e., driveways per 
mile.  
TABLE 6-1 Variables in the HSM for Urban and Suburban Arterial Segments 
Variable Type  
AADT Continuous 
Segment length Continuous 
Median width* Categorical (10 levels: 10', 20', 30', 40', 50', 60', 70', 80', 90', 100')  
Major commercial driveways Continuous 
Major residential driveways Continuous 
Major industrial driveways Continuous 
Minor commercial driveways Continuous 
Minor residential driveways Continuous 
Minor industrial driveways Continuous 
Other driveways Continuous 
Roadside object density Continuous 
Speed limit Categorical (Two levels: ≤ 30 mph, > 30 mph) 
Presence of on-street parking Categorical (Two levels:  absent, present) 
Presence of lighting Categorical (Two levels: absent, present) 
Presence of automated enforcement  Categorical (Two levels: absent, present) 
Type of on-street parking Categorical (Two levels: angle, parallel) 
Parking by land use type Categorical (Two levels: residential/other, commercial or industrial/institutional) 
Curb length with on-street parking Continuous 
Offset to roadside objects Categorical (Seven levels: 2', 5', 10', 15', 20', 25', ≥ 30') 
* Median width is applicable only for four-lane divided arterials. 
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The five most recent years (i.e., from 2008 to 2012) of crash data were used to 
develop the models using the three methods. Therefore, the dependent variable is the total 
number of crashes in five years. The logarithm of the product of segment length and 
number of years used in the analysis (i.e., five) is included as an offset factor in the model 
formulation to obtain the output (i.e., crash predictions) in crashes per mile per year. 
6.2 NB Regression Models 
 Tables 6-2 through 6-6 show the goodness-of-fit measures of the single-variable 
NB models for two-lane undivided arterials, three-lane arterials with a TWLTL, four-lane 
undivided arterials, four-lane divided arterials, and five-lane arterials with a TWLTL, 
respectively. The models are referred by the corresponding variable in the tables. The 
overdispersion parameter of the intercept-only models is shown first and then the 
variables are ranked by increasing values of overdispersion parameter (݇) and decreasing 
values of Rk2. The p-value of each variable is also provided to identify significant 
variables. A significance level of 0.05 was set to determine whether or not variables are 
significantly different from zero. As such, the variables with the p-values less than 0.05 
are statistically significant at 95% confidence level. The statistical significance of 
categorical variables was measured by analysis of variance (ANOVA) test. The ANOVA 
test was conducted between the intercept-only model and the model that included the 
categorical variable. Note that the logarithm of AADT was used in the NB models to 
determine the effect of AADT. As can be observed from the tables, AADT is the most 
influential variable. However, the rank of other variables differs in each of the five 
models. It is observed from the tables that there are a total of seven significant variables 
in two-lane undivided arterials, four significant variables in three-lane arterials with a 
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TWLTL, three significant variables in four-lane undivided arterials, nine significant 
variables in four-lane divided arterials, and six significant variables in five-lane arterials 
with a TWLTL. Besides AADT (specifically, natural logarithm of AADT), minor 
commercial driveway density is another variable that is significant in all the five segment 
types. 
TABLE 6-2 NB Model Results for Urban and Suburban Two-Lane Undivided 
Arterials 
Variable k Rk2 p-value 
Intercept-only 0.8520 0.0000 <0.0001 
Ln(AADT) 0.6039 0.2912 <0.0001 
Minor commercial driveway density 0.8012 0.0596 <0.0001 
Roadside object density 0.8031 0.0574 <0.0001 
Major commercial driveway density 0.8236 0.0333 <0.0001 
Speed limit 0.8366 0.0181 <0.0001 
Presence of on-street parking 0.8424 0.0113 0.0001 
Presence of lighting 0.8435 0.0100 <0.0001 
Minor residential driveway density 0.8490 0.0035 0.1240 
Minor industrial driveway density 0.8492 0.0033 0.1830 
Major industrial driveway density 0.8500 0.0023 0.2800 
Use of automated speed enforcement 0.8517 0.0004 0.5160 
Other driveway density 0.8520 0.0000 0.4420 
Major residential driveway density 0.8520 0.0000 0.5950 
 
TABLE 6-3 NB Model Results for Urban and Suburban Three-Lane Arterials with 
a TWLTL 
Variable k Rk2 p-value 
Intercept-only 0.9432 0.0000 <0.0001 
Ln(AADT) 0.6662 0.2937 <0.0001 
Minor commercial driveway density 0.7988 0.1531 <0.0001 
Roadside object density 0.9065 0.0389 0.0027 
Major commercial driveway density 0.9093 0.0359 0.0212 
Presence of on-street parking 0.9285 0.0156 0.1360 
Major residential driveway density 0.9289 0.0152 0.0627 
Presence of lighting 0.9378 0.0057 0.1370 
Minor residential driveway density 0.9424 0.0008 0.5570 
Minor industrial driveway density 0.9425 0.0007 0.7400 
Major industrial driveway density 0.9428 0.0004 0.5700 
Other driveway density 0.9429 0.0003 0.3020 
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Variable k Rk2 p-value 
Speed limit 0.9433 -0.0001 0.9020 
Use of automated speed enforcement* -- -- -- 
* None of the segments have automated speed enforcement. 
TABLE 6-4 NB Model Results for Urban and Suburban Four-Lane Undivided 
Arterials 
Variable k Rk2 p-value 
Intercept-only 0.7090 0.0000 <0.0001 
Ln(AADT) 0.5579 0.2131 <0.0001 
Major residential driveway density 0.6638 0.0638 0.0049 
Minor commercial driveway density 0.6842 0.0350 0.0216 
Presence of on-street parking 0.7005 0.0120 0.1220 
Major commercial driveway density 0.7025 0.0092 0.2260 
Roadside object density 0.7047 0.0061 0.3650 
Minor industrial driveway density 0.7064 0.0037 0.4770 
Presence of lighting 0.7069 0.0030 0.6180 
Speed limit 0.7086 0.0006 0.7080 
Major industrial driveway density 0.7088 0.0003 0.5830 
Minor residential driveway density 0.7088 0.0003 0.5890 
Other driveway density 0.7089 0.0001 0.8110 
Use of automated speed enforcement* -- -- -- 
* None of the segments have automated speed enforcement. 
 
TABLE 6-5 NB Model Results for Urban and Suburban Four-Lane Divided 
Arterials 
Variable k Rk2 p-value 
Intercept-only 0.9223 0.0000 <0.0001 
Ln(AADT) 0.5998 0.3497 <0.0001 
Major commercial driveway density 0.8574 0.0704 <0.0001 
Median width 0.8787 0.0473 <0.0001 
Minor commercial driveway density 0.8798 0.0461 <0.0001 
Roadside object density 0.9091 0.0143 <0.0001 
Other driveway density 0.9183 0.0043 <0.0001 
Presence of lighting 0.9195 0.0030 0.0036 
Use of automated speed enforcement 0.9202 0.0023 0.0072 
Major industrial driveway density 0.9210 0.0014 0.0298 
Speed limit 0.9215 0.0009 0.0637 
Major residential driveway density 0.9218 0.0005 0.2630 
Presence of on-street parking 0.9218 0.0005 0.2600 
Minor residential driveway density 0.9223 0.0000 0.8640 
Minor industrial driveway density 0.9223 0.0000 0.7920 
 
 
113 
 
TABLE 6-6 NB Model Results for Urban and Suburban Five-Lane Arterials with a 
TWLTL 
Variable k Rk2 p-value 
Intercept-only 0.7977 0.0000 <0.0001 
Ln(AADT) 0.5640 0.2930 <0.0001 
Major commercial driveway density 0.7118 0.1077 <0.0001 
Minor commercial driveway density 0.7556 0.0528 <0.0001 
Minor residential driveway density 0.7823 0.0193 <0.0001 
Presence of lighting 0.7882 0.0119 0.0012 
Roadside object density 0.7894 0.0104 0.0028 
Use of automated speed enforcement 0.7951 0.0033 0.0624 
Speed limit 0.7955 0.0028 0.0822 
Minor industrial driveway density 0.7962 0.0019 0.1670 
Major industrial driveway density 0.7968 0.0011 0.1890 
Major residential driveway density 0.7969 0.0010 0.2640 
Other driveway density 0.7977 0.0000 0.9540 
Presence of on-street parking* -- -- -- 
* None of the segments have on-street parking. 
6.3 RF Models 
 In order to develop an RF model that exhibits a better performance, the following 
two parameters were investigated with different sets of trials: the number of trees in the 
forest (ntree) and the number of predictor variables randomly selected for splitting each 
node (mtry). Liaw and Wiener (2002) suggested fitting a good number of trees (ntree) to 
obtain stable estimates of variable importance. Breiman (2002) suggested choosing the 
best mtry setting from the following three different settings: 
(a)  mtry equal to one-third of the number of predictor variables, 
(b)  mtry equal to half of mtry at (a), or 
(c)  mtry equal to two times mtry at (a). 
 The RF models for each roadway type were, therefore, developed with three 
values of mtry for each of the ntree values equal to 500; 1,000; 5,000; and 10,000. The 
randomForest package of the statistical software R was used to build the RF models (R 
 
 
114 
 
Core Team, 2014). Other parameters were set as default, which included bootstrapping of 
data with test data size equal to 0.368 times the total number of observations, and 
allowing trees to grow with maximum possible number of terminal nodes.  
6.3.1 Optimization of RF Parameters 
 Table 6-7 shows the performance measures of the RF models for different 
combinations of ntree and mtry parameters. The performance is based on mean of squared 
residuals and percent variance explained. The measures were computed using test data 
set, typically referred to as out-of-bag (OOB) sample. An OOB sample is comprised of 
those observations that are not included in the bootstrap training data. The mean of 
squared residuals and the percent variance explained were estimated using the following 
equations (Liaw and Wiener, 2002): 
 MSROOB =
1
n
෍ ൫yi - yොi൯
2
i∈OOB
 (6-1)
 Percent Variance Explained = 1 -
MSROOB
σොy2  (6-2)
where,  
MSROOB = mean of squared residuals using OOB sample for observation i, 
yi = observed value of the ith observation in the OOB sample, 
yොi = predicted value of the ith observation in the OOB sample, 
n = number of observations in the OOB sample, and  
σොy2 = variance of the response variable y computed as 1n∑ ൫yi	-	yത൯
2
i∈OOB . 
 A lower value of mean squared residuals and, at the same time, a higher value of 
percent variance explained are attributed to a better performance of the RF models. As 
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can be observed from Table 6-7, the value of ntree equal to 10,000 and mtry equal to 4 had 
the lowest value of mean squared residuals and the highest value of percent variance 
explained for models of two-lane undivided arterials, four-lane undivided roads, four-lane 
divided roads, and five-lane arterials with a TWLTL. For three-lane arterials with a 
TWLTL, the model with ntree equal to 10,000 and mtry equal to 8 was observed to perform 
better than other model settings. The importance of the variables was, therefore, 
estimated using the above mentioned values of the parameters for each corresponding 
roadway segment type. 
TABLE 6-7 Performance of RF Models Developed for Urban and Suburban 
Arterial Segments 
Site Type 
Number of 
Trees 
(ntree) 
Number of 
Variables 
Randomly Selected 
(mtry) 
Mean of 
Squared 
Residuals 
Percent of 
Variance 
Explained 
Two-lane 
undivided 
500 
 
4 8.15 19.00 
2 8.31 17.36 
8 8.22 18.30 
1,000 
4 8.18 18.74 
2 8.31 17.42 
8 8.18 18.67 
5,000 
4 8.15 18.97 
2 8.27 17.76 
8 8.16 18.86 
10,000 
4 8.14 19.09 
2 8.29 17.65 
8   8.18 18.69 
Three-lane with a 
TWLTL 
500 
 
4 16.72 28.37 
2 17.52 24.91 
8 16.98 27.24 
1,000 
4 16.64 28.68 
2 17.38 25.52 
8 16.81 27.99 
5,000 
4 16.64 28.69 
2 17.39 25.47 
8 16.55 29.08 
10,000 
4 16.59 28.93 
2 17.35 25.65 
8 16.51 29.25 
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Site Type 
Number of 
Trees 
(ntree) 
Number of 
Variables 
Randomly Selected 
(mtry) 
Mean of 
Squared 
Residuals 
Percent of 
Variance 
Explained 
Four-lane 
undivided 
500 
 
4 21.54 17.18 
2 22.18 14.75 
8 21.49 17.40 
1,000 
4 21.48 17.43 
2 21.92 15.74 
8 21.35 17.93 
5,000 
4 21.11 18.85 
2 21.70 16.57 
8 21.43 17.63 
10,000 
4 21.09 18.92 
2 21.64 16.80 
8 21.43 17.63 
Four-lane divided 
500 
 
4 38.07 22.83 
2 38.15 22.67 
9 39.39 20.16 
1,000 
4 38.04 22.88 
2 38.08 22.81 
9 39.33 20.28 
5,000 
4 38.00 22.97 
2 38.08 22.81 
9 39.11 20.72 
10,000 
4 37.98 23.02 
2 38.08 22.81 
8 39.10 20.74 
Five-lane with a 
TWLTL 
500 
 
4 44.69 24.43 
2 45.11 23.71 
8 44.66 24.47 
1,000 
4 44.69 24.42 
2 45.13 23.67 
8 44.67 24.45 
5,000 
4 44.54 24.67 
2 44.96 23.97 
8 44.88 24.11 
10,000 
4 44.57 24.63 
2 44.89 24.08 
8 44.94 24.00 
 
6.3.2  Variable Importance by RF 
The variable importance in the RF models was measured by an increase in node 
purity values, which corresponds to a mean decrease in the residual sum of squares. 
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Tables 6-8 through 6-12 show the rank of variables by node purity values for two-lane 
undivided arterials, three-lane arterials with a TWLTL, four-lane undivided arterials, 
four-lane divided arterials, and five-lane arterials with a TWLTL, respectively. The 
relative contribution of a variable was computed by dividing the respective node purity 
value by the sum of node purity values for all the variables.   
 In all the RF models, AADT is observed as the most influential variable with the 
highest value of increase in node purity. The roadside object density variable is ranked as 
the second most influential variable for two-lane undivided arterials, four-lane undivided 
roads, and four-lane divided roads; while it is ranked third for three-lane and five-lane 
arterials with a TWLTL.  
 Table 6-8 shows that minor commercial driveway density and minor residential 
driveway density are the next two influential variables AADT and roadside object density 
for two-lane undivided arterials. Among the other variables, presence of on-street 
parking, presence of lighting, major commercial driveway density, and major industrial 
driveway density each contributed at least 3% to estimate crash predictions.   
 As can be observed from Table 6-9, minor commercial driveway density is the 
second most influential variable followed by roadside object density for three-lane 
arterials with a TWLTL. The next two influential variables are major commercial 
driveway density and minor residential driveway density, each contributing between 5% 
and 10%. Among the remaining variables, only minor industrial driveway density had 
over 3% contributions in crash predictions for three-lane arterials with a TWLTL.  
 Table 6-10 shows that major residential driveway density and minor commercial 
driveway density are ranked third and fourth in the list of variable importance, where 
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AADT and roadside object density are the top two most influential variables for four-lane 
undivided arterials. Cumulatively, these four variables contributed approximately 75% to 
the model fit. The variables minor residential driveway density and minor commercial 
driveway density each had good contributions (i.e., between 5% and 10%), while each of 
the remaining variables except other driveway density showed approximately 2% to 3% 
contributions in developing the RF model for four-lane undivided arterials.  
 For four-lane divided roads (see Table 6-11), in addition to AADT and roadside 
object density, both the major and minor commercial driveway densities played a 
significant role in crash frequency predictions. The contributions by major and minor 
commercial driveway densities were similar, together accounting for approximately 25% 
of the total contribution. Median width is another variable that is observed to have a good 
contribution (i.e., greater than 5%) to the model fit. The remaining nine variables 
contributed a total of less than 10% in developing the RF model. 
 For five-lane arterials with a TWLTL (see Table 6-12), it is evident that AADT, 
major commercial driveway density, roadside object density, and minor commercial 
driveway density showed substantial contributions compared to other variables. 
Cumulatively, these four variables accounted for approximately 93% of the total 
contribution. 
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TABLE 6-8 Variable Importance by RF Model for Urban and Suburban Two-Lane 
Undivided Arterials 
Variable Increase in Node Purity 
Relative 
Contribution  
(%) 
Cumulative 
Contribution  
(%) 
AADT  4598.65 32.48 32.48 
Roadside object density  3912.58 27.63 60.11 
Minor commercial driveway density  1663.85 11.75 71.86 
Minor residential driveway density  1267.80 8.95 80.81 
Presence of on-street parking 525.94 3.71  84.52 
Presence of lighting 476.21 3.36 87.88 
Major commercial driveway density 440.02 3.11 90.99 
Minor industrial driveway density 424.43 3.00 93.99 
Speed limit 396.96 2.80 96.79 
Other driveway density 207.31 1.46 98.25 
Major industrial driveway density 144.94 1.02 99.27 
Major residential driveway density 95.80 0.68 99.95 
Use of automated speed enforcement 3.19 0.02 99.97 
 
TABLE 6-9 Variable Importance by RF Model for Urban and Suburban Three-
Lane Arterials with a TWLTL 
Variable Increase in Node Purity 
Relative 
Contribution  
(%) 
Cumulative 
Contribution  
(%) 
AADT  3159.70 41.15 41.15 
Minor commercial driveway density 1535.15 19.99 61.14 
Roadside object density 1068.39 13.91 75.05 
Major commercial driveway density 576.33 7.51 82.56 
Minor residential driveway density 428.97 5.59 88.15 
Minor industrial driveway density 279.29 3.64 91.79 
Major residential driveway density 185.25 2.41 94.20 
Presence of lighting 177.97 2.32 96.52 
Speed limit 84.33 1.10 97.62 
Major industrial driveway density 80.11 1.04 98.66 
Presence of on-street parking 64.79 0.84 99.50 
Other driveway density 38.19 0.50 100.00 
Use of automated speed 
enforcement* -- -- -- 
* None of the segments have automated speed enforcement. 
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TABLE 6-10 Variable Importance by RF Model for Urban and Suburban Four-
Lane Undivided Arterials 
Variable Increase in Node Purity 
Relative 
Contribution 
 (%) 
Cumulative 
Contribution  
(%) 
AADT  1675.65 27.67 27.67 
Roadside object density  1146.48 18.93 46.60 
Major residential driveway density 904.95 14.94 61.54 
Minor commercial driveway density 796.45 13.15 74.69 
Minor residential driveway density  452.64 7.47 82.16 
Minor industrial driveway density  337.62 5.57 87.73 
Major commercial driveway density 181.06 2.99 90.72 
Presence of on-street parking 180.30 2.98 93.70 
Major industrial driveway density 151.23 2.50 96.20 
Speed limit 125.10 2.07 98.27 
Presence of lighting 103.81 1.71 99.98 
Other driveway density 1.11 0.02 100.00 
Use of automated speed 
enforcement* -- -- -- 
* None of the segments have automated speed enforcement. 
 
TABLE 6-11 Variable Importance by RF Model for Urban and Suburban Four-
Lane Divided Arterials 
 
 
 
Variable Increase in Node Purity 
Relative 
Contribution 
 (%) 
Cumulative 
Contribution  
(%) 
AADT 75356.89 40.36 40.36 
Roadside object density 37712.31 20.20 60.56 
Major commercial driveway density 23661.59 12.67 73.23 
Minor commercial driveway density 23457.72 12.56 85.79 
Median width  10826.94 5.80 91.59 
Minor residential driveway density 4475.94 2.40 93.99 
Presence of lighting 3510.19 1.88 95.87 
Major residential driveway density 2306.78 1.24 97.11 
Use of automated speed enforcement 1618.85 0.87 97.98 
Major industrial driveway density 1410.97 0.76 98.74 
Speed limit 1104.50 0.59 99.33 
Minor industrial driveway density 478.04 0.26 99.59 
Presence of on-street parking 443.74 0.24 99.83 
Other driveway density 326.78 0.18 100.01 
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TABLE 6-12 Variable Importance by RF Model for Urban and Suburban Five-
Lane Arterials with a TWLTL 
Variable Increase in Node Purity 
Relative 
Contribution (%) 
Cumulative 
Contribution  
(%) 
AADT  18398.67 34.69 34.69 
Major commercial driveway density 12099.93 22.81 57.50 
Roadside object density 9902.51 18.67 76.17 
Minor commercial driveway density  8917.04 16.81 92.98 
Minor residential driveway density 1409.21 2.66 95.64 
Major residential driveway density 556.36 1.05 96.69 
Speed limit 546.70 1.03 97.72 
Presence of lighting 533.23 1.01 98.73 
Minor industrial driveway density 476.76 0.90 99.63 
Major industrial driveway density 142.83 0.27 99.90 
Use of automated speed enforcement 48.17 0.09 99.99 
Other driveway density 7.96 0.02 100.01 
Presence of on-street parking* -- -- -- 
* None of the segments have on-street parking. 
6.4 BRT Models 
A series of BRT models were generated with combinations of shrinkage (0.05, 
0.01, 0.005, 0.001, and 0.0005) and tree complexity (1, 5, 10, and 15) values by fitting a 
total of 20,000 trees for each of the five urban and suburban arterial segment types. The 
BRT models were developed using the gbm package of the statistical software R (R Core 
Team, 2014). The gbm package provides the option to specify the distribution type for 
dependent variable. Poisson distribution was specified to build the BRT models for crash 
predictions.  
 Cross-validation (CV) procedure was adopted for developing the BRT models. 
The CV procedure divides the full data set into n mutually exclusive subsets, and fits the 
data n times. In each run, a different subset is chosen as test data set while the remaining 
(n-1) subsets are used to train the model. The model can learn better from data since all 
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the observations in the data set are being used at some stage for training as well as for 
validation (De’ath, 2007; Elith et al., 2008). A 10-fold CV was used for selecting the 
optimal settings of regularization parameters. In gbm, stochasticity in BRT models is 
controlled by the bag.fraction parameter. A value of 0.50 was set as bag.fraction for 
random extraction of 50% of the training data without replacement from the full training 
set at each iteration. The stopping criterion for a node from splitting further was set such 
that terminal nodes have at least 10 observations.  
6.4.1 Optimization of BRT Parameters 
 Figures 6-1 through 6-5 show the performance of the BRT models for all the five 
types of urban and suburban arterial sections. The curves in the figure (represented in 
black, red, green, blue, and cyan colors) depict how Poisson deviance is reduced over the 
ensemble of 20,000 trees with different sets of shrinkage factors (0.05, 0.01, 0.005, 0.001, 
and 0.0005) and tree complexities (1, 5, 10, and 15). The minimum Poisson deviance 
among different shrinkage factors is shown using the grey line at each tree complexity 
level. It is evident from the figures that smaller shrinkage factors (0.001 and 0.0005) 
would require several thousands of trees to gradually converge to the minimum loss in 
Poisson deviance, whereas larger shrinkage factors (0.05, 0.01, and 0.005) would require 
fewer trees. Also, models underwent very abrupt reduction in deviance at shrinkage 
factor of 0.05. Note that among all the models developed for three-lane arterials with a 
TWLTL and four-lane undivided arterials, the minimum Poisson deviance was achieved 
at tree complexity 5 and shrinkage factor 0.05 (see Figures 6-2 and 6-3). However, 
because of the rapid decrease in deviance, models fitted with these parameters could not 
always assure a better prediction performance.  
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 In general, relatively fewer trees were required to fit models with increasing tree 
complexities for the same shrinkage value. Models fitted with only the main effect of the 
variables (tree complexity level 1) had the highest deviance compared to the models 
fitted with variable interactions (tree complexity levels 5, 10, and 15). It means that 
decision trees with only two terminal nodes (tree complexity level 1) could not be able to 
explain the variability of the data well, even while fitting more trees. Models fitted with 
interaction among variables would be more effective in capturing the complexity of crash 
frequency data.  
 Table 6-13 presents the corresponding minimum values of Poisson deviance of all 
the BRT models developed for each urban and suburban arterial segment type. The digits 
in the parentheses show the number of trees at which the minimum deviance is achieved 
for the given set of shrinkage and tree complexity values. Elith et al. (2008) suggested 
fitting models with a minimum of 1,000 trees for stability. Therefore, even if a model 
fitted with fewer than 1,000 trees achieved the lowest deviance, it was not selected as the 
optimized model mainly because such a model might be quite unstable. 
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(a) Tree complexity: 1     (b) Tree complexity: 5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) Tree complexity: 10    (d) Tree complexity: 15 
 
FIGURE 6-1 Performance of BRT Models for Urban and Suburban Two-Lane 
Undivided Arterials 
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(a) Tree complexity: 1     (b) Tree complexity: 5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) Tree complexity: 10    (d) Tree complexity: 15 
 
FIGURE 6-2 Performance of BRT Models for Urban and Suburban Three-Lane 
Arterials with a TWLTL 
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(a) Tree complexity: 1     (b) Tree complexity: 5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) Tree complexity: 10    (d) Tree complexity: 15 
 
FIGURE 6-3 Performance of BRT Models for Urban and Suburban Four-Lane 
Undivided Arterials 
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(a) Tree complexity: 1     (b) Tree complexity: 5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) Tree complexity: 10    (d) Tree complexity: 15 
 
FIGURE 6-4 Performance of BRT Models for Urban and Suburban Four-Lane 
Divided Arterials 
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(a) Tree complexity: 1     (b) Tree complexity: 5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) Tree complexity: 10    (d) Tree complexity: 15 
 
FIGURE 6-5 Performance of BRT Models for Urban and Suburban Five-Lane 
Arterials with a TWLTL  
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For two-lane undivided arterials, the minimum Poisson deviance is achieved at 
shrinkage factor of 0.001, tree complexity of 10 and by fitting 7,983 trees. In the case of 
three-lane arterials with a TWLTL, models with tree complexity level 5 had significant 
reduction in deviance from models with tree complexity level 1. The minimum deviation 
is observed at shrinkage factor of 0.05 and tree level 5. However, only 278 trees were 
fitted to obtain this deviance value illustrating a very sharp descend of the performance 
curve (see Figure 6-2). Therefore, the parameters were not considered to be optimized. 
Instead, it was found that lowering the shrinkage value to 0.01 at the same tree 
complexity could produce a stable model by fitting 2,180 trees. Again, models fitted for 
four-lane undivided arterials produced the lowest values of Poisson deviance while fitting 
fewer than 500 trees. When an ensemble of at least 1,000 trees is considered, the 
minimum loss in Poisson deviance is observed at shrinkage factor of 0.001 and tree 
complexity level 5. Note that higher level of tree complexity (i.e., > 10) did not improve 
the model's performance for this roadway type. For four-lane divided roads, the lowest 
reduction in Poisson deviance occurred at tree complexity level 10 and shrinkage factor 
of 0.005 with an ensemble of 1,877 trees. The models for five-lane arterials with a 
TWLTL had the lowest values of Poisson deviance compared to models for other 
segment types. While the minimum value of Poisson deviance is found at shrinkage 
factor of 0.01 and tree complexity level 10, the model fitted fewer than 1,000 trees. A 
more stable model with lower deviance is obtained with an ensemble of 11,043 trees at 
shrinkage factor of 0.0005 and tree complexity level 5. It is also quite interesting to 
notice that none of the models with tree complexity level 15 performed better than 
models with tree complexity levels 5 and 10.   
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TABLE 6-13 Minimum Poisson Deviance of BRT models for Urban and Suburban 
Arterial Segments 
Shrinkage 
Minimum Poisson Deviance (Optimum Number of Trees) 
Tree complexity: 1 Tree complexity: 5 Tree complexity: 10 Tree complexity: 15
Two-Lane Undivided 
0.05 -2.8352 (515) -2.9065 (233) -2.9103 (176) -2.9125  (97) 
0.01 -2. 8377 (3,955) -2.9241 (1,711) -2.9222 (1,010) -2.9187 (543) 
0.005 -2.8366 (7,946) -2.9262 (3,317) -2.9239 (1,734) -2.9194 (884) 
0.001 -2.8295 (19,939) -2.9246 (17,135) -2.9287 (7,983) -2.9223 (5,184) 
0.0005 -2.8094 (20,000)a -2.9185 (19,998) a -2.9274 (13,947) -2.9224 (9,575) 
Three-Lane with a TWLTL 
0.05 -2.4376 (373) -2.6910 (278) -2.5643 (193) -2.5349 (39) 
0.01 -2.4479 (790) -2.6739 (2,180) -2.6221 (1,207) -2.6074 (799) 
0.005 -2.4508 (1,309) -2.6709 (5,015) -2.6369 (2,035) -2.5859 (1,138) 
0.001 -2.4577 (8,476) -2.6506 (19,964) -2.6294 (8,721) -2.5838 (3,230) 
0.0005 -2.4590 (15,453) -2.6144 (19,960) -2.6257 (19,701) -2.5843 (15,013) 
Four-Lane Undivided 
0.05 -6.3807 (243) -6.5318 (119) -6.4832 (77) -6.4832 (77) 
0.01 -6.3466 (1,187) -6.5030 (422) -6.4981 (426) -6.4981 (426) 
0.005 -6.3418 (1,656) -6.4830 (1,369) -6.4730 (709) -6.4730 (709) 
0.001 -6.3324 (8,717) -6.4852 (14,509) -6.4725 (3,200) -6.4725 (3,200) 
0.0005 -6.3280 (17,272) -6.4809 (8,725) -6.4643 (6,697) -6.4643 (6,697) 
Four-Lane Divided 
0.05 -12.6679 (1,336) -12.6798 (181) -12.6842 (112) -12.6786  (112) 
0.01 -12.6661 (4,723) -12.6936 (1,915) -12.6906 (786) -12.6836 (650) 
0.005 -12.6662 (7,496) -12.6911 (3,061) -12.6961 (1,877) -12.6918 (1,238) 
0.001 -12.6588 (19,988)* -12.6940 (14,118) -12.6889 (7,596) -12.6896 (5,870) 
0.0005 -12.6317 (20,000)*  -12.6885 (19,996) * -12.6904 (15,307) -12.6906 (13,627) 
Five-Lane with a TWLTL 
0.05 -17.9485 (172) -18.0672 (97) -18.0346 (68) -17.9736 (68) 
0.01 -17.9374 (810) -18.0901 (479) -18.0568 (443) -18.0073 (328) 
0.005 -17.9423 (1,896) -18.0588 (901) -18.0331 (906) -17.9987 (604) 
0.001 -17.9325 (9,580) -18.0771 (5,936) -18.0456 (4,064) -18.0239 (3,437) 
0.0005 -17.9274 (19,691) -18.0774 (11,043) -18.0476 (8,962) -18.0210 (7,411) 
* Poisson deviance did not reach to its minimum value. 
 
6.4.2 Variable Importance by BRT 
The influence of a predictor variable in a BRT model was estimated by summing 
the squared improvements due to the splits by the variable over the ensemble of trees. 
The BRT models presented the influence of variables in a relative scale.  Tables 6-14 
through 6-18 show the influence of variables in the BRT models for two-lane undivided 
arterials, three-lane arterials with a TWLTL, four-lane undivided arterials, four-lane 
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divided arterials, and five-lane arterials with a TWLTL, respectively. AADT, as 
expected, is the most influential variable in all the models. Among the other variables, 
roadside object density is observed to have greater than 10% contributions in all the 
models. It is also observed that the first three most influential variables in each model 
contributed to more than 75% of the total contribution. 
Table 6-14 shows that in addition to AADT and roadside object density, minor 
residential driveway density had over 10% contributions to crash predictions for two-lane 
undivided arterials. The minor and major commercial driveway density and minor 
industrial driveway density are the next three influential variables, each with a 
contribution of 5% to 6% in fitting the BRT model. Major industrial driveway density, 
other driveway density, and presence of lighting had minimal influence (i.e., only slightly 
over 1%) on crash predictions.  
As shown in Table 6-15, minor commercial driveway density is the second most 
influential variable followed by roadside object density for three-lane arterials with a 
TWLTL. The variables minor residential driveway density, minor industrial driveway 
density, and major commercial driveway density each had approximately 5% to 7% 
contributions in predicting crashes for this site type.  
The three most influential variables for urban and suburban four-lane undivided 
roads (see Table 6-16) are AADT, roadside object density, and minor commercial 
driveway densities were similar, together accounting for approximately 14% of the total 
contribution. The remaining variables contributed a total of less than 10% of the total 
contribution. 
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Table 6-17 shows that four variables including AADT, major commercial 
driveway density, roadside object density, and minor commercial driveway density each 
had more than 10% contributions on crash frequency predictions for four-lane divided 
arterials. Median width is another significant variable, with approximately 7.5% 
contributions. Minor residential driveway density had more than 3% contributions while 
all the other variables together had less than 5% contributions.  
Table 6-18 shows that the top four influential variables altogether contributed to 
greater than 95% in predicting crashes on five-lane arterials with a TWLTL. The 
variables are AADT, major commercial driveway density, roadside object density, and 
minor commercial driveway density. All the other variables together contributed less than 
3% of the total contribution. 
TABLE 6-14 Variable Importance by BRT Model for Urban and Suburban Two-
Lane Undivided Arterials 
Variable Relative Influence  (%) 
Cumulative Influence  
(%) 
AADT  44.62 44.62 
Roadside object density  22.10 66.72 
Minor residential driveway density  11.93 78.65 
Minor commercial driveway density  5.63 84.28 
Major commercial driveway density  5.07 89.35 
Minor industrial driveway density  4.76 94.11 
Other driveway density 1.64 95.75 
Major industrial driveway density 1.15 96.90 
Presence of lighting 1.00 97.90 
Speed limit 0.89 98.79 
Presence of on-street parking 0.86 99.65 
Major residential driveway density 0.35 100.00 
Use of automated speed enforcement  0.00 100.00 
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TABLE 6-15 Variable Importance by BRT Model for Urban and Suburban Three-
Lane Arterials with a TWLTL 
Variable Relative Influence  (%) 
Cumulative Influence  
(%) 
AADT  42.33 42.33 
Minor commercial driveway density 18.90 61.23 
Roadside object density 17.01 78.24 
Minor residential driveway density 7.03 85.27 
Minor industrial driveway density 6.33 91.60 
Major commercial driveway density 4.69 96.29 
Presence of lighting 1.84 98.13 
Major residential driveway density 1.16 99.29 
Major industrial driveway density 0.40 99.69 
Speed limit 0.31 100.00 
Other driveway density 0.00 100.00 
Presence of on-street parking 0.00 100.00 
Use of automated speed enforcement* -- --- 
* None of the segments have automated speed enforcement.  
 
TABLE 6-16 Variable Importance by BRT Model for Urban and Suburban Four-
Lane Undivided Arterials 
Variable Relative Influence  (%) 
Cumulative Influence 
 (%) 
AADT  37.27 37.27 
Roadside object density  27.57 64.84 
Minor commercial driveway density  12.51 77.35 
Minor residential driveway density  7.77 85.12 
Minor industrial driveway density  7.03 92.15 
Presence of on-street parking 2.42 94.57 
Presence of lighting 1.28 95.85 
Major commercial driveway density 1.18 97.03 
Speed limit 1.02 98.05 
Major residential driveway density 1.00 99.05 
Major industrial driveway density 0.94 99.99 
Other driveway density 0.00 99.00 
Use of automated speed enforcement* -- -- 
* None of the segments have automated speed enforcement.  
  
 
 
134 
 
TABLE 6-17 Variable Importance by BRT Model for Urban and Suburban Four-
Lane Divided Arterials 
 
TABLE 6-18 Variable Importance by BRT Model for Urban and Suburban Five-
Lane Arterials with a TWLTL 
Variable Relative Influence  (%) 
Cumulative  
Influence (%) 
AADT  39.14 39.14 
Major commercial driveway density 29.57 68.71 
Roadside object density 14.25 82.96 
Minor commercial driveway density  13.70 96.66 
Minor residential driveway density 1.15 97.81 
Presence of lighting 1.06 98.87 
Minor industrial driveway density 0.88 99.75 
Major residential driveway density 0.16 99.91 
Major industrial driveway density 0.08 99.99 
Speed limit 0.01 100.00 
Other driveway density 0.00 100.00 
Use of automated speed enforcement  0.00 100.00 
Presence of on-street parking* -- -- 
* None of the segments have on-street parking. 
  
Variable Relative Influence  (%) 
Cumulative Influence  
(%) 
AADT 48.71 48.71 
Major commercial driveway density  13.57 62.28 
Roadside object density 12.07 74.35 
Minor commercial driveway density 10.29 84.64 
Median width  7.46 92.10 
Minor residential driveway density 3.52 95.62 
Major residential driveway density 1.79 97.41 
Major industrial driveway density  0.78 98.19 
Minor industrial driveway density 0.69 98.88 
Presence of lighting  0.61 99.49 
Use of automated speed enforcement  0.22 99.71 
Presence of on-street parking  0.16 99.87 
Other driveway density 0.09 99.96 
Speed limit  0.04 100.00 
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6.5 Prioritization of Variables 
 In this research, HSM calibration variables were prioritized using the following 
three methods: negative binomial (NB) regression, random forests (RF) and boosted 
regression trees (BRT). In the NB method, the influence of the variables was determined 
assuming a linear relationship between crash frequency and the associated factors, while 
in the RF and BRT methods, the variables were ranked with no such assumption of 
linearity between the dependent and independent variables. Although both the RF and 
BRT models determined variable importance by squared improvements due to the splits 
by a particular variable, the models had different processes including selecting a training 
data set, fitting the models, and combining the results of individual models. For example, 
the RF algorithm combines the results of individual models by giving equal weights to 
each model, while the BRT algorithm combines the results of individual models by 
giving more weights to weaker models. Again, the RF model randomly selects a subset of 
variables first and then determines the variable that could produce homogeneity for 
splitting a node, while the BRT model selects the variable for splitting a node from the 
full set of variables. Since the three methods use different approaches to prioritize 
variables, their results are given equal consideration in prioritizing the calibration 
variables.  
Based on the empirical results of variable's influence on crash predictions, three 
criteria are set for grouping variables into variables of primary, secondary, or tertiary 
importance. The criteria are:  
1. variables significant at 0.05 level in the NB model for crash predictions, 
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2. variables with a minimum of 3% contributions in the RF model for crash 
predictions, and 
3. variables with a minimum of 3% contributions in the BRT model for crash 
predictions. 
 The variables that satisfy all the above mentioned criteria are considered as 
variables of primary importance. The variables that satisfy only two of the three criteria 
are identified as variables of secondary importance. The variables that satisfy only one of 
the above criteria are considered as variables of tertiary importance. An example of how 
the variables are prioritized for two-lane undivided arterials is shown in Table 6-19. It is 
observed that AADT, major commercial driveway density, minor commercial driveway 
density, and roadside object density satisfy all the three criteria. Therefore, these 
variables are categorized as the variables of primary importance. Minor residential 
driveway density, minor industrial driveway density, presence of on-street parking, and 
presence of lighting are observed to fulfill two of the three criteria. Specifically, minor 
residential driveway density and minor industrial driveway density are found to have at 
least 3% influence in both the RF and BRT models, presence of on-street parking and 
presence of lighting are found significant at 95% confidence level in the NB model and 
contributing more than 3% in the RF model. These four variables are, therefore, 
identified as variables of secondary importance. The speed limit variable satisfies only 
one of the three criteria and is, therefore, categorized as the variable of tertiary 
importance. All other variables in Table 6-19 show either relatively high p-values or 
relatively small contributions (i.e., approximately 3% or less) in both the RF and BRT 
models.   
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TABLE 6-19 Variable Importance by NB, RF, and BRT Models for Urban and 
Suburban two-Lane Undivided Arterials 
Variable 
NB RF BRT 
p-value Rank1 Rel. Cont.2 Rank Rel. Cont.2 Rank
AADT 3 <0.0001 1 32.48 1 44.62 1 
Major commercial driveway 
density3 <0.0001 4 3.11 7 5.07 5 
Major residential driveway density 0.5950 13 0.68 12 0.35 12 
Major industrial driveway density 0.1830 10 1.02 11 1.15 8 
Minor commercial driveway 
density3 <0.0001 2 11.75 3 5.63 4 
Minor residential driveway density4 0.1240 8 8.95 4 11.93 3 
Minor industrial driveway density4 0.1830 9 3.00 8 4.76 6 
Other driveway density 0.4420 11 1.46 10 1.64 7 
Speed limit5 <0.0001 5 2.80 9 0.89 10 
Presence of on-street parking4 0.0001 7 3.71 5 0.86 11 
Roadside object density3 <0.0001 3 27.63 2 22.10 2 
Presence of lighting4 <0.0001 6 3.36 6 1.00 9 
Use of automated speed 
enforcement 0.5160 12 0.02 13 0.00 13 
 
1 Rank is based on Rk2 value from Table 6-2. 
2 Rel. Cont. indicates relative contribution in percentage. 
 3 Variables are of primary importance. 
4 Variables are of secondary importance. 
5 Variables are of tertiary importance.  
 
 Table 6-20 lists the variables of primary, secondary, and tertiary importance for 
all the urban and suburban arterial segment types. It shows that only a few variables are 
likely to have significant impacts on crash predictions. The list of variables of primary 
importance includes five variables for four-lane divided roads, and only four variables for 
two-lane undivided arterials, three-lane arterials with a TWLTL, and five-lane arterials 
with a TWLTL. All types of minor driveways are categorized as variables of either 
primary or secondary importance for two-lane undivided, three-lane arterials, and four-
lane undivided roads. In the case of four-lane divided roads, although none of the 
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variables are categorized as the variables of secondary importance, several variables are 
identified as the variables of tertiary importance.  
6.6 Summary 
 In summary, negative binomial (NB) regression, random forests (RF), and 
boosted regression trees (BRT) methods were used to determine the impact of calibration 
variables on crash predictions. The variables were ranked based on Rk2 values in the NB 
models, by increase in node purity values in the RF models, by percentage of relative 
contribution in the BRT models. The results from the three models were combined to 
categorize variables into variables of primary, secondary, and tertiary importance. Only a 
few variables were identified as influential in safety predictions. Among them, AADT 
was the most influential variable in all the site types. Roadside object density, minor 
residential driveway density, and minor commercial driveway density were also 
identified as influential variables. 
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TABLE 6-20 Prioritization of Variables 
Site Type Variables of Primary Importance 
Variables of Secondary 
Importance 
Variables of Tertiary 
Importance 
Two-lane 
undivided 
 AADT 
 Roadside object density
 Minor commercial 
driveway density 
 Major commercial 
driveway density 
 Minor residential 
driveway density 
 Presence of on-street 
parking 
 Presence of lighting 
 Minor industrial 
driveway density 
 Speed limit 
Three-lane 
with a 
TWLTL 
 AADT  
 Minor commercial 
driveway  
 Roadside object density
 Major commercial 
driveway density 
 Minor residential 
driveway density 
 Minor industrial 
driveway density 
 
 
Four-lane 
undivided 
 AADT  
 Minor commercial 
driveway density 
 
 Roadside object density
 Major residential 
driveway density 
 Minor residential 
driveway density 
 Minor industrial 
driveway density 
 
Four-lane 
divided 
 AADT 
 Major commercial 
driveway density 
 Roadside object density
 Median width 
 Minor commercial 
driveway density 
 
 Minor residential 
driveway density 
 Other driveway density 
 Presence of lighting 
 Use of automated speed 
enforcement 
 Major industrial 
driveway density 
Five-lane 
with a 
TWLTL 
 AADT  
 Major commercial 
driveway density 
 Roadside object density
 Minor commercial 
driveway density 
 
 Minor residential 
driveway density 
 Presence of lighting 
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CHAPTER 7 
CONCLUSIONS AND RECOMMENDATIONS 
 
 
7.1 Summary and Conclusions 
 The Highway Safety Manual (HSM), published in 2010, is the result of decade-
long efforts to provide quantitative statistical tools for crash analysis. The manual aims to 
provide transportation professionals with a single platform for integrating highway safety 
into decision-making processes in planning, design, construction, operations, and 
maintenance. The implementation of the HSM requires calibration of the HSM-default 
predictive models to reflect local conditions. The manual recommends deriving 
calibration factors using a data set consisting of 30 to 50 sites that experience a minimum 
of 100 crashes per year. Also, the manual emphasizes updating calibration factors at least 
every two to three years and preferably on an annual basis. These general 
recommendations are primarily based on expert opinions rather than specific research 
findings. Furthermore, most agencies do not have data for many of the input variables 
recommended in the HSM. As such, the goal of this research was to determine the best 
way to meet the data needs affecting the calibration factor estimations for urban and 
suburban arterials on Florida’s state highway system. The specific objectives of this 
dissertation research were to: 
 evaluate the effect of sample sizes on the calibration factor estimates and 
determine minimum sample sizes, 
 validate the recommended calibration factor update frequency, and   
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 determine the influence of variables on crash predictions and to identify and 
prioritize the influential calibration variables. 
The scope of this research was limited to the following urban and suburban 
roadway segment and intersections in Florida:  
 urban and suburban two-lane undivided arterials,  
 urban and suburban three-lane arterials with a TWLTL,  
 urban and suburban four-lane undivided roads,  
 urban and suburban four-lane divided roads,  
 urban and suburban five-lane arterials with a TWLTL,  
 urban and suburban three-leg stop-controlled intersections, and  
 urban and suburban four-leg signalized intersections.   
The data collection and preparation process is the key component in 
accomplishing the research objectives. The major hindrance in the data preparation 
process was the unavailability of several HSM variables in the roadway characteristics 
inventory (RCI) database, the most comprehensive database maintained by the Florida 
Department of Transportation (FDOT). Therefore, extensive data collection efforts were 
undertaken to collect information on more than 20 variables representing roadway 
geometry and intersection characteristics. A Google Maps application called Visual 
Roadway Inventory Collection System (VRICS) was used to collect data from over 2,000 
miles of road network and over 1,000 intersections in urban and suburban areas (i.e., 
areas with more than 5,000 population) in Florida. In addition, crash data for the most 
recent eight years (2005-2012) were retrieved from the Unified Basemap Repository 
(UBR) system, and used in the analyses.  
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A sensitivity analysis was conducted to evaluate the effect of sample size on the 
reliability of estimated calibration factors. The sensitivity was measured based on the 
probability that the calibration factor estimated using a sample data set would vary within 
10% of the calibration factor computed using the entire data set. Two sets of calibration 
factors, one computed using one year of crash data and the other computed using three 
consecutive years of crash data, were compared to determine whether or not the number 
of years of crash data used in deriving calibration factors affect their reliability. In 
general, calibration factors estimated using three consecutive years of crash data required 
a relatively small sample size to produce reliable calibration factors compared to the 
calibration factors estimated using one year of crash data.  
The results of the sensitivity analysis show that the generalized one-size-fits-all 
approach of using a sample size of 30-50 sites is not appropriate as different facility types 
require different sample sizes depending on several factors, such as the extent of data 
variability, population size, crash experience, etc., to estimate reliable calibration factors. 
The sample size required to obtain a reliable calibration factor was significantly greater 
than the recommended criterion of 30 to 50 sites with at least 100 crashes per year. In 
particular, sample sizes with a minimum of 350, 200, 150, 300, and 250 sites were found 
to be required for urban and suburban two-lane undivided arterials, three-lane arterials 
with a TWLTL, four-lane undivided arterials, four-lane divided arterials, and five-lane 
arterials with a TWLTL, respectively, to estimate reliable calibration factors. A minimum 
of 140 intersections were required to estimate reliable calibration factors for urban and 
suburban three-leg stop controlled intersections, while 100 intersections were required for 
urban and suburban four-leg signalized intersections. 
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 Next, a series of paired sample t-tests were conducted to validate the 
recommended frequency for updating calibration factors. The objective was to compare 
whether or not there is any statistically significant difference among the calibration 
factors computed annually, every two years, and every three years. The results of the 
paired t-tests show that calibration factors need to be updated annually for all the urban 
and suburban arterial segment and intersection types.  
 Another major task performed in this research is prioritization of the HSM data 
variables based on their impact on crash predictions. The HSM lists a number of 
variables for deriving calibration factors. It is likely that not all of the variables have the 
same impact on safety predictions. Also, most of the variables are not available in the 
states’ databases. The process of collecting and maintaining all the data variables on the 
entire road network for the purpose of implementing the HSM is cost-prohibitive. 
Therefore, this dissertation identified the influential variables by measuring the influence 
of each predictor on crash predictions. The following three methods were applied to 
determine variable importance for urban and suburban arterial segments: negative 
binomial (NB) regression, random forests (RF), and boosted regression trees (BRT). 
Three different methods were considered based on the assumption that each method 
might produce different results in determining the influence of each variable on crash 
predictions and is, therefore, likely to rank variables differently. 
 The NB regression technique was used to develop single-variable models. The 
variables significant at 0.05 level were identified as the influential variables. The 
performance of the NB models was measured by Rk2 values. A higher value of Rk2 
indicates a better fit. A number of models using both RF and BRT techniques were 
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calibrated to determine the optimal values of regularizations parameters that indicate 
prediction performance of the models. In the RF model, variables were ranked based on 
the increase in node purity values that represent variable’s involvement in building the 
model. The relative contribution of each variable was then estimated as the ratio of the 
corresponding increase in node purity value to the total sum of increase in node purity 
values. In the BRT model, variables were ranked based on the given relative contribution 
measure. In both RF and BRT models, the variables that showed at least 3% of relative 
contribution were identified as influential variables in both RF and BRT models.  
 The results from these three methods were combined to categorize variables into 
three groups: variables of primary importance, variables of secondary importance, and 
variables of tertiary importance. The variables identified as influential in all three models 
were categorized as variables of primary importance. The variables identified as 
influential in any two models were categorized as variables of secondary importance. The 
variables identified as influential in only one model were categorized as variables of 
tertiary importance. A total of four variables were identified as variables of primary 
importance for two-lane undivided arterials, three-lane arterials with a TWLTL, and four-
lane divided arterials and five variables for five-lane arterials with a TWLTL, whereas 
only two variables were identified as variables of primary importance for four-lane 
undivided arterials. A total of four variables were identified as variables of secondary 
importance for two-lane undivided arterials and four-lane undivided arterials, and only 
two variables for three-lane arterials with a TWLTL. Although none of the variables were 
categorized as variables of secondary importance for four-lane divided arterials and five-
lane arterials with a TWLTL, five variables belonged to the category of variables of 
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tertiary importance for four-lane divided arterials and two variables for five-lane arterials 
with a TWLTL. Only one variable was found to be of tertiary importance for two-lane 
undivided arterials.  
Among all the variables, AADT is observed as the most influential variable for all 
the roadway segment types. Besides AADT, roadside object density, minor commercial 
driveway density, and minor residential driveway density are also identified as influential 
in all the segment types. It is worth mentioning that the HSM identifies roadside object 
density as a desirable variable based on the assumption that it does not significantly affect 
crash predictions; however, the results presented in this dissertation justify re-evaluating 
the data needs for this variable.  
7.2 Research Contributions 
Since the release of the HSM in 2010, state and local agencies have been 
struggling with its implementation. Meeting the data requirements is one of the most 
challenging tasks in implementing the HSM. This dissertation provides improved 
processes in achieving better model results with minimum data collection efforts such 
that the potential impacts to the quality of analysis is not compromised. In particular, this 
research provides insights on the impacts of number of sites, observed crash frequency, 
and use of one versus three years of data on estimating reliable calibration factors. 
Furthermore, this dissertation provides measures for identifying the most influential 
variables by taking into consideration the complex nature of crash data.  
The research results provide guidance on the minimum sample sizes required to 
calibrate reliable safety performance functions. The research results also help agencies 
determine how frequently calibration factors should be updated. The guideline on ranking 
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of data variables helps agencies prioritize the additional data needs. The prioritized list of 
data variables would streamline the agencies’ efforts for collecting and maintaining data 
for continued updates.  
7.3 Recommendations for Future Research  
Future studies to extend this dissertation research could include:  
1. The effect of sample size on calibration factors was investigated based on total 
crash frequency. Agencies might be interested in developing calibration factors 
separately for fatal-and-injury crashes and property damage only crashes, or for 
some specific crash types (e.g., vehicle-animal crashes). It is very likely that 
sample size requirements would vary for different circumstances. A future 
research could apply the sensitivity analysis procedure to determine the required 
sample size for specific crash severity levels and crash types.  
2. The variable importance measures used in the dissertation determine the impact of 
variables on total crashes. It is likely that some variables might have less impact 
on total crashes, nonetheless more impact on specific crash types (for example, 
presence of red light cameras at intersections has more influence on rear-end and 
right-angle crashes compared to total crashes). Future research can extend using 
the measures to determine the influential variables specific to particular crash 
types and for different facility types.  
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TABLE A-1 Descriptive Statistics for Urban and Suburban Two-lane Undivided 
Arterials (Number of Segments = 1,791) 
Numeric Variable Minimum Maximum Average Standard Deviation
AADT (veh/day) 
2005 750 34,000 11,227 4,833 
2006 850 36,500 11,465 4,965 
2007 800 34,500 11,481 5,141 
2008 800 29,000 11,410 5,180 
2009 850 30,500 10,709 5,058 
2010 800 27,500 10,766 4,968 
2011 550 27,500 10,589 4,799 
2012 550 28,500 10,255 4,699 
Segment length (miles) 0.04 2.00 0.34 0.35 
Number of major commercial driveways 0 6 0.09 0.46 
Number of major  residential driveways 0 26 0.12 1.07 
Number of major industrial/institutional  driveways 0 9 0.11 0.53 
Number of minor commercial driveways 0 43 0.71 2.74 
Number of minor residential driveways 0 129 4.46 10.98 
Number of minor industrial/institutional driveways 0 27 0.74 2.52 
Number of other driveways 0 23 0.29 1.52 
Roadside fixed object density (objects per mile) 0 560.98 52.25 46.50 
Categorical Variable Number of Segments 
Speed Category 
≤ 30 mph 116 
> 30 mph 1,675 
Presence of on-street parking 
 
Yes 85 
No 1,706 
Presence of lighting 
Yes 746 
No 1,045 
Presence of automated speed 
enforcement 
Yes 4 
No 1787 
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TABLE A-2 Descriptive Statistics for Urban and Suburban Three-lane Arterials 
with a TWLTL (Number of Segments = 359) 
Numeric Variable Minimum Maximum Average Standard Deviation
AADT (veh/day) 
2005 3,900 34,000 15,926 5,564 
2006 4,100 32,500 16,162 5,455 
2007 4,100 34,500 16,303 5,928 
2008 4,600 30,000 15,938 5,421 
2009 4,000 28,000 15,033 5,297 
2010 4,000 34,500 14,577 5,086 
2011 3,700 27,500 14,059 4,772 
2012 3,000 26,500 13,132 5,444 
Segment length (miles) 0.04 1.36 0.19 0.16 
Number of major commercial driveways 0 5 0.23 0.67 
Number of major  residential driveways 0 22 0.62 1.96 
Number of major industrial/institutional  driveways 0 6 0.10 0.46 
Number of minor commercial driveways 0 48 2.78 5.27 
Number of minor residential driveways 0 44 2.44 4.77 
Number of minor industrial/institutional driveways 0 22 0.73 1.95 
Number of other driveways 0 1 0.02 0.14 
Roadside fixed object density (objects per mile) 0 250 79.58 35.56 
Categorical Variable Number of Segments 
Speed Category 
≤ 30 mph 30 
> 30 mph 329 
Presence of on-street parking  
Yes 5 
No 354 
Presence of lighting 
Yes 180 
No 179 
Presence of automated speed 
enforcement 
Yes 0 
No 359 
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TABLE A-3 Descriptive Statistics for Urban and Suburban Four-lane Undivided 
Arterials (Number of Segments = 266) 
Numeric Variable Minimum Maximum Average Standard Deviation
AADT (veh/day) 
2005 3,600 51,500 21,538 8,984 
2006 3,900 48,000 21,407 8,789 
2007 3,700 51,000 21,316 9,024 
2008 4,300 54,500 20,540 8,845 
2009 3,300 46,000 19,739 8,547 
2010 3,400 44,500 18,752 8,009 
2011 3,900 44,500 18,555 8,226 
2012 3,600 47,000 18,980 8,509 
Segment length (miles) 0.04 1.87 0.20 0.18 
Number of major commercial driveways 0 2 0.11 0.37 
Number of major  residential driveways 0 8 0.12 0.65 
Number of major industrial/institutional  driveways 0 4 0.15 0.52 
Number of minor commercial driveways 0 28 3.17 4.58 
Number of minor residential driveways 0 36 2.30 5.52 
Number of minor industrial/institutional driveways 0 40 1.79 3.66 
Number of other driveways 0 1 0.003 0.06 
Roadside fixed object density (objects per mile) 0 291.67 74.67 40.22 
Categorical Variable Number of Segments 
Speed Category 
≤ 30 mph 58 
> 30 mph 208 
Presence of on-street parking  
Yes 60 
No 206 
Presence of lighting 
Yes 243 
No 23 
Presence of automated speed 
enforcement 
Yes 0 
No 266 
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TABLE A-4 Descriptive Statistics for Urban and Suburban Four-lane Divided 
Arterials (Number of Segments = 4,969) 
Numeric Variable Minimum Maximum Average Standard Deviation
AADT (veh/day) 
2005 1,700 88,500 27,434 11,005 
2006 2,100 87,500 27,899 10,966 
2007 2,400 96,000 28,036 10,957 
2008 1,900 81,500 27,723 10,778 
2009 2,500 79,500 26,490 10,541 
2010 1,200 88,500 25,973 10,190 
2011 1,650 89,000 26,099 10,339 
2012 950 86,000 25,613 10,078 
Segment length (miles) 0.04 2.03 0.28 0.34 
Number of major commercial driveways 0 2 0.09 1.20 
Number of major  residential driveways 0 3 0.05 0.60 
Number of major industrial/institutional  driveways 0 0 0 0.22 
Number of minor commercial driveways 0 19 1.86 3.78 
Number of minor residential driveways 0 67 1.43 2.72 
Number of minor industrial/institutional driveways 0 0 0 0.46 
Number of other driveways 0 0 0 0.56 
Roadside fixed object density (objects per mile) 0 586.21 144.25 59.34 
Categorical Variable Number of Segments 
Speed Category 
≤ 30 mph 97 
> 30 mph 4,872 
Presence of on-street parking  
Yes 74 
No 4,895 
Presence of lighting 
Yes 3,699 
No 1,270 
Presence of automated speed 
enforcement 
Yes 80 
No 4,889 
Median width  
10 ft 205 
20 ft 1,941 
30 ft 786 
40 ft 1,525 
50 ft 260 
60 ft 125 
70 ft 51 
80 ft 14 
90 ft 14 
100 ft 46 
 
 
 
161 
  
TABLE A-5 Descriptive Statistics for Urban and Suburban Five-lane Arterials with 
a TWLTL (Number of Segments = 1,084) 
Numeric Variable Minimum Maximum Average Standard Deviation
AADT (veh/day) 
2005 3,300 53,500 26,850 9,657 
2006 3,800 49,500 27,123 9,513 
2007 4,100 56,000 27,061 9,463 
2008 4,000 55,500 26,747 9,317 
2009 3,700 52,000 25,548 9,249 
2010 4,100 55,500 24,930 8,763 
2011 3,900 55,000 24,655 8,990 
2012 3,800 55,000 24,128 8,682 
Segment length (miles) 0.04 2.00 0.25 0.23 
Number of major commercial driveways 0 13 1.10 1.85 
Number of major  residential driveways 0 16 0.13 0.75 
Number of major industrial/institutional  driveways 0 2 0.03 0.19 
Number of minor commercial driveways 0 53 4.78 5.71 
Number of minor residential driveways 0 43 1.36 4.09 
Number of minor industrial/institutional driveways 0 10 0.13 0.73 
Number of other driveways 0 1 0.00 0.03 
Roadside fixed object density (objects per mile) 0 250 75.28 31.44 
Curb length with on-street parking (miles) 0 0 0 0 
Categorical Variable Number of Segments 
Speed Category 
≤ 30 mph 48 
> 30 mph 1,036 
Presence of on-street parking  
 
Yes 0 
No 1,084 
Presence of lighting 
Yes 994 
No 90 
Presence of automated speed 
enforcement 
Yes 5 
No 1,079 
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TABLE A-6 Descriptive Statistics for Urban and Suburban Three-Leg Stop-
Controlled Intersections (Number of Intersections = 317) 
Numeric Variable Minimum Maximum Average Standard Deviation
Major Road AADT (veh/day) 
2005 500 65,000 20,690 13,354 
2006 500 65,500 21,073 13,364 
2007 500 67,000 21,181 13,432 
2008 550 67,000 21,024 13,041 
2009 550 76,500 20,094 12,909 
2010 250 65,500 19,516 12,351 
2011 550 62,000 19,474 12,710 
2012 900 64,500 19,061 12,768 
Minor Road AADT (veh/day) 
2005 100 27,500 4,091 4,033 
2006 100 25,000 3,885 3,663 
2007 100 37,500 3,972 3,916 
2008 100 21,500 3,932 3,427 
2009 100 41,500 4,001 4,002 
2010 100 21,500 3,801 3,274 
2011 80 30,000 3,663 3,340 
2012 120 30,000 3,309 3,329 
Categorical Variable Number of Intersections 
Presence of lighting 
Yes 221 
No 96 
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TABLE A-7 Descriptive Statistics for Urban and Suburban Four-Leg Signalized 
Intersections (Number of Intersections = 397) 
Numeric Variable Minimum Maximum Average Standard Deviation
Major Road AADT (veh/day) 
2005 6,300 82,000 34,341 15,005 
2006 6,300 79,000 34,914 14,431 
2007 6,700 88,500 35,087 14,639 
2008 6,364 76,500 34,394 14,355 
2009 1,500 77,000 33,784 14,842 
2010 1,500 73,000 32,485 14,162 
2011 1,500 74,500 31,991 14,275 
2012 1,500 76,000 31,667 14,323 
Minor Road AADT (veh/day) 
2005 900 57,000 19,317 12,036 
2006 1,200 58,500 19,765 12,206 
2007 1,200 60,500 19,903 12,214 
2008 1,100 56,500 19,148 11,375 
2009 950 57,500 19,009 11,719 
2010 1,100 59,500 18,689 11,601 
2011 1,100 57,000 18,792 12,025 
2012 950 55,000 18,272 11,550 
Categorical Variable Number of Intersections 
Presence of lighting 
Yes 370 
No 27 
Presence of red-light camera  
Yes 97 
No 300 
Presence of schools within 1,000 ft 
Yes 67 
No 330 
Number of bus stops within 1,000 ft 
0 127 
1-2 72 
≥ 3 198 
Number of alcohol sales 
establishments within 1,000 ft  
0 40 
1-8 355 
≥ 3 2 
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APPENDIX B 
Regression Coefficients and Crash Modification Factors (CMFs) 
 
 
 
 
 
 
 
 
 
 
 
 
165 
  
TABLE B-1 Coefficients of SPF for Multiple-Vehicle Non-Driveway Crashes on 
Urban and Suburban Arterial Segments 
Segment Type α0 α1 Overdispersion Parameter  
Two-lane undivided  -15.22 1.68 0.84 
Three-lane with a TWLTL -12.40 1.41 0.66 
Four-lane undivided  -11.63 1.33 1.01 
Four-lane divided  -12.34 1.36 1.32 
Five-lane with a TWLTL -9.70 1.17 0.81 
 
TABLE B-2 Coefficients of SPF for Single-Vehicle Crashes on Urban and Suburban 
Arterial Segments 
Segment Type ࢼ0 ࢼ1 Overdispersion Parameter  
Two-lane undivided  -5.47 0.56 0.81 
Three-lane with a TWLTL -5.74 0.54 1.37 
Four-lane undivided  -7.99 0.81 0.91 
Four-lane divided  -5.05 0.47 0.86 
Five-lane with a TWLTL -4.82 0.54 0.52 
 
Table B-3 Coefficients of SPF for Multiple-Vehicle Driveway-Related Crashes on 
Urban and Suburban Arterial Segments 
Driveway Type (j) Two-Lane Undivided
Four-Lane 
Undivided
Four-Lane 
Divided 
Three-Lane 
with a 
TWLTL 
Five-Lane 
with a 
TWLTL 
Number of Driveway-Related Crashes per Driveway per Year (Nj) 
Major commercial 0.158 0.182 0.033 0.102 0.165 
Minor commercial 0.050 0.058 0.011 0.032 0.053 
Major industrial/institutional 0.172 0.198 0.036 0.110 0.181 
Minor industrial/institutional 0.023 0.026 0.005 0.015 0.024 
Major residential 0.083 0.096 0.018 0.053 0.087 
Minor residential 0.016 0.018 0.003 0.010 0.016 
Other 0.025 0.029 0.005 0.016 0.027 
AADT (t) 
All driveways 1.000 1.172 1.106 1.000 1.172 
Overdispersion Parameter  
All driveways 0.81 0.81 1.39 1.10 0.10 
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TABLE B-4 On-Street Parking Factor (fpk) Used in Determining CMF for On-Street 
Parking 
Segment Type 
Type of Parking and Land Use 
Parallel Parking Angle Parking 
Residential/ 
Other 
Commercial 
or Industrial/
Institutional 
Residential/ 
Other 
Commercial 
or Industrial/
Institutional 
Two-lane undivided  1.465 2.074 3.428 4.853 
Three-lane with a TWLTL 1.465 2.074 3.428 4.853 
Four-lane undivided  1.100 1.709 2.574 3.999 
Four-lane divided  1.100 1.709 2.574 3.999 
Five-lane with a TWLTL 1.100 1.709 2.574 3.999 
 
TABLE B-5 Fixed-Object Offset Factor (foffset) Used in Determining CMF for 
Roadside Fixed Objects 
Offset to Fixed Objects 
(ft) 
Fixed-Object Offset Factor 
(foffset) 
2 0.232 
5 0.133 
10 0.087 
15 0.068 
20 0.057 
25 0.049 
30 0.044 
 
TABLE B-6 CMFs for Median Width on Urban and Suburban Four-Lane Divided 
Arterials 
Median Width 
(ft) CMF 
10 1.01 
15 1.00 
20 0.99 
30 0.98 
40 0.97 
50 0.96 
60 0.95 
70 0.94 
80 0.93 
90 0.93 
100 0.92 
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TABLE B-7 Coefficients of SPF for Multiple-Vehicle Crashes on Urban and 
Suburban Intersections 
Intersection Type γ0 γ1 γ2 Overdispersion Parameter  
Three-leg stop-controlled -13.36 1.11 0.41 0.80 
Four-leg signalized -10.99 1.07 0.23 0.39 
 
 
TABLE B-8 Coefficients of SPF for Single-Vehicle Crashes on Urban and Suburban 
Intersections 
Intersection Type δ0 δ1 δ2 Overdispersion Parameter  
Three-leg stop-controlled -6.81 0.16 0.51 1.14 
Four-leg signalized -10.21 0.68 0.27 0.36 
 
TABLE B-9 Coefficients of SPF for Vehicle-Pedestrian Crashes on Urban and 
Suburban Intersections 
Intersection Type a b c d e Overdispersion Parameter  
Three-leg signalized -6.60 0.05 0.24 0.41 0.09 0.52 
Four-leg signalized -9.53 0.40 0.26 0.45 0.04 0.24 
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APPENDIX C 
Florida-Specific Crash Proportions 
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TABLE C-1 Proportion of Total Crashes That Occurred at Night on Unlighted 
Segments (pnr) of Urban and Suburban Arterials 
Segment Type 
Florida-Specific Values by Years HSM-
Default 
Values2005 2006 2007 2008 2009 2010 2011 2012 
Two-lane undivided  0.215 0.237 0.243 0.240 0.250 0.233 0.224 0.248 0.316 
Three-lane with a 
TWLTL 0.124 0.100 0.123 0.144 0.112 0.228 0.104 0.126 0.304 
Four-lane undivided  0.111 0.114 0.179 0.067 0.027 0.091 0.036 0.000 0.365 
Four-lane divided  0.193 0.187 0.224 0.196 0.197 0.179 0.186 0.178 0.410 
Five-lane with a 
TWLTL 0.123 0.084 0.073 0.137 0.113 0.147 0.085 0.061 0.274 
 
TABLE C-2 Proportion of Total Nighttime Crashes That Involved a Fatality or 
Injury on Unlighted Segments (pinr) of Urban and Suburban Arterials 
Segment Type 
Florida-Specific Values by Years HSM-
Default 
Values2005 2006 2007 2008 2009 2010 2011 2012 
Two-lane undivided  0.578 0.561 0.650 0.658 0.612 0.642 0.543 0.558 0.424 
Three-lane with a 
TWLTL 0.467 0.800 0.714 0.688 0.667 0.619 0.636 0.667 0.429 
Four-lane undivided  1.000 0.750 0.600 0.000 1.000 0.750 1.000 0.000 0.517 
Four-lane divided  0.584 0.603 0.587 0.615 0.575 0.557 0.542 0.536 0.364 
Five-lane with a 
TWLTL 0.684 0.500 0.700 0.632 0.692 0.647 0.636 0.667 0.432 
 
TABLE C-3 Proportion of Total Nighttime Crashes That Involved PDO on 
Unlighted Segments (ppnr) of Urban and Suburban Arterials 
Segment Type 
Florida-Specific Values by Years HSM-
Default 
Values2005 2006 2007 2008 2009 2010 2011 2012 
Two-lane undivided  0.422 0.439 0.350 0.342 0.388 0.358 0.457 0.442 0.576 
Three-lane with a 
TWLTL 0.533 0.200 0.286 0.313 0.333 0.381 0.364 0.333 0.571 
Four-lane undivided  0.000 0.250 0.400 1.000 0.000 0.000 0.000 0.000 0.483 
Four-lane divided  0.416 0.397 0.413 0.385 0.425 0.443 0.458 0.464 0.636 
Five-lane with a 
TWLTL 0.316 0.500 0.300 0.368 0.308 0.353 0.364 0.333 0.568 
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TABLE C-4 Proportion of Total Crashes That Occurred at Night on Unlighted 
Intersections (Pni) on Urban and Suburban Arterials 
Intersection Type 
Florida-Specific Values by Years HSM-
Default 
Values2005 2006 2007 2008 2009 2010 2011 2012 
Three-leg stop-controlled  0.137 0.208 0.176 0.150 0.118 0.179 0.171 0.134 0.238 
Four-leg signalized 0.105 0.082 0.095 0.095 0.068 0.116 0.100 0.084 0.235 
 
 
TABLE C-5 Bicycle Crash Adjustment Factors for Intersections (fbikei) on Urban 
and Suburban Arterials 
Intersection Type 
Florida-Specific Values by Years HSM-
Default 
Values2005 2006 2007 2008 2009 2010 2011 2012 
Three-leg stop-controlled  0.017 0.018 0.016 0.023 0.028 0.030 0.011 0.015 0.016 
Four-leg signalized 0.008 0.012 0.009 0.012 0.011 0.011 0.014 0.012 0.015 
 
 
TABLE C-6 Pedestrian Crash Adjustment Factors for Intersections (fbikei) on Urban 
and Suburban Arterials 
Intersection Type 
Florida-Specific Values by Years HSM-
Default 
Values2005 2006 2007 2008 2009 2010 2011 2012 
Three-leg stop-controlled  0.030 0.018 0.020 0.010 0.020 0.009 0.010 0.012 0.021 
 
TABLE C-7 Proportion of Specific Crashes on Urban and Suburban Four-Leg 
Signalized Intersections 
Crash Type 2005 2006 2007 2008 2009 2010 2011 2012 
Multiple-Vehicle Right-Angle 
(pra)  0.293 0.285 0.286 0.291 0.273 0.256 0.261 0.264
Multiple-Vehicle Rear-End (pre)  0.408 0.406 0.418 0.423 0.458 0.465 0.503 0.514
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