Abstract. Poem is a type of literature designed to express, concepts, emotions, and experiences in an excellent way. The main aim of this work is to recognize emotion automatically, with an emphasis on exploring features of poems composed in English. This is an innovative approach to emotion recognition from poems. A Poem Emotion Recognition System (PERS) is developed to identify emotions from the poems, classified into nine emotions, based on Navarasa under Rasa Theory which is described in Natyashastra written by Bharatha Muni. The nine basic emotions such as Love, Sad, Anger, Hate, Fear, Surprise, Courage, Joy, and Peace classified as Navarasa. The poems are mined from the web and extracted ten features which will help to identify the emotion depicted by poems. The main contribution of this paper is the feature engineering. The evaluation contains measuring the performance of different feature sets across Naive Bayes classification. This experiment explains grouping of similar features gives different results, and it shows the combination of all feature gives a better result. Similarly, logistic regression identified the significant features in each emotion category.
Introduction
A surge in rapidly increasing subjective expressions in text media have triggered keen interest in methods that automatically identify opinions, emotions, and sentiments in text. This proposed work explores methods for automatic emotion recognition from poetry written in English. In this research work, a Poem Emotion Recognition System (PERS) has been developed to explore the possibilities and limitations of automatic emotion recognition. Emotions are classified, based on the 'Navarasa' described in the 'Natyashastra' [17] . Navarasa comprises nine basic emotions namely love, sadness, anger, hate, fear, surprise, courage, joy, and peace. Navarasa is based on Rasa Theory given by Bharatha Muni in Natyashastra. NatyaShastra is an Indian text dated between 2nd century BC and 2nd century AD that analyzes all features of performing art [8] . The main contribution of the research work is as follows:
1. Extraction of Linguistic, Orthographic, Statistical, Semantic and Poetic Features. 2. Development of a poem emotion recognition model using Maximum Posterior Probability and identification of significant features.
Identification of most contributing feature in emotion recognition by Logistic
Regression. The proposed PERS approached the problem in two ways, utilizing machine learning methods: developing an emotion model based on the Maximum Posterior Probability and Logistic Regression Method. The rest of this work is as follows, Section 2 provides an overview of related work, Section 3 presents the proposed methodology, and Section 4 gives the details of evaluation results. Finally, conclusions are presented in Section 5.
Literature Survey
Classification is a data analysis task in which the model or classifier predicts the category label. A text underscores the emotional state of the writer and evokes emotions in the reader. The emotion of the text can be interpreted in different ways using assorted computational models. As Literary Arts comprises many emotions, these literature pieces especially poems can be used for the task of Emotion Recognition, which is very challenging in computational point of view. Over the past semi-century, there have been multiple approaches to emotion recognition from text, and many emotion recognition types of research based on probabilistic approaches. Alm et al. [1] used a simple Natural Language Parser for keyword spotting, phrase length measurement, and emotion identification. Wu et al. [26] used semantic labels and a Separable Mixture Model to identify emotions. They manually generated rules for emotion, semantic labels, and attitudes with the help of emotion-generation rules, semantic labels and attitudes. Emotion association rules are automatically derived using the Apriori algorithm.
Strapparava and Mihalcea [23] constructed a large dataset of news headlines annotated for six basic emotions [6] such as anger, disgust, fear, joy, sadness, and surprise. They proposed the Latent Semantic Analysis (LSA) and the Naïve Bayes classifier and evaluated several knowledge-based methods for the automatic identification of these emotions in text. Minato et al. [15] constructed a Japanese Emotion Corpus and identified emotions automatically through an analysis of the corpus. The advantage is that it can yield high precision. However, its disadvantage is that it is impossible to determine the emotion of words that are not in the corpus. Das and Bandyopadhyay [3] used the conditional random field classifier to recognize emotion in sentences in Bengali blogs.
Perfors et al. [16] discussed, in detail, issues and applications of the Bayesian approach in cognitive science. Bielza et al. [2] proposed multi-dimensional Bayesian network classifiers which are probabilistic graphical models that systematize class and feature variables as a class subgraph, a feature subgraph and a bridge (from class to feature) subgraph. Yoon and Chung [27] proposed a classifier based on the Nave Bayes theorem and defined emotions in in a two-level and three-level class. They represented emotions on the arousal and valence dimensions. Lei et al. [11] described how a context-aware system could be easily constructed in different domains by mashing up Bayesian network fractions independently designed or learned. Lee et al. [10] extracted context information using the Bayesian network.
Steyerberg et al. [22] used logistic regression for clinical decision making that requires estimates of the likelihood of a dichotomous outcome in individual patients. In this study, they compared alternative strategies in 23 small subsamples from a large dataset of patients with an acute myocardial infarction and developed predictive models for 30-day mortality. D'Mello et al. [4] explored the reliability of detecting a learner's affect from conversational features extracted from interactions with the Auto Tutor, an Intelligent Tutoring System that helps students learn by holding a conversation in natural language. They used multiple regression analysis and confirmed the hypothesis that dialogue features could expressively predict the affective states of confusion, boredom, frustration, and flow.
Poem Emotion Recognition System
This section discusses the proposed novel Poem Emotion Recognition System (PERS). In this paper PERS consists of two experiments. One is the machine learning classification model, Naive Bayes Classifier and a prediction model, Logistic Regression are detailed. Identifying emotions from poems is a classification issue, from the viewpoint of text mining. An interesting task that offers diverse challenges for classification such as the following:
Poem Emotion Recognition Corpus
Despite the availability of several lexicons in emotion analysis, those that help to identify emotions from poetry are few and far between. The lexicons that are available are not specifically poetry-centric and consequently fail to focus on poetic features. Emotion classification is based on the Navarasa described in the Natyasastra [17] . Navarasa, to recapitulate, consists of nine primary emotions: love, sadness, anger, hate, fear, surprise, courage, joy, and peace. Although there are many text corpora for emotion recognition, we are unaware of the existence of a text corpus for poetry, based on the said nine emotions. The corpus PERC 1 created is from an exhaustive collection of poetry especially that of Indian poets during the period 1850-2016 and this corpus is publically available now. The novelty of this research is the creation of a corpus using poems mined from the web 2 and evaluated by experts in the field.The corpus has a data size of 736 poems by ten leading poets from the period 1850 to the present day. The average number of words per poem, across the eight poets, ranges from 74-284. Table  1 shows the details of the corpus, such as the poet's name and the number of poems collected for each of the poets. Table 2 depicts the number of poems available in each emotion category.
Definition 1:
We define the PERC as a set of P poems of pairs (p, E) where p is a poem and E is the emotion from a set of features. Our collection is drawn from the work of ten leading poets of the period, including Rabindranath Tagore, Sarojini Naidu, Aurobindo, Ananda Murthy, Darshan Singh, Jiddu Krishnamurthi, Lalan, Nazrul Islam, Kamala Das, and Meena Kandasamy. The poems have been amassed from several well-known sites as the first step towards their collection and selection.
Inter-rater reliability [7] is one of the most efficient methods for the evaluation of the corpus. Since the corpus has been assembled by human experts rather than a machine learning technique, we calculate inter-rater reliability using the Fleiss kappa measurement primarily to study the closeness between the annotations. Since our corpus has acquired an inter-rater agreement value of 0.4816, we have proved that the corpus created shows moderate agreement [14] , which is reasonably good.
The corpus has a data size of 736 poems by ten leading poets from the period 1850 to the present day. Table 1 shows the details of the corpus, such as the poet's name and the number of poems collected for each of the poets. Table 2 details the number of poems available in PERC for each emotion category. [25] is used for POS tagging, and extracted noun, verb, adjective and adverb classes. These features comprise a dichotomy that is Boolean.
Statistical Features: This feature set includes term frequency and inverse document frequency, which are the most common features used in classification problems. Term Frequency (TF) and Inverse Document Frequency (IDF) are the two statistical features used in this Emotion Recognition model [19] . Generally, TF of a term can be defined as number of times a term occurs in a document and Document Frequency (DF), is defined as no. of documents having that term. Inverse Document Frequency (IDF) is calculated [19] by Equation (1):
Orthographic Features. Orthographic features include negation words, the title of the poem, the last line of the poem, and the repeated lines/refrain. The negation words saved in a list are extracted through mapping. These negation words act as emotion modifiers that play an important role in emotion identification. The title of the poem is an essential feature in Emotion Recognition (ER) as it offers clues about the content of the poem. The last line irrefutably concludes the poem. This line is, most of the time, the one that carries the most emotion in the poem. The repeated lines that constitute the refrain are another strategic feature, with the repetition underscoring their significance in the poem.
Poetic Features. In this set, only two features similes and metaphors are targeted. The rules that extract these two features are explained below. Rule 1: If the wordi is like, and the POS tag of like is not equal to the verb, the wordi−1 and the wordi+1 are compared, and a simile is found to exist. Rule 2: If the wordi is as the wordi−1 and the wordi+1 two are compared, a simile is found to exist. Rule 3: If the wordi is are, is, was and were, and the wordi+1 is not in the present continuous tense form of the verb, a metaphor is found to exist.
Example 1:
"Let thy hue-winged lyrics hover like birds Over the swirl of the heart's sea. " -Musa Spiritus, Aurobindo. 3 In this example, a simile is used when lyrics are compared to birds. Example 2:
I had gone a-begging from the door in the village path, When thy golden Chariot appeared in the distance like a gorgeous dream, And I wondered who
Was this king-of-all kings!" -I Had Gone A-begging, Rabindranath Tagore   4 In this example, the golden chariot is a metaphor for riches and wealth. The chariot, Gilded in gold, indicates that the man to whom it belonged was immensely wealthy.
Semantic Features. Approaches to identifying emotions have evolved from keyword-based methods to semantic-based methods. Semantic-based approaches use semantic-based dictionaries or a semantic knowledge base. They help to identify the conceptual information associated with emotions. A conceptual model is illustrated for concept identification from poems that principally relies on the conceptual information extracted from ConceptNet [13] .
ConceptNet [13] is a semantic network of commonsense knowledge made up of over a million simple sentences contributed by volunteers on the Open Mind Common Sense website [12] . This problem is approached by adding a weight that defines a function C(S, wt) to identify the concept of a given poem [21] . S is a set of relations S= a, r, c where a is a word in the poem, r the relation, and c the concept. wt is the weight assigned to each relation in ConceptNet. The concept can be defined as follows.
Definition 2:
Concept is defined as a key value pair, c = (cid; wt), where cid refers to the unique id of the concept and wt is the weight assigned to the respective concept [21] .
Poem Emotion Recognition Using Naive Bayes Classifier
The classification technique in Naive Bayes Classifier is based on the maximum posterior probability value. Bayesian classification is based on Baye's theorem. From Section 2, it is evident that Bayesian classifiers have also exhibited high accuracy and speed when applied to large databases. Naive Bayesian classifiers assume that the effect of a feature value on a given class is independent of the other feature values. This assumtion is called class conditional independence [23] . This work is the extension of Sreeja and Mahalakshmi [24] where emotion is recognized by maximum posterior probability using bag of word feature. In this paper, different set of features and its combinations are used to analyze the emotion recognition process. The Naive Bayes classifier is used to identify emotion from text and conducted this research with a different set of features. The process of identifying emotion from a poem can be defined as follows:
Let TP be a set of training poems contains set of words and their associated emotion labels. Each word is represented by a feature vector, Xi = (x1, x2, x3… xt), depicting t values made on the token from t features, respectively, x1, x2, …xt. Let p be a test Poem have Xm words. The emotion classes E1, E2 …E9 are love, sadness, courage, anger, hate, joy, fear, peace, surprise. Given testing Poem, p, and the classifier will predict that p belongs to emotion having highest posterior probability, conditioned on p. That is, the Naive Bayesian classifier predicts that poem p belongs to the class Ei, if and only if by Equation (2):
where p =(X1, X2,…, Xm ). Thus maximizes ( | ). The class Ei for which ( | ) is maximized and called the maximum posterior hypothesis. By Bayes' theorem, by Equation (3):
As PR(p) is constant for all classes, it can be maximized using Equation (4):
PR(Ei) is calculated by Equation (5):
with many features, it would be computationally expensive to compute PR(p|Ei). To reduce computation, naive assumption of class conditional independence is made by Equation (6) . It means that there are no dependency relationships among the features:
The probabilities PR(xK1| Ei), PR(xK2| Ei), …. PR(xKj| Ei) are found from the training set, where xKj refers the K th word's j th feature value. The main disadvantage of the Naive Bayes classifier is its conditional independence Domingos and Pazzani [25] , the assumption that the effect of an attribute value on a given class is independent of the values of other attributes. The other issues are data scarcity [26] and imbalanced classes. To identify the most contributing feature in poem emotion recognition Logistic Regression model is applied.
Poem Emotion Recognition Using Logistic Regression
In general, regression is a method to predict the value of a dependent variable from one or more independent variables. There are different forms of regression. In this section, the research carried out in logistic regression is discussed. Excel-Solver 5 , is used to calculate the Logistic Regression Function for each class. The steps involved in calculating Logistic regression function are as follows.
1. Creation of an excel sheet containing numeric feature values. In Figure  6 1, column B gives the title of the poem. Columns C to L show the number of nouns, verbs, adjectives, and adverbs; the number of words in the title; the number of repeated words; the number of negation words; and the number of metaphors and similes in the poem. Since the logistic regression is carried out separately for each class, a trick is used, setting the output equal to 1 for the training instances that belong to the class and 0 for those that do not.
2. Sort the dependent variable to make the data evident.
3. From the given input, x1, x2, x3,… xn the 'Logit' equal to the expression shown on the right-hand side of Equation (8):
The explanatory variables are certain nouns, verbs, adjectives, adverbs, title words, repeating words, last-line words, negation words, similes, and metaphors. The Logit L can be written as:
ℎ , where Logit L is a link function states the relation between predictor and the mean of the distribution function, b0 is the intercept from the regression Equation, b1 to b10 are regression coefficients or decision variables. The decision variables b0...b10 are set to 0.1. The solver will adjust the decision variables during the optimization process. where 'e'=2.718281.
where = 0 + 1 1 + 2 2 + ⋯ + .
5. Calculate the Log-likelihood Function (LL) using Equation (10):
Equation (10) is the conditional probability that the predicted dependent variable equals the observed value for the given independent variables 1 , 2 , … . . It can be calculated by the following Equation (11):
Taking natural logarithm on both sides of Equation (11) leads to Equation (12):
Log-likelihood function LL is the sum of terms for all data records by the following Equation (13):
6. Calculate the Maximum Log-Likelihood (MLL) function using Solver.
The objective of the Logistic regression is to find the decision variables that maximize the LL function to produce the MLL. The Solver adjusts the decision variables GRG Nonlinear solving method. Solver was run several trials to obtain the optimum solution. The optimal solution is calculated by equation (14) to (22) 
From these equations, it is observed that metaphors contribute the most to identifying emotions like love, fear, and surprise. Further, it is noted that similes portray sadness, verbs display anger, and negation words reveal courage. Nouns illustrate hate, last-line words depict joy and adjectives evoke peace. The result of this prediction experiment is given below. For a given test poem, if the emotion to be predicted is love, then, of the results obtained by Equations (14) to (22), the output of Equation (14) should be greater than all the other values.
Results and Discussions
The main objective is to evaluate the importance of the features described in Section 3.2 for recognizing the emotion of a poem. To evaluate these features, the experiments are carried out using the PERC, by considering features in single and combined mode. These methods are experimented with in 10-fold cross-validation. In 10-fold cross-validation [27] , the data set is split into ten sets of size n=10; train on nine datasets and test on 1. This process is repeated ten times to achieve better accuracy. Another key reason for using ten-fold cross-validation instead of conventional validation is if there is insufficient data to be partitioned into two distinct training and testing sets without missing out on unique information. In such cases, cross-validation is a suitable technique. Table 3 shows that 443 poems are correctly classified using linguistic features alone. Nouns, verbs, adjectives, and adverbs are the linguistic features included in the model. Table 4 shows that 484 poems are correctly classified using only poetic features, similes, and metaphors. Table 5 shows that 503 poems are classified correctly when a combination of poetic and linguistic features is used. Table 6 shows that 535 poems are identified correctly when all the features are used for classification. A consistent improvement in results is observed, and Tables 3, 4 , 5, and 6 show that the classification carried out with all the features (linguistic, semantic, orthographic, poetic and statistical) gives better results than the other methods. Table 7 shows that 560 poems are identified correctly by this method. Table 8 gives detailed information on the precision measures obtained in the four experiments. The experiment with all the features gives a more promising precision measure when compared to the other three methods. The emotion category, peace, has a higher precision measure compared to the other classes. Table 9 details the recall measures obtained in the four experiments. The experiment with all the features gives a more promising recall measure, except in the case of the emotion category, sadness. The experiment with linguistic and poetic features gives better results in the classification of sad poems. Table 10 shows that the experiment with all the features offers better results compared to that of linguistics and poetic features. However, in the classification of sad poems, the experiment with all the features as well as the experiment with the linguistic and poetic features combined give, more or less, the same F-measure. 
Conclusion
In this research, the importance of features in emotion identification is studied. The proposed work, also groups the features and evaluated the significance of each group of features in terms of the results. It is found that certain features -linguistic, poetic, statistical, semantic and orthographic -influence the results significantly. Accuracy was somewhat diminished, given the shortcomings of the Naive Bayes classifier in terms of conditional independence, data scarcity, and imbalanced classes. Laplace smoothing solved information scarcity. Experiments with the Logistic Regression
Method helped determine the contribution of each feature in the process of prediction.
As future work, we intend to increase the corpus size and number of poetic features such as meter, sarcasm, and other poetic devices. To improve the accuracy some ensemble of base classifier can be applied.
