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Abstract
We characterize the pairs of operator spaces which occur as pairs
of Morita equivalence bimodules between non-selfadjoint operator al-
gebras in terms of the mutual relation between the spaces. We obtain
a characterization of the operator spaces which are completely isomet-
rically isomorphic to imprimitivity bimodules between some strongly
Morita equivalent (in the sense of Rieffel) C*-algebras. As corollaries,
we give representation results for such operator spaces.
1 Introduction and preliminaries
The notion of Morita equivalence is fundamental in both Algebra and Analy-
sis. This notion entered the Theory of Operator Algebras with Rieffel’s paper
[5]. In that work, Rieffel defined Morita equivalence for C*- and W*-algebras
and proved various results concerning these notions. After the formulation
of the theory of (abstract) operator spaces (see [4] for a survey and refer-
ences), this notion was generalized [2] for non-selfadjoint operator algebras
and obtained an important place in the Theory. In this paper we give a char-
acterization of those pairs (X, Y ) of operator spaces, which occur as pairs of
Morita equivalence bimodules between non-selfadjoint (approximately uni-
tal) operator algebras, in terms of the mutual relation between the spaces
X and Y . We specialize our result to obtain a characterization of the oper-
ator spaces which are completely isometrically isomorphic to imprimitivity
bimodules between strongly Morita equivalent (in the sense of Rieffel [5]) C*-
algebras. We call these (abstract) operator spaces ternary operator systems.
The Banach space analogue of these spaces, known as ternary C*-rings have
been studied by Zettl [6] and others. Our result is an operator space version
of an implicit characterization of the imprimitivity bimodules between C*-
algebras up to a Banach space isometry, contained in [6]. According to our
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result, additional conditions must be imposed on an operator space which is
also a ternary C*-ring, in order to be completely isometric to a Morita equiv-
alence bimodule between some C*-algebras. Thus, the similarity beween
ternary C*-rings and ternary operator systems is the associativity property
of the triple product; the difference is that the “C*-condition” for a ternary
operator system takes into account its operator space structure as well (see
Definition 4).
Finally, we point out generalizations of the Representation Theorem of
[6] for the case of a ternary operator system.
In order to state and prove our results, we recall some notions and no-
tation. We have as a main reference the monograph [4]. An operator space
is a Banach space X endowed with a sequence of norms on the linear space
Mn(X) of n× n matrices with entries in X for which the (left and right) ac-
tions ofMn(C) onMn(X) are contractive and the norm of a direct sum of two
matrices equals the maximum of their norms. A map ϕ : X −→ Y between
the operator spaces X and Y is said to be completely bounded (contractive,
isometric), if the map ϕn :Mn(X) −→Mn(Y ) given by ϕn((xij)) = (ϕ(xij))
(where (xij) ∈ Mn(X)) is bounded (contractive, isometric) for each n ∈ N
and ‖ϕ‖cb = supn∈N ‖ϕn‖ is finite. If x = (xij), y = (yij) ∈ Mn(X), then we
let x⊙y = (
∑
k xik⊗ykj)i,j ∈Mn(X⊗Y ). If an operator space X is an A,B-
bimodule, where A and B are some algebras, we define a⊙x = (
∑
k aik ·xkj)i,j
and x⊙b = (
∑
k xik ·bkj)i,j, where a = (aij) ∈Mn(A) and b = (bij) ∈Mn(B).
The Haagerup tensor product of the operator spaces X and Y can be de-
scribed by defining a norm ‖ · ‖n on Mn(X ⊗ Y ), setting
‖U‖n = inf{‖x‖‖y‖ : U = x⊙ y, x ∈Mn,p(X), y ∈Mp,n(Y ), p ∈ N}
for each U ∈ Mn(X ⊗ Y ) and n ∈ N and letting X ⊗h Y be the com-
pletion of X ⊗ Y with respct to ‖ · ‖1. The Haagerup tensor product is
associative. Moreover, if X1, X2, Y1 and Y2 are operator spaces and f1 :
X1 → Y1 and f2 : X2 −→ Y2 are completely bounded maps then there is
a unique completely bounded map f1 ⊗ f2 : X1 ⊗h X2 −→ Y1 ⊗h Y2 such
that f1 ⊗ f2(x1 ⊗ x2) = f1(x1) ⊗ f2(x2), x1 ∈ X1, x2 ∈ X2. We have that
‖f1 ⊗ f2‖cb ≤ ‖f1‖cb‖f2‖cb. Each multilinear completely bounded map from
the direct product of several operator spaces into an operator space can be
linearized through the Haagerup tensor product of its domain spaces (see [3]
for the theory of multilinear completely bounded maps). An approximately
unital Banach algebra will be a Banach algebra which is not unital but which
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possesses a contractive approximate identity. We assume that the norm of
the unit in a unital Banach algebra is one. If an approximately unital or
unital Banach algebra is an operator space and its multiplication is com-
pletely contractive (we call such an object an (abstract) operator algebra),
then it is completely isometrically isomprphic to an algebra of operators on a
Hilbert space. Two approximately unital or unital operator algebras A and
B are said to be Morita equivalent if there exist operator spaces X and Y ,
such that 1) X is an A,B-bimodule, Y is a B,A-bimodule with completely
contractive module actions; 2) there are completely bounded bimodule maps
(·, ·) : X × Y −→ A and [·, ·] : Y ×X −→ B such that (x · b, y) = (x, b · y),
[y · a, x] = [y, a ·x] (that is, these maps are balanced), (x1, y) ·x2 = x1 · [y, x2],
[y1, x] · y2 = y1 · (x, y2) for each x, x1, x2 ∈ X , y, y1, y2 ∈ Y , a ∈ A, b ∈ B and
3) the linearized maps on the Haagerup tensor product induced by the pair-
ings are complete quotients (see [2] for the exact definition of this condition).
The 6-tuple (A,B,X, Y, (·, ·), [·, ·]) is called a Morita context.
If X is a Banach space, we denote by B(X) the (Banach) algebra of
bounded linear operators on X .
2 Morita pairs between non-selfadjoint oper-
ator algebras
In this section we characterize Morita pairs between non-selfadjoint approx-
imately unital or unital operator algebras. We give a full proof of the result
only in the case both algebras are approximately unital. We then comment
the necessary changes to be made if one (both) of the algebras is (are) unital.
Theorem 1 Let X and Y be operator spaces. Then (X, Y ) is a Morita
equivalence pair between some approximately unital operator algebras if and
only if there exist completely bounded maps p : X ⊗h Y ⊗h X → X and
q : Y ⊗h X ⊗h Y → Y and nets {eα} ⊂ X ⊗ Y and {fβ} ⊂ Y ⊗ X with
‖eα‖cb < 1 and ‖fβ‖cb < 1 such that
1) p(p(x1 ⊗ y1 ⊗ x2) ⊗ y2 ⊗ x3) = p(x1 ⊗ q(y1 ⊗ x2 ⊗ y2)⊗ x3) = p(x1 ⊗
y1 ⊗ p(x2 ⊗ y2 ⊗ x3));
2) q(q(y1 ⊗ x1 ⊗ y2) ⊗ x2 ⊗ y3) = q(y1 ⊗ p(x1 ⊗ y2 ⊗ x2) ⊗ y3) = q(y1 ⊗
x1 ⊗ q(y2 ⊗ x2 ⊗ y3));
3) limα p(eα ⊗ x) = x and
4) limβ q(fβ ⊗ y) = y
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for each x, xi ∈ X and y, yi ∈ Y (i = 1, 2, 3). Moreover, the pairings in
the respective Morita context are completely contractive if and only if the
mappings p and q with the properties 1)-4) can be chosen to be completely
contractive.
We will give two proofs of the above theorem. The first one is applicable
only for completely contractive pairings, while the second one can be applied
in the general case.
First proof. Let X and Y be operator spaces, p : X ⊗h Y ⊗h X → X and
q : Y ⊗h X ⊗h Y → Y completely contractive maps which satisfy conditions
1)-4) for some nets {eα} ⊂ X ⊗ Y and {fβ} ⊂ Y ⊗X with ‖eα‖cb < 1 and
‖fβ‖cb < 1. We devide the proof in several steps.
Step 1. Let A1 = X ⊗h Y . For each a ∈ A1 let La : X → X be the map
given by La(x) = p(a⊗ x). It is clear that La is completely contractive. Let
A0 = {a ∈ A1 : La = 0}; it is obvious that A0 is a closed subspace of A1.
We define a multiplication m on A1 as follows. If a ∈ A1 is an arbitrary
element and b =
∑
i xi ⊗ yi ∈ A1 is an finite sum of elementary tensors,
then we let m(a, b) =
∑
i p(a ⊗ xi) ⊗ yi. We first prove associativity: if
a, b =
∑
i xi ⊗ yi, c =
∑
j uj ⊗ vj ∈ A1, then
m(a,m(b, c)) = m(a,
∑
i,j
p(xi ⊗ yi ⊗ uj)⊗ vj)
=
∑
i,j
p(a⊗ p(xi ⊗ yi ⊗ uj)⊗ vj
=
∑
i,j
p(p(a⊗ xi)⊗ yi ⊗ uj)⊗ vj
=
∑
j
p(m(a, b)⊗ uj)⊗ vj = m(m(a, b), c).
By the associativity of the Haagerup tensor product we have that the
map m coincides with the map
p⊗ id : (A1 ⊗h X)⊗h Y −→ X ⊗h Y.
The last map is completely contractive as a tensor product of completely
contractive maps, so m is completely contractive. It follows that m can be
extended to all of A1×A1 and the extention, which will be denoted again by
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m, is associative. Condition 3) implies that {eα} is an approximate unit for
A1. It follows [1] that A1 is an (abstract) operator algebra. Next we point
out that A0 is a (two-sided) ideal in A1. First observe that for each a, b ∈ A1
and z ∈ X we have
p(m(a, b)⊗ z) = p(a⊗ p(b⊗ z)). (1)
Indeed, if a = x1 ⊗ y1 and b = x2 ⊗ y2 are elementary tensors, then by 1) we
have
p(m(a, b)⊗ z) = p(p(x1 ⊗ y1 ⊗ x2)⊗ y2 ⊗ z)
= p(x1 ⊗ y1 ⊗ p(x2 ⊗ y2 ⊗ z)) = p(a⊗ p(b⊗ z))
and the general case follows by (bi)linearity and approximation. Now if
a ∈ A0, x⊗ y ∈ A1 and z ∈ X , then
Lm(a,x⊗y)(z) = Lp(a⊗x)⊗y(z) = p(p(a⊗ x)⊗ y ⊗ z) = 0
and, using (1),
Lm(x⊗y,a)(z) = p(m(x⊗ y, a)⊗ z) = p(x⊗ y ⊗ p(a⊗ z)) = 0.
This shows that A0 is an ideal in A1. Let A = A1/A0; by [1] we have that
A is an (abstract) operator algebra. Similarly we define a multiplication on
B1 = Y ⊗hX which turns B1 into an (abstract) operator algebra, completely
bounded maps Rb : Y → Y , b ∈ B1, an ideal B0 ⊂ B1 and let B = B1/B0 be
the quotient operator algebra.
Step 2. We equip the spaces X and Y with structures of A,B- and B,A-
bimodules respectively. If a ∈ A1 and x ∈ X , let
(a + A0) · x = p(a⊗ x).
If b ∈ A1 is such that a− b ∈ A0, then by the definition of A0 we have that
p((a−b)⊗x) = 0, which implies that the left action of A on X is well defined.
From the fact that p is completely contractive it follows that this action is
completely contractive as well. The right action of B on X is defined by
setting, for each b ∈ B and x ∈ X ,
x · (b+B0) = p(x⊗ b).
5
To prove that this is a well defined action, suppose that b ∈ B0, that is,
q(b⊗ y) = 0 for each y ∈ Y . If x1 ∈ X , y1 ∈ Y , we have that
p(p(x⊗ b)⊗ y1 ⊗ x1) = p(x⊗ q(b⊗ y1)⊗ x1) = 0
and thus p(p(x ⊗ b) ⊗ d) = 0 for each d ∈ Y ⊗h X which, according to 4),
implies that p(x⊗ b) = 0. It follows that the right action of B on X is well
defined and, as before, completely contractive. In other words, X is endowed
with a structure of an A,B-operator bimodule. The A,B-operator bimodule
structure of the operator space Y is defined by letting
(b+B0) · y = q(b⊗ y)
and
y · (a+ A0) = q(y ⊗ a),
for each a ∈ A1, b ∈ B1 and y ∈ Y . By symmetry, these actions are well-
defined and completely contractive.
Step 3. We define pairings (·, ·) : X × Y → A and [·, ·] : Y × X → B by
letting (x, y) = x ⊗ y + A0 and [y, x] = y ⊗ x + B0. It is obvious that the
pairings (·, ·) and [·, ·] are completely contractive.
Step 4. We show that the pairings defined in Step 3 are balanced bimodule
maps. Indeed, if b ∈ B1, x ∈ X and y ∈ Y , then by 1) we have that
p(p(x⊗ b)⊗ y ⊗ z) = p(x⊗ q(b⊗ y)⊗ z) for each z ∈ X , which means that
p(x⊗ b)⊗ y − x⊗ q(b⊗ y) ∈ A0 and thus (x · (b+B0), y) = (x, (b+B0) · y),
for each x ∈ X and y ∈ Y . Similarly one checks that the pairing [·, ·] is
A-balanced.
Let a1 = x1 ⊗ y1, a2 = x2 ⊗ y2 ∈ A1 and z ∈ X . Then by 1) we have
p(p(a1 ⊗ x)⊗ q(y, a2)⊗ z) = p(p(p(a1 ⊗ x)⊗ y ⊗ x2)⊗ y2 ⊗ z)
which means that
p(a1 ⊗ x)⊗ q(y ⊗ a2)− p(p(a1 ⊗ x)⊗ y ⊗ x2)⊗ y2 ∈ A0
for each x ∈ X and y ∈ Y and so (a1 · x, y · a2) = a1(x, y)a2. Similarly, the
pairing [·, ·] is a B-bimodule map.
Step 5. We have that (x1, y) · x2 = x1 · [y, x2] and [y1, x] · y2 = y1 · (x, y2)
for each x1, x2 ∈ X and y1, y2 ∈ Y . These identities are direct consequences
of the definitions of the pairings and the module actions.
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Step 6. The projection maps π : A1 → A and ρ : B1 → B are complete
quotients. This is an immediate consequence of conditions 3) and 4) and
Lemma 2.9. of [2].
Steps 1-6 above ensure that (A,B,X, Y, (·, ·), [·, ·]) is a Morita context
with completely contractive pairings.
For the converse direction, suppose that (A,B,X, Y, (·, ·), [·, ·]) is a Morita
context with completely contractive pairings. Define p˜ : X × Y × X → X
and q˜ : Y ×X × Y → Y by letting
p˜(x1, y, x2) = (x1, y) · x2
and
q˜(y1, x, y2) = (y1, x) · y2.
It is obvious that p˜ and q˜ are completely contractive trilinear maps. If p :
X⊗h Y ⊗hX → X and q : Y ⊗hX⊗h Y → Y be their linearizations through
the Haagerup tensor product, then it is easily seen from the definition of a
Morita context that Properties 1), 2) 3) and 4) hold.
Second proof. Assume that X and Y are operator spaces, p : X⊗hY ⊗hX →
X and q : Y ⊗h X ⊗h Y → Y completely contractive maps which satisfy
conditions 1)-4) for some families {eα} ⊂ X ⊗ Y and {fβ} ⊂ Y ⊗ X with
‖eα‖cb < 1 and ‖fβ‖cb < 1. We recall that La : X → X and Rb : Y → Y
are the operators given by La(x) = p(a ⊗ x) and Rb(y) = q(b ⊗ y), where
a ∈ X ⊗h Y and b ∈ Y ⊗h X . Recall that La ∈ B(X) and Rb ∈ B(Y ).
Let L = {La : a ∈ X ⊗h Y }
− and R = {Rb : b ∈ Y ⊗h X}
−, the closures
being taken in the norm topology of B(X). As in the First proof, we will
only point out the “left” considerations in constructing the Morita context
whenever the “right” ones follow either by symmetry or in a similar way.
First note that L is a subalgebra of B(X). Indeed, we have that
Lx1⊗y1Lx1⊗y1(z) = p(x1 ⊗ y1 ⊗ p(x2 ⊗ y2 ⊗ z)
= p(p(x1 ⊗ y1 ⊗ x2)⊗ y2 ⊗ z) = Lp(x1⊗y1⊗x2)⊗y2(z)
for each z ∈ X and it follows that LaLb ∈ L whenever a, b ∈ X ⊗h Y . Next
observe that L is appriximately unital according to 3). Indeed, if z ∈ X ,
‖z‖ ≤ 1 and a = x⊗ y ∈ X ⊗h Y , then
‖LeαLa(z)− La(z)‖ = ‖p(p(eα ⊗ x)⊗ y ⊗ z)− p(x⊗ y ⊗ z)‖
= ‖p((p(eα ⊗ x)− x)⊗ y ⊗ z)‖ ≤ ‖p(eα ⊗ x)− x‖‖y‖
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and clearly ‖p(eα ⊗ x)− x‖‖y‖ −→α 0.
Endow the operator space X with the structure of an L,R-bimodule, by
letting La · x = p(a ⊗ x) and x · Rb = p(x ⊗ b). In a similar way, endow the
operator space Y with the structure of an R,L-bimodule.
Let n ∈ N. We define a norm ‖ · ‖n on Mn(L), letting, for an element
L = (Laij ) ∈Mn(L), ‖L‖n to be the maximum of the numbers
sup{‖L⊙ x‖n : x = (xij) ∈Mn(X), ‖x‖n ≤ 1}
and
sup{‖y ⊙ L‖n : y = (yij) ∈ Mn(Y ), ‖y‖n ≤ 1};
it is clear that ‖L‖n ≤ ‖p‖n. It is easy to observe that the sequence {‖·‖}n∈N
defines an operator space structure on L. We show that L is actually an
operator algebra with respect to this operator space structure by checking
that the multiplication on L is completely contractive. Indeed, if (Tij), (Sij) ∈
Mn(L) then
‖(Tij)⊙ (Sij)⊙ (xij)‖n = ‖(
∑
k,l
Tik(Skl(xlj)))i,j‖n ≤ ‖(Tij)‖n‖(Sij)‖n‖(xij)‖n
and, similarly, ‖((yij)⊙(Tij)⊙(Sij)‖ ≤ ‖(Tij)‖n‖(Sij)‖n‖(yij)‖n, which proves
the assertion. It follows that L is an operator algebra with respect to the
defined sequence of matrix norms. Similarly, R is an operator algebra with
respect to an analogous sequence of matrix norms. From the definition of
the matrix norms of L it follows that the module actions of R and L on X
and Y are completely contractive.
Define pairings (·, ·) : X × Y → L and [·, ·] : Y × X → R by setting
(x, y) = Lx⊗y and [y, x] = Ry⊗x, where x ∈ X and y ∈ Y . The fact that the
pairings are ballanced bimodule maps and the “linking” properties between
the two pairings are verified readily as in the First proof.
The converse direction is established as in the First proof. ♦
In the case one (both) of the algebras in the Morita context is (are)
unital, some changes in conditions 3) or (and) 4) in Theorem 1 must be
made. For example, suppose that we want to characterize those pairs (X, Y )
of operator spaces for which there exist operator algebras A and B such that
A is unital, B is approximately unital and A and B are Morita equivalent
with an equivalence pair (X, Y ). Then, from Lemma 2.9 in [2] it follows that
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the existence of the family {eα} and condition 3) must be replaced by the
following condition:
3’) For each ǫ > 0 there exists an element eǫ ∈ X ⊗h Y such that ‖eǫ‖ <
1 + ǫ and p(eǫ ⊗ x) = x for each x ∈ X .
Similar changes must be made in the characterizations of Morita pairs
(X, Y ) between some algebras A and B when both A and B are unital or A
is approximately unital and B is unital.
Theorem 1 has the following immediate consequence.
Corollary 2 Let X and Y be operator spaces with the properties 1)-4) of
Theorem 1. Then there exist completely isometric representations ϕ : X →
B(H,K) and ψ : Y → B(K,H) (where H and K are Hilbert spaces) such that
ϕ(X)ψ(Y )ϕ(X) ⊆ ϕ(X) and ψ(Y )ϕ(X)ψ(Y ) ⊆ ψ(Y ).
3 The selfadjoint case
In this section we consider the consequences of Theorem 1 when the operator
algebras in the Morita context are C*-algebras. If (X, {‖ · ‖n} is an operator
space, then we are able to form its conjugate space X∗. As a group with
respect to the addition, X∗ coincides with X , the scalar multiplication is
given by λx∗ = (λx)∗ (where x∗ is x viewed as an element of X∗). The
operator space structure on X∗ is given by assigning to an n by n matrix
(x∗ij)i,j with entries in X
∗ the norm ‖(xji)i,j‖n. Note that, with respect to
these norms, there is a natural identification between Mn(X
∗) and Mn(X)
∗.
Recall that an imprimitivity bimodule between two C*-algebras A and B
is a Banach space X which is an A,B-bimodule and which is equipped with
sesquilinear forms A〈·, ·〉 : X ×X → A and 〈·, ·〉B : X ×X → B, such that
A〈·, ·〉 is conjugate linear on the second virable, 〈·, ·〉B is conjugate linear on
the first, (A,X,A 〈·, ·〉) and (B,X, 〈·, ·〉B) are Hilbert A-modules, A〈x, y〉z =
x〈y, z〉B and the linear spans of {A〈x, y〉 : x, y ∈ X} and {〈x, y〉B : x, y ∈ X}
are dense in A and B respectively. If A and B are C*-algebras and X
is an imprimitivity bimodule bewteen A and B, then we are able to form
an imprimitivity B,A-bimodule X∗ in the natural way, letting B〈x
∗, y∗〉 =
〈y, x〉∗B and 〈x
∗, y∗〉A =A 〈y, x〉
∗. The set
C =
(
A X
X∗ B
)
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can be endowed with a norm turning it into a C*-algebra under the multi-
plication performed using the respective module actions and pairings. Since
a C*-algbera has a canonical operator space structure, the inclusion
x →֒
(
0 x
0 0
)
endows X with a canonical operator space structure. We consider an imprim-
itivity bimodule as an operator space with respect to this canonical operator
space structure.
Now we are ready to establish the following theorem.
Theorem 3 Let X be an operator space. Then X is (completely isomet-
rically isomorphic to) an imprimitivity bimodule between certain strongly
Morita equivalent (in the sense of Rieffel) C*-algebras if and only if there
exists a completely contractive map p : X ⊗h X
∗ ⊗h X → X such that
a) p(p(x1 ⊗ x
∗
2 ⊗ x3) ⊗ x
∗
4 ⊗ x5) = p(x1 ⊗ p(x4 ⊗ x
∗
3 ⊗ x2)
∗ ⊗ x5) =
p(x1 ⊗ x
∗
2 ⊗ p(x3 ⊗ x
∗
4 ⊗ x5)) and
b) ‖pn((xij)⊙ (xij)
∗ ⊙ (xij))‖n = ‖(xij)‖
3
n, for each n ∈ N.
Proof. Suppose that an operator space X and a map p are given such that
a) and b) are satisfied. Let q : X∗ ⊗h X ⊗h X
∗ → X∗ be the map given by
q(x∗ ⊗ y ⊗ z∗) = p(z ⊗ y∗ ⊗ x)∗, x, y, z ∈ X.
An immediate verification shows that p and q satisfy conditions 1) and 2) of
Theorem 1. As in the Second proof of the proof of Theorem 1 we construct
the operator spaces L and R, which are also algebras with a completely
contractive multiplication. Note that we are not able to conclude directly
that L and R are operator algebras since they are not a priori approximately
unital or unital. We will show, however, that L and R are C*-algebras and
that their operator space structure, whose sequence of matrix norms will be
denoted by {‖ · ‖n}, coincides with their canonical C*-algebra operator space
structure. Actually, we will directly show that Mn(L) (and so Mn(R) as
well) is a C*-algebra with respect to ‖ · ‖n. First we define involutions on
L and R: if x, y ∈ X , we let L∗x⊗y∗ = Ly⊗x∗ and R
∗
y∗⊗x = Rx∗⊗y. The fact
that the mappings L→ L∗ and R→ R∗ are indeed involutions on L and R
follows easily from condition a).
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Let aij =
∑vij
u=1 x
u
ij⊗y
u∗
ij , L = (Laij )i,j ∈Mn(L) and z = (zij)i,j ∈ Mn(X).
Then by b) we have
‖ L ⊙ z ‖3n
= ‖pn
(
((Laij )⊙ (zij))⊙ ((Laij )⊙ (zij))
∗ ⊙ ((Laij )⊙ (zij))
)
‖
= ‖pn((
∑
k
p(aik ⊗ zkj))i,j ⊙ (
∑
l
p(atl ⊗ zls)
∗)s,t ⊙ (
∑
m
p(arm ⊗ zmv))r,v)‖
= ‖
(
(
∑
j,l,k,r,s,u
p(p(aik ⊗ zkj)⊗ p(asl ⊗ zlj)
∗ ⊗ p(asr ⊗ zrv))
)
i,v
‖n
= ‖
( ∑
j,l,k,r,s,u
p(p(aik ⊗ zkj)⊗ p(y
u
sr ⊗ x
u∗
sr ⊗ p(asl ⊗ zlj))
∗ ⊗ zrv
)
i,v
‖n.
On the other hand,
L∗ ⊙ (L⊙ z) = (L∗aji)i,j ⊙ (
∑
l
p(asl ⊗ zlt))s,t
=
(∑
s
L∗asr(
∑
l
p(asl ⊗ zlt))
)
r,t
=
(∑
s,l,u
p(yusr ⊗ x
u∗
sr ⊗ p(asl ⊗ zlt))
)
r,t
and thus
pn((L⊙ z) ⊙ (L
∗ ⊙ (L⊙ (z)))∗ ⊙ z)
= pn
( ∑
j,l,k,r,s,u
p(aik ⊗ zkj)⊗ p(y
u
sr ⊗ x
u∗
sr ⊗ p(asl ⊗ zlj))
∗ ⊗ zrv
)
i,v
.
We conclude that
‖L⊙ z‖3n = ‖pn((L⊙ z)⊙ (L
∗ ⊙ (L⊙ (z)))∗ ⊙ z)‖n
≤ ‖L⊙ z‖n‖(L
∗ ⊙ (L⊙ (z))∗‖n‖z‖n.
Since the involution is isometric, it follows that
‖L⊙ z‖2 ≤ ‖(L∗ ⊙ L)⊙ z‖.
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Similarly, we obtain that
‖z′ ⊙ L‖2 ≤ ‖z′ ⊙ (L∗ ⊙ L)‖
for each z′ ∈Mn(Y ). It follows that
‖L‖2n ≤ ‖L
∗ ⊙ L‖n
which implies that ‖ · ‖n is a C*-norm on Mn(L). For n = 1, we obtain that
L is a C*-algebra. Since Mn(L) has a unique C*-norm, it follows that ‖ · ‖n
coincides with the norm on Mn(L) “inherited” from the C*-structure of L.
Thus we have shown that (L,R, X, Y, (·, ·), [·, ·]) is a Morita context. From
Theorem 6.2 of [2] it follows that there exists a complete isometry i : X∗ −→
X∗ such that X becomes an imprimitivity bimodule between L and R under
the pairings L〈x, y〉 = (x, i(y
∗)) and 〈x, y〉R = [i(x
∗), y], x, y ∈ X . It follows
that, as a Banach space, X is an imprimitivity bimodule in the sense of
Rieffel. It only remains to be checked that the operator space structure of X
coincides with the canonical imprimitivity bimodule operator space structure
{‖·‖′n} onX . By Lemma 5.6 of [2] we have that there are completely isometric
representations σ, π, ϕ, ψ of L,R, X,X∗ on appropriate Hilbert spaces such
that if ρ is the respective two by two matrix representation formed by σ, π, ϕ
and ψ, then ρ is completely isometric and σ((x, y∗)) = ϕ(x)ψ(y∗) for each
x, y ∈ X . Let x ∈ X . Then
‖x‖
′2
1 = ‖L〈x, i(x
∗)〉‖ = ‖σ((x, i(x∗)))‖
= ‖ϕ(x)ψ(i(x∗))‖ = ‖ϕ(x)ϕ(x)∗‖ = ‖ϕ(x)‖2 = ‖x‖2.
Thus, ‖ · ‖′ = ‖ · ‖. Note that for each n ∈ N the pair (Mn(X),Mn(X
∗)) is
a Morita equivalence pair between the C*-algebras Mn(L) and Mn(R). Just
as above we conclude that ‖ · ‖
′
n = ‖ · ‖n.
The converse direction is obtained as the converse direction in Theorem
1. ♦
Note that there was no need to impose a condition about existence of
approximate units in Theorem 3: as we saw, the non-degeneracy condition
a) assures that the algebras we construct are C*-algebras; a posteriori they
are approximately unital or unital.
Theorem 3 leads us to the following definition.
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Definition 4 A ternary operator system is an operator space X equipped
with a triple product [·, ·, ·] : X × X ×X −→ X, linear on the first and the
third variable and conjugate linear on the second such that
a) [[x1, x2, x3], x4, x5] = [x1, [x4, x3, x2], x5] = [x1, x2, [x3, x4, x5]] and
b) ‖[(xij)⊙ (xji)⊙ (xij)]n‖ = ‖(xij)‖
3
n, for each (xij) ∈Mn(X), n ∈ N.
Recall that a ternary C*-ring is a Banach space endowed with a contrac-
tive triple product [·, ·, ·] : X×X×X −→ X , linear on the first and the third
variable and conjugate linear on the second, satisfying conditions a) and b)
in Definition 4 for n = 1. A consequence of Zettl’s results is that the Ba-
nach spaces which are imprimitivity bimodules between certain C*-algebras
are, up to isometry, precisely the ternary C*-rings. But, as we pointed out,
an imprimitivity bimodule has a canonocal structure of an operator space.
Theorem 3 gives an operator space version of the above result: it states
that the operator spaces which are imprimitivity bimodules bewteen certain
C*-algebras are, up to a complete isometry, precisely the ternary operator
systems. The conditions a) and b) for n=1 are not sufficient to ensure that
the operator space is completely isometric to an imprimitivity bimodule - we
must require moreover that condition b) is fulfilled for every n ∈ N. An
example of an operator space X which is a ternary C*-ring but not a ternary
operator system is a C*-algebra equipped with some non-canonical operator
space structure.
Ternary C*-rings and ternary operator systems are the linear space ana-
logue of the C*-algebras. A concrete version of these objects are the so
called ternary rings of operators (TRO). Recall [6] that a TRO is a sub-
space V ⊆ B(H,K) of operators between some Hilbert spaces H and K,
closed under the (canonical) triple product (a, b, c) −→ ab∗c. Note that,
as a concrete operator space, a TRO has a natural operator space struc-
ture. It is clear that a TRO is a ternary C*-ring and a ternary operator
system with respect to the canonical triple product. A result analogous to
the Gelfand-Naimark Theorem is proved in [6]: Each ternary C*-ring X has
a decomposition X = X+ ⊕ X− such that X+ is (isometrically) isomorphic
to a TRO while X− is (isometrically) anti-isomorphic to a TRO. Of course,
a morphism between ternary C*-rings is defined as a bounded linear map
which preserves the triple product. Similarly, a morphism between ternary
operator systems is a completely bounded linear map which preserves the
triple product. Theorem 3 has the following consequences.
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Corollary 5 Let X be a ternary operator system. Then there exist ternary
operator sub-systems X+ and X− such that X = X+ ⊕X− and X+ is com-
pletely isometrically isomorphic to a TRO while X− is completely isometri-
cally anti-isomorphic to a TRO.
Thus one is able to decompose a ternary operator system into parts on
which the triple product can be given a concrete expression through Hilbert
space operators operations. The triple product on the space X+ above is
given, up to complete isometry, by (a, b, c) −→ ab∗c while the triple product
on X− is given, again up to complete isometry, by (a, b, c) −→ −ab
∗c. Theo-
rem 3 shows that, up to complete isometry, imprimitivity bimodules do not
recognize the difference between these two basic triple products.
If we are not interested in preserving the triple products, we can achieve
the following representation.
Corollary 6 Let X be a ternary operator system. Then X is completely
isometric to a TRO.
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