Abstract-In the context of fading channels it is well established that, with a constrained transmit power, the bit rates achievable by signals that are not peaky vanish as the bandwidth grows without bound. Stepping back from the limit, we characterize the highest bit rate achievable by such non-peaky signals and the approximate bandwidth where that apex occurs.
I. INTRODUCTION
T HE bandwidth of wireless systems has been increasing rapidly in order to accommodate ever faster transmission rates. In the cellular arena, signal bandwidths have expanded from tens of kHz in the FDMA/TDMA systems of the 1990s to tens of MHz in contemporary LTE and WiMAX standards, and it is anticipated that the upcoming LTE-Advanced system will feature bandwidths in excess of 100 MHz [1] . In local-area wireless networks, in turn, bandwidths tend to be even higher than in cellular, with the new IEEE 802.11ac version aiming at 160-MHz channelizations [2] . Looking even further beyond, the U.S. National Broadband Plan recommends that 500 MHz of new spectrum be made available for broadband wireless [3] while the International Telecommunications Union calls for 1300 MHz [4] . This relentless growth, compounded by the desire to reduce radiated powers, motivates the interest in understanding the fundamental limits of reliable communications in the wideband regime. This interest has found echo in the literature in recent years, with strong contributions in [5] - [12] . (Earlier important works include [13] - [17] , and comprehensive lists of related references are given in [18, pp. 2636-2638] and in [19] .) It has been established that, while the infinite-bandwidth capacity under an average power constraint is the same with or without fading, the signaling required to achieve it is drastically different. Specifically, the infinite-bandwidth limit with AWGN (additive white Gaussian noise) but no fading equals, in bits/s,
where is the bandwidth, the average received power, and 0 the one-sided noise spectral density. Achieving this limit simply requires that the signal be zero-mean [20] . With fading, the same limit in (2) can be achieved, but only if the signal becomes progressively peaky as the bandwidth grows. In solid, the capacity without peakedness constraints and the rate achievable with a constrained peakedness. In dashed, ∞.
both average and peak power constraints. This work, along with some of the derivations in [5] , constitute the starting points of the present paper.
The qualitative behaviors, as currently understood from various bounds, are illustrated in Fig. 1 . Under an average power constraint, , the capacity increases monotonically with (at the expense of increasing signal peakedness). If the signal peakedness is also constrained, however, the achievable bit rate increases up to some critical bandwidth, ★ , and subsequently decreases to ultimately vanish for → ∞. Beyond ★ , the SNR (signal-to-noise ratio) falls within the region that, as warned in [10, p. 1341] , should be avoided for the allowed peakedness. We use Δ to denote the gap between the highest bit rate achievable with non-peaky signals of interest (at ★ ) and ∞ . The target quantities of our analysis are then Δ and ★ . Informative yet simple expressions that tightly characterize these quantities shall be provided, along with illustrative examples inspired in settings of practical interest to current and future wireless systems.
Besides the ratio / 0 , the quantities Δ and ★ are also determined by the nature of the fading, chiefly its coherencein both time and frequency-and its sparsity. Great care must thus be exercised when modeling the fading, so as to capture the attributes that are relevant while avoiding those that only add unnecessary clutter, with vigilance to recognize points where the models break down. In particular, it is important to distinguish between the wideband and UWB regimes. The effects of multipath propagation manifest themselves rather differently in each of these regimes, and hence distinct modeling approaches to fading are called for. Section II is devoted to reviewing these differences. Section III then introduces the channel model and discusses peaky and non-peaky signals. Section IV presents the main results and illustrates them with examples corresponding to settings of interest to practical systems, and Section V concludes the paper.
II. FADING REGIMES
There are several valid approaches to represent the transmitreceive relationship in a wireless channel. Both the time and frequency domains can be used, with either continuous or discrete abstractions of the medium. We shall favor a timedomain representation, much as in [5] , but also emphasize the equivalence with frequency-domain counterparts in [12] . We abstract the medium as consisting of discrete paths, rather than a continuum thereof, and verify, again by comparison with [12] , that the results are robust to this modeling choice.
From this chosen perspective, the channel consists of multiple propagation paths with time-varying gains and delays. The bandwidth then determines how these paths coalesce into the discrete-time channel impulse response. Specifically, the range of delays between the first and the last paths can be divided in bins of duration 1/ , such that paths within the same bin are not resolved; rather, their gains add up into a common tap gain. As grows, different regimes arise [22] : 1) Narrowband. When is small enough, all the paths arrive within a single delay bin and thus the impulse response contains a single tap. Because of the large number of constituent terms, the sum of all the path gains typically exhibits a complex Gaussian distribution and hence the amplitude of this single tap is Rayleigh (or Ricean). 2) Wideband. For larger , the impulse response features multiple taps. Typically, each tap still maps to a superposition of multiple unresolvable paths and thus the taps continue to fade, although the number of paths per tap may be small enough for the tap amplitudes to depart from Rayleigh/Ricean. A defining property of wideband channels is that their coherence is determined by the interference of propagation paths, which makes the tap gains vary, rather than by resolvable changes in delay. 3) UWB. As keeps growing, the number of propagation paths per tap declines until individual paths become eventually resolvable. For very large , therefore, the intensity of the tap fading abates. Moreover, significant sparsity-smeared at smaller bandwidths-may be observed and hence some of the tap positions may be devoid of power. In contrast with the wideband regime, here coherence is determined by physical paths moving between channel taps. A key distinction between the wideband and UWB regimes is hence in the mechanism that dominates the channel dynamics:
• The propagation paths with the fastest change of delay are those that are either parallel or anti-parallel to the direction of motion. Over a distance , the variation in delay for such paths is / with the speed of light. Thus, a change into an adjacent tap occurs whenever / varies by at least 1/ , i.e., whenever a distance / is travelled.
• The coherence due to variations in the tap gains (caused by shifts in the phases of the constituent propagation paths) is determined by the reciprocal of the Doppler spread. This translates into a coherence distance of / c , where c is the carrier or center frequency.
Therefore, over a distance / , paths move from one tap into another while, over a distance / c , tap gains fade without appreciable variations in the delays. Consequently, if > c , coherence is determined by resolvable changes in delay and the regime is UWB [23] . If < c , conversely, coherence is determined by phase shifts without resolvable delay changes and the regime is wideband.
These boundaries are of course soft and, in fact, the formally accepted definition of UWB [22] , [23] is that either > 500 MHz or > 0.2 c . This convenient definition leaves the wideband regime as one where the tap gains change decidedly faster than the tap delays.
An implication of the above considerations is that infinitebandwidth guidelines obtained using a wideband fading model are called into question simply because this model ceases to hold beyond a bandwidth of several hundred MHz. A finitebandwidth analysis is needed to assess the performance in the range up to a few hundred MHz, while a UWB channel model is needed to assess the behavior beyond this point. In the remainder of this paper, we focus on the wideband regime, which is the one of interest to cellular and local-area systems. UWB shall be treated in a follow-up contribution.
III. MODELING

A. Peakedness
The notion of peakedness is key to the derivations that follow, both with respect to the signals and the fading. Used informally thus far, this notion can be made precise via the kurtosis of the corresponding magnitudes. A large kurtosis indicates that, for a given variance, a random variable exhibits infrequent but extreme deviations-as opposed to frequent but mild ones. The kurtosis of equals
which satisfies ( ) ≥ 1. Besides the kurtosis, other popular measures of peakedness are the peak-to-average power ratio and the cubic metric. The former quantifies the maximum excursion over the average power, i.e.,
whereas the latter is based on the magnitude's third-power, which, applied to certain signals, has been identified as the primary cause of nonlinear behaviors in power amplifiers [1] . Specifically,
B. Peaky and Non-Peaky Signaling
The asymptotic inefficiency of non-peaky signals outlined in the introduction is a direct aftermath of the SNR becoming too low for such signals, as the noise power grows linearly with . Were the signal power allowed to scale with , this inefficiency would be averted [10, p. 1341] ; thus, the asymptotic inefficiency descends as much from the lack of peakedness as it does from the signal power being constrained. In very-short-range UWB systems, it may actually be feasible to scale the power with the bandwidth given that regulatory agencies-the FCC in particular-constrain only the power spectral density of such systems, but not the total radiated power [24] . 2 The analysis in [25] concludes that, under this premise, peaky signals are indeed not needed. In cellular and local-area systems, alas, range is longer and power is a precious commodity. This is evidently true in battery-operated devices, but also in infrastructure units, where the pressure to reduce power is intensifying on account of high utility costs, possible health hazards, and tightening environmental regulations. Reflecting these motivations, we place a constraint on the average received power over the bandwidth . 1) Non-Peaky Signaling: Let us review non-peaky signals of interest to wireless communications. Letting denote a data symbol drawn from a unit-variance distribution, the most relevant such signals are:
• -PSK, where
with an arbitrary phase. All measures of peakedness ( , CM, PAPR) are identically one, rendering -PSK the ultimate non-peaky distribution.
• Square -QAM. Both ℜ{ } and ℑ{ } take values in {
with even. Then,
The cubic metric can be easily computed numerically.
• Circularly symmetric complex Gaussian, where ∼ ℂ (0, 1). The importance of this distribution stems from the fact that it is the only one that achieves capacity at every SNR in unfaded AWGN channels or in fading channels known perfectly at the receiver. For complex Gaussian, = 2 and CM = 9 /16 while PAPR = ∞. All the above distributions (except for BPSK, i.e., the case -PSK with = 2) satisfy
and are therefore proper complex [26] .
3 Table I summarizes their peakedness metrics (or range thereof given all possible cardinalities). Although the Gaussian distribution has PAPR = ∞, it is nonetheless non-peaky. In fact, the tail of the Gaussian distribution can be clipped to an acceptable PAPR with minimal loss in mutual information and with minimal change in kurtosis and in cubic metric. As an example (cf. Table I) , clipping a complex Gaussian such that PAPR = 10 reduces the kurtosis and cubic metric by only 5% and 1.7%, respectively. Thus, despite its infinite PAPR when unclipped, the Gaussian distribution is indeed a fair representative of a non-peaky signal. 2 The total radiated power cannot increase indefinitely, but, even at the maximum spectral density of −41.3 dBm/MHz stipulated by the FCC for unlicensed operation in the U.S., a system utilizing = 7.5 GHz would only radiate about 0.5 mW. For all practical purposes, then, the total power can be regarded as unconstrained. 3 In the case of a vector or sequence , proper complex means Besides the marginal distribution from which individual data symbols are drawn, the peakedness is further determined by the structure of the transmitted sequence:
• Frequency-domain signaling. The transmitted sequence is the inverse DFT of an IID data sequence. The frequencydomain peakedness is that of an individual data symbol while the temporal peakedness is generally higher. Embodied by OFDM (orthogonal frequency-division multiplexing), this is, arguably, the most relevant signaling strategy for wideband channels.
• Time-domain signaling. The transmitted sequence is directly a sequence of IID data symbols and the peakedness in the time domain boils down to that of the individual symbols. The peakedness in the frequency domain is generally higher. Proper complexity is preserved under linear transformations and thus, as long as the original sequence of data symbols is proper complex, the transmitted sequence is also bound to be proper complex in both cases above.
Since what is ultimately of essence, from a practical standpoint, is the peakedness of the analog waveform that transports the discrete transmitted sequence over the air, a final contributor to such peakedness is the pulse shaping.
2) Peaky Signaling: The essence of peaky signaling is to use only a small subset of the available signaling dimensions, thereby lowering the fading uncertainty:
• The quintessential peaky signal is the on-off distribution [6] , [10] 
parameterized by . As shown in [6] (see also [27] ), this distribution achieves capacity on the memoryless Rayleigh-flat-faded channel at low SNR with chosen appropriately. Practical embodiments of this on-off distribution include pulse-position modulation [13] and impulse radio [21] .
• Generalizations of (10) to multiple "on" states are also possible (in fact necessary to achieve capacity for moderate/high SNR in the memoryless Rayleigh-flat-faded channel [6] ).
• Other types of peaky signals can be constructed, e.g., by
having the transmitter burst into action only sporadically while idle the rest of the time [11] , [28] . This corresponds to a non-IID transmitted sequence. In this case, the marginal distribution of the nonzero symbols need not even be peaky; rather, the peakedness results directly from the burstiness. The peakedness measures of the on-off distribution in (10) are also included in Table I . Since, for vanishing SNR, → 0
[6], [10] , [27] , the "on" mass point diverges to infinity for growing and with it all the measures of peakedness.
The contrast between non-peaky and peaky signals is clear: in the former, the peakedness measures are bounded (typically to small values); in the latter, they can be arbitrarily large.
C. Wideband Fading Channels
Let there be propagation paths with independent (complex) gains
ℓ=0 . If d is the largest path delay, the number of channel taps equals˜= ⌈ d ⌉. Depending on its delay, each of the propagation paths maps to one of thẽ taps. Each tap thus groups a subset of the paths, and the composite (complex) gain of the ℓth tap is˜ℓ = ∑ with the summation extending to the corresponding subset. The channel is non-sparse if each tap contains at least one path; otherwise, some of the taps have gain zero and the channel is sparse.
Although the tap gains vary continuously in time, we shall model this variability as piece-wise constant; this reflects the essential notion of coherence and, as will be seen, suffices for our purposes. Denoting by c the time over which the taps remain invariant, the number of symbols per time coherence interval then equals = ⌈ c ⌉. With the above premises, and shifting the carrier frequency to baseband, a time-domain representation of a wideband channel is =0 are IID (independent identically distributed) complex Gaussian noise samples with zero mean and variance 0 , i.e., ∼ ℂ (0, 0 ). The signal spillover between consecutive coherence intervals can be neglected as long as d ≪ c , which is a premise of our analysis as will be exemplified in Section IV. This condition is equivalent to the "underspread" notion in [12] . Under this premise, the edge effects associated with the linear convolution between { } −1 =0 and {˜ℓ}˜− 1 ℓ=0 become negligible and (11) can be interpreted as a circular, rather than linear, convolution [29] . Hence, the index ( −ℓ) in (11) should be taken to be modulo .
For the average received power in (11) to equal ,
which, for IID sequences, becomes
The tap gains are drawn independently for each coherence interval and can be safely modeled as circularly symmetric (and thus proper complex). The average power of the ℓth tap is denoted by ℓ = [|˜ℓ| 2 ], such that ∑˜− 1 ℓ=0 ℓ = 1. If the channel is non-sparse, then ℓ > 0 ∀ℓ. In the wideband regime, the discrete PDP (power delay profile), { ℓ }˜− 1 ℓ=0 , is stable over multiple coherence intervals and thus can be reasonably assumed known at the receiver. This stability, coupled with 
, ensure that mutual informations averaged over the fading correspond-asymptoticallyto achievable bit rates.
The existence of multiple taps in the time domain causes selectivity also in the frequency domain. Multiple definitions of coherence bandwidth are possible as a function of d and of the PDP, { ℓ }˜− 1 ℓ=0 . Since we operate directly with these timedomain quantities, the exact definition of coherence bandwidth is immaterial to our analysis. At the same time, it is a useful tool to interpret the results and we thus introduce c = 1/ d and use this common definition of coherence bandwidth in lieu of the reciprocal of d . Note, though, that this does not mean that our model corresponds to ⌈ / c ⌉ equal-size frequency bands fading independently (as in, e.g., [9] , [11] ). Our model is fully general as far as frequency selectivity is concerned.
Connecting the notions of coherence in the time and the frequency domains, the product c c emerges as a key indicator: it is (roughly) the number of signaling degrees of freedom over which the fading remains coherent. For large , the roundings in the definitions of and˜become inconsequential and we can simply write˜= d and = c . Regardless of how the propagation paths are grouped into the˜taps, a quantity that shall prove relevant is the kurtosis of the aggregate fading, (| ∑ −1 ℓ=0 ℓ |). Note that this quantity does not depend on , i.e., on the resolution with which the channel is observed, but rather is an intrinsic feature of the channel model. Table II gives kurtosis expressions for the most common fading distributions [30] , and we observe that 1 ≤ (| ∑ −1 ℓ=0 ℓ |) ≤ 3. Finally, and for later reference, we impose on the tail of the aggregate fading the technical condition that prob.
for some constant > 0. This condition is met by all fading distributions of interest.
IV. Δ AND ★ WITH NON-PEAKY SIGNALING
In this section, we characterize the gap Δ between the bit rate achievable with non-peaky signals and ∞ in (2), as well as the critical bandwidth ★ where ∞ −Δ is achieved. The results are rather general, encompassing both frequency-and time-domain signaling with either complex Gaussian symbols, -PSK (except BPSK) or -QAM.
A. Non-Sparse Channels
Proposition 1 Consider the channel model in (11) =0 is an IID sequence of complex Gaussian symbols. 4 When
=0 is an IID sequence of symbols that are either -PSK (except BPSK) or -QAM, the same result applies with only the addition of a lower-order term. Precisely (cf. Appendix B),
) . Drawing parallels with the continuous-fading derivations in [12] , it is shown in Appendix B that the block-fading structure in our model is worst-case for a given coherence, and thus smoother dynamics could only shrink Δ further. Likewise, the assumption of independent path fading in our model is intuitively worst-case; lack of independence, possible for sufficiently large bandwidths [22] , would only lessen the fading uncertainty.
Corollary 1 As a share of the infinite-bandwidth capacity, Δ with frequency-domain signaling satisfies
which, remarkably, does not depend on / 0 , but solely on the coherence and kurtosis of the fading.
As in the case of Proposition 1, a lower order term ( √ log( c c )/ c c ) should be added for time-domain signaling with -PSK (except BPSK) or -QAM.
Since, very often, | ∑ ℓ ℓ | is Rayleigh distributed, a particularly relevant instance of Corollary 1 is given by the following.
Corollary 2 Let
In that case, with frequency-domain signaling,
Particularizations of Corollary 1 to other fading distributions are straightforward by referring to Table II. Having characterized Δ , let us now turn our attention to ★ . In contrast with the foregoing results, for which the tap gains were circularly symmetric but otherwise arbitrarily distributed, the characterization of ★ is specific to Rayleigh fading. (11) 
Proposition 2 Consider the channel model in
Corollary 3 Under the conditions of Proposition 2, the SNR at bandwidth
★ satisfies √ log ( c c )
where 3 and 4 are lower-order terms in c c .
B. Examples
Using the foregoing expressions, we can now quantify how well non-peaky signals perform in settings of interest. In particular, we examine extreme cases. (The label "approximate" is used whenever lower order terms are neglected.) Example 1, applicable to a high-speed train, is close to a worst-case scenario for non-peaky signals. In contrast with Δ / ∞ and with the SNR at the critical bandwidth ★ , quantifying such ★ requires / 0 , which in turn depends on a number of quantities (transmit power, antenna gains, pathloss and shadow fading, etc). Rather than postulating values for all these quantities, let us consider the following from current system designs:
• For cell-edge users, / 0 is on the order of 10 7 . This translates to (approximately) ★ ≤ 250 MHz in Example 1.
• For users not on the cell edge, / 0 ≫ 10 7 and thus ★ lies beyond the range where the wideband analysis holds. As far as the wideband regime goes, peakedness constraints do not prevent the bit rate of these users from increasing monotonically with . For the final example, a vehicular scenario, we posit a specific PDP and signaling scheme so as to be able to graphically illustrate the results. To complete Example 3 we add that, without fading, the AWGN capacity at = 52 MHz and = 365 MHz would be, respectively, 13.2 Mb/s and 14.2 Mb/s. In turn, ∞ = 14.4 Mb/s. At the correct bandwidth, QPSK signals can achieve at least 12.9 Mb/s, remarkably close to these marks.
C. Impact of Sparseness
Let us now consider the possibility that some taps have negligible power relative to the total power in the channel 5 Note that the rightmost part of Fig. 2 extends beyond the wideband regime. The bounds are then intentionally dimmed as they correspond to models that might not be representative at those bandwidths.
response. Regarding such taps as identically zero, let ∈ (0, 1] indicate the share of remaining taps, i.e., the share of taps where the power is strictly positive. For moderate bandwidths, ≈ 1. For bandwidths exceeding (roughly) 1 GHz, indoor channel measurements [32] , [33] have shown a slightly sub-linear increase of the observable number of paths as the bandwidth increases and thus may diminish slowly. (Practical measurements of the number of paths involve a threshold and [32] , [33] , specifically, count the paths that hold 60 -90% of the power in the channel response.) For outdoor channels, there is no conclusive data yet as to the degree of sparseness for large bandwidths.
As shown throughout the Appendix, the effect of sparseness on our results is that the role of the coherence product c c is played by c c / . Hence, sparseness simply amplifies the coherence and, as intuition would have it, reduces the fading uncertainty. With sparseness, Δ shrinks further and the bandwidth range where ★ is to be found shifts higher.
V. CONCLUSION
In light of the analysis in Section IV, we can revisit the questions posed in the Introduction. Using the characterizations provided for Δ and ★ , the following can be observed for a broad range of relevant non-peaky signals:
• Under current transmit power levels, only for very extreme outdoor settings (high-velocity, no sparsity, celledge location) does ★ fall within the confines where wideband models apply. For all other settings, including all indoor settings, ★ falls well into the UWB regime and thus the rate achievable by non-peaky signals increases monotonically with the bandwidth as far as the wideband regime is concerned.
• Even for those extreme settings where ★ falls within the wideband regime, a large share of the infinite-bandwidth capacity can be achieved (upwards of 82%, cf. Example 1).
• The achievable share of the infinite-bandwidth capacity does not depend on the power. Hence, if the transmit power levels were reduced markedly, ★ would shift down but the achievable share of the infinite-bandwidth capacity would remain large. As ratified by the expressions for Δ and ★ , the above conclusions are largely a consequence of the relatively high coherence exhibited by wireless channels and synthetically represented in our analysis by c c / . (In consistence with the findings in [5] and [34] , the sparsity is seen to play as important a role as c and c in the wideband behavior.) Our analysis shows that the coherence is high enough to essentially nullify, within the wideband regime, the pessimistic observations that can be made about the performance of nonpeaky signals by letting → ∞.
It must be noted that, like in all former wideband analyses, we have presumed that 0 does not depend on . This assumption, natural in noise-limited conditions, may be called into question in interference-limited conditions, where 0 may diminish as grows if the total interference power is held constant. This could only shrink Δ and increase ★ , thereby reinforcing our findings even further.
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APPENDIX
For later use, we first establish lower and upper bounds on ( ) for the channel in (11) 
The first term in (21) is the mutual information with fading coefficients {˜ℓ} perfectly known by the receiver. We evaluate this term in the frequency domain: applying the DFT to both sides of the circular convolution in (11) we obtain, expressed in vector form, The second term in (21) , in turn, is upper-bounded by the value it would take if the tap gains were complex Gaussian, i.e., if˜ℓ ∼ ℂ (0, ℓ ) [5] . Again interpreting (11) as a circular convolution, we may define a ×˜circulant matrix Ξ whose ( , )th entry equals − (modulo ) and a diagonal PDP matrix Λ whose (ℓ, ℓ)th entry is ℓ and write
where (24) and (26) follow from Jensen's inequality and (27) follows from the power constraint in (12) and from ∑ ℓ ℓ = 1. Altogether, (21) is seen to give, with normalization by to convert the units to bits/s/Hz,
(28) from which, using c c = /˜to express things as function of the coherence time and coherence bandwidth, the corresponding rate in bits/s satisfies ( ) ≥ LB ( ) with
) .
(29) We note that, if the channel were sparse and only a share of the taps were nonzero, then (29) would apply with c c replaced by c c / .
Next, we further elaborate on (29) for the cases of frequency-and time-domain signaling.
A. Frequency-Domain Signaling
If { } is the inverse DFT of an IID data sequence, then (22) corresponds to parallel fading channels with an input distribution determined by the format from which the data symbols are drawn. The fading coefficient for the th such parallel channel equals the th diagonal entry ofH, i.e., ∑ ℓ˜ℓ −j2 ℓ / , whose distribution is equal for every because of the circular symmetry of the {˜ℓ}. Thus, we may focus on = 0 without loss of generality to see that 1 ( ; |H) equals the mutual information of a channel with
where ℐ(⋅) is a place-holder for the mutual-information function of the corresponding signal distribution:
• If the data symbols are complex Gaussian, then ℐ CN ( ) = log 2 (1 + ) and
which, in the case that ∑ −1 ℓ=0 ℓ ∼ ℂ (0, 1), further particularizes to
where 1 (⋅) is the exponential integral
• If the data symbols are -PSK, then
where
with integration over the complex plane and with
For -QAM, (34) holds with ℐ −PSK (⋅) replaced by the corresponding mutual information function, ℐ −QAM (⋅). Since all the aforementioned symbol distributions (except BPSK) are proper complex, they all satisfy [10] 
and thus (30) expands as
where we have used [| ∑ Moreover, for all the aforementioned distributions (except BPSK) we also have that
and hence we can obtain from (30) a further lower bound
B. Time-Domain Signaling
If { } is an IID complex Gaussian sequence, is also IID complex Gaussian and the results in Appendix A hold. For IID sequences with other distributions, no such tractable expressions for ( ; |H) are forthcoming. However, an expansion applicable to IID sequences of -PSK (excluding BPSK, which is not proper complex) or -QAM symbols is given in [35, Thm. 3 
. Since { } is IID, its DFT satisfies cov( ) = . With a modicum of algebra, and leveraging the circular symmetry of the path gains, it can be verified that, in our model,
and
Using (41), (43), (45) and (29) is seen to expand also in this case as (38). Thus, the lower bound expansions for frequency-and time-domain signaling coincide. The only difference is that, in the case of frequencydomain signaling with the signals of interest, dropping the nuisance term (1/ ) yields the further lower bound LB2 in (40).
To upper-bound ({ }; { }), consider again (20) . The first term is upper bounded by the value it would take if the noiseless channel output were IID complex Gaussian with variance / , i.e., ( { }; { }, {˜ℓ}
Under Rayleigh fading, i.e., with˜ℓ ∼ ℂ (0, ℓ ), the second term in (20) equals the right side of (23) and
where, recall, Ξ is a ×˜circulant matrix whose ( , )th entry equals − while Λ is a˜×˜diagonal matrix whose (ℓ, ℓ)th entry equals ℓ . If the channel is sparse, then Λ must be shrunk by removing diagonal entries that are zero, and Ξ must be shrunk accordingly.
If { } is the inverse DFT of an IID sequence of -PSK data symbols, then the last term in (47) further simplifies as shown in [25, Prop. 2] . Couched in our notation, the upper bound with IID frequency-domain -PSK and Rayleigh-faded taps becomes
If the channel had sparsity , then (48) would apply only with c c and˜replaced by c c / and˜, respectively.
C. Frequency-Domain Signaling
As shown in Appendix A, under frequency-domain signaling with the signals of interest, ( ) ≥ LB2 ( ) with LB2 ( ) given in (40). The qualitative behavior of LB2 ( ) is the one portrayed in Fig. 1 for non-peaky signals. Note that the value of LB2 ( ) for any serves as a lower bound on ( ★ ). Rather than computing the bandwidth at which LB2 peaks, which would entail a numerical optimization, we simply seek a bandwidth that lies in the vicinity of that peak and that can be expressed analytically. We can distinguish three different regimes in the behavior of LB2 ( ):
1) is such that / 0 ≫ 1 or / 0 ≈ 1. In both these cases, the first term in (40) dominates over the second and LB2 ( ) increases monotonically with . 2) such that / 0 ≪ 1 while either / 0 ≫ 1/ c c or / 0 ≈ 1/ c c . In this regime, both terms in (40) are relevant. Rearranged in a more convenient form, (40) becomes
which is not monotonic in . Thus, the peak of LB2 ( ) must lie within this range. 3) such that / 0 ≪ 1 and / 0 ≪ 1/ c c . In this regime, (40) yields
which decreases monotonically with . We henceforth focus our attention on the second regime, defined by (49). Before proceeding with the analysis, though, it is worthwhile to pause briefly and contrast (49) 
where (52) corresponds to the worst-case scattering function: doubly rectangular, (49) and (52) identical. The rectangular shape in the delay dimension of (⋅, ⋅) that leads to (52) is the continuous counterpart to the uniform PDP that leads to (23) . As far as the Doppler dimension, (49) and (52) evidence that a rectangular Doppler spectrum renders the block-and the continuous fading models equivalent (at least up to (1/ )). The same equivalence has been observed in narrowband analyses [36] , suggesting that this relationship may hold with some generality. Differentiating (49) and denoting by ★ LB the sought bandwidth at which LB2 peaks, such 
and thus, by inspection,
With this expression for Recall that LB2 ( ), evaluated at any , yields a lower bound on ( ★ ). At the bandwidth given by the right side of (55) in particular, (49) becomes
which can be further lower-bounded by a more compact expression as follows:
where, in (57), we used (⋅) ≥ 1 and, in (59), we used the fact that, for ≥ 1,
(60) The difference between ∞ and (59) gives the claim of Proposition 1.
D. Time-Domain Signaling
In the case of time-domain signaling, ( ★ ) is still lower bounded by (59) only with the addition of a nuisance term. To see that, take as a starting point (38) in Appendix A. Since, evaluated at any bandwidth , (38) yields a lower bound on ( ★ ), we can simply evaluate it at the bandwidth defined by the right side of (55). The resulting lower bound equals (59) plus a nuisance term ( √ log( c c )/ c c ). Hence, Proposition 1 holds only with a nuisance term of the same order.
As shown in Appendix B, at bandwidth
the rate under Rayleigh fading is lower bounded by (59) 
In turn, an upper bound on ( ) under Rayleigh fading is given in Appendix B, Eq. (47). In order to bracket ★ , we want to find two bandwidths, − and + , for which the upper bound on ( ) equals the right side of (63); ★ must necessarily lie between such − and + . Furthermore, the higher that the right side of (63) is, the tigher the bracketing of ★ . That is, the closer that (61) approximates the peak of the lower bound, 
where (65) follows from replacing the diagonal matrix Λ, whose (ℓ, ℓ)th entry is ℓ , by an identity matrix scaled by min such that min ≤ ℓ ∀ℓ, 7 while ℓ {⋅} in (66) denotes the ℓth eigenvalue of a matrix. Since Ξ is circulant with ( , )th entry equal to − , it follows that
and thus 
where, in (73), we used log (1 + ) = − 2 /2 + ( 2 ). Note that, by definition, is independent of the actual value of , and thus of c c .
Recall that, to bracket ★ , we want to find two bandwidths, − and + , for which the upper bound in (73) equals the right side of (63). More precisely, given that (73) and (63) are order expansions, we want to find the bandwidths − and + for which these order expansions coincide. By inspection we observe that this occurs if − and + are such that 
we can further rewrite (75) as 
with the two values of given in (79). As argued earlier, we can claim that − ≤ ★ ≤ + .
