To be able to maintain the tuna fishing activities, many studies are proposed to assist the fishermen to find the tuna potential fishing zones (PFZ). Determining the oceanographic feature of tuna PFZ is one of the main tasks to predict the tuna PFZ. Different kind of tuna dwell in different habitat, that is why in this research, the feature selection for the oceanographic parameters will be conducted each for specific kind of tuna. One of the most promising feature selection methods is the Sequential Forward Floating Selection (SFFS). Our contribution in this paper is to propose a framework of oceanographic feature selection for Albacore tuna PFZ and Bigeye tuna PFZ utilizing the SFFS method. The experimental results have shown that Albacore and Bigeye PFZ are influenced by different oceanographic feature and SFFS yields a good accuracy of PFZ prediction that reaches 88.81%.
Introduction
Based on the data statistics of Directorate General of Fishery Product Processing and Marketing, The Minister of Marine Affair of Indonesia, tuna is the main export commodity in Indonesia to the European Union. The number of Indonesian tuna exports to the European Union in 2012 reached 32% of Indonesian fishery [1] . Tuna has a wide variety of species, including Albacore or longfinned, Yellowfin, Bigeye, and Bluefin tunas. The most high commodities are Bigeye and Albacore tunas [1] . To be able to maintain the tuna fishing activities, many studies are proposed to assist the fishermen to find the tuna potential fishing zones (PFZ). Starting from the fishing management study [2] , the prediction of tuna potential fishing zone (PFZ) [3] , [4] and also the study of oceanographic parameter that affect the prediction of tuna PFZ [5] .
Determining the oceanographic feature of tuna PFZ is one of the main tasks to predict the tuna PFZ. Oceanographic feature describes the value of each of oceanographic parameters used in the tuna PFZ prediction. Variations of oceanographic conditions affect the distribution of fish resources [6] . Several oceanographic features that affect the fish habitat are sea surface chlorophyll-a (chl-a), sea surface temperature (SST), sea current, and salinity. Chl-a value show the level of fertility, the higher value of chl-a indicates the more fertile the aquatic environment is. SST is an indicator of physical oceanography which is also used as an indicator of potential areas of fish resources. This is due to many types of fish caught at certain temperatures depend on its habitat. Sea current is the flow of water in the sea that carries the sun's heat. Currents can be measured indirectly by measuring other parameters and using these to calculate the current speed and direction. Salinity is a measurement of salt content in the sea water. The average ocean salinity is 35 , this means that in every 1000 grams of seawater, 35 grams is salt.
It is not easy to determine the relevant oceanographic parameters for each kind of tuna. Different kind of tuna live in different habitat, that is why in this research, the feature selection for the oceanographic parameters will be carried out for appropriate kind of tuna. We are going to find out which one of these oceanographic parameters that is more relevant to the Albacore tuna PFZ and Bigeye tuna PFZ. The use of an algorithm that selects a subset of features is necessary, due to the curse of dimensionality. The more features we use, the more sparse the data such that accurate estimation of the classifier's parameters becomes more difficult. An algorithm that selects a subset of features, which minimize the classification error, is called a wrapper [7] .
Feature selection can be defined as a search problem to detects an optimal feature subset based on the selected measure. The best feature set is obtained by adding and/or removing a feature to the current feature set, which is called as forward or backward selection process. In forward selection process, the starting point of current feature set is an empty feature set then successively built up. While the backward selection, the starting point of the current feature set is the whole feature set then successively eliminate the worst feature [8] . One of the most promising feature selection methods is the Sequential Forward Floating Selection (SFFS). The SFFS consists of a forward (insertion) step and a conditional backward (deletion) step that partially avoids the local optima [9] .
Our contribution in this paper is to propose a framework of oceanographic feature selection for Albacore tuna PFZ and Bigeye tuna PFZ utilizing the SFFS method.
Feature Selection

Sequential Forward Selection (SFS)
Sequential Forward Selection (SFS), proposed by Whitney [10] , starting from an empty set, the feature set is iteratively updated by adding a new feature, which results in maximal score, in each step.
These methods are used as wrapper feature selection methods such that the criterion function is evaluated using an actual classifier. They are greedy search algorithms, as they always exclude or include the most promising feature. The feature sets found by SFS are nested, i.e., each feature set found by them is a subset of each larger feature set found earlier or later in the search.
Sequential Forward Floating Selection (SFFS)
SFFS algorithm finds the optimal feature set by inclusions, which combines a new feature with the current feature set, followed by exclusions, which removes the worst feature from the feature set.
The SFFS algorithm can be considered as extension of the simpler SFS algorithm. In contrasts to SFS, the SFFS algorithm can remove features once they were included. It is important to emphasize that the removal of included features is conditional. The Conditional Exclusion in SFFS only occurs if the result in feature subset is assessed as better by the criterion function after removal of a particular feature.
Let k be the number of current feature, Y is the complete set of feature, X k is the current feature set. Initially k = 0, X k is the empty set, and the maximum score of the optimal feature set is J(X k ) = 0.
Step 1: Inclusion. Find a feature x + ∈ Y − X k to be included in X k , x + is the most significant feature in Y − X k with respect to the X k . Once x + is selected, it is combined with X k to form a new feature set X k+1 , so X k+1 = X k + x + . Set k = k + 1 and proceed to step 2.
Step 2: Conditional exclusion. To avoid the local optima, after the inclusion of a feature, a conditional deletion step is examined. In exclusion step, we find the least significant feature
− from X k+1 to form a new feature set X k , which X k = X k+1 − x − , and then proceed to step 3.Otherwise, if J(X k+1 − x − ) <= J(X k ), return to step 1.
Step 3: Termination. Set k = k − 1, if k is equal the desired number of feature, then stop. Otherwise, set X k = X k , J(X k ) = J(X k ) and return to step 1.
Previous Works
Sadly et al. [11] proposed knowledge-based expert system models that works based on geographical information systems (GIS) to predict the fishing ground spots. Oceanographic informations used in that study are SST, chl-a, and turbidity which are extracted from MODIS Aqua. In the study, Sadly et al. use all the three features without selection. The feature usage was based on the expert knowledge suggestion. However in reality, the factors which affect the fish habitat of one species with another species are different [6] . Therefore, it requires an analysis of the oceanographic features that have a correlation with the fish habitat for each species particularly.
In the previous studies [5] , determining the related features has been done by testing several combination of oceanographic feature sets. Then, the feature set that yields a high prediction accuracy has been chosen. The feature set combinations that being tested are f 1: chl-a and SST features; f 2: chl-a, SST, and ocean current in two directions (meridional (u) and zonal (v)); f 3: chl-a, SST, and salinity; and f 4: chl-a, SST, salinity, and ocean current. The last combination (f 4) gives the best result, which is 82.32% using Decision Tree classification. In addition to discover the best relevant feature to the Albacore tuna PFZ [5] , in this research we also wish to discover the best relevant feature to other tuna species such as Bigeye tuna.
Methodology
The overall methodology to select a feature set of oceanographic data is shown in Figure 1 . It begins with the inputs of oceanographic data and ground truth of PFZ. The oceanographic data consist of six features including chla, SST, ocean current, and salinity. The ocean current data contains of two different surface current wind direction and its resultants (r), which are based on meridional (u) and zonal (v) wind direction. PFZ ground truth obtained by cluster the fish catch data using A Spatio Temporal Grid Density Based (ST- Figure 1 : Framework of Feature Selection on Oceanographic Data AGRID) clustering algorithm [3] , [4] . The oceanographic feature and ground truth are combined based on its spatial location (longitude and latitude) and time using multiple data record linkage method [12] . Next, we do a feature selection process, in this experiment we use SFS algorithm as a baseline method and compared the result with the SFFS result.
Feature Selection
SFS
SFS starts with an empty feature subset and sequentially adds features (chla, SST, current r, u and v, salinity) from the whole input feature space to this subset until the subset reaches a desired (user-specified) size. For every iteration, the whole feature subset is evaluated (expect for the features that are already included in the new subset).
The evaluation is done by the criterion function which assesses the feature that leads to the maximum performance improvement of the feature subset if it is included. Note that included features are never removed, which is one of the biggest downsides of this algorithm.
SFFS
Input: The set of all features, Y = y 1 , y 2 , ..., y d
The SFFS algorithm takes the whole feature set as input. In our experiment, the feature space consists of 6 features (d = 6). Output: A subset of features, X k = x j |j = 1, 2, ..., k; x j ∈ Y, where k = (0, 1, 2, ..., d)
The returned output of the algorithm is a subset of the feature space of a specified size. E.g., a subset of 3 features from a 6-dimensional feature space (k = 3, d = 6).
We initialize the algorithm with an empty set, so that the k = 0 (where k is the size of the subset).
Step 1 (Inclusion):
Step 2 (Conditional Exclusion):
In step 1, we include the feature from the feature space that leads to the best performance increase for our feature subset (assessed by the criterion function). Then, we go over to step 2. In step 2, we only remove a feature if the resulting subset would gain an increase in performance. We go back to step 1. Steps 1 and 2 are repeated until the Termination criterion is reached. Termination: Stop when k equals the number of desired features.
We use the average recall (AR) [9] as the criterion function. AR is the unweighted average recall of each class. Let A be a contingency matrix, where A ij is number of instances of class i that are classified as j and let K be the number of classes, then AR =
Classification and Evaluation
After the best feature set is obtained, we use KNN-classification to evaluate the prediction of PFZ. Accuracy value is calculated based on the ratio of the number of correct prediction with total data [5] . This evaluation process repeated 100 times using bootstrap. The overall accuracy is calculated based on the average.
Experiment and Result
Experiment
The experiment was conducted using oceanographic data during 2000 until 2004. The chl-a and SST data were extracted from MODIS Aqua sensor. The ocean current was obtained from the Altimetry sensor that is available in Ocean Surface Current Analyses Real time-National Oceanic and Atmospheric Administration (OSCAR-NOAA) [13] . Salinity data was gathered from the National Oceanographic Data Center-National Oceanic and Atmospheric Administration (NODC-NOAA). Fish catch data of Albacore and Bigeye tunas were obtained from PT Perikanan Nusantara, and based on the fish catch data, the PFZ ground truth was generated using ST-AGRID clustering method.
The study area was approximately in the Indian Ocean with geographic coordinates ranging from latitude 16.56 -2S and longitude 100.49 -140E. There were 1,271 catch points on Albacore data, while on Bigeye data there were only 272 catch points. The experiment utilized SFFS algorithm to select the feature sets and compared with the SFS algorithm. For both algorithms, a tuning parameter of the maximum number of features to be selected was done, we used the value of 2, 3, 4, 5, and 6.
Result
The accuracy of Albacore PFZ on the maximum number of feature selected is shown in Figure 2 (a). The SFS feature selection method in tuna Albacore yields the best prediction accuracy 88.70%, while for the SFFS feature selection method yields 88.81% for the prediction accuracy. Figure 2 (b) showed the accuracy of Bigeye PFZ on the maximum number of feature selected. The SFS feature selection method in tuna Bigeye yields the best prediction accuracy 62.13%, while for the SFFS feature selection method yields 62.60%. Table 1 showed the experiment result with SFS, the most influential features that are relevant for the Albacore PFZ are the current r, chl-a, current u and current v, while for the SFFS are SST, chl-a, and current v. Feature selection using SFS on the Bigeye tuna data showed that features current u, chl-a, and SST contribute the best accuracy of PFZ prediction, while using SFFS method, the best features set are current v and chl-a. From the experimental results showed that the accuracy of Bigeye PFZ is smaller than Albacore PFZ, this is due to the least amount of Bigeye data volume. In order to increase the accuracy of prediction, the more data training is required. 
Conclusion
One of the phase in prediction of tuna PFZ so called feature selection was successfully conducted. The SFFS algorithm was evaluated to select the best potential features which describe the most relevant feature in accordance of tuna PFZ. The evaluation also covers a comparison with the baseline SFS method. Based on the experimental results, we have drawn several conclusions: (1) Feature selection using SFFS can achieve better accuracy on PFZ prediction than SFS method. Compared to the SFS, the SFFS algorithm can remove features once they were included, so that a larger number of feature subset combinations can be sampled. (2) The best features to predict Albacore PFZ are current v, chl-a, and SST. (3) While, the best features for Bigeye PFZ prediction are chl-a and current v.
