We present the results of 325 MHz GMRT observations of a super-cluster field, known to contain five Abell clusters at redshift z ∼ 0.2. We achieve a nominal sensitivity of 34 µJy beam −1 toward the phase centre. We compile a catalogue of 3257 sources with flux densities in the range 183 µJy − 1.5 Jy within the entire ∼ 6.5 square degree field of view. Subsequently, we use available survey data at other frequencies to derive the spectral index distribution for a sub-sample of these sources, recovering two distinct populations -a dominant population which exhibit spectral index trends typical of steep-spectrum synchrotron emission, and a smaller population of sources with typically flat or rising spectra. We identify a number of sources with ultra-steep spectra or rising spectra for further analysis, finding two candidate high-redshift radio galaxies and three gigahertz-peaked-spectrum radio sources. Finally, we derive the Euclidean-normalised differential source counts using the catalogue compiled in this work, for sources with flux densities in excess of 223 µJy. Our differential source counts are consistent with both previous observations at this frequency and models of the low-frequency source population. These represent the deepest source counts yet derived at 325 MHz. Our source counts exhibit the well-known flattening at mJy flux densities, consistent with an emerging population of star-forming galaxies; we also find marginal evidence of a downturn at flux densities below 308 µJy, a feature so far only seen at 1.4 GHz.
INTRODUCTION
Deep radio surveys of the extragalactic source population are powerful tools with which to probe a wide range of source populations across a variety of environments and redshifts. In previous decades, optical surveys have been preferred for the study of the formation, interactions and evolution of galaxies. However, radio emission is important for galaxy population studies, as the synchrotron emission is a clear indicator of magnetic fields from star formation and active galactic nuclei (AGN). Additionally, the radio emission is AGN (for example Condon 1984 , Becker et al. 1994 , Condon et al. 1998 , Gruppioni et al. 1999 , Afonso et al. 2005 , Bondi et al. 2008 .
Moving to fainter flux densities, the contribution from starforming galaxies (SFG) and radio-quiet (RQ) AGN become increasingly important, and these sources are believed to dominate at S 0.1 mJy (for example Richards et al. 1999 , Muxlow et al. 2005 , Padovani et al. 2007 , Mainieri et al. 2008 , Ibar et al. 2009 , Padovani et al. 2009 , Bonzini et al. 2013 , Padovani et al. 2015 . The physics of low-luminosity SFG is still poorly understood; allsky surveys are too shallow to recover sufficient numbers of these faint sources to infer much detail. Increasingly deep surveys such as the VLA-COSMOS survey (for example Schinnerer et al. 2004 ) as well as smaller, deep fields (e.g. Morganti et al. 2004 ) have recovered sources down to ∼ µJy flux densities at 1.4 GHz. Radio emission from SFG is comprised of two components: synchrotron emission dominates at low frequencies, whereas thermal bremsstrahlung (free-free emission) from the ionized interstellar medium dominates at higher frequencies (for example Condon 1992 , Bressan et al. 2002 , Clemens et al. 2008 . Whilst synchrotron emission presents itself with typical spectral index 1 of α −0.8, free-free emission has a flatter spectrum (typically α −0.1). In addition to these features at high frequency, SFG spectra exhibit a number of other features below 1 GHz, with bends and inversions detected in some spectra (Clemens et al. 2010 ).
Surveys at low frequencies (for example Wieringa 1991 , Garn et al. 2008a , Garn et al. 2008b , Sirothia et al. 2009 , Owen et al. 2009 , Sirothia et al. 2010 , Mauch et al. 2013 , Smolčić et al. 2014 ) open a new window for study, offering a number of advantages over their higher-frequency counterparts. Low-frequency observations are powerful at detecting (ultra-)steep spectrum sources, which are often galaxies at high redshift (Miley & De Breuck 2008 and references therein) . Low-frequency observations also enable detailed studies of the radio synchrotron spectral index, which allows for more precise characterisation of the source properties.
In this work, we present the results of a deep 325 MHz continuum survey of a super-cluster field, performed using the Giant Metrewave Radio Telescope (GMRT) and carried out as part of the Super-Cluster Assisted Shear Survey (Super-CLASS). The remainder of this paper is divided as follows: we firstly introduce the Super-CLASS project in §1.1; subsequently we detail the observations and data reduction methodology in §2. We present our results in §3, including a sample from our source catalogue; we verify the catalogue and analyse the statistical properties in §4. In §5 we derive the spectral index distribution and identify sources with steep and/or inverted spectra for further study, which may constitute ultra-steep spectrum radio sources or gigahertz-peaked spectrum radio sources. We derive the source counts distribution from our catalogue, as well as evaluate the various bias and incompleteness corrections that must be applied, in §6. Finally, we draw our conclusions in §7. All errors are quoted to 1σ . We adopt the spectral index convention that S ∝ ν α where the radio spectral index α < 0. We assume a concordance cosmology of H 0 = 73kms −1 Mpc −1 , Ω m = 0.27, Ω Λ = 0.73. At a redshift of z = 0.2, representative of the constituent clusters of the Super-CLASS super-cluster, an angular size of 1 arcsecond corresponds to a physical size of 3.2 kpc.
1 Adopting the convention S ∝ ν α .
The Super-Cluster Assisted Shear Survey
Weak lensing in the radio regime is emerging as promising cosmological probe, as many of the issues which strongly affect optical lensing studies (such as atmospheric effects and anisotropic PSFs) are negated by shifting to radio wavelengths. While measurements of cosmic shear on scales of 1 − 4 degrees have been made at radio wavelengths (for example Chang et al. 2004 , and see also Patel et al. 2010 ) previous shear surveys have been severely limited by resolution, field of view, and low source counts. A large, highresolution catalogue is required to disentangle the shear signal (a factor ∼ 0.01) from intrinsic source ellipticity (typically ∼ 0.3). Recent work by Demetroullas & Brown (2016) has demonstrated that biases in shear measurements can be mitigated by cross-correlating both radio and optical survey data Of the current generation of instruments, perhaps the best suited to studies of cosmic shear is the expanded Multi-Element Remote-Linked Interferometer Network (e-MERLIN). A number of legacy surveys are currently underway with e-MERLIN, including the Super-CLASS project 2 .
Super-CLASS is a wide-area, deep e-MERLIN legacy survey at L-band (reference frequency 1.4 GHz) targeting a region of sky known to contain five moderate-redshift (z ∼ 0.2) Abell clusters -A968, A981, A998, A1005 and A1006 (Abell et al. 1989) . Some observational properties of these clusters are listed in Table 1 . Hereafter this region is referred to as the Super-CLASS field. The principal goal of the project is to detect the effects of cosmic shear in a super-cluster environment, where the increased level of structure should allow for a statistically significant detection of shear over a wide range of scales. However, a number of ancillary science goals exist, such as investigation of polarization properties of AGN and SFG, studies of cosmic magnetism in cluster-and super-cluster environments, classifying the galaxy population in the super-cluster, and detailed studies of the radio source population at µJy flux densities.
A wide range of other instruments are involved, including the Karl G. Jansky Very Large Array (JVLA) and LOw-Frequency Array (LOFAR; van Haarlem et al. 2013 ) in the radio band, and a number of optical and mm-/sub-mm wavelength telescopes. The weak lensing component of the survey is similar in manner (although with lower source densities and on a smaller field) to those that may ultimately be conducted by the Square Kilometre Array (SKA; http://skatelescope.org). For more details on weak lensing with the SKA see for example Brown et al. (2015) . See Harrison et al. (2016) for cosmology forecasts from weak lensing with the SKA; for simulated catalogues see Bonaldi et al. (2016) .
OBSERVATIONS & DATA REDUCTION

Observing Details
The Super-CLASS field was observed in 2014 January using the GMRT over the course of five nights, under project code 25_052 (P.I. Scaife, A.) . At 325 MHz, the GMRT has a large primary beam full width at half-maximum (FWHM) of 84 arcminutes. To achieve as close to uniform coverage as possible across the e-MERLIN survey area while retaining efficiency, the Super-CLASS field was covered in six close-packed pointings, summarised in Table 2 . The GMRT was used with the GMRT Software Backend (GSB; Roy et al. 2010) in default configuration in total intensity mode, with an acquisition bandwidth of 33 MHz, 256 channels, and an integration time of 8.05 seconds. Calibrator sources 3C 286 and 3C 48 were scanned for 10-15 minutes at the beginning and end of each observing run. 3C 286 was typically available for both initial and final calibrator scans; 3C 48 was only observed on 2 nights when 3C 286 was unavailable for one or other of the calibrator scans.
Throughout the observing runs, a minimum of 26 of the 30 antennas were functional at all times; those missing may have been offline for a number of reasons including being taken for painting, problems with the hardware, or experiencing particularly strong radio frequency interference (RFI). On one night (Jan 9th) power failures forced a temporary halt in data collection, and on one night (Jan 11th) issues with the GSB forced a restart. Data taken during these periods were inspected for quality, and compromised data were discarded. In Table 3 we present a summary of the observations, including integration time, number of antennas, any missing antennas, and any general comments on each night's observing.
Scans were conducted in a 23 minute // 4 minute (target // calibrator) ratio; to maximise uv-coverage for each pointing, scans on the same field were repeated only after a full cycle through all fields. The interleaved calibrator was observed after each pointing. The total integration time per pointing was of the order of 14.8 × 10 3 seconds, for a total integration time on target of 24.6h. The theoretical noise was derived using the following expression:
where the system temperature T sys = 106 K, the antenna gain G = 0.32 K Jy −1 Antenna −1 , n is the number of working antennas (taken as being 26, the minimum number functioning at any given time). ∆ν is the bandwidth available; after removal of edge channels where the sensitivity drops off rapidly, ∆ν reduces from 33 to 30 MHz. τ int is the integration time on target, and f d is the fraction of data used (i.e. the unflagged fraction). In Table 2 we also list the integration time, the fraction of the data that was used and the expected noise for each pointing. The measured noise per pointing is also listed in Table 2 , from which it is clear that we achieve a sensitivity of approximately 1.3 × σ th . The final uv-coverage of a single pointing is shown in Figure 1 ; it is clear that the uv-plane is well-filled out to approximately 10 − 15 kλ .
Data Reduction
Calibration
The data were reduced using the Source Peeling and Atmospheric Modelling (SPAM) software (Intema et al. 2009 ) which employs NRAO Astronomical Image Processing Software (AIPS) tasks through the ParselTongue interface (Kettenis et al. 2006) . SPAM employs the Scaife & Heald (2012) flux density scale, which yields Intema et al. (2009) describe data reduction with SPAM in detail; however here we will summarise the process. Following removal of edge channels, the data were averaged by a factor 4 in frequency (yielding 64 channels of width 502.8 kHz) and 2 in time, as a compromise between improving data processing speed and mitigating bandwidth-/time-smearing effects. Prior to calibration, the data were visually inspected for strong RFI and bad antennas/baselines. Calibration solutions were derived for 3C 286 and 3C 48 using standard techniques in SPAM and applied to the target field. The interleaved calibrators are not used during the reduction process 3 . Instead, SPAM performs an initial phase calibration and astrometry correction using a sky model derived from the NVSS (Condon et al. 1998 ) before proceeding with three rounds of direction-independent phase-only self-calibration.
Following the self-calibration, SPAM identifies strong sources within the primary beam FWHM that are suitable for directiondependent calibration & ionospheric correction. Only sources with well-defined astrometry are selected, yielding a catalogue of approximately 20 sources. Subsequently, SPAM performs directiondependent calibration on a per-facet basis, using the solutions to fit a global ionospheric model, as described by Intema et al. (2009) . Throughout the reduction process, multiple automated flagging routines are used between cycles of imaging and self-calibration in order to reduce residual RFI and clip outliers. Across the six fields, around 32-37 per cent of the data were flagged out; this is not uncommon for GMRT data at this frequency -for example, approximately 60 per cent of the data were flagged in the work of Sirothia et al. (2009) . Additionally, the average flagged fraction was 40 per cent in Mauch et al. (2013) . Flagging statistics for each pointing are also listed in Table 2 .
Imaging
During the self-calibration and imaging cycles, images were made using an AIPS ROBUST of −1.0 in order to achieve a compromise between sensitivity and resolution 4 . All imaging was performed with facet-based wide-field imaging as implemented in SPAM.
The direction-dependent and ionospheric calibration routine described above was repeated on each field separately. Following this calibration routine, the final images of all six fields were convolved to a common circular synthesised beam of FWHM 13 arcsec. These final images were then corrected for primary beam attenuation (with a cutoff of 30 per cent) and mosaicked in the image plane, weighted by the inverse of the local rms, using AIPS tasks as employed by SPAM. Figure 2 shows the sensitivity of the final mosaicked image, derived using the Python Blob Detection and Source Measurement (PyBDSM 5 ; Mohan & Rafferty 2015) software. From Figure 2 , the typical noise in the image is low, apart from a number of regions near bright and/or complex sources: the image rms is below 50 µJy beam −1 for the inner portion of the mosaic, and below 100 µJy beam −1 for the majority of the mosaic. We present a cutout region of the GMRT survey area in Figure 3 as an example of the image quality recovered from this work. The GMRT image has a nominal off-source noise of σ nom = 34µJy beam −1 in this region; from Figure 3 , it appears that the quality is generally very high, although artefacts caused by residual phase and/or amplitude errors remain around some of the most complex sources, and there are some dynamic range issues associated with some of the brighter sources in the field.
RESULTS
Source Catalogue
A catalogue of sources was compiled with PyBDSM. We compiled a catalogue of sources above 5σ local in significance, where σ local is the local noise level. PyBDSM derives a sensitivity map from the data and determines the local noise iteratively in a moving box. Subsequent 'islands' are isolated above a user-defined threshold (set to 4σ local ) and Gaussians fitted to regions above a user-defined peak (set to 5σ local ). In order to reduce the number of spurious sources fitted to deconvolution artefacts, we defined two moving boxes: a 'large' box of 200 pixels was used across the entire image, and a 'small' box of 50 pixels was used in regions close to sources of high signal-to-noise. To better model the extended emission in the field, we also used the wavelet functionality of PyBDSM to decompose the residual image into wavelet images on a small number of scales, fitting to islands initially identified by PyBDSM during the Gaussian fitting routine.
The catalogue produced by PyBDSM was visually inspected; we removed any false detections arising from artefacts near complex/bright sources, and any sources that were cut by the primary 5 PyBDSM: http://www.astron.nl/citt/pybdsm/ (2): Right ascension and declination in sexagesimal format, J2000 reference. Column (3): Peak flux density at 325 MHz and associated error. Column (4): Integrated flux density at 325 MHz and associated error. For unresolved sources, this is taken as being equal to the peak flux density, see §4.1.5. Columns (5), (6) and (7): Deconvolved source major axis, minor axis, and position angle. Columns (8), (9) and (10): Uncertainty in the deconvolved major axis, minor axis and position angle. Columns (5) to (10) list a dash (-) if the source is unresolved. beam cutoff (a total of ten sources were removed). The final number of sources in our catalogue is 3257, and we present a sample from the full catalogue in Table 4 . The full catalogue is available online through CDS (http://cds.u-strasbg.fr). Hereafter we refer to our catalogue as the Super-CLASS-GMRT (SCG) catalogue. A short description of the catalogue is as follows: Column (0): Source name, following the nomenclature SCG_Jhhmmss+ddmmss.
Columns (1) and (2): Source right ascension (RA) and declination (DEC) in J2000 coordinates in sexagesimal format.
Column (3): Fitted peak flux density at 325 MHz in mJy beam −1 , with its associated uncertainty. The measurement uncertainty is taken as the fitted error plus five per cent of the peak flux density, added in quadrature.
Column (4): Fitted integrated flux density at 325 MHz in mJy, with its associated uncertainty. The measurement uncertainty is taken as sum of the fitted error plus five per cent of the integrated flux density, again added in quadrature.
Columns (5), (6) and (7): Deconvolved major-and minor-axis FWHM (in arcsec) and position angle (PA) of the elliptical Gaussian (in degrees East of North). Sizes are only quoted for resolved sources; if unresolved, these columns are marked with a dash (-). See §4.1.5 for our definition of resolved and unresolved sources.
Columns (8), (9) and (10): Error in the deconvolved majorand minor-axis FWHM (in arcsec) and position angle (PA) of the elliptical Gaussian (in degrees East of North). These are quoted only for sources that are resolved; if unresolved these columns are marked with a dash (-).
Completeness
To quantify the efficiency with which PyBDSM detects sources in our field, we established a number of Monte-Carlo simulations for sources with flux densities at log-spaced intervals between 160 µJy and 1.5 Jy. For each flux density, 10 catalogues of 160 point sources were generated, with positions randomised for each catalogue. These were then inserted into the residual map generated by PyBDSM, and catalogued in the same manner as the real data. Subsequently, the recovered sources were cross-referenced with the known simulated population to establish the fraction of sources missed as a function of flux density.
This missed fraction as a function of flux density is presented in Figure 4 , with the fitted exponential function shown as a dashed curve. The fit suggests our catalogue is 95 per cent complete at a flux density S = 1.25 mJy, and the completeness drops rapidly below 1 mJy. Example region from the Super-CLASS field as observed with the GMRT. The grayscale ranges from −3σ nom to 50σ nom , where the nominal noise level is σ nom = 34 µJy beam −1 . The restoring beam FWHM is 13 arcsec. The mosaicked image is corrected for the primary beam response of the GMRT. We note that while the noise in this region is generally low, and varies smoothly, some residual errors remain around some bright and/or complex sources. Dashed red circles trace a radius of 1 Mpc, centred on the reference coordinates of the clusters A968, A981, A998 and A1005 (see Table 1 ).
ANALYSIS
Verification
The Super-CLASS region studied in this work has been covered by a number of surveys in the radio band. Catalogues exist at 74 MHz from the VLA Low-frequency Sky Survey (VLSS; Cohen et al. 2007 ) and VLSS-Redux (VLSSR; Lane et al. 2014) , at 325 MHz from the WENSS (Rengelink et al. 1997 ) and at 1.4 GHz from the NVSS (Condon et al. 1998) . The high declination of the field puts this region outside the coverage of the VLA-FIRST survey (Becker et al. 1994) . In this section we use the available survey data to validate our GMRT source catalogue.
It is important to note that in all our comparisons, the flux density measurements from the literature have been adjusted to bring them in line with the Scaife & Heald (2012) flux scale adopted in this work (hereafter SH12). The flux density scale of WENSS is complex, having been set using observations of the sources 3C 48, 3C 147, 3C 286 and 3C 295. The correction factor to scale the WENSS survey to the SH12 flux scale is an average correction across the discrete set of WENSS calibrators. It would be incorrect to apply this factor to any localised area of the sky as the difference between the flux densities of the WENSS calibrators and the SH12 source models range from ∼ 1 per cent to ∼ 18 per cent (see Rengelink et al. 1997 and SH12) . We note that, given the small difference between the native WENSS flux densities in this region and the GMRT values measured here (see §4.1.3) as well as the RA range, this field was likely calibrated using either 3C 147 or 3C 48. These calibrators both have ratios to the SH12 scale within the measurement uncertainty. Hence, we do not apply a correction factor to the flux densities from WENSS during catalogue verification.
The SH12 flux scale is calibrated on the RCB flux density scale (Roger et al. 1973) ; at frequencies greater than 300 MHz, the RCB flux density scale is consistent with the KPW flux density scale (Kellermann et al. 1969 ). Therefore we can use Table 7 from Baars et al. (1977) to adjust the flux density of sources on the Baars scale before comparing them with these GMRT data; hence the NVSS flux densities have been adjusted by a factor 0.972. The VLSS and VLSSR were also calibrated on the Baars flux density scale; measurements from the VLSS and VLSSR catalogues have been adjusted by a mean factor 1.10 to align with the SH12 scale, see Lane et al. (2014) . 
Match Criteria
We attempted to match all sources in our catalogue to their equivalent in other catalogues. We matched sources from the SCG catalogue to reference catalogues (NVSS/WENSS) using a maximum offset of twice the synthesised beam FWHM of the GMRT image (i.e. 26 arcsec). Given the difference in resolution between the SCG catalogue and the references -13 arcsec for the SCG catalogue compared to 45 arcsec (54 arcsec cosecδ ) arcsec for NVSS (WENSS) -we would expect a number of previously-unresolved sources to become resolved in the GMRT data. Where this was the case, flux densities of the SCG sources were summed for the purposes of flux density verification and spectral index derivation.
The SCG catalogue consists of a total of 3257 sources. We find 335 sources in the NVSS catalogue (Condon et al. 2002) with matches in our catalogue, and 137 sources in the WENSS catalogue (de Bruyn et al. 2000) with SCG counterparts. From visual inspection, we note a total of 13 sources present in the NVSS catalogue that do not have counterparts in the SCG catalogue; all have integrated flux densities in the range 2.2-3.2 mJy at 1.4 GHz, and peak flux densities below 2.5 mJy beam −1 (based on the NVSS mosaic images). In the GMRT image, the peak flux density at these positions ranged from −80 µJy beam −1 to 240 µJy beam −1 . In two cases, potential matches were nearby but separated by more than three times the GMRT restoring beam FWHM. For the remaining 11, no nearby SCG catalogue sources exist, and manual fits to these positions recovered no significant flux density. The positions of these sources and their integrated flux densities from the NVSS are presented in Table 5 .
Astrometry
Sources in the NVSS catalogue are known to have positional accuracies better than around an arcsecond for sources with integrated flux densities greater than 15 mJy, and accuracies better than 7 arcsec for fainter sources (Condon et al. 1998) . Using the NVSS catalogue RA and DEC for reference, we determined the position offsets for the 335 sources present in the GMRT data which have matches in the NVSS catalogue. The offsets in RA and DEC are presented in Figure 5 .
From Figure 5 , it is clear that the vast majority of sources in the GMRT catalogue have very little offset with respect to the NVSS catalogue. However, a number of sources lie more than 3σ away from the NVSS reference position. From inspection, these high offsets are caused by one of a number of factors. Foremost, the high offset may be due to single NVSS sources becoming resolved into multiple, separate sources as a result of the superior resolution. This is the case for the vast majority of outliers; we have indicated these cases in Figure 5 . For the remaining sources of high offset, it is typically the case that single NVSS sources become complex or extended at 325 MHz; in these situations the position offset is due to differences in the location of the emission peak.
The mean offsets in right ascension and declination are ∆RA ( thesised beam FWHM of these GMRT observations is 13 arcsec. Hence, within the uncertainties, the positions of the SCG sources are consistent with the NVSS reference positions.
Flux Density
The WENSS catalogue contains sources above a 5σ limiting peak flux density of 18 mJy beam −1 . Given that the WENSS observations were conducted at approximately the same frequency as this work, we are able to directly compare the integrated flux densities of sources common to both catalogues. Within the mosaicked GMRT area, we find 137 sources in the WENSS catalogue, of which 6 are resolved by WENSS. In Figure 6 we present the integrated flux densities for sources common to both the WENSS and SCG catalogues. We take the error in the WENSS flux density measurements to be five per cent of the integrated flux density plus the nominal image noise, added in quadrature.
From Figure 6 it appears that the flux densities of sources recovered by the GMRT are generally consistent with their counterparts in WENSS. There is a slight excess at high flux densities, although it is possible that this can be attributed to improved ionospheric calibration. At lower flux densities there is broad scatter in the flux density ratio. Several effects may contribute to this difference -firstly, the improved calibration routine may allow us to recover more flux from these sources. Secondly the superior sensitivity and resolution of these GMRT observations may play a role: of the SCG sources with point-source counterparts in WENSS, around half become extended at the resolution of these GMRT data, particularly those sources of lower integrated flux density. The high sensitivity of these GMRT observations may go some way to explaining this scatter, recovering fainter emission from these resolved sources.
We have performed two additional tests to verify the flux density scale of our observations. Firstly, comparing our GMRT data with the reprocessed 408 MHz all-sky survey of Haslam et al. (1981) -for the reprocessed data see Remazeilles et al. (2015) we find the flux scale of our map to be consistent to within around 2 per cent. Secondly, we have analysed the data from our main secondary calibrator source, 0949+662.
Secondary Calibrator: 0949+662
The principal secondary calibrator source 6 observed during this work was 0949+662 (J2000 right ascension and declination 09 h 49 m 12.1 s + 66 • 15 00 , respectively). This source is also known in the literature as 4C +66.09, and has been studied extensively in the radio band between 38 MHz and 30 GHz. We use previous measurements of the flux density to model the spectral energy distribution (SED) for this source and examine how the flux density recovered by the GMRT compares with established measurements. Flux density measurements from the literature are listed in Table 6 , as well as the scaling factor required to bring the measurement into line with the Scaife & Heald (2012) flux density scale. Figure 7 presents the flux density as a function of frequency for 0949+662.
The SED is modelled using a simple power-law spectral index between 38 MHz and 31.4 GHz. For 0949+662, the best-fit spectral index is α = −0.33 ± 0.03. From Figure 7 , it is clear that there is some departure from a power-law in the high frequency regime (ν 10 GHz). There also appears to be departure from power-law behaviour at low frequencies (ν 74 MHz) which may indicate self-absorption effects. Additional low-frequency observations would be required to investigate this further. The flux density recovered by the GMRT for 0949+662 is consistent with the powerlaw fit, and is also in agreement with the flux density measurement from the WENSS catalogue. Douglas et al. (1996) . Sources in the Texas radio survey were found to have flux densities that were consistent with a factor 0.9607×B77. Table 7 of Baars et al. (1977) . We do not apply a correction factor. b The flux scale used by the observations of Lowe et al. (2007) was set using the calibrator source NGC 7027. We do not apply a correction factor. c We assume an uncertainty of 10 per cent. d The original uncertainty was quoted as 15 per cent of the integrated flux density. e The flux densities measured by the VLBA are 20 per cent of the total flux density at that frequency; here we quote the initial value, but in Figure 7 we use the full flux density (i.e. 5× this value). See Rossetti et al. (2005) for details. We apply no correction factor to the VLBA measurements. f The WENSS flux scale is complex, depending on the sky position. We do not apply a correction factor to this source, see §4.1.3. g Multiple components exist at 38 MHz (Hales et al. 1995) . . Ratio of integrated to peak flux density (S peak /S int ) as a function of detection significance S peak /σ loc ) for sources in the SCG catalogue. Dotted line marks (S peak /S int ) equal to unity. Dashed lines mark the locus used to differentiate resolved (black) and unresolved (grey) sources, defined by Equation 3 and mirrored below S peak = S int .
Source Sizes
The observed spatial extent of a source may be estimated using the ratio of integrated flux density to peak flux density (for example Prandoni et al. 2000 , Schinnerer et al. 2010 , Hales et al. 2014b ) via
where θ maj and θ min are the observed (i.e. not deconvolved) major and minor axes, respectively, and B maj and B min are the restoring beam major and minor axis FWHM. In the absence of image noise, unresolved sources have an integrated flux density equal to the peak flux density. However, image noise may affect the fit, and some unresolved sources may appear to have an integrated flux density that differs from the peak value. In order to identify which sources are resolved and which are unresolved, we used the ratio of peak (S peak ) and integrated (S int ) flux density as a function of detection significance (i.e. S peak /σ loc ). This is shown in Figure 8 . We define a locus that envelops 99.5 per cent of the sources with S peak /S int > 1, and mirrored this above S peak = S int , following the assumption that a similar number of unresolved sources will be scattered to S peak /S int < 1 by noise as those scattered to S peak /S int > 1. The locus was defined using the function
where k = 11.517 and c = 1.042 provide the best fit to our data. All sources above this locus are considered to be resolved, and we use the integrated flux densities as recovered by PyBDSM in the SCG catalogue. Sources below this locus are considered to be unresolved; we use the peak flux density in place of the integrated flux density when deriving the differential source counts in §6, and the angular size is undetermined. Following Equation 3, 1207 sources in the SCG catalogue are considered to be resolved, and 2050 are unresolved. For resolved sources, we can estimate the deconvolved angular size via
and we set the size of unresolved sources to zero. Unresolved sources have major and minor axis FWHM and position angles, as well as their associated uncertainties, denoted by '-' in Table 4 .
DISCUSSION
Spectral Index Distribution
For all sources with NVSS counterparts, we derive spectral index values using a simple power-law fit. We present the distribution of spectral index values between 325 and 1400 MHz in Figure 9 . From inspection, it is clear that the distribution is not well-described by a single Gaussian. This suggests that two populations exist within this distribution: a larger population of sources centred around a spectral index of −0.8 (typical of synchrotron-dominated emission) and a smaller population of sources with flat or rising spectra. We note that this distribution is biased due to the limited sensitivity of the NVSS observations used as the higher frequency reference; as such we also include upper limits to the spectral index for sources without NVSS counterparts in the lower panel of Figure 9 . Subsequently, we fit two Gaussian functions to this distribution. The best fit yields distributions with mean spectral index α 1 = −0.81 ± 0.21 for the steep-spectrum population and α 2 = −0.25 ± 0.55 for the flat-spectrum population. These population distributions are also indicated in Figure 9 .
The mean spectral index of the dominant source population within the SCG catalogue is consistent with that derived in previous work (for example Mauch et al. 2013 , Smolčić et al. 2014 . Figure 11 of Sirothia et al. (2009) presents the histogram of spectral index values for the sources in the ELAIS-N1 field, which appears to exhibit marginal evidence of a small, rising-spectrum population alongside the dominant population. Mauch et al. (2013) find a spectral index distribution that is well-described by a single Gaussian centred on α = −0.71. This difference is naturally explained by the difference in sensitivity between the observations in this work (nominal sensitivity 34µJy beam −1 ) and the work of Mauch et al. ( where the nominal sensitivity was ∼ 1 − 7 mJy beam −1 ). The deeper observations presented here recover sources with flux densities far below 1 mJy; a regime where the contribution from SFG and RQ-AGN become increasingly important (for example Prandoni et al. 2001 , Padovani et al. 2007 , Ibar et al. 2009 , Padovani et al. 2009 , Padovani et al. 2015 .
However, the spectral index distribution presented in Figure 9 is unlikely to be probing the population of SFG in this field. With only 335 spectral index estimates out of a catalogue of 3257 sources, the spectral index distribution we have derived is severely limited by the sensitivity of the NVSS catalogue; the NVSS catalogue is limited to sources of flux densities in excess of ∼ 2−3 mJy, whereas SFG typically dominate below 0.1 − 1 mJy at 1.4 GHz. Hence, the population of flat-/rising-spectrum sources in the SCG catalogue may be comprised of a number of different source types -the brighter sources may be flat-spectrum radio quasars (FSRQ) or blazars; some of the fainter flat-spectrum sources may be coredominated AGN (Randall et al. 2012) or hybrid sources exhibiting both star-formation and a central engine (for example Hill et al. 1999 , Hill et al. 2001 . Alternatively some of these flat spectra may be attributed to absorption effects in the local environment. Further observations at other frequencies are required to discriminate between scenarios. A detailed investigation of the nature of this flatspectrum population will form the subject of future work, as the highly-sensitive 1.4 GHz data required are currently being taken with e-MERLIN and the JVLA.
Relation between spectral index and flux density
We present the dependence of the spectral index on the 325 MHz integrated flux density in Figure 10 . There is significant bias in Figure 10 due to the sensitivity limit of the NVSS; this is indicated by the solid line in Figure 10 , and cuts out a large region of the parameter space. In some previous works, there has been a detection of a 'flattening' in the spectral index distribution below S 1.4 GHz = 10 mJy (for example Prandoni et al. 2006 , Mignano et al. 2008 ) whereas other authors do not detect such a feature (for example Ibar et al. 2009 , Randall et al. 2012 . Randall et al. (2012) suggest that this flattening may be associated with a population Table 7 . Ultra-steep-spectrum (USS) sources and gigahertz-peaked-spectrum (GPS) sources from the SCG catalogue that have been selected for further study. Integrated flux densities at 1.4 GHz are from the NVSS, and have been corrected by a factor 0.972 to bring them onto the Scaife & Heald (2012) of core-dominated AGN at the faintest flux densities; as such, the mean spectral index flattens to α > −0.7.
The picture from studies of the low-frequency spectral index is also mixed. Figure 13 of Sirothia et al. (2009) exhibits marginal evidence of a flattening in the region 1-10 mJy, whereas Tasse et al. (2006) and Mauch et al. (2013) find 'little-to-no evidence' of this. Again, sensitivity differences provide a natural explanation for this. From Figure 10 there is also marginal evidence of this flattening in the spectral index/flux density relation in the 1-10 mJy region. With a sample size of 335 out of a total catalogue of 3257 sources, more sensitive observations of this region are required at higher frequency to better examine any relationship between flux density and spectral index and confirm whether this flattening is a real feature or simply due to sample bias.
Ultra Steep Spectrum Sources
Ultra steep spectrum (USS) radio sources are often associated with radio galaxies at high redshift (HzRGs). Studies have shown these are among the most luminous and massive galaxies (for example De Breuck et al. 2005 , Singh et al. 2014 and are believed to be progenitors of the massive elliptical galaxies in the local Universe. These have also been shown to be associated with overly dense regions of space: galaxy clusters and proto-clusters at redshifts z ∼ 2 − 5 (for example Stevens et al. 2003 , Venemans et al. 2007 , Diener et al. 2015 , Casey et al. 2015 . Identifying and studying HzRGs enables us to better understand the mechanisms by which these sources form and evolve in dense environments and at high-z. Most HzRG sources at z 3 have been identified through detection of USS radio sources, which are bright at low frequencies and often appear compact (for example Klamer et al. 2007 , Miley & De Breuck 2008 .
We find two sources with spectral index more than 3σ 1 below the mean spectral index of the dominant population (i.e. α < −1.45) which we investigate as USS sources. In the literature, USS radio sources are commonly defined as those with spectral index values α < −1.3. We find a further two sources which satisfy this condition, for a total of four ultra steep spectrum candidates (USSc). Postage stamp images of these sources are presented in Figure 11 . In Table 7 we list the integrated flux densities at 325 MHz (from this work) and 1400 MHz (from the NVSS) and the two-point spectral index values. In this section, we discuss these sources and cross-reference them with the literature.
SCG_J101231+680942
This source has been identified in a number of previous radio surveys; for example in the NVSS its identifier is NVSS J101231+680940. Additional flux density measurements for this source exist at 38, 74, 151 and 325 MHz, from a number of historic radio surveys. These flux density measurements are listed in Table 8 , with the appropriate correction factor required to bring them into line with the SH12 flux density scale. Subsequently, we use the corrected flux densities to fit a spectral index in the form of a power-law between 38 MHz and 1.4 GHz. We present the flux density as a function of frequency in the top panel of Figure 12 , as well as the spectral index fitted to the data from the literature, α = −1.27 ± 0.22. This fit suggests a spectral index that is marginally shallower than the two-point spectral index indicated in Table 7 .
Based on the multi-frequency spectral index, we cannot conclusively say whether this source has an ultra-steep-spectrum; from Figure 12 , the integrated flux density recovered by the GMRT appears to be in excess of that expected from the flux density measurements in the literature. However, from Figure 11 (top panel) it appears that this source is extended at the resolution of the GMRT, so it is possible that this excess is a result of the superior sensitivity to faint emission compared to previous surveys. Table 8 . Flux density measurements from this work and the literature for ultra-steep spectrum (USS) and gigahertz-peaked-spectrum (GPS) radio sources identified in this work (see Table 7 ). The 'Factor' column indicates the correction assumed to bring the flux density measurement onto the Scaife & Heald (2012) Lovell et al. 2008) . We quote the mean flux density here.
SCG_J102419+671742
SCG_J102419+671742 (also known as 8C 1020+675) has been identified in a number of previous radio surveys between 38 MHz and 1.4 GHz. From Figure 11 (bottom panel) it is extended at both the resolution of the GMRT and NVSS. Historic values of the flux density for 8C 1020+675 are presented in Table 8 , with their associated flux scale and the conversion factor necessary to make them consistent with the SH12 flux scale. Figure 12 (bottom panel) also presents the flux density as a function of frequency for this source, along with the multifrequency spectral index fit. We model the spectral index behaviour of 8C 1020+675 as a power-law between 38 MHz and 1.4 GHz, deriving a spectral index of α = −1.31 ± 0.26. While this is marginally flatter than the two-point fit listed in Table 7 (α = −1.41 ± 0.07) it is sufficiently steep to qualify as a USS radio source. The flux density recovered by the GMRT is in good agreement with the multi-frequency fit to measurements from the literature. tended radio emission on angular scales up to ∼ 120 arcsec. A pair of potential optical hosts are identified in the DSS, although they lie toward the Southern tail of the radio emission. This source also appears to be coincident with the object GALEXASC J102418.81+671744.1. No redshift measurements are available in the literature so we cannot confirm its size. Detailed optical analysis of this field is underway and may shed further light on the nature of this source.
Other steep-spectrum candidates
As can be seen in Figure 11 , SCG_J101808+665632 and SCG_J102253+672121 (panels two and three, respectively) appear reasonably compact at the resolution of the GMRT. SCG_J101808+665632 has the steepest spectrum of all sources with NVSS counterparts (α = −1.53 ± 0.06) and is reasonably bright at 325 MHz (an integrated flux density S = 59.30 ± 4.23 mJy). These sources have not been detected in any other historic radio surveys, so their steep spectra cannot yet be independently confirmed; likewise no redshift measurements exist, so we cannot yet investigate whether these may be HzRGs. However, being both bright and compact, they present themselves as promising candidates.
It should be noted that we have only examined sources which have counterparts in the NVSS. As such, our current sample of USS sources is severely limited, and many more steep-spectrum objects may be present in the field. The highly-sensitive e-MERLIN and JVLA data being taken may reveal an increased population of very steep spectrum objects, and will allow us to study the ones identified here in more detail. Additionally, a deep optical study of this region is underway as part of ancillary science work, which may provide insight into whether these sources may be HzRGs.
Flat-/rising-spectrum Sources
A source may possess a flat/rising radio spectrum for a number of reasons -bright sources with rising spectra may be high-redshift quasars or blazars, whereas faint flat-spectrum sources may be starforming galaxies. A rising low-frequency radio spectrum is usually associated with synchrotron emission from a relativistic electron population as modified by absorption processes. This may be for example free-free absorption (FFA) by a warm gas environment, or synchrotron self-absorption (SSA) of the radio-emitting electrons.
Given the sensitivity limits of the high-frequency reference, it is unlikely that any of these sources are SFG. Instead, this sample better fits the description of gigahertz-peaked spectrum (GPS) sources. GPS radio sources are a type of AGN whose radio emission peaks at GHz frequencies, usually exhibiting a sharp dropoff either side of the turnover frequency. These sources are typically compact in nature (∼ 0.1 − 1 kpc in extent) with low polarization fraction and generally exhibit little variability over long timescales (O'Dea et al. 1991) . For comprehensive reviews of GPS radio sources, see O'Dea (1998), Stawarz et al. (2008) or Marr et al. (2014) .
Of the 335 sources common to both the SCG and NVSS catalogues, 42 sources have spectral index values α > −0.16 (the 3σ 1 limit of the steep-spectrum population). By inspection, no spatial trend in their distribution is apparent -these sources appear to be fairly evenly scattered across the survey area. From Figure 10 we identify sources with reliably steep, rising spectra for further analysis, as well as a number of reasonably bright sources with positive spectral indices, for a total of four GPS candidates. The identifiers for these sources, their right ascension and declination, as well as the flux densities at 325 and 1400 MHz, and the two-point spectral index, are also listed in Table 7 . These selected sources all appear compact at the resolution of the GMRT; as a result, we do not present postage stamp images in this work. The first of these, SCG_J101418+683826 does not appear in any other catalogues besides the NVSS, and cannot yet be investigated further. In this section, we investigate the remainder of this GPS sample.
SCG_J101538+672844
We find a single source with a spectral index more than 3σ 2 above the mean spectral index (α 2 ) of the flat-spectrum population (i.e. a steep rising spectrum). The two-point spectral index of this source is α = 1.73±0.07. This source has also been identified in the literature in a number of high-frequency radio surveys; for example, one identifier is CGRaBS J1015+6728 (Healey et al. 2008 ). We present the flux densities listed in other catalogues, alongside the conversion factor required to bring them onto the SH12 flux density scale in Table 8 .
Previous work suggests that CGRaBS J1015+6728 is a blazar; flux density measurements from the literature between 1.4 and 15 GHz indicate a rising spectrum with a turnover at higher frequencies (see Table 8 ). We recover an integrated flux density of 3.09 ± 0.31 mJy; a value that appears consistent with this behaviour. To our knowledge this is the first flux density measurement for this source below 1 GHz. Whilst the SED of CGRaBS J1015+6728 does not show any obvious signs of variability (see the top panel of Figure 13 ) the OVRO database 7 indicates that this source has been increasing in flux density steadily since monitoring observations began in 2009.
SCG_J101723+673633
This source is also known in the literature as 87GB 101339.1+675144. Observations of this source have been performed over the course of several decades. From Figure 13 (centre panel) the flux density measurements appear to be reasonably stable, at least over a period of several years. However, all measurements of the flux density at 4.85 and 8.4 GHz were taken in the period 1986-1999; more recent observations at higher frequencies are required to test the variability on longer timescales. At low frequencies, there is a discrepancy between the flux densities from this work and from WENSS; this may be due to intrinsic variability, or alternatively may be due to the general scatter in flux density ratio between the SCG and WENSS catalogues at low flux densities.
SCG_J103401+683226
This source is also known in the literature as 87GB 103023.1+684757, and has been the subject of a number of observations since the 1980s. From Figure 13 (lower panel) it appears that the spectrum of SCG_J103401+683226 is approximately flat between 325 MHz and 8.4 GHz, with signs of variation at high frequencies. Flux density measurements in the 5-8 GHz range appear to be approximately consistent for data taken between 1986 (Gregory & Condon 1991 , Patnaik et al. 1992 , Gregory et al. 1996 ) and 1994 -1999 (Healey et al. 2007 ). More recent observations from the 2002-2003 period perhaps suggest variation on longer timescales, as the flux density has been observed to decrease at 5 GHz (Lovell et al. 2008) .
At lower frequencies, there is a discrepancy in the flux density recovered by the WENSS and this work. For this source, the GMRT recovers flux density in excess of the WENSS by approximately 50 per cent. This may be explained by intrinsic variability, although the general scatter in the flux density ratio between the SCG and WENSS catalogues at low flux densities may have some contribution to this difference.
Modelling
Previous work on GPS sources has often attempted to discriminate between single-/multiple-component SSA/FFA models in cases where large numbers of flux density measurements across multiple frequencies exist (for example Callingham et al. 2015) . For the GPS sources discussed in this work, however, there are insufficient measurements in the literature to conduct a thorough investigation. Figure 13 . SEDs for GPS sources identified from the SCG catalogue. Top: SCG_J101538+672844 (CGRaBS J1015+6728). Centre: SCG_J101723+673633 (87GB 101339.1+675144). Bottom: SCG_J103401+683226 (87GB 103023.1+684757). Filled (empty) circles mark data from this work (the literature) as presented in Table 8 , with appropriate correction factors applied. Dashed lines denote the broken power law fits to the data, from Table 9 . Table 9 . Fitted spectral index models for rising-spectrum sources.
Source
α lo α hi ν crit [GHz] SCG_J101538+672844 1.74 ± 0.17 −0.14 ± 0.18 2.92 ± 0.17 SCG_J101723+673633 0.64 ± 0.07 −1.12 ± 0.26 2.22 ± 0.16 SCG_J103401+683226 0.30 ± 0.10 −0.41 ± 0.22 2.07 ± 0.35
Hence, using all available data from the literature, as presented in Table 8 , as well as the new flux density measurements from the SCG catalogue, we model these GPS sources using a simple broken power-law fit of the form:
where α lo and α hi are the low-/high-frequency spectral index, respectively, and ν crit is the turnover frequency. The fitted spectral index values (α lo and α hi ) are listed in Table 9 , as well as the turnover frequency. In future, when the wide-band JVLA and LOFAR data become available, we should be able to investigate the validity of single-/multiple-component SSA/FFA models as the mechanism responsible for the shape of the SED. We present SEDs for these sources in Figure 13 as well as the fitted broken power-law spectral index models. For SCG_J101538+672844, α hi is consistent with an essentially flat spectral index above around 3 GHz, whereas α lo is strongly indicative of absorption processes, perhaps FFA or SSA, which presents with a typical spectral index of around α 2.5. However, from previous work (for example Muxlow et al. 2005 , Fomalont et al. 2006 , Owen & Morrison 2008 ) the size of quasars and beamed radio sources is typically ∼ 1 , whereas SSA requires scale sizes of mas size (Owen et al. 2009 and references therein). The resolution of these GMRT data do not allow us to differentiate between these scenarios; the higher-resolution data being taken with other instruments may allow us to better investigate the mechanism responsible for the shape of these spectra.
SOURCE COUNTS
Source counts as a function of flux density have been extensively studied at 1.4 GHz (for example Windhorst et al. 1985 , Mitchell & Condon 1985 , White et al. 1997 , Hopkins et al. 2003 , Huynh et al. 2005 , Bondi et al. 2008 ) and a number of frequencies below 1 GHz (for example Wieringa 1991 , Garn et al. 2008a , Garn et al. 2008b , Sirothia et al. 2009 , Owen et al. 2009 , Mauch et al. 2013 , Smolčić et al. 2014 .
It is well-established that the Euclidean-normalised source counts distribution at 1.4 GHz exhibits a flattening at around 1 mJy; this has been seen in observations at 610 MHz and 325 MHz (see de Zotti et al. 2010 for a review of radio surveys across a wide range of frequencies). A subsequent downturn toward fainter flux densities (100 − 150 µJy at 1.4 GHz) has also been suggested by Bondi et al. (2008) . Assuming a typical synchrotron spectral index of α = −0.7, this corresponds to a flux density of around 180 − 250 µJy at 610 MHz, or 300 − 400 µJy at 325 MHz. This suggests that the majority of previous surveys at low frequencies have had insufficient sensitivity to confirm/refute this feature.
However, in this work, we recover sources with flux densities down to 183 µJy, which suggests we possess sufficient sensitivity to investigate this further. In this section, we discuss the process by which we derive our source counts alongside our treatment of resolution bias and Eddington bias, as well as cosmic variance. Subsequently we analyse the Euclidean-normalised differential source counts distribution derived from the SCG catalogue.
Construction of Source Counts
Sources were binned according to their integrated flux density, adopting the binning strategy of Hales et al. (2014a) . As such, bin widths were set at 0.07 dex for S < 1 mJy, 0.13 dex for 1 mJy S < 10 mJy, and 0.2 dex for S 10 mJy. Subsequently, bins were optimised to achieve raw counts (N) of at least 9, and hence maintain a signal-to-noise ratio of at least 3. Given that all sources in our catalogue exceed a flux density of 183 µJy, all our bins are in excess of 5× the nominal image noise.
The corrected number of sources in a given flux density bin, N c , was found by first deriving the image area detection fraction for each source in our catalogue. This was done using the effective noise image, which is derived from the measured noise (presented in Figure 2 ) divided by the local bandwidth smearing ratio (see Equation 8 later). The detection fraction as a function of source flux density is presented in Figure 14 , where the black points indicate the detection fraction for the mean flux density in a given bin. Subsequently, N c is derived by:
where V area is the image detection area for a given source. Note that from Figure 14 the faintest bin (183 − 223 µJy) has a very small image area detection fraction (and therefore a high area correction factor). As such, this bin was excluded from further analysis, as the sources in this bin would only be detected over a very small (and perhaps unrepresentative) region of our survey.
The differential source counts n(S) = dN/dS were then calculated by dividing the corrected number of sources in each bin, N c , by A∆S, where A is the image area (in steradians) and ∆S is the bin width (in Jy). We derived the source counts using the full image area, approximately 6.5 square degrees (0.002 sr). The bins, raw counts, corrected counts, differential source counts, and Euclidean- normalised differential source counts n(S) S 2.5 , are presented in Table 10 . The Euclidean normalisation is performed using the geometric mean flux density, S c , of sources in each bin. We have assumed Poisson statistics in deriving the errors on the source counts. The differential source counts presented in Table 10 have been corrected for both resolution bias and Eddington bias, as described in the following sections.
Cosmic Variance
We can estimate the effect of cosmic variance using the work of Heywood et al. (2013) . With a survey area of ∼ 6.5 square degrees, this is the widest deep-field yet studied at 325 MHz; as such we would expect the least uncertainty due to cosmic variance. Assuming a spectral index α = −0.7, and given the field of view over which the source counts were derived we would expect the uncertainty introduced by cosmic variance effects to be at the order of 1 − 3 per cent at the flux density limit of this survey; a value small compared to other uncertainties.
Resolution Bias
Given that source catalogues are compiled using detection algorithms are largely based on identification of sources at a given significance above the noise level -i.e. based on peak flux densitywhereas source counts are derived using the integrated flux density, the resolution of a survey can significantly impact the recovered source counts. At increasingly high resolution, surveys may resolve out sources that possess low surface brightness, but are sufficiently large that their integrated flux density would contribute to the source counts distribution.
Recent work by Hales et al. (2014b) (hereafter H14) has provided a robust formalism for estimating the correction required to account for resolution bias. H14 include two effects under the resolution bias umbrella: firstly the incompleteness due to lack of sensitivity to resolved low surface brightness sources, and secondly the redistribution of source counts between bins as a result of underestimating flux densities for unresolved sources. This second component of resolution bias was identified by Bondi et al. (2008) . In this section we will closely follow the method of H14 to derive the correction for resolution bias.
Effect 1: Sensitivity to Resolved Sources
In our work, we possess modest resolution (13 arcsec) and use a weighting that achieves compromise between sensitivity and resolution (AIPS ROBUST −1). Additionally, with a well-sampled uvplane that has good coverage on short baselines, at 325 MHz the GMRT is sensitive to structures up to around 32 arcminutes in extent. Given that no mJy or sub-mJy sources are expected to exhibit angular sizes on these scales, we would expect no limitation on the size of source that can be recovered due to our uv-coverage.
The other aspect of this first effect is that sources with sufficiently high integrated flux density to contribute to the source counts may be resolved to the extent that the peak falls below the detection limit of the source detection algorithm. In order to correct for this effect, we compare the maximum recoverable angular scale with the underlying size distribution to estimate the fraction of sources missed as a function of flux density. For a source of a given flux density, there exists a maximum angular size that can still be recovered by our catalogue. This is given by: (6) where Θ max (S) is the maximum deconvolved angular size at flux density S, A S is the signal-to-noise ratio threshold (in this work, 5.0) and B maj and B min are the major and minor axis of the restoring beam, respectively. The effective noise at a given position,σ (x, y) is defined as the local rms noise divided by the local bandwidth smearing ratio, i.e.σ (x, y) = σ (x, y)/ω(x, y). By definition, fσ is a probability distribution function forσ ; in practice this takes the form of a normalised histogram ofσ values.
In their work, H14 present the formalism for deriving the bandwidth smearing correction in the case of a non-circular restoring beam. For a source at a given position angle, ζ (in degrees East of North) with respect to the phase centre of observations, the projected beam is given by:
where ψ is the position angle of the restoring beam (H14). In this work, our mosaic was created using a common circular restoring beam of FWHM 13 arcsec, hence B maj = B min = 13 arcsec, and ψ = 0. Equation 7 was used to derive the effect of bandwidth smearing using the formalism from H14 via ω(x, y) = S peak
where S peak and S 0 peak are the measured and true peak flux densities, respectively, and d is the distance from the pointing centre. In this work, the effective channel width δ ν eff = 520.8 kHz. Additionally, the reference frequency at which calibration solutions were derived ν ref = 322.9 MHz. Equation 8 was evaluated for each pixel of the individual pointing images, and subsequently mosaicked using the same procedure and weighting as for the field images. The resulting bandwidth smearing mosaic yields S peak / S 0 peak > 0.96 everywhere, with a typical smearing of less than 2 per cent.
H14 model the true size distribution for total intensity components using a modified version of the integral angular size distribution presented by Windhorst et al. (1990) for sources at 1.4 GHz. From Windhorst et al. (1990) the fraction of sources with a largest angular size (LAS) larger than Θ is given by
where Θ median is the median LAS as a function of flux density. For single component sources, H14 find their data is better fit by a model that predicts a median LAS that is half the size predicted by Windhorst et al. (1990) . H14 give the density function associated with Equation 9 as
The angular size distribution for sources at 325 MHz is less well explored in the literature than at higher frequency, particularly at increasingly faint flux densities. Owen et al. (2009) report higher resolution data (6.37 × 5.90 arcsec) at the same frequency considered in this work; they find a median size distribution consistent with the 1.4 GHz work by Windhorst (2003) scaled to 325 MHz. Recent work with LOFAR by Williams et al. (2016) also evaluated the effect of resolution bias using the Windhorst (2003) distribution scaled to 150 MHz. With a resolution of 13 arcsec, our observations are unable to probe the angular size distribution of faint sources further than Owen et al. (2009) . The resolution of our survey is far more comparable to the resolution of H14. For this derivation we adopt the same formalism for the angular size -flux density relation as H14:
where S denotes the source flux density. In their work, H14 use X = 1 arcsec, whereas Windhorst (2003) use X = 2 arcsec. From theory we would expect that sources become more extended toward lower frequencies, as the lower-energy electrons have longer radiative lifetimes, and may travel further from their place of origin. As such, we tested two versions of this distribution, using X = 1 (2) arcsec as per H14 (Windhorst 2003) with flux densities scaled to 325 MHz using a spectral index α = −0.8, following Williams et al. (2016) . We find that using X = 2 arcsec provided a correction effect that brought our counts more in line with what is predicted by models and expected from other observations with similar sensitivity. From H14 therefore, the overall correction for incompleteness due to highly-extended sources is given by
where dN true /dS is the true source counts distribution, and dN detectable /dS is the observable source counts (i.e. sources with angular size Θ Θ max ). Consequently, the overall correction factor for this first effect, r effect 1 , is given by
Effect 2: Underestimation of Flux Density for Unresolved Sources
The second form of resolution bias arises as a result of underestimation of the flux density of sources classified as unresolved. From simulations, Bondi et al. (2008) found that a significant fraction of sources with flux densities below 150 µJy were redistributed to lower flux densities as a result of poor signal-to-noise prohibiting full deconvolution. H14 derive the formalism for correcting for this effect.
In this work, we have used a different function (Equation 3) than that of H14 to describe the locus used to differentiate between resolved and unresolved sources. For a given flux density S, we find the minimum angular size Θ min required for a source to be classified as resolved is given by (14) where k and c are the fit parameters of the locus that allows us to determine which sources are unresolved (see Equation 3 in §4.1.5) and the remaining parameters are defined as for Equation 6. The differential number counts for detectable resolved sources are given by
Assuming the flux density recovered for resolved sources is equal to their true flux density, we can predict the differential source counts for detectable, unresolved components via
In the absence of any measurement error, for an unresolved source the integrated flux density is equal to the integrated surface brightness recovered by our instrument. However, from Figure 8 it can be seen that some sources have been recovered which appear to have an integrated flux density S int less than the peak flux density S peak . These sources have clearly been affected by noise, and we have assumed S int = S peak . However, this is based on the assumption of zero intrinsic angular size, whereas sources always have non-zero physical size. As such, sources are pushed toward fainter flux density bins (H14). This effect can be modelled using the formalism of H14 via dN unresolved,observed dS
where H(x) is a step function, given by
and Θ andΘ are defined by
To derive the overall correction factor for this second effect, we first derive the minimum angular size using Equation 14 for test flux densities across the entire range covered by our survey. Subsequently we use this minimum size as well as the maximum size given by Equation 6 to evaluate Equations 15 and 17, and use these to derive the correction for this second effect via
Overall Resolution Bias Correction
Following H14 therefore the overall correction factor which accounts for both forms of resolution bias, R(S) is given by
Many previous low-frequency radio surveys have not achieved the depth where the effect of resolution bias becomes significant, or have typically only applied corrections for image area detection fraction.
Evaluating the Resolution Bias Correction
Massardi et al. (2010) (hereafter M10) present a comprehensive evaluation of the various source populations recovered by radio surveys across a wide range of frequencies. The M10 model includes the contribution from AGN-type sources (BL-Lac objects, flat-spectrum radio quasars and steep-spectrum objects) as well as star-forming galaxies (SFG) and starburst galaxies (SBG). The 325 MHz model suggests a source counts distribution that flattens below 1 mJy, as has been detected in many previous surveys. However, the raw counts from our work (presented later) suggest a source counts distribution that drops off significantly at the faintest flux densities. In order to investigate the effect of resolution bias, we derive the corrections assuming two models. Firstly, we derive the corrections assuming the model of M10. Following Hopkins et al. (2003) we also derive a fourth-order polynomial fit of the form:
where S is the flux density, measured in Jy. In order that our corrections converge to a stable result, we iterated through the polynomial fitting / bias correction derivation process three times. The coefficients of the final fit are as follows: a 0 = 3.192 ± 0.172, a 1 = −0.223 ± 0.428, a 2 = −0.846 ± 0.361, a 3 = −0.261 ± 0.120, a 4 = −0.024 ± 0.013. This fit is valid for flux densities between 242 µJy and 0.74 Jy; additional data at higher flux densities would be required to improve the fit in bright source regime. The equations presented in this section were evaluated with the chosen model in place of dN true /dS. The modelled effects of resolution bias on the differential source counts (assuming the polynomial fit describes the underlying counts distribution) are presented in the left-hand panel of Figure 15 , and the overall correction factor for resolution bias (for both the polynomial model and the M10 model) in the right-hand panel of Figure 15 .
From Figure 15 , it appears that incompleteness due to sensitivity to resolved sources is in excess of the five per cent level at around 10 mJy, and becomes more significant below around 1 mJy. It also appears that the redistribution of sources to different flux density bins is most significant for flux densities between a few mJy and a few hundred µJy. This is exemplified by the correction factor in the right-hand panel of Figure 15 , where the overall correction factor rises with decreasing flux density, before falling, and then subsequently rising again as incompleteness dominates at the very faintest flux densities.
The resolution bias correction profile exhibited in Figure 15 is similar to that derived by H14, including the oscillations toward the very faintest flux densities. These are due to the sensitivity across the field, exhibited in Figure 2 , which appears to vary more significantly than the sensitivity in H14. However, our results should not be affected by the large oscillations toward very faint flux densities in Figure 15 as our faintest bin has a typical flux density of 242 µJy, a regime where the gradient across the bin should not be too significant. Resolution bias corrections were applied per-bin when the effect was at the two per cent level or higher. 
Eddington Bias
As source number counts drop off rapidly with increasing flux density, it is more likely that noise will scatter fainter sources to higher flux densities rather than vice versa. This is known as Eddington bias, and we naturally expect this effect to be most significant at the faint flux density limit of our survey, where number counts are higher. In general, previous work at higher frequency has quantified Eddington bias using semi-empirical methods. For example, Moss et al. (2007) use a source counts model fitted to their data to generate a population of sources below the detection limit. Subsequently, Moss et al. (2007) derive counts from this population and use the difference between the recovered population and input model to quantify the Eddington bias.
H14 also present a robust formalism for deriving the correction due to Eddington bias. We computed the effect of Eddington bias using the formalism of H14 by assuming the differential source counts model from M10, including contributions from AGN, SFG and SBG. As with the resolution bias, we also derived the corrections using our sixth order polynomial fit, iterating through the fit / correction process three times. From H14, the proportion of components with a true flux density S + ε that are observed to have a flux density S resulting from a Gaussian measurement error −ε is given by:
where dN Edd /dS denotes the biased source counts. The limit of the integral over z is given by:
In Equation 24 and 25, A S and fσ (z) are defined as for Equation 6. Note that Equation 25 differs from the equivalent equation in H14 (Equation 44 ). This modification was necessary to account for the variable sensitivity across the FOV, ensuring that for a given flux density bin we do not integrate over regions where the noise level would prevent sources being detected.
Eddington bias corrections were derived only for flux densities below a few mJy, as these flux densities begin to approach the noise level in our survey. This correction relies on the assumption that the sources are unresolved. For the flux density range where Eddington bias is likely to be most significant, this is an appropriate assumption -see §4.1.5. Figure 16 presents the effect of Eddington bias on the assumed underlying source counts, as well as the absolute value of the Eddington bias. In Figure 16 , the cyan (black) curves denote the polynomial fit described by Equation 23 (M10 model). From Figure 16 , Eddington bias exceeds the five per cent level for flux densities below around 1 mJy. However, from Figure 16 there is slight discrepancy in the predicted effect of Eddington bias: for all flux density bins below 1 mJy, the M10 model predicts an excess Eddington bias at around the two per cent level.
The difference between the two curves in the right hand panel of Figure 16 arises naturally as a result of the gradient of the source counts distribution. The M10 models suggest that the Euclideannormalised source counts are approximately flat from 1 mJy to below the flux density limit of this survey; as such the non-Euclidean differential differential source counts continue to rise, so the likelihood of sources being upscattered by noise is greater, and Eddington bias rises. Equation 23 predicts a slightly less significant flattening in the Euclidean-normalised counts, meaning the gradient of the non-Euclidean source counts is shallower, and the effect of Eddington bias is reduced. Eddington bias corrections were subsequently applied per-bin when the effect was at the two per cent level or greater. 
A Note Regarding Model Selection
Throughout this section, we have derived the corrections for resolution and Eddington bias for two cases -the polynomial fit to our data as well as the SH12 model. Figure 17 presents the Euclideannormalised differential source counts derived from the SCG catalogue, with corrections for resolution bias and Eddington bias, assuming both models, as well as the residual between our differential source counts and the M10 model.
From Figure 17 , it appears that the choice of model has a relatively small effect on the overall differential source counts. For the faintest flux density bin, the corrections derived from the polynomial fit model yield differential source counts that are around eight per cent higher than those derived assuming the M10 model. This is to be expected given the profiles exhibited in the right-hand panels of Figures 15 and 16 , as the resolution bias and Eddington bias corrections have the opposite effects. The difference decreases rapidly with increasing flux density, becoming negligible above around 0.5 mJy. Given that our corrected source counts exhibit a discrepancy with the SH12 model toward the faintest flux densities, we use our polynomial model described by Equation 23 to derive the final corrections, which were then applied to the source counts we present here.
Source Counts Profile
We present the Euclidean-normalised differential source counts in Figure 18 , with the numerical models from Massardi et al. (2010) for AGN, SFG and SBG, shown respectively by the dashed, dotted and dot-dashed curves. The sum of contributions from AGN, SFG and SBG is denoted by the solid black curve. The polynomial described by Equation 23 is denoted by the dashed cyan curve. Also shown in Figure 18 are the Euclidean-normalised source counts derived in previous works with the GMRT (Sirothia et al. 2009 , Mauch et al. 2013 as well as the 324 MHz VLA-COSMOS survey (Smolčić et al. 2014 ) and the SWIRE field (Owen et al. 2009 ).
From Figure 18 , our source counts profile is consistent with models that suggest that steep-spectrum objects dominate above a few mJy. The contribution from SFG becomes increasingly important at flux densities below a few mJy. The functional form of the normalised source counts derived in this work closely follows the models derived by M10. This is exemplified in the lower panel of Figure 18 , where we present the ratio of the observed source counts to the M10 model; for all bins above 0.33 mJy, the fractional difference is typically less than 20 per cent.
It can be seen in Figure 18 that we detect the same flattening in the Euclidean-normalised source counts distribution that has been seen in previous surveys at higher frequencies (for example Garn et al. 2008b , and references therein) and deep GMRT surveys at 325 MHz (Sirothia et al. 2009 , Owen et al. 2009 , Sirothia et al. 2010 . Additionally, the observations presented in this work are among the first low-frequency studies with sufficient sensitivity to probe the source counts distribution at flux densities where a secondary drop has been seen at higher frequency (1.4 GHz flux density less than around 100 − 150 µJy; Bondi et al. 2008 ).
However, some works at 1.4 GHz have not seen this feature (for example Owen & Morrison 2008 ) and this has not yet been reported at 325 MHz or 610 MHz. Given a typical synchrotron spectral index of α = −0.7, this secondary drop would appear at a 325 MHz flux density of around 280 − 416 µJy, well within the range of flux densities recovered in this work (our source counts are derived down to a limiting flux density of 242 µJy).
From Figure 18 there is marginal evidence of this feature at faint flux densities (S < 308 µJy), as our source counts profile drops significantly below the predictions of M10. However, given that the resolution bias correction is heavily influenced by the assumed underlying source size distribution model, we cannot discount the possibility that this may be due to a differences between the true size distribution of low-frequency radio sources and the model we have assumed. 
CONCLUSIONS
We report deep 325 MHz GMRT observations of the Super-CLASS field, a region of sky known to contain 5 Abell clusters. We achieve a nominal sensitivity of 34 µJy beam −1 toward the centre of the field, the deepest study conducted at this frequency to-date. From our mosaicked image, which covers approximately 6.5 square degrees, we recover a catalogue of 3257 sources down to a flux density limit of 183 µJy.
We have compared with available catalogues from other surveys, and identified 335 sources in common with the NVSS, after accounting for sources which become resolved in the higher resolution GMRT data. The spectral index distribution indicates two populations within the data: a more numerous population of sources centred around a spectral index of α = −0.81, which dominate at higher flux densities, and a less numerous, fainter population of sources with flat-and rising spectra, which appear to dominate the fainter flux densities. However, this spectral index sample is currently severely limited by the sensitivity of the high-frequency reference.
Adopting the definition of an ultra-steep spectrum object as a radio source with α < −1.3 (as is typically the case in the literature) we find a total of four ultra-steep spectrum radio sources which have counterparts in the NVSS. Of these, we identify two AGNtype sources whose steep spectra may be the result of our superior sensitivity to faint diffuse emission, and two candidate HzRGs.
Additionally, we have identified three GPS sources, and a further candidate GPS source which is not identified elsewhere in the literature aside from the NVSS. One of these GPS sources is the blazar candidate CGRaBS J1015+6728; we recover an integrated flux density of 3.09 ± 0.31 mJy, to our knowledge the first flux density measurement for this object below 1 GHz. We model the spectra of these GPS sources using a broken power-law; our fits suggest break frequencies in the 2 − 3 GHz range.
Finally, we derive the Euclidean-normalised differential source counts for sources with flux densities in excess of 223 µJy. We have performed a rigorous mathematical treatment of the various biases in the differential source counts, including Eddington bias and resolution bias. The differential source counts appear to be consistent with predictions from numerical models which account for steep-spectrum sources (AGN, FSRQ and BL Lac objects) and star-forming galaxies (spiral galaxies and starburst galaxies). We have also provided a new empirical model for describing the Euclidean-normalised differential source counts that is valid between 242 µJy and 0.74 Jy.
The source counts distribution derived in this work exhibits marginal evidence of a secondary downturn at flux densities below 308 µJy. This corresponds well with the flux density regime where this feature has been detected at 1.4 GHz. To our knowledge, this is the first detection of this feature in the differential source counts at 325 MHz. Figure 18 . Top panel: Euclidean-normalised differential source counts at 325 MHz for sources detected in this work, corrected for resolution bias and Eddington bias (filled black circles). Note that filled red circles show the source counts from this field prior to resolution and Eddington bias correction, for comparison. We also show the Euclidean-normalised differential source counts from Sirothia et al. (2009) for the ELAIS-N1 field, those of Mauch et al. (2013) for the Herschel-ATLAS/GAMA field, those derived by Smolčić et al. (2014) for the VLA-COSMOS field, and those from Owen et al. (2009) for the SWIRE field. Dashed / dot-dashed / dotted curves denote the expected contribution at 325 MHz from AGN / starburst galaxies (SBG) / spiral galaxies (SFG) respectively, from the model of M10; the solid line represents the sum of the populations. The dashed cyan curve denotes the fourth-order polynomial fit to the source counts derived in this work, from Equation 23. Bottom panel: Observed counts from the literature relative to the total M10 model (AGN+SBG+SFG) illustrating the large scatter in source counts. Dashed cyan curve is the fourth-order polynomial fit relative to the M10 model. Dashed green lines indicate the limit of ±20% compared to the M10 model. the STFC for the award of Advanced and Halliday fellowships (grant number ST/I005129/1).
