This paper summarizes the goals, organization and results of the first SOCO competitive evaluation campaign for systems that automatically detect the source code re-use phenomenon. The detection of source code re-use is an important research field for both software industry and academia fields. Accordingly, PAN@FIRE track, named SOurce COde Re-use (SOCO) focused on the detection of re-used source codes in C/C++ and Java programming languages. Participant systems were asked to annotate several source codes whether or not they represent cases of source code re-use. In total five teams submitted 17 runs. The training set consisted of annotations made by several experts, a feature which turns the SOCO 2014 collection in a useful data set for future evaluations and, at the same time, it establishes a standard evaluation framework for future research works on the posed shared task.
INTRODUCTION
Nowadays, the information has become easily accessible with the advent of the Web. Blogs, forums, repositories, etc. have made source code widely available to be read, to * Corresponding author.
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Currently, software companies have a special interest in preserving their own intellectual property. In a survey applied to 3, 970 developers, more than 75 percent of them admitted that have re-used blocks of source code from elsewhere when developing their software 1 . Moreover, on the one hand, the academic environment has also become a potential scenario for research in source code re-use because it is a frequent practice among students. A recent survey [4] reveals that source code plagiarism represents 30% of the cases of plagiarism in the academia field. In this context, students are tempted to re-use source code because, very often, they have to solve similar problems within their courses. Hence, the task of detecting source code re-use becomes even more difficult, since all the source codes will contain (to some extent) a considerable thematic overlap. On the other hand, detection of source code re-use in programming environments, such as programming contests, has an additional challenge, this is the large number of source codes that must be processed for detecting such practises [10] , and as a result, source code re-use detection becomes some how unfeasible. Consequently, most of the research on source code re-use detection has been mostly applied to closed groups [23, 20, 13] .
Whereas at PAN@CLEF the shared task addresses plagiarism detection in texts [19] , PAN@FIRE focuses on the detection of source codes that have been re-used in a monolingual context, i.e., using the same programming language. It is worth mentioning that such situation represents a common scenario in the academic environment. Particularly, SOCO involves identifying and distinguishing the most similar source code pairs among a large source code collection. In the next sections we will first define the task and then summarise all participant systems approach as well as their obtained results during the SOCO 2014 shared task.
RELATED WORK
Although the problem of source code re-use is not new, it is until nowadays that such problem has reached an increasing importance given the rise of material now available in electronic form. Traditionally, the source code reuse detection problem has been approached by means of three main perspectives: i) shallow features comparison, ii) NLP-related strategies, and iii) structural comparison, i.e., graph-based representations.
Shallow techniques involve generating a representation of each source code as a k -tuple, where each component depicts an attribute describing some superficial characteristic from the source code file, for example, number of code lines, number of variables, methods, loops, indentations, commented lines, average length of lines (in characters), etc. Once the representation is obtained, source code re-use is determined by measuring its distance (similarity) against a set of source code files [7, 25] represented by the same set of features. A main drawback of such methodologies is that the number of possible features may be very large and not adequate for all programming languages. Additionally, this type of techniques tend to perform poorly when more sophisticated modifications are performed in source code files.
Regarding the NLP-related strategies, the intuitive idea has been to incorporate traditional text similarity measures to the task of source code re-use detection. Such methods, as stated in [21] , involve more complex as well as robust approaches. Normally, source code files are treated as text files, hence, common methods such as the traditional Bagof-Words, character n-grams [12, 22] , and longest common sub-sequence [2, 15] are among the most popular techniques. One of such work takes into account the "whitespace" indentation patterns of a source code file [2] , where a source code document is converted to a pattern, namely whitespace format, replacing any visible character by X and any whitespace by S, and leaving newlines as they appear. The work reported in [2] then calculates a similarity index based on the longest common substring (LCS) of both patterns. For their experiments, the authors used C sources extracted from the Apache and Linux Kernel. Using a distribution of similarity index for source code pairs, the authors corroborate their hypothesis, namely that similar source code pairs (obtained from different versions of the Linux kernel) exhibit high average LCS based similarity index values, whereas different source codes pairs show low mean similarity index on an average. The work proposed in [20] represents one of the most popular freely-available methods for source code plagiarism identification, and is based on a technique that searches for the longest non-overlapped common substrings between a pair of fingerprints.
Another common approach is to determine the fingerprint of a source code document by making use of the words ngrams 2 . However, this does not consider important characteristics inherent to source codes such as keywords, identifiers names, number of lines, number of terms per line, number of hapax, etc. The work reported in [18] proposes a similarity measure that uses a particular weighting scheme for combining different characteristics of source codes. A major limitation of these reported works is that obtained results are inconclusive because the datasets on which their experiments were conducted do not represent real-life re-use cases and more importantly and not sufficiently large.
In [5] authors performed a detailed analysis of source codes with the help of latent semantic indexing (LSA). They focused their work on three components: preprocessing (keeping or removing comments, keywords or program skeleton), weighting (combining diverse local or global weights) and the dimensionality of LSA. The experiments were based on information retrieval scheme, i.e. given a suspicious source code as a query, they retrieved the most likely candidate original source codes. The dataset was constructed with the help of automated tools namely Moss and Sherlock [16] followed by manual post processing. It was reported that the optimum number of LSA dimensions is 30. A major drawback of the experiments reported in [5] is that these were conducted on small collections of source code files (varying from 106 to 179) which is far from the real-life scenario. A similar work was done in [17] where authors addressed the problem of concept location using an information retrieval model based on LSA. Their proposed approach is employed to find relevant (semantically related ) parts of source codes.
Finally, the most recent approaches as well as the most complex are the structure-based ones. Most of these techniques involve an in-depth representation of source code files. Ideally, such type of representations allow to perform more elaborated comparisons between a pair of source codes, for example, to compare inherent structure features instead of only shallow or lexical features [3, 6, 14] .
As an example, the work described in [6] proposes a source code plagiarism detection tool named CCS (code comparison system) that compares source code files by means of using hash values of their abstract syntax trees. Accordingly, CCS performs codes comparison by means of: first traversing the syntax tree and get every hash value of the suspicious and original source codes; then, sub-trees are classified according to the number of child nodes such that only those sub-trees having the same number of child nodes are compared; thus, at the end sub-trees with similar hash values will represent the plagiarised sections within a source code. Similarly, the work proposed by [3] proposed a method for fingerprinting based on syntax trees to retrieve clone clusters of exact matches across a set of software projects. Finally, DeSoCoRe [11] proposes a comparison of two source codes at function-level and looks for highly similar functions or methods in a graphical representation.
Notice that one of the main limitations of previous work is that, all proposed approaches are not comparable among them given that there is no standard source codes collection neither well established metrics suitable for such purposes. In order to overcome such limitations, PAN@FIRE SOCO track defines a standard framework in order to provide a controlled scenario for evaluating source code re-use detection systems. Thus, this paper describes the followed methodology for constructing both training and test sets used during the SOCO competition; and, also a discussion of obtained results is given.
TASK DESCRIPTION
SOCO shared task focused on monolingual source code reuse detection, which means that participant systems must deal with the case where the suspicious and original source codes are written in the same programming language. Accordingly, participants were provided with a set of source codes written both in C/C++ and Java languages, where source codes have been tagged by language to ease the detection. Thus the task consists in retrieving source code pairs that are likely to be cases of re-use. It is important to mention that this task was performed at document level, hence no specific fragments inside of source codes are expected to be identified; only pairs of source codes files. Therefore, participant systems were asked to annotate several source codes whether or not they represent cases of source code re-use. SOCO 2014 shared task was divided in two main phases: training and testing. For the training phase we provided an annotated corpus for each programming language, i.e., C/C++ and Java. Such annotation includes information about whether a source code has been re-used and, if it is the case, a link to the original source code is provided. It is worth mentioning that the order of each pair was not important 3 , e.g., if X has been re-used from Y , it was considered as valid to retrieve the pair X-Y or the pair Y -X. Finally, for the testing phase the only annotation that was provided corresponds to the programming language (C/C++ or Java).
CORPUS
In this section we describe the two corpora used in the SOCO 2014 competition. For the training phase, a corpus composed by source codes written in C and Java programming languages was released. For the testing phase, participants were provided with source codes written in C-like languages (i.e., C and C++) and also in Java language.
Training Corpus
The training collection consists of source codes written in C and Java programming languages. For the construction of this collection we employed the corpus used in [1] . Source code re-use is committed in both programming languages but only at monolingual level. The Java collection contains 259 source codes, which are named from 000.java to 258.java. The C collection contains 79 source codes, entitled from 000.c to 078.c. Relevance judgements represent re-use cases in both directions(X → Y and Y → X). Table 1 shows the characteristics of the training corpus and the kappa (κ) value of the inter-annotator agreement [9] .
As can be seen in Table 1 the inter-annotator agreement for the C collection represents a moderate agreement whilst for the Java collection the kappa value indicates a substantial agreement between annotators [9] . Such results indicate (to some extent) that the provided training corpus represents a reliable data set. 
Test Corpus
Provided test corpus was divided by programming language (C/C++ and Java) and by scenarios (i.e., different thematic/problems are considered). This corpus has been extracted from the 2012 edition of Google Code Jam Contest 4 . Each programming language contains 6 monolingual re-use scenarios (A1, A2, B1, B2, C1 and C2). Hence, the name of the files consists of the name of its corresponding scenario and an identifier, for example, file "B10021" belongs to scenario B1 and its identifier number is 0021. An overview of the test dataset characteristics is presented in Table 2 . It can be seen that the entire collection of about 20K and 12K, for C/C++ and Java respectively, is categorized into six different scenarios.
It is important to mention that there is no re-use cases between scenarios, therefore participant systems just needed to look for re-use cases among the source code files inside each scenario. For example, participants did not have to submit a re-use case between files "B10021" and "B20013". Notice that the first one belongs to scenario B1 but the second one belongs to B2.
As can be noticed in Table 2 , the amount of source codes in the test set is significantly higher than the amount of codes in the training corpus. Therefore, participant systems are some how obligated to develop efficient applications for solving the SOCO task. Such distribution of source code files tries to replicate a real life scenario, where a suspicious source code file might have to be compared against a large set of source code files.
In view of the huge size of the test corpus, it was prac-tically impossible to label it manually by human reviewers. Hence, in order to evaluate the performance of participant systems, we prepared a pool formed by the provided detections from the different submitted runs [24] . By means of following this technique, a source code pair needs to appear at least in the 66% of the competition runs to be considered as a relevant judgement. Thus, for constructing the relevance assessments, we considered all submitted runs from participant systems with the addition of the two baselines described in the next section. The third column in Table 2 indicates the number of identified relevant judgements for each programming language and scenario. Additionally, Table 2 also depicts the average number of code lines contained in source code files; such value indicates (to some extent) the difficulty (i.e., necessary code lines) of developed programs in order to solve the assigned task. Finally, it is worth mentioning that two out of the five participant teams submitted their obtained results after the deadline; hence, two different set for the relevance assessments were constructed. Therefore, the Official relevance assessments were pooled from the results from the teams UAEM,UAM and DCU plus the two proposed baselines. Whereas the Unofficial relevance assessments were formed considering the former configuration plus the results submitted by Rajat and Apoorv (see Section 7).
EVALUATION METRICS
All the participants were asked to submit a detection file with all the source code pairs considered as re-use cases. Participants were allowed to submit up to three runs. All the results were required to be formatted in XML as shown below. As can be noticed, for each suspicious source code pair it must be one entry of the <reuse case .../> in the XML file. 
</document>
To evaluate the detection of re-used source code pairs we calculate Precision, Recall and F1 measure. For ranking all the submitted runs we used the F1 measure in order to favour those systems that were able to obtain (high) balanced values of precision and recall.
Two baselines were considered for the SOCO 2014 task, which are described below: Baseline 1. Consists of the well-known JPlag tool [20] using its default parameters. In this model, the source code is parsed and converted into token strings. The greedy string tiling algorithm is then used to compare token strings and identify the longest non-overlapped common substrings. Baseline 2. Consists of the character 3-gram based model proposed in [12] . In this model, the source code is considered as a text and represented as character 3-grams, where these n-grams are weighted using term frequency scheme. As preprocessing, whitespaces, line-breaks and tabs are removed. All the characters are casefolded and characters repeated more than three times are truncated. Then, the similarity between two source codes is computed using the well known cosine similarity measure.
It is worth mentioning that for both baselines, a source code pair is considered as a re-use case if the similarity value is higher than 0.95.
PARTICIPATION OVERVIEW
In total five teams participated and submitted 17 runs. Particularly, the Autonomous University of the State of Mexico (UAEM) and the Universidad Autónoma MetropolitanaUnidad Cuajimalpa (UAM-C) have submitted three runs in both programming languages, while the Dublin City University (DCU) only in Java. Remaining teams (i.e., Rajat and Apoorv) submitted their respective runs beyond the allowed official time, nonetheless, their obtained results have been considered for performing the current analysis.
UAEM [15] used a model for the detection of source code re-use that is divided into four phases. In the first phase only the lexical items of each source language are separated and more than one whitespaces are removed. In the second phase, a similarity measure is obtained for each source code regarding the other source codes. The second phase uses as similarity measure the sum of the different lengths of the longest common substrings between the two source codes, normalised to the length of the longest code. Using the comparisons made for each source code, in the third phase a set of parameters is obtained that allow later the identification of re-used cases. The parameters obtained are: the value of the distance (1-similarity), the ranking of the distance (rank order of the most similar), the gap that exists with the next closest code (it is only calculated for the first 10 closest codes) and, using the maximum gap between the 10 most closest codes, the source codes that are B efore or After the maximum gap relative difference are labelled. The result of the third phase is a matrix where each row represents a comparison of a source code with other codes (columns).
For the decision, a source code pair X ↔ Y will be a re-use case if there is evidence of re-use in both directions, it means, X → Y and Y → X. A re-used case exists when the distance is less than 0.45 or the gap is greater than 0.14, but also it is important that one of the additional conditions is achieved. The first condition is that the ranking must be, at least, in the second position and, the second condition, that the label of the relative difference must be Before. The first run for C and Java languages were processed with above conditions. However, in some cases the evidence in one direction was very high and in the other direction was almost reliable, but according to the training corpus in Java, in most of the cases this pair was a re-used case. In the second run, if there were not high evidence of re-use in one direction, then the pair can be considered as re-used case whether at least one of the both codes has the ranking of 1 and the relative difference of B efore and the gap greater than 0.1. UAM-C [22] represents the source code in three views attempting to highlight different aspects of a source code: lexical, structural and stylistics. From the lexical view, they represent the source code using a bag of character 3-grams without the reserved words for the programming language. For the structural view, they proposed two similarities that take into account functions' signatures within the source code, e.g., the data types and the identifier names of the functions' signature. The third view consists in account-ing for the stylistics' attributes, such as, number of spaces, number of lines upper letters, etc. For each view they computed a similarity value for each pair of source codes and then they established a threshold calculated on the training corpus. In the first run, they only consider the first view with a manually defined similarity threshold of value 0.5. In the second run, they use the first and the second view. From these two views they have three different similarities: lexical similarity (L), data types similarities (DT ), and identifiers' name similarity (IN ). Then, they combined them as: 0.5L * 0.25DT * 0.23IN , according to a confidence's level manually established. In the third run, they used 8 similarity values derived from the three proposed views: one similarity for the lexical view, 6 similarities from the second view and 1 more for the stylistic view. Finally, they trained a model using a supervised approach to be used over the test corpus.
DCU [14] undertakes an information retrieval (IR) based approach for addressing the source code plagiarism task. First, they employ a Java parser to parse the Java source code files and build an annotated syntax tree (AST ). Then, they extract content from selective fields of the AST to store as separate fields in a Lucene index. More specifically speaking, the nodes in the AST from which they extract information from are the statements, class names, function names, function bodies, string literals, arrays and comments. For every source code in the test corpus, they formulate a pseudo-query by extracting representative terms (those having the highest language modelling query likelihood estimate scores). A ranked list of 1000 documents along with their similarities with the query is retrieved after executing the query. The retrieval model that they use is language model (LM ). Their model walks down this ranked list (sorted in decreasing order by the similarities) of documents and stops where the relative decrease in threshold in comparison to the previous document similarity is less than a pre-defined threshold value acting as a parameter. The documents collected this way are then reported as the re-used set of documents. In the first run, separate fields are created for each AST node type, e.g. the terms present in the class names and the method bodies are stored in separate fields. They compute relative term frequency statistics for each field separately. In the second run, an AST is constructed from the program code using a Java parser and then bag-of-words from the selected nodes of the AST are used. However, separate fields are not used to store the bag-of-words. The index is essentially a flat one. In the third run, a simple bag-ofwords document representation is used for a program code, i.e., no program structure is taken into account.
Rajat proposed approach is based on a string comparison technique. The proposed method looks for an exact lines match between a pair of source codes files. The used similarity metric consists in calculating a ratio between the number of common lines and the total number of lines of the larger source code file. At the end, the decision process for determining whether or not is a re-use case, is based on the obtained similarity value that must surpass a threshold value of 70%.
Apoorv proposes a similar approach to the method described by Rajat. Accordingly, the proposed approach considers source code files as text documents, and follows a string matching strategy for measuring similarities. The approach looks for exact lines matching between source code files and estimates a similarity value with the ratio of lines that both source codes have in common. Selected source code pairs as re-use cases are those that obtain the maximum similarity value. At the end, for each source code within the test set, the approach lists a single re-used case with the maximum similarity value.
RESULTS AND ANALYSIS
Obtained results by participant systems are shown in Table 3, Table 4 , Table 5 and Table 6 . Particularly, Table 3 and Table 5 report obtained results for the C/C++ programming language, whereas Table 4 and Table 6 depict results obtained in the Java language. Obtained performance at scenario level (i.e., thematic related problems) is shown in Tables 3 and Table 4 for C/C++ and Java programming languages respectively in terms of the F1 score; whereas that Table 5 and Table 6 report the overall results during the SOCO competition in terms of precision (P ), recall (R) and F1 score.
Notice that the first part of all tables represents the performance obtained when the official relevance assessments are considered to evaluate system's performance, whilst the bottom part depicts obtained results when the unofficial relevance assessments are considered. As we mentioned before, we ranked obtained results by means of the F1 measure, given that we prefer systems that are able to obtain (high) balanced values of Precisions (P ) and Recall (R).
Observe that, for the C programming language (Table 3 ) using the official relevance assessments, the team from UAEM was able to perform well across all the scenarios except C1. Especially for C1, the most complex task according to Table 2 , the best result was achieved by the UAM-C team. This behaviour indicates, to some extent, that the proposed methodology by UAEM is suitable for easy and moderately hard tasks, whilst for more complicated tasks, the approach proposed by UAM-C performs better. However, a different behaviour is obtained when the unofficial relevance assessments are considered. Notice that for this particular experiment, the best performance across scenarios is obtained by the Baselines except for the C1 task, where once again the UAM-C got the best performance.
As explained before, both baselines and the UAEM methods are based on NLP-related strategies for identifying re-use cases. On the contrary, the approach followed by the UAM-C considers some features that are not content related (claimed as structural features in [23] ). Thus, it seems like NLPrelated approaches are good enough for small C/C++ source code files, whereas for more elaborated programs (complex tasks), structural features allow to accurately identify cases of source code re-use.
For the Java scenario, UAM-C has achieved the best performance with a balance between precision and recall using both, official and unofficial relevance assessments. According to the obtained results, the combination of all their proposed similarity (lexical, structural and stylistic) measures using a supervised decision tree has been decisive. However, as can be seen in Table 5 and Table 6 their second run has been affected by the same phenomenon than in the C/C++ scenario: it retrieves more than 10K re-used source code pairs, affecting precision values. For the three runs submitted by DCU, a good general performance is obtained, see also Table 6 . Particularly for DCU second run, the addition of the bag-of-words for selecting nodes from the AST slightly Table 3 : F1 score per scenario considering both the relevant assessments used during the SOCO 2014 track (i.e., Official) as well as the post-competition relevance assessments (i.e., Unofficial). Reported results correspond to the C/C++ programming languages. improved the performance of the first run. Whereas that DCU third run, where the bag-of-words is not employed for selecting nodes within the AST, it slightly decreases their results. In general, different approaches were applied to solve the problem of source code re-use detection. As it is possible to notice in Table 5 , the two submitted runs from UAEM were able to retrieve all the re-used source code pairs (high recall). But their rule introduced for retrieving less obvious re-used cases in run 3 had a negative impact on the performance in terms of precision and, therefore, in F1. For the UAM-C results, these have been adversely affected in terms of precision by the huge number of retrieved source code pairs (+50K).This may happened because they have removed reserved words (keywords) and taken into account the number of functions according to the C language. As known, C++ language includes new characteristics such as classes and methods and also includes new reserved words (e.g. cin or cout).
Results considering the
As can be seen in Figures 1 and 2 , proposed approaches tend to achieve higher F1 score when the difficulty of the problem is greater, i.e., source codes files are larger. You might think that easier tasks require less lines of code, thus Table 4 : F1 score per scenario considering both the relevant assessments used during the SOCO 2014 track (i.e., Official) as well as the post-competition relevance assessments (i.e., Unofficial). Reported results correspond to the Java programming languages. less evidence of re-use exists within such files. This makes easier tasks a more challenging scenarios to detect re-use of source code. Accordingly, the best performing system was the stringmatching based model [15] for C/C++ programming languages, while the best method for Java was the combination of lexical, structural and stylistic features proposed in [22] , in both cases using the official relevance assessments. Nevertheless, when considering the unofficial relevant assessments, Baseline 2 model, based on the comparison of character 3-grams, obtained the best performing model for C/C++ scenario, meanwhile UAM-C approach remains as the best performing for Java. 

REMARKS AND FUTURE WORK
In this paper we have presented the results of the Detection of SOurce COde Re-use (SOCO) PAN track at FIRE. Especially, SOCO 2014 has provided a task specification which is particularly challenging for participating systems. The task was focused on retrieving cases of re-used source code pairs from a large collection of programs. At the same time, SOCO has provided an evaluation framework where all participants were able to compare their obtained results by means of applying different approaches under the same conditions and using the same corpora. With these specifications, the task has turned out to be particularly challenging and well beyond the current state of the art of participant systems.
In total five teams submitted 17 runs. Two teams submitted their runs after the event but have been considered in the posterior analysis. We summarised the followed approaches by each of the participant systems and presented the evaluation of submitted runs along with their respective analysis. In general, different approaches were proposed, varying from string-matching to abstract syntax tree based models. It is important to notice that the participation for the Java language was much higher than for the C programming language (10 vs. 7 runs). We considered two scenarios for the evaluation: (i) Calculating the relevance assess- ments considering just the submitted runs during the track; and (ii) Calculating the relevance assessments using all the submitted runs after the competition. UAM-C achieved the best results in Java programming language in both scenarios. Nevertheless, the team that achieved the best results in C/C++ in SOCO track was the UAEM. Considering the runs submitted after the track, the Baseline 2 achieves the best F 1 score by means of its character 3-grams approach. Finally, a note has to be made with respect to the reusability of test collections, which were calculated using a pool formed by submitted and baseline runs; is that more experiments need to be performed in order to construct a more fine-grained relevance judgements. Nonetheless, both training and test collections represent a valuable resource for future research work on the field of source code re-use identification. Table 9 : Results per task with the relevant judgements considering only the SOCO participants in Java. 
