Abstract. The constant-complement approach is one of the principal strategies for defining the reflections of database view updates. The purpose of this paper is twofold. First, a self-contained presentation of the strategy itself is given. Second, two fundamental invariance problems are examined. In admissibility invariance, the question of when the translatability of a view update is independent of the view state is considered. In reflection invariance, the question of when a view update is independent of the choice of complement is considered. In addition to a summary of existing results for both forms of invariance, new results for reflection invariance are presented.
Introduction
Virtually all modern database-management systems provide views, or windows on the database. Such windows provide partial, but generally not total, information about the state of the main schema. The basic idea is illustrated in Fig.  1 below, which depicts a view Ω 0 = (W 0 , ω 0 ) with view schema W 0 and view mapping ω 0 . In that example, the set LDB(E 0 ) of states (or legal databases) of Main Schema E0
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Fig. 1. Visualization of a view
the main schema has eight members, while the corresponding set LDB(W 0 ) of the view schema has only four. In all cases, a state of the form M ij maps to N i .
A view mapping is always total and surjective, by definition. Each state of the view schema must be the image of some state of the main schema. Although every update to the state of a view schema has at least one reflection to an update on the main schema, there is rarely only one such possibility. In the simple example of Fig. 1 , since each view state is the image of exactly two states of the main schema, there are two possible reflections for each view update. For example, if the current state of the main schema is M 11 , the view update (N 1 , N 2 ), given by identifying the current state N 1 and the desired new state N 2 , has two possible reflections for the corresponding update to the main schema, (M 11 , M 21 ) and (M 11 , M 22 ). The problem of determining which, if any, of the possible reflections is suitable, is called the view-update problem, and a specific approach to solving this problem is termed a view-update strategy.
This paper is about one such approach, the constant-complement strategy. To place it in context, it is useful to begin with a more general discussion of viewupdate strategies, which may be classified along several lines. Perhaps the most fundamental distinction is between design-based and principle-based strategies. Roughly speaking, in a design-based strategy, the reflection mechanism for view updates is defined explicitly part of the specification of the view itself. With such an approach, the range of view updates which may be supported is very large, but, on the other hand, it is up to the designer to account for whatever effects the translation of a view update will have upon the properties of the main schema. Furthermore, with such strategies, there may be many views which provide precisely the same information, but which support updates in very different ways. Most designed-based strategies, by their very nature, are customized to a specific application, although there has been some recent work which attempts to systematize this approach using a construction known as a lens [8, 13] .
In a principle-based strategy, view-update reflections are chosen according to certain principles. Thus, in particular, the update-reflection mechanism is determined by the update principle, and not explicitly as an additional aspect of the view specification. Much of the theory of view-update support is based upon principles which are founded in specific representations for specific data models. By far, the most common context is the representation of views in the relational model using the relational algebra or calculus. Examples include [11, 26, 6, 7] . While they often provide interesting insights, they do not, in general, provide a unified theory of how view updates may be handled.
There are at least two major principle-based strategies which are general in character, one based upon minimal repairs and the other upon constant complement. They are nevertheless diametrically opposed in nature. The minimalrepair strategy provides a ranking on possible reflections, but does not otherwise classify them as acceptable or unacceptable. On the other hand, the constantcomplement strategy provides an absolute classification of acceptability, without any other ranking. It is instructive to take a slightly closer look.
In the approach based upon minimal repairs, the underlying principle is that the reflection of a view update should change the state of the main schema as little as possible. To formalize this, a distance metric between states of the main schema is identified. An optimal reflection of a view update, if it exists, is defined by a reflection for which the distance between the old state (before the update) of the main schema and the new state (after the update) is least. If no such optimal update exists, it is still possible to identify a set of minimal reflections. Most of the efforts based upon minimal repairs are formulated within the context of logic databases; for a comprehensive presentation, see [3, 2] . In [19] , the basic ideas are applied to a class of traditional relational views.
Although undoubtedly useful, such a ranking approach can also produce questionable results. Consider, for example, a view which computes the average salary of all employees. Using a metric of minimal number of tuples or minimal subset of tuples changed, to support a view update which increases the average salary by some value x, the minimal reflections are those which alter the salary of exactly one employee, and leave the other salaries unchanged, together with those which add one new employee with just the right salary to achieve the desired average. Of course, the metric can be questioned in this case, and this example shows that a main challenge facing a designer of a minimal-repair strategy is the choice of the distance metric. Traditional metrics, such as counting the number of tuples which change, or simply using symmetric set difference, have mathematical appeal but are sometimes too coarse to recapture what would otherwise appear to be the best reflection. Thus, a thorough study of this approach must necessarily focus upon the choice of metric as well.
The constant-complement strategy, first described in [5] , provides absolute criteria for the acceptability of a view-update reflection. It focuses upon encapsulation -only that part of the main schema which embodies the information contained in the view may be altered; the rest of the main schema must remain unchanged. Encapsulation may be cast equivalently with the notion that the updates which are allowed on the view must be closed -all changes to the main schema which are induced by a view update should be visible within the view itself; there should be no side effects which are not fully represented within the view [17, Sec. 1] .
Such encapsulation is achieved by identifying a second view which is complementary to the one which is to be updated. This complementary view recaptures that part of the main schema which is not covered by the view to be updated. By keeping the complement constant, all changes are limited to the updated view.
The main idea is illustrated in Fig. 2 , for the view Ω 0 of Fig. 1 , with complement Ω 0 as shown. The horizontal ellipses, shaded in gray, show the groups of states of the main schema E 0 which map to the same state of the view Ω 0 . The vertical ellipses, with dotted borders, show the groups of states of the main schema E 0 which map to the same state of the view Ω 0 . Define the decomposition mapping ω 0 × ω 0 :
It is easy to see that this mapping is injective; indeed, M ij → (N i , P j ). This implies that the state of the main schema E 0 may be Initial post-workshop submission: 20120129 SDKB2011 page 3
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Fig. 2. Visualization of a complementary pair
recovered from the combined states of both views. In classical database theory, it is said that E 0 decomposes losslessly into W 0 and W 0 (via the views Ω 0 and Ω 0 ). This is the definition of a complement -that the associated decomposition be lossless. Consider the potential update (N 1 , N 2 ) to W 0 , and assume further that the the current state of E 0 is M 11 . As noted above, there are two possible reflections to the main schema, (M 11 , M 21 ) and (M 11 , M 22 ), but only the first, to M 21 , keeps the state of W 0 the same. It is the only one which avoids a sideeffect on Ω 0 , and thus is the only one admitted by the constant-complement strategy. Indeed, since ω 0 × ω 0 is injective, there can be at most one reflection update which keeps Ω 0 constant. The new state of the main schema E 0 must be
. Not all updates to Ω 0 are possible with constant complement Ω 0 . Indeed, the view update (N i , N j ) is only possible if either {i, j} ⊆ {1, 2} or else {i, j} ⊆ {3, 4}. This is a fundamental property of the constant-complement strategy -in general, not all view updates admit a reflection. This is the "price" of requiring encapsulation.
As this may all seem a bit abstract, it is instructive to illustrate these same ideas with a more concrete, relational example. Let the schema E 1 consist of the single relation symbol R Figure 3 provides a visualization of this situation. Fig. 3 . Visualization of constant-complement in the relational setting
The price of encapsulation has been seen by some to be too high. For example, according to [27, p. 41] , the constant complement strategy is "only applicable to a trivial class of views", and is "too restrictive to be of any practical use". This criticism must be evaluated in context. The starting point in [27] is that all updates on a view which preserve its integrity constraints should be supported. However, the idea that only some, but not all, updates to a view are supported by a given strategy is not at all unusual, and is central in many approaches. Furthermore, for a summary view such as the example given above which computes average salary, an update through anything but a design-based strategy seems unreasonable. Even the SQL standard limits updates to views [9, Sec. 13.3] . In any case, the constant-complement strategy is exactly what is required to ensure encapsulation. Of course, it is difficult to argue that all update strategies require encapsulation, but it is equally difficult to argue that none do.
The constant-complement strategy is important for at least one additional reason -it is central to the approach of modelling database schemata via components [33, 32] . The ways in which such components are interconnected, as well as the ways in which updates are supported on such interconnections, is very closely related to the constant-complement strategy [20, 25, 23] .
In short, while it is not the universal solution for all view-update problems, the constant-complement strategy is sufficiently useful that it should be understood by anyone interested in the principles of database updates via views.
The purpose of this paper is twofold. The first goal is to present the fundamental ideas of the constant-complement strategy in a reasonably self-contained fashion. The second is to examine some invariance issues surrounding the approach.
The first is called admissibility invariance. For an update strategy to be truly encapsulated, the admissibility of a view update must not depend upon the state of the main schema. A given view update (N, N ) must either be allowed for all states M of the main schema which map to N 1 , or else for none of them. It is easy to verify that the examples depicted in Fig. 2 and Fig. 3 each have this property. However, it is possible to alter the example of Fig. 3 so that this property fails, as illustrated in Fig. 4 
AB . This update is possible with constant complement Π
In Sec. 3, this question of admissibility invariance is examined in detail. As it turns out, there is a very general characterization of such invariance, defined in terms of the congruences of the views, which depends only upon a model of database schema given by sets and functions. Sec. 3 is a tutorial summary of known results; it does not contain any fundamentally new results.
The second invariance issue is called reflection invariance. One of the thornier issues with the constant-complement strategy, identified already in [5, Thm. 4.4] , is that a view complement is almost never unique. Furthermore the reflection of a given update using the constant-complement strategy may depend upon the choice of complement, as illustrated in Fig. 5 . This example uses the same
View mapping ω0 View mapping ω 0 main schema E 0 and the same view Ω 0 as in Fig. 2 , but the complementary view
The updates allowed to Ω 0 under constant complement Ω 0 are the same as those for constant complement Ω 0 , but with the exception of identity updates, the translations are always different. For example, From initial state M 11 , the view update (N 1 , N 2 ) reflects to (M 11 , M 22 ). Without adding additional structure, there is no reasonable way to prefer one of these complements to the other. This observation would appear to compromise the utility of the constantcomplement strategy substantially. If the strategy depends upon the choice of complement, and complements are almost never unique, then encapsulation is reduced to a mathematical construction, with the choice of complement as an arbitrary parameter. However, when one attempts to carry out a similar construction on a "real" example such as that of Fig. 3 , as illustrated in [17, Sec. 1, 3] , it becomes remarkably difficult to construct a "reasonable" complement to Π E1 AB which does not at least include Π
E1
BC as a subview. The key lies in the fact that most common views, particularly relational views, involve order. The databases have a natural order structure, and the view mappings respect this structure. When limiting the constant-complement strategy to that context in an appropriate manner, the reflection of a view update becomes independent of the choice of complement. The main results along these lines were established in [17] . In Sec. 4, a fundamental result along these lines is recalled, and then some important new extensions are developed.
In addition to these main sections, Sec. 2 provides the basic formalisms necessary to understand the constant-complement strategy and the extensions discussed in this paper, while Sec. 5 provides conclusions and further directions.
The Basic Framework of Views and Updates
The purpose of this section is twofold. First, it provides a compact summary of the necessary mathematical and notational material. Second, it provides a simple yet formal presentation of the basic constant-complement strategy.
Much of this framework appears, with minor variations, in earlier work of the author. The reader is referred in particular to [17, 21] for further details.
Familiarity with the relational model, as presented in [28, 30, 1] is assumed. For the most part, relational notation and terminology will not be reviewed here.
Notation 2.1 (Some mathematical shorthand). It will often be necessary to assert that a partial function f is defined on an argument x. The shorthand f (x) ↓ will be used in this regard.
The symbol N will be used to denote the natural numbers {0, 1, 2, . . .}.
Summary 2.2 (Equivalence relations, partitions, and blocks). Equivalence relations and their properties play a central rôle in the characterization of views, especially for properties associated with the constant-complement strategy. Although familiarity with the basic ideas is assumed, it is nevertheless useful to gather important terminology and notation in one place. A comprehensive reference on the subject of equivalence relations and their algebraic properties is [29] , while [10] is a useful reference for order structures in general. An equivalence relation r on a set S is one which is reflexive (for all x ∈ S, r(x, x)); symmetric (for all x, y ∈ S, r(x, y) implies r(y, x)); and transitive (for all x, y, z ∈ S, r(x, y) and r(y, z) implies r(x, z)). The set of all equivalence relations on S is denoted EqRels(S).
The equivalence relation r divides S into disjoint blocks, with the block Block r (x) containing x given by {y ∈ S | r(x, y)}. The set {Block r (x) | x ∈ S} of all such blocks is called the partition of r and is denoted Partition(r).
There is a natural order S on EqRels(S) given by r 1 S r 2 (written r 2 ⊃ r 1 in [29] ) iff r 2 ⊆ r 1 . Equivalently, r 1 S r 2 iff every block of of r 2 is a subset of some block of r 1 . In particular, the identity relation 1 S is greatest in this ordering, and the trivial relation 0 S = S × S is least. If r 1 S r 2 , then Partition(r 1 ) is said to be coarser than Partition(r 2 ), and Partition(r 2 ) is finer than Partition(r 1 ).
This natural order induces a bounded complete lattice structure on EqRels(S) [29, Thm. 5] . The join of any set Q ⊆ EqRels(S) is just its intersection; i.e., Q = {(x, y) | (∀r ∈ Q)((x, y) ∈ r)}. The meet of Q is the intersection of all equivalence relations which are lesser than each element of Q; i.e., Q = {r ∈ EqRels(S) | (∀s ∈ S)(s S r)}. For two elements, which is the case of most interest in this work, this reduces to r 1 ∧ r 2 = {r ∈ EqRels(S) | (r S r 1 ) and (r S r 2 )}, Thus, the meet r 1 ∧ r 2 corresponds to the finest partition which is coarser than both Partition(r 1 ) and Partition(r 2 ); i.e., the greatest lower bound of r 1 and r 2 . Further properties of the meet will be examined in Discussion 3.3 and Definition 3.5. As already noted above, 0 S and 1 S are the least and greatest elements of EqRels(S), respectively; i.e., 0 S ≤ r ≤ 1 S for all r ∈ EqRels(S). Summary 2.3 (Database schemata, morphisms, and views). One of the beauties of the constant-complement strategy is that its basic formulation requires very little in the way of underlying structure; it is applicable to any state-based database model. In such a model, at each point in time there is a single database associated with each schema. Relational, object-oriented, and even XML-based schemata are accommodated. (On the other hand, deductive formalisms, such as those employed in [12] , in which the database "state" is modelled not by a single instance, but rather by a set of constraints, are not recaptured directly by such a model.)
Formally, a (set-based) database schema D is just a set. This set, denoted LDB(D), consists of the legal databases of D. Constraints, schema structure, and the like are not represented explicitly. Rather, a database schema is modelled by its instances alone. This model has already been employed in the examples of Sec. 1. For example,
For the relational example E 1 , LDB(E 1 ) is just the set of all finite sets of tuples on ABC which satisfy the join dependency 1 [AB, BC].
A morphism f :
In the relational context, a morphism is usually defined using the relational algebra or calculus, but the abstraction to a function on states is all that is needed for the purposes of the constant-complement strategy.
A view of the database schema D is a pair Γ = (V, γ) in which V is a database schema and γ : D → V is a surjective database morphism. The views Figs. 1, 2, 4, and 5, the congruence of each view is shown by ellipses drawn around sets of states belonging to the same block.
Summary 2.4 (View congruences and canonical views). Let
Views with identical congruences are the same up to a renaming of their states. Indeed, there is a natural bijective correspondence
In other words, N ∈ LDB(V) is in natural correspondence with the block of all states in LDB(D) which map to it under γ.
As the basic constructions which underlie the constant-complement strategy depend only upon the congruence, and not any further details of the view, it is convenient to regard views which have identical congruences as isomorphic, a convention which will be followed in this paper. It is furthermore possible to identify a canonical representative for each isomorphism class. Specifically, let r be any congruence on LDB(D). The canonical view defined by r is View(r) = (Partition(r), Block r ); in other words, View(r) has Partition(r), the set of all blocks of r, as its state set, and the function Block r : M → Block r (M ) as its database morphism. Congr(View(r)) = r, just by construction. In particular, Congr(View(Congr(Γ ))) = Congr(Γ ) for any view Γ . In Fig. 1 The lattice structure identified in Summary 2.2 applies equally well to views, since a canonical view is defined entirely by its congruence. Specifically, for views
is called the identity view of D, while the view (up to isomorphism) 0 D whose congruence is 0 LDB(D) is called the zero view of D. Clearly, the identity view, which preserves all information about the state of D, is greatest under the ordering D , while 0 D , which preserves no information (since its schema has only one state), is least. The view (up to isomorphism) whose congruence is Congr(
Definition 2.5 (View morphisms and relative views
There is at most one such morphism, and it exists iff Γ 2 D Γ 1 . To see this, it suffices to work with canonical views View(r 1 ) = (Partition(r 1 ), Block r1 ) and
is well defined and the only possibility. If r 2 LDB(D) r 1 , then it is not possible to map Block r1 (M ) to Block r−2 (M ) for all M , and so no such f is possible. This unique morphism is of sufficient interest to warrant its own notation. For
RelMor Γ1, Γ2
Fig. 6. Visualization of a relative view morphism
In the case that there is such a morphism,
As a concrete example, consider the schema E 1 introduced in Sec. 1, together with the views Π AB . This idea is placed on firm formal ground as follows.
Let D be a database schema and
This definition is clearly symmetric; if Γ is a complement of Γ , then Γ is a complement of Γ . It is thus appropriate to call {Γ, Γ } a complementary pair.
Definition 2.7 (Updates,update strategies, and reflectors). Although the notion of an update to a database is a simple one, it is nevertheless necessary to have some compact and precise notation in order to formulate properties of view updates and their reflections. The following definitions are designed to serve that purpose.
An update on the database schema D is a pair (
. M 1 is the current state, and M 2 the new state. The set of all updates on D is denoted Updates(D). To describe the situation surrounding an update request on the view Γ = (V, γ), it is sufficient to specify the current state M 1 of the main schema and the desired new state N 2 of the view schema V. The current state of the view can be computed as γ(M 1 ); it is only the new state M 2 of the main schema (subject to N 2 = γ(M 2 )) which must be obtained from an update strategy. Formally, an update request from Γ to D is a pair (M 1 , N 2 ) in which M 1 ∈ LDB(D) (the current state of the main schema) and N 2 ∈ LDB(V) (the new state of the view schema). The set of all update requests from Γ to D is denoted UpdReq(Γ ).
A realization of (M 1 , N 2 ) ∈ UpdReq(Γ ) is an update (M 1 , M 2 ) on D with the property that γ(M 2 ) = N 2 . The update (M 1 , M 2 ) is called a reflection (or translation) of the view update (γ(M 1 ), N 2 ). Thus, the realization (M 1 , M 2 ) tells how to reflect the view update (γ(M 1 ), N 2 ) to the main schema D when the state of D is M 1 .
A reflector for Γ is a partial function u : UpdReq(Γ ) → LDB(D) with the property that for any ( 
Definition 2.8 (The constant-complement view-update strategy). Let D be a database schema, and let {Γ 1 , Γ 2 } be a complementary pair of views of D, with Γ i = (V i , γ i ) for i ∈ {1, 2}. The constant-complement reflector for Γ 1 , Γ 2 is the reflector CCRefl Γ1|Γ2 for Γ 1 given on elements by The reflector u exhibits path independence if for any M ∈ LDB(D) and
The reflector u exhibits reversibility if for any (M,
Define the set of realizations or reflected updates induced by u to be
The following is easy to verify.
Observation 2.10 (Realizations and equivalence relations). Let u be a reflector for the view Γ of schema D. Then ReflUpd u is an equivalence relation on LDB(D) iff u respects identities and exhibits both path independence and reversibility. 2
Theorem 2.11 (Characterization of constant-complement reflectors).
Let u be a reflector for the view Γ of schema D. Then there is a view Γ of D with the property that u = CCRefl Γ |Γ iff ReflUpd u is an equivalence relation.
In the case that such a Γ exists, it is given by View(ReflUpd u ).
Proof sketch: A full, formal proof may be found in [5] , but is really a very simple verification. If Γ is a complement of Γ , then CCRefl Γ |Γ respects identities (because doing nothing keeps Γ constant), exhibits path independence (since the composition of operations which keep Γ constant keeps it constant as well), and exhibits reversibility (since undoing an operation which kept Γ constant still keeps it constant). Thus, Observation 2.10 may be invoked to show that for any complement Γ of Γ , ReflUpd CCRefl Γ |Γ forms an equivalence relation.
In the other direction, if ReflUpd u is an equivalence relation, then it defines a view View(ReflUpd u ), and the updates to Γ which keep it constant are precisely those which limit the state changes of D to those which lie in the congruence of that view, i.e., ReflUpd u . 2
Admissibility Invariance
Admissibility invariance is a fundamental issue in the support of view updates. As already noted in the introduction, it addresses the question of whether the admissibility of a proposed view update depends only upon the view state, or whether it depends also upon the state of the complement. Although the results presented in this section are not new, many of them are found only in research papers which intertwine them with other, more advanced concepts. It therefore seems appropriate to give them a relatively simple and unified presentation. The papers [17] and [22] are the primary sources for further information.
Notation 3.1. Throughout this section, unless stated specifically to the contrary, take D to be a database schema, with Γ = (V, γ), Γ = (V , γ ), Γ 1 = (V 1 , γ 1 ), and Γ 2 = (V 2 , γ 2 ) views over D.
Definition 3.2 (Admissibility invariance). Let u be a reflector for
Discussion 3.3 (Characterization of the meet and commuting congruences). Recall from Summary 2.2 that the meet r 1 ∧ r 2 of two equivalence relations r 1 and r 2 on a set S is the largest equivalence relation which is smaller than both r 1 and r 2 . This may be computed explicitly by iterating r 1 and r 2 . Specifically, (x, y) ∈ r 1 ∧ r 2 iff there is a chain
in which each pair is either in r 1 or else in r 2 [29, Thm. 5] . Translating to views, this means that a pair
with each pair in either Congr(
If {Γ 1 , Γ 2 } is complementary pair with commuting congruences, then it is called a meet-complementary pair.
A connection between commuting congruences and reflection invariance may not seem apparent at first. The idea is the following. For a complementary pair {Γ 1 , Γ 2 }, with Γ 1 to be updated with constant complement Γ 2 , and (N 1 , N 2 ) a view update on Γ 1 , blocks of Congr(Γ 2 ) represent transitions for constant complement Γ 1 (e.g., a reflection of (N 1 , N 2 ) for a fixed M 1 ∈ γ 1 −1 (N 1 )), while blocks of Γ 1 represent switching between alternate choices for M 1 . If the congruences commute, then the choices may be made in either order.
and then doing the update defined by CCRefl Γ1|Γ2 (M 1 , N ) (which has the value M 2 , say), the transition (M 1 , M 2 ) ∈ Congr(Γ 2 ) may be made first, with assurance that the transition (M 2 , M 2 ) is in Congr(Γ 1 ). This may be visualized with the aid of Fig. 2 . Note that if it is possible to move from one state of E 1 to another by moving through connected ellipses, then it is possible by first going through a shaded ellipse (representing Congr(Ω 1 )) and then a dotted one (representing Congr(Ω 1 )), or by going through a dotted one first and then a shaded one. On the other hand, in Fig. 4 , which represents a situation without commuting congruences. this property does not hold. It is possible to go from M 12 to M 21 by first going through a shaded ellipse and then a dotted one, but not through a dotted one followed by a shaded one.
The formal characterization is given below. Although [4] contains related ideas in the form of weak independence, it was first stated in its form in [15, 1.13] , albeit without proof. A detailed proof in the context of ordered views was given in [17, Thm. 2.14], with an alternate proof in [22, Thm. 3.8] . Because if its importance, as because it might still otherwise seem mysterious that admissibility invariance and commuting congruences could possibly have anything to do with one another, a proof sketch is given here as well.
Theorem 3.4 (Fundamental characterization of admissibility). Let {Γ 1 , Γ 2 } be a complementary pair. Then the reflector CCRefl Γ1|Γ2 exhibits admissibility invariance iff {Γ 1 , Γ 2 } has commuting congruences; i.e., iff it is a meet-complementary pair.
Proof sketch:
) must also be defined, and so there must be
. The reverse inclusion is proved similarly, whence
In the opposite direction, assume that {Γ 1 , Γ 2 } has commuting congruences, and let
and (M 2 , M 2 ) ∈ Congr(Γ 1 ), the latter implying that that CCRefl Γ1|Γ2 (M 1 , N ) = M 2 , whence CCRefl Γ1|Γ2 exhibits admissibility invariance. 2 Definition 3.5 (Meet admissibility). If a reflector u exhibits admissibility invariance, then since the admissibility of a view update depends only upon that update, and no external information, it is appropriate to ask how to describe the the set of admissible updates in terms of the view alone. It turns out that there is a very simple and most useful characterization. Namely, the allowed view updates are precisely those which keep the relative view induced by the complement constant. This idea has already been illustrated in the context of a simple relational example in Fig. 3 , in which the updates to the view Π Formally, let {Γ 1 , Γ 2 } be a complementary pair, and define
(Recall that RelMor Γ 1 , Γ 2 is the morphism of the relative view RelView(Γ 1 , Γ 1 ∧ Γ 2 ).) Call the reflector CCRefl Γ1|Γ2 meet admissible if ViewUpd ∧ (CCRefl Γ1|Γ2 ) = ViewUpd ∀ (CCRefl Γ1|Γ2 ), and say that it exhibits meet admissibility. In other words, CCRefl Γ1|Γ2 exhibits meet admissibility iff the updates allowed under constant complement are precisely those which hold
Figure. 7 provides an illustration in a more abstract setting for the schema and views of Fig. 2 . There, the equivalence classes of RelView(Ω 1
A proof of the following will not be given, although the idea is hopefully apparent from the above discussion. Rather, the interested reader is referred to the given citations. (N 1 , N 2 ) . The only requirement is that (N 1 , N 2 ) form a "compatible" pair. The question is how to express such meetstyle compatibility. The answer it to require that compatible states associate in an equivalence fashion. The formal definition is as follows.
Let {Γ 1 , Γ 2 } be a complementary pair. Say that it exhibits constraint independence if for any N 1 , N 1 ∈ LDB(V 1 ) and N 2 , N 2 ∈ LDB(V 2 ), if any three of (N 1 , N 2 ), (N 1 , N 2 ), (N 1 , N 2 ), (N 1 , N 2 ) are the images of elements of LDB(D) under γ 1 × γ 2 , then so too is the fourth.
Note how this excludes general, cross-view constraints. If, say, (
is not compatible, then for any other pair (N 1 , N 2 ) ∈ LDB(V 1 ) × LDB(V 2 ), at least one of (N 1 , N 2 ) and (N 1 , N 2 ) must not be compatible either. The lack of compatibility of (N 1 , N 2 ) cannot thus be due to any special properties of this pair, since it mandates non-compatibility of at least one other pair with at least one arbitrary component.
The formal result is as follows. 
Reflection Invariance
The constant-complement strategy requires a choice of complement, and that has always been its Achilles' heel. Distinct complements may give rise not only to distinct sets of supported view updates, but, as illustrated in Fig. 5 , to distinct translations of the same view update as well. Nevertheless, it is difficult to construct examples which reflect realistic data modelling yet which exhibit alternate translations of a given view update. There always seems to be one "natural" choice, with the others appearing to be contrived mathematical artifacts which are of dubious use in terms of any reasonable modelling. In this section, this issue is examined in some detail. First, the main known result is recalled and extended; that if attention is restricted to situations in which databases have order and database morphisms preserve that order, then order updatesinsertions and deletions -always have reflections which are independent of the choice of complement. Subsequently, new results on how to extend this basic result beyond simple insertions and deletions are developed.
The main reference for the known results in [17] , although the approach taken in that paper is some different, and undeniably more complex, than that given here. Thus, the first part of this section also serves as a simpler tutorial on the basic aspects of incorporating order into the constant-complement approach.
Definition 4.1 (Reflection invariance).
Before venturing into a description of order properties, it is appropriate to provide a formal definition of reflection invariance which applies to the completely general case. Let D be a database schema, let Γ be a view of D, and let U be a set of reflectors for Γ .
(a) The set U is said to exhibit reflection invariance with respect to an update request u ∈ UpdReq(Γ ), if for any u 1 , u 2 ∈ U, if both u 1 (u) ↓ and u 2 (u) ↓, then u 1 (u) = u 2 (u). (b) The set U is said to exhibit reflection invariance with respect to a set U ⊆ UpdReq(Γ ) if it exhibits reflection invariance for each u ∈ U . 
It is not difficult to see that {Π Since view morphism which occur typically in the relational model, such as the SPJR morphisms which are defined using the operations or selection, projection, join, and renaming, are order preserving, restricting attention to such views is a natural step. As will be seen, this choice leads to interesting results on reflection invariance. It is important to note that reflection invariance only addresses the issue of when the translation of a given view update, or set of view updates, is independent of the choice of complement. It does not address the issue of whether a single complement supports a given set of updates. A simple example, taken from ABC is independent of which of these two complements is chosen. However, the two complements support distinct sets of updates. Indeed, with constant complement Π E4 CD , the updates to Π E4 ABC are those which keep the projection onto C constant, while those with constant complement Π E4 BD must keep B constant. The theory only guarantees that the updates which are common to the two -those which keep both the projection onto B and the projection onto C constant -have the same translation. Although these pairs are not meet complements, it is possible to obtain similar, but slightly more complex examples, which are meet complements. See [24] for details, as well as for a study of the conditions under which a single complement can handle all possible updates definable via constant complement.
Definition 4.3 (Partially ordered sets).
Since the theory is based upon order, it is pertinent to recall the basic ideas and notation, as well as to introduce some special but useful extensions. Familiarity with the fundamental ideas of posets, such as presented in [10] , is presumed; only a few notational and terminological points are reviewed here. A partially ordered set (poset) is a pair P = (P, ≤ P ) in which P is a set and ≤ P is a reflexive, transitive, and antisymmetric relation on P . Given posets P = (P, ≤ P ) and Q = (Q, ≤ Q ), a morphism f : P → Q is a monotone function f : P → Q; i.e., p 1 , p 2 ∈ P with
In other words, f is open if Q carries the weakest order which renders f a morphism.
The morphism f is an isomorphism iff it has both left and right inverses. It is easily verified that this is equivalent to being an open bijection.
The morphism is f is an embedding if it is an open injection, so that the image f (P) is isomorphic to P; i.e., Q contains an isomorphic copy of P.
If P = (P, ≤ P ) is a poset, then so too is its dual P = (P, ≥ P ), with p 1 ≥ P p 2 iff p 2 ≤ P p 1 . Thus, associated with each property a dual one. Duality will be used throughout this section.
Given a poset P = (P, ≤ P ) and S ⊆ P , an upper bound for S is any b ∈ P with s ≤ P b for all s ∈ S. The set of all upper bounds of S is denoted UB P (S). An upper bound m is minimal if whenever b is also an upper bound, and b ≤ m, then b = m. The set of all minimal upper bounds, or MUB s of S, is denoted MUB P (S). If S has exactly one MUB, it is called a least upper bound, or LUB, in accordance with standard notation. The LUB of S, when it exists, is denoted LUB P (S).
The notions of lower bound, maximal lower bound or MLB, and greatest lower bound or GLB, are defined dually. The set of all lower bounds (resp. MLBs) of S is denoted LB P (S) (resp. MLB P (S)), and the GLB of S, when it exists, is denoted GLB P (S).
Following standard terminology, P satisfies the ascending chain condition if for any nondecreasing sequence
there is a natural number n with the property that p j = p j+1 for all j ≥ n. In this work, a more restricted version is useful. P satisfies the bounded ascending chain condition if for any nondecreasing sequence
is nonempty, there is a natural number n with the property that p j = p j+1 for all j ≥ n. The descending chain condition and bounded descending chain condition are defined dually. If P satisfies both the bounded ascending and bounded descending chain conditions, it is said to satisfy the bounded chain condition, and is called a BCC poset for short.
Observe that if P satisfies the bounded chain condition, then for every upper bound (resp. lower bound) b of S, there is a (not necessarily unique) MUB (resp. MLB) b with b ≤ P b (resp. b ≤ P b ). The bounded chain condition is enforced to ensure that sets which have upper bounds have minimal upper bounds, and those which have lower bounds have maximal lower bounds. This condition is almost always met in practice.
Observe that an ordinary set-based schema may be regarded as a special case in which ≤ D is the flat order for which
An order morphism f : D 1 → D 2 of database schemata with order is just a poset morphism.
An order view of the schema D is a pair Γ = (V, γ) in which V is a schema and γ : D → V is an open surjection. The congruence of Γ is defined exactly as in the set-based case (Summary 2.4).
In modelling within the relational context, the natural ordering is relationby-relation inclusion, which will always be assumed unless stated specifically to the contrary. It will furthermore be assumed that all relations consist of a finite number of tuples -a condition which is always met in practice -in order to ensure that the associated poset is satisfies the bounded chain condition. As noted above, and as expanded in Definition 4.6 (Order complements). In order to extend the notions of Definition 2.6 to the order case, it does not suffice simply to require that the views be order views. Rather, it is also necessary to ensure that the decomposition function be an embedding the order sense. More precisely, the order view Γ is an order complement of the order view Γ if the function γ × γ : LDB(D) → LDB(V) × LDB(V ) (see Definition 2.6) is an embedding when LDB(V) × LDB(V ) is given the product ordering defined by (N 1 , N 1 
In this case, {Γ, Γ } is called an order complementary pair. 
It is convenient to combine these. A simple order update is either an insertion or else a deletion; SimpUpd(D) = Ins(D) ∪ Del(D). Similarly, a simple orderupdate request is either an insertion request or else a deletion request, with
It is natural to require that a view update which is an insertion be reflected to the main schema as an insertion, and likewise for deletions. Fortunately, this is guaranteed automatically for the constant-complement strategy with order complements.
Lemma 4.9 (Reflection preserves order). Let {Γ 1 , Γ 2 } be an order complementary pair, and suppose that u = (M, N ) ∈ InsReq(Γ 1 ) (resp. u = (M, N ) ∈ DelReq(Γ 1 )) with CCRefl Γ1|Γ2 (u) ↓.
In other words, the reflection of an order-based update request is always an order-based realization of the same type.
. In other words, CCRefl Γ1|Γ2 (u) is the least (resp. greatest) state in LDB(D) which is greater (resp, lesser) than M under ≤ D and which maps to N under γ 1 .
Proof. The proof of (a) follows from the fact that the mapping N ) . The proof for a deletion request is dual.
For (b), first assume that u is an insertion, and let
The proof for a deletion is dual. 2
Definition 4.10 (The constant-complement reflectors of an order view).
For the order view Γ , define the constant-complement reflector set of Γ to be
The following theorem is the central result for the uniqueness of reflections of simple order updates. Proof. The proof follows directly from Lemma 4.9(b), since that characterization of CCRefl Γ1|Γ2 is does not depend upon the particular choice of Γ 2 . 2 Discussion 4.12 (The scope of reflection invariance for order updates). Theorem 4.11 is established in [17, Thm. 4.3] for the case of meet order complementary pairs (represented via the corresponding update strategies of that paper). The above result generalizes that of [17] in that it does not require meet complements.
However, [17, Thm. 4 .3] also claims, without further discussion, that the result extends to all order-based updates which are defined to be compositions of insertions and deletions. Unfortunately, a more careful examination of the situation shows this not to be the case. The problem is as follows. Given a complementary pair {Γ 1 , Γ 2 }, and an update request u = (M, N ) ∈ UpdReq(Γ 1 ), suppose that u is decomposable into an insertion request u 1 = (M, N 1 ) ∈ InsReq(Γ 1 ) followed by a deletion request u 2 = (M 1 , N ) ∈ DelReq(Γ 1 ) in the sense that CCRefl Γ1|Γ2 (u 1 ) and CCRefl Γ1|Γ2 (u 2 ) are both defined, with CCRefl Γ1|Γ2 (M, N 1 ) = M 1 . Then the result of composing u 1 and u 2 results in a constant-complement realization of u. If Γ 2 is a second order complement of Γ 1 for which both CCRefl Γ1|Γ 2 (u 1 ) and CCRefl Γ1|Γ 2 (u 2 ) are also defined, then Theorem 4.11 guarantees that CCRefl Γ1|Γ2 (u) = CCRefl Γ1|Γ 2 (u). So far, there is no problem. The difficulty occurs when one of CCRefl Γ1|Γ 2 (u 1 ) or CCRefl Γ1|Γ 2 (u 2 ) is not defined, but instead, there is another decomposition of u, into say u 1 = (M, N 1 ) ∈ InsReq(Γ 1 ) and u 2 = (M 1 , N ) ∈ DelReq(Γ 1 ), with γ 1 (M 1 ) = N 1 , with u 1 and u 2 supported by constant complement Γ 2 , but not by constant complement Γ 2 . In other words, there are two different ways to decompose u into an insertion followed by a deletion, one of which is supported by constant complement Γ 2 but not by constant complement Γ 1 , with the other supported by constant complement Γ 2 but not constant complement Γ 2 . (A similar problem would occur were u to have a second decomposition into a deletion followed by an insertion, or into any combination of insertions and deletions, for that matter.) That such a situation is possible is established in the following example.
Example 4.13 (Nonuniqueness of translation of order-based updates).
The following example is rather involved, and the reader who is willing to believe its properties, identified above, need not study it in detail. However, it is provided for completeness. Let 1 , a 1 a 2 , a 2 b 1 , a 2 b 2 ,  a 1 a 2 a 3 b 1 , a 1 a 2 a 3 b 2 , a 1 a 2 a 4 b 1 b 2 b 3 , a 1 a 2 a 4 b 1 b 2 
As it is not a simple order update, Theorem 4.11 does not apply. Rather, it may be represented as the composition of an insertion followed by a deletion; namely (a 1 , a 1 a 2 a x ) followed by (a 1 a 2 a x , a 2 ) for i ∈ {3, 4}. Of these, only the updates for i = 3 hold Π E0 S constant.
Unfortunately, it is possible to identify a second order complement to Π E5 R which supports constant-complement update of (a 1 , a 2 ) for the insertion-deletion pair with i = 4, but not i = 3. Define Ω 51 = (E 51 , ω 51 ) be the view of E 5 with E 51 having the single unary relation symbol T [C] with Dom(T ) = {c 1 , c 2 , c 3 , c 4 }
and LDB(E 51 ) = {c 1 , c 2 , c 1 c 2 c 3 , c 1 c 2 c 4 }. The view mapping ω 51 is defined on elements as follows:
It is straightforward to verify that Ω 51 is an order view, and that {Π Definition 4.14 (Two-step updates and update requests). As described in Discussion 4.12 and illustrated in Example 4.13, there may be two distinct order-based representations of a given update, each supported by different complements. To overcome this problem, the approach taken here is to require that a single complement support all applicable order-based alternatives of the given update request. The solutions obtained will be limited to updates describable as a single insertion followed by a deletion, or a single deletion followed by an insertion. Together, these comprise the class of two-step updates, defined as follows.
The set of two-step updates on D is denoted Updates 2 (D).
A two-step update request for Γ is a triple v = (M, Analogously, the two-step update request (M, N 1 , N 2 ) is an insertion-deletion request if (γ(M ), N 1 ) ∈ Ins(V) and (N 1 , N 2 ) ∈ Del(V), and a deletion-insertion request if (γ(M ), N 1 ) ∈ Del(V) and (N 1 , N 2 ) ∈ Ins(V). Denote the corresponding sets by InsDelReq(Γ ) and DelInsReq(Γ ), respectively. A two-step order update request is either an insertion-deletion request or else a deletion-insertion request; define OrderReq 2 (Γ ) = InsDelReq(Γ ) ∪ DelInsReq(Γ ). Observe that any insertion request (M, N ) ∈ InsReq(Γ ) may be regarded as an insertion-deletion request (M, N, N ) ∈ InsDelReq(Γ ). Similarly, any deletion request may be regarded as a deletion-insertion request. Thus, a theory of two-step order-update requests covers simple order updates as well.
An order realization of (M, N 1 , N 2 ) ∈ OrderReq 2 (Γ ) is a realization (M, M 1 , M 2 ) ∈ OrderUpd 2 (D) which respects the order; i.e., (M,
It is also convenient to have terminology and notation for a two-step update request which is an expansion of an ordinary update request. Let u = (M, N ) ∈ UpdReq(Γ ). An insertion-deletion expansion of u is an (M, N , N ) ∈ InsDelReq(Γ ). Similarly, a deletion-insertion expansion is an (M, N , N ) ∈ InsDelReq(Γ ). A two-step order expansion of u is either an insertion-deletion expansion or else a deletion-insertion expansion. The set of all two-step order expansions of u is denoted OrdExpnd 2 (u).
Given an order complement Γ of Γ , define the extended constant-complement translator to be the partial function CCRefl
). This function is taken to be defined iff both CCRefl Γ |Γ (M, N 1 ) and
defines the translator which associates (M, N 1 , N 2 ) with the realization
The following lemma provides a core result for establishing a useful characterization of reflection invariance.
Lemma 4.15 (Reflection invariance for order expansions). Let u ∈ OrderReq 2 (Γ ), and let V ⊆ OrdExpnd 2 (u) have the property that there is an order complement Γ of Γ such that, for each v ∈ V, CCRefl 2 Γ |Γ (v) ↓. Then for any two order complements Γ 1 and Γ 2 of Γ and any two v, v ∈ V, whenever both CCRefl
Proof. Since v consists of two simple order updates, upon applying Theorem 4.11 twice, it is seen that CCRefl
Definition 4.16 (Irreducible two-step update requests). The set of all possible two-step order expansions of a given update request is in general very large. To address this issue, it is convenient to work with irreducible expansions, defined as follows.
Let u = (M, N 1 , N 2 ) ∈ InsDelReq(Γ ). A reduction of u is an (M, N 1 , N 2 ) ∈ InsDelReq(Γ ) with the property that N 1 ≤ D N 1 . In this case, it is also said that u reduces to (M, N 1 , N 2 ) . The triple u is irreducible if it has no reduction other than itself. Clearly, (M,
The subset of InsDelReq(Γ ) consisting of irreducible triples is denoted IrrInsDelReq(Γ ). These concepts are defined dually for DelInsReq(Γ ), with IrrDelInsReq(Γ ) denoting the subset of DelInsReq(Γ ) consisting of irreducible triples. Define IrrOrderReq 2 (Γ ) = IrrInsDelReq(Γ ) ∪ IrrDelInsReq(Γ ) to be the set of all irreducible two-step order update requests on Γ . Given u ∈ UpdReq(Γ ), the set of all irreducible expansions of u is defined to be IrrOrdExpnd 2 (u) = IrrOrderReq 2 (Γ ) ∩ OrdExpnd 2 (u).
Since order database schemata must satisfy the bounded chain condition, every u ∈ OrderReq 2 (Γ ) is guaranteed to have at least one irreducible reduction. Indeed, for u = (M, N 1 , N 2 ) ∈ InsDelReq(Γ ), N 1 ∈ UB V ({γ(M ), N }), so this set is nonempty. Since there can be no infinite descending chains which are bounded above by N 1 and below by some element of UB V ({γ(M ), N }), MUB V ({γ(M ), N }) must also be nonempty. The argument for deletions is dual.
In Example 4.13,
Definition 4.17 (Order completeness). In order to limit consideration to just irreducible two-step update requests, it is necessary to ensure that if a given request is supported by constant complement, so too is each of its reductions. While this is a natural condition which is generally satisfied by examples, it is not met automatically. The appropriate definition is as follows. Let {Γ 1 , Γ 2 } be an order complementary pair, Call Γ 1 order complete with respect to Γ 2 if for any D) ) as well. In this case, it will also be said that Γ 2 is an ordercomplete complement of Γ 1 .
Examples which occur in practice are typically order complete. Indeed, schemata constrained by FDs must have this property, since deletions can never force violations of such constraints. A fuller study of this property is beyond the scope of this article. However, for completeness, the following example is provided to illustrate that simple examples of meet order complements which are not order complete do exist. 1 , a 1 b 1 b 2 b 3 , a 1 a 2 b 1 b 2 , a 1 a 2 a 3 b 1 , a 1 a 2 a 3 b 1 b 2 b 1 ), (a 1 a 2 a 3 , b 1 
Definition 4.20 (Universal complements). A universal complement for u ∈ UpdReq(Γ ) is one which supports constant-complement update for all alternatives in IrrOrdExpnd 2 (u). Formally, let u ∈ UpdReq(Γ ), and let {Γ, Γ } be an order complementary pair. Γ is called a universal order-complete complement of Γ for u if it is an order-complete complement and, for every v ∈ IrrOrdExpnd 2 (u), CCRefl 2 Γ |Γ (v) ↓. Define HasUnivCompl(Γ ) to be the set of all u ∈ UpdReq(Γ ) which admit a universal order-complete complement for Γ . Definition 4.21 (The two-step order restriction of CCRefl Γ1|Γ2 ). In order to formulate the main theorem succinctly, it is necessary to have an explicit identification for the restriction of CCRefl Γ1|Γ2 to just those cases which are realizable by simple two-step updates. Specifically, let {Γ 1 , Γ 2 } be an order complementary pair. Define the two-step order restriction of CCRefl Γ |Γ to be the translator CCRefl Proof. Choose u ∈ HasUnivCompl(Γ ), and let Γ be a universal complement for it. Choose also order-complete complements Γ 1 and Γ 2 of Γ , and v 1 , v 2 ∈ OrdExpnd 2 (u) with the property that CCRefl b 1 , c 1 , d 1 ), R(a 3 , b 1 , c 1 , d 1 )} under stepwise constant-complement translation, and so Theorem 4.22 applies once again, and all simple two-step realizations, regardless of choice of complement, must agree.
To illustrate further the need for allowing multiple irreducible representations of a single update request, let E 7 be the schema obtained from E 4 by adding a second relation S[AE], together with the constraint (∀x)(∀y)(∀z 1 )(∀z 2 )((R(a 1 , x, y, z 1 )∧R(a 2 , x, y, z 2 )) ⇒ (∃w)(R(a 1 , w))). The view to be updated is Π 
Conclusions and Further Directions
Much of this paper is of a survey/tutorial nature, presenting the constantcomplement strategy in simple terms. In addition, two key properties of the strategy which are central to its property of encapsulation, admissibility invariance and reflection invariance, have been formalized and characterized. Furthermore, for reflection invariance, new results which extend beyond simple insertions and deletions have been developed.
Directions for further work include the following.
Refinement of the conditions for reflection invariance
The characterization of reflection invariance developed in this paper is limited to ordercomplete complements. While this property seems natural, and is satisfied by projective relational views of schemata constrained by FDs, no more general characterization is known. For this theory to be of significant use, it is essential to establish broader conditions, in terms of data models and constraints, which guarantee that complements are order complements.
Integration with a theory of optimal complements Reflection invariance demands that the translation of a view update via constant-complement be independent of the choice of complement. However, as illustrated via E 1 and its views, different complements may support different sets of updates, even though their translations agree on common elements. A more ambitious goal is to identify situations in which a single complement supports all desired updates -a universal complement. Investigations along such lines were begun in [21] and [24] , but there remains much work to be done. Such work would be a natural extension of the invariance characterizations identified in this paper.
