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1. I~YTR~DUCTI~N 
In several recent papers Knobloch [l], [2], Jackson and Schrader [3], and 
Reid [4] have studied the second order differential equation 
2 = f(t, x, N’) (1.1) 
with regard to proving the existence of solutions which possess a certain 
property (B), due to Knobloch in [l], or a slight modification of this called 
property (B’) and due to Jackson and Schrader in [3]. Since our results involve 
only the class of solutions of (1 .l) with property (B) or belonging to its 
uniform closure, the definition of property (B’) will not be given. 
Property (B) 
A solution x of (1.1) on a compact interval I of the real line is said to have 
property (B) in case there exists a sequence of solutions X, of (1.1) such that 
(i) X, - x and x,’ + x’ uniformly on I; 
(ii) x - X, f 0 and has the same sign for all n > 1 and all t E I; 
(iii) 1 x,’ - x’ / f c ( x, - x / for all TZ > 1 and all t E I, where c is a 
constant independent of n and t. 
One of the main results of [l] is that under certain continuity conditions 
on the partial derivative functions fC, and f*, the existence of a solution 
x(t) of (1.1) with property (B) ’ pl rm ies that the corresponding equation of 
variation along x(t), 
x” = f$/(t, x(t), x’(t)) N’ +fz(t, x(t), x’(t))x (14 
is disconjugate on I; that is, the only solution of (1.2) with more than one 
zero on I is the identically zero solution. 
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Reid in [4] studied a generalization of Knobloch’s propert!- (B) to non- 
linear vector differential equations from a variational point of view, and estab- 
lished the converse of Knobloch’s result cited above; that is, a solution 
x(2) of (1 .l) has property (B) on I if, and only if, the corresponding variational 
Eq. (1.2) is disconjugate on I. This result appears as Lemma 3.1 with, 
however, proofs independent of those of Knobloch and Reid. 
In this paper we will assume that f(t, X, x’) is continuous on the set S 
defined by 
s = {(t, x, x’) : a b: i <. 6, j x j + 1 x’ ( < +a>. 
A function 0: E CY[a, b] will be called a lower solution of (1 .l) on [a, b] in 
case a” >.f(t, a, 01’) on [a, b]. Similarly, a function /3 E C2)[a, b] will be 
called an upper solution of (1.1) on [a, b] in case /Y <ff(t, & /Y) on [a, Zr]. 
To avoid repetition in the statements of the theorems, we list below 
several conditions which will be assumed at various times: 
(A,) There exists a lower solution a(t) of (1.1) and an upper solution /3(t) 
of (1 .l) with a(t) < p(t) on [a, b]. 
(A,) f(t, X, x’) satisfies a Lipschitz condition with respect to x and x’ on 
each compact subset of S. 
(A,) f(t, X, x’) satisfies a Nagumo condition on the set 
E = {(t, x) : n < t < b, a(t) < x < /3(t)}, 
where LY, p E C[u, b]; that is, there is a positive continuous function h(s), 
0 ,< s < +a, such that 
if(t, ,X, .X’)’ < h(l X’ I) 
for all (t, x) E E and all / x’ i < +a where 
with 
h = maxii 4b) - P(a)l/(b - 4, I 4~) - B(b)ll(b - 4. 
If a(t) is a lower solution of (1.1) and /3(t) is an upper solution of (1.1) with 
al(u) < /3(u), we denote, by G, the class of all continuous functions g(x, x’) 
defined on [or(u), #?(u)] x R which are nondecreasing in x’ and satisfy 
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Similarly, if a(b) < p(b), H will denote the class of all continuous functions 
h(x, x’) defined on [or(b), /I(b)] x R w ic are nondecreasing in x’, and satisfy h h 
q@(b), 4b)) < 0, ww), B’(b)) b 0. 
We will show that iff satisfies conditions (A,,), (A,), and (A,) and if g E G and 
h E H, then there is a solution x(t) of (1.1) satisfying 
g(+), x’(4) = 0 = Q(b), x’(b)), 4) < x(f) < B(t) on [a, 4, (1.3) 
and which belongs to the uniform closure of solutions with property (B). 
Knobloch in [2], using methods developed in [I], has shown that if 
x’ -g(x) E G and x’ - h(x) E H where g(x) and h(x) are smooth, if f,fz, , 
and fz are continuous, if (A,,) and a condition somewhat weaker than (A,) 
hold, then there is a solution of (1.1) satisfying (1.3) which has property (B). 
We shall show that this theorem remains true if (A,,), (A,), and (A,) hold, thus 
improving the theorem in certain cases. In addition, iffsatisfies (A,,) and (A,), 
we shall show the existence of solutions of (1.1) satisfying (1.3). This can be 
shown to include results in [S], [6] and [7]. 0 ur methods make use of theorems 
developed in [3]. 
2. PRELIMINARY RESULTS 
For convenience, we state below the results of [3] which will be subse- 
quently used. 
LEMMA 2.1. Assume that for any (to , x,, , x,‘) E S the solution of (1 .l) 
satisfying the initial conditions x(t,) = x0 , xs’(t,) = x0’ is unique. Let a(t) 
be a lower solution of (1.1) and /3(t) an upper solution of (1.1) on [a, b] with 
a(t) < /I(t) on [a, b]. Then if o(t,) </3(&J for some t, E [e, b], we have 
4) < B(t) on (a, 4. 
Proof. Lemma 2.4 of [3]. 
THEOREM 2.2. Assume that there exists a lower solution a(t) and an upper 
solution p(t) of (1.1) on [a, b] such that a(t) < /3(t) on [a, b], and assume that 
f satisfies condition (A,). Then for any a(a) < c < /3(a), a(b) < d < /3(b) 
the BVP 
x” = f (t, x, x’), x(u) = c, x(b) = d 
has a solution x E C@)[u, b] with a(t) < x(t) < /3(t) and 1 x’(t)\ < M on 
[a, b], where M is defined by 
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In addition, if x(t) E @)[a, b] and is a solution of (1.1) satisfyjing 
cd(t) -5 x(t) -5 /3(t) on [a, h], then ~ x’(t)1 << M on [a, 61. 
Proof. Theorem 3.1 of [3]. 
As a consequence of Theorem 2.2, it follows by the Ascoli-Arzela theorem 
that any infinite collection of solutions satisfying m(t) < x(t) < /3(t) on [a, b] 
has a uniformly convergent subsequence converging to a solution of (1. I) on 
[a, 4 
3. GENERAL EXISTENCE THEOREMS 
We begin this section with a lemma which shows the relation between 
disconjugacy of (1.2) and property (B). 
LEMMA 3.1, Let f5- and fz be continuous on S and let x(t) be a solution 
of (1.1) on [a, b]. Then a necessary and sufficient condition that x(t) have 
property (B) is that the variational Eq. (1.2) off (t, s, x’), with respect to the 
solution x(t), be disconjugate on [a, b]. 
Proof. Assume first that x(t) has property (B) on [a, b], let x, be a sequence 
of solutions of (1.1) as in the definition of property (B), and, to be specific, 
assume that x - X, > 0 for all n > 1 and a < t < b. Define o,(t) by 
A,(t) = [x(t) - ~(t)l/[x(4 - x,(41, t E [a, Q 
and we see that o.(u) = 1, 1 o,‘(a)! < c, where c is the constant occurring 
in the definition of property (B), and A,(t) > 0 on [a, b]. Also, 
A; = f&, x(t), x’(t)) A,’ Tfdt, 4th x’(t)) 4 + p,(t) 4s’ 3 czn(t) 4 , 
where P, , qn - 0 uniformly on [a, b]. By standard convergence theorems 
(see for example [8], Theorem 3.2, p. 14) a subsequence of the sequence A, 
converges to a solution z(t) of (1.2) satisfying z(u) = 1, 1 z’(u)1 < c, and 
z(t) >, c on [a, b]. Since initial value problems for (1.2) have unique solutions, 
it follows that z(t) > 0 on [a, b) and this implies (1.2) is disconjugate on 
[a, 61. 
Conversely, if x(t) is a solution of (1.1) such that (1.2) is disconjugate on 
[a, b], let z(t) be a solution of (1.2) with z(t) > 0 on [a, b]. For each n > 1, 
let X, be a solution of the IVP: 
Y” = f (t, Y, Y'), Y(4 = 44 + 44ifl 
y’(u) = x’(u) + Z’(U)/% 
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Let N 3 I be such that n >, N implies X, E C(“‘)[u, b] and for n > N define 
It follows that zn(t) ---f z(t) uniformly on [a, b] so there is an Nr > N and 
a 6 > 0 such that x,(t) 3 6 on [a, b] for n > Nr . Letting 
M = max(I zn’(t)i : n 2 N, , a < t < b) and c = (M + 1)/S, 
it follows that {xn}~&, is the desired sequence in the definition of property 
09 
Since the class of all solutions of (1.1) which have property (B) is not 
necessarily closed under uniform limits, we introduce the following definition, 
due to Knobloch in [2]. 
DEFINITION 3.2. A solution x of (1.1) is said to have property (B)* on 
[a, b] in case there exists a sequence of solutions X, of (1. l), all having property 
(B) on [a, b], such that x, -+ x and x,’ ---f x’ uniformly on [a, b]. 
As a consequence of this definition we obtain the following lemma. 
LEMMA 3.3. (Knobloch, [2]). Let fz, and fz be continuous on S and let 
x(t) be a solution of (1.1) which has property (B)* on [a, b]. Then the varia- 
tional Eq. (1.2) is disconjugate on (a, b). 
Proof. For each n > 1 Lemma 3.1 implies that the equation 
is disconjugate on [a, b]. Since x,’ -+ x’ and x,--f x uniformly on [a, 61, it 
follows that (1.2) is disconjugate on (a, b). 
THEOREM 3.4. Let a(t) be a lower solution of (1.1) and p(t) an upper 
solution of (1.1) with a(t) < ,8(t) on [a, b] and CL(U) < /3(u). Let condition 
(A,) hold and let g(x, x’) E G. Then for any a(b) < d < p(b) the BVP 
xn = f(t, x, x’), .&w, x’(4) = 0, x(b) = d 
has a solution x6 E C@)[a, b] satisfying a(t) < xd(t) < /I(t) on [a, h]. 
Proof. It suffices to show that given E > 0 and given 01(b) $2 d < /3(b), 
there is a solution ~(t; e) of (1.1) on [a, b] which satisfies 
x(d; E) = a, I &(a; El, +a; 41 < E, 
and a(t) < x(t; c) < /3(t) on [a, b]. 
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Let a(b) < d < /3(b) be fixed and for a(a) < c < /3(a) let a(c) denote the 
collection of solutions to the BVP 
x” = f(t, x, x’), X(U) -= c, x(b) = d 
which satisfy a(t) < x(t) < /3(t) on [a, b]. Theorem 2.2 implies r(c) is not 
empty for all a(u) < c < B(u). If the Theorem is not true, then there is an 
Ed > 0 such that for any a(u) + c < /3(u) and x(t) E r(c) we have 
Note that x(t) E n@(u)) implies X’(U) < p’(a) so that g(~(u), x’(u)) << -Q . 
Similarly, x(t) E ~(&(a)) implies g(x(a), x’(u)) > E” . Let the class C be 
defined by 
c = {x(t) E 27(c) : a(u) & c < /3(a), g(x(a), x’(u)) > co;, 
and let c,, = sup (X(U) : x(t) E Cl. A convergence argument using the fact 
that g(x, x’) is nondecreasing in x’ implies c0 < /3(u). Let y,,(t) be a solution of 
(1.1) obtained as the uniform limit of members of C so that 
YOW = co , y,(b) = 4 and .dYOW~Yow) 2 co . 
Now let ii’ > 1 be such that co + l/IV <, P(u) and for n 3 N let 
yn E r(cO + l/n) satisfying, in addition, y,(t) 3 y,,(t) on [u, 61. Then a 
subsequence of the sequence yn converges to a solution x,, E “(co) satisfying 
x0(t) > ye(t) on [a, ZI]. By definition of c,, , we have g(y,(u), y,‘(u)) < -co 
so g(%)(u), x0’(4) < -60 f which is a contradiction since x0’(u) 3 ~~‘(a). This 
proves the Theorem. 
As an immediate corollary we have: 
COROLLARY 3.5. Let a(t) be a lower solution of (1.1) and /3(t) an upper 
solution of (1.1) with a(t) < P(t) on [a, 61 and m(b) < /3(b). Let h(x, x’) E H 
and let condition (A,) hold. Then for any a(u) :< c < /3(u) there is a solution 
x, E C2)[u, b] of the BVP 
2’ := f(t, iv, x’), x(u) =-- c, /+(x(b), x’(b)) = 0 
which satisfies a(t) < x,(t) < p(t) on [a, b]. 
Proof. The proof is analogous to the proof of Theorem 3.4 and will, 
therefore, be omitted. 
Combining Theorem 3.4 and Corollary 3.5 we may now obtain the follow- 
ing theorem which generalizes both. 
THEOREM 3.6. Let a(t) be a lower solution of (1.1) and ,8(t) an upper 
solution of (1.1) with a(t) -< P(t) on [a, b] and E(U) < /3(a), al(b) < ,8(b). 
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Assume condition (A,) holds and let g(x, x’) E G and h(x, x’) E H. Then there 
is a solution x0(t) of the BVP 
X0 = f(t, a”, x’), g(x(u), x’(u)) = 0 = @c(b), x’(6)) 
which satisfies a(t) < x,(t) < b(t) on [a, b] 
Proof. For each a(b) < d < p(b) let n(d) d enote the collection of solutions 
of the BVP 
X” = f(t, x, x’), g(x(4, X’(4) = 0, x(b) = d 
which satisfy a(t) < x(t) < /3(t) on [a, b]. Theorem 3.4 implies that z(d) is 
not empty for all d E [or(b), /l(b)]. If the Theorem is not true, then 
h(x(b), x’(b)) f 0 for x(t) E n(d), a(b) < d < p(b). Thus, if x(t) E Q(b)), 
then h(x(b), x’(b)) > 0 and if X(t) E n(a(b)), h(x(b), r’(b)) -=: 0. Let 
d, = sup(x(b) : x(t) E n(d), a(b) < d < p(b), h(s(b), x’(b)) < 0). It follows 
that d, < /3(b) so let y(t) be a solution of (1 .I) satisfying a(t) < y(t) < P(t) on 
[a, 4 g(y@), y’(4) = 0, ~(4 = 4, and 4y(Q, Y’(Q) -c 0. Ify(4 = B(4 
then applying Corollary 3.5 to the pair y(t), p(t) yields a solution yi(t) of (1.1) 
which satisfies y(t) < yi(t) < /3(t) on [a, b] and h(y,(b), y,‘(b)) = 0. But 
y’(u) < yr’(u) < P’(u) implies 
0 = dY(4 Y’(4) G AYl(4 Yl’(4) d ‘d8(4, P’(4) < (4 
which is a contradiction. Therefore, y(u) < /3(u). Now using y(t) in place of 
a(t) in Theorem 3.4, we conclude that the set 
D = ix(t) : x(t) E +), 4, < d < B(b), r(t) 6 x(t) < B(t) on [a, 61) 
is not empty. Also, x(t) E a(d) implies h(x(b), x’(b)) > 0. But 
inf(s(b) : x(t) E D> = do, 
which leads to a contradiction by a convergence argument and the fact 
that Iz(x, x’) is nondecreasing in x’. This proves the theorem. 
Remark 3.7. We remark here that Theorem 3.6 generalizes a recent 
result due to Schmitt in [7] (Th eorem 4). This, in turn, generalizes results 
due to Keller [5] and Bebernes and Gaines [6] for the case when fz, andf, are 
continuous with fit 3 0 and fz, bounded on S. Details may be found in [7]. 
4. SOLUTIONS WITH PROPERTY (B) AND (B)* 
In this section we show that certain additional conditions on f and the 
auxiliary functions g(x, x’) and h(x, x’) imply that the solutions satisfying 
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the boundary conditions in Theorem 3.4, Corollary 3.5, and Theorem 3.6 
can be shown to have property (B) or (B)“. 
THEOREM 4.1. Let fz, and fd be continuous on S and assume conditions 
(A,,) and (A,) hold. Let g(x) be a Lipschitz continuous function defined on 
[a(a), /3(a)] such that 
a’(u) 3 gb(u)>, P’(a) c-> g(P(4). 
Then for any cr(b) < d :- /3(b), the BVP 
KU =.f(t, x, x’), x’(u) = g(x(u)), x(b) == d 
has a solution xd E CY)[a, 61 which has property (B) and satisfies 
a(t) & ix&t) < p(t) on [a, 61. 
Proof. To be specific, assume a(b) < d G ,8(b) and let N > 0 be such 
that a(b) < d - I/N. For n Se N consider the sequence of BVP’s: 
77(n) : x” = .f(t, “T, ~q, x’(a) = g(+4), x(b) = cl, 
where d, = 11 - l/n. By Theorem 3.4, ~(11:) has a solution satisfying 
a(t) & xN(t) -< /3(t) on [a, b]. Since IVP’s for (1) have unique solutions, 
Theorem 2.2 applied to the pair xN(t), /3(t) implies that xN(u) < P(u). Since 
xN(b) < /3(b) Lemma 2.1 implies x,(t) < /3(t) on [a, b]. Now using +(t) and 
/3(t) in Theorem 3.4, we conclude that +N $- 1) has a solution ~.~+~(t) with 
z+(t) < x,+,(t) < /3(t) on [u, 61. Continuing in this fashion we obtain a 
sequence of solutions x, , n ;a IV, with xn(t) < x,,.r(t) < /3(t) on [a, b]. Thus, 
there is a uniformly convergent subsequence x,>(t) which converges to a 
solution xd(t) of the BVP 
NM _ f(t, x, 4, x’(u) = g(x(u)), x(b) = d. 
Define o,(t) by 
&@> = L%(t) - 4w%(4 - %W, t E [a, 4, 
and we see that o,(a) = 1, / Al,‘(u)1 < K, the Lipschitz coefficient for g, and 
A,(t) > 0 on [a, b], k > 1. Now an argument similar to that of Lemma 3.1 
implies that Eq. (1.2) [with x,(t) replacing x(f)] has a solution z(t) satisfying 
z(t) > 0 on [a, 6). Hence, Lemma 3.1 implies sd has property (B). 
As an immediate corollary we have 
COROLLARY 4.2. Let fz, and fs be continuous on S and assume conditions 
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(AO) and (A,) hold. Let h(x) be Lipschitz continuous defined on [a(b), p(6)] 
and such that 
w < h(@)), PV) 3 ww~ 
Then for any a(a) < c < ,8(u) the BVP. 
x” = f(t, x, x’), x(u) = c, x’(6) = h(x(b)) 
has a solution X, E CY[a, b] which has property (B) and satisfies 
LX(~) < q(t) < P(t) on [n, b]. 
Combining Theorem 4.1 and Corollary 4.2 we find that the conditions on 
f can be weakened. 
THEOREM 4.3. Let f satisfy conditions (At,), (A,), and (A,), let g(x) and 
h(s) be as in Theorem 4.1 and Corollary 4.2, respectively. Then the BVP 
?r() : X” = f (t, x, x’), X’(4 = .&w, x’(6) = h(x(b)) 
has a solution x(t) with property (B) satisfying a(t) < x(t) < /3(t) on [a, b]. 
Proof. Let A denote the collection of all solutions to 7~,, satisfying 
cr(t) .< x(t) < p(t) on [a, b]. By Theorem 3.6, A is not empty. Assume first 
that not both /3(t) and a(t) belong to A and to be specific, assume /3(t) $ A. 
Let yt, = sup{x(u) : x(t) E A) and let x,(t) be a uniform limit of members of 
A so that x0(a) = yt, . It follows that x0(t) E A. Uniqueness of solutions of 
IVP’s for (1.1) and Theorem 2.2 imply x,,(u) < /3(u) and x,(b) < ,9(b). Thus, 
x,(t) < ,8(t) by Lemma 2.1. Let N >, 1 be such that d, = x,(b) + l/n < ,8(b) 
for 1z 2 N. By Theorem 3.4 and Lemma 2.1, there is a solution am, of the 
BVP 
X” = f (t, x, x’), 44 = &(4)~ x(b) = dN 
satisfying x,(t) < +(t) < /3(t) on (a, b]. In fact, Theorem 2.2 and a unique- 
ness argument imply that x,,(u) < +(a) < /3(u). Moreover, we must have 
~~‘(6) > h(x,(b)) (otherwise Theorem 3.6 applied to the pair xX(t), P(t) 
leads to a contradiction of the definition of YJ. 
Proceeding inductively, for each n >, N + 1 Theorem 3.4 implies the 
existence of a solution x%(t) of the BVP 
X” = f(t, x, x’), x’(u) = &Q)), x(b) = 4 9 
satisfying z,,(t) < zcn(t) < xnW1(t) on [a, b]. In addition, we have 
x,‘(b) > h(x,(6)) for all 71 > N. The sequence X, converges to a solution 
y. of (1.1) satisfying ~~‘(4 = g(yo(4), ~~(4 = x0(b), and ye(t) 3 x,(t) on 
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[a, b]. Hence, y,‘(b) Z+G. s,,‘(b). But also y,‘(h) L l~(yJb)) ~~ .x,,‘(h) so that 
y” -~- s,, . Now let 
FJt) = [xn’(t) - .%‘(qi[xn(t) - x,Wl, n > iv, t 7 /a, b]. 
Let R denote the Lipschitz constant for f with respect to the set 
[a, b] ‘4 [CY” ) /3”] x [-At, M] where N(, min{a(t) : a <:: t :< bj., 
/3, = max{B(t) : a :g t 5; b), and M is as defined in Theorem 2.2. Then if 
K denotes the maximum of the Lipschitz constant for g(x) and h(x), we see 
that IF,(a)1 s._ K and 
Also, 
F,(b) ;;; @(x,(b)) - Iz(.r,(b)))j[x,(b) - x,,(b)] > P-K. 
F,‘(t) < k i F*(t)1 + k - [FvL(t)12 = k + k’/4 - (1 F%(t)! - k/2)’ 
< k + k2/4 E k,2, k, > 0, 
so that 
Fn(t) = E’,(a) + J^’ F,‘(s) ds < K + k12(b - 0) for a 61 t < b. 
a 
h-ow let Kl = max[K, k/2 + k,] and we see that if F,(to) < -KI for some 
a < t, < 6, then F,‘(t) < 0 for t, < t < b so that F,(b) < -KI , a contra- 
diction. Hence, j F,(t)] is uniformly bounded on [a, b] for all n > N and this 
implies x,,(t) has property (B) on [a, 61. 
Similar arguments are valid if a(t) 4 A and /3(t) E A. Now if a(t), p(t) both 
belong to A, consider the BVP’s 
n(d): x” = f(t, x, x’), x’(a) = g@(u)), x(b) = d, a(b) < d < /3(b). 
By Theorem 3.4 x(d) has a solution xd(t) for all a(b) ,( d + P(b). If 
xct’(b) - 4x,(b)) f 0 f or some a(b) < d < /3(b), then we may use xd(t) in 
place of a(t) or P(t) in the first part of the theorem to conclude the existence 
of a solution of the BVP rrO with property (B) on [a, b]. The only case left is 
when xd’(b) = h(x,(b)) for all a(b) < d < /3(b). But in this case, all solutions 
xd(t) have property (B) for we may take a monotone sequence d, converging 
to d and the argument used in the first part of the proof shows xd has property 
w 
As an immediate corollary we have 
COROLLARY 4.4. Assume that all conditions of Theorem 4.3 hold except 
that g(x) and h(x) are only assumed to be continuous. Then the BVP no has 
a solution which has property (B)* and satisfies a(t) < x(t) < /3(t) on [a, b]. 
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Proof. Let g,(x) be a sequence of Lipschitz continuous functions con- 
verging uniformly to g(x) on [(~(a), P(a)] and such that 
44 3 .&%(+4)~ B’(4 G &(44) 
for all n 3 1. Likewise, let h,(x) converge uniformly to h(x) on [a(b), p(u)] 
and such that h,(x) is Lipschitz continuous with 
a’(b) < k&(b)), B’(b) 2 u4bN 
for all n 2 1. Theorem 4.3 implies the existence of a sequence of solutions 
xn of (1 .l), each of which has property (B), satisfying 
for all n 3 1. It follows that a subsequence of the sequence x, converges to a 
solution x0 of the BVP n,, , and this proves the corollary. We shall now show 
how Corollary 4.4 can be used to prove the existence of solutions satisfying 
the more general boundary conditions of Theorem 3.6 and which possess 
property (B)*. 
THEOREM 4.5. Assume all hypotheses of Theorem 3.6 and, in addition, 
assume condition (A,) holds. Then there is a solution x,,(t) of the BVP 
7Tl : X” =f(t, x, x’), g(x(u), x’(u)) = 0 = k(x(b), x’(b)) 
which has property (B)* and satisfies al(t) < x,(t) < /3(t) on [a, b]. 
Proof. Assume first that g(x, x’) and k(x, x’) are strictly increasing in 
x’ and let M’ > M where M is as defined in Theorem 2.2. Then 
s(44, M’) > g(44 44) >, 0 andg(&), --MY < g(P(4, B’(4) < 0. Now, 
if g(x, M’) >, 0 and g(x, -M’) < 0 for all ~(a) < x < p(u), then the 
equation g(x, x’) = 0 has a unique continuous solution x’ = y(x) for 
a(u) < x < p(u). If g(x, M’) 3 0 for all U(U) <. x 5: /3(a) and if 
g(x, --ill’) > 0 for some points x E [a(u), /3(u)], let 
r. = max{x : a(a) < x < /3(u), g(x, -M’) = 0:. 
Then Y,, < P(u), and we may apply Theorem 2.2 to conclude the existence 
of a solution x,(t) of (1.1) satisfying 
s,,(u) == r() ) &l(b) = a(b), LY(~) -G x,(t) < /3(f) on [a, bl. 
Hence, g(x, --M’) < 0 for all r0 < x < /3(u) so that the equation g(x, x’) = 0 
has a unique continuous solution x’ = y(x) for y0 < x < /3(u). 
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Likewise, if neither g(x, M’) > 0 nor g(z, -M’) :* 0 for ail 
cd(u) < x < &a), we may argue in a similar manner as above to conclude 
that there is an interval [Y u, rr] 2 [a(a), /3(a)] throughout which the equation 
g(x, x’) m= 0 has a unique continuous solution X’ =z y(x). 
Similar considerations apply to the function h(x, x’): There will be an 
interval [Y,,‘, ri’] C [a(b), p(b)] throughout which the equation h(x, x’) = 0 
has a unique continuous inverse X’ -z T(X). 
Thus, Corollary 4.4 implies that the BVP 71, has a solution x0(t) which has 
property (B)* and satisfies a(t) ~< x,(t) :< /3(t) on [a, 61. 
Finally, if g(x, x’) and h(x, x’) are not necessarily strictly increasing, we 
may consider new functions gf(x, x’) = g(.~, x’) + ET~(X, x’) and 
/2,(x, x’) = /2(x, x’) + CY,(X, x’), 
where ri(x, x’) and ra(x, x’) are continuous and strictly increasing in x’ and 
satisfy 
Yl(44, W) 2 0, 4w~ B’(4) G 0% 
y2(a(4, q@) < 0, Y&w P@>> 2 0. 
Applying Corollary 4.4 we obtain corresponding solutions xr(t) of the BVP’s 
x” = ,f(t, x, x’), ‘&+4 x’(4) = 0 = J&(4, x’(W 
each of which possesses property (B)*. Letting E - 0 the result follows, and 
this proves the theorem. 
(The author is indebted to the referee for suggesting the above strengthened 
version and alternate proof of Theorem 4.5). It follows from this that we may 
replace property (B’) by property (B) * in Theorem 3.2 of [3], provided con- 
dition (A,) holds. 
As a consequence of these results, we see that iffz, andf, are continuous 
on S, and if conditions (A,) and (A,) hold, then for any ~(a) ,i c < ,8(a) 
there is a solution x, of (1.1) which has property (B) and satisfies 
a(f) < xc(t) < P(t) on [a, bl, xc(a) = c. 
Similarly, for any a(b) < d < p(b), Eq. (1.1) h as a solution xd which has 
property (B) and satisfies a(t) < zd(t) < /3(t), am = d. 
In general, however, one cannot obtain a solution of the two point BVP 
xv =f(t, x, x’), x(u) = c, x(b) = d, 
where a(a) < c < /3(a), a(b) < d < p(b), which has property (B) on [a, b]. 
Jackson in [9] has discussed an example, due to Schrader, which shows that 
this is not the case. Another example is given by Reid in [4]. For a certain 
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class of functions, one can, however, find a solution to the two point BVP 
which has property (B) for all a(u) < c < P(a) and a(b) < d < p(b), or for 
all a(a) < c < p(u) and cy(b) < d < /3(b). This claim is contained in the next 
theorem and the following corollary. 
THEOREM 4.6. Consider the differential equation 
X” = .f(4 4 (4.1) 
wheref(t, X) andf,(t, X) are continuous on [a, b] x R. Letf(t, x) satisfy (A,,) 
and assumef,(t, y) is nondecreasing in y for min a(t) < y < max /3(t). Then 
for any a(a) < c < P(a), al(b) < d < p(b), there is a solution x,(t) of (4.1) 
with property (B) satisfying x,,(a) = c, x,(b) = d, and o(t) < x,(t) < P(t) on 
[a, 4 
Proof. Note that condition (-4a) holds automatically since the X’ variable 
is not present. By Lemma 2.1 and Theorem 2.2, there is a solution x0(t) of 
(4.1) satisfying x0(u) = c, x,,(b) = d, and n(t) < x,(t) < /3(t) on [a, b]. With 
a suitably defined g(x), Theorem 4.1 implies that there is a solution xl(t) of 
(4.1) which has property (B) and satisfies al(t) << xl(t) < x0(t) on [a, b]. 
Hence, by Lemma 3.1 the linear equation 
xn = fz(t, q(t)) x 
is disconjugate on [a, b]. Since ,fJt, xl(t)) < f,Jt, x,,(t)) on [a, b], the Sturm 
Separation theorem implies that the equation 
xn = f& x,(t)) x 
is disconjugate on [a, b]; that is, x,,(t) has property (B). 
COROLLARY 4.7. Consider the differential Eq. (4.1) where f(t, x) and 
f%(t, X) are continuous on [a, b] x R. Assume condition (A,) holds and 
assume f%(t, y) is nonincreasing in y for min a(t) < y < max P(t). Then for 
any a(u) < c < /3(u), a(b) < d < j(b) th ere is a solution x0(t) of (4.1) which 
has property (B) and satisfies x0(u) = c, x,(b) = d, and a(t) < x,,(t) < /3(t) 
on [a, b]. 
Proof. The proof is analogous to the proof of Theorem 4.6. 
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