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3в настоящее время при исследовании сложных динамических 
процессов, наблюдаемых в различных разделах естествознания, 
наряду с аналитическими методами широко применяется компью-
терное моделирование. в качестве математических моделей широко 
используются системы дифференциальных уравнений.
связи между взаимодействующими элементами динамических 
систем, как правило, носят нелинейный характер, что приводит 
к появлению разного рода нелинейностей в соответствующих ма-
тематических моделях.
нелинейные системы отличаются от линейных наличием не-
сравненно большего разнообразия возможных режимов функци-
онирования. даже небольшое изменение параметров нелинейной 
модели может привести к резкому изменению динамики системы.
исследования  последних лет показали, что разнообразие дина-
мики, наблюдаемое в нелинейных системах, можно свести к доста-
точно простым режимам, связанным с некоторыми повторяющимися 
для самых различных систем характерными типами решений. Эти 
характерные решения обладают важным свойством инвариантности. 
более того, к ним притягиваются многие другие решения исследуе-
мой системы. знани е таких решений — аттракторов — позволяет 
получить представление об общей качественной картине динамики 
исследуемой нелинейной системы.
изменение параметров системы может существенно менять 
тип аттракторов. в этом случае говорят, что в системе произошла 
бифуркация.
каждая бифуркация — это радикальное изменение в динамике 
системы, сопровождающаяся исчезновением одних и появлением 
других, принципиально новых, режимов функционирования. од-
ним из классических сценариев подобных преобразований служит 
Предисловие
цепочка бифуркаций: равновесие (точка покоя) — периодический 
режим (предельный цикл) — хаотический режим (странный ат-
трактор).
каждый переход в этой цепи сопровождается потерей устойчи-
вости простого аттрактора и появлением нового, более сложного. 
таким образом, решение задачи отыскания у исследуемой системы 
аттракторов и последующий анализ их устойчивости является 
важнейшим шагом в понимании тонких механизмов ее динамики.
Функционирование любой реальной системы сопровождается 
воздействием тех или иных случайных возмущений. Шум, действу-
ющий в системе, может существенно деформировать ее динамику.
знакомство с широким кругом явлений нелинейной стохастиче-
ской динамики, освоение методов их математического моделирова-
ния и компьютерного анализа представляется важной обязательной 
компонентой современного университетского образования студен-
тов естественно-научных направлений — математиков, физиков, 
химиков и биологов.
в пособии обсуждаются основные явления и даются основы 
анализа нелинейных динамических систем, теории бифуркаций 
и стохастической динамики.
на примерах классических моделей излагаются основы теории 
устойчивости и стохастической чувствительности, приводятся ме-
тоды построения фазовых портретов и численного моделирования 
детерминированных и случайных траекторий.
заключительный параграф содержит набор заданий для ком-
пьютерного практикума.
51. Фазовый Портрет системы 
диФФеренциальных уравнений  
и его свойства
1.1. Основные понятия
автономная система дифференциальных уравнений в общем 
n-мерном случае задается следующим образом: 
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ее векторная запись имеет вид 
 ẋ = f(x) (1)
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пусть X ⊂ Rn — область определения функции f(x). предпо-
лагается, что при любых x(0) из X дифференциальное уравнение (1) 
имеет решение x = φ(t, x(0)), определенное для всех t ≥ 0, с начальным 
условием x(0) = x(0).
подробное геометрическое изображение решения x(t) с помо-
щью графика — интегральной кривой — требует (n + 1)-мерного 
пространства переменных t, x1, …, xn. если при n = 1 интегральные 
кривые располагаются на плоскости (t, x1) и их изображение не вы-
зывает особых затруднений, то уже при n = 2 соответствующие 
интегральные кривые лежат в трехмерном пространстве (t, x1, x2), 
что резко усложняет их наглядное представление.
61.2. Метод фазового пространства
для сокращения размерности можно пожертвовать переменной 
t, оставив только так называемые фазовые переменные x1, x2, …, xn, 
составляющие n-мерное фазовое пространство. при n = 2 фазовое 
пространство двумерно и называется фазовой плоскостью.
проекция интегральной кривой x(t) на фазовое пространство 
называется фазовой кривой или фазовой траекторией.
Множество фазовых кривых, отвечающих различным началь-
ным данным, называется фазовым портретом системы. во многих 
случаях фазовый портрет позволяет получить достаточно наглядное 
представление о динамике системы.
в каждой точке x фазового пространства системы (1) вектор 
f(x) есть вектор скорости движения системы вдоль фазовой кривой, 
проходящей через эту точку. вектор f(x) указывает направление 
касательной к соответствующей фазовой кривой.
Множество точек фазового пространства с указанными в них 
направлениями составляют поле направлений системы (1). поле 
направлений позволяет построить хотя бы приближенно фазовый 
портрет исследуемой системы. для этого линии, изображающие 
фазовые кривые, следует провести так, чтобы в каждой своей точке 
они имели касательную, совпадающую с полем направлений.
1.3. Устойчивость
основой качественного анализа динамических систем является 
исследование устойчивости.
Определение 1.1. решение x̅(t) системы (1) называется устой-
чивым по Ляпунову, если 
	 ∀ε > 0  ∃δ > 0  : ∀t ≥ 0  ∀x(0)  
 (0) (0)(0) < ( ) ( , ) < .x x x t t x− δ⇒ −ϕ ε
в противном случае решение x̅(t) называется неустойчивым.
7Определение 1.2. решение x̅(t)  системы (1) называется асимп-
тотически устойчивым, если оно устойчиво по ляпунову, и 
 (0) (0) (0)> 0 : (0) < ( ) ( , ) = 0.
t
x x x x t t xlim
→+∞
∃δ ∀ − δ⇒ −ϕ
Определение 1.3. решение x̅(t)  системы (1) называется экспо-
ненциально устойчивым, если 
 ∃α > 0  ∃K > 0  ∃δ > 0 : ∀t ≥ 0  ∀x(0)
 
(0) (0) (0)(0) < ( ) ( , ) ( ) .tx x x t t x Ke x t x−α− δ ⇒ −ϕ ≤ −
Определение 1.4. Множество M ⊂ X называется инвариантом 
системы (1), если 
 ∀x(0) ∈ M  ∀t ≥ 0  φ(t, x(0)) ∈ M.
если x(0) ∈	M, то и во все последующие моменты времени 
φ(t, x(0)) ∈ M. простейшим примером инвариантного множества 
является точка покоя.
Определение 1.5. точка x̅ ∈ X  называется точкой покоя системы 
(1), если
 ∀t ≥ 0  φ(t, x̅) = x̅.
если x̅ — точка покоя, то f(x̅) = 0. все точки покоя системы (1) 
находятся из решения системы
 f(x) = 0. (2)
другим примером инвариантного множества является цикл.
Определение 1.6. пусть ξ(t) является T-периодическим реше-
нием системы (1): ξ(t + T) = ξ(t). Множество г = {ξ(t) | 0 ≤ t < T} 
называется циклом.
в фазовом пространстве цикл изображается в виде замкнутой 
кривой. возьмем в качестве начальной произвольную точку цикла. 
Можно показать, что фазовая кривая соответствующего решения 
совпадает с циклом.
8введем функцию ( , ) =
y Y
x Y x yinf
∈
ρ − , задающую расстояние от 
фиксированной точки x до множества Y.
Определение 1.7. компактное инвариантное множество M си-
стемы (1) называется устойчивым по Ляпунову, если справедливо 
следующее:
 ∀ε > 0  ∃δ > 0  : ∀t ≥ 0  ∀x
(0).
 ρ(x
(0), M) < δ ⇒ ρ(φ(t, x(0)), M) < ε. 
Определение 1.8. компактное инвариантное множество M 
системы (1) называется асимптотически устойчивым, если оно 
устойчиво по ляпунову, и
 (0) (0) (0)> 0 : ( , ) < ( ( , ), ) = 0
t
x x M t x Mlim
→+∞
∃δ ∀ ρ δ⇒ ρ ϕ .
при этом множество = { | ( ( , ), ) = 0}
t
U x X t x Mlim
→+∞
∈ ρ ϕ   называется 
областью (бассейном) притяжения инвариантного множества M.
Определение 1.9. компактное инвариантное множество M си-
стемы (1) называется экспоненциально устойчивым, если 
	 ∃α > 0  ∃K > 0  ∃δ > 0  : ∀t ≥ 0  ∀x(0)
 ρ(x(0), M) < δ ⇒ ρ(φ(t, x(0)), M) ≤ Ke–αt ρ(x(0), M).
1.4. Фазовые портреты линейных систем
рассмотрим двумерную (n = 2) линейную систему 
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пусть λ1, λ2 — собственные числа, а h1, h2 — линейно незави-
симые собственные векторы матрицы A. по этим данным общее 
решение системы записывается аналитически
 x = c1eλ1th1 + c2eλ2th2.
9здесь возможны следующие случаи:
а) λ1, λ2 — вещественные одного знака. Фазовый портрет — узел 
(рис. 1, а);
б) λ1, λ2 — вещественные разных знаков. Фазовый портрет — 
седло (рис. 1, б );
в) λ1,2 = α ± iβ — комплексно сопряженные (α ≠ 0). Фазовый 
портрет — фокус (рис. 1, в);
г) λ1,2 = ± iβ — чисто мнимые. Фазовый портрет — центр 
(рис. 1, г).
рис. 1. Фазовые портреты линейной системы:
а — узел,  б — седло,  в — фокус,  г — центр
при Re λ1,2 < 0 движение вдоль фазовых траекторий идет в на-
правлении точки покоя x̅ = 0 и = 0
t
lim x( t ) .
→∞
 точка покоя x̅ = 0 — 
асимптотически устойчива. тогда говорят, что узел (фокус) является 
устойчивым.
при Re λ1,2 > 0 движение вдоль фазовых траекторий идет по на-
правлению от точки покоя в бесконечность. точка покоя x̅ = 0 
неустойчива. в этом случае говорят, что узел (фокус) является не-
устойчивым.
в случае центра Re λ1,2 = 0  движение происходит по замкнутым 
фазовым траекториям вокруг точки покоя. точка покоя x̅ = 0 устой-
чива (но не асимптотически).
в случае седла всегда имеется направление, движение по ко-
торому идет от точки покоя в бесконечность. поэтому здесь точка 
покоя  x̅ = 0 является неустойчивой.
приведенная здесь детальная классификация фазовых портре-
тов получена на основе аналитического представления для общего 
решения рассматриваемой линейной системы. построение точных 
аналитических решений для нелинейных систем возможно лишь 
в каких-то частных случаях.
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если для построения фазового портрета нелинейной системы 
в основном используются лишь численные методы, то при иссле-
довании характерных особенностей вблизи точки покоя возможен 
общий аналитический подход. Этот подход состоит в отыскании для 
исследуемой нелинейной системы некоторой близкой линейной, 
с тем чтобы по результатам анализа последней можно было судить 
об основных чертах динамики исходной нелинейной системы.
2.1. Система первого приближения 
рассмотрим способ построения линейной системы первого 
приближения в окрестности точки покоя исходной нелинейной си-
стемы. для наглядности ограничимся сначала случаем двумерной 
(n = 2) системы
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пусть 1 2= ( , )x x x   — точка покоя системы (3). Это означает, что
 1 1 2
2 1 2
( , ) 0
( , ) 0
f x x ,
f x x .
=
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 (4)
разложим в окрестности точки покоя x̅ правые части системы 
(3) — функции f1 и f2 — в ряды тейлора:
 1 11 1 1 2 1 2 1 1 1 2 2 2
1 2
= ( , ) ( , )( ) ( , )( ) ...,f fx f x x x x x x x x x x
x x
∂ ∂
+ − + − +
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
 2 22 2 1 2 1 2 1 1 1 2 2 2
1 2
= ( , ) ( , )( ) ( , )( ) ...f fx f x x x x x x x x x x
x x
∂ ∂
+ − + − +
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 .
первый член в каждом из этих разложений, благодаря (4), равен 
нулю. далее идут линейные члены, за ними — слагаемые более 
2. анализ нелинейной системы  
в окрестности точки Покоя
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высоких порядков, которые вблизи точки покоя существенно меньше 
линейных.
отбрасывая эти малые слагаемые и делая замену 
 z1 = x1 – x̅1, z2 = x2 – x̅2,
 
1 1
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1 2
= ( , ), = ( , )f fa x x a x x
x x
∂ ∂
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получим линейную систему
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данная система получила название системы первого приближе-
ния для исходной нелинейной системы в окрестности точки покоя.
системы первого приближения играют весьма важную роль в ис-
следовании нелинейных систем. как правило (если не рассматривать 
особые вырожденные случаи), общий характер фазового портрета 
нелинейной системы вблизи точки покоя совпадает с фазовым порт-
ретом соответствующей системы первого приближения.
тип фазового портрета системы первого приближения, благодаря 
ее линейности, определяется достаточно просто — аналитически 
(см. раздел 1).
в случае общей n-мерной системы (1) в окрестности точки по-
коя x̅ замена x = x̅ + z ( z  — мало) и разложение тейлора приводят 
к равенствам
 = = ( ) = ( ) ( ) ... .
fx x z f x z f x x z
x
∂
+ + + +
∂

 
отбрасывая нелинейные члены с учетом равенств
 = ( ) = 0,x f x
получим для малых отклонений 
 z = x – x̅
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состояния x от положения равновесия x̅ линейную систему первого 
приближения
 = , = ( ).
fz Az A x
x
∂
∂
  (5)
2.2. Устойчивость точки покоя 
исследование устойчивости начнем с линейной системы (5). для 
этой системы точкой покоя является вектор z̅ = 0. анализ общего 
решения системы (5) позволяет получить следующие критерии.
Теорема 1. Для того чтобы точка покоя z̅ = 0 системы (5) 
была устойчивой по Ляпунову, необходимо и достаточно, чтобы 
все собственные значения λi (i = 1,…, n) матрицы A имели неполо-
жительные вещественные части:
 Reλi ≤ 0.
при этом собственным значениям, лежащим на мнимой оси 
(Reλi = 0), должны соответствовать клетки Жордана размерности 
единица.
Теорема 2. Для того чтобы точка покоя z̅ = 0 системы (5) была 
экспоненциально устойчивой, необходимо и достаточно, чтобы 
все собственные значения λi (i = 1,…, n)  матрицы A имели отри-
цательные вещественные части:
 Reλi < 0.
отметим, что в случае линейных систем понятия асимптотиче-
ской и экспоненциальной устойчивости эквивалентны.
если система (5) является экспоненциально устойчивой, то она 
остается таковой и при малых изменениях ее параметров. в случае, 
если система (5) просто устойчива по ляпунову, отмеченное свой-
ство уже не выполняется. сколь угодно малые изменения параметров 
могут перевести собственные значения матрицы системы, лежащие 
на мнимой оси, в правую часть комплексной полуплоскости, что 
сделает систему уже неустойчивой.
сформулируем теперь критерий устойчивости решения x(t) ≡ x̅, 
являющегося точкой покоя нелинейной системы (1).
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Теорема 3. Для того чтобы точка покоя x̅ системы (1) была 
экспоненциально устойчивой, необходимо и достаточно, чтобы 
у системы первого приближения
 = , = ( )fz Az A x
x
∂
∂
была экспоненциально устойчивой точка покоя z̅ = 0.
как видим, исследование экспоненциальной устойчивости точек 
покоя нелинейной системы сводится к выяснению знаков веще-
ственных частей собственных значений матриц соответствующих 
систем первого приближения.
Пример
в качестве примера рассмотрим популяционную модель «хищ-
ник — жертва», в которой учитывается ограниченность ресурса для 
жертв и то естественное обстоятельство, что при большом количе-
стве жертв у хищника наступает насыщение.
 
2
1
1
xx x y x ,
x
xy y y.
x
 = − α − γ +

 = − +β
 +


 (6)
здесь x — численность жертв, y — численность хищников, α, β, 
γ — положительные параметры.
для отыскания точек покоя составим систему
 
2 0
1
0
1
xx y x ,
x
xy y .
x
 − α − γ = +

− +β =
 +
получаем три точки покоя:
M1 : x̅1 = 0, y̅1 = 0 — отсутствие хищников и жертв;
M2 : 2 2
1= , = 0x y
γ
 — отсутствие хищников и постоянная числен-
ность популяции жертв;
M3 : 3 3 2
1 ( 1 )= , =
1 ( 1)
x y β β − − γ
β − α β −
 — равновесное состояние.
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ограничимся здесь рассмотрением поведения системы для 
следующего набора параметров: α = 1, β = 2.
составим матрицы соответствующих систем первого приближения.
для точки M1(0, 0) матрица имеет вид
 
1 0
= .
0 1
A   − 
у матрицы A1 собственные значения
 λ1 = 1, λ 2 = –1
вещественны и имеют разные знаки. Фазовый портрет первой точки 
покоя — седло.
для точки 2
1 ,0M   γ 
 матрица имеет вид 
 2
11
1
=
10
1
A .
 − − γ +
 
− γ 
 γ + 
у матрицы A2 собственные значения
 1 2
11
1
  , .− γλ = − λ =
γ +
график λ1,2 имеет вид (рис. 2).
рис. 2. зависимость собственных чисел матрицы A2 от параметра γ
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в зависимости от параметра γ точка покоя M2 имеет два воз-
можных типа:
1) 0 < γ < 1 — седло;
2) γ > 1 — устойчивый узел.
для точки M3(1, 2 – 2γ) матрица системы первого приближения 
имеет вид
 3
1 3 1
= .2 2
1 0
A
− γ − 
 
− γ 
у матрицы A3 собственные значения
 
2
1,2
1 3 9 2 7=
4
.− γ ± γ + γ −λ
график Reλ1,2 имеет вид (рис. 3). 
рис. 3. зависимость собственных чисел матрицы A3 от параметра γ
в зависимости от параметра γ точка покоя M3 имеет четыре 
возможных типа:
1) 
10 < <
3
γ  — неустойчивый фокус;
2) 
1=
3
γ  — центр;
3) 
1 7< <
3 9
γ  — устойчивый фокус;
4) 
7 < < 1
9
γ  — устойчивый узел. 
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рис. 4. Фазовые портреты системы (6) при: а — γ = 0,2; б — 
1=
3
γ ;  
в — γ = 0,5;  г — γ = 0,9; д — γ = 2.
на рис. 4, а приведен фазовый портрет системы при γ = 0,2. 
точка покоя M3 является неустойчивой, траектории уходят от нее, 
раскручиваясь, и наматываются на предельный цикл. независимо 
от выбора начальных соотношений численностей, система двух 
взаимодействующих популяций переходит в режим колебаний по-
стоянной частоты.
на рис. 4, б приведен фазовый портрет системы при 
1=
3
γ .
тип точки покоя M3 по системе первого приближения — центр. 
траектории нелинейной системы около равновесия близки к зам-
кнутым окружностям. однако специфика нелинейной системы 
проявляется в том, что траектории составляют спирали.
на рис. 4, в приведен фазовый портрет системы при γ = 0,5.
точка покоя M3 устойчива, численность жертв и хищников стаби-
лизируется. при этом наблюдаются колебания, амплитуда которых 
медленно стремится к нулю.
на рис. 4, г приведен фазовый портрет системы при γ = 0,9.
точка покоя M3 устойчива, численность жертв и хищников бы-
стро стабилизируется.
на рис. 4, д приведен фазовый портрет системы при γ = 2.
точка покоя M2 устойчива, численность жертв стабилизируется, 
популяция хищников вымирает.
здесь по системе первого приближения при различных значениях 
параметра удается достаточно точно представить фазовый портрет 
исходной нелинейной системы вблизи точки покоя. однако в обла-
сти, удаленной от точки покоя, нелинейная система при 
10 < <
3
γ  
имеет предельный цикл (рис. 4, а) — важнейшую особенность, 
которую система первого приближения уже никак не отражает.
для того чтобы иметь возможность провести строгий матема-
тический анализ этой и других, более сложных моделей динамики 
популяции с автоколебаниями, приведем следующие необходимые 
сведения из качественной теории дифференциальных уравнений.
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рассмотрим основные элементы теории исследования динамики 
системы вблизи периодических решений — циклов.
3.1. Основные понятия. Система первого приближения
рассмотрим систему 
 ẋ = f(x), (7)
имеющую T-периодическое решение
 x = ξ(t)  (ξ(t + T) = ξ(t)).
графиком такого решения будет замкнутая фазовая кривая — 
цикл Γ. точка x0 = ξ(0) отмечает на Γ начальное положение этого 
решения. всякое решение, стартующее с любой другой точки цикла, 
будет двигаться по этой же замкнутой кривой. цикл Γ — инвари-
антное множество системы (7).
если начальную точку взять в окрестности цикла, то траектория 
соответствующего решения может вести себя различным образом. 
здесь возможны следующие варианты:
а) решение приближается к циклу так, что отклонение от цикла 
стремится к нулю; другими словами, фазовая траектория наматы-
вается на цикл;
б) решение движется вдоль цикла и формирует замкнутую фа-
зовую кривую — новый цикл, расположенный рядом с исходным;
в) решение удаляется от цикла; фазовая кривая разматывается 
по спирали.
среди возможных сочетаний динамики снаружи и внутри цикла 
обычно выделяют следующие:
а) устойчивый предельный цикл (рис. 5, а);
б) неустойчивый цикл (рис. 5, б);
3. анализ системы в окрестности цикла
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рис. 5. циклы: 
а — устойчивый; б — неустойчивый; в — полуустойчивый
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в) полуустойчивый цикл (рис. 5, в).
нас интересуют условия, при которых предельный цикл имеет 
сильное экспоненциальное притяжение.
предполагается, что в U — некоторой окрестности кривой Γ — 
определена функция ( ) =
y
x y x
∈Γ
γ −argmin , задающая для каждого 
x из окрестности U ближайшую к ней точку γ(x) с цикла Γ. тогда 
функция Δ(x) = x – γ(x) задает отклонение точки x от цикла Γ.
Определение 3.1. решение ξ(t) будем называть экспоненциаль-
но орбитально устойчивым, если найдутся такие α > 0, K > 0, что 
справедливо неравенство
 0( ( )) ( )tx t Ke x−α∆ ≤ ∆
для любого решения x(t) системы (7) с начальным условием 
x(0) = x0 ∈ U. 
динамика малых отклонений, как и в случае точки покоя, опре-
деляется системой первого приближения.
рассмотрим для T-периодического решения ξ(t) системы (7) 
новую переменную
 z = x – ξ(t).
подставив x = z + ξ(t) в систему (7) и разложив ее правую часть 
в ряд тейлора, получим
 = ( ( ) ) = ( ( )) ( ( )) ... .fz f t z f t t z
x
∂
ξ + ξ + ξ + ξ +
∂


отбрасывая нелинейные члены с учетом тождества
 = ( ( )),f tξ ξ
получим линейную систему первого приближения
 = ( ) , ( ) = ( ( )).
fz F t z F t t
x
∂
ξ
∂
  (8)
Матрица F(t) этой системы вслед за функцией ξ(t) является 
T-периодической.
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3.2. Линейные системы с периодическими 
коэффициентами. Элементы теории Флоке
рассмотрим для системы
 ż = A(t)z, (9)
где A(t) — произвольная T-периодическая (n × n)-матрица, фунда-
ментальную матрицу
 Z(t) = [z1(t) z2(t) ... zn(t)],
составленную из линейно независимых решений системы (9) с на-
чальными условиями
 z1(0) = (1, 0, ..., 0)T, z2(0) = (0, 1, ..., 0)T, ..., zn(0) = (0, 0, ..., 1)T.
Лемма 1.
Для фундаментальной матрицы справедливо тождество 
 Z(t + T) = Z(t) · Z(T). (10)
Доказательство. 
рассмотрим вектор-функции 1 1( ) = ( ),..., ( ) = ( )n nz t z t T z t z t T+ +   — 
столбцы матрицы Z(t + T). благодаря T-периодичности матрицы A(t), 
справедливы соотношения 
 ( ) = ( ) = ( ) ( ) = ( ) ( ) = ( ) ( ),i i i i iz t z t T A t T z t T A t z t T A t z t+ + + +  
означающие, что функции ( )iz t  также являются решениями системы 
(9). последнее позволяет связать их при помощи фундаментальной 
матрицы Z(t) со своими начальными значениями ( ) = ( ) (0)iz t Z t z  . 
переписывая эти соотношения в исходных обозначениях zi(t + T) = 
= Z(t)zi(T), получим требуемое тождество (10).
Матрица B = Z(T), задающая отображение за период T системы 
(9), называется матрицей монодромии.
любое решение z(t) системы (9) в моменты времени, кратные 
периоду, благодаря (10) легко выражается с помощью матрицы 
монодромии через начальные данные:
 z(kT) = Z(kT)z(0) = Z((k – 1)T)Z(T)z(0) = ... = Bkz(0).
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рассмотрим постоянную матрицу 
 
1= ln B
T
Λ  (B = eTΛ)
и матричную функцию Φ(t) = Z(t)e–tΛ.
Лемма 2. Матричная функция Φ(t) является T-периодической.
доказательство следует из цепочки равенств: 
 Φ(t + T) = Z(t + T)e–(t + T)Λ = Z(t)Z(T)e–TΛ e–tΛ = 
 = {Z(T)e–TΛ = I} = Z(t)e–tΛ = Φ(t).
Приводимость. в системе (9) сделаем замену переменных 
z = Φ(t)y, где y — новая переменная.
Теорема 4. Система (9) в новых переменных y имеет вид 
 ẏ = Λy. (11)
Доказательство. равенство (11) следует из (9) и соотношений
 
= ( ) ( ) = ( ) ( ) ( ) ( ) =
= ( ) ( ) ( ) ( )
( ) = ( ) ( ) = ( ) ( ) .
t t
t t
t
z t y t y Z t e y Z t e y t y
A t Z t e y Z t e y t y
A t z A t t y A t Z t e y
− Λ − Λ
− Λ − Λ
− Λ
Φ +Φ + −Λ +Φ
− Λ +Φ
Φ
 
 

как видим, линейная система с периодическими коэффициента-
ми (9) подходящей заменой переменных приводится к системе (11) 
с постоянной матрицей.
собственные значения ρi (i = 1,…, n) матрицы монодромии 
B = Z(T) называют мультипликаторами системы (9). собственные 
числа λi матрицы Λ —  характеристические показатели — связаны 
с мультипликаторами соотношениями
 
1= , = .ln ii i i eT
λλ ρ ρ
критерием асимптотической устойчивости решения y̅  = 0 си-
стемы (11) является условие
 Reλi < 0. 
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в силу равенства 
 | ρi | = eReλiT
это эквивалентно условию 
 | ρi | < 1.
полученное неравенство и теорема 4 дают следующий результат.
Теорема 5. Для асимптотической устойчивости решения z̅ = 0 
системы (9), необходимо и достаточно, чтобы все мультиплика-
торы удовлетворяли неравенствам
 | ρi | < 1, i = 1, ..., n.
3.3. Экспоненциальная устойчивость цикла
система первого приближения (8) в общем классе линейных си-
стем с периодическими коэффициентами (9) имеет важную особен-
ность. действительно, вектор-функция r(t) = f(ξ(t)) в силу равенств
 ( ) = ( ( )) ( )fr t t t
x
∂
ξ ξ
∂


 
 и ( ) = ( ( ))t f tξ ξ
является частным решением системы первого приближения (8). 
отсюда, в частности, следует равенство r(T) = Br(0), или, с учетом 
T-периодичности функции r(t), равенство r(0) = Br(0). как видим, 
вектор r(0) является собственным вектором матрицы B с соот-
ветствующим собственным значением, равным единице. таким 
образом, в случае цикла матрица монодромии B обязательно имеет 
мультипликатор ρ1 = 1. полученное означает, что точка покоя z̅ = 0 
системы первого приближения (8) никогда не может быть асимптоти-
чески устойчивой. следует подчеркнуть, что для экспоненциальной 
устойчивости цикла этого и не требуется. вопрос об экспоненциаль-
ной устойчивости цикла Γ решается в зависимости от расположения 
остальных мультипликаторов ρ2,…, ρn.
Теорема 6 (Андронова — Витта). Для экспоненциальной орбитальной 
устойчивости решения ξ(t) системы (7) необходимо и достаточно, чтобы 
мультипликаторы ρ2,…, ρn удовлетворяли неравенствам
 | ρi | < 1, i = 2, ..., n.
Доказательство см. в монографии Б. П. Демидовича [1].
Из теоремы Виета и формулы Лиувилля следуют равенства 
 
( )
0
1 2 ... = = .det
T
trF t dt
n B eρ ⋅ρ ⋅ ⋅ρ
∫
Неравенство
 
0
( ) < 0.
T
trF t dt∫  (12)
по теореме Андронова — Витта является в общем n-мерном случае необ-
ходимым условием экспоненциальной устойчивости цикла Γ.
В двумерном случае справедливо равенство 
 ρ2 = detB,
что делает неравенство (12) не только необходимым, но одновременно 
и достаточным условием экспоненциальной устойчивости цикла (критерий 
Пуанкаре).
В случае цикла на плоскости мультипликатор ρ2 имеет простой геометри-
ческий смысл, показывая при малых отклонениях, во сколько раз траектория 
приближается к циклу за один оборот. Величина ρ2 может служить мерой 
устойчивости предельного цикла к начальным возмущениям. Малость ρ2 
означает высокую степень устойчивости. При значениях ρ2 < 1, но близких 
к единице, цикл устойчив слабо. При ρ2 > 1 цикл неустойчив. Случай ρ2 = 
1 — критический. Здесь возможны различные варианты: цикл устойчив, 
но не экспоненциально; цикл полуустойчив; цикл находится в окружении 
других близких циклов и т. д.
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в исследовании зависимости фазового портрета системы от из-
менения входящих в нее параметров выделяют два случая. к перво-
му относят системы, изменение параметров которых в некоторой 
области сопровождается сохранением качественной картины их 
фазовых портретов. два фазовых портрета называют качественно 
одинаковыми, если существует взаимно-однозначное и взаимно-
непрерывное отображение, переводящее один фазовый портрет 
в другой. область параметров, внутри которой сохраняется каче-
ственная картина фазовых портретов системы, называется областью 
структурной устойчивости.
второй случай составляют системы, в которых при прохождении 
параметра μ через некоторое значение μ* происходит качественное 
изменение фазового портрета. при этом говорят, что в системе при 
μ = μ* происходит бифуркация, а само значение μ* называют точкой 
бифуркации.
Пример 
Фазовые портреты линейной системы 
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для различных μ представлены на рис. 6.
как видим, система имеет две области структурной устойчиво-
сти. при – ∞ < μ < 0 фазовый портрет — устойчивый узел (рис. 6, а; 
рис. 6, б).
при 0 < μ < ∞ фазовый портрет — седло (рис. 6, г). Эти области 
разделены единственной точкой бифуркации μ* = 0 (рис. 6, в).
переход параметра μ через бифуркационное значение μ* = 0 
слева направо сопровождается потерей устойчивости точки покоя 
x̅1 = 0, x̅2 = 0.
4. БиФуркации
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рис. 6. Фазовые портреты: 
а — при μ = –0,5; б — при μ = –0,1; в — при μ = 0; г — при μ = 1
бифуркация потери устойчивости точки покоя в случае линей-
ных систем обязательно приводит к тому, что фазовые траектории 
уходят в бесконечность. в нелинейном случае такая бифуркация 
может сопровождаться появлением у системы новых инвариантных 
множеств.
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Бифуркация рождения цикла
рассмотрим двумерную систему — модель Хопфа
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перейдя от декартовых координат x1, x2 к полярным r, φ по 
формулам
 x1 = r cosφ,   x2 = r sinφ,
получим совсем простую систему 
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состоящую из двух независимых уравнений. решением второго урав-
нения будет функция φ = φ0 + t, где φ0 — начальное положение угла φ.
решения первого уравнения в зависимости от параметра μ имеют 
следующий вид:
а) при μ < 0 r0 = 0 — единственная точка покоя, к которой экспо-
ненциально стремятся все другие решения при t → +∞ (рис. 7, а);
б) при μ = 0 общая картина предыдущего случая сохраняется, 
однако скорость стремления решений к r0 = 0 перестает быть экс-
поненциальной:
 2
(0)( ) =
2 (0) 1
rr t
t r⋅ + .
(как видим, для всех μ ≤ 0 точка покоя r0 = 0 является асимпто-
тически устойчивой.)
в) при μ > 0 у первого уравнения системы (14) наряду с r0 = 0 
появляется еще одна точка покоя 1 =r µ , к которой стремятся экс-
поненциально другие решения. расположение интегральных кривых 
для этого случая представлено на рис. 8, а.
как видно, при переходе параметра μ через бифуркационное зна-
чение μ* = 0 в область μ > 0 точка покоя r0 = 0 теряет устойчивость. 
при этом появляется новая устойчивая точка покоя r1. проведенный 
анализ позволяет теперь проследить изменение фазовых портретов 
системы (13):
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рис. 7. динамика систем при μ = –1: 
а — система (14); б — система (13)
а) при μ < 0 точка покоя (0, 0) системы экспоненциально устой-
чива. Фазовый портрет — фокус (рис. 7, б);
б) при μ = 0 точка покоя (0, 0) — асимптотически устойчива;
в) при μ > 0 точка покоя (0, 0) — неустойчива. в системе по-
является устойчивый предельный цикл — окружность радиуса 
1 =r µ  (рис. 8, б).
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таким образом, переход параметра μ через бифуркационное 
значение μ* = 0 сопровождается качественным изменением фазо-
вого портрета системы (13). при этом потеря устойчивости точки 
покоя (0, 0) сопровождается рождением устойчивого предельного 
цикла — окружности 2 21 2 =x x+ µ . 
рис. 8. динамика систем при μ = 0,5: 
а — система (14); б — система (13)
следует отметить, что размер цикла (радиус окружности 1 =r µ ) 
непрерывно меняется (возрастает) по мере удаления параметра от 
своего бифуркационного значения μ* = 0. такой вариант бифуркации 
называется мягким рождением цикла, или бифуркацией андроно-
ва — Хопфа.
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Функционирование любой реальной динамической системы, 
как правило, сопровождается теми или иными случайными возму-
щениями. учет случайных флуктуаций приводит к необходимости 
использовать математический аппарат теории вероятности и теории 
случайных процессов.
процесс изучения динамики системы естественно разбить на два 
этапа. на первом этапе проводят исследования идеальной модели, 
пренебрегая флуктуациями, а затем на следующем этапе в рассмо-
трение включают дополнительные эффекты, возникающие при учете 
случайных флуктуаций, оценивая при этом характер случайных воз-
действий на характерные режимы динамики. во многих ситуациях 
наличие случайных флуктуаций качественно меняет картину.
под воздействием стохастических возмущений случайные тра-
ектории системы покидают аттрактор детерминированной системы 
и формируют вокруг него некоторый пучок. благодаря устойчивости 
аттрактора плотность распределения вероятности случайных состо-
яний в этом пучке стабилизируется. установившееся стационарное 
вероятностное распределение определяет соответствующий стоха-
стический аттрактор.
рассмотрим детерминированную нелинейную систему диффе-
ренциальных уравнений
 dx = f(x)dt,    x, f ∈ n (15)
где f(x) — достаточно гладкая вектор-функция.
пусть система (15) имеет аттрактор M ⊂ n — инвариантное для 
(15) ограниченное замкнутое множество.
предполагается, что M экспоненциально устойчиво. Это оз-
начает, что для малой окрестности U множества M найдутся кон-
станты K > 0, l > 0, такие что для любого решения x(t) системы (15) 
5. стохастическая нелинейная динамика
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с начальным условием x(0) = x0 ∈ U при всех t > 0 выполняется 
неравенство
 0( ( )) ( ) .ltx t Ke x−∆ ≤ ∆
здесь
 ( ) = ( ), ( ) = ,
y M
x x x x x y
∈
∆ − γ γ −argmin
•  — евклидова норма, γ(x) — ближайшая к x точка аттрактора M, 
а Δ(x) — вектор отклонения x от M. предполагается, что для системы 
(15) окрестность U инвариантна.
рассмотрим наряду с (15) соответствующую стохастическую 
систему уравнений ито 
 dx = f(x)dt + εσ(x)dw(t). (16)
здесь w(t) — n-мерный стандартный винеровский процесс, 
σ(x) — достаточно гладкая n × n-матричная функция, задающая 
зависимость случайных возмущений от состояния системы, ε — 
параметр интенсивности возмущений.
Функция w(t) называется n-мерным стандартным винеровским 
процессом, если ее приращения Δwi = w(ti + 1) – w(ti) для непере-
секающихся временных отрезков независимы и распределены по 
нормальному закону
 E w E w w t t Ii i i i i   = 0; = | | ,1 
где I — единичная n × n-матрица.
в результате действия невырожденных шумов (σ(x) |M ≠ 0) слу-
чайные траектории системы (16) покидают детерминированный 
аттрактор M и формируют вокруг него некоторый пучок.
в качестве примера рассмотрим, как реагирует на случайные 
возмущения модель «хищник — жертва» с насыщением хищника. 
детерминированный вариант модели имеет вид 
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рассмотрим, как случайные возмущения воздействуют на не-
тривиальное равновесие M3(1, 2 – 2γ), которое является устойчивым 
при 
1 ,1
3
 γ∈ 
 
.
внесем в эту систему случайные возмущения. тогда динамика 
популяции будет определяться уравнениями 
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здесь w1(t), w2(t) — независимые винеровские процессы.
для примера возьмем γ = 0,5, когда M3(1, 1) — численность 
хищников и жертв в равновесии одинакова. благодаря устойчивости 
равновесия M3 случайная траектория хоть и покидает его, но про-
должает двигаться в некоторой его окрестности, то приближаясь, 
то удаляясь от равновесия. на рис. 9 изображены стохастические 
траектории этой системы с начальными условиями x0 = 1, y0 = 1 для 
возмущений различной интенсивности.
рассмотрим далее, как случайные возмущения воздействуют на 
устойчивый предельный цикл.
ранее было показано, что при 
10 < <
3
γ  точка покоя M3(1, 2 – 2γ) 
является неустойчивой, траектории уходят от нее, раскручиваясь, 
и наматываются на предельный цикл. независимо от выбора началь-
ных соотношений численностей, система двух взаимодействующих 
популяций переходит в режим колебаний постоянной частоты.
на рис. 10 изображены стохастические траектории этой системы 
при γ = 0,3 с начальными данными на предельном цикле для воз-
мущений различной интенсивности.
благодаря устойчивости предельного цикла случайная траекто-
рия хоть и покидает его, но продолжает двигаться в некоторой его 
окрестности, формируя пучок. разброс траекторий в этом пучке 
зависит от интенсивности возмущений. с увеличением интенсив-
ности ε дисперсия увеличивается.
рис. 9. динамика решений при: а — ε = 0,05; б — ε = 0,1
исследование стохастически возмущенных моделей путем 
прямого численного моделирования случайных траекторий требует 
значительных компьютерных ресурсов. получение репрезентатив-
ных выборок связано с большими расходами машинного времени.
далее рассмотрим аналитические методы изучения вероятност-
ных распределений траекторий в пучке.
рис. 10. динамика решений при: а — ε = 0,005; б — ε = 0,02
37
полное вероятностное описание случайных траекторий в тер-
минах плотности распределения дается уравнением Фоккера — 
планка — колмогорова (Фпк).
если характер переходного процесса является несущественным, 
а основной интерес представляет установившийся режим, то можно 
ограничиться рассмотрением стационарной плотности распределе-
ния ρ(x, ε), задаваемой стационарным уравнением Фпк
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непосредственное использование этого уравнения даже в про-
стейших ситуациях (например, когда рассматривается стационар-
но-распределенное состояние автоколебательной системы с одной 
степенью свободы) весьма затруднительно. важный для практики 
случай — воздействия малых помех — приводит к известным про-
блемам анализа уравнений с малыми коэффициентами при старших 
производных.
для систем с малыми случайными возмущениями в работе 
а. д. вентцеля и М. и. Фрейдлина предложен подход, использую-
щий некоторую специально конструируемую функцию ляпунова
 v x x( ) = ( , )
0
2


  lim ln , 
называемую квазипотенциалом. в случае малых шумов с помощью 
квазипотенциала можно записать асимптотику стационарной плот-
ности
 2
( )( , ) .exp v xx K  ρ ε ≈ ⋅ − ε 
квазипотенциал v(x) связан с некоторой вариационной задачей 
минимизации функционала действия и удовлетворяет уравнению 
6. ТеОрИя СТОхАСТИчеСкОй чУвСТвИТеЛьнОСТИ
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гамильтона — якоби. уравнение гамильтона — якоби выглядит 
проще, нежели исходное уравнение Фпк, однако и его точное ре-
шение является по-прежнему весьма сложной задачей. здесь воз-
можен конструктивный подход, связанный с введением еще одной 
асимптотики — малой окрестности исследуемого аттрактора.
6.1. Стохастическое равновесие
в простейшем случае, когда аттрактор M состоит из единствен-
ной точки покоя x̅ (M = {x̅}, x̅ — экспоненциально устойчива для 
(15)), для квазипотенциала используется квадратичная аппрокси-
мация 11( ) ( , ( ))
2
v x x x W x x−≈ − − [2]. Эта аппроксимация позволяет 
представить асимптотику стационарной плотности в форме нор-
мального распределения 
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с ковариационной матрицей ε2W. Эта матрица характеризует разброс 
случайных траекторий системы (16) вокруг равновесия x̅.
пусть λ1 ≥ λ2 ≥ ... ≥λn — собственные числа, а h1, h2, …, hn — 
ортонормированный базис собственных векторов матрицы W. при 
невырожденных шумах все λi положительны. при этом собственное 
число λi задает разброс (дисперсию) случайных траекторий в на-
правлении вектора hi.
Матрица W является решением алгебраического уравнения 
 FW + WFT = –S, (18)
где = ( ), = , = ( ).fF x S GG G x
x
Τ∂ σ
∂
в случае экспоненциальной устойчивости точки покоя x̅ спектр 
матрицы F лежит в левой полуплоскости, что гарантирует суще-
ствование и единственность решения уравнения (18).
Матрица W, связывая интенсивность воздействия ε2 с ковари-
ацией ε2W разброса случайных траекторий вокруг x̅, играет роль 
коэффициента стохастической чувствительности равновесия x̅.
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6.2. Стохастический цикл
рассмотрим случай, когда аттрактором г системы (15) являет-
ся предельный цикл [3]. такой цикл может быть задан некоторым 
T-периодическим решением x = ξ(t), где x0 = ξ(0) — фиксированная 
точка цикла. решение ξ(t) на интервале [0, T) задает естественную 
параметризацию точек цикла: г = {ξ(t) | 0 ≤ t < T}.
предполагается, что цикл является экспоненциально устойчи-
вым. в этом случае вокруг цикла формируется стационарно рас-
пределенный пучок случайных траекторий системы (16), лежащих 
в некоторой инвариантной для системы (16) окрестности U.
пусть Πt — гиперплоскость, ортогональная циклу в точке ξ(t) 
(0 ≤ t < T). Через Ut обозначим окрестность точки ξ(t), лежащую 
в Πt : Ut = U ∩ Πt. предполагается, что Ut ∩ Us = ∅ при t ≠ s. веро-
ятностное описание случайных траекторий в пучке удобно связать 
со следующей векторной функцией Xt. значения Xt есть точки пере-
сечения случайных траекторий нелинейной системы (16) с Ut.
вероятностное распределение траекторий в пучке с течени-
ем времени стабилизируется, поэтому случайная переменная Xt 
в окрестности Ut имеет некоторое стационарное распределение 
с плотностью ρt(x, ε). для малых шумов с помощью соответствующей 
квадратичной аппроксимации квазитенциала вблизи цикла можно 
записать экспоненциальную гауссовскую асимптотику 
 2
( ( )) ( )( ( ))( , ) =
2t
x t W t x tx K exp
Τ +− ξ − ξ ρ ε − ε 
со средним значением mt = ξ(t) и ковариационной матрицей 
D(t, ε) = ε2W(t).
Это распределение, сосредоточенное в гиперплоскости Πt, яв-
ляется сингулярным rankD(t, ε) ≤ n – 1. для невырожденных шумов
 detσ(x) |г ≠ 0
имеем rankD(t, ε) = n – 1. ковариационная матрица D(t, ε) характе-
ризует разброс точек пересечения случайных траекторий с гипер-
плоскостью Πt.
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рассмотрим собственные значения λ1 ≥ λ2 ≥ ... ≥ λn ≥ 0 и соб-
ственные векторы h1, h2, …, hn матрицы W(t).
в силу вырожденности W(t) собственное значение λn(t) ≡ 0. 
остальные собственные значения и соответствующие им собствен-
ные векторы характеризуют разброс пучка в гиперплоскости Πt 
по величине и направлению. Матрица W(t), играющая роль функции 
стохастической чувствительности цикла, является решением 
системы
 Ẇ = F(t)W + WFT(t) + P(t)S(t)P(t), (19)
 W(t + T) = W(t)
 W(t)r(t) = 0,   r(t) = f(ξ(t)).
здесь
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Эта система, благодаря экспоненциальной устойчивости цикла, 
имеет единственное решение.
6.3. Случай цикла на плоскости
в случае цикла на плоскости матрица W(t), задающая стоха-
стическую чувствительность цикла, и проекционная матрица P(t) 
имеют ранг, равный единице, и представимы в виде
 W(t) = m(t)P(t),  P(t) = p(t)pT(t).
здесь p(t) — нормированный вектор, ортогональный каса-
тельному вектору f(ξ(t)), а следовательно, и циклу г в точке ξ(t), 
а m(t) > 0 — T-периодическая скалярная функция, задающая разброс 
(дисперсию) пучка по нормали p(t) к циклу.
подставив в дифференциальное уравнение (19) матрицу 
W(t) = m(t)P(t) и умножив его на pT(t) слева и на p(t) справа, с учетом 
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свойств проекционной матрицы (pT(t)P(t)p(t) ≡ 1, pT(t)Ṗ(t)p(t) ≡ 0), 
получим для m(t) краевую задачу
 ṁ = a(t)m + b(t),  m(0) = m(T) (20)
с T-периодическими коэффициентами
 a(t) = pT (t)(FT(t) + F(t))p(t),   b(t) = pT (t)S(t) p(t).
для того чтобы краевая задача (20) имела единственное решение 
m(t) > 0 на [0, T], необходимо и достаточно, чтобы для коэффициента 
a(t) выполнялось неравенство
 
0
( ) < 0.
T
a t dt∫
при n = 2 ненулевой характеристический показатель λ детерми-
нированной системы
 dz = F(t)zdt
имеет вид
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в анализе влияния случайных возмущений на стохастическую 
динамику системы около предельного цикла важную роль играет 
величина
 M = 
[0, ]T
max m(t).
величину M будем называть коэффициентом чувствительности 
цикла г к случайным возмущениям. в то время, как функция m(t) 
дает детальное описание стохастической чувствительности вдоль 
цикла, коэффициент M является удобной характеристикой цикла 
в целом.
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6.4. Случай цикла в трехмерном пространстве
будем предполагать, что система (15) имеет экспоненциально 
устойчивый T-периодический аттрактор — предельный цикл Γ: 
x = ξ(t) (0 ≤ t ≤ T), ξ(0) = ξ(T).
Матрица W(t) стохастической функции чувствительности 
для экспоненциально устойчивого предельного цикла является 
единственным решением системы (19). в трехмерном случае [4] 
стохастическую чувствительность цикла определяет матричная 
T-периодическая функция W(t).
для отыскания матрицы W(t) естественно использовать следу-
ющий метод установления.
М е т од  у с т а н о в л е н и я
рассмотрим решение V(t) задачи коши
 V̇ = F(t)V + VFT(t) + P(t)S(t)P(t),   V(0) = V0. (21)
Матрица P(t)V(t)P(t) независимо от выбора начальной неотри-
цательно определенной матрицы V0 сходится к W(t):
 ( ( ) ( ) ( ) ( )) = 0.
t
P t V t P t W t
→+∞
−lim
скорость сходимости этого метода установления напрямую 
связана со степенью устойчивости цикла и определяется вели-
чиной старшего мультипликатора r: при уменьшении r скорость 
сходимости увеличивается, при стремлении r к единице скорость 
сходимости резко падает.
для отыскания приближенных значений Vi ≈ V(ti) (ti = ih) решения 
V(t) задачи (21) можно взять за основу один из стандартных одно-
шаговых численных методов:
 Vi + 1 = Fi(Vi, h). (22)
при непосредственном использовании схемы (22) накаплива-
ющаяся погрешность ведет к расходимости процесса. дело в том, 
что из-за неизбежных локальных ошибок у последовательных 
приближений Vi появляется компонента, лежащая в неустойчивом 
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подпространстве. рост этой компоненты и ведет к расходимости. 
Чтобы избежать этого, следует модифицировать схему (22) и вести 
расчет по формуле 
 Vi + 1 = Pi + 1Fi(Vi, h)Pi + 1.
такая дополнительная «чистка» приближения проектором 
Pi + 1 = P(t i + 1) обеспечивает сходимость метода.
для отыскания матрицы W(t) также можно использовать метод, 
учитывающий сингулярное разложение матрицы стохастической 
чувствительности.
М е т од  с и н г ул я р н о г о  р а з л ож е н и я
в трехмерном случае у матрицы W(t) собственное значе-
ние λ3 ≡ 0. Функция стохастической чувствительности цикла 
для каждой точки t может быть выражена двумя собственными 
числами λ1(t) ≥ λ2(t) и соответствующими собственными век-
торами v1(t), v2(t). сингулярное разложение матрицы W(t) при 
n = 3 имеет вид:
 W(t) = λ1(t)v1(t)v1T(t) + λ2(t)v2(t)v2T(t). (23)
для невырожденных шумов функции λ1(t) и λ2(t) являются по-
ложительными и задают размер эллипса рассеивания случайных 
состояний системы в плоскости Πt, а векторы v1(t) и v2(t) опреде-
ляют направления осей этого эллипса. в плоскости Πt этот эллипс 
задается уравнением
 
2 2
1 2 2 2
1 2
= 2 .kη η+ ε
λ λ
здесь ηi = (x – ξ(t), vi(t)), k2 = –ln(1 – P), а P — доверительная 
вероятность.
обозначим через u1(t), u2(t) некоторый ортонормальный базис 
плоскости Πt, который легко найти, зная T-периодическое решение 
ξ(t) системы (21). собственные векторы v1(t) и v2(t) могут быть полу-
чены поворотом базиса u1(t), u2(t) на некоторый угол φ(t) (рис. 11):
 v1(t) = u1(t)cosφ(t) + u2(t)sinφ(t),
 v2(t) = –u1(t)sinφ(t) + u2(t) cosφ(t). 
(24)
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таким образом, разложение (23)–(24) позволяет нам выразить 
неизвестное решение системы (19) через значения трех скалярных 
функций λ1(t), λ2(t) и φ(t).
перепишем (23) в форме
 W(t) = λ1(t)P1(t) + λ2(t)P2(t), (25)
где матрицы
 P1(t) = v1(t)v1T(t),  P2(t) = v2(t)v2T(t)
являются проекционными:
 Pivi = vi,  Pivj = 0 (i ≠ j), P = P1 + P2.
подставляя разложение (25) в дифференциальное уравнение
 Ẇ = F(t)W + WFT(t) + P(t)S(t)P(t),
получаем 
 V̇ = λ̇1P1 + λ1Ṗ1 + λ2̇P2 + λ2Ṗ2 =
 = λ1FP1 + λ2FP2 + λ1P1FT + λ2P2FT + (P1 + P2)S(P1 + P2).  
рис. 11. точки пересечения (звездочки) пучка случайных траекторий 
с гиперплоскостью Πt, ортогональной циклу в точке ξ(t)
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умножая это соотношение слева на viT и справа на vj и используя 
следующие свойства проекционных матриц
 v1T(t)Ṗ1(t)v1(t) ≡ 0,  v1T(t)Ṗ2(t)v1(t) ≡ 0,  v2T(t)Ṗ1(t)v2(t) ≡ 0,
 v2T(t)Ṗ2(t)v2(t) ≡ 0,  v1T(t)Ṗ1(t)v2(t) = φ̇(t) + 1T(t)u2(t),
 v1T(t)Ṗ2(t)v2(t) = – φ̇(t) – 1T(t)u2(t),
получаем
 v1T(t)V̇v1 = λ1̇ = λ1v1TFv1 + λ1v1TFTv1 + v1TSv1 
 v2T(t)V̇v2 = λ2̇ = λ2v2TFv2 + λ2v2TFTv2 + v2TSv2
 v1T(t)V̇v2 = λ1(φ̇ + 1Tu2) + λ2(–φ̇ – 1Tu2) =
 = λ2v1TFv2 + λ1v1TFTv2 + v1TSv2.
таким образом, функции λ1(t), λ2(t), φ(t) удовлетворяют системе 
дифференциальных уравнений
 λ1̇ = λ1v1T[F + FT]v1 + v1TSv1
 λ2̇ = λ2v2T[F + FT]v2 + v2TSv2 (26)
 (λ1 – λ2)φ̇ = λ2v1TFv2 + λ1v1TFTv2 + v1TSv2 – (λ1 – λ2) 1Tu2. 
в невырожденном случае, когда λ1 – λ2 ≠ 0, система (26) позволяет 
однозначно находить параметры λ1(t), λ2(t), φ(t) разложения (23)–(24) 
матрицы W(t), удовлетворяющей системе (19). при этом решение 
с условием периодичности W(t + T) = W(t) можно получить методом 
установления, описанным выше.
в случае, когда собственные числа λ1, λ2 равны или близки друг 
к другу, система (26) имеет особенность. дело в том, что в случае 
кратных собственных значений задача отыскания собственных 
векторов является некорректной. при λ1(t) = λ2(t) соответствующие 
собственные векторы матрицы W(t) составляют двумерное подпро-
странство: всякий вектор, ортогональный r(t), будет собственным. 
Формально это означает, что величина угла φ(t) в разложении (23) 
может быть любой. при этом отметим, что в случае λ1 ≡ λ2 матри-
ца W(t) имеет простое представление W(t) = λ1(t)P(t), и отыскание 
46
собственных векторов не требуется. в этих обстоятельствах на ин-
тервалах, где λ1(t), λ2(t) равны или близки друг к другу, можно пере-
йти от системы (26) к системе (19).
Функция стохастической чувствительности, определяемая в точ-
ках цикла Γ собственными числами λ1(t) и λ2(t), характеризует на раз-
личных участках этого цикла величину разброса пучка случайных 
траекторий. она позволяет сравнивать степень чувствительности 
разных частей цикла к стохастическим помехам и предсказывать 
тонкие эффекты случайных воздействий.
в анализе чувствительности предельного цикла к случайным 
возмущениям важную роль играет величина m = 
[0; ]
max
T
λ1(t), которую 
мы будем называть показателем стохастической чувствительности 
цикла. Эта величина является удобной характеристикой чувстви-
тельности цикла в целом.
з а м еч а н и е
для вычисления правых частей системы (26) нужно знать 
функции u1(t), u2(t) и 1 (t). для их отыскания можно использовать 
следующий метод. 
перепишем исходную детерминированную систему
 ẋ = f(x)
и ее T-периодическое решение x = ξ(t) в координатах
 ẋ1 = f1(x1, x2, x3),   ẋ2 = f2(x1, x2, x3),   ẋ3 = f3(x1, x2, x3),
 ξ(t) = (ξ1(t), ξ2(t), ξ1(t))T.
касательный вектор r(t) = (f1 (t), f2 (t), f3 (t))T имеет координаты 
fi(t) = fi(ξ(t)), i = 1, 2, 3.
Можно выбирать векторы u1(t), u2(t) ортонормированного базиса 
плоскости Πt в следующей форме
 
2 1 3
1 1 1 2 2 2 3
2 2
1 20
f f f
u g f , u g f f ,
f f
− −   
   = ⋅ = ⋅ −   
   +   
47
где 
 ( ) ( ) ( )( )
11 2 22 2 2 2 2 2 22
1 1 2 2 3 1 2 1 2= , = .g f f g f f f f f
−−
+ + + +
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6.5. Доверительные области
сначала рассмотрим случай, когда детерминированная система 
имеет устойчивое равновесие x̅. Матрица W стохастической чувстви-
тельности характеризует пространственное расположение и размеры 
стационарно распределенных случайных состояний системы около 
этого детерминированного равновесия. 
для случая n = 2 соответствующий доверительный эллипс за-
дается следующим уравнением [2]:
 (x – x̅, W–1(x – x̅)) = 2k2ε2.
где ε — интенсивность возмущений, k2 = –ln(1 – P), а P — довери-
тельная вероятность. Это означает, что случайные состояния стоха-
стической системы (16) находятся внутри эллипса с вероятностью P.
пусть λ1, λ2 являются собственными числами, а v1, v2 – соот-
ветствующими нормализованными (единичными) собственными 
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векторами матрицы стохастической чувствительности W. уравнение 
доверительного эллипса в координатах z1 = (x – x̅, v1), z2 = (x – x̅, v2) 
может быть записано в стандартной форме:
 
2 2
1 2 2 2
1 2
= 2 .z z k+ ε
λ λ
для случая n = 3 стохастическая чувствительность этого равно-
весия задается матрицей стохастической чувствительности W раз-
мерности 3 × 3. Эта матрица также является решением матричного 
алгебраического уравнения (18).
пусть λ1, λ2, λ3 — собственные числа, а h1, h2, h3 — базис 
из ортонормированных собственных векторов матрицы W. соб-
ственные числа λi являются удобными скалярными характеристика-
ми разброса случайных состояний x = (x1, x2, x3) вокруг равновесия 
x̅ = (x̅1, x̅2, x̅3) в направлении h1: E(x – x̅, hi)2 ≈ ε2λi. 
для трехмерной визуализации пространственного расположения 
случайных состояний вокруг x̅ удобно использовать доверительные 
эллипсоиды. в базисе h1, h2, h3 с началом в точке x̅ такой довери-
тельный эллипсоид задается уравнением
 
2 2 2
1 2 3
1 2 3
= 1,β β β+ +
λ λ λ
где βi = (x – x̅, hi), а λi — собственные числа матрицы стохастиче-
ской чуствительности W. координаты βi эллипсоида имеют простое 
двупараметрическое описание
 1 1 2 2= , = ,sin sin cos sinβ λ ϕ ψ β λ ϕ ψ
 3 3= , 0 2 , 0 2 .cosβ λ ψ ≤ ϕ ≤ π ≤ ψ ≤ π
пусть теперь детерминированная система имеет устойчивый 
цикл Γ.
Функция m(t) стохастической чувствительности позволяет по-
строить доверительную полосу вокруг этого детерминированного 
цикла. границы x1, 2(t) этой доверительной полосы могут быть за-
писаны в явной параметрической форме [3]:
 1,2 ( ) = ( ) 2 ( ) ( ), [0, ].x t t k m t p t t Tξ ± ε ∈
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здесь параметр k связан с доверительной вероятностью P фор-
мулой k = erf–1(P), где 2
0
2( ) =erf
x
tx e dt−
π ∫ . случайные траектории 
стохастической системы (16) окружены границами доверительной 
полосы с доверительной вероятностью P.
рис. 12. доверительные области для аттракторов системы (17)  
при ε = 0,005: эллипс для γ = 0,5 и полоса для γ = 0,3.  
серым цветом изображены случайные траектории системы
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на рис. 12 cерым цветом построены случайные траектории 
системы вокруг устойчивого равновесия (рис. 12, а) и вокруг 
устойчивого цикла (рис. 12, б). Черным пунктиром здесь избражены 
границы доверительных областей — доверительного эллипса и до-
верительной полосы. 
рис. 13. доверительный эллипсоид
на рис. 13 приведен пример доверительного эллипосида. как 
видим, доверительные области, полученные с помощью метода 
функции стохастической чувствительности, хорошо согласуются 
с результатами прямого численного моделирования.
таким образом, доверительные области являются достаточно 
простыми и наглядными геометрическими моделями пространствен-
ного описания случайных состояний в стохастическом равновесии 
и цикле.
Пример 1. Стохастическая модель «хищник — жертва  
с насыщением хищника»
в качестве примера проведем анализ стохастической чувстви-
тельности предельных циклов модели «хищник — жертва с насы-
щением хищника».
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на рис. 14 изображены предельные циклы этой модели для 
разных значений параметра γ.
рис. 14. циклы системы для γ = 0,3 (точки); γ = 0,2 (пунктир); γ = 0,3;  
γ = 0,1 (сплошная)
для каждого из рассмотренных значений параметра построим 
график функции стохастической чувствительности цикла (рис. 15).
как видим, стохастическая чувствительность циклов в диапазоне 
10 < <
3
γ  весьма неоднородна как по времени, так и по параметру. 
при уменьшении γ наблюдается резкое увеличение стохастической 
чувствительности, что может привести даже при малых случайных 
возмущениях к качественному изменению динамики.
Пример 2. Стохастическая система хопфа
классической моделью, иллюстрирующей бифуркацию 
перехода от равновесия к предельному циклу, является система 
Хопфа. рассмотрим систему Хопфа в присутствии случайных 
возмущений
 ẋ = (μx – y – (x2 + y2)x) + εẇ1(t),
 ẏ = (x + μy – (x2 + y2)y) + εẇ2(t).
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рис. 15. стохастическая чувствительность цикла для: 
а — γ = 0,3; б — γ = 0,2; в — γ = 0,1
здесь w1, w2 — независимые стандартные винеровские процес-
сы, а ε — интенсивность случайных помех. в детерминированной 
системе Хопфа (ε = 0) при переходе параметра μ через бифуркаци-
онное значение μ* = 0 точка равновесия (0, 0) теряет устойчивость 
и в системе рождается предельный цикл — окружность x2 + y2 = μ. 
под действием случайных возмущений (ε ≠ 0) траектория покидает 
детерминированный аттрактор и формирует вокруг него некоторый 
пучок.
на рис. 16 для различных значений μ изображены состояния 
этой системы, полученные прямым численным моделированием.
Математической моделью соответствующего стохастического 
аттрактора является стационарное распределение вероятности, 
к которому сходятся все другие распределения. для системы Хопфа 
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уравнение Фоккера — планка — колмогорова для стационарной 
плотности распределения ρ(x, y) имеет вид
 ( )
2 2 2
2 2
2 2
( ( ) )
2
x y x y x
x y x
 ε ∂ ρ ∂ ρ ∂
+ − µ − − + ρ − ∂ ∂ ∂ 
 ( )2 2( ( ) ) = 0.x y x y y
y
∂
− +µ − + ρ
∂
решение этого уравнения находится аналитически
 
2 2 2 2 2
2
2 ( ) ( )( , ) =
2
x y x yx y K exp µ + − + ρ  ε 
с константой нормировки K = K(μ, ε) > 0.
рис. 16. случайные состояния системы Хопфа для: 
а — μ = –1; б — μ = 0; в — μ = 1
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при μ ≤ 0 функция ρ(x, y) имеет единственный максимум в точ-
ке (0, 0). случайные траектории системы Хопфа концентрируются 
в окрестности точки (0, 0). 
при μ > 0 максимумы функции ρ(x, y) располагаются на детер-
минированном цикле x2 + y2 = μ, а единственный минимум лежит 
в точке (0, 0). таким образом, при переходе параметра μ  через би-
фуркационное значение μ* = 0 происходит качественное изменение 
стационарной плотности распределения (рис. 17, 18).
разброс случайных траекторий как вокруг точки покоя, так и во-
круг цикла удобно описывать с помощью функции стохастической 
чувствительности.
рис. 17. графики функции ρ(x, 0) для μ = –1 (сплошная); μ = 0 (точки); 
μ = 1 (пунктир)
для точки покоя (0, 0) системы Хопфа при μ < 0 матрица сто-
хастической чувствительности 11 12
21 22
=
w w
W
w w
 
 
 
 является решением 
уравнения (18) и имеет элементы
 11 22 12 21
1= = , = = 0.
2
w w w w−
µ
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риc. 18. Функции плотности распределения системы Хопфа для:
а — μ = –1; б — μ = 0; в — μ = 1
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как видим, при любом δ < 0 ковариационная матрица стационар-
ного распределения диагональна. равенство нулю недиагональных 
элементов (w21 = w12 = 0) матрицы чувствительности означает, что 
координаты случайных отклонений от равновесия в направлении 
осей координат не коррелируют друг с другом. совпадение диа-
гональных элементов (w22 = w11) означает, что разброс случайных 
траекторий вокруг точки покоя по всем направлениям одинаков. 
Эллипсом рассеивания является окружность. Функция стохасти-
ческой чувствительности  11 22
1( ) = ( ) = ( ) =
2
m w wµ µ µ −
µ
  монотонно 
возрастает и при приближении μ к бифуркационному значению 
μ* = 0 стремится к бесконечности. 
разброс случайных траекторий системы вдоль оси OX для 
параметра нелинейности μ < 0 и помех интенсивности ε задается 
дисперсией D(μ, ε). Функция 
2
1( , ) = ( , )m Dµ ε µ ε
ε
характеризует чув-
ствительность точки покоя для шума фиксированной интенсивности 
ε. при этом m(μ) = 
ε→0
limm(μ, ε).
на рис. 19 при μ < 0 изображен график m(μ) (сплошная линия) 
и графики m(μ, ε) для различных значений интенсивности шума ε 
(ε = 0,5 — пунктир, ε = 0,2 — штрих-пунктир, ε = 0,005 — точки). 
как видно, с уменьшением параметра ε графики m(μ, ε) достаточно 
быстро стремятся к m(μ).
таким образом, функция стохастической чувствительности m(μ) 
является простой и в то же время достаточно точной характеристи-
кой разброса случайных траекторий вокруг точки покоя.
для предельных циклов системы Хопфа при μ > 0 функция 
стохастической чувствительности m(t, μ) — решение задачи (20) — 
не зависит от параметра t: 1( , ) = ( ) =
4
m t mµ µ −
µ
. Это значит, что 
разброс случайных траекторий вдоль цикла однороден. при этом 
соответствующая дисперсия D(μ, ε, t) также не меняется вдоль цикла 
D(μ, ε, t) = D(μ, ε).
на рис. 19 при μ > 0 изображены графики функции стохасти-
ческой чувствительности цикла m(μ) (сплошная линия) и графики 
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функции 
2
1( , ) = ( , )m Dµ ε µ ε
ε
 для различных значений интенсивности 
шума ε (ε = 0,5 — пунктир, ε = 0,2 — штрих-пунктир, ε = 0,005 — 
точки). как видно, и в случае цикла функция стохастической 
чувствительности m(μ) достаточно хорошо отражает изменение 
разброса случайных траекторий случайного аттрактора при изме-
нении параметра μ. главной чертой здесь является неограниченный 
рост стохастической чувствительности при стремлении параметра 
μ к бифуркационному значению μ* = 0.
Пример 3. Стохастическая модель Лоренца
в качестве примера рассмотрим классическую модель лоренца 
[5]. Эта трехмерная система демонстрирует большое разнообразие 
качественно различных динамических режимов, в том числе сосу-
ществование периодических аттракторов и переход к хаосу через 
удвоение периода [6]. детерминированная система лоренца имеет 
вид 
 
810
3
x ( x y ),
y rx y xz, , b .
z bz xy.
= σ − +
 = − − σ = =
 = − +



 (27)
рис. 19. стохастическая чувствительность  
аттракторов системы Хопфа
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 рассмотрим динамику этой системы на интервале 200 < r < 350. 
Этот интервал хорошо известен [6] как зона бифуркаций удвоения 
периода и перехода к хаосу. при уменьшении параметра r от 350 
до 200 наблюдается следующий сценарий изменения динамики 
системы.
при 313 < r < 350 в системе лоренца наблюдается одна симме-
тричная устойчивая периодическая орбита — предельный цикл. 
проекция предельного цикла системы (27) с r = 330 изображена 
на рис. 20, а.
при уменьшении параметра r в системе (27) симметричный 
предельный цикл расщепляется, и появляются два сосуществующих 
несимметричных предельных цикла (рис. 20, б для r = 300). Эти два 
несимметричных предельных цикла наблюдаются в системе между 
r = 313 и r = 230.
при дальнейшем уменьшении параметра r система (27) де-
монстрирует цепь бифуркаций удвоения периода. каждый из этих 
двух циклов проходит серию преобразований: цикл — 2-цикл — 
4-цикл — ... — 2k-цикл — 2k + 1-цикл — ... . на рис. 20, в, г изображены 
два отдельных 2-цикла и 4-цикла.
дальнейшее уменьшение параметра r приводит к переходу от 
этих двух регулярных периодических аттракторов к двум несим-
метричным хаотическим аттракторам. когда эти два хаотических 
аттрактора сближаются, расстояние между ними уменьшается, 
и в системе можно наблюдать слияние этих отдельных несимметрич-
ных хаотических аттракторов в единый симметричный хаотический 
аттрактор (рис. 20, д для r = 200).
таким образом, этот сценарий начинается с разрушения симме-
трии и заканчивается симметризацией.
изменение аттракторов детерминированной модели лоренца 
можно наглядно проиллюстрировать с помощью бифуркационной 
диаграммы. на рис. 21 построена бифуркационная диаграмма 
модели лоренца на интервале r ∈	 [200, 330]. здесь изображены 
x-координаты точек пересечения аттракторов с полуплоскостью 
y = 0, x ≥ 0.
рис. 20. аттракторы детерминированной модели лоренца при: 
а — r = 330; б — r = 300; в — r = 225; г — r = 217; д — r = 200
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рис. 21. бифуркационная диаграмма детерминированной  
модели лоренца
далее рассмотрим систему лоренца, находящуюся под воздей-
ствием случайных возмущений:
 
x ( x y ) w ,
y rx y xz w ,
z bz xy w .
= σ − + + ε
 = − − + ε
 = − + + ε
 
 

 (28)
здесь wi(t) (i = 1, 2, 3) — независимые стандартные винеровские 
процессы с параметрами E(wi(t) – wi(s)) = 0, E(wi(t) – wi(s))2 = |t – s|. 
параметр ε является величиной интенсивности шума.
воздействие шума приводит к стохастической деформации 
детерминированных аттракторов модели лоренца. при случайных 
возмущениях траектории стохастической системы покидают детер-
минированный аттрактор и образуют вокруг него некоторый пучок 
с соответствующим вероятностным распределением.
дисперсия случайных состояний вблизи детерминированной 
аттрактора зависит от интенсивности шума и устойчивости ло-
кальных частей аттрактора. на рис. 22 изображен пучок случайных 
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траекторий вокруг устойчивого предельного цикла системы лорен-
ца для r = 330 и интенсивности шума ε = 1. как видно, случайные 
траектории распределены вокруг детерминированного цикла не-
равномерно.
рис. 22. случайные траектории системы лоренца для r = 330 и ε = 1
воздействие даже малого шума приводит к размыванию тонкой 
структуры детерминированных аттракторов. Этот эффект можно на-
блюдать на стохастической бифуркационной диаграмме. на рис. 23 
построены две бифуркационных диаграммы системы лоренца для 
двух значений интенсивности шума ε = 0,1 и ε = 1.
рис. 23. бифуркационная диаграмма стохастической системы лоренца 
для: а — ε = 0,1; б — ε = 1
а б
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для анализа воздействия шума на предельные циклы модели 
лоренца применим технику функции стохастической чувствитель-
ности. собственные числа λ1(t), λ2(t) (λ1(t) > λ2(t)) матричной функции 
стохастической чувствительности являются удобными скалярными 
характеристиками чувствительности предельного цикла к шуму.
для стохастического цикла модели лоренца с параметром 
r = 330 графики функций λ1(t), λ2(t) показаны сплошными линиями 
на рис. 24. здесь же отмечены звездочками результаты прямого 
численного моделирования λ*1(t), λ*2(t) для ε = 0,01. напомним, что 
функции λ1(t), λ2(t), полученные с помощью техники функций сто-
хастической чувствительности, связаны с λ*1(t), λ*2(t) соотношением:
 
*
2
( )( ) .ii
tt λλ ≈
ε
Можно видеть, что теоретические кривые λ1(t), λ2(t) расположены 
вблизи значений эмпирической функции чувствительности и четко 
отражают основные черты этой функции (острые пики, интервалы 
монотонности).
на риc. 24 также отчетливо видны особенности поведения пучка 
случайных траекторий вдоль цикла, такие как неравномерность 
ширины пучка вдоль цикла и большой перепад дисперсии в нор-
мальном направлении.
графики функций λ1(t), λ2(t) для стохастически возмущенного 
2-цикла системы (28) для r = 225 показаны на рис. 25. как можно 
видеть, 2-цикл более чувствителен к шуму. об этом сигнализируют 
большие значения функции стохастической чувствительности.
отношение между поведением собственных чисел λ1 и λ2 во вре-
мени и пространственными особенностями случайных траекторий 
в пучке вокруг цикла модели лоренца можно проиллюстрировать, 
сравнивая рис. 22 и 24. действительно, экстремумы функций λ1 и λ2 
обозначают соответствующие пространственные зоны стохастиче-
ского цикла, где дисперсия разброса случайных траекторий имеет 
максимумы и минимумы.
рис. 24. Функции стохастической чувствительности цикла системы 
лоренца для r = 330 и ε = 0,01
рис. 25. Функции стохастической чувствительности 2-цикла системы 
лоренца для r = 225
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рассмотрим основные конструкции и подходы к построению 
численных методов решения дифференциальных уравнений. ос-
новной идеей является дискретизация рассматриваемых интервалов 
и функций.
для дискретизации временного отрезка [t0, t0 + T] разобьем его 
на N частей узлами t0 < t1 < …< tN = t0 + T с шагом 1= : =m m
Th t t h.
N +
+  
пусть x(t) — решение задачи коши для дифференциального урав-
нения с начальным условием 
 ẋ = f(t, x),   x(t0) = x0.
для дискретизации функций обозначим через xm приближенное 
значение для неизвестного точного решения x(tm) в момент tm. для 
расчета xm используют различные методы.
Метод Эйлера
расчет приближенных значений ведется по формуле 
 xm + 1 = xm + hf(xm, ym).
получаемые приближения имеют погрешности первого порядка:
 || x(tm) – xm || = O(h).
Метод Эйлера с пересчетом
расчет приближенных значений ведется по формуле
 ( )1 = ( , ) ( , ( , ))2m m m m m m m m
hx x f t x f t h x hf t x .+ + + + +
получаемые приближения имеют погрешности второго порядка:
 || x(tm) – xm || = O(h2).
7. численное моделирование
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Метод коши
расчет приближенных значений ведется по формуле
 1 = , ( , ) .2 2m m m m m m
h hx x hf t x f t x+
 + + + 
 
получаемые приближения имеют погрешности второго порядка:
 || x(tm) – xm || = O(h2).
Метод рунге — кутта четвертого порядка 
расчет приближенных значений ведется по формулам:
 1 1 2 3 4
1= ( 2 2 );
6m m
x x K K K K+ + + + +
 11 2= ( , ), = , ,2 2m m m m
h KK hf t x K hf t x + + 
 
 23 4 3= , , = ( , ).2 2m m m m
h KK hf t x K hf t h x K + + + + 
 
получаемые по методу рунге — кутта приближения имеют по-
грешности четвертого порядка 
 || x(tm) – xm || = O(h4).
7.1. численные методы решения систем 
дифференциальных уравнений
рассмотрим задачу коши для системы дифференциальных 
уравнений
 
( , )
( , )
x f x y
y g x y
=
 =


с начальными условиями 
 x(0) = x0
 y(0) = y0.
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пусть пара функций x(t), y(t) является решением этой задачи 
коши. для дискретизации временного отрезка [t0, t0 + T] разобьем его 
на N частей узлами t0 < t1 < …< tN = t0 + T с шагом 1= : =m m
Th t t h
N +
+ .
для дискретизации функций обозначим через xm, ym приближен-
ное значение для неизвестного точного решения x(tm), y(tm) в момент 
tm. для расчета xm, ym используют различные методы.
Метод Эйлера 
расчет приближенных значений ведется по формулам
 xm + 1 = xm + hf(xm, ym)
 ym + 1 = ym + hg(xm, ym).
получаемые приближения имеют погрешности порядка O(h).
Метод Эйлера с пересчетом
расчет приближенных значений ведется по формулам
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1
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2
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hx x f x y f x hf x y y hg x y
hy y g x y g x hf x y y hg x y .
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= + + + +
= + + + +
получаемые приближения имеют погрешности порядка O(h2).
Метод коши 
расчет приближенных значений ведется по формулам 
 
 
1
1
( , ), ( , )
2 2
( , ), ( , )
2 2
m m m m m m m m
m m m m m m m m
h hx x hf x f x y y g x y
h hy y hg x f x y y g x y
+
+
 = + + + 
 
 = + + + 
 
.
получаемые приближения имеют погрешности порядка O(h2).
Метод рунге — кутта четвертого порядка
расчет приближенных значений ведется по формулам:
 1 1 2 3 4
1= ( 2 2 )
6m m
x x K K K K+ + + + +
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 1 1 2 3 4
1= ( 2 2 )
6m m
y y L L L L+ + + + +
 K1 = hf(xm, ym),   L1 = hg(xm, ym)
 
1 1 1 1
2 2= , , = , ,2 2 2 2m m m m
K L K LK hf x y L hg x y   + + + +   
   
 2 2 2 23 3= , , = , ,2 2 2 2m m m m
K L K LK hf x y L hg x y   + + + +   
   
 K4 = hf(xm + K3, ym + L3),   L4 = hg(xm + K3, ym + L3).
получаемые по методу рунге — кутта приближения имеют 
погрешности O(h4).
7.2. компьютерное моделирование  
стохастических траекторий
рассмотрим систему со случайными возмущениями
 1 1
2 2
( , ) ( , ) ,
( , ) ( , ) .
x f x y x y w
y g x y x y w
= + σ
 = + σ
 
 
здесь w1(t), w2(t) — независимые винеровские процессы.
расчет приближенных значений на основе метода Эйлера ведется 
по формулам
 xm + 1 = xm + hf(xm, ym) + σ1 (xm, ym)Δw1, m
 ym + 1 = ym + hg(xm, ym) + σ2 (xm, ym)Δw2, m,
где Δw1, m, Δw2, m — приращения винеровских процессов — можно 
получить по формулам
 
1, 1, 2,
2, 1, 2,
2 ln( )sin(2 )
2 ln( )cos(2 ).
m m m
m m m
w h r r
w h r r
∆ = − π
∆ = − π
здесь r1, m, r2, m — независимые случайные величины, равномерно 
распределенные на отрезке [0, 1].
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7.3. Основные алгоритмы
а л го р и т м  1. п о с т р о е н и е  п р е д е л ь н о го  ц и к л а
идея метода заключается в нахождении набора точек (x, y), за-
дающих периодическое решение за один период времени T. для 
построения потребуется использовать сечение, которое удобно 
выбирать используя координаты равновесия (x̅, y̅). 
рис. 26. построение предельного цикла с заданной точностью δ:
а — сечение пуанкаре; б — достижение точности
на риc. 26, а представлены четыре сечения:
1) ординаты точек равны ординате равновесия y = y̅ и абсцисcы 
удовлетворяют условию x > x̅;
2) ординаты точек равны ординате равновесия y = y̅ и абсцисcы 
удовлетворяют условию x < x̅;
3) абсциссы точек равны абсциссе равновесия x = x̅ и ординаты 
удовлетворяют условию y < y̅;
4) абсциссы точек равны абсциссе равновесия x = x̅ ординаты 
удовлетворяют условию y > y̅.
выбор сечения зависит от формы предельного цикла конкретной 
модели.
на входе алгоритма: 
(x0, y0) — начальная точка численного метода,
δ — точность нахождения цикла.
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на выходе: 
[x1, x2, ..., xk], [y1, y2, ..., yk] — массивы координат точек цикла.
1. запускаем с точки (x0, y0) метод построения фазовой траекто-
рии до тех пор, пока не пересечем выбранное сечение первый раз. 
пример условия пересечения сечения: 
 xi > x̅ & xi + 1 > x̅ & (yi – y̅) (yi + 1 – y̅) < 0 
(условие записано для сечения 1 рис. 26). 
2. вычисляем и запоминаем абсциссу точки пересечения нашей 
траектории с сечением. 
пример вычисления координаты:
 1
1
( )( )i i i*
p i
i i
y y x x
x x
y y
+
+
− −
= +
−
.
3. продолжаем построение фазовой траектории до следующего 
пересечения выбранного сечения. находим координаты новой точки 
пересечения xn*. 
4. проверяем условие |xp* – xn*| < δ (рис. 26, б). если условие не-
верно, выполняем присвоение xp* = xn* и повторяем пункты 3 и 4. если 
условие верно, удалось достичь требуемой точности нахождения 
цикла и переходим к пункту 5.
5. запускаем построение траектории с последней точки 
(xi + 1, yi + 1), записывая все пары точек в массивы, до очередного пере-
сечения с сечением. 
таким образом, в массивах будут храниться пары точек, зада-
ющие цикл, количество элементов массивов k задает количество 
точек цикла, T = kh — задает период цикла, где h — шаг численной 
схемы. 
а л го р и т м  2. в ы ч и с л е н и е  м ат р и ц ы  м о н од р о м и и  
и  м ул ьт и п л и к ат о р о в
Матрица монодромии B = Z(T) задает отображение за период T 
системы (9) (см. раздел 3.2), поэтому, чтобы ее построить, необхо-
димо найти образы векторов z1(0) = (1, 0)T, z2(0) = (0, 1)T системы 
первого приближения вдоль конкретного цикла за один период.  
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система первого приближения = ( ) , ( ) = ( ( ))fz F t z F t t ,
x
∂
ξ
∂

 где 
z = (z1, z2)T, F = (f, g)T, x = (x, y)T, может быть представлена в виде: 
1 1 2
2 1 2
= ,
=
x y
x y
z f z f z
z g z g z .
′ ′+
′ ′+


на входе алгоритма:
[x1, x2, ..., xk], [y1, y2, ..., yk] — массивы координат точек цикла;
h — шаг численной схемы, с которым вычислен цикл;
k — количество точек цикла;
0 0 0 0
1 11 12 2 21 22(0) = ( , ) , (0) = ( , )z z z z z zΤ Τ  — начальные вектора.
на выходе: 
11 21
12 22
n n
n n
z z
z z
 
 
 
 — матрица монодромии;
ρ2 — мультипликатор.
1. задаем начальные значения для первого и второго векторов 
0 0 0 0
11 12 21 22= 1 = 0 = 0 = 1иz , z z , z . 
2. запускаем цикл по i от 1 до k, в теле цикла вычисляем: 
0 0 0
11 11 11 12
0 0 0
12 12 11 12
0
11 11
0
12 12
= ( ) ( )
= ( ) ( )
=
=
n
x i i y i i
n
x i i y i i
n
n
z z hf x , y z hf x , y z
z z hg x , y z hg x , y z
z z
z z
′ ′+ +
′ ′+ +
0 0 0
21 21 21 22
0 0 0
22 22 21 22
0
21 21
0
22 22
= ( ) ( )
= ( ) ( )
=
=
n
x i i y i i
n
x i i y i i
n
n
z z hf x , y z hf x , y z
z z hg x , y z hg x , y z
z z
z z .
′ ′+ +
′ ′+ +
3. завершение цикла означет, что был пройден полный период 
предельного цикла. Матрица составленная в виде 11 21
12 22
n n
n n
z z
z z
 
 
 
 явля-
ется матрицей монодромии.
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4. Мультипликатор 2 11 22 21 12
n n n nz z z z .ρ = −  для проверки нужно убе-
диться, что согласно теории |ρ2| < 1. 
таким образом будут найдены матрица монодромии и мульти-
пликатор, отличный от единицы. 
а л го р и т м  3. п о с т р о е н и е  э л л и п с а  р а с с е и в а н и я
построение эллипса осуществляется в полярных координатах 
на основе ранее вычисленных собственных значений и собственных 
векторов матрицы стохастической чувствительности равновесия 
(см. раздел 6.4). 
на входе алгоритма:
(x̅, y̅) — координаты равновесия;
λ1, λ2 — собственные значения матрицы чувствительности;
v1 =  (v11, v12)T, v2 =  (v21, v22)T — собственные векторы матрицы 
чувствительности;
ε — интенсивность случайного возмущения;
q — коэффициент, связанный с доверительной вероятностью 
следующим образом q2 = –ln(1 – P), где P — доверительная вероят-
ность, чаще всего используются значения 0,95 или 0,99. 
на выходе:
[x1, x2, …, xn],  [y1, y2, …, yn] — массивы координат точек эллипса 
рассеивания.
1. запускаем цикл по углу φ от 0 до 2π с некоторым шагом, в теле 
цикла вычисляем:
1 1
2 2
2 cos
2 sin
z k
z k
= ε λ ϕ
= ε λ ϕ
1 22 2 12
11 22 12 21
2 11 1 21
11 22 12 21
z v z vx x
v v v v
z v z vy y .
v v v v
ϕ
ϕ
−
= +
−
−
= +
−
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точки xφ, yφ записываем в соответствующие массивы.
2. строим эллипс по парам последовательно найденных точек 
(xφ , yφ).
таким образом построен эллипс рассеивания вокруг заданного 
равновесия, с заданными интенсивностью шума и доверительной 
вероятностью.
а л го р и т м  4. п о с т р о е н и е  т е о р е т и ч е с ко й  
фу н к ц и и  ч у в с т в и т е л ь н о с т и
теоретическая функция чувствительности является решением 
следующей краевой задачи (см. раздел 6.3.): 
ṁ = a(t)m + b(t),
m(0) = m(T).
где a(t) = pT(t)(FT(t) + F(t))p(t), 
b(t) = pT(t)S(t)p(t),
( ) = ( ( )),fF t t
x
∂
ξ
∂
S(t) = G(t)GT(t),
и нормированный вектор-нормаль может быть взят в виде 
2 2 2 2
( ) ,g fp t
f g f g
 −
=   + + 
. общее решение этой задачи имеет вид: 
 m(t) = r(t)(C + h(t)),
где 0
0 1
( ) ( ) ( ) ( )
( ) , ( ) ,
( ) ( )
t
ta s ds b s r T h Tr t e h t ds C .
r s r T
∫
= = =
−∫
таким образом, чтобы построить функцию чувствительности, 
необходимо найти значения двух интегралов с переменным верхним 
пределом вдоль заданного цикла. для численного вычисления за-
данных интегралов в точках цикла потребуется задать их начальные 
значения: 0
0
0
0
0
0 1 0 0
( ) ( )
( ) ( )
( )
a s ds b sr e e , h ds ,
r s
∫
= = = = =∫
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на входе алгоритма:
[x1, x2, …, xk],  [y1, y2, …, yk] — координаты точек предельного 
цикла;
k — количество точек предельного цикла.
на выходе:
[m1, m2, …, mk] — массив значений функции чувствительности 
в точках цикла.
так как для вычисления значений функции m(t) на каждом шаге 
необходимо знать константу C,  зависящую от значений функций r(t) 
и h(t) в конечной точке цикла, будем хранить значения этих функций 
соответственно в массивах [r1, r2, …, rk] и [h1, h2, …, hk]. для вычис-
ления значений интегралов используется любая численная схема.
1. присваиваем начальные значения r1 = 1, h1 = 0.
2. в цикле по i от 2 до k находим текущие значения интегралов 
0
0
( ) ( )
( ) ( )
( )
t
ta s ds b sr t e , h t ds
r s
∫
= = ∫
 и записываем их в соответствующие 
массивы. 
3. окончание цикла означает, что осуществлен проход по всем 
точкам задающим цикл. вычисляем значение константы по формуле 
1
k k
k
r hC .
r
=
−
 
4. в цикле по i от 1 до k, используя заполненные ранее массивы 
[r1, r2, …, rk], [h1, h2, …, hk] и значение C, заполняем массив значений 
функции m(t) по формуле mi = ri (C + hi). 
таким образом будет найден массив точек [m1, m2, …, mk], задаю-
щий значения функции стохастической чувствительности в каждой 
точке заданного цикла. 
а л го р и т м  5. п о с т р о е н и е  п о л о с ы  р а с с е и в а н и я
построение полосы рассеивания вдоль цикла осуществляется 
на основе значений функции стохастической чувствительности (см. 
раздел 6.4) по формуле
 
1,2 ( ) = ( ) 2 ( ) ( ), [0, ]x t t q m t p t t T ,ξ ± ε ∈
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где нормированный вектор-нормаль может быть взят в виде 
2 2 2 2
( )
g fp t , .
f g f g
 −
=   + + 
на входе алгоритма:
[x1, x2, …, xk],  [y1, y2, …, yk] — массивы координат точек предель-
ного цикла;
k — количество точек предельного цикла;
[m1, m2, …, mk] — массив значений функции чувствительности 
в точках цикла;
ε — интенсивность случайного возмущения;
q — коэффициент связанный с доверительной вероятностью P 
следующим образом q = erf–1(P). 
основные уровни доверительной вероятности P и соответству-
ющие им значения коэффициента k следующие:
P q
0,9 1,163
0,95 1,386
0,99 1,821
0,999 2,4
на выходе:
[x11, x21, ..., xk1], [y11, y21, ..., yk1] и [x12, x22, ..., xk2], [y12, y22, ..., yk2]  — 
массивы координат точек внешней и внутренней границ полосы 
рассеивания.
1. запускаем цикл по i от 1 до k, в теле цикла вычисляем:
1
2 2
2 ( )
( ) ( )
i i
i i i
i i i i
g x , yx x q m ,
f x , y g x , y
′ ′−
= + ε ⋅
′ ′ ′ ′+
1
2 2
2 ( )
( ) ( )
i i
i i i
i i i i
f x , yy y q m ,
f x , y g x , y
′ ′
= + ε ⋅
′ ′ ′ ′+
2
2 2
2 ( )
( ) ( )
i i
i i i
i i i i
g x , yx x q m ,
f x , y g x , y
′ ′−
= − ε ⋅
′ ′ ′ ′+
2
2 2
2 ( )
( ) ( )
i i
i i i
i i i i
f x , yy y q m .
f x , y g x , y
′ ′
= − ε ⋅
′ ′ ′ ′+
точки xi1, 2, yi1, 2 записываем в соответствующие массивы.
строим две границы полосы рассеивания по парам последова-
тельно найденных точек (xi1, yi1) и (xi2, yi2).
таким образом построена полоса рассеивания вокруг заданного 
предельного цикла, с заданными интенсивностью шума и довери-
тельной вероятностью.
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1) найти аттракторы детерминированной модели и провести 
исследование их устойчивости. 
2) исследовать стохастическую динамику при помощи прямого 
компьютерного моделирования случайных траекторий.
3) построить функцию стохастической чувствительности для 
равновесий и циклов рассмотренных моделей, сравнить с резуль-
татами прямого численного моделирования.
4) построить доверительные области (эллипсы, полосы) вокруг 
аттракторов модели.
1. Модель лотки — вольтерра
 > 0, 0, > 0, 0.         
x x xy
y y xy,
= α −β
α β ≥ γ δ ≥ = −γ + δ


для α = β = γ = δ = 1; α = δ = 1, β = γ = 4.
2. уравнение ван-дер-поля (мягкий режим возбуждения авто-
колебаний)
 ẍ – δ(1 – x2)ẋ + x = 0.
3. уравнение ван-дер-поля (жесткий режим возбуждения ав-
токолебаний)
 ẍ – δ(1 + ax2 – bx4)ẋ + x = 0
(характерные значения параметров a = 5, b = 0,5).
4. брюсселятор
 


x b x ax y
y bx ax y
a b
= − + +
= −



1 ( 1) ,
,
> 0, > 0
2
2
         .
5. система Хопфа (жесткая бифуркация)
 ( )
( )
2 2 2 2 2
2 2 2 2 2
2 2 ( ) ,
2 2 ( )
x x x y x y y
y y x y x y x.
 = µ + + − + −
 = µ + + − + +


8. ПрАкТИчеСкИе зАДАнИя
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6. Модель базыкина
 
2
,
> 0, 0, > 0, 0.
,
       
xx xy
N x
y y xy
α = −β α β ≥ γ δ ≥+
 = −γ + δ


для α = β = γ = δ = 1; α = δ = 1, β = γ = 2.
7. Модель базыкина — березовской с олли-эффектом
 
( )(1 )
( )
x x x l x xy,
y y x m ,
= − − −
 = −


где l ∈	[0, 1] – пороговое значение олли-эффекта, m ∈	[0, 1] — ско-
рость смертности хищника.
8. Модель «хищник — жертва» с кубической ограниченностью 
ресурса
 


x a bx x x xy
y xy my
= + − −
= −



( )2 ,
.
9. Модель Холлинга — тэннера динамики системы «хищник — 
жертва»
 
1
1
x xyx r x ,
K D x
yy s J y.
x
ω  = − −  +  

  = −   


устойчивый предельный цикл существует при условии 
( 2)<
(1 )
r K ds
K d
− −
+
.
10. уравнение Хайрера
 ẍ + x = δẋ – ẋ3.
11. уравнение дуффинга
 ẍ + kẋ + x – lx3 = 0. 
12. гликолитический осциллятор Хиггинса
 
1
> 0, > 01      .
x xy,
p qqy py x ,
q y
= −

 + = −  + 


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13. Модель германа
 


x x x y
y x a
= − −
= −



3 3 ,
.
14. Модель Фицхью — нагумо
 
31
> 03
,
     
x yx x ,
a .
y x a
  = − −  ε ε 
 = +


15. Модель ван-дер-поля — дуффинга
 ẍ – μ(1 – x2)ẋ + x – lx3 = 0.
16. генератор с жестким возбуждением автоколебаний
 ẍ + x – (l + mx2 – x4)ẋ = 0. 
устойчивый предельный цикл существует при условии 
2
8
ml .> −
17. Модель нелинейного акселератора-мультипликатора гудвина
 
2
3
2
1 1 1 = 0
1
1 0 0 1 2 .
 
  ( ]   
YY Y Y Y ,
Y
, , , ,
− α − −γ
+ − +
θ + εθ εθ
α > γ < ε∈ θ =
 
18. Модель бизнес-циклов
 ẍ + (1 – a)ẋ + (1 + a)ẋ3 + bx = 0.
19. Модель экономической динамики калдора
 
4 2 1
0 5
0 5
1 0 6 0 0
1 ( )
( ( ) )
( ) ( )
( ( )    , 
, Y
Y I Y K , Y ,
K I Y , K ,
I I Y , , .
e− −
 = α +β −

= − β +
= + α > β >
+


20. система ресслера
 
( )
( )
x y z ,
y x y,
z z x ,
= − +
 = + α
 = α + −µ



 α = 0,2, μ > 0.
21. трехмерный брюсселятор
 



x x y z x
y xz x y
z xz
= + − +
= −
= − +





1 12
2
( ) ,
,
,α
 α > 0.
22. генератор анищенко — астахова
 



x mx y xz
y x
z gz gI x x
= + −
= −
= − +




,
,
,( ) 2
 
1 0
0 0
 
( )
 
, x ,
I x
, x .
>
=  ≤
23. Химический осциллятор
 



x x xz
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24. система Чена
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= −
 = − − +
 = −



 α = 45, c = 28, b > 0.
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