An important problem in genome rearrangements is sorting permutations by transpositions. Its complexity is still open, and two rather complicated 1.5-approximation algorithms for sorting linear permutations are known (Bafna and Pevzner, 98 and Christie, 99). The fastest known algorithm is the quadratic algorithm of Bafna and Pevzner. In this paper, we observe that the problem of sorting circular permutations by transpositions is equivalent to the problem of sorting linear permutations by transpositions. Hence, all algorithms for sorting linear permutations by transpositions can be used to sort circular permutations. Our main result is a new O(n 3/2 √ log n) 1.5-approximation algorithm, which is considerably simpler than the previous ones, and achieves better running time. Moreover, the analysis of the algorithm is significantly less involved, and provides a good starting point for studying related open problems.
Introduction
When trying to determine evolutionary distance between two organisms using genomic data, one wishes to reconstruct the sequence of evolutionary events that have occurred, transforming one genome into the other. One of the most promising ways to trace the evolutionary events is to compare the order of appearance of identical (or orthologous) genes in two different genomes. In the 1980's, evidence was found that different species have essentially the same set of genes, but their order may differ between species [18, 13] . This suggests that global rearrangement events (such as reversals and transpositions of genome segments) can be used to trace the evolutionary path between genomes. Such rare events may provide more accurate and robust clues to the evolution than local mutations (i.e. insertions, deletions, and substitutions of nucleotides).
In the last decade, a large body of work was devoted to genome rearrangement problems. Genomes are represented by permutations, where each element stands for a gene. Circular genomes (such as bacterial and mitochondrial genomes) are represented by circular permutations. The basic task is, given two permutations, to find a shortest sequence of rearrangement operations that transforms one permutation into the other. Assuming that one of the permutations is the identity permutation, the problem is to find the shortest way of sorting a permutation using a given rearrangement operation (or set of operations). For more background on genome rearrangements refer to [21, 19, 20, 22] .
The problem of sorting permutations by reversals has been studied extensively. It was shown to be NP-hard [6] , and several approximation algorithms have been suggested [2, 7, 5] . On the other hand, for signed permutations (every element of the permutation has a sign, + or -, which represents the direction of the gene), a polynomial algorithm for sorting by reversals was first given by Hannenhalli and Pevzner [11] . Subsequent work improved the running time of the algorithm, and simplified the underlying theory [14, 4, 1] . The problem of sorting signed circular permutations by reversals was shown to be equivalent to the linear case [17] .
There has been less progress on the problem of sorting by transpositions. A transposition is a rearrangement operation, in which a segment is cut out of the permutation, and pasted in a different location. The complexity of sorting by transpositions is still open. It was first studied by Bafna and Pevzner [3] , who devised a rather complicated 1.5-approximation algorithm, which runs in quadratic time. Christie [8] gave a somewhat simpler O(n 4 ) algorithm with the same approximation ratio. An O(n 3 ) implementation of this algorithm, along with heuristics that improve its performance, were given in [25] . Eriksson et al. [9] provided an algorithm that sorts any given permutation on n elements by at most 2n/3 transpositions, but has no approximation guarantee. The problem of sorting by both reversals and transpositions was addressed in [24, 10, 16] .
In this paper we study the problem of sorting permutations by transpositions. First, we prove that the problem of sorting circular permutations by transpositions is equivalent to the problem of sorting linear permutations by transpositions. Hence, all algorithms for sorting linear permutations by transpositions can be used to sort circular permutations. Then, we derive our main result: A new O(n 3/2 √ log n) 1.5-approximation algorithm, which is considerably simpler than the previous ones [3, 8] , and achieves better running time. Moreover, the analysis of the algorithm is significantly less involved, and provides a good starting point for studying related open problems. The improvement in the running time of the algorithm is achieved by exploiting an efficient data structure introduced by Kaplan and Verbin [15] in the context of sorting by reversals.
The paper is organized as follows. In Section 2 we first prove the equivalence between the problem of sorting linear and circular permutations by transpositions. Then, we review some classical genome rearrangement results, and show that every permutation can be transformed into a so-called simple permutation. Our main result, a new and simple quadratic 1.5-approximation algorithm for sorting permutations by transpositions, is introduced in Section 3. In Section 4 we describe the efficient data structure that allows an O(n 3/2 √ log n) implementation of the algorithm. We conclude with a short discussion and some open problems (Section 5).
Preliminaries

Linear and Circular Permutations
Let π = [π 1 . . . π n ] be a permutation on n elements. Define a segment A in π as a consecutive sequence of elements π i , . . . , π k (k ≥ i). Two segments A = π i , . . . , π k and B = π j , . . . , π l are contiguous if j = k + 1 or i = l + 1. A transposition τ on π is the exchange of two disjoint contiguous segments (Figure 1a) . If the segments are A = π i , . . . , π j−1 and B = π j , . . . , π k−1 , then by performing τ on π, the resulting permutation, denoted τ · π, is [π 1 . .
(note that the end segments can be empty if i = 1 or k − 1 = n). We shall say that τ cuts π before positions i, j and k. We say that τ involves index l if i ≤ l < k, i.e., if l belongs to one of the two exchanged segments.
In circular permutations, one can define analogously a transposition as the exchange of two contiguous segments. Note that here the indices are cyclic, so the disjointness of the exchanged segments is a meaningful requirement. The transposition partitions a circular permutation into three segments, as opposed to at most four in a linear permutation (see Figure 1 ). Since there are only two cyclic orders on three segments, and each two of the three segments are contiguous, the transposition can be represented by exchanging any two of them. Note that the number of possible transpositions on a linear n-permutation is Proof: Given a linear n-permutation, circularize it by adding an n + 1 st element π n+1 = x, and closing the circle (see Figure 1c) . Call the new circular permutation π c . By the discussion above, any transposition on π c can be represented by the two segments that do not include x. Hence, there is an optimal sequence of transpositions that sorts π c , and none of them involves x. The same sequence can be viewed as a sequence of transpositions on the linear permutation π, by ignoring x. This implies that d(π) ≤ d(π c ). On the other hand, any sequence of transpositions on π is also a sequence of transpositions on π c , so
Moreover, an optimal sequence for π c provides an optimal sequence for π.
For the other direction, starting with a circular permutation, we can linearize it by removing an arbitrary element, which plays a role of x above (see Figure 1c) . The same arguments imply that an optimal solution for the linear permutation translates to an optimal solution for the circular one.
In the rest of the paper, we will discuss only circular permutations. As implied by Theorem 1, all the results on circular permutations hold also for linear ones. We prefer to work with circular permutations since it simplifies the analysis.
The Breakpoint Graph
We transform a permutation π on n elements into a permutation f (π) on 2n elements, by replacing each element i by two elements 2i−1, 2i. On the doubled permutation f (π), we allow only transpositions that cut before odd positions. This ensures that no transposition cuts between 2i − 1 and 2i, and therefore every transposition on π can be mimicked by a transposition on f (π). We call such transposition legal. We now define the circular breakpoint graph, which is the circular version of the breakpoint graph [2] . Throughout, in both indices and elements, we identify 2n + 1 and 1. Definition 1 Let π = (π 1 . . . π n ) be a circular permutation, and f (π) = π = (π 1 . . . π 2n ). The breakpoint graph G(π) is an edge-colored graph on 2n vertices {1, 2, . . . , 2n}. For every 1 ≤ i ≤ n, π 2i is joined to π 2i+1 by a black edge (denoted by b i ), and 2i is joined to 2i + 1 by a gray edge.
Note that unlike previous studies of transpositions [3, 8] , we chose to double the number of vertices and work with an undirected graph, as done in the signed case [2] . It is convenient to draw the breakpoint graph on a circle, such that black edges are on the circumference and gray edges are chords (see Figure 2 (a)). We shall use this representation throughout the paper.
Since the degree of each vertex is exactly 2, the graph uniquely decomposes into cycles. Denote the number of cycles in G(π) by c(π). The length of a cycle is the number of black edges it contains. A k-cycle is a cycle of length k, and it is odd if k is odd. The number of odd cycles is denoted by c odd (π). Define ∆c(π, τ ) = c(τ · π) − c(π), and ∆c odd (π, τ ) = c odd (τ · π) − c odd (π).
Bafna and Pevzner proved the following useful lemma (This -and other results we quote -was proved for linear permutations, but holds also for circular ones):
Lemma 2 (Bafna and Pevzner [3] ) For all permutations π and transpositions τ , it holds that ∆c(π, τ ) ∈ {−2, 0, 2}, and ∆c odd (π, τ ) ∈ {−2, 0, 2}.
Let n(π) denote the number of black edges in G(π). The maximum number of cycles is obtained iff π is the identity permutation. In that case, there are n(π) cycles, and all of them are odd (in particular, they are all of length 1) . Starting with π with c odd odd cycles, Lemma 2 implies the following lower bound on d(π):
Theorem 3 (Bafna and Pevzner [3] 
By definition, every legal transposition must cut three black edges. The transposition that cuts black edges b i , b j and b k is said to act on these edges (see Figure 2(b) ). A transposition τ is a k-transposition if ∆c odd (π, τ ) = k. A cycle is called oriented if there is a 2-transposition that acts on three of its black edges; otherwise, it is unoriented. The two possibilities are shown in Figure 3 . It is easy to verify that the left 3-cycle is unoriented, and the right one is oriented.
Given a cyclic sequence of elements i 1 , . . . , i k , an arc is an interval in the cyclic order, i.e., a set of contiguous elements in the sequence. The pair (i j , i l ) (j = l) defines two disjoint arcs: i j , . . . , i l−1 and i l , . . . , i j−1 . Similarly, a triple defines a partition of the cycle into three disjoint arcs. We say that two pairs of black edges (a, b) and (c, d) are intersecting if a and b belong to different arcs of the pair (c, d). A pair of black edges intersects with cycle C, if it intersects with a pair of black edges that belong to C. Cycles C and D intersect if there is a pair of black edges in C that intersect with D (see Figure 4a) . Triples of black edges are interleaving if each of the edges of one triple belongs to a different arc of the second triple. Two 3-cycles are interleaving if their edges interleave (see Figure 4b) .
Throughout the paper, we use the term permutation also when referring to the breakpoint graph of the permutation (as will be clear from the context). For example, when we say that π contains an oriented cycle, we mean that G(π) contains an oriented cycle.
Transformation into Equivalent Simple Permutations
A k-cycle in the breakpoint graph is called short if k ≤ 3; otherwise, it is called long. A breakpoint graph is called simple if it contains only short cycles. A permutation π is called simple if G(π) is simple. Following [11, 16] , we show how to transform an arbitrary permutation into a simple one, while maintaining the lower bound of Theorem 3.
Let b = (v b , w b ) be a black edge and g = (v g , w g ) be a gray edge belonging to the same cycle A (g, b) -split of G(π) is a sequence of operations on G(π), resulting in a new graphĜ(π) with one more cycle, as follows:
• Removing edges b and g.
• Adding two new vertices v and w.
• Adding two new black edges (v b , v) and (w, w b ).
• Adding two new gray edges (w g , w) and (v, v g ). cycle. Hannenhalli and Pevzner [11] 
Clearly, n(π) = n(π) + 1, and c odd (π) = c odd (π) + 1, so the split is safe. This process can be repeated until a simple permutation is eventually obtained.
We say that permutation π is equivalent to permutationπ if n(π) − c odd (π) = n(π) − c odd (π).
Lemma 6 (Hannenhalli and Pevzner [11] ) Letπ be a simple permutation that is equivalent to π, then every sorting ofπ mimics a sorting of π with the same number of operations.
In the following, we show how to sort a simple permutation by transpositions. We prove that the number of transpositions is within a factor of 1.5 from the lower bound of Theorem 3. Thus, we obtain a 1.5-approximation algorithm for sorting simple permutations. The above discussion implies that this algorithm translates into a 1.5-approximation algorithm for an arbitrary permutation: Transform the permutation into an equivalent simple permutation (Lemma 5), sort it, and then mimic the sorting on the original permutation (Lemma 6).
The Algorithm
In this section we provide a 1.5-approximation algorithm for sorting permutations by transpositions. We first develop an algorithm for simple permutations, and then use the results of Section 2.3 to prove the general case. Recall that the breakpoint graph of a simple permutation contains only 1-, 2-and 3-cycles. Our goal is to obtain a graph with only 1-cycles, which is the breakpoint graph of the identity permutation. Thus, the sorting can be viewed as a process of transforming the 2-and 3-cycles into 1-cycles.
First we deal with the case that the permutation contains a 2-cycle:
Lemma 7 (Christie [8] ) If π is a permutation that contains a 2-cycle, then there exists a 2-transposition on π.
By definition, an oriented 3-cycle can be eliminated by a 2-transposition that acts on its black edges. Suppose from now on that all 2-cycles were eliminated by applying Lemma 7, and all oriented 3-cycles were eliminated. The only remaining problem is how to handle unoriented 3-cycles. This is the case we analyze henceforth. A (0,2,2)-sequence is a sequence of three transpositions, of which the first is a 0-transposition, and the next two are 2-transpositions. Note that a (0, 2, 2)-sequence increases the number of odd cycles by 4 out of 6 that are the maximum possible in 3 steps, and thus a series of (0, 2, 2)-sequences preserves a 1.5 approximation ratio. We shall show below that such a sequence is always possible.
Lemma 8 Let π be a permutation that contains two interleaving unoriented 3-cycles. Then, there exists a (0, 2, 2)-sequence of transpositions on π.
Proof: The (0, 2, 2)-sequence is described in Figure 6 .
Lemma 9 Let C and D be two intersecting unoriented 3-cycles that are not interleaving. Then, there exists a transposition which transforms C and D into a 1-cycle and an oriented 5-cycle.
Proof: Let c 1 , c 2 and c 3 be the three black edges of C. Assume, without loss of generality, that (c 1 , c 2 ) intersects with D. We shall in fact prove a stronger statement, namely, for any choice of a black edge d ∈ D such that (d, c 3 ) intersects with (c 1 , c 2 ), the transposition on c 1 , c 2 and d satisfies the lemma. Depending on the number of black edges of D in the arc of (c 1 , c 2 ) that avoids c 3 , there are three possible cases to consider for d, which are shown in Figure 7 . In each case, the first transposition, which acts on c 1 , c 2 and d, transforms 3-cycles C and D into a 1-cycle and a 5-cycle. Then, in order to show that the 5-cycle is oriented, a 2-transposition which acts on three edges of its edges is shown.
We say that cycle E is shattered by cycles C and D if every pair of edges in E intersects with a pair of edges in C or with a pair of edges in D.
Lemma 10 Let π be a permutation that contains three unoriented 3-cycles C, D and E, such that E is shattered by C and D. Then, there exists a (0, 2, 2)-sequence of transpositions on π.
Proof: If two out of the three cycles are interleaving, the (0,2,2)-sequence follows from Lemma 8. Otherwise, there are two general cases:
1. Two out of the three cycles are non-intersecting. In this case, there are three possible configurations of the cycles, which are shown in Figure 8 . For every sub-case, a (0, 2, 2)-sequence is shown.
2. The three cycles are mutually intersecting. The general case is illustrated in Figure 9 . Since cycles C and D are unoriented, the condition of the proof of Lemma 9 is fulfilled. Thus, we can apply a 0-transposition that acts on edges c 1 , c 2 , and d, and obtain a new oriented cycle F . Now we apply a 2-transposition on E (which has also become oriented). Cycle F remains oriented, since the latter transposition does not change its structure. Thus, another 2-transposition is possible on the edges of F , which completes the (0, 2, 2)-sequence.
A pair of black edges is called an adjacent pair if they are connected by a gray edge. Our algorithm is described in Figure 10 . Note that in steps 2 -3 it is impossible to create a long cycle, and thus the permutation remains simple throughout the algorithm. Note also that in step 3 we do not create 2-cycles, and hence, there is no need to iterate over step 2.
Performing only steps 2 -3 is an algorithm in its own, and is denoted by Algorithm SortSimple. The following lemma claims that algorithm SortSimple is a quadratic 1.5-approximation algorithm for sorting simple permutations:
Lemma 12 Algorithm SortSimple is a 1.5-approximation algorithm for simple permutations, and it runs in time O(n 2 ).
Proof: The sequence of transpositions that is generated by the algorithm contains only 2-transpositions and (0, 2, 2)-sequences of transpositions. Therefore, every sequence of three transpositions increases the number of odd cycles by at least 4 out of 6 possible in 3 steps (as implied from the lower bound of Theorem 3). Hence, the approximation ratio is 1.5 .
We now analyze the running time of the algorithm.
Step 2 can be done in linear time. The number of iterations in step 3 is linear, since every iteration we break a 3-cycle into three 1-cycles. The main operations in each iteration is to find an adjacent pair that intersects with a given pair, and to apply a transposition (the other operations can be done in constant time). These operations can be done trivially in linear time. Hence, the algorithm is quadratic. Now we are ready to prove the correctness of Algorithm Sort: Figure 8 : The three possible cases of three unoriented 3-cycles, such that one of them is shattered by the other two, no pair is interleaving and two of them are non-intersecting. In each case, a (0, 2, 2)-sequence of transpositions is shown. For simplicity, every 1-cycle is shown only when it is formed and not in subsequent graphs (since it is not affected by transpositions in later steps). 2. While G(π) contains a 2-cycle, apply a 2-transposition (Lemma 7).
3. While G(π) contains a 3-cycle, do:
• Pick an adjacent pair of black edges c from cycle C. If C is oriented -apply a 2-transposition.
• Otherwise, pick an adjacent pair d (from cycle D) that intersects with c (guaranteed by Lemma 11) . If C and D are interleaving -apply a (0, 2, 2)-sequence (Lemma 8).
• Otherwise, there is an adjacent pair c in C that does not intersect with D. Pick an adjacent pair e (from cycle E) that intersects with c (guaranteed by Lemma 11). Cycle C is shattered by cycles D and E, thus, it is possible to apply a (0, 2, 2)-sequence (Lemma 10).
4. Mimic the sorting of π using the sorting ofπ (Lemma 6). Theorem 13 Algorithm Sort is a 1.5-approximation algorithm for general permutations, and it runs in time O(n 2 ).
Proof: By Lemma 12, we are guaranteed that alg(π) ≤ 1.5 · d(π), where alg(π) is the number of transpositions used by Algorithm SortSimple to sortπ. Thus, by Theorem 3,
Using Lemma 6, we can sort π by alg(π) transpositions, which implies an approximation ratio of 1.5.
Since steps 1 and 4 can be done in linear time, Lemma 12 implies that the running time of Algorithm Sort is O(n 2 ). 4 An O(n 3/2 √ log n) Implementation of the Algorithm
In this section we exploit a special data structure (introduced in [15] ) in order to speed-up the algorithm. As discussed in the proof of Lemma 12, the main operations in each iteration of the algorithm are finding an adjacent pair, and applying a transposition. In the sequel we describe a data structure that allows to perform these operations in sub-linear time. This data structure is similar to the one suggested by Kaplan and Verbin in [15] , although here the required operations are slightly different (for completeness we give here a full description of the data structure). By Theorem 1, the data structure can be presented for linear permutations (we prefer doing that since it makes the presentation clearer). We consider the doubled permutation f (π) (see Section 2.2), which is denoted here simply by π. An adjacent pair of black edges (b 1 , b 2 ) is represented by the pair (2i, 2i + 1) which is connected by the gray edge that connects between b 1 and b 2 . Thus, π is a union of disjoint pairs. Two elements which form a pair are called mates. We need a data structure that supports the following operations in sub-linear time:
• Query(π, e 1 , e 2 ): Find a pair that intersects in π with the pair of elements (e 1 , e 2 ).
• T ransp(π, e 1 , e 2 , e 3 ): Apply a transposition on π, that cuts before elements e 1 , e 2 and e 3 . A query is said to act on the elements e 1 and e 2 . Similarly, a transposition acts on elements e 1 , e 2 and e 3 . Now we describe the data structure. The permutation π is divided into Θ( n log n ) blocks of size Θ( √ n log n) each. The elements in each block are ordered according to the order of their mates in π (see example in Figure 11 ). A splay tree [23] is attached to each block, in which the elements of the block are maintained. This data structure is a balanced binary search tree that is re-balanced via rotations, and supports split and concatenate operations in logarithmic time. We also maintain a lookup-table that contains for each element a pointer to its block.
For simplicity, we assume that queries and transpositions act only on elements that are on block boundaries (Lemma 15 shows why we can make this assumption). More specifically, for queries we assume that e 1 is the first element in a block, and e 2 is a last element in a block. For transpositions we assume that e 1 , e 2 and e 3 are all first elements in their blocks.
Lemma 14
Operations Query and T ransp can be performed in time O( √ n log n), assuming that they act only on elements that are on block boundaries.
Proof:
• Query(π, e 1 , e 2 ): Let B 1 and B 2 be the blocks that contain e 1 and e 2 (the blocks are found by using the lookup-table) and assume WLOG that B 1 is located before B 2 . For each block which is before B 1 or after B 2 do the following. Split the corresponding tree after location e 1 and before e 2 , and consider the subtree that is bounded by these two elements. If this subtree is not empty, then pick an arbitrary element in it. By construction, this element and its mate are intersecting with (e 1 , e 2 ), i.e., the query is answered. Otherwise, continue to the next block. The split operation is done in logarithmic time. Since there are O( n log n ) blocks, the total time is O( √ n log n).
• Transposition(π, e 1 , e 2 , e 3 ):
-Let B 1 , B 2 and B 3 be the blocks that contain e 1 , e 2 and e 3 . Apply straight-forward a transposition on the permutation of blocks, that acts on B 1 , B 2 and B 3 . Time: O( n log n ). -The order of the elements in π is changed and since the elements in each block are ordered according to the order of their mates in π, it is needed to update the order of the elements in each block. For each block, split the corresponding tree before these three locations, coming up with four trees, denoted by T 1 , T 2 , T 3 and T 4 respectively. Now concatenate the trees in the order T 1 , T 3 , T 2 , T 4 , yielding the new permutation. Split and concatenation are logarithmic operations that are applied to O( n log n ) blocks and therefore, the total time is O( √ n log n).
The following lemma is based on [15] , and shows why we can assume that all operations act only on elements that are at block boundaries:
Lemma 15 Suppose that it is possible to perform Query and T ransp in time O( √ n log n), assuming that the operations act only on block boundaries. Then, it is possible to perform these operations with the same time complexity, even if they act on arbitrary elements.
The idea is to add a pre-processing step for each operation that splits (up to) three blocks such that in the new partition of blocks the operation acts only on boundaries of blocks. Thus, procedures Query and T ransp can be used. Finally, add a post-processing step that ensures that at the end of the operation the blocks are of size between √ n log n 2 and 2 √ n log n, and hence, there are still Θ( √ n log n) blocks. We now describe these two steps, and show that they can be performed in time O( √ n log n).
• Pre-processing: Splitting a block is done by splitting the corresponding splay tree in the appropriate location(s), and updating the lookup-table accordingly. The number of splits is most three, each split is logarithmic and the number of elements to update is O( √ n log n). Thus, this step can be done in time O( √ n log n).
• Post-processing: Due to the pre-processing step, it may be the case that there are (at most) six blocks that are smaller than
If there is such a block, we first concatenate it to the previous block. Now, it is possible that a block that is bigger than 2 √ n log n is created. However, since the size of this new block is bounded by 2.5 √ n log n, another single split in this block ensures that the new blocks are of legal size. Concatenating two blocks is done by concatenating the corresponding splay trees, and updating the lookup-table accordingly. Since the total number of splits and concatenations in this step is constant and the number of updates is O( √ n log n), it can be performed in time O( √ n log n).
By combining Lemmas 14 and 15 we get:
Corollary 16
Step 3 of Algorithm Sort can be implemented in time O( √ n log n).
Now we are ready for the main result of this section :
Theorem 17 Algorithm Sort (Figure 10 ) is a 1.5-approximation algorithm for sorting by transpositions, which runs in time O(n 3/2 √ log n).
Proof: The number of iterations in the algorithm is linear. By Corollary 16, each iteration can be implemented in time O( √ n log n). Thus, the whole algorithm runs in time O(n 3/2 √ log n).
Discussion and Open Problems
In this paper we studied the problem of sorting permutations by transpositions, gave a simple O(n 3/2 √ log n) 1.5-approximation algorithm for the problem, and simplified the underlying theory. We believe that this is an important step towards solving some related open problems. The main open problem is to determine the complexity of sorting by transpositions. Devising algorithms with better approximation ratio and/or faster running time is also desirable. Another direction, which is more biologically relevant, is to consider algorithms for sorting permutations by a set of rearrangement operations (such as reversals, transpositions and translocations).
