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Abstract
In this paper we study progressive filtration expansions with random times. We
show how semimartingale decompositions in the expanded filtration can be obtained
using a natural link between progressive and initial expansions. The link is, on an
intuitive level, that the two coincide after the random time. We make this idea precise
and use it to establish known and new results in the case of expansion with a single
random time. The methods are then extended to the multiple time case, without any
restrictions on the ordering of the individual times. Finally we study the link between
the expanded filtrations from the point of view of filtration shrinkage. As the main
analysis progresses, we indicate how the techniques can be generalized to other types
of expansions.
1 Introduction
Expansion of filtrations is a well-studied topic that has been investigated both in theo-
retical and applied contexts, see for instance [4], [5], [6]. There are two main types of
filtration expansion: initial expansion and progressive expansion. The initial expansion of
a filtration F = (Ft)t≥0 with a random variable τ is the filtration H obtained as the right-
continuous modification of (Ft ∨ σ(τ))t≥0. A priori there is no particular interpretation
attached to this random variable. The progressive expansion G is obtained as any right-
continuous filtration containing F and making τ a stopping time. In this case τ should
of course be nonnegative since it has the interpretation of a random time. We often use
the smallest such filtration in this paper. On a complete probability space (Ω,F , P ) a
filtration F is said to satisfy the “usual hypotheses” if it is right continuous and if F0
contains all the P null sets of F . Therefore Ft contains all the P null sets of F as well,
for any t ≥ 0. We will assume throughout this paper that all filtrations satisfy the usual
hypotheses.
To the best of our knowledge, these two types of expansions have so far been viewed as
inherently different in the literature. The purpose of the present paper is to demonstrate
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that this is not the case—in fact, there is a very natural connection between the initial
and progressive expansions. The reason is, on an intuitive level, that the filtrations G
and H coincide after time τ . We make this idea precise for filtrations H that are not
necessarily obtained as initial expansions. This, in combination with a classical theorem
by Jeulin and Yor, allows us to show how the semimartingale decomposition of an F local
martingale, when viewed in the progressively expanded filtration G, can be obtained on
all of [0,∞), provided that its decomposition in the filtration H is known. One well-known
situation where this is the case is when Jacod’s criterion is satisfied. This is, however,
not the only case, and we give an example using techniques based on Malliavin calculus
developed by Imkeller et al. [3]. These developments, which all concern expansion with
a single random time, are treated in Section 2. The technique is, however, applicable
in more general situations than expansion with a single random time. As an indication
of this, we perform en passant the same analysis for what we call the (τ,X)-progressive
expansion of F, denoted G(τ,X). Here τ becomes a stopping time in the larger filtration,
and the random variable X becomes G(τ,X)τ -measurable.
In Section 3 we extend these ideas in order to deal with the case where the base filtration F
is expanded progressively with a whole vector τ = (τ1, . . . , τn) of random times. Unlike
previous work in the literature, see for instance [5], we do not impose any conditions on
the ordering of the individual times. After establishing a general semimartingale decom-
position result we treat the special case where Jacod’s criterion is satisfied for the whole
vector τ , and we show how the decompositions may be expressed in terms of F conditional
densities of τ with respect to its law.
Finally, in Section 4 we take a different point of view and study the link between the
filtrations G and H from the perspective of filtration shrinkage.
2 Expansion with one random time
Assume that a filtered probability space (Ω,F ,F, P ) is given, and let τ be a random time,
i.e. a nonnegative random variable. Typically τ is not a stopping time with respect to F.
Consider now the larger filtrations Gτ = (Gτt )t≥0 and G˜ = (G˜t)t≥0 given by
Gτt =
⋂
u>t
G0,τu where G0,τt = Ft ∨ σ(τ ∧ t).
and
G˜t =
{
A ∈ F , ∃At ∈ Ft | A ∩ {τ > t} = At ∩ {τ > t}
}
One normally refers to Gτ as the progressive expansion of F with τ , and it can be charac-
terized as the smallest right-continuous filtration that contains F and makes τ a stopping
time.
Throughout this section G will denote any right-continuous filtration containing F, making
τ a stopping time and satisfying Gt ∩ {τ > t} = Ft ∩ {τ > t} for all t ≥ 0. Our goal in
this section is to analyze how F semimartingales behave in the progressively expanded
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filtration G. In particular, in case they remain semimartingales in G, we are interested in
their canonical decompositions. Under a well known and well studied hypothesis due to
Jacod [4], this has been done by Jeanblanc and Le Cam [5] in the filtration Gτ . As one
consequence of our approach, we are able to provide a short proof of their main result.
Moreover, our technique also works for a larger class of progressively expanded filtrations
and under other conditions than Jacod’s criterion.
The G decomposition before time τ of an F local martingale M follows from a classical
and very general theorem by Jeulin and Yor [6], which we now recall.
Theorem 1 Fix an F local martingale M and define Zt = P (τ > t | Ft) as the optional
projection of 1[[τ,∞[[ onto F, let µ be the martingale part of its Doob-Meyer decomposition,
and let J be the dual predictable projection of ∆Mτ1[[τ,∞[[ onto F. Then
Mt∧τ −
∫ t∧τ
0
d〈M,µ〉s + dJs
Zs−
is a local martingale in both Gτ and G˜.
The G decomposition before time τ follows as a straightforward corollary of Theorem 1
using the following shrinkage result by Fo¨llmer and Protter, see [1].
Lemma 1 Let E ⊂ F ⊂ G be three filtrations. Let X be a G local martingale. If both X
and the optional projection of X onto E are local martingales, then the optional projection
of X onto F is an F local martingale.
Putting Theorem 1 and Lemma 1 together provides the G decomposition before time τ of
an F local martingale M as given in the following theorem.
Theorem 2 Fix an F local martingale M . Then
Mt∧τ −
∫ t∧τ
0
d〈M,µ〉s + dJs
Zs−
is a G local martingale. Here, the quantities M , µ and J are defined as in Theorem 1.
Finding the decomposition after τ is more complicated, but it can be obtained provided
that it is known with respect to a suitable auxiliary filtration H. More precisely, one needs
that H and G coincide after τ , in a certain sense. One such filtration H when G is taken
to be Gτ is, as we will see later, the initial expansion of F with τ . We now make precise
what it means for two filtrations to coincide after τ .
Definition 1 Let G and H be two filtrations such that G ⊂ H, and let τ be an H stopping
time. Then G and H are said to coincide after τ if for every H adapted process X, the
process
1[[τ,∞[[(X −Xτ )
is G adapted.
The following lemma establishes some basic properties of filtrations that coincide af-
ter τ .
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Lemma 2 Assume that G and H are right-continuous and coincide after τ . Then
(i) For every H stopping time T , T ∨ τ is G stopping time. In particular, τ itself is a
G stopping time.
(ii) For every H optional (predictable) process X, the process 1[[τ,∞[[(X −Xτ ) is G op-
tional (predictable).
Proof. For (i), let T be an H stopping time. Then T ∨ τ is again an H stopping time, so
X = 1[[0,T∨τ ]] is H adapted. Thus
1[[τ,∞[[(r)(Xr −Xτ ) = −1{T∨τ<r}
is Gr-measurable by hypothesis. This holds for every r ≥ 0, so T ∨ τ is a G stopping time
since G is right-continuous.
For (ii), let X be of the form X = h1[[s,t[[ for an Hs-measurable random variable h and
fixed 0 ≤ s < t. Then
Yr = 1[[τ,∞[[(r)(Xr −Xτ ) = 1{τ≤r}
(
h1{s≤r<t} − h1{s≤τ<t}
)
is Gr-measurable by assumption and defines a ca`dla`g process. Hence Y is G optional, and
the Monotone Class theorem implies the claim for H optional processes. The predictable
case is similar.
Before giving the first result on the G semimartingale decomposition of an F local martin-
gale, under the general assumption that such a decomposition is available in some filtration
H that coincides with G after τ , we provide examples of such pairs of filtrations (G,H).
For the progressively expanded filtration Gτ , it turns out that the filtration H given as the
initial expansion of F with τ coincides with Gτ after τ . Recall that the initial expansion
is defined as follows.
Ht =
⋂
u>t
H0u where H0t = Ft ∨ σ(τ).
Lemma 3 Let H be the initial expansion of F with τ . Then Gτ and H coincide after τ .
Proof. Let X = h1[[s,t[[ for an Hs-measurable random variable h and fixed 0 ≤ s < t.
Then
Yr = 1[[τ,∞[[(r)(Xr −Xτ ) = 1{τ≤r}
(
h1{s≤r<t} − h1{s≤τ<t}
)
= h1{s≤r<t}1{τ≤r} − h1{s≤τ<t}1{t≤r} − h1{s≤τ≤r}1{r<t}.
It is enough to prove that the three terms on the right side are Gτr -measurable. Let us
consider the first term, the other ones being similar. First let h be of the form fk(τ) for
some Fs-measurable f and Borel function k. Then
h1{s≤r<t}1{τ≤r} = fk(τ)1{s≤r<t}1{τ≤r} = fk(r ∧ τ)1{s≤r<t}1{τ≤r},
which is Gτr -measurable. Using the Monotone Class theorem the result follows for every
H0s-measurable h, and finally for every Hs-measurable h by a standard argument.
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As a corollary we may give an alternative characterization of the progressively enlarged
filtration Gτ as the smallest right-continuous filtration that contains F and coincides with
H after τ , where H is the initial expansion of F.
Corollary 1 Let H be the initial expansion of F with τ . Then
Gτ =
⋂{
G˜ : F ⊂ G˜ ⊂ H, G˜ is right-continuous, and G˜ and H coincide after τ}
Proof. To show “⊂”, let G˜ be an arbitrary element in the class over which we take the
intersection. By Lemma 2, G˜ is a right-continuous filtration that makes τ a stopping time
and contains F. Hence Gτ is included in each G˜ and thus in their intersection. For “⊃”,
Lemma 3 implies that Gτ coincides with H after τ . It is right-continuous, so it is one of
the filtrations we are intersecting.
Let X be a random variable. Consider now the filtration G(τ,X), which we call the (τ,X)-
expansion of F, given by
G(τ,X)t =
⋂
u>t
G0,(τ,X)u where G0,(τ,X)t = Ft ∨ σ(τ ∧ t) ∨ σ(X1{τ≤t}).
The filtration G(τ,X) is the smallest right-continuous filtration containing F, that makes τ
a stopping time and such that X is G(τ,X)τ measurable. As in Lemma 3 it is easy to prove
the following result.
Lemma 4 Let H be the initial expansion of F with (τ,X). Then G(τ,X) coincides with H
after τ .
Also, G(τ,X) satisfies the crucial condition G(τ,X)t ∩ {τ > t} = Ft ∩ {τ > t} for all t ≥ 0.
Lemma 5 The progressively expanded filtration G(τ,X) satisfies
G(τ,X)t ∩ {τ > t} = Ft ∩ {τ > t}
for all t ≥ 0.
Proof. It is well known that Gτt ∩ {τ > t} = Ft ∩ {τ > t}. Let Ht = Yth(X1{τ≤t}), where
Yt is Ft-measurable and bounded, and h is a bounded Borel function. Then Ht1{τ>t} =
Yth(0)1{τ>t} which is measurable with respect to {τ > t} ∩ Gτt = {τ > t} ∩ Ft. The
Monotone Class Theorem now proves that G(τ,X)t ∩ {τ > t} ⊂ Ft ∩ {τ > t}. The reverse
inclusion is clear.
We are now ready to give the first result on the G semimartingale decomposition of an
F local martingale, under the general assumption that such a decomposition is available
in some filtration H that coincides with G after τ .
Theorem 3 Let M be an F local martingale. Let G be any progressive expansion of F
with τ satisfying Gt ∩ {τ > t} = Ft ∩ {τ > t} for all t ≥ 0 and let H be a filtration that
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coincides with G after τ . Suppose there exists an H predictable finite variation process A
such that M −A is an H local martingale. Then M is a G semimartingale, and
Mt −
∫ t∧τ
0
d〈M,µ〉s + dJs
Zs−
−
∫ t
t∧τ
dAs
is the local martingale part of its G decomposition. Here Z, µ and J are defined as in
Theorem 1.
Proof. The process MGt = Mt∧τ −
∫ t∧τ
0
d〈M,µ〉s+dJs
Zs− is a G local martingale by the Jeulin-
Yor theorem (Theorem 2). Next, define
MH = 1[[τ,∞[[(M˜ − M˜τ ),
where M˜t = Mt−At. Since M˜ is an H local martingale, MH is also. Moreover, if (Tn)n≥1 is
a sequence of H stopping times that reduce M˜ , then T ′n = Tn∨τ yields a reducing sequence
for MH. Lemma 2 (i) shows that the T ′n are in fact G stopping times, and since G and
H coincide after τ , MH is G adapted. This implies that MH·∧T ′n is an H martingale that is
G adapted, and is therefore a G martingale. It follows that MH is a G local martingale.
It now only remains to observe that
MGt +M
H
t = Mt −
∫ t∧τ
0
d〈M,µ〉s + dJs
Zs−
−
∫ t
t∧τ
dAs,
which thus is a G local martingale. Finally, by Lemma 2 (ii), the last term is G predictable,
so we obtain indeed the G semimartingale decomposition.
Part of the proof of Theorem 3 can be viewed as a statement about filtration shrinkage.
According to a result by Fo¨llmer and Protter [1], if G ⊂ H are two nested filtrations and
L is an H local martingale that can be reduced using G stopping times, then its optional
projection onto G is again a local martingale. In our case L corresponds to MH, which is
G adapted and hence coincides with its optional projection.
We now proceed to examine two particular situations where G and H coincide after τ ,
and where the H decomposition M −A is available. First we make an absolute continuity
assumption on the Ft conditional laws of τ or (τ,X), known as Jacod’s criterion. We
then assume that F is a Wiener filtration, and impose a condition related to the Malliavin
derivatives of the process of Ft conditional distributions. This is based on theory developed
by Imkeller, Pontier and Weisz [3] and Imkeller [2].
2.1 Jacod’s criterion
In this section we study the case where τ or (τ,X) satisfy Jacod’s criterion, which we now
recall. Let ξ be a random variable. We state Jacod’s criterion for the case where ξ takes
values in Rd. In this subsection, H will always denote the initial expansion of F with ξ.
Our results will be obtained with ξ being either τ or (τ,X) and in both cases H indeed
coincides with Gξ after τ by Lemma 3 and Lemma 4.
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Assumption 1 (Jacod’s criterion) There exists a σ-finite measure η on B(Rd) such
that P (ξ ∈ · | Ft)(ω) η(·) a.s.
Without loss of generality, η may be chosen as the law of ξ. Under Assumption 1, the
Ft-conditional density
pt(u;ω) =
P (ξ ∈ du | Ft)(ω)
η(du)
exists, and can be chosen so that (u, ω, t) 7→ pt(u;ω) is ca`dla`g in t and measurable for
the optional σ-field associated with the filtration F̂ given by F̂t = ∩u>tB(Rd) ⊗ Fu. See
Lemma 1.8 in [4].
Theorem 4 Let M be an F local martingale.
(i) If τ satisfies Jacod’s Criterion (Assumption 1), then M is a Gτ semimartingale.
(ii) Let X be a random variable such that (τ,X) satisfies Jacod’s Criterion (Assump-
tion 1), then M is a G(τ,X) semimartingale.
Proof. We prove (i). Let Hτ be the initial expansion of F with τ . It follows from Jacod’s
theorem (see Theorems VI.10 and VI.11 in [7]) that M is an Hτ semimartingale, which
is Gτ adapted. It is also a Gτ semimartingale by Stricker’s theorem. The proof of (ii) is
similar.
We provide the explicit decompositions using the following classical result by Jacod, see [4],
Theorem 2.5.
Theorem 5 Let M be an F local martingale, and assume Assumption 1 is satisfied. Then
there exists set B ∈ B(Rd), with η(B) = 0, such that
(i) 〈p(u),M〉 exists on {p−(u) > 0} for every u /∈ B,
(ii) there is an increasing predictable process A and an F̂ predictable function kt(u;ω)
such that for every u /∈ B, 〈p(u),M〉t =
∫ t
0 ks(u)ps−(u)dAs on {p−(u) > 0},
(iii)
∫ t
0 |ks(ξ)|dAs <∞ a.s. for every t ≥ 0 and Mt−
∫ t
0 ks(ξ)dAs is an H local martingale.
Immediate consequences of Theorem 3 and Theorem 5 are the following corollaries.
Corollary 2 Let M be an F local martingale, and assume that τ satisfies Assumption 1.
Then M is a Gτ semimartingale, and
Mt −
∫ t∧τ
0
d〈M,µ〉s + dJs
Zs−
−
∫ t
t∧τ
ks(τ)dAs
is the local martingale part of its Gτ decomposition. Here Z, µ and J are defined as in
Theorem 1, and k and A as in Theorem 5 with d = 1 and ξ = τ .
Notice that this recovers the main result in [5] (Theorem 3.1), since by Theorem 5 (ii) we
may write ∫ t
t∧τ
ks(τ)dAs =
∫ t
t∧τ
d〈p(u),M〉s
ps−(u)
∣∣∣∣
u=τ
,
whenever the right side makes sense. See [5] for a detailed discussion.
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Corollary 3 Let M be an F local martingale. Let X be a random variable and assume
that (τ,X) satisfies Assumption 1. Then M is a G(τ,X) semimartingale, and
Mt −
∫ t∧τ
0
d〈M,µ〉s + dJs
Zs−
−
∫ t
t∧τ
ks(τ,X)dAs
is the local martingale part of its G(τ,X) decomposition. Here Z, µ and J are defined as
in Theorem 1, and k and A as in Theorem 5 with d = 2 and ξ = (τ,X).
2.2 Absolute continuity of the Malliavin trace
In two papers on models for insider trading in mathematical finance, Imkeller et al. [3] and
Imkeller [2] introduced an extension of Jacod’s criterion for initial expansions, based on
Malliavin calculus. Given a measure-valued random variable F (du;ω) defined on Wiener
space with coordinate process (Wt)0≤t≤1, they introduce a Malliavin derivativeDtF (du;ω),
defined for all F satisfying certain regularity conditions. The full details are outside the
scope of the present paper, and we refer the interested reader to [3] and [2]. We continue
to let H be the initial expansion of F.
The extension of Jacod’s criterion is the following. Let Pt(du, ω) = P (τ ∈ du | Ft)(ω),
and assume that DtPt(du, ω) exists and satisfies
sup
f∈Cb(R), ‖f‖≤1
E
(∫ 1
0
〈DsPs(du), f〉2ds
)
<∞.
Here Cb(R) is the space of bounded and continuous functions on R, ‖ · ‖ is the supremum
norm, and 〈F (du), f〉 = ∫R+ f(u)F (du) for a random measure F and f ∈ Cb(R). Assume
also that
DtPt(du, ω) Pt(du, ω) a.s. for all t ∈ [0, 1],
and let gt(u;ω) be a suitably measurable version of the corresponding density. Then they
prove the following result.
Theorem 6 Under the above conditions, if
∫ 1
0 |gt(τ)|dt <∞ a.s., then
Wt −
∫ t
0
gs(τ)ds
is a Brownian motion in the initially expanded filtration H.
One example where this holds but Jacod’s criterion fails is τ = sup0≤t≤1Wt. In this case
gt(τ) can be computed explicitly and the H decomposition of W obtained. Due to the
martingale representation theorem in F, this allows one to obtain the H decomposition
for every F local martingale. Using Theorem 3, the decomposition in the progressively
expanded filtration G can then also be obtained.
Corollary 4 Under the assumptions of Theorem 6,
Wt −
∫ t∧τ
0
d〈W,Z〉s
Zs−
−
∫ t
t∧τ
gs(τ)ds
is a G Brownian motion.
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3 Expansion with multiple random times
We now move on to progressive expansions with multiple random times. We start again
with a filtered probability space (Ω,F ,F, P ), but instead of a single random time we
consider a vector of random times
τ = (τ1, . . . , τn).
We emphasize that there are no restrictions on the ordering of the individual times. This
is a significant departure from previous work in the field, where the times are customarily
assumed to be ordered. The progressive expansion of F with τ is
Gt =
⋂
u>t
G0u where G0t = Ft ∨ σ(τi ∧ t; i = 1, . . . , n),
and we are interested in the semimartingale decompositions of F local martingales in the
G filtration. Several other filtrations will also appear, and we now introduce notation that
will be in place for the remainder of this section, except in Theorem 8 and its corollary.
Let I ⊂ {1, . . . , n} be an index set.
• σI = maxi∈I τi and ρI = minj /∈I τj
• GI denotes the initial expansion of F with the random vector τ I = (τi)i∈I
• HI denotes the progressive expansion of GI with the random time ρI
If I = ∅, then GI = F and HI is the progressive expansion of F with ρ∅ = mini=1,...,n τi. If
on the other hand I = {1, . . . , n}, then GI = HI , and coincides with the initial expansion
of F with τ I = τ . Notice also that we always have GI ⊂ HI .
The idea from Section 2 can be modified to work in the present context. The intuition is
that the filtrations G and HI coincide on [[σI , ρI [[. The G decomposition on [[σI , ρI [[ of an
F local martingale M can then be obtained by computing its decomposition in HI . This
is done in two steps. First it is obtained in GI using, for instance, Jacod’s theorem (The-
orem 5), and then in HI up to time ρI using the Jeulin-Yor theorem (Theorem 1).
The following results collect some properties of the relationship between HI and G, thereby
clarifying in which sense they coincide on [[σI , ρI [[. We take the index set I to be given
and fixed.
Lemma 6 Let X be an HIt -measurable random variable. Then the quantity X1{σI≤t}
is Gt-measurable. As a consequence, if H is an HI optional (predictable) process, then
1[[σI ,ρI [[(H −HσI ) is G optional (predictable).
Proof. Let X be of the form X = fk(ρI ∧ t)
∏
i∈I hi(τi) for some Ft-measurable random
variable f and Borel functions k, hi. Then
X1{σI≤t} = fk(ρI ∧ t)
∏
i∈I
hi(τi ∧ t)1{σI≤t},
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which is Gt-measurable, since σI and ρI are G stopping times and τi ∧ t is Gt-measurable
by construction. The Monotone Class theorem shows that the statement holds for every
X that is measurable for Ft ∨ σ(τi : i ∈ I) ∨ σ(ρI ∧ t). HI is the right-continuous version
of this filtration, so the result follows.
Now consider an HI predictable process of the form H = h1]]s,t]] with s ≤ t and h an
HIs-measurable random variable. Then
Hr1[[σI ,ρI [[(r) = h1{s<r≤t}1{σI≤r<ρI} − h1{s<σI≤r<ρI},
which defines a G predictable process using the first part of the lemma. An application of
the Monotone Class theorem yields the desired result in the predictable case. The optional
case is similar.
Lemma 7 Let Tn be an HI stopping time and define T ′n = (σI ∨ Tn) ∧ (ρI ∨ n). Then T ′n
is a G stopping time.
Proof. We need to show that {T ′n > t} ∈ Gt for every t ≥ 0. Careful set manipulations
yield
1{T ′n>t} = 1{σI∨Tn>t}1{ρI∨n>t}
=
(
1− 1{σI≤t}1{Tn≤t}
) (
1− 1{ρI≤t}1{n≤t}
)
.
We have that 1−1{ρI≤t}1{n≤t} = 1−1{ρI≤t}(1−1{n>t}) = 1{ρI>t}+1{ρI≤t}1{n>t}, so
1{T ′n>t} = 1{ρI>t} − 1{σI≤t}1{Tn≤t}1{ρI>t}
+ 1{ρI≤t}1{n>t} − 1{σI≤t}1{Tn≤t}1{ρI≤t}1{n>t}.
The first and third terms are Gt-measurable since ρI is a G stopping time. The second
term is equal to 1{Tn≤t}1{σI≤t<ρI} and is thus Gt-measurable by Lemma 6, which also gives
the measurability of the fourth term.
The next theorem generalizes Theorem 3 to the case of progressive enlargement with
multiple, not necessarily ranked times.
Theorem 7 Let M be an F local martingale such that M0 = 0. For each I ⊂ {1, . . . , n},
suppose there exists a GI predictable finite variation process AI such that M − AI is a
GI local martingale. Moreover, define
ZIt = P (ρI > t | GIt ),
and let µI and JI be as in Theorem 1. Then M is a G semimartingale with local martingale
part Mt −At, where
At =
∑
I
1{σI≤ρI}
(∫ t∧ρI
t∧σI
dAIs +
∫ t∧ρI
t∧σI
d〈M,µI〉s + dJIs
ZIs−
)
.
Here the sum is taken over all I ⊂ {1, . . . , n}.
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Notice that when I = ∅, then σI = 0 and GI = F, so that AI = 0 and does not contribute
to At. Similarly, when I = {1, . . . , n}, ρI =∞ and we have ZIt = 1, causing both 〈M,µI〉
and J to vanish.
Before proving Theorem 7 we need the two following technical lemmas.
Lemma 8 Let M be an F-measurable process. Then∑
I⊂{1,...,n}
1{σI≤ρI}(Mt∧ρI −Mt∧σI ) = Mt −M0
Proof. Let τ(0) = 0 < τ(1) ≤ · · · ≤ τ(n) be the ranked sequence of the random times
(τi)1≤i≤n, and Σ the permutation of {1, . . . , n} from which they are obtained, i.e τΣ(i) =
τ(i), for all i ∈ {1, . . . , n}. For each 0 ≤ j ≤ n, we introduce
Sjt =
∑
I||I|=j
1{σI≤ρI}(Mt∧ρI −Mt∧σI ). (1)
We want to show that
∑n
j=0 S
j
t = Mt −M0. First we claim that for 0 ≤ j ≤ n
Sjt = Mt∧τ(j+1) −Mt∧τ(j) .
For j = 0, this follows clearly since σ∅ = 0, ρ∅ = τ(1) and τ(0) = 0. In order to prove
the claim for 1 ≤ j ≤ n, we need to show that the only term that contributes to the sum
in (1) is the one corresponding to the subset J = {Σ(1), . . . ,Σ(j)}. Noticing that for this
term σJ = τ(j) and ρJ = τ(j+1) will prove the claim. Fix 1 ≤ j ≤ n and let I be a subset
of {1, . . . , n} such that |I| = j. Assume there exists i such that Σ(i) /∈ I and 1 ≤ i ≤ j.
Then τΣ(i) = τ(i) ≥ ρI . Also, since |I| = j, there exists j+1 ≤ l ≤ n such that Σ(l) ∈ I. It
follows that σI ≥ τΣ(l) = τ(l) ≥ τ(i) ≥ ρI . This proves our claim. Now fix 0 ≤ k ≤ n. On
{τ(k) ≤ t < τ(k+1)} (with the convention τ(n+1) =∞), Sjt = Mτ(j+1) −Mτ(j) for each j < k,
Skt = Mt −Mτ(k) and Sjt = 0 for all j > k. Summing these terms finally yields
n∑
j=0
Sjt = Mt −M0.
Lemma 9 Let L be a local martingale in some filtration F, suppose σ and ρ are two
stopping times, and define a process Nt = 1{σ≤ρ}(Lt∧ρ − Lt∧σ).
(i) N is again a local martingale.
(ii) Let T be a stopping time and define T ′ = (σ ∨ T ) ∧ (ρ ∨ n) for a fixed n. Then
Nt∧T = Nt∧T ′.
Proof. Part (i): It is clear that N is adapted, since it is null before σ. Next, by stopping
we may assume L is a uniformly integrable martingale. With s < t we get
E (Nt | Fs) = E
(
1{s<σ≤ρ}(Lt∧ρ − Lt∧σ) | Fs
)
+ E
(
1{σ≤s}∩{σ≤ρ}(Lt∧ρ − Lt∧σ) | Fs
)
.
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Since {σ ≤ s} ∩ {σ ≤ ρ} ∈ Fs, the second term equals 1{σ≤s}∩{σ≤ρ}(Ls∧ρ − Ls∧σ). The
first term equals
E
{
1{s<σ≤ρ}E (Lt∧ρ − Lt∧σ | Fs∨σ) | Fs
}
= E
{
1{s<σ≤ρ}(L(s∨σ)∧ρ − L(s∨σ)∧σ) | Fs
}
,
which is zero since (s ∨ σ) ∧ ρ = (s ∨ σ) ∧ σ = σ on {s < σ ≤ ρ}. Assembling the pieces
yields
E (Nt | Fs) = 1{σ≤s}∩{σ≤ρ}(Ls∧ρ − Ls∧σ) = 1{σ≤ρ}(Ls∧ρ − Ls∧σ) = Ns,
as desired.
Part (ii): The proof consists of a careful analysis of the interplay between the indicators
involved in the definition of N and T ′. On {σ ≤ ρ} we have
t ∧ T ′ ∧ ρ = t ∧ (σ ∨ T ) ∧ (ρ ∨ n) ∧ ρ = t ∧ (σ ∨ T ) ∧ ρ
and
t ∧ T ′ ∧ σ = t ∧ (σ ∨ T ) ∧ (ρ ∨ n) ∧ σ = t ∧ (σ ∨ T ) ∧ σ.
On {T ≤ σ} ∩ {σ ≤ ρ}, these are both equal to t ∧ σ, so on this set,
Nt∧T ′1{T≤σ} = 1{σ≤ρ}1{T≤σ}(Lt∧σ − Lt∧σ) = 0.
Hence Nt∧T ′ = Nt∧T ′1{T>σ}. Similarly, Nt∧T = 0 on {T ≤ σ}, and hence Nt∧T1{T>σ} =
Nt∧T . But on {T > σ} ∩ {σ ≤ ρ},
t ∧ (σ ∨ T ′) ∧ ρ = t ∧ T ∧ ρ and t ∧ (σ ∨ T ′) ∧ σ = t ∧ T ∧ σ,
so Nt∧T ′1{T>σ} = Nt∧T1{T>σ}. This yields Nt∧T ′ = Nt∧T as required.
Proof of Theorem 7. For each fixed index set I, the process Mt −
∫ t
0 dA
I
s is a local
martingale in the initially expanded filtration GI by assumption. Now, HI is obtained
from GI by a progressive expansion with ρI , so Theorem 1 yields that
M It = Mt∧ρI −
∫ t∧ρI
0
dAIs −
∫ t∧ρI
0
d〈M,µI〉s + dJIs
ZIs−
is an HI local martingale. Define the process
N It = 1{σI≤ρI}
(
M It∧ρI −M It∧σI
)
.
Our goal is to prove that N I is a G local martingale. This will imply the statement of the
theorem, since summing the N I over all index sets I and using Lemma 8 yields precisely
M −A.
By part (i) of Lemma 9, N I is a local martingale in HI . Write
N It = 1{σI≤t<ρI}
(
M It −M IσI
)
+ 1{σI≤ρI<t}
(
M IρI −M IσI
)
= Y1 + Y2
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and apply Lemma 6 with X = Y1 for the first term and X = Y2 for the second to see
that N I is in fact G adapted. The use of Lemma 6 is valid because both Y1 and Y2 are
HIt -measurable.
Next, let (Tn)n≥1 be a reducing sequence for N I in HI . By Lemma 7 we know that
T ′n = (σI ∨ Tn) ∧ (ρI ∨ n) are G stopping times, and since T ′n ≥ Tn ∧ n we have T ′n ↑ ∞
a.s. Moreover, part (ii) of Lemma 9 implies that N It∧Tn = N
I
t∧T ′n . Hence (N
I
t∧T ′n)t≥0 is an
HI martingale that is G adapted, and therefore even a G martingale. We deduce from
the above that N I is a G local martingale. A final application of Lemma 6 shows that
A is G predictable, so we obtain indeed the G semimartingale decomposition of M . This
completes the proof of Theorem 7.
We now proceed to study the special case where the vector τ of random times satisfies
Jacod’s criterion, meaning that Assumption 1 holds, now with state space E = Rn+. Again
there is no loss of generality to let η be the law of τ . We will further assume that η is
absolutely continuous w.r.t to Lebesgue measure, so that η(du) = h(u)du. Provided the
law of τ does not have atoms, this restriction is not essential—everything that follows
goes through without it—but it simplifies the already quite cumbersome notation.
The joint Ft conditional density corresponding to this choice of η is denoted pt(u;ω). That
is,
P (τ ∈ du | Ft) = pt(u)du1 · · · dun,
where we suppressed the dependence on ω. Now, for an index set I ⊂ {1, . . . , n} with
|I| = m, we have, for uI ∈ Rm+ ,
P (τ I ≤ uI | Ft) =
∫
vI≤uI
∫
v−I≥0
pt(vI ;v−I)dv−IdvI ,
where τ I is the subvector of τ whose components have indices in I, and where vI and
v−I are the subvectors of v with indices in I, respectively not in I. Inequalities should be
interpreted componentwise. The above shows that τ I also satisfies Assumption 1, so that
there is an appropriately measurable function pIt (uI ;ω) such that
P (τ I ∈ duI | Ft) = pIt (uI)duI .
Moreover, this conditional density pI is given by
pIt (uI) =
∫
Rn−m+
pt(uI ;u−I)du−I .
Define
pt(u−I | τ I) = pt(τ I ;u−I)∫∞
0 · · ·
∫∞
0 pt(τ I ;v−I)dv−I
.
This is the conditional density of τ−I given Ft ∨ σ(τI), as one can verify using standard
arguments. Defining
ZIt =
∫ ∞
t
· · ·
∫ ∞
t
pt(u−I | τ I)du−I , (2)
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we have ZIt = P (ρI > t | Ft ∨ σ(τI)). One then readily checks that we also have
ZIt = P (ρI > t | GIt ).
We can now state the decomposition theorem for continuous F local martingales in the
progressively expanded filtration G, when Jacod’s criterion is satisfied. Recall that σI =
maxi∈I τi and ρI = minj /∈I τj .
Corollary 5 Let M be an F local martingale, and assume Assumption 1 is satisfied for
τ = (τ1, . . . , τn). Then M is a G semimartingale. Furthermore, assume that M is contin-
uous. For each I ⊂ {1, . . . , n}, let ZI be given by (2) and let µI and JI be as in Theorem 1.
Then Mt −At is a G local martingale, where
At =
∑
I
1{σI≤ρI}
(∫ t∧ρI
t∧σI
d〈pI(uI),M〉s
pIs−(uI)
∣∣∣∣
uI=τ I
+
∫ t∧ρI
t∧σI
d〈M,µI〉s + dJIs
ZIs−
)
.
Here the sum is taken over all I ⊂ {1, . . . , n}.
Proof. We apply Theorem 7 and notice that it follows from Theorem 5 that
AIt =
∫ t
0
kIs(τ I)d〈M,M〉s =
∫ t
0
d〈pI(uI),M〉s
pIs−(uI)
∣∣∣∣
uI=τ I
.
This completes the proof.
We end this section by pointing out that the filtration G(τ,X) introduced in Section 2 can
be generalized to the multiple time case. To state the precise result, we first suppose that
each random time τi is accompanied by a random variable Xi, and let X = (X1, . . . , Xn).
Define the filtration G(τ ,X) by
G(τ ,X)t =
⋂
u>t
G0,(τ ,X)u ,
where
G0,(τ ,X)t = Ft ∨ σ(τi ∧ t : i = 1, . . . , n) ∨ σ(Xi1{τi≤t} : i = 1, . . . , n).
Let I ⊂ {1, . . . , n} be an index set. Assume for simplicity that P (τi = τj) = 0 for i 6= j.
We may then define
• XI = (Xi)i∈I .
• YI = Xi∗ , where i∗ ∈ I is the index for which ρI = τi∗ .
For the statement and proof of Theorem 8, we redefine the objects GI and HI as follows.
For an index set I ⊂ {1, . . . , n},
• GI denotes the initial expansion of F with the random vector (τ I ,XI) = (τi, Xi)i∈I .
• HI denotes the (ρI , YI)-expansion of GI .
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Theorem 8 Let M be an F local martingale such that M0 = 0. For each I ⊂ {1, . . . , n},
suppose there exists a GI predictable finite variation process AI such that M − AI is a
GI local martingale. Moreover, define
ZIt = P (ρI > t | GIt ),
and let µI and JI be as in Theorem 1. Then M is a G(τ ,X) semimartingale with local
martingale part Mt −At, where
At =
∑
I
1{σI≤ρI}
(∫ t∧ρI
t∧σI
dAIs +
∫ t∧ρI
t∧σI
d〈M,µI〉s + dJIs
ZIs−
)
.
Here the sum is taken over all I ⊂ {1, . . . , n}.
Proof. The proof is the same as that of Theorem 7, except for the following points:
Instead of Theorem 1, we invoke Theorem 2, which is justified by Lemma 5. Moreover, it
must be verified that Lemma 6 remains valid for the redefined HI and G = G(τ ,X). This is
easily done: in the proof of Lemma 6, simply replace X = fk(ρI ∧ t)
∏
i∈I hi(τi) by
X = fk(ρI ∧ t)`(YI1{ρI≤t})
∏
i∈I
hi(τi)gi(Xi1{τi≤t}),
where `(·) and gi(·) are Borel functions.
Define the process
Nnt =
n∑
i=1
Xi1{τi≤t}
Let Nn be the smallest right continuous filtration containing F and to which the process
Nn is adapted. Under the same assumption as in Theorem 8, F semimartingales remain
Nn semimartingales.
Corollary 6 Let M be an F local martingale such that M0 = 0. For each I ⊂ {1, . . . , n},
suppose there exists a GI predictable finite variation process AI such that M − AI is a
GI local martingale. Then M is a Nn semimartingale.
Proof. Applying Theorem 8, M is a G(τ ,X) semimartingale. Since Nn ⊂ G(τ ,X) and
M is adapted to Nn, it follows from Stricker’s theorem ([7] Theorem II.4) that M is a
Nn semimartingale.
4 Connection to filtration shrinkage
It has been observed that the optional projection of a local martingale M onto a filtration
to which it is not adapted may lose the local martingale property, see [1]. However,
general conditions for when this happens are not available. In this section we give a
partial result in this direction. We prove that when F is a Brownian filtration, Jacod’s
criterion together with additional regularity of the conditional densities guarantee that for
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any sufficiently regular F local martingale M , oMH is a local martingale in G, where MH
is the local martingale part of M in H and oX denotes optional projection onto G. For a
locally integrable finite variation process A, its dual predictable projection onto G will be
denoted Ap.
Theorem 9 Let M be an F local martingale and let H be a filtration that coincides with
G after τ . Suppose M is an H semimartingale with decomposition
Mt = M
H
t +A
H
t .
Assume AH has an optional projection oAH onto G which is G locally integrable. Then
oMH exists. It is a G local martingale if and only if
(AH·∧τ )
p
t =
∫ t∧τ
0
d〈M,µ〉s + dJs
Zs−
a.s. for all t ≥ 0,
where Z, µ and J are as in Theorem 1.
Proof. Since M is G adapted and oAH exists, oMH also exists. Using Lemma 2 (ii) we
get
oMHt = Mt − o(AH·∧τ )t −
∫ t
t∧τ
dAHs .
Moreover, since oAH exists and is G locally integrable, the same holds for o(AH·∧τ ), which
therefore has a compensator which coincides with the dual predictable projection (AH·∧τ )p.
Let M˜t =
o(AH·∧τ )− (AH·∧τ )p, which is a G local martingale. Then
oMHt = Mt − (AH·∧τ )pt − M˜t −
∫ t
t∧τ
dAHs .
Since M is an H semimartingale that is G adapted, it is also a G semimartingale, see
Theorem II.4 in Protter [7]. Let its decomposition be given by
Mt = M
G
t +A
G
t = M
G
t +A
G
t∧τ +
∫ t
t∧τ
dAGs .
By Theorem 3, we have
∫ t
t∧τ dA
G
s =
∫ t
t∧τ dA
H
s , so that
oMHt =
(
MGt − M˜t
)
+
(
AGt∧τ − (AH·∧τ )pt
)
.
By Theorem 1 we have
AGt∧τ =
∫ t∧τ
0
d〈M,µ〉s + dJs
Zs−
,
so the result follows since the predictable, finite variation process AGt∧τ − (AH·∧τ )pt is zero
for all t a.s. if and only if oMH is a G local martingale.
We now specialize to the case where F is generated by a Brownian motion W , and τ sat-
isfies Jacod’s Criterion (Assumption 1). By martingale representation, the Ft-conditional
densities pt(u) satisfy
pt(u) = p0(u) +
∫ t
0
qs(u)dWs (3)
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for some family {q(u) : u ≥ 0} of F predictable processes (qt(u))t≥0. In order to prove the
main result of this section, we need the following lemma.
Lemma 10 Let G and H be two filtrations such that G ⊂ H. Suppose a is an H-adapted
process such that E{∫ t0 |as|ds} <∞ for each t ≥ 0. Then
Mt = E
(∫ t
0
asds | Gt
)
−
∫ t
0
E(as | Gs)ds
is a G martingale.
Proof. Let 0 ≤ s < t. Then
E(Mt | Gs) = E
(
E(
∫ t
0
audu | Gt)−
∫ t
0
E(au | Gu)du | Gs
)
= E(
∫ t
0
audu | Gs)− E(
∫ t
0
E(au | Gu)du | Gs)
= E(
∫ s
0
audu | Gs) + E(
∫ t
s
audu | Gs)−
∫ s
0
E(au | Gu)du− E(
∫ t
s
E(au | Gu)du | Gs).
By Fubini’s theorem we obtain E(
∫ t
s E(au | Gu)du | Gs) =
∫ t
s E(au | Gs)du and E(
∫ t
s audu |
Gs) =
∫ t
s E(au | Gs)du. Hence
E(Mt | Gs) = E
(∫ t
0
audu | Gu
)
−
∫ s
0
E(au | Gu)du = Ms,
as required.
We may now state the following theorem.
Theorem 10 Assume the processes q(u) given in (3) are bounded by some integrable
process. Let M be an F local martingale and kt(u) be as in Theorem 5. If
E
(∫ t
0
∣∣ks(τ)∣∣d〈M,M〉s) <∞ for all t ≥ 0,
then oMH is a G local martingale, where MH is the local martingale part of the H decom-
position of M .
Proof. Note that M is indeed an H semimartingale by Theorem 5, and that its finite
variation part AH is locally integrable and given by
AHt =
∫ t
0
ks(τ)d〈M,M〉s.
By Theorem 9 we must show that (AH·∧τ )p and
∫ t∧τ
0
d〈M,Z〉s
Zs− are equal, so we compute
these two quantities. We start with the first one. By martingale representation, there is
a predictable process (mt)t≥0 such that Mt = M0 +
∫ t
0 msdWs. Thus d〈M,M〉s = m2sds,
and using Lemma 10 we get
o(AH·∧τ )t = E
(∫ t
0
1{τ>s}ks(τ)m2sds | Gt
)
= Nt +
∫ t
0
1{τ>s}E (ks(τ) | Gs)m2sds,
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where N is a G martingale. Hence (AH·∧τ )p is given by the second term on the right side,
so we focus on this term. We have
1{τ>s}E(ks(τ) | Gs) = 1{τ>s}
∫∞
s ks(u)ps(u)du∫∞
s ps(u)du
= 1{τ>s}
1
Zs−
∫ ∞
s
ks(u)ps(u)du,
where the first equality holds because the conditional density of τ given Ft ∨ σ({τ > s})
is ks(u)/
∫∞
s ps(u)du. Using part (i) of Theorem 5 we then get
(AH·∧τ )
p
t =
∫ t∧τ
0
1
Zs−
(∫ ∞
s
ks(u)ps(u)du
)
m2sds =
∫ t∧τ
0
1
Zs−
(∫ ∞
s
qs(u)du
)
msds. (4)
We now deal with
∫ t∧τ
0
d〈M,Z〉s
Zs− . Since Zt =
∫∞
t pt(u)du = 1−
∫ t
0 pt(u)du, we have
Zt +
∫ t
0
pu(u)du = 1 +
∫ t
0
(pu(u)− pt(u))du = 1−
∫ t
0
∫ t
u
qs(u)dWsdu.
Since all q(u) are bounded by an integrable process, we may exchange the integrals in the
last term. This yields
Zt +
∫ t
0
pu(u)du = 1−
∫ t
0
∫ u
0
qs(u)dudWs.
Hence d〈Z,M〉s = −ms(
∫ s
0 qs(u)du)ds. Now, we claim that
∫∞
0 qs(u)du = 0 for all s a.s.
This follows from
0 =
∫ ∞
0
(pt(u)− p0(u))du =
∫ ∞
0
∫ t
0
qs(u)dWsdu =
∫ t
0
∫ ∞
0
qs(u)dudWs,
where the first equality holds because
∫∞
0 pt(u)du = 1 for every t ≥ 0 a.s. Thus d〈Z,M〉s =
ms(
∫∞
s qs(u)du)ds, so∫ t∧τ
0
d〈M,Z〉s
Zs−
=
∫ t∧τ
0
1
Zs−
ms
(∫ ∞
s
qs(u)du
)
ds,
which coincides with the previously established expression for (AH·∧τ )
p
t given in Equa-
tion (4). The claim now follows from Theorem 9.
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