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Abstract. Employing the notion of a coupling between measures, drawn from the optimal
transport theory, we study the extension of the Sorkin–Woolgar causal relation K+ onto
the space P(M) of Borel probability measures on a given spacetime M. We show that
Minguzzi’s characterization of K+ in terms of time functions possesses a “measure-theoretic”
generalization. Moreover, we prove that the relation K+ extended onto P(M) retains its
property of antisymmetry for M stably causal.
1. Introduction
In causality theory, i.e. the subfield of mathematical relativity studying the causal properties of
spacetimes, the fundamental role is played by the binary relations of chronological and causal
precedence called I+ and J+, respectively. An event p is said to chronologically (causally)
precede another event q if they can be connected by means of a future-directed timelike (causal)
curve, what is usually denoted p≪ q (p  q). For a concise review of causality theory we refer
the reader to [1], whereas a more detailed exposition can be found e.g. in [2, 3, 4, 5, 6].
There are, however, other binary relations studied in causality theory, which offer an
alternative way of modelling causal influence. One of the important examples is the relation K+,
introduced by Sorkin and Woolgar [7] within the programme of reformulating causality theory
along topological and order-theoretic lines, which in particular would encompass spacetimes
with metrics of low regularity. K+ was defined there as the smallest transitive and topologically
closed relation containing I+. Of course, if the spacetime M is causally simple, then J+ is a
closed subset of M2 and hence K+ = J+, but without the assumption of causal simplicity only
the inclusion K+ ⊇ J+ holds, thus allowing for causal influence to involve more pairs of events
than the causal curves alone can connect.
The Sorkin–Woolgar relation turns out to give some non-trivial insight into the property of
stable causality, as attested by the following result due to Minguzzi [8] (see also the article by
Bernard and Suhr in the present volume):
Theorem 1. Spacetime M is stably causal iff it is K-causal, that is iff the relation K+ is
antisymmetric (and hence a partial order).
In addition, it has been shown (also by Minguzzi [9]) that for M stably causal the relation
K+ can be completely characterized in terms of time functions, i.e. continuous real-valued maps
on M, which are strictly increasing along every future-directed causal curve. It is worth noting
that such maps exist precisely on stably causal spacetimes [10]. Concretely, the characterization
is as follows.
Theorem 2. Let M be a stably causal spacetime and let p, q ∈ M. Then
(p, q) ∈ K+ ⇔ For every time function t t(p) ≤ t(q). (1)
Inspired by the causal structure in noncommutative Lorentzian geometry ([11], see also [12]
and references therein) we have recently proposed a way to extend the causal precedence relation
J+ onto the space P(M) of all Borel probability measures on a given spacetime M [13]. The
proposed extension employs the notion of a coupling of a pair of measures, drawn from the
optimal transport theory [14, 15] adapted to the Lorentzian setting, and can be successfully used
to model the causal time-evolution of spatially distributed quantities from classical physics, such
as charge or energy densities [16, Section 2]. Surprisingly enough, it turns out to provide also a
suitable framework for the study of quantum wave packets [17].
Let us emphasize, however, that the method of extending J+ onto P(M) can be in fact
applied to any (Borel) relation R ⊆M2 (see Definition 1 below). In particular, in [18] we have
studied the extension of the Sorkin–Woolgar relation K+, addressing the question whether it
retains its defining properties of transitivity and closedness, as well as establishing a “measure-
theoretic” analogue of characterization (1). Although the first question has been answered
positively, the characterization has been proven only under a stronger assumption of M being
causally continuous. What is more, the problem whether K+ extended onto P(M) is still
antisymmetric for M stably causal has been left for future investigations.
The aim of the current paper is to fill both the above-mentioned gaps. To this end, we
begin in Section 2 by providing the prerequisite definitions and some general results. Section 3
constitutes the main part of the article, with Theorem 5 answering the question concerning the
characterization with time functions, and Theorem 7 tackling with the problem of antisymmetry.
The (somewhat technical) proofs involve introducing and studying the so-called multi-time
orderings, which generalize time orderings employed in [9].
2. Preliminaries
From now on, the term “measure” will always stand for “Borel probability measure”.
Given a pair of measures µ, ν ∈ P(M), we call ω ∈ P(M2) a coupling of µ and ν if the
latter two measures are ω’s marginals, that is if pi1♯ω = µ and pi
2
♯ω = ν, where pi
i : M2 → M,
i = 1, 2 denote the canonical projections. We shall denote the set of all such couplings by
Π (µ, ν). Borrowing the terminology from Suhr [19, Definition 2.4], let us put forward the
following general definition:
Definition 1. Let M be a Polish space and let R ⊆ M2 be a Borel binary relation. For any
µ, ν ∈ P(M) we say that µ is R-related with ν if there exists ω ∈ Π (µ, ν) such that ω(R) = 1.
Example 1. As a simple illustration of the above concept, consider the equality relation =,
which, when regarded as a subset of M2, is nothing but ∆(M), where ∆ : M → M2,
∆(p) = (p, p) denotes the diagonal map. Then for any µ, ν ∈ P(M) the existence of ω ∈ Π (µ, ν)
such that ω(∆(M)) = 1 is a necessary and sufficient condition for µ and ν to be actually equal.
Indeed, necessity follows from the observation that, for any µ ∈ P(M), ∆♯µ ∈ Π (µ, µ) and
of course ∆♯µ(∆(M)) = µ(∆
−1(∆(M))) = µ(M) = 1. For the proof of sufficiency, consult [13,
Lemma 4].
By analogy with J+, for any X ⊆M we introduce the notation R+(X ) := pi2 ((X ×M) ∩R)
and R−(X ) := pi1 ((M×X ) ∩R). Notice that the sets R±(X ) need not be Borel even if X is a
Borel set. Nevertheless, being projections of Borel sets, they are universally measurable, which
means that for any measure µ ∈ P(M) the sets R±(X ) are Borel up to a µ-negligible set, and
therefore the quantity µ(R±(X )) is well defined [20].
We will need the following powerful characterization of R-relatedness due to Suhr [19,
Theorem 2.5].
Theorem 3. Let M be a Polish space and let the relation R ⊆ M2 be closed (topologically).
Then for any µ, ν ∈ P(M) the following conditions are equivalent
(i) µ is R-related with ν.
(ii) For any Borel B ⊆M
µ(B) ≤ ν(R+(B)) and µ(R−(B)) ≥ ν(B).
In this paper we will be dealing with closed preorders, i.e. those relations R ⊆M2 which are
reflexive, transitive and topologically closed. We will write µ R ν to express the R-relatedness
of µ and ν. Notice that for any compact C ⊆M the sets R±(C) are closed.
As a first general result, we obtain the following alternative characterizations of R.
Theorem 4. Let M be a Polish space and let R ⊆ M2 be a closed preorder. For any
µ, ν ∈ P(M) the following conditions are equivalent:
1• µ R ν.
2• For any compact subset C ⊆M
µ(R+(C)) ≤ ν(R+(C)). (2)
3• For any Borel subset X ⊆M such that R+(X ) ⊆ X
µ(X ) ≤ ν(X ). (3)
Additionally, conditions 2• and 3• are equivalent with their “past” counterparts:
2′• For any compact subset C ⊆M
µ(R−(C)) ≥ ν(R−(C)). (4)
3′• For any Borel subset Y ⊆M such that R−(Y) ⊆ Y
µ(Y) ≥ ν(Y). (5)
Proof. We adapt here of the first part of the proof of [18, Theorem 2].
1• ⇒ 2• By the closedness of R, for any compact C ⊆ M the set R+(C) is closed and
hence Borel. Denoting its characteristic function by χ (which is a Borel map), the inequality
χ(p) ≤ χ(q) holds for all (p, q) ∈ R by transitivity. Finally, on the strength of 1•, there exists
ω ∈ Π (µ, ν) supported on R. Altogether, one can write that
µ(R+(C)) =
∫
M
χ(p)dµ(p) =
∫
M2
χ(p)dω(p, q) =
∫
R
χ(p)dω(p, q) ≤
∫
R
χ(q)dω(p, q)
=
∫
M2
χ(q)dω(p, q) =
∫
M
χ(q)dν(q) = ν(R+(C)).
One similarly proves that 1• ⇒ 2′•.
2• ⇒ 3• Let the set X be as specified in 3•. Taking any compact C ⊆ X , we have that
R+(C) ⊆ R+(X ) ⊆ X and hence
µ(C) ≤ µ(R+(C)) ≤ ν(R+(C)) ≤ ν(X ),
where in the second inequality we have used 2•. Using the fact that µ, being a Borel measure
on a Polish space, is inner regular (a.k.a. tight [20, Lemma 12.6]), we hence obtain that
µ(X ) = sup{µ(C) | C ⊆ X compact} ≤ ν(X ).
One similarly proves that 2′• ⇒ 3′•.
3• ⇔ 3′• Denote X c := M \ X . The possibility of moving between these two conditions
relies on the obvious equality µ(X c) = 1 − µ(X ) valid for any µ ∈ P(M) and any Borel set
X ⊆ M, and on the following equivalence of inclusions: R+(X ) ⊆ X ⇔ R−(X c) ⊆ X c. The
latter has been stated in [13, Proposition 1] for J+, but the proof conducted there is in fact
valid for any relation R.
3•, 3′• ⇒ 1• It suffices to notice that condition (ii) in Theorem 3 is satisfied.
Indeed, the first inequality in (ii) follows directly from 3• with X := R+(B) (up to a µ-
negligible set) and the obvious inequality µ(B) ≤ µ(R+(B)). Similarly, the second inequality
follows from 3′• with Y := R−(B) (up to a ν-negligible set) and another self-evident inequality
ν(R−(B)) ≥ ν(B).
3. Main results
In [18], we have provided several characterizations of the K-causality relation between measures,
some of which have been proven to hold for all stably causal spacetimes, whilst others seemed
to demand a stronger requirement of causal continuity. Below, however, we show that the latter
requirement is in fact redundant. In other words, we upgrade [18, Theorem 2] to the following
result.
Theorem 5. LetM be a stably causal spacetime. For any µ, ν ∈ P(M) the following conditions
are equivalent.
1• µ K ν.
4• For any time function t and any λ ∈ R
µ
(
t−1((λ,+∞))
)
≤ ν
(
t−1((λ,+∞))
)
. (6)
5• For any bounded time function t ∫
M
tdµ ≤
∫
M
tdν. (7)
The numbers 2•, 3• have been omitted here as they refer to the conditions listed in Theorem
4, which of course holds in the special case R := K+.
Additionally, the following two remarks from [18] are still valid (with their proofs unchanged).
Remark 1. Without loss of (or gain in) generality, in condition 5• the term “bounded” can
be replaced with “µ- and ν-integrable”, whereas the term “time” can be substituted with
“temporal”, “smooth time”, “smooth causal” or “continuous causal”.
Remark 2. Condition 4• can equivalently employ the closed half-lines. In other words, the
following condition is equivalent to 4•:
4′• For any time function t and any λ ∈ R
µ
(
t−1([λ,+∞))
)
≤ ν
(
t−1([λ,+∞))
)
. (8)
In order to prepare the ground for the proof of Theorem 5, we begin by slightly strengthening
Minguzzi’s Theorem 2.
Theorem 6. Let M be a stably causal spacetime. Then there exists a countable family of
bounded time functions {tα :M→ (0, 1)}α∈N, such that for any p, q ∈ M
(p, q) ∈ K+ ⇔ ∀α ∈ N tα(p) ≤ tα(q) (9)
and, moreover,
[∀α ∈ N tα(p) = tα(q)] ⇔ p = q. (10)
Proof. The implication ‘⇒’ in (9) follows trivially from Theorem 2. In order to show
the converse, we will demonstrate how to construct a countable family of time functions
{tα :M→ (0, 1)}α∈N such that, for any p, q ∈ M
(p, q) /∈ K+ ⇒ ∃α ∈ N tα(p) > tα(q).
To begin with, consider the open setM2 \K+. By Theorem 2, for any pair (p, q) ∈ M2 \K+
we can pick a time function tp,q such that tp,q(p) − tp,q(q) > 0. Notice now that the map
(tp,q ◦ pi
1 − tp,q ◦ pi
2) : M2 → R is continuous, and therefore the following family of inverse
images: {
(tp,q ◦ pi
1 − tp,q ◦ pi
2)−1((0,+∞))
}
(p,q)∈M2\K+
constitutes an open cover of M2 \ K+. Since the latter is a separable metric space (being an
open subspace of a separable metric spaceM2), it possesses the Lindelo¨f property [21, Theorem
16.11], i.e. we can choose a countable subcover of the above cover:{
(tpα,qα ◦ pi
1 − tpα,qα ◦ pi
2)−1((0,+∞))
}
α∈N
.
To obtain the desired countable family of bounded time functions, it now suffices to define
tα := ϕ ◦ tpα,qα for every α ∈ N, where ϕ ∈ Cb(R) is a fixed continuous strictly increasing
function attaining values in (0, 1) (for instance, ϕ(x) := 12 +
1
2 tanhx).
As for condition (10), it follows directly from (9) and Theorem 1.
In [18] it was proven that the Sorkin–Woolgar relation retains its defining properties of
transitivity and closedness when extended onto measures. With the help of Theorem 6, we
can show that this extension is also antisymmetric (and hence a partial order) provided M is
stably causal. In other words, Minguzzi’s Theorem 1 still holds in the more general setting of
K-causality between measures.
Theorem 7. Let M be a stably causal spacetime. Then the relation K on P(M) is
antisymmetric.
Proof. The major part of the proof can be straightforwardly adapted from that of [13,
Theorem 12], where it was proven that the relation J+ (extended onto P(M)) is antisymmetric
under some mild assumptions on the causal properties of M. In fact, there is only one step of
that proof which requires a nontrivial modification. Namely, we need to show here that, for any
fixed µ ∈ P(M), the only ω ∈ Π (µ, µ) satisfying ω(K+) = 1 is ∆♯µ. On the strength of [13,
Lemma 4], it suffices to prove that ω(∆(M)) = 1.
To this end, observe first that for any f ∈ Cb(M) we have∫
K+
(f(q)− f(p))dω(p, q) = 0, (11)
what can be obtained by subtracting the identities
∫
M f(p)dµ(p) =
∫
K+
f(p)dω(p, q) and∫
M f(q)dµ(q) =
∫
K+
f(q)dω(p, q), true by the very assumption on ω.
Let us now fix a countable family of time functions {tα : M → (0, 1)}α∈N provided by
Theorem 6. We claim that the following chain of equalities is true
1 = ω(K+) = ω
({
(p, q) ∈ K+
∣∣∣ ∞∑
α=1
2−α tα(p) =
∞∑
α=1
2−α tα(q)
})
= ω
(
∞⋂
α=1
{
(p, q) ∈ K+ | tα(p) = tα(q)
})
= ω(∆(M)). (12)
Indeed, the first equality follows from the very definition of ω. To see why the second equality
holds, observe that the complementary subset {(p, q) ∈ K+ |
∑∞
α=1 2
−α tα(p) <
∑∞
α=1 2
−α tα(q)}
is ω-null on the strength of (11), in which we have plugged f :=
∑∞
α=1 2
−α tα. As for the third
equality, one can actually prove the equality of the sets involved. In order to show the nontrivial
inclusion “⊆”, take any (p, q) ∈ K+ such that ∃α0 ∈ N tα0(p) < tα0(q). Of course, since tα’s
are all time functions, they satisfy tα(p) ≤ tα(q) by Theorem 1, and therefore we obtain that∑∞
α=1 2
−α tα(p) <
∑∞
α=1 2
−α tα(q). Finally, the fourth equality follows from condition (10).
In the proof of Theorem 5 we will need another kind of causal relation, which generalizes
Minguzzi’s time orderings [9]. Recall that, given a time function t :M→ R, its corresponding
time ordering is a (closed total) preorder defined as
T+[t] =
{
(p, q) ∈ M2 | t(p) ≤ t(q)
}
.
We generalize this definition onto finite collections of time functions in a straightforward way.
Definition 2. Let M be a stably causal spacetime and let F := {t1, t2, . . . , tn}, n ∈ N be a finite
set of time functions. Its corresponding multi-time ordering is a (closed) preorder defined via
T+[F ] :=
⋂
t∈F
T+[t] =
{
(p, q) ∈ M2 | tα(p) ≤ tα(q), α = 1, . . . , n
}
Theorem 8. Let M, F and n be as above. Then for any µ, ν ∈ P(M) the following conditions
are equivalent:
1• µ T [F ] ν.
2• For any Φ ∈ Cb(R
n) componentwise increasing∫
M
Φ(t1, . . . , tn)dµ ≤
∫
M
Φ(t1, . . . , tn)dν. (13)
Proof. Implication 1• ⇒ 2• can be proven through the following chain of (in)equalities,
valid for any componentwise increasing function Φ ∈ Cb(R
n):∫
M
Φ(t1, . . . , tn)dµ =
∫
K+
Φ(t1(p), . . . , tn(p))dω(p, q)
≤
∫
K+
Φ(t1(q), . . . , tn(q))dω(p, q) =
∫
M
Φ(t1, . . . , tn)dν,
where the equalities hold by the very definition of K , whereas the inequality is true by
Theorem 2 and the assumption on Φ.
In order to show the converse implication, we will demonstrate that 2• implies the following
condition
µ(T+[F ](C)) ≤ ν(T+[F ](C)) for any compact subset C ⊆M, (14)
which is equivalent to 1• by Theorem 4.
Let us first assume that C is finite. In order to show that inequality (14) holds for
C = {q1, . . . , qs}, consider the maps Tk,l :M→ R defined, for any k, l ∈ N, via
Tk,l(p) := ϕ
−
l
(
s∑
i=1
n∏
α=1
ϕ+k (tα(p)− tα(qi))
)
,
where ϕ±k ∈ Cb(R) are defined as ϕ
±
k (x) :=
1
2 +
1
2 tanh(k
2x±k). Observe that the sequence (ϕ+k )
is pointwise convergent to the characteristic function of the closed half-line χ[0,+∞), whereas the
pointwise limit of the sequence (ϕ−l ) is the characteristic function of the open half-line χ(0,+∞).
But this actually means that, for any p ∈ M,
lim
l→+∞
lim
k→+∞
Tk,l(p) =
{
1 if ∃ i ∈ {1, . . . , s} ∀α ∈ {1, . . . , n} tα(p) ≥ tα(qi)
0 otherwise.
In other words, the iterated pointwise limit of the sequence (Tk,l) calculated first with respect
to k and then l is nothing but the characteristic function of the set T+[F ](C).
Observe now that for any k, l ∈ N the map Tk,l is of the form Φ(t1, . . . , tn) with Φ ∈ Cb(R
n)
componentwise increasing. On the strength of 2•, we thus have that∫
M
Tk,l dµ ≤
∫
M
Tk,l dν.
Invoking Lebesgue’s dominated convergence theorem twice, we pass first to the limit k → +∞
and then to the limit l→ +∞, thus obtaining (14) for C finite.
Suppose now that C ⊆ M is any compact subset. Our aim now is to construct a sequence
(Cm)m∈N of finite subsets of M such that
∀m ∈ N T+[F ](Cm+1) ⊆ T
+[F ](Cm) and
∞⋂
m=1
T+[F ](Cm) = T
+[F ](C),
as this would already complete the proof of (14) via
µ(T+[F ](C)) = µ
(
∞⋂
m=1
T+[F ](Cm)
)
= lim
m→+∞
µ
(
T+[F ](Cm)
)
≤ lim
m→+∞
ν
(
T+[F ](Cm)
)
= ν
(
∞⋂
m=1
T+[F ](Cm)
)
= ν(T+[F ](C)).
We shall construct the sequence (Cm) recursively. To this end, let us first introduce the following
open subsets: B(C,R) :=
⋃
x∈C B(x,R) (for any R > 0) and, for any p ∈ M,
V (p) :=
n⋂
α=1
t−1α ((tα(p),+∞)) = {q ∈ M | ∀α ∈ {1, . . . , n} tα(p) < tα(q)} .
Two immediate observations follow. First, for any R > 0 the family {V (p)}p∈B(C,R) constitutes
an open cover of C (and hence it possesses a finite subcover). Indeed, for any q ∈ C one can
always choose p ∈ B(q,R) \ {q} which causally precedes q and thus t(p) < t(q) for any time
function t. Second, it is easy to notice that V (p) = T+[F ](p).
To begin the construction of (Cm), let R1 := 1 and let the family {V (p
(1)
1 ), . . . , V (p
(1)
s1 )} be a
finite subcover of the open cover {V (p)}p∈B(C,R1) of C. Define C1 := {p
(1)
1 , p
(1)
2 , . . . , p
(1)
s1 }.
Suppose now we have constructed Cm = {p
(m)
1 , . . . , p
(m)
sm } for some m ∈ N. In order to
construct Cm+1, define first
Rm+1 :=
1
2 min
{
dist
(
C, M\
sm⋃
i=1
V (p
(m)
i )
)
, Rm
}
,
where the distance (calculated with respect to some fixed auxiliary Riemannian metric on M)
is positive since C is compact and M\
⋃sm
i=1 V (p
(m)
i ) is closed. Similarly as in the initial step,
consider now a finite subcover {V (p
(m+1)
1 ), . . . , V (p
(m+1)
sm+1 )} of the open cover {V (p)}p∈B(C,Rm+1)
of C and define Cm+1 := {p
(m+1)
1 , . . . , p
(m+1)
sm+1 }.
Let us show that T+[F ](Cm+1) ⊆ T
+[F ](Cm) for any m ∈ N. Indeed, take any q ∈
T+[F ](Cm+1), i.e. assume there exists j ∈ {1, . . . , sm+1} such that tα(p
(m+1)
j ) ≤ tα(q) for
α = 1, . . . , n. Notice that, by construction,
p
(m+1)
j ∈ B(C,Rm+1) ⊆
sm⋃
i=1
V (p
(m)
i ) ⊆
sm⋃
i=1
V (p
(m)
i ) = T
+[F ](Cm),
and therefore, altogether, there exists i ∈ {1, . . . , sm} such that for any α ∈ {1, . . . , n}
tα(p
(m)
i ) ≤ tα(p
(m+1)
j ) ≤ tα(q). Hence q ∈ T
+[F ](Cm).
Finally, it remains to prove that
⋂∞
m=1 T
+[F ](Cm) = T
+[F ](C). In order to prove “⊆”, take
any q ∈ M satisfying
∀m ∈ N ∃ pm ∈ Cm ∀α ∈ {1, . . . , n} tα(pm) ≤ tα(q).
By construction, for any m ∈ N one has dist(C, pm) < Rm ≤ 2
m−1 ≤ 1. This implies that
the sequence (pm), being contained in a precompact set B(C, 1), has a subsequence convergent
to some p, which actually must lie in
⋂∞
m=1B(C, 2
m−1) = C = C. By the continuity of time
functions, this means that tα(p) ≤ tα(q) for α = 1, . . . , n and so q ∈ T
+[F ](C).
To obtain the converse inclusion “⊇”, fix any m ∈ N and recall that the family {V (p
(m)
i )}
sm
i=1
covers C, hence
C ⊆
sm⋃
i=1
V (p
(m)
i ) ⊆
sm⋃
i=1
V (p
(m)
i ) = T
+[F ](Cm).
By transitivity, this implies that T+[F ](C) ⊆ T+[F ](T+[F ](Cm)) = T
+[F ](Cm).
With the above characterization of multi-time orderings between measures at hand, we are
finally ready to prove the characterization of K by means of time functions forM stably causal.
Proof of Theorem 5. Implications 1• ⇒ 4• ⇒ 5• have been established in [18], whereas
the remaining implication 5• ⇒ 1• has been proven there only under the additional assumption
of the causal continuity of M. In order to show that this implication holds in all stably causal
spacetimes, let us first fix a countable family of time functions {tα}α∈N with the property (9).
On the strength of 5• and Theorem 8 we obtain that for any n ∈ N there exists ωn ∈ Π (µ, ν)
such that
ωn
(
T+[{t1, t2, . . . , tn}]
)
= ωn
(
n⋂
α=1
T+[tα]
)
= 1.
By the narrow compactness of Π (µ, ν) (cf. [14, proof of Theorem 1.5]), the sequence (ωn)n∈N has
a subsequence (ωnl)l∈N narrowly convergent to some ω ∈ Π (µ, ν). We claim that ω(K
+) = 1,
what would already yield 1•.
Indeed, observe first that for any k, n ∈ N
k ≤ n ⇒ ωn
(
k⋂
α=1
T+[tα]
)
≥ ωn
(
n⋂
α=1
T+[tα]
)
= 1.
Therefore, by the portmanteau theorem [22, Chapter 18, Theorem 6],
∀ k ∈ N 1 ≥ ω
(
k⋂
α=1
T+[tα]
)
≥ lim sup
l→+∞
ωnl
(
k⋂
α=1
T+[tα]
)
≥ 1,
and hence
ω(K+) = ω
(
∞⋂
α=1
T+[tα]
)
= lim
k→+∞
ω
(
k⋂
α=1
T+[tα]
)
= 1,
where in the first equality we have used property (9).
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