This paper constructs presentations via finite complete rewriting systems for Plactic monoids of types A n , B n , C n , D n , and G 2 , using a unified proof strategy that depends on Kashiwara's crystal bases and analogies of Young tableaux, and on Lecouvey's presentations for these monoids. As corollaries, we deduce that Plactic monoids of these types have finite derivation type and satisfy the homological finiteness properties left and right FP ∞ . These rewriting systems are then applied to show that Plactic monoids of these types are biautomatic.
by w lex w ′ if and only if either w is proper prefix of w ′ or if w = paq, w ′ = pbr and a b for some p, q, r ∈ A * , and a, b ∈ A. The order lex is the lexicographic order induced by . Notice that lex is not a well-order, but that it is left compatible with concatenation. Define also a total order lenlex on A * by w lenlex w ′ ⇐⇒ (|w| < |w ′ |) ∨ (|w| = |w ′ |) ∧ (w lex w ′ ) .
The order lenlex is the length-plus-lexicographic order induced by . The order lenlex is a well-order and is left compatible with concatenation.
String rewriting systems
A string rewriting system, or simply a rewriting system, is a pair (A, R), where A is a finite alphabet and R is a set of pairs (ℓ, r), usually written ℓ → r, known as rewriting rules or simply rules, drawn from A * ×A * . The single reduction relation → R is defined as follows: u → R v (where u, v ∈ A * ) if there exists a rewriting rule (ℓ, r) ∈ R and words x, y ∈ A * such that u = xℓy and v = xry. That is, u → R v if one can obtain v from u by substituting the word r for a subword ℓ of u, where ℓ → r is a rewriting rule. The reduction relation → * R is the reflexive and transitive closure of → R . The process of replacing a subword ℓ by a word r, where ℓ → r is a rule, is called reduction by application of the rule ℓ → r; the iteration of this process is also called reduction. A word w ∈ A * is reducible if it contains a subword ℓ that forms the left-hand side of a rewriting rule in R; it is otherwise called irreducible.
The rewriting system (A, R) is finite if both A and R are finite. The rewriting system (A, R) is noetherian if there is no infinite sequence u 1 , u 2 , . . . ∈ A * such that u i → R u i+1 for all i ∈ N. That is, (A, R) is noetherian if any process of reduction must eventually terminate with an irreducible word. The rewriting system (A, R) is confluent if, for any words u, u ′ , u ′′ ∈ A * with u → * R u ′ and u → * R u ′′ , there exists a word v ∈ A * such that u ′ → * R v and u ′′ → * R v. A rewriting system that is both confluent and noetherian is complete. If (A, R) is a complete rewriting system, then for every word u there is a unique irreducible word w such that u → * R w; this word is called the normal form of u. The Thue congruence ↔ * R is the equivalence relation generated by → R . The elements of the monoid presented by A | R are the ↔ * R -equivalence classes. If (A, R) is complete, then the language of normal form words forms a crosssection of the monoid: that is, each element of the monoid presented by A | R has a unique normal form representive.
Automaticity and biautomaticity
This subsection contains the definitions and basic results from the theory of automatic and biautomatic monoids needed hereafter. For further information on automatic semigroups, see [CRRT01] . We assume familiarity with basic notions of automata and regular languages (see, for example, [HU79] ) and transducers and rational relations (see, for example, [Ber79] ). Definition 2.2. Let M be a monoid. Let A be a finite alphabet representing a set of generators for M and let L ⊆ A * be a regular language such that every element of M has at least one representative in L. For each a ∈ A ∪ {ε}, define the relations
The pair (A, L) is an automatic structure for M if L a δ R is a regular languages over (A ∪ {$}) × (A ∪ {$}) for all a ∈ A ∪ {ε}. A monoid M is automatic if it admits an automatic structure with respect to some generating set.
The pair (A, L) is a biautomatic structure for M if L a δ R , a Lδ R , L a δ L , and a Lδ L are regular languages over (A ∪ {$}) × (A ∪ {$}) for all a ∈ A ∪ {ε}. A monoid M is biautomatic if it admits a biautomatic structure with respect to some generating set. [Note that biautomaticity implies automaticity.]
Unlike the situation for groups, biautomaticity for monoids and semigroups, like automaticity, is dependent on the choice of generating set [CRRT01, Example 4.5]. However, for monoids, biautomaticity and automaticity are independent of the choice of semigroup generating sets [DRR99, Theorem 1.1].
Hoffmann & Thomas have made a careful study of biautomaticity for semigroups [HT05] . They distinguish four notions of biautomaticity for semigroups, which are all equivalent for groups and more generally for cancellative semigroups [HT05, Theorem 1] but distinct for semigroups [HT05, Remark 1 & § 4]. In the sense used in this paper, 'biautomaticity' implies all four of these notions of biautomaticity.
In proving that Rδ R or Rδ L is regular, where R is a relation on A * , a useful strategy is to prove that R is a rational relation (that is, a relation recognized by a finite transducer [Ber79, Theorem 6.1]) and then apply the following result, which is a combination of [FS93, Corollary 2.5 
] and [HT05, Proposition 4]:
Proposition 2. 3 . If R ⊆ A * × A * is rational relation and there is a constant k such that |u| − |v| k for all (u, v) ∈ R, then Rδ R and Rδ L are regular.
plactic monoids and tableaux
In this section we will formulate the main concepts that are used in the sequel. We will give a combinatorial description of the different types of Plactic monoids. We will present the Kashiwara's characterization of Plactic monoid in terms of crystal graphs. We first consider the type A n and then the remaining cases B n , C n , D n and G 2 . For more details, see [Lec02, Lec03, Lec07] . Our exposition is purely combinatorial and does not delve into the deep theory underlying crystal graphs.
For a natural number n, consider the set A n = {1 < 2 < . . . < n} with the usual order.
This set is taken as the vertex set of the following directed labelled graph, which is known as a crystal basis: Using this notions, we can build an extended directed labelled graph, called the crystal graph of type A n , which is denoted by Γ A n . The vertex set is free monoid on A n . The edges will be defined by extending the operatorsẽ i andf i to A * n , as follows: for all u, v ∈ A + n , define inductivelỹ
where ǫ i and ϕ i are auxiliary maps on A * n defined as follows: for w ∈ A * n , let
Notice that the definition is not circular: the definitions ofẽ i andf i depend, via ǫ i and ϕ i , only onẽ i andf i applied to strictly shorter words; the recursion terminates withẽ i andf i applied to single letters, which we defined from the crystal basis (3.1). For any word w and i ∈ {1, . . . , n}, notice
In Γ A n , we have an edge from w to w ′ labelled by i if and only if w ′ =f i (w) (or, equivalently, w =ẽ i (w ′ ). Note that ǫ i (u) is the length of the longest path consisting of edges labelled by i that ends at u. Dually, ϕ i (u) is the length of the longest path consisting of edges labelled by i that starts at u. As we can see, for type A n , we have ǫ i (i) = 1 and ϕ i (i + 1) = 1 for all i ∈ {1, . . . , n − 1}.
Practical computation of the operatorsẽ i andf i
The edges of the crystal graph can be computed using the following method. Let i ∈ {1, . . . , n} and let w ∈ A * n . Form a new word in {+, −} * by replacing each letter a of w by ǫ i (a) times the symbol −, folowed by ϕ i (a) times the symbol +. (Keep record of the original letter of each symbol. Then delete subwords +− until no such subwords remain: the resulting word will have the form − ǫ i (w) + ϕ i (w) and is denoted by ρ i (w). (The map ρ i is a homomorphism from A * n into the bicyclic monoid +, − | +− = ε .) If ǫ i (w) = 0, thenẽ i (w) is undefined. If ǫ i (w) > 0 then we obtainẽ i (w) by taking the letter a which was replaced by the rightmost − of ρ i (w) and changing it toẽ i (a). If ϕ i (w) = 0, thenf i (w) is undefined. If ϕ i (w) > 0 the we obtain f i (w) by taking the letter a which was replaced by the leftmost + of ρ i (w) and changing it tof i (a).
Highest weight vertices
A vertex w 0 in the crystal graph is said to be of highest weight if e i (w 0 ) is undefined for all i ∈ {1, . . . , n} (equivalently, if ǫ i (w 0 ) = 0, for all i ∈ {1, . . . , n}). For any word w, denote by B(w) the connected component of w in the crystal graph. For any element w, there exists a unique highest weight word w 0 in B(w), and there exist i 1 , . . . , i r ∈ {1, . . . , n} such that w = f i 1 . . .f i r (w 0 ).
Crystal graphs of types
The construction of the crystal graph Γ A n can be naturally reproduced starting from a different ordered alphabet and crystal basis in place of A n and (3.1). So for the remaining types of crystal graphs we will begin with a different component of singletons in the crystal graph, but the definition of the operatorsẽ i andf i and the building of the crystal graph follow exactly the same pattern.
Type B n
For type B n we consider the ordered alphabet B n = {1 < 2 < . . . < n < 0 < n < . . . < 2 < 1}.
Note that 0 is greater than n. The crystal basis for type B n is:
The crystal basis for type C n is:
note that n and n are incomparable and that n − 1 < n < n − 1 and n − 1 < n < n − 1. The crystal basis for type D n is:
Let G 2 = {1 < 2 < 3 < 0 < 3 < 2 < 1}. The crystal basis for type G 2 is:
Properties of crystal graphs
In the remainder of this section let X be one of the types A n , B n , C n , D n or G 2 , and let X be the corresponding alphabet A n , B n , C n , D n or G 2 . In a similar way to type A n we have a crystal graph Γ X of each of the given types. For clarity and brevity in explanations, define, for all x, y ∈ X with x y, X[x, y] = { z ∈ X : x z y } = {x < . . . < y}. The following result is a direct consequence of the definitions. 1. w 1 is a vertex of highest weight (that is, ǫ i (w 1 ) = 0);
Relations from crystal graphs
Two connected components B(w) and B(w ′ ) of Γ X are isomorphic if there is a bijection f : B(w) → B(w ′ ) which maps directed arcs labelled by i, to directed arc labelled by i, and sends non-arcs to non-arcs. Note there is at most one labelled arc between any pair of vertices. Note further that if B(w) and B(w ′ ) are isomorphic components, then there is a unique such isomorphism f : B(w) → B(w ′ ).
We say u ∈ B(w) and v ∈ B(w ′ ) lie in the same position of the isomorphic components B(w) and B(w ′ ) if the unique isomorphism between B(w) and B(w ′ ) maps u to u ′ ; this is denoted by u ∼ X v. Equivalently, this means there exist i 1 , . . . , i r ∈ {1, . . . , n} such that
where u 0 and v 0 are the highest weight vertices of B(u) and B(v).
The Plactic monoid of type X, denoted Pl(X), is the monoid X * /∼ X .
Semi-standard Young tableaux and columns
A Young diagram Y (of shape λ) associated to a partition λ = (λ 1 , . . . , λ k ) is a finite collection of left-justified boxes whose i-th row has length λ i . A semi-standard tableau T of shape λ is a filling of a Young diagram by letters from the fixed alphabet such that (i) the entries of any column strictly increase from top to bottom, and (ii) the entries along each row weakly increase from left to right.
A column C (of type A n ) is a semi-standard Young tableau of column shape λ = (1, . . . , 1):
A column of type B n , C n and D n is, respectively, a Young diagram of column shape of the form The height h(C) of a column is the number of boxes in the column. The reading w(C) of a column is the word obtained by reading the sequence of letters in the boxes from top to bottom.
Admissible columns
Let C be a column (of any type) and let z n. We denote by N C (z) the number of symbols x in C such that x z or z x.
A column C is admissible if each of the following conditions is satisfied:
2. if C is of type B n and 0 is in C, then h(C) n;
is of type G 2 and height 2, then dist(a, b) 2 for a ∈ {1, 0}, dist(a, b) 3 otherwise. where dist(a, b) is the number of arrows between a and b in the crystal basis (3.2) for G 2 .
Note that all columns of type A n are admissible. The following are all the height-2 admissible columns of type G 2 :   1  2  ,  1  3  ,  2  3  ,  2  0  ,  2  3  ,  3  0  ,  3  3  ,  3  2  ,  0  0  ,  0  3  ,  0  2  ,  3  2  ,  3  1  ,  2 1 .
The functions ℓ and r
We say that a column C contains a pair (z, z) if both z and z appear in C, or if C is of type C n and 0 appears in C. In the following paragraphs we define partially functions ℓ and r on the set of columns of some type. The resulting columns ℓC and rC, when defined, do not contain pairs (z, z). For simplicity, for columns of type A n we define rC = ℓC = C.
Let C be a column of type B n or C n and let I C = {z s < . . . < z r+1 < z r = 0, . . . , z 1 = 0} be the set of symbols z for which C contains the pair (z, z). We say that a column C of type B n or C n can be split if there exists a set J C of symbols t s < · · · < t 1 such that
• t 1 is maximal such that t 1 < z 1 and the symbols t 1 and t 1 do not appear in C;
• for i = 2, . . . , s, the symbol t i is maximal such that t i < min{t i−1 , z i }, t i ∈ C, and t i ∈ C.
In this case rC is obtained from C be replacing z i with t i for each i, and ℓC is obtained from C by replacing z i with t i for each i, always reordering to obtain a column if necessary (c.f. [Lec03, Example 3. 1.7 
]).
The operators r and ℓ defined for columns of type B n can be extended to columns of type D n as follows: for any D n column C, let C 0 be the column obtained by replacing all subwords nn by 00 in C. Note that C 0 is always a B n column. Let rC and ℓC be rC 0 and ℓC 0 (as defined for type B n columns). Observe that if C does not contain a subword nn, it is already a B n column and so there is no ambiguity in this statement.
A column C of type B n , C n or D n is admissible if and only if both rC and ℓC are defined [Lec07, Proposition 4.3.3].
Tabloids
We now define a relation on the sets of admissible columns of types A n , B n , C n , and D n . Let C 1 and C 2 be two admissible columns. Define:
and the rows of the tableau C 1 C 2 are weakly increasing from left to right.
• C 1 C 2 when rC 1 ℓC 2 .
Note that for any admissible column C, we have ℓC C rC; hence C 1 C 2 implies C 1 C 2 . Define a relation on the set of G 2 admissible columns as follows: for columns C 1 and C 2 ,
Note that the relation is transitive and antisymmetric, but is not reflexive in general.
A tabloid (of any type) is a sequence of admissible columns C r , . . . , C 1 (of any type), which we write in the form C r · · · C 1 . The word reading w(T ) of a tabloid T = C r · · · C 1 is the word w(C 1 ) · · · w(C r ). Note that the columns of the tabloid are read from rightmost to leftmost.
Let C 1 , C 2 be columns of type D n such that h(C 1 ) h(C 2 ). We say that the tabloid C 1 C 2 contains an a-configuration, with a / ∈ {n, n}, if:
• a = x p , n = x r are letters of C 1 and a = y s , n = y q letters of C 2 ; or
• a = x p , n = x r are letters of C 1 and a = y s , n = y q letters of C 2 where the integers p, q, r, s are such that p q < r s. Denote by µ(a) the integer defined by µ(a) = s − p.
A tableau of type D n is a tabloid C r · · · C 1 such that C i C i−1 and the tabloid rC i ℓC i−1 does not contain an a-configuration with µ(a) = n − a, for all i = 1, . . . , r − 1. In light of the preceding lemma, we can think of applying the operators e i andf i to a tabloid T : using the notation of the lemma,f i (T ) (respectively, e i (T )), when defined, is the tabloid D m · · · D 1 . Note thatf i andẽ i preserve shapes of tabloids and preserve the relations between adjacent columns, and in particular preserve tableaux. A particular consequence is that the set of readings of tableau form a union of connected components of the crystal graph.
Each word
We can now say that tabloid T has highest weight ifẽ i (T ) is undefined for all i. Note that this is equivalent to the word w(T ) being of highest weight. Furthermore, we have the following characterization of highest weight tableaux: Lemma 3. 4 . A tableau has highest weight have i-th row is filled with i, for i = 1, . . . , n, and in the D n case the n-th row can instead be filled with n.
. Let X be one of the types A n , B n , C n , D n , and G 2 , and let X be the corresponding alphabet A n , B n , C n , D n or G 2 . Then for any u ∈ X * , there is a unique tableau P(u) such that u ∼ X w(P(u)). Thus the set of tableau form a cross-section of the monoid Pl(X) = X * /∼ X .
Presentations for plactic monoids
The classical Plactic monoid Pl(A n ) = A * n /∼ A n is presented by
, where R A n 1 = (yzx, yxz), (xzy, zxy) : x < y < z ; R A n 2 = (xyx, xxy), (xyy, yxy) : x < y . These are the so-called Knuth relations.
For our purposes we use the convention that 0 = 0 and that z = z. 5 , where
and where the relation R B n 5 is defined as follows: let w = w(C) be a nonadmissible column word for which each strict factor is admissible; let z be the smallest (with respect to <) unbarred letter of w such that the pair (z, z) occurs in w and N C (z) > z, otherwise set z = 0. Let w be the column word obtained by erasing the pair (z, z) in w if z n and erasing 0 otherwise. The relation 
, where
except that we naturally exclude defining relations that involve
except that we naturally exclude defining relations that involve 0, and
We now state the following auxiliary results that we will use in the sequel:
words that are readings of columns (that is, strictly increasing words). Then αβ
Proof of 3. 6 . This follows directly from the defining relations R X 1 and R X 2 ; one can also use Schensted's insertion algorithm for Pl(A n ) (see [Lot02, Chapter 5] ) and note that the required defining relations also appear in the presentations for the other types of Plactic monoid. 3.6 Lemma 3. 7 . Let X be one of the alphabets B n , C n and
where u is the word obtained from 12 · · · q by deleting the symbols x 1 , x 2 , . . . , x k . In particular, u is either empty or is an admissible column containing fewer than q symbols. 3.7 . Let u (i) be the word obtained by deleting
Proof of
Clearly |u| is less than q. Since u contains only symbols from X[1, q], it follows that N u (z) z for all z and so u is an admissible column if it is non-empty. 3.7 Giving a presentation for Pl(G 2 ) requires the auxiliary partial map Θ on G 2 2 defined as per the following table:
w 21 31 01 31 32 21 22 11 12 23 13 10 13 12 wΘ 12 13 23 20 23 30 33 00 03 32 02 32 31 21
two-column lemmata
In this section, we examine products of two admissible columns that do not form a tableau. The strategy for constructing the rewriting system for the Plactic monoids is to use (symbols representing) all admissible columns as generators, and to rewrite adjacent columns that do not form tableaux to products of columns that do form tableaux. In this way, we rewrite an arbitrary product of admissable columns to a product that forms a tableaux. The difficulty lies in proving that this rewriting system is noetherian. Our strategy will ultimately be to use the shapes of tabloids to define a well-ordering of products of admissible columns and show that rewriting always reduces with respect to this ordering: since there can be no infinite descending chains in this ordering, the rewriting system must be confluent. To do this, we have to know about the shape of the tableaux that arise when we rewrite each pair of columns. However, because the Kashiwara operators preserve shapes of tabloids, it will be sufficient to consider pairs of columns whose reading is a highest-weight word. Thus, in the following five subsections, we prove lemmata about shapes of tableaux that can arise such products.
A n
Throughout this section, let α, β ∈ A * n be columns such that β α and αβ is a word of highest weight. Note that the tabloid β α is not a tableau. Our aim is to know about the shape of P(αβ).
Proof of 4.1. By Lemma 3.1, α is a highest weight column (and thus a highestweight tableau), and thus has the required form by Lemma 3.4.
Proof of 4.2 . Let x be the first symbol of β, so that β = xβ ′ .
In each case, this contradicts αβ being of highest weight. The remaining possibilities are that x is 1 or p + 1.
In each case, this contradicts αβ being of highest weight. The remaining possibility is that x is 1.
4.2
Lemma 4.3. Suppose α = 1 · · · p and β begins with p + 1. Then P(αβ) is the single column αβ. 4.3 . Suppose α = 1 · · · p for p n. Since the first symbol of β is not 1, Lemma 4.2 shows that p n − 1 and β begins with p + 1. Since α is a column ending in p and β is a column beginning with p + 1, it follows that P(αβ) is the column αβ. 4.3 Lemma 4. 4 . Suppose the first symbol of β is not 1. Then P(αβ) is the column αβ. 4.4 . This follows immediately from Lemmata 4.2 and 4.3. 4.4 Let β 1 be the maximal prefix of β whose symbols form an interval of A n (viewed as an ordered set). 4.5 
Proof of

Since the first symbol of β is 1, then β 1 = 1 · · · s for some s n. If s p, then β α, which is a contradiction, so s < p and so β 1 is a proper prefix of α. 4.5 Lemma 4. 6 . Suppose the first symbol of β is 1. Then P(αβ) consists of two columns, the rightmost column of P(αβ) is β 1 , which contains less than |α| symbols, and in total P(αβ) contains |αβ| symbols.
Proof of 4.6 . Letβ be such that β = β 1β . By Lemma 4.5,
We now want to apply Lemma 4.4 withβ in place of β and so deduce that P(αβ) is the column αβ. (See Figure 2. ) To do this, we need to prove that αβ is a highest-weight word and thatβ α. We will then obtain the result as follows: since β 1 is a proper prefix of α and thus of αβ, we have β 1 αβ and so P(αβ) = β 1 αβ. The rightmost column of which is β 1 , which is a proper prefix of α and so contains fewer than |α| symbols. Finally, note that P(αβ) contains |β 1 αβ| = |αβ| symbols.
It remains to show that αβ is a highest-weight word and thatβ α. Let us prove the first claim. For i < s, we have ρ i (β 1 ) = +− = ε, and for i > s, we have ρ i (β 1 ) = ε. Hence if i = s, we have ρ i (αβ 1β ) = ρ i (αβ). Furthermore, ρ s (β) = + k for some k ∈ N ∪ {0}, sinceβ does not contain the symbol s + 1 by the maximality of β 1 , and this is the only symbol that could contribute − to the image of ρ s . Hence ρ s (αβ) = +−+ k = + · · · . In each case, ρ i (αβ) does not start with − and so αβ is a highest weight word.
Now we turn to proving thatβ α. Since the first symbol of β is 1 and β is a column, the first symbol ofβ cannot be 1. Hence the first row of the tabloid with columnsβ and α (in that order) has a strict decrease in its first row, and thusβ α. 4.6 Lemma 4.7. The tableau P(αβ) contains |αβ| symbols, and consists of either one column or two columns, the rightmost of which contains fewer than |α| symbols.
Proof of 4.7 . If the first symbol of β is 1, then by Lemma 4.6, P(αβ) contains |αβ| symbols and consists of two columns, the rightmost of which contains fewer than |α| symbols. Otherwise, by Lemma 4.4, P(αβ) is the column αβ, which contains |αβ| symbols. 4.7 
B n
Throughout this section, let α, β ∈ B * n be admissible columns such that β α and αβ is of highest weight.
Proof of 4.8 . By Lemma 3.1, α is a highest weight column (and thus a highestweight tableau), and thus has the required form by Lemma 3.4. 4.8 Lemma 4.9. 1. If α = 1 · · · p, where p n − 1, then the first symbol of β is 1, p + 1, or p.
2.
If α = 1 · · · n, then the first symbol of β is 1, 0, or n. 4.9 . Let x be the first symbol of β, so that β = xβ ′ .
Proof of
In each case, this contradicts αβ being of highest weight. The remaining possibilities are that x is 1, p + 1, or p. In each case, this contradicts αβ being of highest weight. The remaining possibilities are that x is 1, 0, or n. 4.9 The next step will be to analyze what happens in the two cases of Lemma 4.9 when the first symbol of β is not 1. As we will show, in each situation P(αβ) is a single column that contains no more than |αβ| symbols.
First we consider the possibilities arising from cases 1 and 2 of Lemma 4.9 where the first symbol of β is p or n: Figure 3 .) The word β is a column and so consists of symbols
Proof of 4.10. (See
(Note that β does not include symbols 0.) Thus by Lemma 3.7, P(αβ) is either empty or a column containing fewer that p = |α| symbols, and, if β does not contain symbols from C n [q, 1], then P(αβ) contains 1 · · · q. Since αβ is of highest weight, so is P(αβ). Thus, if it is non-empty, it is a prefix of 1 · · · n. Since it contains fewer than p symbols, it is thus a prefix of α = 1 · · · p. 4.10 The other possibility arising from case 1 of Lemma 4.9, where the first symbol of β is p + 1, will be considered later since it reduces to some of the other cases.
The next step is to consider the possibility in case 2 of Lemma 4.9 where β begins with 0: If γ is empty, P(αβ) = α. So assume γ is not empty. Note that by the maximality of h, the word γ is a column beginning with a symbol in B n [n, 1]; this implies that γ α. Since αβ = Pl(B n ) αγ, the word αγ has highest weight. So, by Lemma 4.9 with γ in place of β, the first symbol of γ is n. Thus by Lemma 4.10, P(αβ) = P(αγ) is equal to a single column that is a proper prefix of α. β does not contain symbols from B n [q, 1], neither does γ, and so in this case P(αβ) contains 1 · · · q. 4.11 Parallel to the previous subsection, let β 1 be the maximal prefix of β whose symbols form an interval of B n [1, n] (viewed as an ordered set).
First we consider another possibility arising from case 1 of Lemma 4.9, where the first symbol of β is p + 1: Proof of 4.12 
Note thatαβ = αβ 1β = αβ and soαβ has highest weight. The wordsα andβ are also admissable columns, and the first symbol ofβ is certainly not 1. Thus neither is the first symbol of rβ, since r can only replace a symbol x with a symbol that is greater than or equal to x. Hence the first row of the tabloid with columns rβ and ℓα =α (in that order) has a strict decrease in its first row, and thusβ α.
Thus Lemma 4.9 applies withα,β, and t in place of α, β, and p, respectively. Consider the cases that can arise:
n − 1, case 1 of Lemma 4.9 holds and so the first symbol ofβ is either 1, t + 1, or t. As noted above, the first symbol ofβ is not 1. By the maximality of the prefix β 1 , the symbol t + 1 is not in β and thus cannot be the first symbol ofβ. Therefore the first symbol ofβ is t, and so Lemma 4.10 applies withα,β, and t in place of α, β, and p, respectively, to show that P(αβ) is a proper prefix ofα = αβ 1 = 1 · · · t containing fewer that |α| symbols. Note also that, if β does not contain symbols from B n [q, 1], then neither doesβ and so in this case P(αβ) must contain 1 · · · q. Since P(αβ) = P(αβ) and |α| = |αβ 1 | |αβ|, the result follows.
If
0, or n. As noted above, the first symbol ofβ is not 1. So Lemma 4.10 or Lemma 4.11 applies withα andβ in place of α and β, respectively, to show that P(αβ) is a prefix of 1 · · · n that contains at most |αβ| symbols. Note also that, if β does not contain symbols from B n [q, 1], then neither doesβ and so in this case P(αβ) must contain 1 · · · q. Since P(αβ) = P(αβ) and |αβ| = |αβ|, the result follows. Proof of 4.13 . One of the two cases of Lemma 4.9 holds, with the first symbol of β not being 1:
1. In case 1, the result follows from Lemmata 4.10 and 4.12.
2.
In case 2, the result follows from Lemmata 4.11 and 4.10. 4.13 Finally, it remains to consider what happens when the first symbol of β is 1. Proof of 4.14. Since the first symbol of β is 1, we have β 1 = 1 · · · s, and s n−1.
If s p, then β α, which is a contradiction, so s < p and so β 1 is a proper prefix of α. Suppose s < n − 1. Then s + 1 is not a symbol of β 1 since β 1 has maximal length, and so all other symbols of β are strictly greater than s + 1; hence s + 1 is not a symbol of β. Furthermore, if x ∈ B n [s, 1], then x is not a symbol of β, since otherwise N β (x) = x + 1 > x, contradicting β being admissible.
Suppose that s = n − 1 and α = 1 · · · n. Then β cannot contain any symbol x from B n [n − 1, 1], for this would imply N β (x) > x, contradicting β being admissible. So, since the length of an admissible column is bounded by n, we have β = β 1 or β = β 1 0 or β = β 1 n or β = β 1 n. The last possibility gives β = α, contradicting β α. 4 .14 Lemma 4.15. Suppose the first symbol of β is 1. Then P(αβ) contains two columns, contains at most |αβ| symbols, and its rightmost column is β 1 , which contains fewer than |α| symbols. 4.15 . Letβ be such that β = β 1β . By Lemma 4.14, β 1 = 1 · · · s is a proper prefix of α. So αβ 1 = Pl(B n ) β 1 α by Lemma 3.6 and so αβ = αβ 1β = Pl(B n ) β 1 αβ.
Proof of
We now aim to show that αβ is a highest-weight word. We have to consider several cases:
Furthermore, ρ s (β) = + k for some k ∈ N ∪ {0}, sinceβ does not contain the symbols s + 1 or s by Lemma 4.14, and these are the only symbols that could contribute − to the image of ρ s . Hence ρ s (αβ) = +−+ k = + k .
2.
Suppose that s = n−1. For i n−1, the same reasoning as in the previous case shows that ρ i (αβ) is either empty or begins with +. It remains to consider ρ n (αβ). Then α = 1 · · · n (since β is a proper prefix of α). Then by Lemma 4.14 either
In each case, ρ i (αβ) does not start with − and so αβ is a highest weight word.
Since the first symbol of β is 1 and β is a column, the first symbol ofβ cannot be 1. Thus neither is the first symbol of rβ, since r can only replace a symbol x with a symbol that is greater than or equal to x. Hence the first row of the tabloid with columns rβ and ℓα = α (in that order) has a strict decrease in its first row, and thusβ α.
Thus by Lemma 4.13 withβ in place of β, P(αβ) = γ is either empty or a single column that is a prefix of 1 · · · n and contains at most |αβ| symbols. Furthermore, since β does not contain symbols from B n [s, 1], neither doesβ, and so γ contains 1 · · · s. Hence γ β 1 and so P(αβ) = β 1 γ. Since β 1 is a proper prefix of α, it contains fewer than |α| symbols.
Finally, since γ contains at most |αβ| symbols, P(αβ) contains at most |αβ|+ |β 1 | = |αβ| symbols. 4.15 Lemma 4.16. The tableau P(αβ) contains at most |αβ| symbols, and is either empty or consists of either one column or two columns, the rightmost of which contains fewer than |α| symbols. 4.16 . If the first symbol of β is 1, then by Lemma 4.15, P(αβ) contains two columns, contains at most |αβ| symbols, and its rightmost column contains fewer than |α| symbols. If the first symbol of β is not 1, then by either of the possibilities in Lemma 4.13, P(αβ) is either empty or a column containing at most |αβ| symbols.
Proof of
C n
Throughout this section, let α, β ∈ C * n be admissible columns such that β α and αβ is of highest weight.
Proof of 4.17 . By Lemma 3.1, α is a highest weight column (and thus a highestweight tableau), and thus has the required form by Lemma 3.4. 4.17 Lemma 4.18 . Let x be the first symbol of β, so that β = xβ ′ .
If
α = 1 · · · n, then the first symbol of β is 1 or n.
Proof of
In each case, this contradicts αβ being of highest weight. The remaining possibilities are that x is 1, p + 1, or p.
In each case, this contradicts αβ being of highest weight. The remaining possibilities are that x is 1 or n.
4.18
The next step will be to analyze what happens in the two cases of Lemma 4.18 when the first symbol of β is not 1. As we will show, in each situation P(αβ) is a single column that contains no more than |αβ| symbols.
First we consider the possibilities arising from cases 1 and 2 of Lemma 4.18 where the first symbol of β is p or n: 4.19 . The word β is a column and so consists of symbols x 1 x 2 . . . x k with x k < x k−1 < . . . < x 1 = p. Thus by Lemma 3.7, P(αβ) is either empty or a column containing fewer that p = |α| symbols, and, if β does not contain symbols from C n [q, 1], then P(αβ) contains 1 · · · q. Since αβ is of highest weight, so is P(αβ). Thus, if it is non-empty, it is a prefix of 1 · · · n. Since it contains fewer than p symbols, it is thus a proper prefix of α = 1 · · · p. 4.19 Parallel to the previous subsection, let β 1 be the maximal prefix of β whose symbols form an interval of C n [1, n] (viewed as an ordered set).
Proof of
First we consider another possibility arising from case 1 of Lemma 4.18, where the first symbol of β is p + 1: Lemma 4.20. Suppose α = 1 · · · p and β 1 = (p + 1) · · · t for p < t n. Letβ be such that β = β 1β . Then:
2. Ifβ = ε, then P(αβ) is either empty or a single column that is a prefix of 1 · · · n and contains at most |αβ| symbols. Furthermore, if β does not contain symbols from C n [q, 1], where q p, then P(αβ) contains 1 · · · q.
Proof of 4.20. Ifβ
Note thatαβ = αβ 1β = αβ and soαβ has highest weight. The wordsα andβ are also admissible columns, and the first symbol ofβ is certainly not 1. Thus neither is the first symbol of rβ, since r can only replace a symbol x with a symbol that is greater than or equal to x. Hence the first row of the tabloid with columns rβ and ℓα =α (in that order) has a strict decrease in its first row, and thusβ α.
Thus Lemma 4.18 applies withα,β, and t in place of α, β, and p, respectively. Consider the cases that can arise:
n − 1, case 1 of Lemma 4.18 holds and so the first symbol ofβ is either 1, t + 1, or t. As noted above, the first symbol ofβ is not 1. By the maximality of the prefix β 1 , the symbol t + 1 is not in β and thus cannot be the first symbol ofβ. Therefore the first symbol ofβ is t, and so Lemma 4.19 applies withα,β, and t in place of α, β, and p, respectively, to show that P(αβ) is a proper prefix ofα = αβ 1 = 1 · · · t containing fewer that |α| symbols. Note also that, if β does not contain symbols from C n [q, 1], then neither doesβ and so in this case P(αβ) must contain 1 · · · q. Since P(αβ) = P(αβ) and |α| = |αβ 1 | |αβ|, the result follows.
2.
If t = n, case 2 of Lemma 4.18 holds and so the first symbol ofβ is either 1 or n. As noted above, the first symbol ofβ is not 1; it is thus n. So Lemma 4.19 applies withα andβ in place of α and β, respectively, to show that P(αβ) is a prefix of 1 · · · n that contains at most |αβ| symbols. Note also that, if β does not contain symbols from C n [q, 1], then neither doesβ and so in this case P(αβ) must contain 1 · · · q. Since P(αβ) = P(αβ) and |αβ| = |αβ|, the result follows. 2. if s = n − 1 and α = 1 · · · n, then either β = β 1 or β = β 1 n, and so symbols from C n [n − 1, 1] are not in β.
Proof of 4.22 . Since the first symbol of β is 1, we have β 1 = 1 · · · s for some s n − 1. If s p, then β α, which is a contradiction, so s < p and so β 1 is a proper prefix of α. Suppose s < n − 1. Then s + 1 is not a symbol of β 1 since β 1 has maximal length, and so all other symbols of β are strictly greater than s + 1; hence s + 1 is not a symbol of β. Furthermore, if x ∈ C n [s, 1], then x is not a symbol of β, since otherwise N β (x) = x + 1 > x, contradicting β being admissible.
Suppose that s = n − 1 and α = 1 · · · n. Then β cannot contain any symbol x from C n [n − 1, 1], for this would imply N β (x) > x, contradicting β being admissible. So, since the length of an admissible column is bounded by n, we have β = β 1 or β = β 1 n or β = β 1 n. The last possibility gives β = α, contradicting β α. 4.22 Lemma 4.23. Suppose the first symbol of β is 1. Then P(αβ) contains two columns, contains at most |αβ| symbols, and its rightmost column is β 1 , which contains fewer than |α| symbols. 4.23 . Letβ be such that β = β 1β . By Lemma 4.22, β 1 = 1 · · · s is a proper prefix of α. So αβ 1 = Pl(C n ) β 1 α by Lemma 3.6 and so αβ =
Proof of
1. Suppose that s < n − 1. Then for i < s, we have ρ i (β 1 ) = +− = ε, and for i > s, we have ρ i (β 1 ) = ε. Hence if i = s, we have ρ i (αβ 1β ) = ρ i (αβ). Furthermore, ρ s (β) = + k for some k ∈ N ∪ {0}, sinceβ does not contain the symbols s + 1 or s by Lemma 4.22, and these are the only symbols that could contribute − to the image of ρ s . Hence ρ s (αβ) = +−+ k = + k .
2.
Suppose that s = n−1. For i n−1, the same reasoning as in the previous case shows that ρ i (αβ) is either empty or begins with +. It remains to consider ρ n (αβ). Note that α = 1 · · · n (since β is a proper prefix of α); thus ρ n (α) = +. By Lemma 4.22 either β = β 1 or β = β 1 n.
(a) Suppose β = β 1 . Then ρ n (β) = ε, so ρ n (αβ) = +.
(b) Suppose β = β 1 n. Then ρ n (β) = − and so ρ n (αβ) = +− = ε.
Thus by Lemma 4.21 withβ in place of β, P(αβ) = γ is either empty or a single column that is a prefix of 1 · · · n and contains at most |αβ| symbols. Furthermore, since β does not contain symbols from C n [s, 1], neither doesβ, and so γ contains 1 · · · s. Hence γ β 1 and so P(αβ) = β 1 γ. Since β 1 is a proper prefix of α, it contains fewer than |α| symbols.
Finally, since γ contains at most |αβ| symbols, P(αβ) contains at most |αβ|+ |β 1 | = |αβ| symbols. 4.23 Lemma 4.24. The tableau P(αβ) contains at most |αβ| symbols, and is either empty or consists of either one column or two columns, the rightmost of which contains fewer than |α| symbols. 4.24 . If the first symbol of β is 1, then by Lemma 4.23, P(αβ) contains two columns, contains at most |αβ| symbols, and its rightmost column contains fewer than |α| symbols. If the first symbol of β is not 1, then by either of the possibilities in Lemma 4.21, P(αβ) is either empty or a column containing at most |αβ| symbols. 4.24 
Proof of
D n
Throughout this section, let α, β ∈ D * n be admissible columns such that β α and αβ is of highest weight. 4.25 . By Lemma 3.1, α is a highest weight column (and thus a highestweight tableau), and thus has the required form by Lemma 3.4. 4.25 Lemma 4.26.
Proof of
, then the first symbol of β is 1, n, n, or n − 1.
3.
If α = 1 · · · n, then the first symbol of β is 1 or n.
4.
If α = 1 · · · (n − 1)n, then the first symbol of β is 1 or n. 4.26 . Let x be the first symbol of β, so that β = xβ ′ .
Proof of
Suppose
In each case, this contradicts αβ being of highest weight. The remaining possibilities are that x is 1, n, n, or n − 1. figure 6 . Lemma 4.27. The q indicates a symbol that is not contained in β.
4.26
The next step will be to analyze what happens in the cases 1-4 in Lemma 4.26 when the first symbol of β is not 1. As will be be shown, in each situation P(αβ) is a single column that contains no more than |αβ| symbols.
First we consider one of the possibilities arising from cases 1 and 2 of Lemma 4.26. The case where the first symbol of β is p is easier: 4.27 . (See Figure 6 .) The word β is a column and so consists of symbols
Proof of
(Note that β does not include symbols n or n.) Thus by Lemma 3.7, P(αβ) is either empty or a column containing fewer that p = |α| symbols, and, if β does not contain symbols from D n [q, 1], then P(αβ) contains 1 · · · q. Since αβ is of highest weight, so is P(αβ). Thus, if it is non-empty, it is a prefix of 1 · · · n or 1 · · · (n − 1)n. Since it contains fewer than p n − 1 symbols, it is thus a prefix of α = 1 · · · p. 4.27 The next step is to consider cases 3 and 4 of Lemma 4.26, because some of other possibilities can be reduced to this situation. For case 3, the method is to characterize β in Lemma 4.28 and then prove the result in Lemma 4.29: 
Lemma 4.28. If α = 1 · · · n and the first symbol of β is n, then either β = n(nn) k n − 1γ for some k 0 and (possibly empty) a strictly increasing word γ, or β = n(nn) k , or β = n(nn) k n. 4.28 . Since β is a column, either β = n(nn) k n − 1γ, or β = n(nn) k , or β = n(nn) k nγ for some k 0 and a (possibly empty) strictly decreasing word γ. It remains to show that γ can be taken to be empty in the latter case.
Suppose that β = n(nn) k nxγ ′ where k is maximal for some
In either case, this contradicts αβ being of highest weight. Proof of 4.29 . By Lemma 4.28, there are three cases. If β = n(nn) k n − 1γ, then
which, by Lemma 3.7, is equal to either the empty word or to a single column that is a prefix of α. Furthermore, if β does not contain symbols from D n [q, 1], then q n − 2 and so neither does γ, so P(αβ) contains 1 · · · q.
Clearly P(αβ) contains 1 · · · q for any q n − 1.
4.29
The method for case 4 of Lemma 4.26 is parallel: characterize β in Lemma 4.30 and then prove the result in Lemma 4.31: Lemma 4.30. If α = 1 · · · (n − 1)n and the first symbol of β is n, then either β = n(nn) k n − 1γ for some k 0 and a (possibly empty) strictly increasing word γ, or β = n(nn) k , or β = n(nn) k n. 4.30 . Parallel to the proof of Lemma 4.28, except that one considers
Proof of
to get a contradiction in the case x = n − 1. 
Proof of 4.31 . Parallel to the proof of Lemma 4.29, using Lemma 4.30, and noting that when β = n(nn) k n, we get P(αβ) = 1 · · · n − 1n = α. 4.31 Finally, for case 2 of Lemma 4.26, we can reduce all sub-cases to previouslyproven results: Lemma 4.32. If α = 1 · · · (n − 1) and the first symbol of β is n, n, or n − 1 then P(αβ) is either empty or a single column that is a prefix of either 1 · · · n or 1 · · · n−1n that contains at most |αβ| symbols. Furthermore, if β does not contain symbols from D n [q, 1], where q n − 1, then P(αβ) contains 1 · · · q. 4.32 . If the first symbol of β is n − 1, then the result follows from Lemma 4.27.
So suppose β = xβ, where x is n or n. Letα = 1 · · · (n − 1)x. Thenα and β are admissable columns and αβ =αβ. The first symbol ofβ cannot be 1. Thus neither is the first symbol of rβ, since r can only replace a symbol x with a symbol that is greater than or equal to x. Hence the first row of the tabloid with columns rβ and ℓα =α (in that order) has a strict decrease in its first row, and thusβ α. If x = n, then case 3 of Lemma 4.26 holds withα andβ in place of α and β and so the first symbol ofβ is n and so the result follows from Lemma 4.29 withα andβ in place of α and β, since P(αβ) = P(αβ) andα = 1 · · · n, noting in particular that |α| |αβ|. If x = n, then case 4 of Lemma 4.26 holds withα andβ in place of α and β and so the first symbol ofβ is n and so the result follows from Lemma 4.31 withα andβ in place of α and β, since P(αβ) = P(αβ) andα = 1 · · · (n − 1)n, noting in particular that |α| |αβ|. 4.32 In a slight variation on previous subsections, let β 1 be the maximal prefix of β whose symbols form an interval of D n [1, n − 1] (viewed as an ordered set). Now 
Lemma 4.33. Suppose α = 1 · · · p and β 1 = (p + 1) · · · t for p < t n − 1. Letβ be such that β = β 1β . Then: Proof of 4.33 
Note thatαβ = αβ 1β = β and soαβ has highest weight. The wordsα andβ are also admissible columns, and the first symbol ofβ is certainly not 1. Thus neither is the first symbol of rβ, since r can only replace a symbol x with a symbol that is greater than or equal to x. Hence the first row of the tabloid with columns rβ and ℓα =α (in that order) has a strict decrease in its first row, and thusβ α.
Thus Lemma 4.26 applies withα,β, and t in place of α, β, and p, respectively. Consider the cases that can arise:
n − 2, case 1 of Lemma 4.26 holds and so the first symbol ofβ is either 1, t + 1, or t. As noted above, the first symbol ofβ is not 1. By the maximality of the prefix β 1 , the symbol t + 1 is not in β and thus cannot be the first symbol ofβ. Therefore the first symbol ofβ is t, and so Lemma 4.27 applies withα,β, and t in place of α, β, and p, respectively, to show that P(αβ) is a proper prefix ofα = αβ 1 = 1 · · · t containing fewer that |α| symbols. Note also that, if β does not contain symbols from B n [q, 1], then neither doesβ and so in this case P(αβ) must contain 1 · · · q. Since P(αβ) = P(αβ) and |α| = |αβ 1 | |αβ|, the result follows.
2.
If t = n − 1, case 2 of Lemma 4.26 holds and so the first symbol ofβ is either 1, n, n, or n − 1. As noted above, the first symbol ofβ is not 1. So Lemma 4.32 applies withα andβ in place of α and β, respectively, to show that P(αβ) is a prefix of 1 · · · n or 1 · · · (n − 1)n that contains at most |αβ| symbols. Note also that, if β does not contain symbols from B n [q, 1], then neither doesβ and so in this case P(αβ) must contain 1 · · · q. Since P(αβ) = P(αβ) and |αβ| = |αβ|, the result follows. Proof of 4.34 . One of the four cases of Lemma 4.26 holds, with the first symbol of β not being 1:
1. In case 1, the result follows from Lemmata 4.27 and 4.33.
In case 2, the result follows from Lemma 4.32. 3 . In case 3, the result follows from Lemma 4.29. 4 . In case 4, the result follows from Lemma 4.31. 4.34 β α Proof of 4.35 . Since the first symbol of β is 1, we have β 1 = 1 · · · s for some s n − 1. Suppose s < n − 1. Then s + 1 is not a symbol of β 1 since β 1 has maximal length, and so all other symbols of β are strictly greater than s + 1; hence s + 1 is not a symbol of β. Furthermore, if x ∈ D n [s, 1], then x is not a symbol of β, since otherwise N β (x) = x + 1 > x, contradicting β being admissible.
Suppose that s = n − 1 and α = 1 · · · n. Then β cannot contain any symbol x from D n [n − 1, 1], for this would imply N β (x) > x, contradicting β being admissible. So, since the length of an admissible column is bounded by n, we have β = β 1 or β = β 1 n or β = β 1 n. The last possibility cannot arise since β α.
The reasoning for s = n − 1 and α = 1 · · · (n − 1)n parallels the previous paragraph. 4.35 Lemma 4.36. Suppose the first symbol of β is 1. Then P(αβ) contains two columns, contains at most |αβ| symbols, and its rightmost column is β 1 , which contains fewer than |α| symbols. 4.36 . Letβ be such that β = β 1β . By Lemma 4.35, β 1 = 1 · · · s is a proper prefix of α. So αβ 1 = Pl(D n ) β 1 α by Lemma 3.6 and so αβ =
Proof of
1. Suppose that s < n − 1. Then for i < s, we have ρ i (β 1 ) = +− = ε, and for i > s, we have ρ i (β 1 ) = ε. Hence if i = s, we have ρ i (αβ 1β ) = ρ i (αβ). Furthermore, ρ s (β) = + k for some k ∈ N ∪ {0}, sinceβ does not contain the symbols s + 1 or s by Lemma 4.35, and these are the only symbols that could contribute − to the image of ρ s . Hence ρ s (αβ) = +−+ k = + · · · .
2.
Suppose that s = n−1. For i < n−1, the same reasoning as in the previous case shows that ρ i (αβ) is either empty or begins with +. It remains to consider ρ n−1 (αβ) and ρ n (αβ). Then either α = 1 · · · n or α = 1 · · · n − 1n (since β is a proper prefix of α). Then:
(a) Suppose that α = 1 · · · n, so that ρ n−1 (α) = ++ and ρ n (α) = +− = ε. Then by Lemma 4.35 either β = β 1 or β = β 1 n. i. Suppose β = β 1 . Then ρ n−1 (β) = ε and ρ n (β) = ε, so ρ n−1 (αβ) = ++ and ρ n (αβ) = ε. ii. Suppose β = β 1 n. Then ρ n−1 (β) = − and ρ n (β) = + and so ρ n−1 (αβ) = ++− = + and ρ n (αβ) = +. (b) Suppose that α = 1 · · · (n − 1)n, so that ρ n−1 (α) = +− = ε and ρ n (α) = ++. Then by Lemma 4.35 either β = β 1 or β = β 1 n. i. Suppose β = β 1 . Then ρ n−1 (β) = ε and ρ n (β) = ε, so ρ n−1 (αβ) = ε and ρ n (αβ) = ++. ii. Suppose β = β 1 n. Then ρ n−1 (β) = + and ρ n (β) = − and so ρ n−1 (αβ) = + and ρ n (αβ) = ++− = +.
Thus by Lemma 4.34 withβ in place of β, the tableau P(αβ) = γ is either empty or a single column that is a prefix of either 1 · · · n or 1 · · · (n − 1)n and contains at most |αβ| symbols. Furthermore, since β does not contain symbols from D n [s, 1], neither doesβ, and so γ contains 1 · · · s. Hence β 1 γ and so P(αβ) = β 1 γ. Since β 1 is a proper prefix of α, it contains fewer than |α| symbols.
Finally, since γ contains at most |αβ| symbols, P(αβ) contains at most |αβ|+ |β 1 | = |αβ| symbols. 4.36 Lemma 4.37. The tableau P(αβ) contains at most |αβ| symbols, and is either empty or consists of either one column or two columns, the rightmost of which contains fewer than |α| symbols. 4.37 . If the first symbol of β is 1, then by Lemma 4.36, P(αβ) contains two columns, contains at most |αβ| symbols, and its rightmost column contains fewer than |α| symbols. If the first symbol of β is not 1, then by either of the possibilities in Lemma 4.34, P(αβ) is either empty or a column containing at most |αβ| symbols. 4.37 
Proof of
G 2
Let α and β be admissible G 2 column words such that β α and αβ is a highest-weight word. Proof of 4.38 . Since αβ is of highest weight Lemma 3.1, α is a highest weight column (and thus a highest-weight tableau). The highest weight admissible columns of lengths 1 and 2 are 1 and 12, so either α = 1 or α = 12.
1. Suppose α = 1. Let β = xβ ′ , where x ∈ G 2 . If x = 1, then β α, which is a contradiction. Furthermore,
In each case, the supposition contradicts αβ being of highest weight. So x must be 2, 0, or 1; if |β| = 1, these are the possibilities for β. 
2.
Suppose α = 12. Let β = xβ ′ , where x ∈ G 2 . Then
each of which contradicts αβ being of highest weight. So x must be 1, 3, or 2. If |β| = 1, these are the possibilities for β. Suppose now that |β| = 2. The admissible column words of length 2 beginning with 1, 3, and 2 are 12, 13, 30, 33, 32, 21. Note first that β = 12 since β α. Furthermore β = 32 =⇒ ρ 2 (αβ) = ρ 2 (1232) = +−− = −, which contradicts αβ being of highest weight. The remaining possibilities for β are 13, 30, 33, and 21. 4.38 Lemma 4.39. Either P(αβ) contains fewer that |αβ| symbols, or else has only one column, or else its rightmost column contains fewer than |α| symbols. 4.39 . Using Lemma 4.38, we will systematically enumerate the possible words αβ and calculate their corresponding tableaux.
Proof of
Proof of 5. 1 . Let be any total order on Σ that extends the partial order induced by lengths of columns, in the sense that |σ| |τ| =⇒ c σ c τ .
Let the map L : Σ * → N ∪ {0} send each word to the sum of the lengths of the subscripts of its symbols: that is,
That is, ⊏ first orders by the total number of symbols in the tabloid to which a word corresponds, then by the length of the word, and then lexicographically based on the ordering of Σ. Let c σ c τ be the left-hand side of a rewriting rule and let w be its right-hand side. So σ τ. Let α, β ∈ X * be such that |α| = |σ| and |β| = |τ| and αβ is the highest-weight word in the crystal component of στ. Then α and β are admissible columns with α β by Lemma 3.3. So for X = A n (respectively, B n , C n ,D n , G 2 ) Lemma 4.7 (respectively, 4.16, 4.24, 4.37, 4.39) shows that P(αβ) contains at most |αβ| symbols, and consists of at most three columns, and if it contains more than one column, the rightmost column contains more than |α| symbols. Since P(στ) has the same shape as P(αβ) by Lemma
, and that if L(w) = L(c σ c τ ) then either |w| = 1 or w lenlex c σ c τ (since the leftmost symbol of w has a subscript of length less than |σ| = |α| in the case |w| = 2). That is, an application of a rewriting rule must decrease a word either with respect to L(·) or with respect to lenlex .
Thus rewriting a word always decreases it with respect to ⊏. Since there are no infinite ⊏-descending chains, any process of rewriting must terminate. Hence (Σ, T ) is noetherian.
5.1
Lemma 5.2. The rewriting system (Σ, T ) is confluent. 5.2 . Let u ∈ X * and let v = c β (1) · · · c β (ℓ) and w = c γ (1) · · · c γ (m) ∈ X * be irreducible words with u → * v and u → * w. Since v is irreducible, it does not contain the left-hand side of any rule in T . Thus, by the comments after the definition of T , we have
Proof of
is a tableau (with ℓ columns). Similarly, γ (1) · · · γ (m) is a tableau (with k columns). But β (1) · · · β (ℓ) and γ (1) · · · γ (m) are equal in Pl(X), and tableaux form a cross-section of Pl(X). Hence ℓ = m and β (j) = γ (j) for j = 1, . . . , ℓ. Hence v = w. Since (Σ, T ) is noetherian, rewriting any word using T must terminate with a unique irreducible word, and thus (Σ, T ) is confluent.
5.2
Theorem 5. 3 . For any X ∈ {A n , B n , C n , D n , G 2 }, there is a finite complete rewriting system (Σ, T ) that presents Pl(X). 5.3 . Construct the finite complete rewriting system (Σ, T ) as above. It remains to prove that Σ | T presents Pl(X). First of all, if σ = σ 1 · · · σ k is an admissible column, where σ i ∈ X, then a sequence of applications of rules of type (5.2) lead from c σ 1 · · · c σ k to c σ 1 ···σ k . Thus we can apply Tietze transformations to Σ | T to replace each symbol c σ 1 ···σ k with c σ 1 · · · c σ k and then remove the generators c σ 1 ···σ k with k > 1. The result of this is a new presentation Σ ′ | T ′ where the generating symbols in Σ ′ are c x for x ∈ X, so we can replace each c x by x to obtain a new presentation X | T ′′ .
Proof of
By the definition of T and the transformations just applied, the two sides of every defining relation in T ′′ are equal in Pl(X) and is thus a consequence of the defining relations in the presentation for Pl(X) given in Subsection 3.8.
On the other hand, the defining relations in T ′′ allow us to rewrite any word in u ∈ X * to w(P(u)) (since that is what the rules in T do in terms of the generating symbols in Σ. Since every defining relation in the presentation for Pl(X) given in Subsection 3.8 is of the form (u, w(P(u))) for some u ∈ X * . Thus every one of these defining relations is a consequence of the defining relations in T .
Hence X | T ′′ presents Pl(X), and thus so does Σ | T .
5.3
The following corollary is immediate [SOK94] : 
biautomaticity lemmata
In this section, we lay the groundwork for constructing biautomatic structures for plactic monoids in Section 7. The language of representatives of the biautomatic structure will be the language of irreducible words of the rewriting system (Σ, T ) constructed in Section 5. To prove that this gives us a biautomatic structure, we must understand how a products of the form c x c β (1) · · · c β (ℓ) and c β (1) · · · c β (ℓ) c x rewrite, where c β (1) · · · c β (ℓ) is an irreducible word and c x ∈ Σ is such that |y| = 1. It will suffice to consider the situations where xβ (1) . . . β (ℓ) and β (1) . . . β (ℓ) x are highest weight words, because, as we shall see, the rewriting of c x c β (1) · · · c β (ℓ) and c β (1) · · · c β (ℓ) c x proceeds 'in the same way' in the general case.
Left-multiplication by transducer
Let X be one of the types A n , B n , C n , D n , and G 2 and let X be the corresponding alphabet from A n , B n , C n , D n , or G 2 .
Let β (1) , . . . , β (ℓ) be admissible X columns, such that β (i+1)
is a tableau), and let x ∈ X be such that xβ (1) . . . β (ℓ) is a highest-weight word. Thus x is a highest-weight word and so x = 1. We are going to examine how the corresponding word over Σ (that is, c 1 c β (1) · · · c β (ℓ) ) rewrites to an irreducible word.
First, if β (1) begins with 1, then β (1) 1 and so c 1 c β (1) · · · c β (ℓ) is irreducible and no rewriting takes place. So assume that β (1) does not begin with 1. 2) begins with 1 by the same reasoning as in the X = C n case. If β (1) begins with 1, then β (2) begins with 1 by the same reasoning as in the X = B n case. The remaining case is to show that a contradiction arises when β (1) begins with 2 and β (2) does not begin with 1. The second symbol of β (1) (if it exists) is either 2 or 1. In the former case, ℓ(β (1) ) begins with a 1, while r(β (2) begins with some symbol in D n [2, 1] , by the definition of ℓ and r. This contradicts β (2) β (1) and so the second symbol of β (1) (if it exists) is 1. So β (1) = 2 or β (1) = 2 1. In the former case, ρ 1 (β (1) ) = −; in the latter case, ρ 1 (β (1) ) = −−. Thus ρ 1 (1β (1) β (2) ) is either +−− = − or +−−− = −−; in either case, this contradicts the assumption of highest weight.
is irreducible and no further rewriting occurs. So assume β (2) γ (1) . Note that γ (1) β (2) . . . β (ℓ) is also a highest weight word.
For j = 2, . . . , ℓ, define β (j)′ to be the longest contiguous prefix of β (j)′ containing only symbols from X[1, . . . , n − 1]. Note that because β (j+1) β (j) , each symbol of β (j+1) is less than or equal to the corresponding symbol of β (j) . Thus the prefix β (j+1)′ must be at least as long as the prefix β (j)′ , and so β (j+1)′ β (j)′ . So the situation is as follows, where the horizontal lines in each column indicate the end of β (j)′ :
Since β (2) begins with 1, by Lemmata 4.6, 4.15, 4.23 , and 4.36, P(γ (1) β (2) ) has two columns, the rightmost of which is β (2)′ . Let γ (2) be the left column of P(γ (1) β (2) ). (2) . We claim γ (2) β (3) is a highest weight word. This follows since β (2)′ is a prefix of both γ (2) and β (3) (since it is a prefix of β (3)′ ) and so commutes with both by Lemma 3.6. Thus γ (2) 
and so, since highest-weight words are closed under taking prefixes, γ (2) β (3) is highest weight. Thus by the two-column lemmata, P(γ (2) β (3) ) has two columns, the rightmost of which is β (3)′ .
Continuing in this way, we get a sequence of admissible columns γ (2) , . . . , γ (m) for some m ℓ with β (j+1) γ (j) and P(γ (j) β (j+1) ) having two columns, right column β (j+1) ′ and left column γ (j+1) for j = 1, . . . , m − 1, and
Assume without loss of generality m is maximal; then β (m+1) γ (m) .
to normal form involves a single left-to-right pass through the word: such rewriting can be carried out by a two-tape automaton that stores c γ (j) in its state, reads c β (j+1) and, when relevant, outputs c β (j+1)′ . Note further that the length of the normal form words differs by at most 1 from ℓ.
is a tableau), and let x ∈ G 2 be such that xβ (1) . . . β (ℓ) is a highest-weight word. Thus x is a highest-weight word and so x = 1. We are going to analyze how c x c β (1) . . . c β (ℓ) rewrites to normal form. However, we require a fairly complicated analysis of cases, which is illustrated in Figure 10 . For brevity, let β = β (1) , γ = β (2) , and δ = γ (3) . So the tableau is of the form · · · δ γ β .
Leaving aside the hypothesis of highest weight, β could be any admissible G 2 column; these are listed in the first level of Figure 10 . Some of these cases are eliminated by the hypothesis of highest weight; some do not lead to any rewriting because β x.
In the remaining cases, we consider possibilities for γ such that γ β. These are shown in the second level of Figure 10. (We refer the reader to the 'Hasse diagram' of G 2 columns in Figure 1. ) Some choices of γ would imply that xβγ is not of highest weight; these cases can be elimiated. In some cases, γ P(xβ) and so there is no further rewriting. In the case β = 23 and γ = 23, the rewriting begins
so the rewriting has produced a column 1 at the right of the tabloid, and now rewriting continues in the same way, with the second column 1 playing the role of x and γ playing the role of β. Notice that in the case β = 23, we do not eliminate any possibilities for γ using highest weight considerations, so the extra column 1 does not cause any problems here. In Figure 10 , this outcome is listed as 1 + Case III, where 'III' labels the case β = 23, to indicate that the situation is that of case III with an extra column 1.
In the case β = 0 and γ = 23, the rewriting begins
and so the situation is that of case III.
In the cases where (β, γ) is (2, 1), (2, 13), or (0, 2), we must consider the possibilities for δ γ. Again, in some cases P(xβγ) δ and there is no further rewriting. Other possibilities for δ contadict xβγδ being of highest weight. In the case (β, γ, δ) = (2, 1, 1) , the rewriting begins
and so the situation is the same as Case I with an extra column 1. Similarly, if (β, γ, δ) = (2, 1, 13), the situation is the same as case II with an extra column 1, and if (β, γ, δ) = (0, 2, 1), the situation is the same as Case I with an extra column 1. Notice that in cases I and II, we do not eliminate any possibilities for columns using highest weight considerations, so the extra columns 1 do not cause any problems. So after a bounded number of steps (each of which results in a single column and so decreases the number of columns present), rewriting either proceeds via a 'loop' at case I or at case III, where each rewriting step produces an extra column 1 (and so maintains the number of columns present). Clearly holds between these columns 1. Notice that when these 'loops' stop, the previous rewriting step produced either 1 1 2 (in case I), or 1 1 (in case II).
and so holds between the rightmost of thses columns 1 and other columns 1 produced by the iterations of the loop. So rewriting proceeds in a single rightto-left pass through the word. Note that the length of the resulting normal form word differs from the ℓ by a bounded amount (corresponding to the number of steps before entering a 'loop').
Right-multiplication by transducer
A n
Let β (1) , . . . , β (ℓ) be admissible A n columns and let x ∈ A n , such that β (i+1) β (i) for i = 1, . . . , ℓ − 1 (that is, β (ℓ) · · · β (1) is an A n tableau), and such that β (1) . . . β (ℓ) x is a highest-weight word. We are going to examine how the corresponding word over Σ (that is, c β (1) · · · c β (ℓ) c x ) rewrites to an irreducible word.
First, note that since β (1) . . . β (ℓ) is a highest-weight word by Lemma 3.1,
No rewriting
Not highest weight
Not highest weight Proof of 6.4 . Suppose that x = 1, x = p k + 1, x = 0, and x = p k for all k. If x ∈ B n [1, n], then the same contradiction arises as in the proof of Lemma 6.2. If x ∈ B n [n, 1], then the same contradiction arises as in the proof of Lemma 6. 4 . Finally, suppose x = 0. If p ℓ = n, then ρ n (β (k) ) = ε for each k and so ρ n (β (1) · · · β (ℓ) 0) = −+, contracting the assumption of highest weight. 6.4 If x = 1 or x = p k +1, then the rewriting proceeds in the same way as in the A n case, and if x = p k , then the rewriting proceeds in the same way as the C n case. So suppose x = 0. Then p ℓ = n and so β (ℓ) 0 = 1 · · · n0 = R B 5 1 · · · n = β (ℓ) ; thus P( 0 β (ℓ) ) = β (ℓ) . So the corresponding rewriting is c β (1) · · · c β (ℓ) c 0 → c β (1) · · · c β (ℓ) .
Note that in each case the length of the normal form word differs from ℓ by at most 1. c β (1) · · · c β (ℓ) Σ has highest weight if β (1) · · · β (ℓ) has highest weight, or, equivalently, ifẽ i (c β (1) · · · c β (ℓ) ) is undefined for all i.
Let L be the language of irreducible words of this rewriting system. That it L = { c γ (1) · · · c γ (ℓ) ∈ Σ * : γ where the rewriting proceeds from right to left in a single pass, and where there is exactly one choice for applying a rewriting rule at each step. (As described in Subsubsection 6.2.5, when X is G 2 we have to add some extra rules to T to get rewriting that proceeds in a single right-to-left pass.) Applying the composition of Kashiwara operatorsf i 1 · · ·f i m to every term in the sequence (7.2) gives a sequence of rewriting
where the rewriting proceeds from right to left in a single pass, and where there is exactly one choice for applying a rewriting rule at each step by Lemma 3. 3 . This rewriting can be computed by a two-tape asynchronous automaton, and so L c y is a rational relation. Let c σ ∈ Σ. So σ is an admissible X column and σ = σ 1 · · · σ k for some
Furthermore, by the reasoning in Subsection 6.2, in (7.2), we have ℓ − |u p | K for a constant K. Hence if (u, v) ∈ L c y , then |u| − |v| K. Thus it follows that from (7.3) that if if (u, v) ∈ L c σ , then |u| − |v| |σ|K. Hence L c σ is a synchronous rational relation by Proposition 2. 3 .
Similar reasoning applied to left multiplication shows that c σ L is a synchronous rational relation. Therefore (Σ, L) is a biautomatic structure for Pl(X). Thus and we have proved:
Theorem 7.1. The Plactic monoids Pl(A n ), Pl(B n ), Pl(C n ), Pl(D n ), and Pl(G 2 ) are biautomatic.
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