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Abstract
Functional data analysis (FDA) experienced a burst of growth after Ramsay and Sil-
verman (2005) published their textbook in 1997. Functional data analysis interests
researchers because of the challenges it adds to well-established multivariate analysis.
Unlike finite dimensional random vectors, we visualize infinite dimensional random
functions; for example, curves, images, brain scans, etc. A vast amount of literature
have been dedicated to developing models for functional data. The ideas are mostly
based on basis function representations and kernel-based nonparametric methods. In
this dissertation, we propose a Bayesian treatment of nonparametric functional data
analysis by introducing a Gaussian process (GP) over the space of functions. GP
priors have been studied for Bayesian nonparametric regression and have achieved
popularity in the machine learning community. A Gaussian process provides a useful
prior for the underlying mean function of the functional data. The structure of the
stochastic process allows for combining data for final analysis from all observed time
(or other domain) points. This is especially useful for sparse functional data where
observations from different subjects might come from different (sparse) time grids.
We propose a unified Bayesian nonparametric framework based on a GP prior for
both sparse and non-sparse settings. The resulting GP functional data model can
efficiently produce intuitive results for solving smoothing, prediction, regression and
classification, especially for sparse functional data which is more challenging to handle
with the usual approaches. We derive the analytical expressions for the posterior dis-
tribution and posterior predictive distribution. An efficient computation algorithm is
also presented to speed up the model estimation and prediction for regular functional
v
data. A classification algorithm based on the Bayes classifier has been developed for
predicting the group/population the functional data belong. We demonstrate the
performance of our proposed model via simulation studies and application on three
datasets. We model spinal bone mineral density, temporal gene expression and tree
growth using the Gaussian process based functional data model. For modeling tree
growth, we extend the proposed model to include random effects. Supervised clas-
sification is performed for all the datasets using an approach based on the proposed
model. The possibility of extending the model to function-on-scalar regression by
including covariate information in the mean function is discussed as well.
vi
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Functional data (FD) refers to a study where observations from individual subjects
are obtained in the form of curves or functions defined over time or space or a general
domain. The term functional data was popularized by Ramsay and Silverman (2005).
A typical form of functional data over time can be presented as
yj(t) = f(t) + ε,
where yj(t) is an observation from the jth subject in the study at generic time t
and ε is standard measurement error (usually assumed to follow N(0, σ2ε)). A more
general functional data will be of the form yj(x), where x might belong to a general
(multi-dimensional) domain X .
There are various methods to estimate or analyze functional data from observed
curves. Modeling primarily takes the form of individual curve smoothing, e.g. B-
spline, Fourier series, or kernel smoothing, whereas related classification algorithms
are built on these modes of modeling, such as functional discriminant analysis (James
and Hastie, 2001), functional linear models (Müller and Stadtmuller, 2005), functional
principal component analysis (Yao et al., 2005a), and multinomial and B-spline based
Bayesian classification (Li and Ghosal, 2018), to name a few.
Another way of analyzing functional data comes from a generalization of exist-
ing longitudinal data analysis methods, where instead of considering individual curve
smoothing, the entire functional data is viewed as observations from a systemic pat-
tern given by a suitable stochastic process. The central idea assumes that the func-
tional data is an ensemble realization of the sample-path of the underlying stochastic
1
process, and the smoothing is described in terms of the covariance of the process. This
mode of smoothing uses information from all curves simultaneously. The Karhunen-
Loéve expansion links this approach to traditional basis-function based approaches,
and the selected covariance structure relates it to kernel smoothing. The Gaussian
process (GP) in particular is a useful candidate for such processes.
Following this line of thought, Gaussian process regression (GPR) provides a
powerful nonparametric Bayesian treatment of functional data, where the curves are
assumed to follow a Gaussian process prior in the space of functions and the posterior
distribution is used for estimation, classification or other modes of inference. This ap-
proach has an advantage in terms of interpretability since it models or estimates the
underlying function directly. Further, the Gaussian structure allows most predictors
to be derived in explicit forms, and since the smoothing depends on the covariance
function, with only a few hyper-parameters, this approach can handle higher dimen-
sional functional data more efficiently than spline-based models. See Rasmussen and
Williams (2006) and Shi and Choi (2011) for a comprehensive discussion on GPR
for analyzing functional data. A hierarchical Bayesian treatment of functional data
using GPR was presented in Yang et al. (2016).
In regular regression analysis, when standard measurement error terms fail to
explain the variation in the data adequately, a mixed effects model is used that
involves a random effects component to describe variation beyond measurement error.
In functional data regression, a similar idea can be used (Guo, 2002) to build more
flexible models where the random effects component is used in terms of a random
function that leads to a model of the form
yj(t) = µ(t) + gj(t) + ε, (1.1)
where yj(t) is the curve from the jth individual, µ(t) presents the mean curve of the
population and gj is a random component that presents the systemic variation of
the jth individual from µ (Thompson and Rosen, 2008) and ε is the measurement
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error. A functional mixed effects model can be especially useful for analyzing curves
if subjects are not observed on a common time grid (sparse or irregularly sampled
functional data). Spline-based mixed-effects models for functional data have been
studied (Wang, 1998; James and Hastie, 2001; James and Sugar, 2003; Rice and Wu,
2001; Thompson and Rosen, 2008; Park and Simpson, 2019), where the fixed effects
term is presented using non-random spline coefficients and the mixed effects term
gj(t) is modeled using random coefficients.
Yao et al. (2005a) used a functional principal component approach with a similar
mixed structure, where the random effect is represented via a Karhunen-Loéve ex-
pansion (modeled by a Gaussian process), and the fixed effects estimation uses local
linear smoothing. Shi et al. (2012) used a similar mixed structure where the random
effect is modeled with GPR, but a spline-based method is used to model the fixed
effects in order to incorporate covariates. This structure was also used in Shi et al.
(2007) to model “batch” functional data, where the random effect accounts for the
variation due to different batches.
We present an approach to classify sparse functional data that uses the mixed-
effects model structure (1.1), where gj is modeled using a GP (following Shi et al.,
2012; Thompson and Rosen, 2008). The proposed classification method imposes a
class-specific conjugate Gaussian prior on the mean curve µ(t), which leads to a fully
tractable posterior that can be used to classify any incoming new curve by maximizing
a posterior probability. The underlying GPR structure allows pooling of all curves





In an introductory Bayesian analysis class, we generally start with a normal (Gaus-
sian) distribution prior on an unknown population parameter, say µ. As soon as
we generalize to an unknown vector of parameters µ, we carry on using a Gaus-
sian approach and put a multivariate normal distribution prior on µ. Functions are
infinite-dimensional objects (Ramsay and Silverman, 2005; Rasmussen and Williams,
2006) and could be imagined as an infinitely long vector. Naturally we are tempted
to extend our idea of the normal distribution to infinite dimensional space. Gaussian
processes (Parzen, 1999) come to the rescue when searching for a prior over an infinite
dimensional space of functions. We will define GP formally, but first let us discuss
positive definite kernels (Mercer, 1909), which will be used to construct a GP and
understand its properties.






cicjK(xi, xj) ≥ 0
where c ∈ R and x ∈ X .
Note that any symmetric functionK is a positive definite kernel ifKxx = [K(xi, xj)]n×n
is positive semi-definite for any X = (x1, x2, . . . , xn)′. The matrix Kxx is also called
the Gram matrix or kernel matrix.
Let x, x′ ∈ Rd. If a kernel is a function of (x− x′), then it is a stationary kernel.
These stationary kernels are invariant to translation of the input space. We will
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mostly focus on stationary kernels in this dissertation. If a kernel is a function of
only |x− x′|, then it is called isotropic.
The eigenfunction φ(·) of a kernel K satisfies the following.
∫
K(x, x′)φ(x)dµ(x) = λφ(x′),
where λ is the eigenvalue with respect to measure µ. Mercer’s theorem is a useful
result which allows a kernel to be expressed in terms of its eigenvalues and eigenfunc-
tions.
Theorem 1. Mercer’s theorem: Let K be a kernel. Then there are normalized eigen-





where the series converges absolutely and uniformly everywhere.
We review some basics of reproducing kernel Hilbert spaces (RKHS) which helps
us to talk about a space of smooth functions corresponding to the choice of a kernel.
Following Mercer’s theorem, we can express a square integrable random function
(stochastic process) f(x) with mean function µ(x) and covariance function K(x, x′)
over a bounded interval using the Karhunen-Loeve (K-L) (Karhunen, 1947; Love,
1978) expansion as:






where Zi, λi and φi(x) are an uncorrelated unit variance random variable, eigenvalue
and eigenfunction respectively. K-L expansions express a stochastic process as a
linear combination of orthonormal basis functions and are closely related to principal
component analysis (PCA). In fact, K-L expansions are the basis for functional PCA.
If f(t) is a Gaussian process, then the Zi’s are stochastically independent normal
random variables.
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We need to define some space for the functions. In our topic, the reproducing
kernel Hilbert space (Aronszajn, 1950) plays a crucial role. A well-defined function
space will help us determine the properties the functions inherit from the space.
Definition 2. Reproducing Kernel Hilbert Space (RKHS): Let HK be a Hilbert space
of functions on nonempty set X endowed with an inner-product 〈·, ·〉HK. HK is called
a reproducing kernel Hilbert space (RKHS) with reproducing kernel K if:
1. K(·, x) ∈ HK; ∀x ∈ X
2. f(x) = 〈f,K(·, x)〉HK ; ∀x ∈ X ,∀f ∈ HK.
There is an one-to-one relationship between positive definite kernels and RKHS.
Moore-Aronsza (1950) showed that for every positive definite kernel K, there exists





αiK(x,xi) : n ∈ N,xi ∈ X , αi ∈ R.
}







It can be shown that this space of functions satisfies requirements for a RKHS. We





It is clear from the definition that the function f in RKHS HK will inherit prop-
erties of the kernel K. For example, if the kernel K is s times differentiable, then
function f induced by it will also be s times differentiable. The idea of inner product
induces the norm in RKHS. The norm of a function ||f ||HK actually measures its
smoothness, which is an important property in functions in which we are interested.
The greater the norm ||f ||HK , the less smooth the function.
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Now, let us focus on the stochastic process of interest in this dissertation, the
Gaussian process. We first formally define the GP.
Definition 3. Let X be a nonempty set (usually Rp). The Gaussian process is a stochastic
process {f(x) : x ∈ X} with positive definite covariance kernel K(·, ·) : X × X → R and
mean function µ(·) : X → R if it satisfies the following: For any X = (X1, X2, . . . , Xp)′ ⊂
X , the finite dimensional random vector f(X) = (f(X1), f(X2), . . . , f(Xp))′ ∈ Rp follows
a multivariate normal distribution with mean µ(X)p×1 = (µ(X1), µ(X2), . . . , µ(Xp))′ and
covariance matrix K(X,X)p×p = (K(Xi, Xj))pi,j=1.
A GP can serve as a distribution on the space of functions, i.e.
f(·) ∼ GP(µ(·), K(·, ·)).
Note that, for any positive definite kernel function K and mean function µ, there
exists a GP: f ∼ GP(µ,K). There is an one-to-one correspondence between the
existence of a GP and (µ,K) (Dudley (2018)). The selection of the kernel specifies
the GP; therefore it plays an important role in understanding the properties of the
GP.
Let us discuss some of the most commonly used kernels (Rasmussen and Williams,
2006).
Example 1. Gaussian/ RBF Kernel: The Gaussian or Radial Basis Function (RBF)
kernel is defined by:







A Gaussian kernel has two parameters: the length-scale parameter l controls
how smooth or wiggly the function will be and the signal variance σ2f controls the
amplitude. This kernel is infinitely differntiable, and thus corresponds to the space
of functions which are infinitely differentiable, that is, very smooth functions. The
Gaussian kernel is the most widely used kernel in kernel based methods.
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Example 2. Mater̀n Kernel: For X ⊂ Rd, and constants α > 0, l > 0, the Mater̀n
kernel is defined as:








; x, x′ ∈ X ,
where Kα is the modified Bessel function of the second kind of order α. The Mater̀n
class has its process f(x) s times differentiable if and only if α > s. This covariance
function becomes simpler and more useful in applications when α is half-integer, i.e.
α = (m+1)/2 for non-negative integerm. A few specific cases used in this dissertation









































The first kernel is known as the Laplace or exponential kernel. Here the parameter
l controls the scale and α controls the smoothness by specifying how finitely differ-
entiable the functions are. For example, for α = 1/2, the functions are very rough
whereas for α = 5/2 the functions are sufficiently smooth. As α → ∞, the Mater̀n
kernel converges to a Gaussian kernel, meaning it becomes infinitely differentiable.
In the Bayesian nonparametric regression setting, GP is used as a prior on the
mean function f(·) as
Y = f(x) + ε (2.1)
f(·) ∼ GP(µ(·), K(·, ·))
ε ∼ N(0, σ2).
A detailed treatment of GP in nonlinear regression and classification can be found
in the book by Rasmussen and Williams (2006). The posterior distribution can
be made tractable by assuming a normally distributed error term. The posterior
8
predictive distribution for a vector of test points X∗ is again a multivariate normal
distribution with the following mean and covariance matrix.
µ∗ = K(X∗, X)(K(X,X) + σ2I)−1y
Σ∗ = K ∗ (X∗, X∗) + σ2I −K(X∗, X)(K(X,X) + σ2I)−1K(X,X∗).
The posterior mean serves as the point prediction at the unknown covariate value
while the posterior covariance provides a way to quantify the uncertainty in that
estimate, often done by utilizing it to construct error bars. It is easy to verify that
the marginal likelihood of the given regression model is Y ∼ N(0, K + σ2I). Hy-





Many research studies or data sources provide observations on a subject over time
or space (or in general on any indexing set). The most direct way of analyzing
such data is to consider these observations as a vector of observations and apply
multivariate statistical analysis techniques. But for some occasions, it makes more
sense to consider these data as discrete observations from a function (a curve in
one dimension). In functional data analysis, popularized by Ramsay and Silverman
(Ramsay and Silverman, 2005), each subject is assumed to produce a curve as a unit
of data, observed on a finite grid of time points (or space). The key concept is that
the unit of analysis is a function–in the simplest case, a curve. This perspective allows
us to analyze the random trajectory, its smoothness, its derivatives and so on, using
techniques which are quite different from traditional multivariate analysis. We focus
on analyzing random functions, the data generation process, fitting statistical models
suited for the data generation specification and finally drawing inference in terms of
functions.
Though we start by claiming that we will consider data from a subject as a
function, in practice we can only observe the function on finitely many time points. A
subject i produces ni pairs of observations (tij, yij); j = 1, 2, . . . , ni where tij denotes
the time points and yij denotes the measurement of interest. The basic functional
data model is as follows:
yij = fi(tij) + εij.
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Here, ε represents the measurement error/disturbance/perturbation contributing
to the roughness of the observed raw data. The standard approach for this error is to
consider independently distributed zero mean and finite variance random variables.
A homoscedastic model with constant variance σ2 is also common for its convenience.
Modeling the random function fi(·) is the main interest in the field of functional data.
For the purposes of this thesis, we will classify functional data into two major types.
1. Regular / Non-sparse: All the subjects are observed on the same time points.
2. Irregular / Sparse: Subjects are observed at possibly different time points
and the number of time points observed per subject varies. Analysis techniques
for sparse functional data are more complicated than for regular functional data.
It is typical that we want to express the observations as a function of an appropriately
smooth function. We discuss a few widely used smoothing techniques.
3.1 Linear Smoothing






Simonoff (2012) and Friedman et al. (2001) provide a comprehensive review of linear
smoothing methods. The properties of the smoother are determined by the weights






where the function f is expanded using a linear combination of K basis functions
{φk}. The number of basis functions K determines the degree of smoothing (Eubank,
1999). Since it provides a least squares solution, variable selection literature in the
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context of multiple regression can be used to determine the number of basis functions
to use. The choice of a good basis expansion leads to excellent approximation of the
function being estimated using the least number of basis functions.
Some common basis expansions are Fourier, polynomial, spline, and wavelet bases
(Ramsay and Silverman, 2005; Bowman and Azzalini, 1997). The Fourier basis is
derived from the Fourier series. It is useful for stable functions where very few local
features are present and there are some periodicities in the data. The polynomial basis
is well known for multiple regression, but the estimation becomes difficult because
of the nearly singular cross product matrix used in least squares computation. It
also suffers from problems in the tail of the data. Spline bases overcome most of
the problems the previous two bases suffer. Spline bases use specified positions in
the data called knots and build piecewise polynomial functions at those knots. The
most popular and computationally efficient and stable version of spline bases is the
B-spline. The B-spline basis is a cubic spline on the interval [tk−2, tk+2], with compact
support and shorter support at the ends. Finally, wavelet expansion is another way
to build a basis for functions by considering all the dilations and translations of a
suitably chosen fixed function Φ, called the mother wavelet function.
Φjk(t) = 2j/2Φ(2jt− k).
Wavelet bases accommodate sudden change and discontinuities well and are a good
choice when a function shows sharp local changes.
3.2 Kernel Smoothing
Another approach to smoothing is kernel smoothing, where a smoothed function at
time t is obtained by borrowing information from nearby observations (Wand and
Jones, 1994; Hastie et al., 2009). The local weights are constructed via a location
and scale shifted kernel function K. Common kernels are uniform, quadratic, and
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Gaussian. For example, a Gaussian kernel can be written as
K(t) = (2π)−1 exp(−t2/2),





This way, more weight is given to data close to t and the degree of concentration






The Nadaraya-Watson estimator (Nadaraya, 1964; Watson, 1964) is the normalized
version of the kernel




The smoothness of the estimated function depends on the bandwidth parameter of
the kernel function.
3.3 Local Polynomial Smoothing
Local polynomial smoothing (Fan and Gijbels, 1996) is a generalized version of the
moving average, where low degree polynomials are fitted locally. In the fitting process,
weighted least squares is used where more weight is given to the nearby observations.
This provides satisfactory results in many situations where we only require an es-
timate of the function at some time point. Local polynomial smoothing performs
particularly well at the boundaries and for unequally-spaced data. It can be tailored
for special requirements such as robustness, monotonicity and adaptive bandwidth
selection. One particular class of local polynomial smoothers is LOWESS (Locally
Weighted Scatterplot Smoothing) developed by Cleveland (1979) and Cleveland and
Devlin (1988), which is a widely used method for nonlinear regression today.
13
3.4 Functional Principal Component Analysis (FPCA)
Functional principal component analysis (FPCA) (Besse and Ramsay, 1986; Rao,
1958; Castro et al., 1986) is one of the most effective tools in FDA; it allows us to
represent a function by using the orthogonal eigenfunctions of a covariance function.
It has found applications in visualizing functional data, functional regression and
classification. Referring back to the Karhunen-Loeve theorem, we can express a
square integrable function f(t) as:




Here ζik is the principal component associated with the kth eigenfunction φk. It
has the following properties:
E(ζik) = 0; V ar(ζik) = λk and E(ζikζil) = 0 for k 6= l.
We can attempt to express f(t) with the first few eigenfunctions,




While the estimation is straightforward for regular non-sparse functional data, our
main interest is the more general one, the sparse functional data setting. Yao et al.
(2005b) derived the best linear unbiased estimator of the FPC scores as
λ̂ik = λ̂kφ̂kΣ̂−1(Yi − µ̂i),
where Yi is the observed functional data, µ̂ is the estimate of the mean function,
Σ̂ is the estimated covariance matrix and (λ̂k, φ̂k) are the pairs of estimators of the
eigenvalues and the eigenfunctions.
The mean function and the covariance surface is estimated using local polynomial
smoothing (Fan and Gijbels (1996)). All the data is directly pooled to estimate µ.
The authors did not consider the correlation in the dependent nature of the data
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since considering it did not lead to any improvement in their method. Data adaptive
bandwidth selection or subjective choice of tuning parameter is required for local
polynomial smoothing.
Yao et al. (2005b) proposed a Bayesian alternative of the PACE method using
a hierarchical Bayesian structure with Gaussian process prior on the mean and an
inverse-Wishart process (IWP) for the covariance function. The aim of the paper is to
simultaneously and nonparametrically smooth the all the sparsely observed functional
data. The proposed model is:
Yi(tij) = Zi(tij) + εij,
where {Zi(·)} are i.i.d GP(µ(·),Σ(·, ·)) and εij ∼ N(0, σ2ε) are i.i.d error terms. The
prior setup is as follows:
σ2ε ∼ Inverse-Gamma(aε, bε), (µ|Σ) ∼ GP(0,
1
c
Σ), Σ ∼ IWP (δ,Ψ).
Here c > 0 is a scaling parameter, and δ and Ψ are the shape and scaling parameters
of the IWP respectively. The authors specified Ψ(·, ·) = σ2sA(·, ·), where A(·, ·) is a
Matérn kernel. The hyperprior for σ2s is chosen to be a Gamma distribution. The
posterior sampling is done via a MCMC algorithm. Based on the Gaussian-Wishart
model, Yang et al. (2017) addressed the computational burden and proposed a basis
function representation which improves scalability.
3.5 Functional Mixed Effects Model
Berk et al. (2012) proposed a functional mixed effects model for longitudinal analysis
of temporal gene expression data, which is particularly suitable for sparse functional
data analysis. The suggested model for gene expression of individual i at time tij is:
y(tij) = µ(tij) + gi(tij) + εij.
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Here µ(·) is a smooth, fixed curve; gi(·) is the subject specific deviation from the
mean and εij is the error term. The subject-specific effect gi(tij) is assumed to be
a Gaussian process with zero mean and covariance function γ(s, t) and the error
terms are independent and normally distributed. The mean function is modeled by a
cubic smoothing spline. The parameters are estimated by maximizing the likelihood
function using the EM algorithm. The smoothing parameters are found by optimizing
the corrected AIC value using a downhill simplex.
3.6 Functional Data Classification
Classification is a common and widely useful task in statistics and in machine learn-
ing under the general mantle of pattern recognition. Given a dataset with a cat-
egorical response variable, the goal of classification is to predict the category (la-
bel/class/population) given test data. Classification in the area of functional data
has also been explored. This is particularly interesting for sparse/irregular functional
data where a fragment of an observation is available per subject. Some of the applica-
tions of functional classification has been found in temporal gene expression literature
(listed below).
James and Hastie (2001) proposed functional linear discriminant analysis (FLDA)
which is one of the earliest classification algorithm for irregular function data. James
(2002) and Müller et al. (2005) provided an extension of the generalized linear model
to the functional data case. FPC scores have been used in logistic regression for
functional classification by Leng and Müller (2006). FPC has also been utilized by
Lee (2005) for implementing support vector machines (SVM) and Rossi and Villa
(2006) for functional SVM. Fan et al. (2010) proposed a kernel induced random
forest. More recently, Kim and Lim (2021) applied bootstrap aggregation (bagging)
and FPC score for classifying sparse functional data.
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Chapter 4
Gaussian Processes for Functional Data
4.1 Model Development
In this chapter, we develop the core Bayesian nonparametric framework for sparse
and non-sparse functional data based on Gaussian processes and derive expressions
for the posterior mean function (smoothing) and posterior covariance. These in turn
will be used in further extensions of our model.
Let us consider the mixed-effects specification for functional data. The curve from
the ith subject is observed with some measurement error, so observed values Yi(t) at
time point t are:
Yi(t) = µ(t) + gi(t) + εi(t), (4.1)
where µ : Rd → R is the mean curve of the population, {gi(·)} are i.i.d. GP(0,Ω(·, ·)),
subject-specific smooth random effects curves, and {εi(·)} are i.i.d. N(0, σ2) mea-
surement errors. The covariance function Ω(·, ·) is parameterized by θΩ.
The curves are observed on a discrete and finite number of time points (ti1 ,ti2 ,...,tini ),
where ni is the number of time points at which the curve is observed for the ith subject.
We largely consider the more general case of sparse functional data where these time
points are different for all subjects and {ni} are different too.
Estimation of mean and covariance functions has been studied in FDA literature.
Basis functions and kernel smoothing are the most popular techniques to model the
unknown non-linear mean function. In this dissertation, we utilize the extensive
development of Gaussian process priors for nonparametric regression. In practice,
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the functional form of the mean function is not known; therefore we impose a GP
prior on the unknown mean function, i.e.,
µ(·) ∼ GP(0,Σ(·, ·)).
The zero mean is justified with prior centering of the data by subtracting the overall
mean of all the available responses Y . The covariance function Σ controls the nature
of the space of the latent function. For example, a Gaussian kernel will specify
a space of infinitely differentiable mean functions. Σ contains hyperparameter θΣ,
which controls the smoothness and other properties of the mean function.
Now, the covariance structures of interests are:
Cov[Yi(t), Yi(t′)|µ] = Σ(t, t′) + Ω(t, t′)
Cov[Yi(t), Yi′(t′)|µ] = Σ(t, t′).


































Σ(t1, t1) Σ(t1, t2) . . . Σ(t1, tn)
Σ(t2, t1) Σ(t2, t2) . . . Σ(t1, tn)
... ... . . . ...





Ω(t1, t1) 0 . . . 0
0 Ω(t2, t2) . . . 0
... ... . . . ...





σ2 0 . . . 0
0 σ2 . . . 0
... ... . . . ...
0 0 . . . σ2

= σ2IN×N ,
where N = ∑ni=1 ni. We can write the marginal distribution as
E[Y ] = 0
cov[Y ] = cov(µ) + cov(g) + cov(ε)
=

Σ(t1,t1)+Ω(t1,t1)+σ2I Σ(t1,t2) ... Σ(t1,tn)
Σ(t2,t1) Σ(t2,t2)+Ω(t2,t2)+σ2I ... Σ(t1,tn)
... ... ... ...
Σ(tn,t1) Σ(tn,t2) ... Σ(tn,tn)+Ω(tn,tn)+σ2I

Y ∼MN(0, K = cov(µ) + cov(g) + cov(ε)).
4.1.1 Posterior Distributions
Posterior distribution calculation is straightforward using the conditional probability
rules for multivariate normal distributions as portrayed in Rasmussen and Williams
(2006). The posterior distribution of the mean function and the posterior predictive
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distribution of the responses for any given grid of time points can be calculated
using the following analytical expressions. Let us consider a vector of time points
t∗ = [t1, t2, . . . , tn∗ ]′, where the mean function is to be estimated. We can reconstruct
the marginal distribution by appending terms corresponding to t∗ to the response,
mean, random effect and error vectors and deriving the accompanying identities:Y
µ∗
 ∼MN(0,
 K Σ′(t∗, t)
Σ(t∗, t) Σ(t∗, t∗) + Ω(t∗, t∗)
). (4.2)
Therefore, the posterior distribution of the mean function at the chosen time points
is
µ∗|Y , t, t∗ ∼MN(µµ∗ ,Σµ∗)
µµ∗ = Σ(t∗, t)K−1y, Σµ∗ = Σ(t∗, t∗) + Ω(t∗, t∗)− Σ(t∗, t)K−1Σ′(t∗, t).
(4.3)
The posterior predictive distribution Y ∗|Y , t, t∗ can be easily obtained similarly by
adding measurement error variance in the posterior variance calculation as:
Y ∗|Y , t, t∗ ∼MN(µY ∗ ,ΣY ∗), where
µY ∗ = Σ(t∗, t)K−1y, (4.4)
ΣY ∗ = Σ(t∗, t∗) + Ω(t∗, t∗) + σ2In∗×n∗ − Σ(t∗, t)K−1Σ′(t∗, t). (4.5)
It is also possible to perform subject-specific prediction, i.e. estimate the complete
trajectory of a subject given its partial (sparse) data and observations across all other
subjects. The ith subject-specific prediction requires modification of the covariance
structure.
Σ∗(ti, t∗i ) = Cov(Yi
∗,Y ) = Σ(t, t∗i ) + [0,0, . . . ,Ω(ti, t
∗
i ), . . . ,0]
µ∗Y ∗i = Σ
∗(ti, t∗i )K
−1y (4.6)
Σ∗Y ∗i = Σ(t
∗, t∗) + Ω(t∗, t∗) + σ2In∗×n∗ − Σ∗(t∗, t)K−1Σ∗
′(t∗, t). (4.7)
Mirroring the construction of a point-wise credible region can be created by leveraging
the diagonal of the posterior covariance matrix.
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4.1.2 Hyperparameter Estimation
The covariance functions/kernels Σ and Ω contain hyperparameters θΣ and θΩ.
Following GP regression literature, we obtain these parameters by maximizing the





The easier route is to directly use the fact
Y ∼MN(0, K).
Therefore, log p(y) = −12y
′K−1y− 12 log |K|−
n
2 log 2π, where y
′K−1y represents the
data fit, log |K| represents the complexity penalty, and n2 log 2π is the normalizing
constant.
We prefer this approach to selecting hyperparameters because of the automatic
regularization property of the marginal likelihood approach. The Type II maximum
likelihood approach automatically penalizes complex models. For example, the Gaus-
sian kernel contains two hyperparameters: amplitude parameter σ2f and length scale
parameter l2. Data fit decreases monotonically with l2 since the model becomes less
and less flexible. The negative complexity penalty increases with length scale because
the model becomes less complex with growing length scale. Therefore, hyperparam-
eters are selected in such a way that model fit and complexity is balanced, thus
achieving regularization.
The responses are normalized (z-standardization) before analysis to achieve nu-
merical stability during hyperparameter estimation. In this work, we have optimized
the marginal likelihood function using the Nelder-Mead and BFGS algorithms with
multiple starts to account for local optima issues.
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4.1.3 Simulation
We propose two mean functions to be used for functional data simulations. One
is based on normal density functions with different location and scale parameters.
The other is based on the Laplace (double exponential) distribution with similar
manipulation. These two mean functions contain peaks or spikes of varying scale; the
Laplace distribution outputs non-differentiable regions at the spikes. The proposed
mean functions are:
µ1(t) = N(.2, .05) + N(.5, .03) + N(.8, .02); t ∈ (0, 1).
µ2(t) = dexp(.2, .05) + dexp(.5, .03) + dexp(.8, .02); t ∈ (0, 1),
where N(a, b) and dexp(a, b) are the density functions of a normal distribution and
a Laplace distribution respectively, with location parameter a and scale parameter b.
The random effects function gi(t) is simulated from GP(0,Ω), where Ω is the Gaussian








(a) Mixure of normal density.








(b) Mixure of double exponential den-
sity.
Figure 4.1. Simulated functional data under two different mean functions. The
darker curve is the true mean function and the grey lines are the sparsely observed
functional data.
kernel with length-scale parameter l2 = 1 and amplitude parameter σ2f = 1; the noise
variance σ2 is set to be 1. Here, two sparse functional data generation procedures are
considered. The sample sizes (n) considered are 10, 20, 30, 40 and 50. Varying levels of
sparsity are observed depending on two different sparse data generation procedures.
• Fully Sparse: We determine ni, the number of time points observed for a
specific subject by randomly selecting an integer from min(ni) = {2, 6} to
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max(ni) = {10, 14}. Therefore, a subject can be observed for at least min(ni)
points and at mostmax(ni) time points. For themin(ni) = 2 andmax(ni) = 10
case, we expect to observe on average 6 data points per subject. Similarly,
for the latter setting, the expected number of time points per subject is 10.
Furthermore, we simulate ni time points from a Uniform(0,1) distribution for
that particular subject. This process of simulation ensures there are a varying
number of time points for each subject and time points are irregular on the
interval (0, 1).
• Sparsified Regular Grid: In this case, an equally-spaced grid of time points
is constructed from 0 to 1 with grid size = 100. For each subject, a random
set of time points is chosen to be included in the dataset using a Bernoulli
random variable with probability (sparsity parameter) p = {0.06, 0.10}.Unlike
the previous setting, some replications are observed since there are only 100
time points under consideration for all the subjects.
Estimating the Mean Function
The proposed Bayesian GP model for sparse functional data allows estimation of the
mean function in the form of the posterior mean. In this simulation setup, the mean
function has a known parametric form. We apply the proposed model to estimate
the mean function from sparsely observed functional data contaminated with mea-
surement error. While estimating the mean function, we can use different covariance
functions. For example, if we believe the true mean function is smooth, we can select
the Gaussian kernel, whereas, for moderate smoothness, the Matérn kernel might
give reasonable results due to the fact that it assumes a finitely-differentiable func-
tion space. For comparison, we consider PACE and smoothing spline mixed effects
models (SME) (Berk (2018)). PACE produces the estimate of the mean function
using local polynomial smoothing whereas SME uses smoothing splines with sepa-
23















(a) n = 10,min(ni) = 2,max(ni) = 10.














(b) n = 10,min(ni) = 6,max(ni) = 14.














(c) n = 20,min(ni) = 2,max(ni) = 10.















(d) n = 20,min(ni) = 6,max(ni) = 14.
Figure 4.2. Mixture of normal density mean function estimation under simulation
setting 01. The black curve shows the true mean function and the red curve shows
the estimated function using the proposed method (Gaussian kernel).
rate penalties for the mean function and the random effects function. We use the















(a) n = 10, p = 0.06.














(b) n = 10, p = 0.10.














(c) n = 20, p = 0.06.














(d) n = 20, p = 0.10.
Figure 4.3. Mixture of normal density mean function estimation under simulation
setting 02. The black curve shows the true mean function and the red curve shows
the estimated function using the proposed method (Gaussian kernel).
R package fdapace (Dai et al. (2019)) for PACE and sme (Berk et al. (2012)) in
our simulation. The sme package uses AICc to select the best values for the penalty
parameters. However, this procedure did not always result in reliable estimates. The
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penalty parameter λµ and λν are instead manually set to 10−6 and 1 while estimating
the mean functions plotted below. During numerical comparisons, we revert to model
selection via AICc. We can also construct a credible region for the mean function us-













(a) n = 10,min(ni) = 2,max(ni) = 10.












(b) n = 10,min(ni) = 6,max(ni) = 14.












(c) n = 20,min(ni) = 2,max(ni) = 10.













(d) n = 20,min(ni) = 6,max(ni) = 14.
Figure 4.4. Credible region for the mixture of normal density mean function esti-
mation under simulation setting 01 using Gaussian kernel.
ing the posterior covariance matrix. The diagonal of this posterior covariance matrix
gives the measure of uncertainty for estimating the mean function. The 95% credible




We can compare the performance of the mean function estimator from the proposed

















ISE can be approximated by Monte Carlo integration since
ISE =EU(0,1)[
(
µ̂(T )− µ(T )
)2
]; T ∼ U(0, 1).






















(a) n = 10, p = 0.06.












(b) n = 10, p = 0.10.












(c) n = 20, p = 0.06.













(d) n = 20, p = 0.10.
Figure 4.5. Credible region for the mixture of normal density mean function esti-
mation under simulation setting 02 using Gaussian kernel.
Here, ti’s are realizations from U(0, 1) and the Monte Carlo sample size N is chosen
to be 10,000. Now, the MISE is estimated by replicating the experiment M = 100






We have presented a numerical comparison of GP based methods, local polynomial
Table 4.1. MISE for estimating mixture of normal density mean function under
simulation setting 01. Methods compared: GP method (four choices of kernels), local
polynomial (LP) and smoothing spline mixed effect model (SME).
Proposed method




10 2.37 2.98 2.39 2.46 24.37 9.33
20 0.60 0.87 0.61 0.64 27.80 8.36
30 0.40 0.62 0.41 0.44 28.86 8.19
40 0.27 0.47 0.28 0.31 29.02 8.08




10 1.08 1.18 0.87 0.90 27.02 8.51
20 0.33 0.55 0.34 0.37 28.79 8.19
30 0.20 0.36 0.21 0.23 29.06 8.15
40 0.17 0.31 0.18 0.19 29.13 8.03
50 0.13 0.26 0.14 0.15 29.14 8.03
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smoothing (PACE), and a smoothing spline mixed effects model (SME) in terms of
MISE in several settings. Our GP method outperforms the competing methods in
all cases. The local polynomial estimator always oversmooths, resulting in higher
bias. On the other hand, SME overfits the data without explicit specification of the
smoothing parameters, resulting in higher variance. It is also seen that misspecifica-
tion of the covariance function does not affect the estimation widely. For example, in
the data generation stage, we can select any covariance function for Ω. The simula-
tion setup includes four different covariance functions when the data is generated and
the GP model is fitted with four different kernels for each of the cases. The results
show that choosing an incorrect kernel during fitting of the model has minimal effect.
In practice, the Gaussian and the Matérn kernels are more appropriate.
Table 4.2. MISE for estimating mixture of normal density mean function under
simulation setting 02.
Proposed method
n Gaussian Laplace Matérn 5/2 Matérn 3/2 LP SME
High sparsity
p = 0.06
10 2.59 3.47 2.43 2.49 21.09 9.58
20 1.86 2.04 1.85 1.89 21.05 11.33
30 1.56 1.67 1.44 1.48 20.65 8.89
40 1.29 1.54 1.32 1.35 21.24 9.74
50 0.89 1.17 0.96 0.99 20.70 10.00
Low sparsity
p = 0.10
10 0.81 1.16 1.02 0.86 20.62 8.65
20 0.37 0.52 0.38 0.40 20.38 8.34
30 0.21 0.32 0.22 0.24 20.26 8.19
40 0.16 0.25 0.17 0.18 20.40 8.32
50 0.13 0.21 0.14 0.15 20.23 8.18
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4.2 Efficient Computation for Regular Functional Data
Note that GP regression with n data points always requires inverting a (n × n)
matrix, resulting in O(n3) computation, which is the primary obstacle for GP-based
methods in applications with moderately large datasets. This computational burden
carries on to our GP-based functional data model as well. The posterior mean,
covariance and marginal likelihood expressions contain (N × N) matrix inversions,
where N = total number of data points after aggregating over all the subjects. This
makes our procedure computationally challenging. However, it is possible to reduce
computation when we deal with regular (non-sparse) functional data. In the non-
sparse setting, all subjects are observed at the same time points with no missing
cases. It allows us to perform all the calculations on those observed time points only,
escaping the computation incurred by (nearly) unique time points for all the subjects
in the sparse setting. Let us assume all subjects are observed on the same m time
points t1, t2, . . . , tm. For a sample size of n, there are N = nm total data points.
Using the direct approach described above, the computational complexity would be
O((mn)3), whereas by considering the m time points, we can reduce the overall
computation to O(m3) only (Binois et al. (2018)). Let us express the observations in






































































µm×1 + gmn×1 + εmn×1
= Aµ+ g + ε
Using this compact expression of the model, we can further derive the following
identities:
cov(Y ) =Acov(µ)A′ + cov(g) + σ2Imn×mn
=AK1m×mA′ + diagn(K2m×m) + σ2Imn×mn
=AK1m×mA′ + diagn(K2m×m + σ2Im×m).
Now we consider the prediction problem. We would like to obtain posterior mean
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function Y ∗ over n∗ time points t∗ = (t∗1, t∗1, . . . , t∗n∗)′, given
cov(Y ∗, Y ) =cov(µ∗ + g∗ + ε∗, Aµ+ g + ε)
=cov(µ∗, µ)A′
=K∗A′.
Therefore the posterior mean on T ∗ can be written as follows.








′ + diagn(K2 + σ2I)
]−1
y.
The main computational challenge is the matrix inversion inside this expression. We
employ the Woodbury identity (Woodbury, 1950) to reduce the (mn×mn) inversion
























=K∗A′D−1n y −K1A′D−1n A
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Let Σ∗∗ = cov(Y ∗, Y ∗). Now we derive the expression for computing the posterior
covariance.















=Σ∗∗ + σ2I −K∗
[
A′D−1n A− A′D−1n ACA′D−1n A
]
K∗
=Σ∗∗ + σ2I −K∗
[
nD − nCD nD
]





Now we deal with computing the marginal likelihood in an efficient manner. The
marginal likelihood function is:
ML = −.5
[




















=y′D−1n y − y′D−1n ACA′D−1n y


















Using Sylvester’s identity (Sylvester, 1851), we derive an expression for the determi-
nant of the covariance matrix:
|cov(Y )| =det(A′K1A+ diagn(K2 + σ2I))

























yi) + log |K−11 + nD|
+ log |K1|+ n log |K2 + σ2I|
]
.
These expressions for posterior mean, covariance and marginal likelihood all in-
volve (m ×m) matrix inversions. We would also add that this approach of reduced
computation can be applied to the usual GP regression problem where there are
some replications. In that case, GP regression calculations can be performed on
those unique covariate values only, yielding faster computation.
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4.3 Supervised Classification of Sparse Functional Data
Classification is a common task in statistics and machine learning. Given a training
dataset where each subject is labeled according to some category, a classification
method will predict the category of unlabeled test data. The performance of the
classifier depends on the ability to correctly predict the label from which the training
data originates. Classifiers are extensively developed for multivariate data and range
from logistic regression to advanced deep neural network-based models. Our interest
is to develop a classifier for functional data where the predictor of the label of a subject
is the trajectory/curve over time (or space). Given a functional dataset obtained from
a number of subjects with labels of their corresponding population/class/category, we
would like to be able to classify a test curve to its correct population. We can easily
extend our proposed Bayesian framework to a functional data classifier by taking
advantage of the full posterior distribution. This posterior distribution at specified
time points allows us to compute the posterior probability of belonging to a particular
class. Our method is interesting in the sense that it can accommodate sparse or non-
sparse functional data with any number of classes (multiclass classification problem).
Our goal is to classify a test curve to the correct population. Let D∗ = {t∗i , y∗i };
i = 1, 2, . . . n∗, or {D∗ = T ∗, Y ∗} be the test curve with n∗ observations at some
time points T ∗ = [t∗1, t∗2, . . . , t∗n∗ ]
′. The classifier is based on a Bayes classifier. Let
C = 1, 2, . . . C denote the population. Then the probability that a curve is from the
ith population is given by:
P (C = i|D∗) = P (D
∗|C = i)P (C = i)
P (D∗) .
Our classifier is based on the Bayes classifier which works by finding the population
with highest posterior probability, i.e.
g(D∗) = argmax
i∈{1,2,...,C}
P (C = i|D∗).
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In this framework, the key challenge is to find P (D∗|C = i). We outline the following
steps for classifying regular/irregular functional data.
1. Separate observed (training) curves from each class in the training data.
2. For each class, estimate GP hyperparameters by maximizing the marginal like-
lihood.
3. For any test curve (unlabeled) D∗, for all the classes separately, estimate the
posterior mean function and covariance matrix at test time points T ∗ and
thus obtain posterior predictive distribution (multivariate normal distribution)
P (Y ∗|T ∗, Y , Y ∗).
4. Compute log posterior density P (Y ∗ = y∗|T ∗, Y , Y ∗, C = i); i = 1, 2, . . . , C.
5. Find i ∈ {1, 2, . . . , C} which maximizes the posterior log density. Classify D∗
to population i.
4.3.1 Simulation
We demonstrate functional classification using our GP model with simulated sparse
functional data. The setting is similar to the previous simulation. We assume there
are C = 2 populations, one with periodic mean function and another with linear
mean function:
µ(t) = sin(10t) + t (Periodic),
µ(t) = 1.2t (Linear).
Using these mean functions, we create a training dataset with 50 curves from the
periodic population and 50 curves from the linear population. A Gaussian kernel
with l2 = σ2f = 0.1 is used to specify Ω. We introduce sparsity by randomly selecting
time points between 0 and 1 for each curve and randomly selecting the number of
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points for each curve from 1 to 10. Figure 4.6 shows the generated data from the
two classes along with the true mean functions. It is apparent that there is a lot of
overlap between the data generated from the two classes. First we separate curves










Figure 4.6. Simulated sparse functional data from periodic and linear populations.
from these two populations and independently fit two different GP-based functional
data models and estimate the posterior distributions. Now we generate a test dataset
in a fashion similar to how the training dataset was generated. As laid out in the
classification algorithm, we predict the class of each curve from the test set and
compare the predicted class to the actual class. Out of 100 test curves, only 5 were
misclassified in spite of a large degree of apparently indistinguishable overlap and
sparsity. We show one example each from correctly and incorrectly classified curves
in Figure 4.7. Let us take the green curve for example, which is observed at six times
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Figure 4.7. Correctly and incorrectly classified curves by Gaussian process based
algorithm.
points. First we obtain the posterior mean and posterior covariance matrix at those
six time points for linear and periodic GP models separately. Since the posterior
distribution is a multivariate normal, we can compute the log posterior density of
observing the responses of the green curve for each of the classes. This quantity is
higher for the periodic class, therefore our method classifies the green curve to the
periodic population.
On the other hand, the cyan curve is originally generated from the linear mean
function, but it is classified as periodic. Finally the pink dot is also actually a miss-
classified curve. It happens to be generated from a periodic population, but observed
on only one time point. Classification becomes very hard when the number of time




5.1 Spinal Bone Mineral Density Data




























Figure 5.1. Spinal bone mineral density over the years by gender.
The first dataset we analyze is an irregularly-observed spinal bone mineral density
dataset. This dataset was used by James and Hastie (2001) to demonstrate functional
linear discriminant analysis (FLDA). This is a subset of the dataset from Bachrach
et al. (1999), providing measurements of relative spinal bone mineral density mea-
surements for various ages of 280 individuals. Each value is the difference taken on
two consecutive visits, divided by the average; the age is the average age over the
two visits. Although there are in total 860 measurements over the span of almost
two decades, there are only 2-4 measurements over a span of a few years for each
individual. This is an appropriate example of sparse functional data where the num-
ber of observations per subject is variable, and the time points of measurement differ
37






















































































(c) Matérn 5/2 kernel




























(d) Matérn 3/2 kernel
Figure 5.2. Mean function estimation with 95% credible regions using a Gaussian
kernel for the spinal bone mineral density data by gender.
subject to subject. To make this analysis comparable to previous authors’ analyses,
we also drop the subjects with only single observations (after removal of these sub-
jects, the sample size is 280). Gender and ethnicity (Black, White, Asian, Hispanic)
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Figure 5.3. Subject-specific prediction of spinal bone mineral density data by gender
using Gaussian kernel.
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address the issue of mean function estimation separately for male and female subjects
using the proposed model. We explored four choices of covariance kernels: Gaussian,
Laplace, Matérn 3/2 and Matérn 5/2. Secondly, subject-specific prediction is also
demonstrated for two male and two female subjects using Gaussian kernel.
The estimated mean functions display how spinal bone mineral density progresses
over the years. This progression has different shapes for male and female subjects.
Though females tend to have higher density for the earlier ages, male and female par-
ticipants have similar bone mineral density after 20 years of age. From the modeling
perspective, estimating mean functions using the Gaussian and the Matérn kernels
visually look quite similar. The estimated mean function using the Laplace kernel
is less smooth, as expected. The subject-specific spinal bone mineral density trajec-
tories are predicted with the model, which shows the usefulness of the model when
partial information is available for subjects in a longitudinal study.
Table 5.1. Misclassification error rate for classifying gender using spinal bone den-
sity.
Gaussian Process
Kernel RBF Laplace Matérn 5/2 Matérn 3/2
Error rate 28.57% 26.79% 27.86% 28.57%
Other methods
Method FLDA SVM (Linear) SVM (Gaussian) QDA
Error rate 29.3% 32.29% 33.30% 35.61%
Following James and Hastie (2001), we build a classifier to predict the gender of a
subject from his/her bone density profile over time, though this was not a goal of the
original study. The misclassification error rates (# of missclassified subjects/ total #
of subjects) are given in Table 5.1. Table 5.2 shows the confusion matrix; our method
outperforms FLDA’s error rate of 29.3% using any of the kernels.
Further, we smooth the bone densities by ethnicity and build a classifier for pre-
dicting ethnicity using the same dataset. Here we only consider the female group as
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Table 5.2. Confusion matrix for classifying gender in bone mineral density dataset
using Gaussian process model.
True Kernel
Gaussian Laplace Matérn 5/2 Matérn 3/2
Male Female Male Female Male Female Male Female
Male 72 55 78 49 72 55 72 55
Female 25 128 26 127 23 130 25 128
in Wu and Liu (2013). Figure 5.4 shows the smooth predictive posterior mean curves
by ethnicity. Tables 5.3 and 5.4 show the error rates under different kernels and the
confusion matrix respectively. FLDA resulted in an error rate of 56.9% and RKHS-
based linear/nonlinear functional robust support vector machine (FSVM) (Wu and
Liu (2013)) resulted in error rates of 58.8% and 53.6%, respectively. Our results are









































































































(d) Matérn 3/2 kernel
Figure 5.4. Mean function estimation for the spinal bone mineral density data by
ethnicity (Black, White, Hispanic, Asian).
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Table 5.3. Misclassification error rates for classifying ethnicity using bone density.
Gaussian process
Kernel RBF Laplace Matérn 5/2 Matérn 3/2
Error rate 55.56% 47.06% 54.25% 52.94%
Other methods
Method FLDA Linear RSVM Nonlinear RSVM
Error rate 56.86% 58.82% 53.60%
Table 5.4. Confusion matrix for classifying ethnicity.
Kernel
Gaussian Laplace
True Asian Black Hispanic White Asian Black Hispanic White
Asian 22 5 0 3 31 3 0 1
Black 10 23 4 6 12 25 2 4
Hispanic 12 7 5 3 14 4 8 1
White 20 13 2 13 21 8 2 17
Matérn 5/2 Matérn 3/2
Asian Black Hispanic White Asian Black Hispanic White
Asian 27 5 2 1 28 4 2 1
Black 10 23 3 7 10 24 2 7
Hispanic 11 7 7 2 11 7 7 2
White 21 13 1 13 20 13 2 13
5.2 Temporal Gene Expression Data
A yeast cell-cycle analysis project aims to identify all genes whose mRNA levels de-
pend on the cell cycle. Spellman et al. (1998) have repeated an α factor synchronized
temporal gene expression study of the yeast cell cycle. The updated (12-11-98) dataset
can be downloaded from the yeast cell cycle analysis project website (http://genome-
www.stanford.edu/ cellcycle/).
The dataset contains 799 genes measured every 7 minutes from 0 to 119 minutes,
resulting in 18 data points per gene. The database also contains information on the
phases G1, S/G2, G2/M, and M/G1, in which the expression level peaks. We created
two classes based on the phases G1 and Non-G1. After excluding the genes with
missing data, 612 genes are considered, out of which 222 genes are related to G1
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Figure 5.5. Temporal gene expressions for the yeast cell cycle.
phase, and 390 are related to non-G1 phase. This dataset is non-sparse, therefore
we can employ the efficient computation algorithm discussed in 4.2. We can obtain
the estimated mean function and the credible region of the temporal expression for
G1 and Non-G1 related genes. Clearly, the estimated mean functions capture the

































Figure 5.6. Mean function with 95% credible region estimation for the temporal
gene expressions using Gaussian Kernel.
trend of the gene expressions over time. The genes related to the G1 phase have a
periodic nature in this temporal expression, peaking at 20 minutes and 80 minutes.
The credible regions nicely capture the variation in the expression level for different
genes over time. The genes related to the non-G1 phases are not very expressive over
time. The varying level of curvature of the expressions for the genes belonging to
different classes could serve as a diagnostic feature for supervised classification (Leng
and Müller (2006)).
In the second step, we perform classification using the entire dataset as the train-
ing data and compare classification accuracy with a functional generalized linear
models (FGLM). The error rate from FGLM is 16.34% and the lowest error obtained
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from our method is 12.75% using different combinations of kernels. Table 5.5 shows
classification error rates under different kernels.
Table 5.5. Error rates for classifying phase regulating genes.
GP FDA FGLM
Mean function




Gaussian 13.07 13.40 13.07 13.07
16.34Laplace 27.29 27.45 12.75 12.75Matérn 5/2 13.24 26.63 12.91 12.75
Matérn 3/2 13.40 26.63 12.91 12.91
5.3 Long Term Conifer Growth: Random Effects Model
Statistical analysis of tree growth is informative because of the economic value of
certain tree species. Timberland owners are interested in investing in tree species
with high yield in a short time and tree growth modeling is useful for comparison
purposes. This analysis focuses on the tree growth dataset obtained from the Coop-
erative Forestry Research Unit (CFRU) of the University of Maine. CFRU conducts
applied research on sustainable forestry practices and science-based forest policy.
A trial to investigate the growth, value and use of plantations of several tree species
was established in 1988 by Carl Haag on Scott Paper Company land in central Maine
(Irland et al. (2015)). The goal of the trial was to determine differences in the growth
(diameter and height) of trees by site and species and whether there is any interaction
between species and sites. There are 3 replicates of 16 tree plots planted on a 9′ by
9′ spacing. The three sites are: 1) Brighton, 2) Chase Stream and 3) Lily Bay. The
eight species of trees under three genera are included in the trial.
1. Spruce (Picea)
a) Black Spruce (Picea mariana) [BS]
b) White Spruce (Picea glauca) [WS]
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2. Larch (Larix)
a) European Larch (Larix decidua) [EL]
b) Japanese Larch (Larix kaempferi) [JL]
c) Tamarack Larch (Larix laricina) [TL]
d) Hybrid Larch (Larix x eurolepis) [HL]
3. Pine (Pinus)
a) Jack Pine (Pinus banksiana) [JP]
b) Red Pine (Pinus resinosa) [RP]
After removing missing values, tree counts by species in each of the sites are given
in Table 5.6. The measurements diameter at 4.5’ height (cm) and total tree height (m)
Table 5.6. Number of trees for each species at the three sites
Species
Site BS EL HL JL JP RP TL WS
Brighton 73 261 82 148 85 94 147 101
Chase Stream 102 361 103 176 101 105 200 103
Lily Bay 99 324 102 150 102 101 186 101
were collected at age 5, 10, 15, 16 and 27 years. Note that these measurements are not
available for all the ages for all the trees. The average number of data points available
per tree is given in Table 5.7. Tree volume can be calculated by the taper equation
Table 5.7. Mean number of time points for each species in each site.
Species
Site BS EL HL JL JP RP TL WS
Brighton 1.92 1.95 1.98 1.95 1.89 1.93 1.89 1.99
Chase Stream 3.80 3.89 3.90 3.92 3.81 3.93 3.87 3.89
Lily Bay 2.93 2.95 2.96 2.99 2.61 2.97 2.97 2.97
presented in Li et al (2012). However, it is also common practice to compute the tree
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volumes using an idealized cone volume approximation (V olume = π(diameter/2)
2height
3 ).
The mean and the standard deviation of the tree heights and volumes are given in
tables the appendix.
When plotted (see Figure 5.8), the tree height and volume growth over time show
variation among the species. There seems to be a shift in the growth pattern, with
the spruces having a lower yield, pines having a medium yield and the larches with
higher yield. When plotted by the sites in Figure 5.7, it becomes clear that Brighton
has the fewest number of measurements over time, only for the years 5 and 10, Lily
Bay has data at 5, 10 and 15 years and Chase Stream has the most complete data
(5, 10, 16 and 27 years).
Brighton Chase Stream Lily Bay



















Brighton Chase Stream Lily Bay









































































Figure 5.9. Tree count by year.
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5.3.1 Random Effects Model for Tree Growth
The measurement from the trees over time can be analyzed in a functional data
setting assuming there is an overall mean function dictating the growth of the trees
as a function of time. Interestingly, it falls into the sparse functional data setting
because of irregularities in the years observed. Each tree is observed on a subset of
time points 5, 10, 15, 16 and 27 years. It will be beneficial if information across the
trees can be borrowed to construct an overall trajectory of the growth. The Bayesian
sparse functional data model using Gaussian process will allow modeling of such data.
Another key feature of the dataset is that there might be unobserved characteristics
of each of the sites, resulting in differences in the yield of the trees. The contributions
of these sites can be integrated as random effects in the functional data formulation.
For a given species, let Yij; i ∈ {1, 2, 3}, j ∈ {1, 2, . . . , ni} be the measurement at
year tij, t ∈ {5, 10, 15, 16, 27} of the jth tree in the ith site. Then the model can be
written as,
Yij(t) = µ(t) + Si(t) + gij(t) + εij(t),
where µ is the mean curve of the species, {Si(·)} are i.i.d. GP(0,ΩS(·, ·)) site-specific
smooth random effects curves, {gij(·)} are i.i.d. GP(0,Ωg(·, ·)), tree-specific random
effects curves, and {εij(·)} are i.i.d. N(0, σ2) measurement errors. The covariance
functions Ωg(·, ·) and ΩS(·, ·) are parameterized by θΩg and θΩs . We place a Gaussian
process prior on the unknown mean function:
µ(·) ∼ GP(0,Σ(·, ·)).
Now, the covariance structures of interests are:
Cov[Yij(t), Yij(t′)|µ] = Σ(t, t′) + ΩS(t, t′) + Ωg(t, t′)
Cov[Yij(t), Yij′(t′)|µ] = Σ(t, t′) + ΩS(t, t′)
Cov[Yij(t), Yi′j′(t′)|µ] = Σ(t, t′).
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Let Y ij = [Yij(tij1), Yij(tij2]′, . . . , Yij(tijnij )] be the vector of measurements from
the jth tree in the ith site and Y i = [Y i1,Y i2, . . . ,Y ini ]′ be the vector of measurements
from all the trees in the ith site. Combining all the responses across the sites, the
response vector is Y = [Y 1,Y 2,Y 3]′. S and g can be constructed in similar fashion.
Based on the observed data, we can write:

















E[Y ] = 0,
K = Cov[Y ] = Cov(µ) + Cov(S) + Cov(g) + Cov(ε).
Now, let t be the vector of time points for the observed data and t∗=[t1,t2,...,tn∗ ]′ be
the vector of time points where the mean functions are to be estimated.Y
µ∗
 ∼MN(0,
 K Σ′(t∗, t)
Σ(t∗, t) Σ(t∗, t∗) + ΩS(t∗, t∗) + Ωg(t∗, t∗)
) (5.1)
Therefore, the posterior distribution of the mean function at the chosen time points
is
µ∗|Y , t, t∗ ∼MN(µp,Σp)
µp = Σ(t∗, t)K−1y, (5.2)
Σp = Σ(t∗, t∗) + ΩS(t∗, t∗) + Ωg(t∗, t∗)− Σ(t∗, t)K−1Σ′(t∗, t) (5.3)
It is also possible to perform site-specific prediction, i.e. estimate the complete tra-
jectory of the tree growth given a site by borrowing information across trees in all the
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sites. The ith site-specific prediction requires modification of the covariance structure:
Σ∗(ti, t∗i ) = Cov(Yi
∗,Y ) = Σ(t, t∗i ) + [0,0, . . . ,ΩS(ti, t
∗
i ), . . . ,0]
µ∗pp = Σ∗(ti, t∗i )K
−1y (5.4)
Σ∗pp = Σ(t∗, t∗) + ΩS(t∗, t∗) + Ωg(t∗, t∗) + σ2In∗×n∗ − Σ∗(t∗, t)K−1Σ∗
′(t∗, t).
(5.5)
These expressions are used to estimate the overall mean functions and site specific
mean functions when modeling tree height and volume over the years.
5.3.2 Data Analysis
Two aspects of the trees’ growth are considered: 1) height and 2) volume. We treat
the height and the volume of the trees as the responses and fit separate models for
each of the species. The overall mean functions and the site specific mean functions
are obtained. For the volume models, a square root transformation was performed on
the original calculated volumes. The estimated hyperparameters are given in Tables















































(b) Square root volume (m3/2)
Figure 5.10. Estimated mean function of all the eight tree species using Gaussian
process model.
that, even though the three sites contain incomplete data on growth, it is possible to
reconstruct the path for the entire grid of years for all the sites. Figure 5.10 shows the
overall estimated mean functions for modeling the height and square root of the tree
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volume. The estimated means at the 27th year show the following ordering of heights
(descending): HL > EL > JL > TL > JP > RP > WS > BS. An almost similar
trend is observed for the volume model as well. The models allow us to estimate the
height of any of the eight species at any given year. The models show the results
for extrapolation till year 30. One must be careful when performing extrapolation,
especially in the case of nonparametric regression. The same caution must be followed




































Figure 5.11. Estimated overall mean function and site specific mean functions of
Spruce height (m) by species.
Various degrees of the site specific effects can be observed by looking at the esti-
mated site specific mean curves. Figures 5.11, 5.12, 5.13 and 5.14, 5.15, 5.16 show the
fitted mean curves and the site-specific mean of the height and volume curves for the
spruces, larches and pines respectively. The species EL, HL, JL, JP and TL show a
greater amount of deviation from the overall mean function for the three sites, while
BS, RP and WS do not show significant site effects. Chase Stream seems to boost
tree growth for most of the species.
One may emphasize the fact that the growth models should accommodate mono-
tonicity. It is natural to expect that any growth is monotonic and adding this infor-
mation will lead to improvement in the model fit and validity of the result. The GP
model fitted to the tree data does not consider the monotonicity and thus may show







































































Figure 5.12. Estimated overall mean function and site specific mean functions of



































Figure 5.13. Estimated overall mean function and site specific mean functions of
pine height (m) by species.
growth model. Riihimäki and Vehtari (2010) expressed monotonicity in the context
of Gaussian process regression using a probit-like likelihood for the derivative obser-
vations. Ustyuzhaninov et al (2020) borrowed a concept from fluid flow models and
used stochastic differential equations to include monotonicity. Their works show ways
to extend our current GP functional data model to enforce monotonicity in the mean
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function. However, this adds complexity in the model formulation and estimation.















































Figure 5.14. Estimated overall mean function and site specific mean functions of































































































Figure 5.15. Estimated overall mean function and site specific mean functions of

















































Figure 5.16. Estimated overall mean function and site specific mean functions of
square root of pine volume (m3/2) by species.
5.3.3 Predicting Species or Genus
An interesting application of the GP based functional data model is supervised clas-
sification; i.e. predicting the class/group given an unlabeled trajectory. For the tree
dataset, one might be interested in predicting the species of a tree or the genus given
the height or the volume measurements over the years, based on the assumption that
the growth pattern varies for different types of trees. By utilizing the posterior dis-
tribution, we are able to compute the posterior likelihood of observing a set of height
or volume measurements given a species. This allows to compute the likelihood of
membership in a certain species using Bayes’ theorem, and this type of classifier is
called the Bayes classifier. We apply the Bayes classifier in this dataset in an attempt
to evaluate the predictive power of the growth measurements alone.
The models for response variable height are used for this classifier. The classifi-
cation result is summarized in Table 5.8 in terms of a confusion matrix. The overall
accuracy for predicting the tree species is 46.14%, which is not very high. It is difficult
to predict the species of the trees from the height measurement over time. The table
also shows the percentage of trees correctly classified given the species. It appears that
TL trees are classified best (71% classified as TL) whereas the larches are somewhat
difficult to classify (EL: 27%, JL: 24%). However, we can aggregate the prediction
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Table 5.8. Confusion matrix for predicting tree species. The percentages in the
braces give the accuracy of predicting the species given a species.
Predicted Total
True BS EL HL JL JP RP TL WS
BS 149 0 0 0 19 11 0 95 274
EL 15 258 377 156 9 8 105 18 946
HL 7 37 190 17 6 3 24 3 287
JL 2 149 118 116 4 13 63 9 474
JP 43 0 0 4 160 25 40 16 288
RP 28 0 0 7 66 138 4 57 300
TL 15 23 7 40 41 12 379 16 533
WS 67 0 0 0 11 45 0 182 305
Table 5.9. Confusion matrix for predicting tree genus. The percentages in the
braces give the accuracy of predicting the genus given a species.
Predicted Total
True Spruce Larch Pine
BS 244 (89.05%) 0 30 274
EL 33 896 (94.71%) 17 946
HL 10 268 (93.38%) 9 287
JL 11 446 (94.09%) 17 474
JP 59 44 185 (64.24%) 288
RP 85 11 204 (68.00%) 300
TL 31 449 (84.24%) 53 533
WS 249 (81.64%) 0 56 305
results to compute the accuracy when trying to predict a tree’s genus rather than the
species (Table 5.9). In this case, the overall accuracy jumps to 86.32%. Therefore,
our model performs much better at predicting a tree’s genus than the exact species.
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Chapter 6
Bayesian Functional Regression with Scalar
Covariates
We have introduced a Bayesian framework for functional data using Gaussian Process
priors on the mean function. Now we focus on how to incorporate covariate informa-
tion in the model. In our first example, we modeled spinal bone density where we had
information on gender and ethnicity for each subject. We would like to incorporate
this additional information and build a function on scalar regression model. These
scalar covariates are assumed to be time independent. We start with a linear func-
tional regression model with functional response Yi(tj), i = 1, . . . N ; j = 1, . . . , Tj





The goal of this model is to estimate the coefficient function Ba(t). This model
is often fitted by basis functions with some smoothness penalties. We would like
to approach the function on scalar regression model from a Bayesian nonparametric
view where we do not assume any functional form for the relationship between the
response and the covariates, while also including some prior knowledge about the
function via a Gaussian process (GP) on the mean structure.
We can write a function on scalar regression model using a similar setup to our
covariate-free Bayesian nonparametric model. The overall mean function µ(·) is now
influenced by the covariates in addition to time. The subject-specific effect g(·) in-
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troduces the random deviation for each subject and ε is a white noise process:
Yi(t) = µ(t,xi) + gi(t) + εi(t)
gi(·) ∼ GP(0,Ωi(·, ·))
εi(t) ∼ N(0, σ2).
Since we do not know the functional form of the mean function, we impose a GP
prior on the space of functions, i.e.
µ(·) ∼ GP(0,Σ(·, ·)).
6.1 Simulation
We display sample functions obtained from the proposed model. For simplicity, we
consider a single binary covariate model, but this can be extended to a p-dimensional
continuous/discrete covariate model easily. The chosen mean function is
µ(t, x) = sin(10t+ x) + x/2.
First we simulate from a measurement error-free model and Gaussian kernel for Ω
with hyperparameters (l, σΩ) = (1, .1). Time points are chosen on an equally-spaced
grid of (0, 1) and the mean function is calculated for x = 0 and x = 1 on those time
points. Random deviation functions generated from a GP are then added to the mean
function for each subject and sample functions are obtained.
Now we move on to simulating sparse functional data with measurement error,
which is commonly observed in real datasets. Each subject is observed for at most 10
randomly chosen time points, giving rise to sparsity. The error variance σ2 is chosen
to be 0.01.
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(b) Sparsely observed with measurement er-
ror.
Figure 6.1. Simulated functional data with binary covariate.



























(b) Sparsely observed with measurement er-
ror.
Figure 6.2. Simulation of functional data with continuous covariate.
6.2 Posterior Distribution
We want to derive the posterior mean and covariance at chosen time points and
covariate values. We start with deriving basic properties of the proposed model.
E[Yi(t,x)|µ] = µ(t,x)
Cov[Yi(t,x)|µ, Yi(t′,x′)|µ] = Ω(t, t′) + σ2
Cov[Yi(t,x)|µ, Yi′(t′,x′)|µ] = σ2
E[µ(t,x)] = 0
Cov[µ(t,x), µ(t′,x′)] = Σ((t,x), (t′,x′))57
The marginal distribution of all the responses stacked in vector Y can be written
as
E[Y ] = 0
Cov[Y ] = Cov(µ) + Cov(g) + Cov(ε) = K
Ki,j =

Σ((ti, xi), (tj, xj)) + Ω(ti, ti) + σ2I if i = j
Σ((ti, xi), (tj, xj)) if i 6= j
Y ∼MN(0, K).
Now, we want to obtain the posterior mean and covariance function for a new
subject with a fixed value for the covariate on a grid of (any) time points: t∗, x∗ =


















Cov(µ∗,µ) = Σ((t∗, x∗), (t, x))
Cov((µ∗, x∗), (µ∗, x∗)) = Σ((t∗, x∗), (t∗, x∗))
Cov(g∗, g) = 0
Cov(g∗, g∗) = Ω(t∗, t∗)
Cov(ε∗, ε) = 0









Similarly, we obtain the posterior predictive distribution Y ∗|Y , (t, x), (t∗, x∗) by
applying a conditional probability rule.
Y ∗|Y , (t, x), (t∗, x∗) ∼MN(µp = K∗K−1y,Σp = K∗∗ −K∗K−1K ′∗).
Hyperparameters can be estimated by maximizing the marginal likelihood with re-
spect to hyperparameters controlling the covariance kernels in the GP prior and
random deviation function.
We continue the simulation setup and fit the proposed model. We use a sinusoidal
mean function with a binary and continuous covariate to generate the data and per-
form hyperparameter estimation. Figure 6.3 of the smooth posterior mean curves for
the datasets including the binary covariate (z = 0 and z = 1) and the continuous
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covariate shows that the Gaussian process model can recover the true structure of
the mean function and detect the nonlinear change depending on the covariate value.


































Figure 6.3. Gaussian process model fitted to the simulated functional data with a
binary and continuous covariate.
6.3 Summary
Further study is required to explore the strength and weakness of the Gaussian process
functional regression model. A comprehensive simulation study with multiple covari-
ates will be useful to understand its practicability and accuracy. The main bottleneck
with this procedure is the computational complexity. Though adding variables to the
model does not introduce any significant computational burden, the sample size plays
a crucial role and needs to be addressed. If an approximation method is developed
for sparse functional data, then it can be applied for function-on-scalar regression as
well. Another important area to explore is quantifying the contribution of the predic-
tor variables. Automatic relevance determination (ARD) (Rasmussen and Williams,
2006; Neal, 2012) is a technique used in GP literature where the covariance kernel is
reparameterized such that the length-scale parameter is informative of a dimension’s
relevance/contribution. If the length-scale value is very large, it indicates that the
covariance is almost independent of the feature.
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In real data applications, it is very common to have some relevant variable infor-
mation along with the functional trajectories. Therefore, functional regression with
GP will be an interesting area of expansion.
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(a) n = 10,min =
2,max = 10.














(b) n = 10,min =
6,max = 14.














(c) n = 20,min =
2,max = 10.















(d) n = 20,min =
6,max = 14.
Figure A.1. Mixture of normal density mean function estimation under simulation
setting 01. Rows corresponds to four kernels: Gaussian, Laplace, Matérn 5/2 and
Matérn 3/2.
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(a) n = 10,min =
2,max = 10.















(b) n = 10,min =
6,max = 14.













(c) n = 20,min =
2,max = 10.















(d) n = 20,min =
6,max = 14.
Figure A.2. Mixture of double exponential density mean function estimation under
simulation setting 01. Rows corresponds to four kernels: Gaussian, Laplace, Matérn
5/2 and Matérn 3/2.


























































































































































































(a) n = 10, p = 0.06.














(b) n = 10, p = 0.10.














(c) n = 20, p = 0.06.














(d) n = 20, p = 0.10.
Figure A.3. Mixture of normal density mean function estimation under simulation
setting 02. Rows corresponds to four kernels: Gaussian, Laplace, Matérn 5/2, Matérn
3/2.
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(a) n = 10, p = 0.06.










(b) n = 10, p = 0.10.















(c) n = 20, p = 0.06.















(d) n = 20, p = 0.10.
Figure A.4. Mixture of double exponential density mean function estimation under
simulation setting 02. Rows corresponds to four kernels: Gaussian, Laplace, Matérn
5/2, Matérn 3/2.
Table A.1. MISE for estimating mixture of double exponential density mean func-
tion under simulation setting 01. Methods compared: GP method (four choices of
kernels), local polynomial (LP) and smoothing spline mixed effect model (SME).
Proposed method




10 3.18 3.20 2.99 3.09 20.67 8.11
20 1.28 1.27 1.17 1.15 24.24 7.62
30 0.82 0.85 0.75 0.74 25.54 7.52
40 0.58 0.60 0.52 0.51 25.60 7.46




10 2.28 1.67 1.57 1.55 23.29 7.96
20 0.72 0.72 0.66 0.64 25.57 7.39
30 0.48 0.49 0.43 0.42 25.84 7.32
40 0.35 0.37 0.31 0.30 25.81 7.28
50 0.28 0.30 0.25 0.24 25.90 7.27
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Table A.2. MISE for estimating mixture of double exponential density mean func-
tion under simulation setting 02.
Proposed method
n Gaussian Laplace Matérn 5/2 Matérn 3/2 LP SME
High sparsity
p = 0.06
10 3.92 4.01 3.40 3.29 17.76 8.39
20 2.54 2.51 2.03 2.00 17.35 8.29
30 1.77 1.74 1.63 1.61 17.31 11.18
40 1.84 1.73 1.75 1.71 17.34 8.71
50 1.51 1.63 1.46 1.45 17.29 7.79
Low sparsity
p = 0.10
10 3.96 4.21 3.63 3.59 18.31 13.99
20 2.07 2.03 1.98 1.85 17.47 13.65
30 1.72 1.44 1.44 1.41 17.38 7.88
40 1.16 1.43 1.10 1.18 17.31 10.87




Table B.1. Estimated parameters of the GP model for tree height with Gaussian
kernel.
Mean Subject Site Error
Species l2 σ2 l2 σ2 l2 σ2 σ2
BS 0.69 1.79 0.17 0.06 0.14 0.00 0.03
EL 1.06 4.80 0.20 0.05 0.08 0.01 0.02
HL 2.23 7.15 0.27 0.07 0.21 0.01 0.02
JL 1.69 12.24 0.21 0.03 0.19 0.02 0.01
JP 4.36 14.42 0.18 0.02 0.10 0.01 0.02
RP 0.86 2.50 0.16 0.05 0.01 0.00 0.01
TL 0.28 1.60 0.20 0.04 0.01 0.00 0.02
WS 0.67 2.08 0.20 0.16 24.91 0.00 0.01
Table B.2. Estimated parameters of the GP model for tree volume (square root)
with Gaussian kernel.
Mean Subject Site Error
Species l2 σ2 l2 σ2 l2 σ2 σ2
BS 0.50 1.82 0.22 0.12 0.01 0.00 0.03
EL 2.28 4.16 0.27 0.16 34.26 0.00 0.02
HL 2.41 19.67 0.33 0.23 2.27 0.00 0.02
JL 1.93 3.34 0.33 0.14 0.73 0.01 0.01
JP 2.37 14.67 0.26 0.08 0.05 0.00 0.03
RP 0.71 2.30 0.26 0.08 0.02 0.00 0.01
TL 1.22 3.13 0.23 0.12 64.15 0.00 0.03
WS 0.44 1.20 0.22 0.25 7.41 0.00 0.01
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Table B.3. Mean and standard deviation of spruce tree heights (m) by age.
Sp Year Brighton Chase Stream Lily Bay
BS 5 5.174 ± 1.481 5.337 ± 0.963 4.994 ± 1.367
BS 10 11.568 ± 2.88 12.655 ± 1.733 12.52 ± 2.987
BS 15 NA NA 21.049 ± 3.252
BS 16 NA 22.513 ± 3.235 NA
BS 27 NA 32.877 ± 4.61 NA
WS 5 4.058 ± 1.012 4.16 ± 1.103 3.847 ± 1.304
WS 10 10.858 ± 2.397 11.753 ± 2.698 11.235 ± 3.036
WS 15 NA NA 21.067 ± 4.318
WS 16 NA 23.735 ± 4.715 NA
WS 27 NA 38.256 ± 10.459 NA
Table B.4. Mean and standard deviation of larch tree heights (m) by age.
Sp Year Brighton Chase Stream Lily Bay
EL 5 13.026 ± 2.808 12.031 ± 2.337 9.929 ± 3.034
EL 10 27.376 ± 4.221 27.025 ± 3.621 25.017 ± 4.529
EL 15 NA NA 39.084 ± 6.127
EL 16 NA 46.337 ± 6.649 NA
EL 27 NA 66.912 ± 6.974 NA
HL 5 14.756 ± 2.688 12.837 ± 2.647 12.142 ± 2.953
HL 10 30.321 ± 4.511 28.038 ± 4.103 27.364 ± 4.355
HL 15 NA NA 41.05 ± 5.622
HL 16 NA 46.229 ± 6.752 NA
HL 27 NA 66.916 ± 8.725 NA
JL 5 12.903 ± 2.51 11.477 ± 2.092 8.571 ± 2.6
JL 10 27.243 ± 3.48 25.407 ± 2.576 22.417 ± 3.885
JL 15 NA NA 36.591 ± 4.073
JL 16 NA 44.893 ± 4.823 NA
JL 27 NA 64.986 ± 5.997 NA
TL 5 11.325 ± 2.522 11.35 ± 1.951 10.77 ± 2.506
TL 10 21.599 ± 3.232 21.613 ± 2.893 22.202 ± 3.264
TL 15 NA NA 32.188 ± 4.116
TL 16 NA 37.077 ± 4.738 NA
TL 27 NA 53.299 ± 4.163 NA
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Table B.5. Mean and standard deviation of pine tree heights (m) by age.
Sp Year Brighton Chase Stream Lily Bay
JP 5 7.574 ± 1.177 7.728 ± 1.238 6.692 ± 1.65
JP 10 17.895 ± 2.181 16.028 ± 1.944 15.239 ± 2.857
JP 15 NA NA 25.416 ± 4.498
JP 16 NA 28.417 ± 4.002 NA
JP 27 NA 51.227 ± 2.656 NA
RP 5 5.264 ± 0.648 5.27 ± 0.93 5.416 ± 0.755
RP 10 14.522 ± 1.943 13.934 ± 1.684 15.342 ± 1.617
RP 15 NA NA 26.142 ± 2.059
RP 16 NA 28.959 ± 2.766 NA
RP 27 NA 47.839 ± 7.199 NA
Table B.6. Mean and standard deviation of spruce tree volumes (m3) by age.
Sp Year Brighton Chase Stream Lily Bay
BS 5 0 ± 0 0 ± 0 0 ± 0
BS 10 0.001 ± 0.001 0.002 ± 0.001 0.002 ± 0.001
BS 15 NA NA 0.008 ± 0.004
BS 16 NA 0.009 ± 0.004 NA
BS 27 NA 0.024 ± 0.011 NA
WS 5 0 ± 0 0 ± 0 0 ± 0
WS 10 0.001 ± 0 0.001 ± 0.001 0.001 ± 0.001
WS 15 NA NA 0.006 ± 0.004
WS 16 NA 0.008 ± 0.006 NA
WS 27 NA 0.028 ± 0.018 NA
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Table B.7. Mean and standard deviation of larch tree volumes (m3) by age.
Sp Year Brighton Chase Stream Lily Bay
EL 5 0.002 ± 0.001 0.001 ± 0.001 0.001 ± 0.001
EL 10 0.02 ± 0.009 0.018 ± 0.008 0.015 ± 0.009
EL 15 NA NA 0.05 ± 0.027
EL 16 NA 0.064 ± 0.029 NA
EL 27 NA 0.172 ± 0.082 NA
HL 5 0.002 ± 0.001 0.001 ± 0.001 0.001 ± 0.001
HL 10 0.026 ± 0.012 0.021 ± 0.01 0.022 ± 0.012
HL 15 NA NA 0.056 ± 0.028
HL 16 NA 0.066 ± 0.032 NA
HL 27 NA 0.173 ± 0.088 NA
JL 5 0.001 ± 0.001 0.001 ± 0.001 0 ± 0
JL 10 0.017 ± 0.007 0.014 ± 0.005 0.011 ± 0.006
JL 15 NA NA 0.038 ± 0.02
JL 16 NA 0.053 ± 0.019 NA
JL 27 NA 0.142 ± 0.062 NA
TL 5 0.001 ± 0 0.001 ± 0 0.001 ± 0
TL 10 0.007 ± 0.004 0.008 ± 0.003 0.008 ± 0.004
TL 15 NA NA 0.027 ± 0.012
TL 16 NA 0.03 ± 0.013 NA
TL 27 NA 0.077 ± 0.034 NA
Table B.8. Mean and standard deviation of pine tree volumes (m3) by age.
Sp Year Brighton Chase Stream Lily Bay
JP 5 0 ± 0 0 ± 0 0 ± 0
JP 10 0.007 ± 0.003 0.005 ± 0.002 0.005 ± 0.003
JP 15 NA NA 0.017 ± 0.008
JP 16 NA 0.018 ± 0.008 NA
JP 27 NA 0.057 ± 0.022 NA
RP 5 0 ± 0 0 ± 0 0 ± 0
RP 10 0.005 ± 0.002 0.004 ± 0.002 0.005 ± 0.002
RP 15 NA NA 0.024 ± 0.009
RP 16 NA 0.028 ± 0.008 NA
RP 27 NA 0.089 ± 0.033 NA
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