Many traits including shapes and colors of flowers, fruits and seeds in plants, as well as coat colors and some behavioral properties in animals, are recorded in discrete categories. If categories are ordered, genetic analyses of the categorical traits are often performed using the threshold model, which considers a latent continuous variable, called the liability, underlying a trait and assumes the monotonic relationship between the phenotype and the liability. In some categorical traits, however, descriptions of phenotypes are purely nominal and the phenotypic scores cannot be ordered. The threshold model is unreasonable for the analyses of such unordered categorical traits. In this study, we developed a method for interval mapping of loci affecting unordered categorical traits with more than two categories. The probability of the phenotype of an individual falling in each of the categories was expressed by a polychotomous logistic model, in which the log-odds for each category relative to the reference category were assumed to follow a linear model including genotype at a locus affecting a trait as covariate. Based on the model, the interval mapping using a maximum likelihood method was devised for the analysis of complex categorical traits described with unordered categories. We confined ourselves to the case of F2 populations derived from a cross between two inbred lines, although this approach can easily be extended to the analyses for other populations of general structures. As results of analyses of simulated data show, the method showed high efficiency in detecting the loci affecting unordered categorical traits.
Introduction
Many traits including shapes and colors of flowers, fruits and seeds in plants, as well as coat colors and some behavioral properties in animals, are recorded in discrete categories. The scores of sensory tests evaluating eatingquality traits such as flavors or tastes of fruits and meats are also described with categories. If categorical phenotypes are ordered, the discrete distribution of phenotypes is often treated using the threshold model, where a latent continuous variable called the liability underlying a categorical trait is considered and the categorical phenotype and the liability are linked through the fixed thresholds, assuming monotonic relationship between the phenotype and the liability. The threshold model was mainly developed for the genetic analysis of binary categorical traits (Dempster and Lerner, 1950) and extended to the case of polychotomous traits with more than two categories (Gianola, 1979; Sorensen et al, 1995) . For locating loci affecting categorical traits on the linkage map, Xu and Atchley (1996) developed a method of interval mapping for the analysis of binary traits based on the threshold model, where liability was expressed as a linear model including the genotypes of loci involved as covariates. Yi and Xu (2000) devised a statistical procedure of Bayesian estimation for mapping binary trait loci using a similar model. The methods of interval mapping based on the threshold model were extended to the ordered categorical traits with more than two categories (Rao and Xu, 1998; Rao and Li, 2001; Xu et al, 2005) .
For some categorical traits, however, descriptions of phenotypes are purely nominal and phenotypes are scored with unordered categories. When unordered categorical traits are controlled by multiple loci, the decomposition of the phenotypic score into the contribution of each individual locus using the genetic markers is required for mapping each of the loci to clarify the number of loci involved and inheritance mode of the traits as in the case of QTL analyses. The threshold model assuming a liability monotonically related with the phenotypic value is not applicable to the analyses of unordered categorical traits.
The variations in flower colors (Clegg and Durbin, 2000) , coat patterns and colors of seeds (McClean et al, 2002) and coat colors of animals (Klungland and Vage, 2000) are typical examples for unordered categorical traits. Moreover, scores obtained by the sensory test for eating qualities of fruits or meats, which are composite traits affected by many constituent biochemical attributes, cannot be described by a simple quantitative genetic model, thus, should be regarded as unordered categorical traits, although the scores may be ordered according to the evaluation of flavors, textures and so on, and have been analyzed with a method based on the conventional linear model (King et al, 2000; Causse et al, 2001 Causse et al, , 2002 .
There are few methods suitable for linkage analyses of unordered categorical traits affected by multiple loci. In this study, we developed a method for interval mapping of loci affecting categorical traits with more than two categories, phenotypic scores of which are regarded as unordered and purely nominal. We considered that the probability of phenotype of an individual being classified into each of the categories depended on covariates including the genotypes of putative loci affecting a trait. This probability was described using a polychotomous logistic regression model, in which the log-odds for each category relative to a reference category were expressed using a linear regression model. Based on the model, the interval mapping using a maximum likelihood method was devised to analyze a categorical trait for mapping loci affecting the trait.
In the study of Ayyadevara et al (2003) , a method utilizing logistic regression for the probability of category was applied for dichotomous phenotype and referred to as categorical trait interval mapping (CTIM). Categorical trait interval mapping was based on a latent class model in which unobservable genotypes at a locus affecting a trait were regarded as latent classes and performed a maximum likelihood estimation with iterative reweighted least squares (IRLS) algorithm (Galecki et al, 2001 ). However, a statistical model underlying CTIM has never been explicitly described. In our method, although logistic regression was utilized for modeling the probability of category as well, mixture multinormial distribution was considered as a likelihood function and EM algorithm was used for maximum likelihood estimation instead of a latent class model and IRLS algorithm, respectively. Our method is more flexible for inclusion of additional covariates in the model and extension to mapping of multiple loci than CTIM.
In the threshold model for ordered categorical traits, the probability of an individual being classified into each category could be expressed as the difference between two cumulative normal probabilities corresponding to two thresholds defining borders of a category assuming normality for a distribution of the liability. A logistic distribution has been used as the approximation of the normal probability in the analyses of binary traits by Xu and Atchley (1996) and ordered categorical traits by several authors for the purpose of computational feasibility (Hackett and Weller, 1995; Rao and Xu, 1998; Rao and Li, 2001) . For treating multinormial probabilities of unordered categories, polychotomous logistic regression model is also a suitable statistical tool.
We describe a new method for the case of analysis of an unordered categorical trait affected by multiple loci segregating in an F2 population derived from a cross between two inbred lines, although the method can easily be applied to the analyses of other populations with different structures. The power of detecting loci affecting a categorical trait was evaluated for the developed method with simulated F2 data. As a result of analyses of simulated data, the method showed high efficiency in detecting the true association between genomic regions and phenotypes.
Materials and methods

Statistical model
Let us consider an F2 population consisting of n individuals derived from a cross between two inbred lines, P1 and P2, fixed for alternative allele at loci affecting an unordered categorical trait of interest and markers. We assume that the marker genotypes are obtained for P1, P2 and F2 individuals and the phenotypes of a categorical trait are observed for F2 individuals with the phenotypic score of each individual being classified into one of m þ 1 unordered categories, denoted by C 0 , C 1 ,y, C m . In the procedure of interval mapping, a putative locus, L, affecting the trait is located at the tested position of a linkage map and the probabilities of three possible genotypes at L for the ith F2 individual (i ¼ 1, 2, y, n), denoted as q i1 ¼ Prob(QQ), q i2 ¼ Prob(Qq) and q i3 ¼ Prob(qq), where Q and q indicate two alleles at L transmitted from P1 and P2 to the F2 individual, respectively, are inferred based on the genotypes of markers franking L.
The probability of the phenotypic score of the ith individual, y i , being classified into C j is denoted by p ijk (i ¼ 1, 2, y, n; j ¼ 0, 1, y, m; k ¼ 1, 2, 3), when the individual has genotype k, where the three genotypes QQ, Qq andat a putative locus L located on a tested position are indicated by 1, 2 and 3, respectively. When there really exists a locus affecting a trait near a tested position, there should be the dependence of probabilities p ijk on the genotypes k (k ¼ 1,2,3). We adopted a polychotomous logistic function, h ijk ¼ h(p ijk ), as link function of a linear model for p ijk , with C 0 used as a reference category (McCullagh and Nelder, 1989) , that is, h ijk ¼ log(p ijk /p i0k ) (j ¼ 1, 2, y, m), and used a logistic regression for modeling the dependence of p ijk on the genotype of a locus,
where (u ik , v ik ) are the indicator variables for the genotypes of a putative locus located in the tested position taking values (1, 0), (0, 1) and (À1, 0) for k ¼ 1, 2 and 3 corresponding to genotypes QQ, Qq and qq, respectively; b j and g j are regression coefficients corresponding to explanatory variables u ik and v ik , respectively; a jl indicates the lth fixed effect (l ¼ 1, 2, y, f) that may include the overall mean, sex effect, systematic environmental effect and some genetic contributions from other loci than the tested locus; and c il is a component of the design matrix relating a jl to h ijk . Each of the probabilities, p ijk (j ¼ 0, 1, y, m), is expressed in terms of h ijk as Xu and Atchley (1996) applied an EM algorithm to maximize the likelihood function. We modified the algorithm for the case of polychotomous categorical traits to maximize L 1 (see Appendix A). Under the null model, in which we assume that there are no loci affecting the trait, linked to the tested position, both regression coefficients of explanatory variables for genotype of L, b j and g j , are set at 0. The likelihood function under the null model is denoted by L 0 . The loglikelihood ratio test statistic, LRT ¼ 2 log(maxL 1 /maxL 0 ), is calculated at each tested position and used for detecting the association between the tested position and loci involved in a categorical trait. The significance level for LRT can be obtained by numerical methods such as permutation test (Churchill and Doerge, 1994) .
Simulation studies Designs of simulation experiments
To evaluate the power of detecting loci affecting an unordered categorical trait using the proposed method, we carried out simulation experiments. A genome consisting of two chromosomes (chromosome 1 and chromosome 2), each with length 100 cM, on each of which 11 markers were located at every 10 cM, were considered for an F2 population derived from crossing two inbred lines, P1 and P2. Two loci, L1 and L2, affecting a categorical trait were located at 55 cM on chromosome 1 and at 35 cM on chromosome 2, respectively. The two alleles at L1 derived from P1 and P2 were denoted by Q1 and q1, respectively, and those at L2 were denoted by Q2 and q2, respectively. The phenotypic score of a categorical trait was determined for each F2 individual depending on the underlying continuous variable determined by genetic effects at L1 and L2 and the environmental effects, which we called the liability as in the threshold model for ordered categorical traits. However, we assumed that the relation between the phenotypic score and the liability was not monotonic to make categories unordered. The genetic effects at L1 were denoted by a 1 , d 1 and Àa 1 for genotypes Q1Q1, Q1q1 and q1q1, respectively, and those at L2 were denoted by a 2 , d 2 and Àa 2 for genotypes Q2Q2, Q2q2 and q2q2, respectively. In the simulations, the values of a 1 , d 1 , a 2 and d 2 were fixed at 0.4, 0.0, 0.0 and 0.6, respectively.
Two cases corresponding to different genetic scenarios were considered to simulate categorical phenotype of each F2 individual based on the liability. In the first case (Case I), we assumed that the liability, x, for each individual in the F2 population was given as a sum of genetic effects at two loci and environmental effect, e, sampled from normal distribution with mean 0 and variance 1. There are assumed to be three categories, C 0 , C 1 and C 2 , and phenotype of each F2 individual was scored as one of C 0 , C 1 and C 2 depending on the value of the liability and the two thresholds, which were set at 0.0 and 0.6. We assigned the phenotype of an individual with liability x to C 0 , C 1 and C 2 corresponding to 0.0rxo0.6, xZ0.6 and xo0.0, respectively. Thus, three phenotypes, C 0 , C 1 and C 2 , which were not monotonically related with the liability, could be regarded as unordered categories.
In the second case (Case II), we assumed that the gene expressions at L1 and L2 were independently controlled in a binary mode and two states of gene expression, that is, 'expressed' and 'not expressed', were denoted by 1 and 0, respectively. For example, we indicated a pattern of gene expression, in which gene at L1 is expressed and gene at L2 is not expressed, with '(1, 0)'. Moreover, we assumed that the gene expression at each of L1 and L2 was determined by each of the underlying liabilities, x 1 and x 2 , which were obtained as the sums of the genetic effects and the environmental effects, denoted as e 1 and e 2 , separately for L1 and L2. The environmental effects were assumed to independently influence the gene expression of L1 and L2, respectively, and were sampled from normal distribution with mean 0 and variance 1. We supposed that gene at each of L1 and L2 was expressed when each of the liabilities, x 1 and x 2 , exceeded each of the predetermined threshold values, which were set at 0. The phenotype of a categorical trait was classified into C 0 , C 1 , C 2 and C 3 corresponding to the four combinations of gene expressions at a pair of loci, (1, 1), (0, 0), (0, 1) and (1, 0), respectively. Consider, for example, an F2 individual with genotypes Q1Q1Q2Q2 at L1 and L2 and the non-genetic noises e 1 ¼ 0.1 and e 2 ¼ À0.1. For the individual, the liabilities are obtained as x 1 ¼ a 1 þ e 1 ¼ 0.5 and x 2 ¼ a 2 þ e 2 ¼ À0.1; thus, the pattern of gene expression at L1 and L2 is denoted as (1, 0) meaning that the gene is expressed at L1 and not expressed at L2. Accordingly, the phenotypic score of the F2 individual is classified into C 3 . The phenotypic scores thus obtained were not ordered and the categories were regarded as purely nominal.
F2 populations consisting of 400 individuals were simulated and analyzed with the method developed here. Simulation was repeated 1000 times to evaluate the power in detecting L1 and L2 and the precision in the estimates of their locations and the coefficients in the logistic regression model for each of Case I and Case II. The genome-wide threshold for LRT was determined from empirical null distribution obtained by the analyses of two chromosomes for 5000 data sets of F2 populations with 400 individuals generated under the assumption that all parameters of genetic effects, a 1 , d 1 , a 2 and d 2 , were set at 0 for each case. When a peak of LRT exceeded a threshold of genome-wide 5% significance level on each of two chromosomes; detection of each of L1 and L2 was regarded as successful. The number of simulations with successful detection was counted to obtain the power of detection for each of L1 and L2. At the same time, the estimated locations of L1 and L2 are obtained as the tested positions corresponding to the peak of LRT and the estimated values of logistic regression coefficients included in model (1) at the positions were recorded on each of two chromosomes to obtain the statistical properties of the estimates. For simplicity, only overall mean was included as non-genetic fixed effect in the model used for analyses. For comparison, we applied non-parametric interval mapping (NPIM) method proposed by Kruglyak and Lander (1995) , which requires no assumptions about trait distribution, to the same simulated data, treating the jth category, C j , as a regular quantitative phenotypic value, j (j ¼ 0, 1, 2 for Case I and
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for mapping loci in simulated F2 data sets with NPIM, where Z A and Z D were test statistics for detecting additive and dominance effects, respectively (see Kruglyak and Lander, 1995) . NPIM was successfully applied for the analysis of a dichotomous categorical trait as well as CTIM in the study of Ayyadevara et al (2003) .
In each of two cases, the probability of an F2 individual being classified into each of these categories can be theoretically obtained corresponding to the genotype of the individual at L1 and L2. Consider, for example, the probability of an individual with genotype Q1Q1Q2Q2 at L1 and L2 being classified into each of three categories in Case I. The mean of liabilities of individuals with genotype Q1Q1Q2Q2 at L1 and L2 was written as x ¼ a 1 þ a 2 þ e ¼ 0.4 þ e. Accordingly, xo0.0, 0.0rxo0.6 and xZ0.6 corresponded to eoÀ0.4, À0.4reo0.2 and eZ0.2, respectively; thus, the probabilities of the individual being classified into C 0 , C 1 , and C 2 were calculated as
345, respectively, where F(x) denotes the cumulative distribution function for a normal variable with mean 0 and variance 1. Similarly the probabilities of categories for individuals with other genotypes at L1 and L2 were obtained. Table 1 lists the probability of an individual being classified into each of categories given the genotype at L1 and L2. From Table 1 Likewise, we can calculate the probabilities of categories for individuals in Case II. Consider, for example, the probability of an individual with genotype Q1Q1Q2Q2 being classified into each of four categories. For the individual, we obtain x 1 ¼ 0.4 þ e 1 and x 2 ¼ 0.0 þ e 2 . Thus, the probabilities of x 1 40 and x 2 40 are F(0.4) and F(0.0), respectively. Accordingly, the probability that the gene expression pattern is (1,1) for a pair of L1 and L2, which classifies the individual into C 0 , is F(0.4)F(0.0) ¼ 0.328. Similarly, the probabilities that the individual is classified into other categories can be calculated. We list the probability of the individual being classified into each of categories given the genotype at L1 and L2 in Table 2 for Case II. From Table 2 and model (1), the theoretical expected values of regression coefficients in the simulated data are obtained as follows: (a 11 , a 21 ,  a 31 , b 1 , b 2 , b 3 , g 1 , g 2 , g 3 Figures 1 and 2 show the plots of LRT at each tested position on two chromosomes in the analysis for one of data sets generated in simulations using the proposed method in Case I and Case II, respectively. For comparison, the result of an analysis of the same data set using NPIM method regarding the categories as regular quantitative phenotypic values is also shown in Figures 1 and 2 , where threshold values of 5% significance level, obtained based on 5000 data sets simulated from the null model with all of a 1 , d 1 , a 2 and d 2 being set at 0, were also indicated for both methods. In the analyses of the data set, both L1 and L2 could be detected around the true positions by the proposed method, while NPIM method could detect neither of L1 and L2 in Case I and Case II.
Results of simulation
The power of detection for L1 and L2 using the proposed method is listed in Tables 3 and 4 for Case I and Case II, respectively, along with the statistical properties of estimates for the positions of detected loci and regression coefficients in the logistic model obtained at the positions. It was shown in Table 3 that L1 and L2 were successfully detected in 846 data sets and 811 data sets, respectively, of 1000 simulated data sets with the proposed method for Case I, while L1 and L2 were only detected in 366 data sets and 363 data sets with NPIM method. Similarly, the proposed method could detect L1 and L2 with higher frequencies than NPIM method for Case II as shown in Table 4 , where L1 and L2 were Interval mapping for categorical traits T Hayashi and T Awata successfully detected in 683 data sets and 658 data sets, respectively, of 1000 simulated data sets with the proposed method, while the times of successful detection with NPIM method are only 37 and 128 for L1 and L2, respectively, out of 1000 repetitions. The estimated positions of two loci were almost unbiased, although regression coefficients were estimated exaggeratedly, that is, the absolute values of the means of estimates tended to be larger than those of the theoretical values for both cases. Considering b 1 and b 2 for L1 in Case I, the means of the estimates were 0.415 and À0.407 as shown in Table 3 , while the corresponding theoretical expected values were 0.380 and -0.380, respectively. Larger biases were found for g 1 and g 3 at L2 in Case II, where means of estimates for g 1 and g 3 were both À1.113 as shown in Table 4 against the theoretical expected values of À0.974. As the estimates for regression coefficients at each of L1 and L2 were averaged over the repetitions in which each of L1 and L2 were successfully detected, we can consider Beavis effect (Beavis, 1998; Xu, 2003) to explain the large biases of the estimates, as discussed later.
Discussion
So far, for the analyses of ordered categorical traits including binary and polychotomous discrete traits, threshold models have been mainly used (Dempster and Lerner, 1950; Gianola, 1979; Sorensen et al, 1995; Xu and Atchley, 1996; Yi and Xu, 2000; Rao and Li, 2001; Xu et al, 2005) . In threshold models, phenotypic values are obtained by discretizing the liabilities with thresholds, where it is assumed that phenotypic values are monotonically related with liabilities. Accordingly, liability underlying an ordered categorical trait can be treated in the same way as the conventional phenotypic values of a quantitative trait and analyzed with a simple linear model including genetic effects at loci involved and environmental effect. However, the threshold model is not applicable for some categorical traits with nominal and unordered categorical phenotypes. Although we can consider the liability underlying a trait even for such unordered categorical trait, it is difficult to describe the relation between the phenotype and the liability with a simple model. Therefore, in the paper, for the interval mapping of loci affecting unordered categorical traits, the probabilities of categories were modeled with polychotomous logistic regression using marker genotypes as covariates, where no detailed description about the genetic system underlying the phenotype was required for model construction.
We evaluated the usefulness of the proposed method for the analyses of unordered categorical traits with simulations. In simulations, we considered two cases to obtain categorical phenotypes, where phenotypic scores of individuals were generated from the underlying continuous variables affected by genetic effects and environmental effects, which we called as the liabilities as in the ordered categorical traits. In Case I, the liability x, was obtained as a sum of genetic effects contributed from two loci, L1 and L2, and an environmental effect and the categorical phenotypic score was determined corresponding to the three ranges into which the value of the liability fell, that is, the categorical phenotypic score was classified into C 0 , C 1 or C 2 depending on the ranges, 0.0rxo0.6, xZ0.6 or xo0.0, respectively. Therefore, the liability was rendered discrete values, 0, 1 and 2, via threshold values, 0.0 and 0.6, in Case I as in the usual threshold model; however, we assumed the non-monotonic relation between the discrete value and the liability to generate unordered categorical phenotypes.
In Case II, an unordered categorical trait with four categories was considered, where the phenotypes of individuals were determined according to the patterns of gene expression at two loci. Gene expression at each locus was determined as a sum of the genetic effect at the locus and an environmental effect influencing the locus. The phenotype of each individual was scored as C 0 , C 1 , C 2 or C 3 depending on the states of gene expression at L1 and L2, that is, (1,1), (0,0), (0,1) or (1,0), respectively. The genetic scenario used in Case II could be interpreted as the following practical situation. Consider, for example, 
For the notations, s ijk , p ij. and p i.k (i ¼ 0, 1, 2, 3; j ¼ 1, 2, 3; k ¼ 1, 2, 3), see the legends in Table 1 .
Interval mapping for categorical traits T Hayashi and T Awata aroma of a fruit influenced by two volatiles, the presence of each of which is controlled by each of two different loci, L1 and L2. The aroma quality is assessed as the best (C 0 ) in the presence of both of the two volatiles, while in the absence of both volatiles the aroma quality is scored as inferior (C 1 ) and as the worse (C 2 and C 3 ) under the presence of either one of the two volatiles.
In the analyses of 1000 simulated data sets consisting of 400 F2 individuals, using the proposed method, each of two loci was successfully detected in more than 80% for Case I and in about 70% for Case II of all data sets and the estimates of locations of two loci were unbiased (Table 3 and Table 4 ). However, the biases were observed in the estimates of regression coefficients for two loci for both cases, where the absolute values of regression coefficients were overestimated. These biases seemed to be caused by Beavis effect (Beavis, 1998; Xu, 2003) as the estimates of regression coefficients were averaged over only the repetitions with successful detection of each of loci. When the averages were taken over all of 1000 repetitions, irrespective of detecting loci or not, for the estimates of regression coefficients for each of loci obtained at a position showing a peak of LRT on each of two chromosomes, the biases were much reduced. For b 1 and b 2 at L1 in Case I, for example, the averages of estimates were changed from 0.415 to 0.384 and from À0.407 to À0.386, respectively, and for g 1 and g 3 at L2 in Case II, the averages were changed from À1.113 to À0.998 and from À1.113 to À0.958, respectively. The averages thus obtained showed good agreement with the true values (results not shown).
Using the proposed method for analyzing categorical traits with m þ 1 categories, the number of parameters to be estimated is more or equal to 3 m, and the number of Figure 1 Plot of LRT and X W 2 against the position of linkage map obtained by the analyses of one simulated data set in Case I for chromosome 1 (a) and chromosome 2 (b). Solid curves and dotted curves indicate the results obtained by the proposed method and NPIM method, respectively. We used LRT and X W 2 as test statistics for detecting loci in the proposed method and NPIM method, respectively. NPIM method treats the category, C j , as phenotypic value j (j ¼ 0,1,2) and requires no assumptions about trait distribution. Horizontal lines are threshold values of genome-wide 5% level obtained by the analyses with the proposed method (solid lines) and NPIM method (dotted line) based on 5000 simulated data sets generated under the null model, where there are no loci affecting the trait. The true positions of loci affecting the trait are indicated by arrows.
Interval mapping for categorical traits T Hayashi and T Awata parameters to be estimated is increased with the number of categories. Accordingly, the large sample size may be required for obtaining high power of detecting loci and reliable estimates for locations and regression coefficients in the case of many categories. Decreasing the sample size of F2 individuals to 300 in the simulations, the power of detecting loci was reduced to about 70% and 50% in Case I and Case II, respectively, (results not shown). When no individuals with specific genotypes are included in some categories for the case of analyzing a population of small size, the parameters corresponding to the categories and genotypes cannot be estimated. In such a case, the modification of model by omitting the relevant parameters would be necessary. The power of 0.559, 0.559, 0.380, À0.380, À0.020, À0.020) and (0.257, 0.830, 0.0, 0.0, 0.573, À0.573 ) for L1 and L2, respectively.
Interval mapping for categorical traits T Hayashi and T Awata the method in detecting a locus is much influenced by the difference in probability distributions over categories among genotypes at a locus. The power is increased as the degree of difference in the distributions over categories among genotypes is more. In the extreme case of strict correspondence between a category and a genotype at a locus, where category of an individual is unequivocally determined by its genotype and the different genotypes result in the different categories, this locus would be easily detected. In this case, only one of m þ 1 categorical probabilities is 1 with other probabilities being 0; thus, the logistic model might cause the problem of convergence in the estimation procedure because the probability cannot take value of 0 or 1 in the model as seen in Equation (2). This problem, however, would be practically circumvented by stopping the cycle in the numerical iterations as the likelihood exceeds the predetermined upper bound. On the other hand, the efficiency of the method is decreased as the difference in the categorical distribution among genotypes at a locus is small, which means that the affection of this locus on a trait is subtle. From this viewpoint, it seems that the difference in categorical probability among genotypes at L1 and L2 in the simulations, shown in Tables 1 and 2 (the parts of p ij. and p i.k ), is not so large, thus, rather unfavorable case for detecting loci was considered. Nevertheless, the efficiencies of the proposed method were high in detecting loci and estimating the positions and parameters. Therefore, it is concluded that the proposed method works well for the analyses of unordered categorical traits without investigating other variable settings in simulations. The efficiencies in the analyses of unordered categorical traits with NPIM method treating category C j as phenotypic value j were much reduced as shown in Tables 3 and 4 . Regarding a category as a phenotypic value, we can calculate total phenotypic variances and additive and dominance effects contributed from L1 and L2 by applying the conventional method of quantitative genetics to Tables 1 and 2 . The total phenotypic variance s P 2 was calculated as 0.579, additive effect A 1 and dominance effect D 1 at L1 were as À0.143 and À0.024, respectively, and additive effect A 2 and dominance effect D 2 at L2 were as 0.0 and À0.218, respectively, from Tables 3 and 4 . Exchanging categories such that the monotonic relation holds between the liability and the categorical score may enhance the power with NPIM method. However, it would usually be difficult to obtain such suitable categorization for the practical data. Any methods based on the conventional linear models presuming ordered phenotypes are considered to be unsuitable for the analysis of unordered categorical traits. In CTIM method, which is also applicable to unordered categorical traits, a latent class model was assumed about the categorical frequencies for unobserved genotypes at a putative locus (Ayyadevara et al, 2003) . In latent class model, the categorical frequencies are considered separately for each combination of covariates in the model (Galecki et al, 2001) ; thus, the inclusion of additional covariates such as sex and seasonal effects in the model may increase the complexity in computation of maximum likelihood estimation. On the other hand, it is easy to implement additional covariates in model (1) and to extend our method to the mapping of multiple loci by inclusion of effects of multiple loci in model (1). A method for mapping of multiple loci affecting unordered categorical traits based on a logistic regression model including genotypes at multiple loci as covariates are now being developed in the framework of Bayesian method.
Colors of flowers and seeds in plants and coat colors in animals are typical examples of unordered categorical traits. Generally, the variation in colors is controlled by many loci involved in the biosynthetic pathway of pigments, including flavonoid, anthocyanin and melanin (Clegg and Durbin, 2000; Klungland and Vage, 2000; McClean et al, 2002) . The underlying genetics of pigmentation is so complex that understanding the genetic factors causing phenotypic variation is still incomplete, although molecular studies are now advancing for some species. Moreover, some sensory scores regarding the eating quality of fruits and meats are regarded as unordered categorical phenotypes as the absolute values of scores have no biological meanings. Sensory scores are influenced by many biochemical attributes, thus, the genetic background determining the scores is much complicated. The method proposed in this paper enables the mapping of loci affecting a unordered categorical trait with a simple logistic regres- Interval mapping for categorical traits T Hayashi and T Awata sion model without assuming the underlying complex genetic model, and thus can provide useful information for subsequent detailed molecular analyses of genes relevant to an unordered categorical trait.
