Load forecasting in buildings and homes has been in the last years a task of increasing importance. New services and functionalities can be offered in the home environment due to this predictions, for instance, the detection of potential demand response programs and peaks that may increase the energy bill in a dynamic tariff framework. Almost real-time predictions are key for these services but missing values can dramatically affect the performance of the energy forecasting or distort the prediction significantly. Fuzzy Inductive Reasoning has been proof to model load consumptions with high accuracy compared to other typical AI and statistical techniques. Nevertheless, it has several limitations when missing data is presented in the training data of the model and during the prediction. In this paper, we present an improved version of the Fuzzy Inductive Reasoning, called Flexible FIR Prediction that can cope with missing information in the input pattern as well as, in situations of not found patterns in the behavioural matrix. The new technique has been tested with real data from one building of the Universitat Politècnica de Catalunya (UPC) and the results show that Flexible FIR Prediction is able to generate good predictions with low errors although missing data is present in the training and online prediction phases.
INTRODUCTION
In the last years the development of the Smart Grid is growing fast, encouraged by the environmental targets and the long-term goals set out be the European Commission (EC) Energy Roadmap [1] . The smart metering rollout sustained by the EU [2] not only in the electricity but also in heating, gas and water is a key component to offer new functionalities and services to citizens. When coupled with smart metering systems, the smart grids reach consumers and suppliers by providing information on real-time consumption. With smart meters, consumers can adapt -in time and volume -their energy usage to different energy prices throughout the day. They will save money on their energy bills by consuming more energy in lower price periods.
In addition to that, the inclusion of renewable energy production in the medium and low voltage and the good omen for home batteries [3] requires new solutions and technologies to cope with them. In concrete, we focus on the importance of forecasting algorithms and the ability to perform good short-term predictions within a continuous flow of data.
Load forecasting has been in the last years a task of increasing importance specially in the medium voltage management; compute the energetic balances, plan the scheduling and execution of the operation, elaborate the plans of expansion and replacements, calculate margin of expected loses and profits for the agents, etc. [4] [5] . However, energy forecasting applications also extends to buildings and homes. New services and functionalities can be offered in the home environment due to these predictions. For instance, the detection of potential demand response programs, peaks that may increase the energy bill in a dynamic tariff framework or use them to create messages to change the energy behaviour of the tenants.
Research in load forecasting has led in the development of more than 1000 journal papers until 2009 [6] . However, with this new horizon where dwellings play a more important role thanks to smart meters, different forecasting difficulties arise, when a bottom-up approach (prediction of low voltage loads) is followed instead of typical high and medium voltage forecasting problems.
One of these challenges is that, sometimes, these predictions cannot cope with missing data. The information that arrives from the different sensors in the home area network and/or the smart meters, have problems that may hinder or even unable the forecasting of the next hours and days. This issue is observed in projects such as iURBAN 1 and GreenCom 2 , where either the smart metering infrastructure or the smart home gateway, occasionally, is not sending the data correctly and/or sending missing values. This may be caused by a loose in the Internet connection of the gateway, fail in the communication between smart meters and concentrators, or issues between the database interfaces.
Missing values can dramatically affect the performance of the energy forecasting or distort the prediction significantly. Most time series models assume that the observations are sampled with the same frequency, but it is common to find missing data. The missing data problem has been dealt from many perspectives, for instance, from a state-space methodology. In [7] and [8] different Kalman filters are used to tune the parameters of an ARIMA model with missing data. Gómez et al. proposed in [10] filing the holes in the missing data with arbitrary values and carrying out the maximum likelihood estimation with additive outliers, also in ARIMA models.
In other researches the focus has been on improving exponential smoothing methods. In those cases, the missing data problem has usually been dealt using the Kalman filter [10] [11] . In [12] Bermúdez et al. deal with the missing data using an alternative formulation for Holt's model with additive errors that simplifies both the calculus of maximum likelihood estimators of all the unknowns in the model and the calculus of point forecast.
The problem of the missing data has been faced from an offline perspective. In fact, none of these studies is dealing with the missing data in an online forecasting. Therefore, they may present problems in real-time applications.
In this paper, we address the missing data problem found out in a Soft Computing technique called Fuzzy Inductive Reasoning (FIR) [14] [17] . Although its popularity is not comparable to other Artificial Intelligence (AI) techniques such as Random Forest (RF), Artificial Neural Networks (ANN) or Supported Vector Machine (SVM). This methodology has been proved to model load consumptions with high accuracy compared to other typical AI and statistical techniques [14] [20] . Nevertheless, it has several problems when missing data are presented in the input variables of the model.
We present an improved version of the Fuzzy Inductive Reasoning that can cope with missing information in the input pattern as well as, in situations of not found patterns in the behavioural matrix. This robust methodology is going to be integrated in a next generation smart home energy management solution, which is called Local Decision Support System (LDSS) and deployed in two European cities: Plovdiv and Rijeka.
The paper is structure as follows: in Section 2 the standard FIR methodology is summarized, the problem of missing values in this methodology is identified and a solution called Flexible FIR Prediction is presented. In Section 3 the experiments performed and results obtained are presented, which includes a comparative analysis with three different approaches to deal with the missing data problem in FIR. Finally, Section 4 pointed out the conclusions of our research and the near future work.
FLEXIBLE FUZZY INDUCTIVE REASONING PREDICTION 2.1 Standard FIR
The conceptualization of the FIR methodology arises of the General System Problem Solving (GSPS) approach proposed by Klir [15] . This methodology of modelling and simulation has the ability to describe systems that cannot be easily described by classical mathematics or statistics, i.e. systems for which the underlying physical laws are not well understood [16] . A FIR model is a qualitative non-parametric model based on fuzzy logic. The FIR model consists of its structure (relevant variables or selected features) and a pattern rule base (a set of input/output relations or history behaviour) that are defined as if-then rules.
The process of obtaining a FIR model structure corresponds to a Feature Selection Process (FSP). The model structure holds the relevant features and it is represented by a mask through which the causal relations (both spatial and temporal) between input and output variables are described. 
(t-t).
The optimal mask function of FIR is used to obtain the best mask, i.e. the best FIR structure, for the system under study [17] . The procedure consists in finding the mask that best represents the system by computing a quality measure for all possible masks, and selecting the one with the highest quality. The process starts with the definition of a so-called mask candidate matrix encoding an ensemble of all possible masks from which the best is to be chosen. Then the best from these masks is chosen. Table 2 shows and example of mask candidate matrix for the same system example of Table 1 .
The mask candidate matrix contains elements of value -1, where the mask has potential causal relations. Elements of value +1 can also be found, where the mask has its output. Finally, elements of value 0 denote forbidden connections. 
The number of rows of the mask candidate matrix is called the depth of the mask. It represents the temporal domain that can influence the output. Each row is delayed relative to its successor by a time interval of δt representing the time lapse between two consecutive samplings. δt may vary from one application to another. In the study presented in this paper, a value of δt equal to 1 hour is used, due to the data characteristics.
The optimal mask function of FIR, offers the possibility to specify an upper limit to the acceptable mask's complexity, i.e. the largest number of non-zero elements that the mask may contain. Starting from the candidate matrix with minimum complexity two, i.e. 1 input and the output, the qualitative model identification process looks for the best out of the legal masks. Then it is proceed, by searching through all legal masks of complexity three, i.e. all masks with two inputs and the output, and find the best of those. It continues in the same way until the maximum complexity has been reached. This strategy corresponds to an exhaustive search of exponential complexity. However, suboptimal search strategies of polynomial complexity can also be used, i.e. genetic algorithms [13] .
Each of the possible masks is compared to the others with respect to its potential merit. The optimality of the mask is evaluated with respect to the maximization of its forecasting power that is quantified by means of the quality measure. Let us focus on the computation of the quality of a specific mask. The overall quality of a mask, Q m , is defined as the product of its uncertainty reduction measure, H r and its observation ratio, O r , as described in equation 1.
.
The uncertainty reduction measure is defined in equation 2.
(2)
Where H m is the overall entropy of the mask and H max the highest possible entropy. H r is a real number in the range between 0.0 and 1.0, where higher values usually indicate an improved forecasting power. The masks with highest entropy reduction values generate forecasts with the smallest amounts of uncertainty. The highest possible entropy H max is obtained when all probabilities are equal,. And zero entropy is encountered for totally deterministic relationships. The overall entropy of the mask is then computed as described in equation 3.
Where p(i) is the probability of that input state to occur and H i is the Shannon entropy relative to the i th input state. The Shannon entropy relative to the i th input state is calculated from the equation 4.
Where p(o|i) is the 'conditional probability' of a certain output state o to occur, given that the input state i has already occurred. The term probability is meant in a statistical rather than in a true probabilistic sense. It denotes the quotient of the observed frequency of a particular state in the episodically behaviour divided by the highest possible frequency of that state. The observation ratio, O r , measures the number of observations for each input state. From a statistical point of view, every state should be observed at least five times [18] . If every legal input state has been observed at least five times, O r is equal to 1.0. If no input state has been observed at all (no data are available), O r is equal to 0.0. The optimal mask is the mask with the largest Qm value, being the one that generates forecasts with the smallest amount of uncertainty, and, therefore, the features that compose the structure of this model are the ones selected as the most relevant ones.
Once the most relevant features are identified they can be used in any modelling methodology. The mask is used to obtain the pattern rule (called behaviour matrix) from the fuzzified training data set. Each pattern rule is obtained by reading out the class values through the 'holes' of the mask (the places where the mask has negative values), and it places each class next to each other to compose the rule.
Once the behaviour matrix and the mask are available, a prediction of future output states of the system can take place using the FIR inference engine, as described in Figure 1 . This process is called qualitative simulation. The FIR inference engine is based on the K-Nearest Neighbour (KNN) rule, commonly used in the pattern recognition field. The forecast of the output variable is obtained by means of composition of the potential conclusion that results from firing the k rules whose antecedents have best matching with the actual state.
As can be seen in the left hand side of Figure 1 , the mask is placed on top of the qualitative data matrix (fuzzified test set), in such a way that the output matches with the first element to be predicted. The values of the inputs are read out from the mask and the behaviour matrix (pattern rule base) is used, as it is explained latter, to determine the future value of the output, which can then be copied back into the qualitative data matrix. The mask is then shifted further down one position to predict the next output value. This process is repeated until all the desired values have been forecast.
Figure 1. Qualitative simulation process diagram (with an example containing three inputs and one output)
The fuzzy forecasting process works as follows: the input pattern of the new input state is compared with those of all previous recordings of the same input state contained in the behaviour matrix. For this purpose, a normalization function is computed for every element of the new input state and an Euclidean distance formula is used to select the KNN, the ones with smallest distance, which are used to forecast the new output state. The contribution of each neighbour to the estimation of the prediction of the new output state is a function of its proximity. This is expressed by giving a distance weight to each neighbour, as shown in Figure 1 . The new output state values can be computed as a weighted sum of the output states of the previously observed five nearest neighbours.
The FIR methodology is, therefore, a modelling and simulation tool that is able to infer the model of the system under study very quickly and it is a good option for real time forecasting. Moreover, it is able to deal with missing data as it has been already proved in a large number of applications [16] . However, its capacity to deal with missing data decreases significantly when the complexity of the mask is big, because it implies the generation of a big number of pattern rules in the behaviour matrix containing missing values. Particularly, in the next Section 2.1 we deal with this problem.
FIR model with missing data
As explained in detail in the previous section a model in FIR methodology is compose of the mask (model structure) and a set of rules, called pattern rule base (behaviour matrix). The mask defines the causal and temporal relations between the inputs and output variables, i.e. it contains the variables selected as relevant. Once the best mask has been identified, it can be applied to the qualitative data obtained from the system resulting in a particular pattern rule base, which is a set of rules that represent pseudostatic relationships and that contains the system's behaviour.
This process is illustrated in Figure 2 , for one of the subsets with missing values. The left hand side of this figure shows an excerpt of the qualitative data matrix that stores the class values. In this example a class value of -9 indicates a missing value. The dashed box symbolizes the mask that is shifted downwards along the class value matrix. The round 'holes' in the mask denote the positions of the relevant selected features, whereas the square 'hole' indicates the position of the output. The class values are read out from the class value matrix through the 'holes' of the mask, and are placed next to each other in the behaviour matrix that is shown on the right hand side of the figure. Here, each row represents one position of the mask along the class value matrix. Each row of the behaviour matrix represents one pseudo-static qualitative state or pattern rule. Figure 2 , it can be seen that for a qualitative data matrix of 358 registers (reg.) containing 24 consecutive missing values and a mask depth of 168 it is possible to generate up to 191 pattern rules that contain at least one missing element. This can become a huge problem due to the fact that the current prediction process of FIR methodology discards the pattern rules containing missing values, and, therefore, the valid pattern rule base available is reduced significantly. This implies that FIR prediction process, very often, is not able to predict a new input pattern due to the fact that it does not exist in the behaviour matrix.
The current FIR prediction process discards those pattern rules stored in the behaviour matrix that contains one or more missing elements. This means that performs the inference using only the set of pattern rules that has the same class input pattern than the one to which we want to predict the output. Furthermore, the class input patterns of this set are all complete, i.e. do not contain missing values. In consequence, a lot of information is missed.
In addition to this problem, there is a second weakness of FIR when it faces missing values. In concrete, when the input pattern contains missing values. It may happen, especially with online predictions that the input pattern generated after the fuzzification contains missing value. As explained in Section 1 there are different reasons why the information feed into the model may contain missing values: failure in the communication between smart meter and concentrator, the battery of a home area sensor is depleted, loose of internet connection, etc. As it is shown in Figure 3 , in the standard version of FIR, the input pattern is searched in the behaviour matrix, however, it cannot find the pattern because, as previously explained, i) the behaviour matrix discard pattern rules containing missing elements and ii) the input pattern could represent several states because it contains a missing value, which could belong to any class of the fuzzified variable. 
Flexible FIR Prediction
The enhancement proposed in this particular paper is to develop an algorithm that makes the inference process flexible in a dynamic way. The idea is to use the traditional algorithm, when there exist in the behaviour matrix rules that have the same input pattern (free of missing values) than the one to be predicted. When this is not the case, the algorithm will select the set of pattern rules that have the same input pattern but relaxing one of its inputs. That is, the same input pattern but allowing that one of the inputs is missing. Basically, this means that we are using a different mask that the one selected by FIR in the modelling process. Therefore, we are ignoring one of the variables selected as relevant in the feature selection process. It is possible that the "new" mask used is a good suboptimal one, i.e. very close to the quality of the optimal mask of the same complexity. However, it can also happen that the "new" mask to be a bad one.
The new FIR flexible prediction algorithm is depicted in Figure 4 . After the training of the model, when a new (online) class input pattern arrives, it is checked if it contains or not missing values. If not, it continues with the standard FIR prediction. On the other hand, if it contains missing values, the new algorithm relax the input pattern, in concrete, the position(s) where there is(are) a missing value(s).
Coming back to the case when the input pattern does not contain missing values, if there is a match of the input pattern in the behaviour matrix, the FIR prediction continues with the standard process. If not, the new algorithm relaxes the input pattern as it will be explained later.
Then, the Maximum Relax Parameter (MRP) is checked. The MRP specifies the maximum number of relaxed parameters of the input pattern. The more relaxed the parameters from the input pattern are, the bigger the search space of forecasting values is. And, therefore, more noise is added to the final prediction. The total number of missing elements allowed in the pattern rules to perform the inference process is determined from the size of the input pattern:
-9 -9 -9 -9 -9 -9 : -9 -9 -9 -9 -9 - 9  1  1 1  2  1 3  2  2 2  3  3 3  2  2 1  :  1  2 3  1  3 3  3  2 2  3  3 Thus, considering the example of Figure 3 , the Size in Input Pattern is 4 and the MRP is 2, which means that the input pattern will be relaxed up to 2 times. If the maximum relax is reached and there is none match in the behaviour matrix, the forecast value assigned is the same as the previous forecasted value. In hourly energy forecasting problems this solution is usually more convenient than not predicting, because current and previous hourly consumptions are highly correlated.
Figure 4. Flow diagram for a more flexible prediction approach in FIR
If the MRP is not reached, the behaviour matrix is relaxed to include all registers without the input parameter relaxed. As Figure 5 shows, is the same input pattern but allowing that one of the inputs is missing. It is used a different mask that the one selected by FIR in the modelling process, therefore, ignoring one of the variables selected as relevant in the feature selection process. Similarly, when the input pattern is not found in the behaviour matrix, n Adapted Behaviour Matrix are generated being n all different combinations of relaxation (in the Figure 5 n=4) Afterwards, is verified if there is any match of the new relaxed input pattern in the relaxed behaviour matrix.
If it is not possible to find in the behaviour matrix an input pattern with no or only one missing element, the algorithm will look for patterns with two missing elements, penalizing this fact in the inference process. The total number of allowed elements missing in the pattern rules to perform the inference process will be determined in function of the size of the input pattern and the quality of the suboptimal masks associated to the input patterns. 
Output Forecast Computation
As explained in the standard FIR section, the fuzzy forecasting compares the current input pattern with previous recordings that have the same input pattern in the behaviour matrix. Then an Euclidean distance formula is used to select the KNN that are used to forecast the new output state. The contribution of each neighbour to the estimation of the prediction of the new output state is a function of its proximity.
In the new approach, i.e. FIR flexible prediction, this may result in a dispersion of the output classes, due to the loose of information in the input pattern and in the behaviour matrix when they have been relaxed. This would indicate a difficult prediction with low confidence. To cope with this problem, in this research we suggest 3 different Output Forecast strategies (In Figure 4 they are represented beneath the computation of the Euclidian Distances):
1. Output Forecast1: Classic KNN (with K) 2. Output Forecast 2: If first two neighbours have the same distance but they belong to different classes, then, take KNN of the first two classes. If not classic KNN. 3. Output Forecast 3: From all matched input state, take KNN from the most repeated class.
In the following section the different results are presented and discussed.
EXPERIMENTS AND RESULTS

Experiments
The work has been divided in three separated experiments described in Figure 6 . Each of the experiments is divided in two stages: the FSP and the model development. Since one of the aims of these experiments is to understand how possible is to perform predictions with partial information in the input pattern, it has been decided to create three experiments with different number of input variables. Figure 6 . Scheme of the experiment when depth is equal to 24. The same scheme applies to depths 72 and 24+24 The first experiment only takes into account the four most significant historical electricity load consumption values selected in the FIR FSP. The second experiment includes the past values of the electricity load consumption, besides a binary variable that specifies if it is or not a working day. Therefore, the second experiment has five input variables. Finally, the third experiment includes all five variables of the previous experiment plus the hours of the day variable. The FSP has been applied to different depths: 24, 72 and 24 + 24. The reason why these depths are chosen is explained in section 3.1.1.
Model Parameters
In this study the modelling process consists in: 1) feature selection process 2) use of the relevant features to derive a FIR model and 3) selection of the parameters that will allow a more flexible prediction of FIR in case of missing data. This process is repeated for each location and each depth studied. It is decided to build up one model that predicts electricity consumptions one day ahead for each season instead of 4 independent models, i.e. one per season. The main reason is that the data studied do not present a clear trend; hence no deseasonal pre-processing is applied because we want to study the capacity of the different methodologies to obtain generic models.
The FSP is applied only to the historical consumption data and not to the hourly and daily information. It is decided to follow this strategy because the hourly and daily information contains only the hour of the day and if it is or not a working day, respectively. And, therefore, the valuable information is gained with the actual value not with the previous ones. However, previous consumptions contain information patterns from where important knowledge could be extracted.
The selection of the depth and number of variables is a crucial issue that can affect those methods that are more sensitive to the curse of dimensionality. When the FSP of FIR is used, when increasing the number of variables (i.e. complexity) and depth, the quality of the results increases as well until the optimal values are reached. After that, increasing the number of variables may add noise to the system and end up with a result with lower quality. It has been empirically determined that more than four variables and depth higher than 72, do not increase significantly the quality of the FSP of FIR, while computational cost (in terms of time) does exponentially.
Therefore, in order to catch the most relevant previous consumptions in the electric load series, different depths are studied: i) previous 24 hours, ii) previous 72 hours and iii) 24 + 24: previous 24 hours and the past 24 hours of the previous week (48 past values in total that corresponds to a depth of the mask of 168). Other additional parameters to set in FIR methodology is the complexity of the masks parameter. In [20] a deep study with different complexities is performed and it concludes that the mask with higher quality and reasonable computational time, was always the mask that selects four past values of the electrical load consumption. Therefore, the four past consumptions values selected by FIR are taken into account in all the models developed in this work and the mask increases when is added the variable is working day and hour.
Regarding the fuzzification parameters three classes and the equal frequency partition algorithm have been used to discretize the electrical load consumption and hour of the day variable. Is working day variable is binary and, therefore, it has been discretized into two classes.
Finally, in the output forecast the parameter set for the KNN is k=5.
Data Set
Data of one building of the Universitat Politècnica de Catalunya (UPC) was obtained for this study: the bar of the ETSAV 3 faculty in Sant Cugat of 150m 2 . The energy consumptions of this building has been collected through a remote metering system every hour. Therefore there are 24 recordings per day.
The data set comprise a whole year of electricity consumption, from 13/11/2011 to 12/11/2012, with 91% for training and 9% for testing. The testing data comprises 35 different days (i.e. 35 test sets) distributed equally through the whole year; meaning around 9 days per season. And taking into account the seven days of the week (from Monday to Sunday). By choosing these days we pretend to evaluate the models against the changes caused by seasonal period(s) and day of the week.
The data used for testing the models is removed from the initial data set and it is replaced by missing values. Therefore, a training set of 8760 registers from which 864 (36 missing days x 24 hours per day) contain missing values. Depending on the configuration of the mask that has a maximum depth of 168 rows, the process to obtain the pattern rules can produce as much as 191 x 36 pattern rules containing one or more missing values. That is, 6876 patterns rules with missing values. Therefore, in the extreme case, from 7728 (7896-168) pattern rules, 6976 are discarded, and, therefore only 852 become available in the behaviour matrix to carry out the prediction.
Evaluation Criteria
There are many measures of forecast's accuracy in the literature [19] . In these experiments, we use the Mean Absolute Percentage Error (MAPE) to offer a forecasting performance from a multidimensional perspective. The reason for this choice is that MAPE can be used to compare the performance on different data sets, because it is a relative measure. However, it has to be highlighted that measures based on percentage errors have the disadvantage of being infinite or undefined if 0 for any t in the period of interest. MAPE also has the disadvantage that puts a heavier penalty in negative errors than in positive errors [19] . MAPE is described in equation (6) . Table 4 shows the results obtained only when standard FIR was not able to perform a prediction, i.e. when there were missing values in the input pattern and/or the input pattern was not found in the behaviour matrix. When Table 4 is analysed, it can be seen that the MAPE average for those instances (registers) that contain missing values is around 14% in the best cases, which is a similar to the average error prediction of Table 3 , although missing information is present. In Table 5 the total instances predicted in the experiments by the different methodologies are shown. When the Flexible FIR Prediction was used, all the instances (from the test dataset) were predicted, while for the standard FIR decreases up to 82.26% in some cases.
Results
Both Figure 6 and Figure 7 , represent the MAPE average against the depth of the mask and number of input variables respectively, with different forecast computations. FIR Flexible 1 corresponds to F1, FIR Flexible 2 to F2 and so on.
CONCLUSIONS AND FUTURE WORK
In this paper an improved version of the Fuzzy Inductive Reasoning (FIR) is proposed. It is able to cope with the problem of missing values in the input pattern, as well as learn from instances with missing values in the behaviour matrix.
The experiments presented contain missing values during the training process and the online prediction. This new technique is able to cope with them and take advantage of the inherent information in the data, even though it contains missing values.
In addition, in almost real-time applications the fact that a prediction cannot be performed is a weakness because it may crash the whole system. With Flexible FIR Prediction we reduce or finish with this issue.
Based on Figure 6 and Figure 7 it is clear that, with this data, the optimal configuration of Flexible FIR is when mask depth is 72 and the number of variables is 6. Furthermore, FIR Flexible 2 (F2), in general, predicts better than the other two proposed output forecast models.
As future work, we plan to extend our experiments to several public buildings and residential houses to demonstrate the scalability of our technique. It is also planned to define more output forecast models that consider, for instance, the causal relevance of the relaxed parameters in the Euclidian distance, or assign confidence levels to the predictions performed with relaxed input patterns and behaviour matrices. Finally, another future work is to integrate this improved version of FIR in a next generation of smart home energy management solution, called Local Decision Support System (LDSS) and deployed in two European cities: Plovdiv and Rijeka.
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