This paper proposes the generalization of our previous work to the ring
Introduction
Let d be a positive integer. We consider the quotient ring A n = F 3 d [X]/(X n ), where F 3 d is the finite field of order 3 d , and n ≥ 1. Then the ring A n is identified to the ring F 3 d [ε], ε n = 0. So we have:
The authors in their previous works have began the study of the elliptic curve over a chain ring of characteristic 3, and established it for the rings A 2 , A 3 and A 4 [1] [2] [3] .
Generalize our previous work to the ring A n , is one of the purposes of this article. In Section 2, we will define the ring A n and establish some useful results which are necessary for the rest of this article, and in Section 3 we will define the elliptic curve over A n and explicitly the group law over E n a,b . Afterwards, we will classify the elements of the elliptic curve E n a,b into two parts; where one of them is a subgroup of (E n a,b , +) and is isomorphic to (M n , * ); the maximal ideal of A n provided with the law *, which is given in Definition 2. This subgroup is namely a direct factor of E n a,b when 3 does not divide N = #E 1 a,b , as it will be shown in Section 3.4. Other purpose of this article is the application of the results in cryptography. Thereby, Theorem 4 provides the necessary foundations to create a cryptosystem similar to the one given in [4] . The new cryptosystem has the advantage of having a low cost of complexity compared to the first one, since we work in characteristic 3 and, furthermore, may be more secure by managing the choice of the appropriate parameter n; which refers to A n .
Other cryptographic applications are given in Section 4. The case 3 divides N is discussed in Section 3.6.
All theoretic results found in [4] hold in A 2 ; the ring of dual numbers of characteristic 3 and, further more are extended to A n .
The ring A n
In this section, we will give some results concerning the ring A n , which are useful for the rest of this article.
is invertible in A n if and only if x
0 / = 0.
Lemma 2. A n is a local ring, its maximal ideal is M n = (ε).

Lemma 3.
A n is a vector space over F 3 d , and have (1, ε, . . ., ε n−1 ) as basis.
Remark 1.
We denote I j = (ε j ), where j = 1, . . ., n − 1. Then, (I j ) 1≤j≤n−1 is a decreasing sequence of ideals of A n and
and δ n−1 = 0 and h the map defined as follows:
Let prove that h is an isomorphism of rings.
•
and so, h is a homomorphism of rings. Finally h is an isomorphism of rings.
Remark 2.
• For all X in A n , we denote X = X + I n−1 then, from Lemma 4:
is a decreasing sequence of ideals of A n , then (I k /I n−1 ) k=1...n−1 is a decreasing sequence of ideals of A n−1 .
Corollary 1. Let π n the homomorphism defined by:
π n is a surjective morphism of rings.
, we have the following lemma:
Lemma 5. Let φ the map defined by:
Proof. φ is clearly an homomorphism of rings.
Let P + (X n−1 ) ∈ ker φ. Then, φ(P + (X n−1 )) = 0 + (X n ) and P + (X n ) = 0 + (X n ). So, P ∈ (X n ); and since (X n ) ⊆ (X n−1 ) then, P ∈ (X n−1 ). Thereby, φ is injective.
Remark 3.
A n−1 may be identified to φ(A n−1 ), thereby A n−1 can be regarded as a subring of A n .
Elliptic curves over the ring A n
In this section, we will define the elliptic curve over the ring A n , classify its elements and define explicitly the group law over it.
Elliptic curve over A n
Definition 1. [6] We consider the elliptic curve over the ring A n which is given by the equation:
where a, b ∈ A n and −a 3 b is invertible in A n . We denote the elliptic curve over A n by E n a,b , and we write:
Classification of elements of E n a,b
In this subsection, we will classify the elements of the elliptic curve into two types, depending on their projective coordinates, the result is shown in the following proposition, which can be proven in the same way as in [3] . 3 , and X, Z ∈ M n }.
In the rest of this subsection, we will prove that the elements of E n a,b of the form [X : 1 : Z] are entirely determined by their first projective coordinate X.
, but X 3 and bZ 3 are in I 3 , we deduce that Z ∈ I 3 , then z 1 = 0 and z 2 = 0.
It remains to prove that z 3 = x 3 1 . By multiplying both sides of the equation: Z = X 3 + aX 2 Z + bZ 3 by ε n−4 we find the result. We have:
Let multiply the last equality by ε n−k−1 , then we find for the left side:
and for the right side:
Thereby, the identification of the coefficients of ε n−1 in both sides prove that z k is a function of x 1 , . . ., x n−1 .
Proof. From Lemma 6, we deduce that Z exists and its coefficients are functions of x i . Let prove that Z is unique. Suppose that there exist Z, Z ∈ M n such that [X : 1 : Z] and [X : 1 : Z ] are in E n a,b ; we have:
Proof. We have:
this implies that:
The group law over E n a,b
After classifying the elements of E n a,b , we will define the group law over it. To do so, we firstly consider two useful homomorphisms:
• the canonical projection π defined by:
• and the mapping
Remark 4.
∼ π is well defined since π is an homomorphism of rings.
The next theorem defines explicitly the group law over the elliptic curve E n a,b .
Proof. The theorem can be proved by using the explicit formulas in [7, pp. 236-238] . 
Corollary 6. ker(
Since [X : 1 : Z X ] is entirely determined by its first projective coordinate X, and from Corollary 6, we notice that ker( ∼ π) may be isomorphic to M n . Unfortunately, the law +, which makes M n a group, do not allow setting this isomorphism. So, we have to define another law on M n . This is the aim of the following definition.
Definition 2.
We define on the set M n the law * by:
is a commutative group with 0 as unity and the opposite of X is −X.
From Theorem 1, we deduce the following lemma:
Lemma 9. Let X 1 , X 2 ∈ M n , we have:
Lemma 10. Let θ the mapping defined by:
θ is an injective homomorphism of groups.
Proof. We have θ(0) = [0 : 1 :0] and for all X 1 and X 2 in M n :
and from Theorem 1 and Lemma 9 we deduce that:
then θ is an homomorphism of groups. It remains to prove that θ is injective. Let X ∈ ker(θ), then [X : 1 : Z X ] = [0 : 1 :0] this means that X = 0.
Lemma 11. ker(
Proof. The result may be deduced from Corollary 6 and Lemma 10.
Corollary 7. (∃t ∈ N)(∀P ∈ ker(
∼ π)) : 3 t .P = [0 : 1 : 0].
Proof. Since θ is injective, then M n Im(θ) = ker(
∼ π), and #M n = (3 d ) n−1 , this prove the corollary.
Theorem 2. The short sequence:
is exact, where i is the canonical injection.
Proof. The proof is deduced from Lemmas 7, 10 and 11.
When 3 does not divide N
We have shown In Theorem 2, that the short sequence is exact. In this subsection we will prove that "3 does not divide N", is a sufficient condition for the sequence to be split, and we will show that, E 1 a 0 ,b 0 is a direct factor of E n a,b , and we deduce from there some useful results. 
Proof. 3 does not divide N, then 3 t does not divide N (where t is defined in Corollary 7); therefore there exists an integer N such that NN = 1 mod 3 t .
So, there exists an integer m such that 1 − NN = 3 t m. Now let τ the homomorphism defined by:
So there exists a unique morphism λ, such that the diagram in Fig. 1 , commutes. Effectively: let P ∈ ker( ∼ π). We have from Corollary 7: (1 − NN )P = 3 t mP = [0 : 1 :0] then, P ∈ ker(τ), it follows that ker( ∼ π) ⊆ ker(τ) and, this prove the above assertion. Now let prove that i.e. NN P ∈ ker( ∼ π), therefore we have:
Finally the sequence is split.
From Theorem 3, we deduce the following lemma.
Lemma 12. If 3 does not divide N then, there exists a natural isomorphism between E 1
a 0 ,b 0 × M n and E n a,b which we denote f, and is defined as follow:
The next lemma gives us the expression of the inverse of the isomorphism f, a more practical expression will be given in Theorem 4.
Lemma 13. Let Λ the homomorphism defined as it follows:
Λ is the inverse isomorphism of f.
Proof. We will show firstly that Λ is well defined, then we will prove that it is the inverse of the isomorphism f.
• Since
exists, and is unique since θ is injective, thereby Λ is well defined.
• Λ is obviously a morphism of groups.
• Let prove that,
We have:
The lemma is proved.
When 3 does not divide N with a and b in F 3 d
In this subsection, we will treat a special case; when a and b are both in 
Proof.
• Let firstly prove the sufficient condition.
Suppose • if P = [X : 1 : Z X ] then:
Proof. we have
• if P = [X : Y : 1] and y 0 / = 0 then:
• if P = [X : Y : 1] and y 0 = 0 then:
Proof.
• if P = [X : 1 : where
and so, where: Then, there exists a unique morphism μ such that the diagram in Fig. 2 , commutes.
Proof. Let firstly prove that g is well defined. We have N) . So, the lemma is proved.
Cryptographic applications
In this section, we give hastily, some results in cryptography, other more practical applications, will be given in our future work.
If 3 does not divide N then, from Lemma 12 we deduce the following results:
• #E 
Conclusion
In this work, we have extended the results found in [4] to the elliptic curve over A n , and prove that: the Discrete Logarithm Problem (DLP) on the elliptic curve E n a,b is equivalent to the one on E 1 a 0 ,b 0
. In addition, we have set the theoretical foundations to build a cryptosystem similar to the one in [4] and more secure.
The presentation of this cryptosystem and its applications will be done in our future work.
