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Abstract
In numerous applications involving ﬁnite ﬁelds, we often need high-order elements. Ideally
we should be able to obtain a primitive element for any ﬁnite ﬁeld in reasonable time. However,
if the prime factorization of the group order is unknown, we do not know how to achieve
the goal. We thus turn our attentions to a less ambitious problem: constructing an element of
provably high order. In this paper, we survey various algorithms that ﬁnd an element of high
order for general or special ﬁnite ﬁelds.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
It is well known that the multiplicative groups of ﬁnite ﬁelds are cyclic. Their
multiplicative generators are sometimes called primitive elements. An important problem
in computational number theory is to ﬁnd a multiplicative generator for a ﬁnite ﬁeld.
This problem is notoriously hard and is still open. The difﬁculty does not lie in the
scarcity of primitive elements. In fact, it is proved that
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Proposition 1. Let q be a prime power and let Fq be the ﬁnite ﬁeld with q elements.
The number of primitive elements in Fq , i.e. (q − 1), is greater than cq/ log log q,
where c > 0 is an absolute constant and  is the Euler phi function [13, Chapter 1,
Theorem 5.1].
The function 1/ log log q is the inverse of a logarithmic function on the input size
and it approaches zero very slowly as q becomes large. This implies that if we select
a random element, we have a signiﬁcant probability to get a primitive element. Equiv-
alently, if we select a list of (log log q)1+ many random elements, with probability
1 + o(1), there is a primitive element in the list. However, it is very hard to decide
which element is primitive. The only general method we know relies on the fact
Proposition 2. Let q − 1 = pe11 pe22 · · ·pemm where p1, . . . , pm are different primes. An
element  is primitive in Fq if and only if for any pi , 1 im, (q−1)/pi = 1.
These propositions give us a randomized algorithm to construct a primitive element
with conjectured time complexity eO(log1/3 q(log log q)2/3), which is equal to the complexity
of the fastest general purpose algorithm to factor q − 1, and is impractical as q gets
larger. Unless a new way of proving primitivity is discovered, we have to give up
the goal of ﬁnding a primitive element for general ﬁnite ﬁelds, fortunately sometimes
an element with large order sufﬁces. For example in cryptology, if the generator of a
subgroup has a large order, it makes the Shanks and Pollard’s attack on the discrete
logarithm problem in that subgroup infeasible. Furthermore, ﬁnding a primitive element
is an extreme case of ﬁnding a large order element.
In practice, small characteristic ﬁelds are particularly useful. If the characteristics
of ﬁelds are small, it is often a harder problem to ﬁnd the prime factorization of the
order than of the order of random prime ﬁelds. In this context, the large order element
problem can be rephrased as: for a ﬁxed prime power q, ﬁnd an element in Fqn with
large order in time polynomial on n. Another relevant but more plausible question asks
to ﬁnd a number n greater than a given number N, and an element of order at least qnc
in Fqn for some constant c. The rationale of this question, which we call the special
ﬁnite ﬁeld high-order element problem, is to deal with special ﬁnite ﬁelds ﬁrst, and
then try to increase the density of the sequence of n so that eventually for all the ﬁnite
ﬁeld extensions, we can ﬁnd high-order elements. Note that we are not required to
compute the exact order of the element. Instead, we only need to provide a proof that
the element has an order larger than certain bound.
It should be pointed out that since the primitive element problem is hard, in most
cases of cryptographic applications, ﬁnite ﬁelds are so selected that the complete fac-
torizations of the orders of the ﬁelds are known, hence there is an efﬁcient randomized
algorithm to construct the generators for those ﬁelds.
2. Deterministic search for primitive elements
If we are given an oracle which can tell whether an element is primitive or not, i.e.
if we know the factorization of the order, we have an efﬁcient randomized algorithm to
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construct a primitive element. Can we derandomize the algorithm? This reduces to the
problem of constructing a small set containing a primitive element. Naturally we start
with small numbers. Determining the upper bound of the smallest primitive element is
always an interesting problem in number theory. Wang showed in his classical paper
[18] that the least primitive element is bounded by p1/4+ for prime ﬁnite ﬁeld Fp.
Assuming ERH, Wang [18] showed that the smallest primitive root in prime ﬁnite
ﬁeld Fp is bounded by O(6(p − 1) log2 p), where  is the map sending a positive
integer to the number of its distinct prime divisors. It can be proved that w(n) =
O(log n/ log log n). Shoup [14] improved the bound to O˜(4(p − 1) log2 p). Here
O˜(f (n)) means O(f (n) logc f (n)) for some constant c.
Hence if ERH is true, one can generate a set containing a primitive element by
enumerating all the numbers less than Shoup’s bound, which is polynomial on the size
of the input. Bach [2] shows how to construct a set of cardinality O(log4 p) which
contains at least one primitive element assuming ERH. Instead of using only small
numbers, his set is composed of larger elements, which are product of small primes.
The case of small characteristic ﬁelds seems easier. Shoup [14], and independently
Shparlinski [16, Theorem 2.4] shows unconditionally that one can deterministically
construct a set of size (np)O(1), which contains at least one primitive element in Fpn .
Without the oracle on primitivity, Shparlinski [15] showed that in Fq where q is a
prime power, a primitive element can be found in time complexity q1/4+. Note that
the best deterministic algorithm to factor N takes time N1/4+.
3. A general scheme and Gao’s construction
Explicit constructions of high-order elements usually rely on the techniques in com-
binatorics, which can supply a provable lower bound of the order. It does not calculate
the exact order. Doing so usually implies the knowledge of factorization of the order.
From the computational point of view, a ﬁnite ﬁeld extension is nothing but a polyno-
mial ring over a prime ﬁnite ﬁeld modulo an irreducible polynomial. Assume that the
ﬁeld is given as Fq [x]/(f (x)), where f (x) is an irreducible polynomial over Fq . Let
 = x (mod f (x)). Two different polynomials may represent the same element in the
ﬁeld. For example, x+1 and 1−x3 are in the same equivalent class in F3[x]/(x2+1).
Nonetheless, it is easy to show
Proposition 3. If f (x) and g(x) are not equal in Fq [x] and their degrees are less
than n, then f () = g().
All the constructions follow a similar scheme. The target element  is so designed
that we can ﬁnd a set U of large cardinality consisting of integers between 1 and
qn − 1, which satisﬁes
1. for any i ∈ U , i has a simple representation of degree less than n in Fp[]
(usually we get the representation using linearity of the pth power);
2. for any i, j ∈ U , if i = j , then i = j . Since the power of  has small degree
representation, we can lift the element to the polynomial ring Fq [x], where it is
easier to prove the distinctness of two elements.
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If we can prove these two statements, we have shown that the cardinality of U is
the lower bound of the order of .
Following this scheme, Gao [9] presented a polynomial time algorithm, which for a
ﬁxed prime power q and an integer n, outputs an element of an order at least
n
logq n
4 logq (2 logq n)
− 12 . (1)
He did not prove that the algorithm always outputs an element. But it is reasonable to
make such a conjecture.
For a polynomial g(x) ∈ Fq [x], deﬁne g(i)(x) to be the i-fold composition of the
function g. Formally
g(0)(x) = x and g(i)(x) = g(i−1)(g(x)) for i1.
Let m be the least power of q which is greater than or equal to n. Gao’s method
simply checks if xm − g(x) has an irreducible factor of degree n for all polynomials
of degree at most 2 logq n. If so, it outputs the root of such a polynomial, denoted by
. Obviously Fq [] = Fqn . Gao conjectured that such g(x) exists.
What is the order of ? Denote the degree of g(x) by . One can show
m = g(),
m
2 = g()m = g(m) = g(2)().
And by induction, m
i = g(i)(). This degree of mi grows at rate i . Let t = 	 logq n2 logq 

and
U =
{
t−1∑
i=0
aim
i |0ai√n
}
.
For any u =∑t−1i=0 aimi ∈ U , u =∏t−1i=0 g(i)()ai . It can be veriﬁed that the polynomial∏t−1
i=0 g(i)(x)ai has degree less than n. Let u′ =
∑t−1
i=0 a′imi ∈ U . In order to show
that for any u = u′ ∈ U , u = u′ , we only need to prove that ∏t−1i=0 g(i)()ai =∏t−1
i=0 g(i)()a
′
i
. This reduces to show
t−1∏
i=0
g(i)(x)ai =
t−1∏
i=0
g(i)(x)a
′
i .
It follows from a statement on the multiplicative independence of g(i)(x), proved
by Gao:
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Proposition 4. Suppose that f (x) ∈ Fq [x] is not a monomial nor a binomial of the
form axpl + b. Then the polynomials
f (x), f (2)(x), . . . , f (n), . . .
are multiplicative independent, namely, if for any integers k1, k2, . . . , kn
(f (x))k1(f (2)(x))k2 · · · (f (n))kn = 1
if and only if k1 = k2 = · · · = kn = 0.
By analyzing Gao’s construction more carefully, Conﬂitti [8] showed a lower bound
for the order of  better than (1) in some cases. Since the degree of g(i)(x) grows
exponentially with i, both results only prove slightly superpolynomial low bounds. If
the ﬁeld possesses additional structures, then there are two methods which avoid the
problem and construct an element of order greater than qnc for a constant c. Both of
the methods work only in special ﬁelds.
4. The Gauss periods
Based on the properties of Gauss Periods, von zur Gathen and Shparlinski proposed
an algorithm which constructs an element of a subexponential order in some special
ﬁelds. Suppose now r = 2n+ 1 is a prime not dividing q and q is a primitive element
in Fr . Certainly r|q2n − 1(= qr−1 − 1). Let  be a primitive rth root of unity in Fq2n .
Consider  = + −1, also known as a Gauss period of type (n, 2). It is easy to show
that  ∈ Fqn .
Let h = 	√r
 − 1, Let
U =
{
h∑
i=1
aiq
si |ai ∈ {0, 1}
}
,
where si is the discrete logarithm of i modulo r, namely, qsi (mod r) = i. Thus
|U | = 2h. For u =∑h−1i=0 aiqsi ∈ U ,
(+ −1)u =
h∏
i=1
(q
si + −qsi )ai
=
h∏
i=1
(i + −i )ai
= 
∑h
i=1(−ai )
h∏
i=1
(2i + 1)ai .
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Let u′ =∑h−1i=0 a′iqsi ∈ U . For any two u = u′ ∈ U , we want to prove that u = u′ .
Assume that
∑h
i=1 a′i
∑h
i=1 ai . We have to prove that

∑h
i=1 a′i−
∑h
i=1 ai
h∏
i=1
(2i + 1)ai −
h∏
i=1
(2i + 1)a′i = 0.
The degree of the polynomial
t (x) = x
∑h
i=1 a′i−
∑h
i=1 ai
h∏
i=1
(x2i + 1)ai −
h∏
i=1
(x2i + 1)a′i
is less than r − 1. Because the minimal polynomial of  over Fq has degree r − 1, we
only need to prove that in Fq [x], t (x) is not a zero polynomial.
If
∑h
i=1 ai =
∑h
i=1 a′i , it is trivial, since t (0) = −1.
Otherwise, without lose of generosity, assume that {i|ai = 1} ∩ {i|a′i = 1} = ∅. Let s
be the smallest i such that ai = 1 or a′i = 1. It can be veriﬁed that the coefﬁcient of
xs in t (x) is not zero. This concludes the proof.
Based on this argument, von zur Gathen and Shparlinski [10–12] obtained the fol-
lowing results:
Proposition 5. Let q be a ﬁxed prime power. For any positive integer N, an integer
nN with n = O(N log N) and an element  ∈ Fqn of order at least 2(2n)1/2−2 can
be computed in time polynomial on N.
Basically the algorithm searches for a prime r greater than 2N + 1 such that q is a
primitive element in Fr . This algorithm has the advantage that the element produced is
also a normal element. If removing this requirement, they proved a result with denser
sequence of n.
Proposition 6. Let q be a ﬁxed prime power. For any positive integer N, an inte-
ger nN with n = N + O(N/ logc N) and an element  ∈ Fqn of order at least
210q−12n1/2−25 can be computed in time polynomial on N.
The degree of polynomial in  representing iq
si is 2i, which grows linearly with
i. Hence they achieve a supexponential lower bound of 2O(
√
n)
. In the next section, we
review the results of [6], in that the degree of polynomial representing qi is ﬁxed at
1, and consequently a lower bound of 2n1− is obtained.
5. High-order elements in Kummer extensions
A novel technique in the celebrated AKS primality testing algorithm and its
subsequent improvements [1,4,5,3] is to use polynomials of degree one to generate
364 Q. Cheng /Finite Fields and Their Applications 11 (2005) 358–366
a large multiplicative subgroup modulo an integer and a polynomial. Cheng [6]
discovered a connection to the special ﬁnite ﬁeld high-order element problem and ap-
plied this idea to obtain a new solution to the special ﬁnite ﬁeld high-order
element problem. His result features a denser sequence of n and/or a much higher
order.
Consider the Kummer extension Fqn , n|q−1. We may assume that Fqn = Fq [x]/(xn−
b), where xn−b is an irreducible polynomial over Fq . As usual let  = x (mod xn−b).
Let  = + 1. What is the order of ? We observe that
q = (+ 1)q = q + 1 = (n) q−1n + 1 = b q−1n + 1.
Denote c = b q−1n . We have
(+ 1)qi = a i(q−1)n + 1 = ci+ 1.
Let
U =

n∑
i=1
aiq
i
∣∣∣∣∣
n∑
i=1
|ai | = n− 1, |{i : ai < 0}| = 	0.292n
,
∑
ai<0
|ai | = 	n/2

 .
We have that
|U | =
(
n
d−
)(
d − 1
d− − 1
)(
2n− d− − d − 2
n− d− − 1
)
= (5.8n).
where d− = 	0.292n
 and d = 	n/2
. Let u =∑ni=1 aiqi ∈ U , we have
u =
n∏
i=1
(ci+ 1)ai =
∏
1 im,ai0 (c
i+ 1)ai∏
1 im,ai<0 (c
i+ 1)−ai .
We prove by contradiction that for u′ =∑ni=1 a′iqi ∈ U , if u = u′, u = u′ . Assume
that these two elements are equal, we have
∏
1 im,ai0
(ci+ 1)ai
∏
1 im,a′i<0
(ci+ 1)−a′i
=
∏
1 im,ai<0
(ci+ 1)−ai
∏
1 im,a′i0
(ci+ 1)a′i .
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Since
∑
1 im,ei0 ai+
∑
1 im,a′i<0(−a′i ) =
∑
1 im,ai<0(−ai)+
∑
1 im,a′i0 a
′
i
= m− 1, we obtain that∏
1 im,ai0
(cix + 1)ai
∏
1 im,a′i<0
(cix + 1)−a′i
=
∏
1 im,ai<0
(cix + 1)−ai
∏
1 im,a′i0
(cix + 1)a′i
in the ring Fq [x]. It contradicts to the unique factorization of the ring. In the argument,
using negative exponents was suggested by Voloch [17].
Now we can summarize the results following from the above reasoning.
Theorem 1. Let q be a ﬁxed prime power. For a sufﬁciently large positive integer N
we can compute in time polynomial on N an integer n ∈ [N, 2qN ] and an element
 ∈ Fqn with order greater than 5.8n/ logq n.
In this theorem, we use the sequence q − 1, 2(q2 − 1), . . . , i(qi − 1), . . . . In the
following theorem, we use a denser sequence 2, 6, 20, . . . , p(p−1), . . . , where p goes
through all the primes.
Theorem 2. Let q be a ﬁxed prime power. We can compute in time polynomial on N
an integer n ∈ [N,N + O(N0.77)] and an element  ∈ Fqn with order greater than
5.8
√
n
.
We conjecture that  has order qn/2 whenever n log q. This conjecture has an
important implication that the randomized AKS primality proving has time complexity
O˜(log3 p), where p is the integer whose prime certiﬁcate is sought.
6. Concluding remarks
It seems hard for this scheme to break 2O(n/ log n) barrier due to requirement of low
degree. The author believes that the connection [7] of this problem to the list decoding
of Reed-Solomon codes may provide a way to overcome it.
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