INTRODUCTION
Order statistics commonly used in statistical hypotheses, estimation problems, statistical process controls, reliability and risk management and in many practical fields and therefore it is of great importance by researchers [1] . Developments in detailed theories and applications with respect to order statistics can be referred by Arnold et al., Balakrishnan and Rao and David and Nagaraja [2] [3] [4] [5] . Let (1) (2) ( ) ... n X X X    denote the order statistics of independent and identically distributed (i.i.d.) random variables 1, 2 ,..., , n X X X n N  with common distribution function F . It is known that, the lifetimes of series and parallel and systems are correspond to the (1) X and () n X , respectively. Therefore, many researchers have studied the dependency structure of extreme order statistics (1) X and () n X . One of the most important of these researches is min-max copula proposed by [6] . He found the dependency structure between (1) X and () n X extreme order statistics where 1, 2 ,..., , n X X X n N  , are i.i.d. random variables.
Hence, Kendall's  and Spearman's  are easily calculated and it is shown that 30 n n n       and also 3 2 n n    is found and numerically proven. It is proved Schmitz's assumption by applying L'Hospital's Rule to the copula between (1) X and () n X by Li and Li and lastly studied three new formulas for Spearman's  between two identically distributed extreme order statistics by Chen, (1) X and () n X when 2 n  by taking advantage of these results [7, 8] . Ghalibaf examined some measures of association between extreme order statistics (1) X and () n X . He showed that dependence is decreasing function form n [9] . The dependency structure of order statistics are also frequently studied using Archimedean copulas. Li and Fang examined ordering properties on order statistics from heterogeneous observations by using Archimedean copulas [10] . Mesfioui et al. are devoted to characterize several ordering properties of the maximum order statistics of heterogenous random variables with an Archimedean copula [11] . In order to investigate the relationship between variables, it is necessary to reveal the dependency structure between variables and because of this reason, the concept of *Sorumlu Yazar (Corresponding Author) e-posta : fbaskaman@ybu.edu.tr 856 "copula" is being used in statistics literature in recent years. Many researchers studied the dependency structure of order statistics by means of copula function. The aim of this study is to compare the dependency structure with some copula families of min-max copula for the extreme order statistics. In addition, using the rank based methods, important inferences has been made for copula families. To achieve this goal, this article is organised as follows: In section 2, basic properties of copulas are given. Also, copulas, including Clayton, Frank, Gumbel, Gaussian, Farlie-Gumbel-Morgenstern and min-max copula, are briefly introduced. In section 3, dependency and ranks are discussed and also it is tried to explain why rank-based methods are used. In section 4, model selection criteries are presented. In section 5, simulations of copula are presented and lastly, the results are discussed in section 6. 12 uu  and 12 vv  ; 
BASIC PROPERTIES OF COPULAS
where C is a copula. If F and G are continuous, C is unique; otherwise, C is uniquely determined on RangeF RangeG  . Contrarily, if C is a copula and F and G are distribution functions, then the function H defined by (1) is a joint distribution function with margins F and G . If F and G are continuous C is defined as follows [12] .
Kendall's Tau ( )
Kendall's  is a nonparametric measures of association of between two random variables X and Y . The relation of Kendall's  with C copula is given by Theorem 2.
Theorem 2. Let C is common copula of continuous random variables X and Y . Then Kendall's  is given as follows [12] . 
Archimedean Copulas
Archimedean copulas are widely using in applications because of they can be constructed easily and they have many nice algebraic properties. Archimedean copulas at first appeared not in statistics, but rather in the study of probabilistic metric spaces, where they were studied as part of the development of a probabilistic version of the triangle inequality [12] .
Properties of Archimedean copulas
Let  is a continous, strictly decreasing function on :
[0, ] I   such that (1) 0   and [ 1]   is pseudoinverse of  and [ 1] [0, ] Domain   , [ 1] [0,1] Range   is given by
Point out that [ 1]   is a continous and nonincreasing on [0, ]  and strictly decreasing on [0, (0)]  . Hence,
 is defined as follows: [ 1] ( , ) (5) of copulas are called Archimedean copulas and  is called a generator of the copula. If (0)  ,  is a strict generator and in this case, [ 1] ( ( ) ( )) uv      is said to be a strict Archimedean copula. Properties of generators are given as below.
Let C is an Archimedean copula and  its generator; 1. C is symmetric, namely, for every , Table 1 . Archimedean copulas used in this study
3. If 0 c  is any constant, c is also a generator of C [12] . Table 1 gives the Archimedean copulas which used in this study, their functions ( , )
parameter intervals and connecting with Kendall's  [12] 
Farlie-Gumbel-Morgenstern (FGM) Copula
FGM copula is defined as follows:
The relations of Kendall's  with FGM is
Gaussian Copula
The Gaussian copula is derived from multivariate Gaussian distribution.  is the distribution function of one-dimensional standard normal distribution and let n   is the distribution function of the positive definite correlation matrix  and n-dimensional standard normal distribution. Hence, n-dimensional Gaussian copula C   is defined as follows;
For 2 n  , 2-dimensional Gaussian copula is defined as follows: 11 12 (1) X and () n X denote the extreme order statistics of i.i.d. random variables 1, 2 ,..., , n X X X n N  . The marginals of (1) X and () n X and the joint cumulative distribution function of (1) X and () n X are given as follows [2] .
Min-max Copula
The copula can be derived from
Here ( 1) () Fu  and ( 1) () Gv  are found as follows:
Then, by solving the equation
n C is call min-max-copula and it describes the dependence between (1) X and () n X completely [6] . Let assume that 11 12 1 , ,... n X X X and 21 22 2 , ,... n X X X are given from pairs 12 ( , ) XX of continuous variables. 12 ( , ) H x x is bivariate distribution function of 12 ( , ) XX . In view of Sklar's theorem, there exists a unique copula C for which identity, Eq. (1), holds. Thus, by using ZT are transformed of the pairs 12 ( , ) XX and both of them have same copula [14] . Table 2 shows five independent pairs of mutually independent observations 12 
DEPENDENCE AND RANKS

( , )
ii XXgenerated from the (2,1) N distribution using Matlab R2017b
In Figure 1 , scatter plots of the pairs 12 ( , ) XX , transformed data ( , )
ZT and ranks derived from the 12 ( , ) XX and ( , ) ZT are given. When Figure 1 is examined, scatter plots of 12 ( , ) XX and transformed data ( , )
ZT are substantially different, however, scatter plots of ranks of 12 ( , ) XX and transformed data ( , )
ZT are completely same. Therefore, the use of ranks lead to more accurate results. In this study, rank based methods are used for copulas.
Let ( , )
XY be measured data, , ii uv are rank of ( , ) XY which are defined as () 1 1, 2,..., () 1
ii rank X rank Y denotes the rank of (or ) ii XY among (or ) XY in an ascending order. Thus the measured data in original space is transformed into the standard uniform random vector ( , )
uv [15] .
MODEL SELECTION CRITERIES
There are many methods in the literature to choose the most suitable copula for the database. First, Chi-square goodness of fit test is determined as suitability of copulas for dataset. Then the best-fit copula is obtained by Akaike Information Criterion and Bayesian Information Criterion and lastly, scatter plot of generating data from copulas are examined.
Chi-square goodness of fit: Chi-square goodness of fit test is calculated as follows:
Here ij O represents the observed frequencies and ij E represents the expected frequencies. Degrees of freedom is calculated as
I is the number of rows, J is the number of columns, p is the number of parameters estimated and q is the number of cells pooled together. If the table value corresponding to the degrees of freedom is greater than the calculated chi-square, the copula is found suitable [16] .
Akaike Information Criterion-AIC and Bayesian
Information Criterion-BIC : The best-fit copula is identified by comparing the evaluated values of AIC and BIC which are defined as (16) where k is the number of copula parameters, N is the sample size and ( , )
ii c u v is the probability density function of ( , ) ii C u v , ( , ) ii uv obtained from Eq. (13) [17, 18] . A copula corresponding to the lowest AIC value or BIC value is determined as the best-fit copula [15] . Scatter Plot: The scatter plot of ranks of original data can be also capture the dependency structure. The most similar scatter plot of data obtained from copula to the scatter plot of the ranks of original data is determined as best-fit copula [14] .
SIMULATION STUDY
In this section, suitability of Clayton, Frank, Gumbel from Archimedean copula families, Gaussian, FGM and min-max copula are examined by simulation study. Avérous et al. formalized the proof that the copula associated with a pair of order statistics does not depend on the parent distribution [19] . Based on this study, firstly, we drawn random samples from normal, uniform and exponential distributions. After we have seen that similar results were obtained from all distributions we use, we only used normal distribution. Let's assume random samples are drawn from (  values for all copula families. Then, the best-fit copula is determined by AIC and BIC . The ranks of frequency matrix of (1) ( ) , n XX order statistics are again used in here. All situations and results are given in Table 3 . Since the parameter range of the FGM copula and Kendall's  value for FGM copula are between [-1,1] and [-2 / 9, 2 / 9], respectively, this copula is not applicable for 2 n  When 2 n  and 5 n  , we can not reject 0 H for minmax copula but we can reject 0 H for Clayton, Frank, Gumbel, Gaussian and FGM copula families. Therefore, only min-max copula is founded suitable for data set. For 2 n  , when we examine the highest AIC and BIC values, first eliminated copula is Clayton and later, Gumbel, Frank and Gaussian, respectively. For 5 n  , first eliminated copula is Gumbel and later, Clayton, Frank, Gaussian and FGM are determined. When 10 n  , we can not reject 0 H for all copula families and all of them are founded suitable for data set. Here, the copula with the lowest AIC and BIC values is identified as min-max copula, hence, as the best-fit copula. Later, Gaussian, Gumbel, Frank, FGM and lastly the worst copula as Clayton are determined. , we can not reject 0 H for all copula families and all of them are founded suitable for data set again. Here, the copula with the lowest AIC and BIC values is identified as min-max copula, hence, as the best-fit copula. Then, Clayton, Gaussian, FGM, Frank and Gumbel are identified, respectively. When 200 n  , we can reject 0 H for all copula families and all of them are not founded suitable for data set. Here, first eliminated copula is Gumbel and later, Gaussian, Frank, FGM, Clayton and Min-max copula. We can say that Min-max copula is better than others but AIC and BIC values of other copula families are very close to each other, so it wouldn't be right to say clearly which one is better. The scatter plot of ranks of original data can be also capture the dependency structure. Figure 1 shows that min-max copula matches exactly the ranks of original data and we can easily visible min-max copula as the best-fit copula for 2 n  . For 10 n  , it is very difficult distinguish the best-fit copula among them in Figure 2 because of the ranks of the original data is very complicated and scattered. Also, it is very difficult to distinguish to the best-fit copula for 20, 100 n  , too
CONCLUSION
The study is intended to explore the dependency structure of the extreme order statistics which represents the minimum and maximum of n i.i.d. variables. The change in dependency is examined for different n values by means of simulation study and it is also aimed to find the copula family most suitable to explain dependency. Rank based methods is used for model selection and also it is tried to explain why rank-based methods are used.
According to the results, for small n values ( 2, 5 n  ) only min-max copula is found suitable for dataset and when we examined scatter plots for 2 n  , we can easily distinguish the best-fit copula as min-max copula. For 10, 20, 100 n  , all copula families are founded suitable for data set but the best-fit copula is determined as minmax copula by means of AIC and BIC . Here, Clayton copula is the worst copula among the other copulas for 10 n  . However, Clayton copula is found better than Gaussian, Frank, Gumbel, FGM copulas for 20, 100 n  . For 200 n  no copula families has been founded suitable for data set. Eventually, according the simulation results, min-max copula is the best one for small n values, however, it is not very useful for large n values.
