Anomaly detection is a significant and hence wellstudied problem. However, developing effective anomaly detection methods for complex and high-dimensional data remains a challenge. As Generative Adversarial Networks (GANs) are able to model the complex high-dimensional distributions of real-world data, they offer a promising approach to address this challenge. In this work, we propose an anomaly detection method, Adversarially Learned Anomaly Detection (ALAD) based on bi-directional GANs, that derives adversarially learned features for the anomaly detection task. ALAD then uses reconstruction errors based on these adversarially learned features to determine if a data sample is anomalous. ALAD builds on recent advances to ensure data-space and latent-space cycle-consistencies and stabilize GAN training, which results in significantly improved anomaly detection performance. ALAD achieves state-of-the-art performance on a range of image and tabular datasets while being several hundred-fold faster at test time than the only published GAN-based method.
I. INTRODUCTION
Anomaly detection is a problem of great practical significance across a range of real-world settings, including cyber-security [1] , manufacturing [2] , fraud detection, and medical imaging [3] . Fundamentally, anomaly detection methods need to model the patterns in normal data to identify atypical samples. Although anomaly detection is a wellstudied problem [3] - [5] , developing effective methods for complex and high-dimensional data remains a challenge.
Generative Adversarial Networks (GANs) [6] are a powerful modeling framework for high-dimensional data that could address this challenge. Standard GANs consist of two competing networks, a generator G and discriminator D. G models the data by learning a mapping from latent random variables z (drawn from Gaussian or uniform distributions) to the data space, while D learns to distinguish between real data and samples generated by G. GANs have been empirically successful as a model for natural images [7] , [8] and are increasingly being used in speech [9] and medical imaging applications. For example, [10] proposes a method that uses a standard GAN for anomaly detection on eye images. However, at test time, the method requires solving an optimization problem for each example to find a latent z such that G(z) yields a visually similar image that is also on the image manifold modeled by G; this z is then used to compute an anomaly score for the example. The need to solve an optimization problem for every test example makes this method impractical on large datasets or for real-time applications.
In this work, we propose a GAN-based anomaly detection method that is not only effective, but also efficient at test time. Specifically, our method utilizes a class of GANs that simultaneously learn an encoder network during training [11] , [12] , thus enabling faster and more efficient inference at test time than [10] . In addition, we incorporate recent techniques to further improve the encoder network [13] and stabilize GAN training [14] , and show through ablation studies that these techniques also improve performance on the anomaly detection task. Experiments on a range of highdimensional tabular and image data demonstrate the efficiency and effectiveness of our approach.
II. RELATED WORK
Anomaly detection has been extensively studied, as surveyed in [3] - [5] . As such, here we give a brief overview and refer the reader to these reviews for a more in-depth discussion. A major class of classic anomaly detection methods are distance-based, using distances to nearest neighbors or clusters in the data to assess if data is anomalous. Such methods rely on having an appropriate distance metric for the data. One-class classification approaches trained only on normal data such as one-class SVMs [15] are also widely used; these methods learn a classification boundary around the normal data. A third class of methods uses fidelity of reconstruction [5] to determine whether an example is anomalous. Principal component analysis and variants thereof [16] - [18] are examples of such methods.
More recent works are based on deep neural networks; we note that neural networks have a long history of being used for anomaly detection [19] . Approaches based on autoencoders [20] and variational auto-encoders [21] first train a model to reconstruct normal data and subsequently identify anomalies as samples with high reconstruction errors. Energy based models [22] and deep auto-encoding Gaussian mixture models [23] have also been explored specifically for the purpose of anomaly detection. Such methods model the data distribution using auto-encoders or similar models, and derive statistical anomaly criterion based on energies or mixtures of Gaussians. Finally, GANs have been applied to anomaly detection in the context of medical imaging on retinal images [10] . However, the methods proposed in [10] require an inference procedure at test time, where latent variables z are recovered using stochastic gradient descent for every test example. This inference procedure is computationally expensive as every gradient computation requires backpropagation through the generator network.
Our proposed ALAD method is most closely related to the AnoGAN method described in [10] . However, in contrast to AnoGAN, which uses a standard GAN, ALAD builds upon bi-directional GANs, and hence also includes an encoder network that maps data samples to latent variables. This enables ALAD to avoid the computationally expensive inference procedure required by AnoGAN since the required latent variables can be recovered using a single feed-forward pass through the encoder network at test time. Our anomaly scoring criteria is different from AnoGAN, and we also incorporate recent advances to stabilize the GAN training procedure in ALAD.
III. BACKGROUND
Standard GANs consist of two neural networks, a generator G and discriminator D, and are trained on a set of M unlabeled data samples
The generator G maps random variables z sampled from a latent distribution (typically Gaussian or uniform) to the input data space. The discriminator D tries to distinguish real data samples x (i) from samples G(z) generated by G. Informally, these two networks G and D are in competition -G tries to generate samples that resemble real data, while D attempts to discriminate between samples produced by the generator and real data samples. Training a GAN then typically involves taking alternating gradient steps so that G can better "fool" D, and D can better detect samples from G.
Formally, define p X (x) to be the distribution over data x in the data space X , and p Z (z) the distribution over latent generator variables z in the latent space Z. Then training a GAN involves finding the discriminator D and the generator G that solve the saddle-point problem
The solutions to this saddle-point problem are described by Lemma III.1 (proved in [6] ), which shows that the optimal generator induces a distribution p G (x) that matches the true data distribution p X (x).
Lemma III.1. For G fixed, the optimal discriminator D * G is:
.
And for this optimal discriminator D * G the global minimum of the virtual training criterion
D and G are typically determined via alternating gradient descent on the parameters of D and G, treating the other as fixed, to maximize (for D) or minimize (for G) V (D, G) accordingly. Having trained the GAN, one can approximately sample from p X using the generator taking G(z) with z ∼ p Z . As explained in Section IV-C being able to learn the distribution of the normal data is key for the anomaly detection task. Note that it is not possible to explicitly compute a likelihood or obtain the latent representation for a given data sample x directly using the GAN.
IV. ADVERSARIALLY LEARNED ANOMALY DETECTION
Given that standard GANs only support efficient sampling, there are several approaches one can take in order to adapt them for anomaly detection. For instance, for a data point x, one could use sampling [24] to estimate the likelihood of x and determine if it is an outlier. However, while sampling from a GAN is efficient, accurate estimation of likelihoods typically requires a large number of samples, thus making the likelihood computation computationally expensive. Another approach is to "invert" the generator to find latent variables z that minimize reconstruction error or related objectives by stochastic gradient descent [10] , [25] - [27] . This approach is also computationally costly as each gradient computation requires backpropagation through the generator network.
A. GAN architecture
Motivated by computational efficiency, we instead build on a class of GANs that simultaneously learns an encoder network E which maps data samples x to the latent space z during training [11] , [12] . Computing a (approximate) latent representation for a data point x in such models is done simply by passing x through the encoder network. Our models also incorporate recent improvements to improve the encoder network [13] by adding an additional discriminator to encourage cycle-consistency, i.e. that G(E(x)) ≈ x.
Formally, the BiGAN [12] and AliGAN [11] models match the joint distribution
with an adversarial discriminator network D xz that takes x and z as inputs. BiGAN and AliGAN determine the discriminator D xz , the generator G and the encoder E as the solution to the saddle-point problem:
The solutions of the saddle-point problem and the distribution matching property p E (x, z) = p G (x, z) are described by Lemma IV.1 [11] , [12] :
Lemma IV.1. For E and G fixed, the optimal discriminator D * xz,E,G is:
And for this optimal discriminator D * xz the global minimum of the virtual training criterion
While in theory the joint distributions p E (x, z) and p G (x, z) will be identical, in practice this is often not the case as training does not necessarily converge to a solution of the saddle-point problem. This potentially results in a violation of cycle-consistency so G(E(x)) ≈ x as highlighted in [13] ; such a violation would create issues for reconstruction-based anomaly detection methods.
To solve this problem, the ALICE framework [13] proposes to approximate the conditional entropy
is a joint distribution over x and z) in an adversarial manner to encourage cycle consistency. This saddle-point problem
includes the conditional entropy regularization (V CE ) on the encoder E and the generator G:
The conditional entropy regularization imposed on the encoder E and the generator G can be approximated with an additional discriminator network D xx (x,x)
and [13] formally show that such a discriminator will indeed enforce cycle consistency.
B. Stabilizing GAN training
To stabilize the training of the baseline ALICE model, we further regularize the conditional distributions by adding another conditional entropy constraint, and apply spectral normalization [14] .
Formally, we regularize the latent space conditional H π (z|x) = − E π(x,z) [log π(z|x)] (where π(x, z) is a joint distribution over x and z) with an additional adversarially learned discriminator D zz , with a similar saddle-point objective as follows; the proof of matching of conditionals is a simple adaptation of those presented in [13] .
Putting it all together, our Adversarially Learned Anomaly Detection (ALAD) method solves the following saddle-point problem during training:
A schematic of this final GAN model is shown in Figure 1 . Our addition of spectral normalization is motivated by recent work [14] , [28] - [30] that shows the efficiency of adding Lipschitz constraints on the discriminators of GANs to stabilize the training. In particular [14] proposes a simple re-parametrization of the weights which turns out to be very effective in practice. They propose to fix the spectral norm of the weight matrix (i.e., its largest eigenvalues) of hidden layers in the discriminator. This method is computationally efficient and stabilizes training. In our experiments, we found that spectral normalization was also beneficial when employed to regularize the encoder (as opposed to the discriminator alone). Note that the original ALICE models [13] did not include this re-parametrization of the weights that we included in our models.
C. Detecting anomalies
ALAD is a reconstruction-based anomaly detection technique that evaluates how far a sample is from its reconstruction by the GAN. Normal samples should be accurately reconstructed whereas anomalous samples will likely be poorly reconstructed. This intuition is illustrated in Figure 2 .
To this end, we first need to effectively model the data distribution: this is achieved using the described GAN, where the generator G is used to learn the distribution of the normal data so that p
We also need to learn the manifold of the data so as to recover precise latent representations that result in faithful reconstructions of normal samples; the two symmetric conditional entropy cycle-consistency regularization terms in our model help ensure this. The other key component of ALAD is an anomaly score that quantifies the distance between the original samples and their reconstructions. The obvious choice of Euclidean distance between the original samples and their reconstructions in data space may not be a reliable measure of dissimilarity. For instance, in the case of images, it can be very noisy because images with similar visual features are not necessarily close to each other in terms of Euclidean distance.
We instead propose to compute the distance between samples in the feature space of the cycle-consistency discriminator D xx , as defined by the layer before the logits; these features are also known as CNN codes. Concretely, having trained a model on the normal data to provide E, G, D xz , D xx and D zz , we define a score function A(x) based on the L 1 reconstruction error in this feature space:
Here, f (·, ·) denotes the activations of the layer before the logits (CNN codes) in the D xx network for the given pair of input samples. A(x) captures the discriminators' confidence that a sample is well encoded and reconstructed by our generator and therefore derived from the real data distribution. Samples with larger values of A(x) are deemed more likely to be anomalous. The procedure for computing A(x) is described in Algorithm 1. Our analyses in Section V-F confirm the effectiveness of our proposed anomaly score compared to other possible variants.
The proposed anomaly score is inspired by the featurematching loss presented in [31] . However, unlike [31] where the feature-matching loss is based on features computed with the discriminator of a standard GAN (that distinguishes between generated samples and real data), the features used by ALAD are computed using the D xx discriminator (that takes pairs of data as input) which does not exist in the standard GAN model considered in [31] . In addition, we do not use the feature-matching loss within the GAN training procedure, but instead use the concept in a different context of computing an anomaly score at inference time.
Algorithm 1 Adversarially Learned Anomaly Detection
Input
Reconstruct samples 4 : 6: return f δ − f α 1 7: end procedure Why not use the output of the D xx discriminator?
We propose that feature loss computed using D xx is preferable over the output of the model D xx for the anomaly score. To see why, consider that D xx is supposed to differentiate between a real sample pair (x, x) and its reconstruction (x, G(E(x)). However, at a solution to the GAN saddle-point problem the generator and encoder will perfectly capture the true data and latent variable distribution. In this case, D xx will be unable to discriminate between the real and reconstructed samples, and thus will output a random prediction that would not be an informative anomaly score. Our analyses in Section V-F confirm that our proposed anomaly score performs better than the output of D xx .
V. EXPERIMENTS

A. Experimental setup
Datasets: We evaluated our Adversarially Learned Anomaly Detection method on publicly available tabular and image datasets (Table I) . For tabular data, we used the KDDCup99 10% dataset [32] as well as the Arrhythmia dataset [32] . The KDDCup99 10% dataset (that we denote by KDD99) is a network intrusion dataset, while the Arrhythmia dataset consists of data in the presence and absence of cardiac arrhythmia as well as classifications into 1 of 16 groups. For the image datasets, we used the SVHN dataset [33] containing images of house numbers, and the CIFAR-10 dataset [34] that contains 10 classes of images. Data setup and evaluation metrics: For the tabular data, we follow the experimental setups of [22] , [23] . Due to the high proportion of outliers in the KDD dataset, "normal" data are treated as anomalies and the 20% of samples with the highest anomaly scores A(x) are classified as anomalies (positive class). For the arrhythmia dataset, anomalous classes represent 15% of the data and therefore the 15% of samples with the highest anomaly scores are likewise classified as anomalies (positive class). We evaluate our model with the same metrics (Precision, Recall, F1 score) as the state-of-theart deep learning baselines [22] , [23] . For the image data, we generate ten different datasets each from SVHN [33] and CIFAR-10 [34] by successively treating images from one class as normal and considering images from the remaining 9 as anomalous. For each dataset, we use 80% of the whole official dataset for training and keep the remaining 20% as our test set. We further remove 25% from the training set for a validation set and discard anomalous samples from both training and validation sets (thus setting up a novelty detection task). We evaluate models using the area under the receiver operating curve (AUROC). Further details on the experimental setup are provided in the Appendix.
B. Baselines
We compare ALAD against several anomaly detection methods, which we briefly describe below. One Class Support Vector Machines (OC-SVM) [15] are a classic kernel method for novelty detection that learns a decision boundary around normal examples. We use the radial basis function kernel in our experiments. The ν parameter is set to the expected anomaly proportion in the dataset, which is assumed to be known, whereas the γ parameter is set to 1/m where m is the number of input features.
Isolation Forests (IF) [35] are a newer classic machine learning technique that isolates anomalies instead of modeling the distribution of normal data. The method proceeds by first building trees using randomly selected split values across randomly chosen features. Then, the anomaly score is defined to be the average path length from a particular sample to the root. We use default parameters provided by the scikit-learn [36] package in our experiments.
Deep Structured Energy Based Models (DSEBM) [22] are a state-of-the-art method that utilize energy-based models. The main idea is to accumulate the energy across layers that are used similarly to those in a denoising autoencoder. In the original paper, two anomaly scoring criteria were investigated: energy and reconstruction error. We include both criteria in our experiments as DSEBM-r (reconstruction) and DSEBM-e (energy). Model details are provided in Appendix A1.
Deep Autoencoding Gaussian Mixture Model (DAGMM)
[23] is a state-of-the-art autoencoder-based method for anomaly detection. The method first jointly trains an autoencoder to generate a sensible latent space and reconstruction features, as well as an estimator network that will output parameters of a GMM modeling this lower-dimensional latent space. At test time, the likelihood of a sample's latent and reconstruction features as determined using the learned GMM is used as the anomaly detection metric.
AnoGAN [10] is the only published GAN-based method for anomaly detection. The method involves training a DCGAN [7] , and at inference time using it to recover a latent representation for each test data sample. The anomaly criterion is a combination of reconstruction and discrimination components. The reconstruction component measures how well the GAN is able to reconstruct the data via the generator, while the discrimination component considers a score based on the discriminator. The original paper [10] compares two approaches for the anomaly score and we picked the variant which performed best in the paper. For tabular data, we adapted the GAN by using fully connected layers.
C. Experiments on tabular data
We report in Table II results on KDD99 [32] as well as Arrhythmia [32] where we see that ALAD is competitive with state-of-the-art methods. Results for OC-SVM, DSEBM, DAGMM were obtained from [22] , [23] while results for other baselines as well as ALAD are averages over 10 runs. Our ALAD method outperforms DAGMM, the best deep learning based method. Interestingly, we observe that Isolation Forests is competitive on the KDD99 dataset and achieves state-of-the-art results on the small Arrhythmia dataset. The lack of sufficient training data could have resulted in poorer performance of the data hungry deep learning based methods. On the large KDD99 dataset however, ALAD significantly outperforms all other methods.
D. Experiments on image data
We also evaluate our model on SVHN [33] as well as CIFAR-10 [32] . We report the results for individual tasks (Figures 3 and 4 ) and the average performance over all tasks over 3 runs (Table III) .
We observe that on the SVHN dataset, ALAD outperforms all other methods, while on the CIFAR-10 dataset, ALAD outperforms all other methods on 5 of the 10 tasks, and is competitive on the remaining 5. We also observe that there are some tasks where ALAD does not perform well. On the SVHN dataset, ALAD performs badly on the task where "3" is the normal digit. This is possibly because "3" is visually similar to several other digits like "2" and "5" such that the model can produce a relatively good reconstruction even for images from these anomalous digit classes ( Figure 5 ; rows 3, 4), in spite of the fact that these anomalous images tend to be reconstructed to look like the digit "3" (that the model was trained on). We observe similar behavior on the CIFAR-10 dataset when we consider the task where "Automobile" is the normal class, a task where ALAD performs badly. We see that anomalous samples from the "Truck" or "Ship" classes are also reconstructed relatively well, even though the reconstructions also look like cars ( Figure 6; rows 3, 4) . As a sanity check, we see from the first two rows of Figures 5 and 6 that the ALAD model is able to reconstruct examples from the normal class reasonably well. We also compared the inference time of ALAD and AnoGAN [10] , the only other GAN-based anomaly detection method (Table IV) . On both SVHN [33] and CIFAR-10 [34] datasets, the inference time is reported for the first task. We see that ALAD is orders of magnitude faster than AnoGAN.
E. Ablation studies
Here we demonstrate the utility of the additional components we used to stabilize the basic ALICE model (Section The results in Table V show that adding the latent penalization improves results on Arrhythmia while it does not affect performance on KDD99. For SVHN and CIFAR-10, we show results averaged over all tasks in Table VI ; task specific results are shown in the Appendix (Figures 7, 8 ). On the SVHN tasks, adding the spectral norm (SN) and the discriminator in latent space (DL) improves performance but they had minimal effect on the CIFAR-10 tasks. 
F. Exploration of different anomaly scores
In this section we evaluate our proposed anomaly score and compare it to other possibilities for reconstruction-based criteria. In particular, we consider the raw output of the discriminator (to which we apply a log) referred to as "Logits" but also using non adversarially learned L 1 and L 2 reconstruction errors. Our approach is denoted by "Features", as it uses features computed by the discriminator. Formally, the scores are defined below, where x is the input sample and x = G(E(x)) is its reconstruction through ALAD: We observe in Table VII that the adversarially learned features from the reconstruction discriminator are more suited for the anomaly detection task on tabular data. On image data, the features learned from the reconstruction discriminator lead to better detection of anomalies on the CIFAR-10 dataset, while performing comparably to the L 1 and L 2 variants on the SVHN dataset (Table VIII) ; full results are shown in the Appendix (Figures 9, 10 ).
VI. CONCLUSION
We present a GAN-based anomaly detection method ALAD that learns an encoder from the data space to the latent space during training, making it significantly more efficient at test time than the only published GAN method. In addition, we incorporate additional discriminators to improve the encoder, as well as spectral normalization which has been found to stabilize GAN training. Ablation analyses show that these modifications result in improved anomaly detection performance thus confirming their utility. Finally, we showed that ALAD is highly competitive with state-ofthe-art anomaly detection methods on a range of tabular and image datasets and often outperforms them. While GANs can be difficult to train, the field is rapidly progressing and our method will directly benefit from any advances that accelerate or stabilize training. The effectiveness of ALAD positions GANs as a promising approach for anomaly detection on complex, high-dimensional data; applying ALAD to other data modalities such as speech and sensor data is an interesting direction for future research.
APPENDIX
A. CIFAR-10 and SVHN Experimental Details
Preprocessing: Pixels were scaled to be in range [-1,1]. 1) DSEBM: For both CIFAR-10 and SVHN, we used the architecture suggested in [23] : one convolutional layer with kernel of size 3, strides of size 2, 64 filters and "same" padding, one max-pooling layer and one fully connected layer with 128 units.
2) AnoGAN:
We took the official DCGAN architecture and hyper-parameters for these experiments. For the anomaly detection task, we took the same hyperparameters as the original paper. Similarly to ALAD, we used exponential moving average for inference with a decay of 0.999.
3) ALAD:
The outputs of the underlined layer in the discriminator were used for the anomaly score. All convolutional layers have "same" padding unless specified otherwise. 
B. KDD99 Experiment Details
Preprocessing: The dataset contains samples of 41 dimensions, where 34 of them are continuous and 7 are categorical. For categorical features, we further used one-hot representation to encode them; we obtained a total of 121 features after this encoding. Table XIII ARRHYTHMIA ALAD ARCHITECTURE AND HYPERPARAMETERS 
