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A function f: R+Q R strongly oscillates if for every t ¥ R+ such that f(t) ] 0
there exists s > t with f(t) f(s) < 0. Let T be a strongly continuous semigroup with
generator A in a real Banach space X. We say that a point x ¥X strongly oscillates
if for every t ¥Xg the function tQ t(T(t) x) strongly oscillates. If the spectrum of
the generator A of semigroup T has no nonnegative real values then almost all
points in X strongly oscillate. In the case when A generates a strongly continuous
group under the above assumption all points strongly oscillate. We apply the above
results to strong oscillation of solutions of difference, differential and functional
differential equations. © 2002 Elsevier Science (USA)
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1. INTRODUCTION
Discussion of the Notion of Oscillation
For reference concerning oscillation of difference and delay difference
equations we refer the reader to [5]. According to tradition a given func-
tion oscillates if it is neither eventually positive nor eventually negative.
In this paper we will investigate a slightly stronger notion, which we call
strong oscillation. The reason to do so is that, as we later show, strong
oscillation has a natural geometric interpretation. We need the following
definitions.
By N we denote the set of positive integers. By T we denote the time
parameter, that is R or Z, while by T+ we denote R+ or Z+.
Definition 1.1. We say that a function f: T+Q R strongly oscillates if
for every t ¥ T+ such that f(t) ] 0 there exists s ¥ T+, s > t such that
f(s) f(t) < 0.
Now we would like to consider the idea of oscillation of vector valued
function. According to [5] a function f: T+Q Rn oscillates if and only
if it oscillates componentwise. However, such defined oscillation clearly
depends upon the coordinate system. Moreover, it is not well adapted to
infinite dimensional Banach spaces. The above reasons led us to the following
definition, which in the case of Rn yields in particular componentwise
oscillation.
From now on, if not otherwise specified, X will denote a real Banach
space. By Xg we denote the space of all linear functionals on X.
Definition 1.2. A function f: T+QX strongly oscillates if for every
t ¥Xg the function t p f: T+Q R strongly oscillates.
Let T: T+×XQX be a given semidynamical system. For brevity we
write T(t) x instead of T(t, x). We say that x ¥X strongly oscillates if the
function T+ ¦ tQ T(t) x ¥X strongly oscillates.
Now we are ready to describe the contents of our paper. In the next
section we obtain general properties of strongly oscillating points. In the
third we deal with strong oscillation of solutions of various difference and
differential equations with bounded operator coefficients. The last section
of our paper is devoted to study of points which strongly oscillate in
strongly continuous semigroups. We deal also with strong oscillation of
semigroups generated by retarded functional differential equations and by
partial differential equations.
Basic Results from Functional Analysis
For the convenience of the reader we establish some notation and quote
most of the results from the theory of linear operators and strongly con-
tinuous semigroups which we apply in the paper. For the following classi-
cal definitions and theorems we refer the reader to Appendix II from [2]
(see also [11]).
By XC we denote the complexification of X, that is the Cartesian product
X×X with given structure of a complex vector space. For real spaces X, Y
and operator A: XQ Y by AC: XC Q YC we denote the complexification
of A.
Let Y be a Banach space. The space of all bounded linear operators from
Y to Y we denote by L(Y). If Y is a complex Banach space the resolvent
set r(A) of A ¥L(Y) is defined by
r(A) :={z ¥ C | (zI−A) is invertible inL(X)},
where I denotes the identity operator from X to X. The spectrum s(A) is
the complement of r(A) in C. In the case of real Banach spaces the spec-
trum of the given operator denotes the spectrum of its complexification.
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The spectrum of a bounded operator is always a nonempty compact set.
The resolvent r(A) ¦ zQ (zI−A)−1 is a holomorphic function. For every
z ¥ C, |z| > ||A|| we have von Neumann series formula of the resolvent
(zI−A)−1=C
.
n=0
1
zn+1
An. (1)
The exponens of a bounded operator is defined by the formula
exp(A) :=C
.
n=0
1
n!
An.
For every A ¥L(X) we have
s(exp(A))=exp(s(A)). (2)
A linear operator A: D(A)Q Y, with domain D(A) … Y, is closed if and
only if its graph
{(x, Ax) | x ¥D(A)}
is a closed subspace of X×X. If Y is a complex Banach space a complex
number belongs to the resolvent set r(A) of an operator A if and only if the
resolvent (zI−A)−1 exists and is bounded. If Y is a real Banach space
spectrum of A denotes the spectrum of its complexification.
The spectrum s(A) of a closed operator is by the definition the
complement of r(A) in C. The resolvent of a closed operator is a holo-
morphic function on r(A). Let z ¥ r(A) be arbitrary. Then (z+h) ¥ r(A)
for h ¥ C such that |h| · ||(zI−A)−1|| < 1 and we have
((z+h) I−A)−1=C
.
n=0
hn(−1)n (zI−A)−(n+1). (3)
Now we are going to quote some definitions and results from the theory
of strongly continuous semigroups.
Definition 1.3. We assume that for each t ¥ R+ we have T(t) ¥L(X).
The family {T(t)}t \ 0 is a strongly continuous semigroup if the following
three properties hold:
(i) T(0)=I;
(ii) T(t) T(s)=T(t+s), for t, s ¥ R+,
(iii) for all x ¥X, ||T(t) x−x||Q 0 as tQ 0, t ¥ R+.
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If we exchange in the above definition R+ with R then we obtain the
definition of the strongly continuous group.
The infinitesimal generator A of the strongly continuous semigroup T is
defined by
D(A)=3x | lim
h a 0
1
h
(T(h) x−x) exists4, Ax=lim
h a 0
1
h
(T(h) x−x).
The infinitesimal generator of a strongly continuous semigroup is a closed
operator with dense domain in X. If A is a generator of a strongly
continuous semigroup then for every x ¥X we have
lim
zQ.
z(zI−A)−1 (x)=x.
There exists the limit
type(T) :=lim
tQ 0
1
t
ln ||T(t)||
which is called the growth bound (or type) of the semigroup T. The set
{z |Re z > type(T)} belongs to r(A), and for z in this set, the identity
(zI−A)−1 x=F.
0
e−zsT(s) x ds for x ¥X, (4)
holds. We have the following property connecting spectrum of A with
spectrum of the semigroup
exp(ts(A)) … s(T(t)) for t ¥ R+ . (5)
Strongly continuous semigroup T is called uniformly continuous if the
function R+ ¦ tQ T(t) is continuous in the operator topology. In this case
the generator A of T is a bounded linear operator and T(t)=e tA.
2. GENERAL RESULTS
Geometric Characterization of Strong Oscillation
In this section we will obtain characterization of strong oscillation of an
element in the linear semidynamical system. It will occur that a given point
x oscillates if and only if −x belongs to the wedge spanned over the orbit
of x. This implies in particular that strong oscillation of a given point
implies some kind of recurrence.
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We first need to explain what we mean by a cone and a wedge. By a
wedge W in X we mean a closed convex subset of X such that aW=W for
every a > 0. For a given set A …X by wedge(A) we denote the intersection
of all wedges containing A, that is
wedge(A) :=cl 3C aiai | ai ¥ R+, ai ¥ A4 .
A wedge V is called a cone if V 5 −V={0}.
The following geometric characterization of strong oscillation will be
often used in the paper. It is important as it connects strong oscillation of
the given point with the properties of its orbit. By orbT(x) we denote the
positive orbit (or in other words the positive trajectory) of the point x, that
is T(T+) x.
Theorem 2.1. Let T: T×XQX be a linear semidynamical system. Let
x ¥X. Then x ¥X strongly oscillates if and only if
−x ¥ wedge(orbT(x)). (6)
Before we will be ready to present the proof of the above result we first
need the following two lemmas.
Lemma 2.1. Let W be a wedge in X and let y ¥X0W. Then there exists
t ¥Xg such that
t(W) … R+
and t(y) < 0.
Proof. Because {y} is a compact convex set by the Banach–Mazur
Theorem there exists a functional t ¥Xg and a ¥ R such that t(y) < a and
t(w) > a for w ¥W.
As 0 ¥W we obtain that 0 > a, and consequently that t(y) < 0. Because W
is a wedge kw ¥W for every k ¥ Z+, and so t(w)=1k t(kw) >
1
k a for every
k ¥ Z+, which implies that t(w) \ 0 for everyW ¥W. L
We omit proof of the following easy lemma.
Lemma 2.2. Let X, Y be Banach spaces, let x ¥X and let S …X. Let
A: XQ Y be a bounded operator. Then
A(wedge(S)) … wedge(A(S)).
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Proof (of Theorem 2.1). Suppose that (6) holds. We will show that x
strongly oscillates. Let t ¥Xg be arbitrary and let t ¥ T+ be such that
t(T(t) x) > 0. Let us assume for contradiction that t(x(s)) ¥ R+ for every
s \ t. By (6) and Lemma 2.2 we obtain that
−T(t) x ¥ T(t)(wedge(orbT(x))) … wedge(orbT(T(t) x)).
Applying once more Lemma 2.2 we obtain that
0 > −t(T(t)) \ inf{t(wedge(orbT(T(t) x))}
\ inf{wedge{t(orbT(T(t) x))} \ 0,
a contradiction.
We show the inverse implication. For an indirect proof let us suppose
that x strongly oscillates and that (6) does not hold. Then by Lemma 2.1
there exists t ¥Xg such that t(−x) < 0 and t(wedge(orbT(x))) … R+. This
means that t(x) > 0 and t(T(s) x) \ 0 for every s ¥ T+, which contradicts
the assumption that x strongly oscillates. L
The following corollary of Theorem 2.1 shows that if a given point
strongly oscillates then its trajectory can not be contained in a cone.
Corollary 2.1. Let T be a linear semidynamical system in X and let V
be a cone in X. Suppose that x ¥ V0{0} strongly oscillates. Then there exists
t ¥ T+ such that T(t) x ¨ V.
Proof. For an indirect proof let us assume that orbT(x) … V. Because x
strongly oscillates by Theorem 2.1 −x ¥ wedge(orbT(x)) … V. Thus x ¥ V 5
−V={0}, a contradiction. L
Backward Continuation
In the following section we are going establish the main tool which we
will apply in the investigation of systems with discrete and continuous time.
The main idea is to ‘‘continue back’’ the resolvent of a given operator.
The following theorem is a direct generalization of Lemma 1 from [12].
Theorem 2.2. LetV …L(X) be a wedge such that
B, C ¥VS B p C ¥V. (7)
Let A be a closed operator such that s(A) 5 [a, b]=” for certain a, b ¥ R
and that
(bI−A)−1 ¥V.
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Then
(aI−A)−1 ¥V.
Proof. Let
K :={k ¥ [a, b] : (kI−A)−1 ¥ V}.
As the resolvent is a continuous function and V is closed we obtain that K
is closed. Let k0 :=inf{K}.
For an indirect proof let us suppose that k0 > a. We know that the
resolvent of A satisfies the following equation
((k0−h) I−A)−1=C
.
n=0
hn(k0I−A)−(n+1) (8)
for h ¥ C such that |h| · |(k0I−A)−1| < 1. We choose h ¥ (0,.) such that
h < k0−a and h · |(k0I−L)−1| < 1. By (7), (8) and the fact thatV is a wedge
we obtain that ((k0−h) I−A)−1 ¥V, and consequently that k0−h ¥K. We
have obtained a contradiction with the fact that k0=inf{K}. L
Now we would like to present some corollaries of the above theorem.
Corollary 2.2. Let A ¥L(X) be such that s(A) 5 R+=”. Then
−A−1 ¥ wedge{An: n ¥ Z+}.
Proof. Let V :=wedge{An: n ¥ Z+}. One can easily check that V
satisfies condition (7). Applying the von Neumann formula we obtain that
(2 ||A|| I−A)−1=C
.
n=0
1
(2 ||A||)n+1
An,
which implies that (2 ||A|| I−A)−1 ¥V. By the assumptions trivially s(A) 5
[0, 2 ||A||]=”. Making use of Theorem 2.2 we thus obtain that −A−1=
(0−A)−1 ¥V. L
Proposition 2.1. Let T be a strongly continuous semigroup in a Banach
space X, and let A denote its generator. We assume that s(A) 5 R=”.
Then
−(aI+A)−1 x ¥ wedge{T(t) x | t ¥ R+},
for every a ¥ R, x ¥X.
Proof. Let V :=wedge{T(t) x | t ¥ R+}.
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Let a ¥ R be fixed and let w ¥ R+, w >max{type(T), −a} be chosen
arbitrarily. We know that
(wI−A)−1 x=F.
0
e−wtT(t) x dt,
which yields that (wI−A)−1 x ¥ V. Making use of the reasoning similar to
that from Theorem 2.2 and the fact that s(A) 5 [−a, w]=” we obtain
that −(aI+A)−1 x=(−aI−A)−1 x ¥ V. L
3. DIFFERENCE AND DIFFERENTIAL EQUATIONS
First Order Systems
Let A ¥L(X) be fixed. Then A generates a semidynamical system with
discrete time by the formula T(n) :=An.
Theorem 3.1. Let A ¥L(X) be such that
s(A) 5 R+=”.
Then every point of X strongly oscillates in the discrete semidynamical
system generated by A.
Proof. ApplyingCorollary 2.2 we obtain that −A−1 ¥ wedge{An | n ¥ Z+}
=:V. As A ¥V we have (−A)−1 p A ¥V, and therefore
−I ¥ wedge{An | n ¥ Z+}. (9)
Let x ¥X be arbitrarily chosen and let Px:L(X)QX be defined by
Px(B) :=B(x). Making use of Lemma 2.2 and (9) we get
−x ¥ wedge{Anx | n ¥ Z+}=wedge{orbA(x)}.
By Theorem 2.1 this means that x strongly oscillates. L
The following simple result states partial inverse of the previous theorem
(for operators which spectrum coincides with point spectrum).
Proposition 3.1. Let A ¥L(X) be such that sp(A) 5 R+ ]”. Then
there exists an x ¥X which does not strongly oscillate.
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Proof. Let a ¥ sp(A) 5 R+ be chosen arbitrarily. Then there exists
x ¥X0{0} such that A(x)=ax. As a \ 0 we obtain that x does not
strongly oscillate. L
In the finite dimensional case clearly a ¥ s(A) if and only if a ¥ sp(A).
Thus in this case Theorem 3.1 gives us a characterization of discrete
semigroups which every point strongly oscillates. As shows the following
example in the infinite dimensional case the situation is different—there
exist operators for which every point strongly oscillates, but which
spectrum is not disjoint with R+.
Example 3.1. By l2 we denote the Hilbert space of real valued sequences
with the norm ||(x1, ..., xn, ...)||2=;.i=1 x2i .
We define A ¥L(l2) by
A(x1, ..., xn, ...)=1− 121 x1, ..., − 12n xn, ...2 .
One can easily notice that
s(A)={0} 2 0
.
i=1
3 − 1
2 i
4 .
This yields in particular that s(A) 5 R+ ]”.
However, we show that every point of l2 strongly oscillates. Let x=
(x1, ..., xn, ...) ¥ l2 and t ¥ (l2)g be arbitrary. Let
m :=inf{n ¥ Z+ | t(0, ..., 0, xn
n{, 0, ...) ] 0}.
If m=+. then by the continuity of t and the definition of A we obtain
that t(Akx)=0 for all k ¥ Z+, so t(Akx) strongly oscillates.
So let us now consider the remaining case when m ¥ Z+. Then
||(−2m)k t(Akx)−t(0, ..., 0, xn, 0, ...)||
[ ||(−2m)k t(Ak(x1, ..., xm−1, 0, 0, ...)||
+||(−2m)k t(Ak(0, ..., 0, xm+1, xm+2, ...)||
=||(2m)k t(Ak(0, ..., 0, xm+1, xm+2, ...)||
[ ||t|| ·> (2m)k 10, ..., 0, 1 1
2m+1
2k xm+2, 1 12m+22k xm+2, ...2>
=||t|| ·>10, ..., 0, 11
2
2k xm+1, 1 1222k xm+2, ...2> [ 12k ||t|| · ||x||.
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This implies that
lim
kQ.
(2m)2k t(A2kx)=t(0, ..., 0, xm, 0, ...),
lim
kQ.
(2m)2k+1 t(A2k+1x)=−t(0, ..., 0, xm, 0, ...).
As t(0, ..., 0, xm, 0, ...) ] 0 this yields that t(Akx) strongly oscillates.
There appears an interesting question whether it is possible to construct
an operator A, s(A) 5 (0,.) ]”, such that all points strongly oscillate in
the semidynamical system generated by A.
Now we would like to show that Theorem 3.1 can be applied to inves-
tigation of the uniformly continuous semigroups. Later on by different
methods we will obtain a generalization of this result.
Corollary 3.1. Let T be a uniformly continuous semigroup and let
A ¥L(X) be its generator. If s(A) 5 R=” then every point in X strongly
oscillates.
Proof. We know that
T(t) x=exp(tA) x.
Since s(A) is compact there exists t0 > 0 such that
t0s(A) … R×(−12 p,
1
2 p). (10)
Let a+ib ¥ t0s(A), where a, b ¥ R, be arbitrary. As s(A) 5 R=” we
obtain that b ] 0. Moreover, by (10) we get that b ¥ (−12 p,
1
2 p), and
therefore sin(b) ] 0. Thus
exp(a+ib)=exp(a)(cos(b)+i sin(b)) ¥ C0R.
Let B :=exp(t0A). Then s(B)=s(exp(t0A) … C0R+, so by Theorem 3.1
we obtain that every point of X strongly oscillates in the semidynamical
system generated by B. This yields in particular that every point strongly
oscillates in the system T. L
Global Equivalence
To proceed further we need some results from [4] (see also [10]). Let us
first introduce the following definition.
Definition 3.1. Let W: CQL(X) be a holomorphic function. We
define v(W), the spectrum ofW by the formula
v(W) :={z ¥ C | W(z) is not invertible inL(X)}.
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Analogously we define the point spectrum ofW by
vp(W) :={z ¥ C | ,x ¥X0{0} : W(z) x=0}.
If for a given element A ¥L(X) we put WA(z) :=zI−A, then s(A)
coincides with v(WA), and sp(A) with vp(WA).
Suppose that we are given a linear scalar differential equation of nth
order dny/dtn=;n−1i=0 ai d iy/dt i. Then it is well known that this equation
can be ‘‘modified’’ to the system of n-linear equations of the first order.
The idea is to introduce new variables z0, ..., zn−1 by zi(t)=d iy/dt i. The
main advantage of this operation is that study of linear equation of nth
order is reduced to study of the equation of first order (however of higher
dimension).
A similar procedure can be adapted to equations with operator coeffi-
cients.
For polynomial W(z)=Izn−;n−1i=0 Aiz i, where Ai ¥L(X), we define the
operator P(W) ¥L(Xn) by
P(W) :=| 0 I 0 · · · 00 0 I z xx z z 0
0 · · · · · · 0 I
A0 A1 · · · · · · An−1
}
The operator P(W) is a formalization of the idea of changing the linear
equation of nth order to a linear equation of first order. Directly from the
definition of P(W) one can check that
sp(P(W))=vp(W).
The following result from [4] is essential to applications of the previous
subsection to the difference and differential equations.
Global Equivalence. Let W(z)=Izn−;n−1i=0 Aiz i, where Ai ¥L(X), be
arbitrary. Then there exist holomorphic functions E, F: CQL(Xn) with
images in invertible operators such that
F(z) p (zI−P(W)) p E(z)=|W(z) 0 · · · · · · 00 I xx z x
x z 0
0 · · · · · · 0 I
} .
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As a direct corollary of the Global Equivalence we get:
Corollary 3.2. For every W(z)=Izn−;n−1i=0 Aiz i, where Ai ¥L(X),
we have
s(P(W))=v(W).
Difference and Differential Equations
In this subsection we are going to apply the operator P introduced pre-
viously in studying strong oscillation of solutions of difference and differ-
ential equations. The following corollary is a generalization of some results
from [5] concerning oscillation of solution of linear difference equations in
Banach spaces. We would like to mention that our method of proof is
different from that applied in [5].
Theorem 3.2. LetW(z)=Izn−;n−1i=0 Aiz i, where Ai ¥L(X). We assume
that v(W) 5 R+=”.
Then every solution of the difference equation
xn+k=C
n−1
i=0
Aixi+k for k ¥ Z+ (11)
strongly oscillates.
Proof. Let {xk}k ¥ Z+ be a given solution to the difference equation (11)
and let t ¥Xg be arbitrary. To show that this solution strongly oscillates
we have to show that {t(xk)}k ¥ Z+ strongly oscillates.
For k ¥ Z+ we put
vk :=(xk, ..., xk+n−1)T ¥Xn,
where the upper index T denotes transposition. One can verify directly by
induction that
vk=(P(W))k v0 for k ¥ Z+.
As s(P(W))=v(W) we obtain that that every point of Xn strongly
oscillates under P(W). This implies in particular that v0 strongly oscillates.
We now define t˜ ¥ (Xn)g by
t˜((y0, ..., yn−1)T)=t(y0) for y0, ..., yn−1 ¥X.
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As v0 strongly oscillates we obtain that the sequence {t˜(P(W)k v0)}k ¥ Z+
strongly oscillates. But
t˜(P(W)k v0)=t˜((xk, ..., xk+n−1)T)=t(xk),
which yields that the sequence {t(xk)}k ¥ Z+ strongly oscillates. L
Proposition 3.2. Let W(z)=zn−;n−1i=0 Aiz i, where Ai ¥L(X). We
assume that
vp(W) 5 R+ ]”. (12)
Then there exists a solution of the difference equation
xn+k=C
n−1
i=0
Aixi+k for k ¥ Z+ (13)
which does not strongly oscillate.
Proof. By the definition of vp and (12) there exists a ¥ R+ and x ¥X
such that
W(a)(x)=ax.
We define xk=akx. Then sequence {xk}k ¥ Z+ is a solution of (13) which
does not oscillate strongly. L
Theorem 3.3. LetW(z)=Izn−;n−1i=0 Aiz i, where Ai ¥L(X). We assume
that v(W) 5 R=”.
Then every solution of the differential equation
dnx/dtn=C
n−1
i=0
Ai d ix/dt i (14)
strongly oscillates.
Proof. Let x: R+QX be a given solution to the differential equation
(14) and let t ¥Xg be arbitrary. To show that this solution strongly
oscillates we have to show that t p x : R+Q R strongly oscillates.
The function v: R+QXn defined by
v=(x, dx/dt, ..., dn−1/dtn−1)T
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is a solution to
dv/dt=P(W) v.
As s(P(W))=v(W), we obtain that s(P(W)) 5 R=”, and the solution v
strongly oscillates. We define t˜ ¥ (Xn)g by
t˜((y0, ..., yn−1)T)=t(y0) for y0, ..., yn−1 ¥X.
Then
t˜(v(s))=t˜((x(s), dx/dt(s), ..., dn−1x/dtn−1(s))T)=t(x(s)),
which yields that the function t p x strongly oscillates. L
Proof of the following proposition is analogous to that of Proposition 3.2.
Proposition 3.3. Let W(z)=Izn−;n−1i=0 Aiz i, where Ai ¥L(X). We
assume that vp(W) 5 R=”.
Then there exists a solution of the differential equation
dnx/dtn=C
n−1
i=0
Ai d ix/dt i (15)
which does not strongly oscillate.
4. STRONGLY CONTINUOUS SEMIGROUPS
Oscillation Is Generic
As we have seen in the previous section, if the generator of the semi-
group is bounded and its spectrum is disjoint with R+ then all points strongly
oscillate.
The situation in the case when the generator is unbounded becomes
much more complicated. We are first going to show that even if the
generator has empty spectrum not all points have to strongly oscillate.
Example 4.1. By C(R+, R) we denote the space of all continuous
functions from R+ to R. Let X={f ¥ C(R+, R) : limrQ. e r
2
f(r)=0} with
the norm
||f||= sup
r ¥ R+
e r
2
|f(r)|.
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One can easily notice that X is a Banach space. By T we denote the usual
translation semigroup, that is
T(t) f(r)=T(t+r) for r ¥ R+.
We will now show that T is a strongly continuous semigroup. Let f ¥X
and e > 0 be arbitrary. Then by the definition of the space X there exists
K > 0 such that
|e r
2
f(r)| [ e for r \K.
As the interval [0, K] is compact f is uniformly continuous on [0, K],
which implies that there exists d > 0 such that
eK
2
|f(r)−f(r+h)| [ e for every r ¥ [0, K], h ¥ [0, d].
Then for every h ¥ [0, d]
||T(h) f−f||=sup{|e r
2
f(r)−e r
2
f(r+h)| | r ¥ R+}
[ 2 sup{|e r
2
f(r)| | r ¥ [K,.]}
+eK
2
sup{|f(r)−f(r+h)| | r ¥ [0, K]} [ 3e.
As e was arbitrarily chosen this yields that T is a strongly continuous
semigroup.
Now we will show that
||T(t)|| [ e−t
2
. (16)
So let f ¥X be arbitrary. Then
||T(t) f||= sup
r ¥ R+
|e r
2
f(r+t)| [ sup
r ¥ R+
|e r
2−(r+t)2e (r+t)
2
f(r+t)|
[ sup
r ¥ R+
e−2tr−t
2
· sup
r ¥ R+
|e (r+t)
2
f(r+t)|
[ e−t
2
sup
s ¥ [r,.)
|e s
2
f(s)| [ e−t
2
||f||.
This implies that ||T(t)|| [ e−t
2
.
Due to (16) we have
n` ||T(1)n||= n` ||T(n)|| [ e−n
and therefore r(T(1))={0} where r denotes the spectral radius. This
means that s(T(1))={0}. As es(A) … s(T(1)), this yields that s(A)=”. In
consequence we obtain that s(A) 5 R=”.
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Let t ¥Xg be defined by t(f)=f(0) for f ¥X and let g ¥X be
arbitrary such that g(s) > 0 for all s ¥ R+. Then t(T(t) g) > 0 for every
t ¥ R+, which implies that g does not strongly oscillate.
In view of the above example it seems natural to ask how ‘‘big’’ is the set
of strongly oscillating points. We show that it is a residual set.
Theorem 4.1. Let T be a strongly continuous semigroup and let A denote
its generator. We assume that s(A) 5 R=”. Then there exists a residual
subset S of X such that every point of S strongly oscillates.
Proof. Let
Sn :=3x ¥X | d(−x, wedge{orbT(x)}) < 1n4
and let S :={x ¥X | −x ¥ wedge{orbT(x)}}. By Theorem 2.1 we know that
S denotes the set of all elements in X which strongly oscillate. As
S=4n ¥ Z+ Sn, to show that S is residual it is enough to prove that every Sn
is a dense open set.
We first check that Sn is open. So let x ¥ Sn be arbitrary. By the
definition of Sn there exists e > 0 such that
d(−x, wedge{orbT(x)}) <
1
n
− e.
This implies that there exist a1, ..., an ¥ R+ and t1, ..., tn ¥ R+ such that
> (−x)− Cn
i=1
aiT(ti) x> < 1n−12 e.
Let K :=1+;ni=1 |ai | ||T(ti)|| and let y ¥ B(x, e2K) be arbitrary, where
B(a, r) denotes the closed ball with the center at a and radius r. We have
d(−y, wedge{orbT(y)}) [ > (−y)− Cn
i=1
aiT(ti) y>
[ > (−x)− Cn
i=1
aiT(ti) x>+||x−y||
+C
n
i=1
|ai | ||T(ti)|| ||x−y||
<
1
n
−
e
2
+K ||x−y|| [
1
n
−
e
2
+
e
2
=
1
n
,
which implies that y ¥ Sn.
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Now we show that Sn is dense. Let x ¥ E and e > 0 be arbitrary. Then
there exists xe ¥ dom(A) such that ||x−xe || < 12 e. Let h > 0 be chosen so that
h ||A(xe)|| <min{
1
n ,
1
2 e} and let
y=xe+hA(xe).
Then
||x−y|| [ e.
We show that y ¥ Sn. By Proposition 2.1 we obtain that
−xe=−(I+hA)−1 (y) ¥ wedge(orbT(y)).
By the definition of y and the fact that h ||A(xe)|| <
1
n we obtain that
||y−xe || <
1
n , and consequently that d(−y, wedge{orbT(y)}) <
1
n . But this
yields that y ¥ Sn, and consequently that Sn is a dense subset of X.
As an intersection of the countable family of open dense sets we obtain
that S is a residual subset of X. L
Global Oscillation for Groups
Results of the previous subsection imply that although strong oscillation
is typical, there may exist points which do not strongly oscillate. Thus there
appears a natural question if we can impose some possibly weak assump-
tions on the semigroup to obtain strong oscillation of all points. We show
that if the strongly continuous semigroup can be embedded into a strongly
continuous group then all points strongly oscillate if the generator has no
real eigenvalues.
Lemma 4.1. Let T be a strongly continuous semigroup which generator A
satisfies
s(A) 5 R=”.
Let x ¥X be such that
lim
aQ.
a(aI+A)−1 x=x. (17)
Then x strongly oscillates.
Proof. The assertion of the Lemma is a direct consequence of Theorem
2.1 and Proposition 2.1. L
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Theorem 4.2. Let T be a strongly continuous group and let the generator
A of T satisfy s(A) 5 R=”. Then every point of X strongly oscillates.
Proof. We are going to apply the previous lemma. To do so, let us
notice that −A is the generator of the strongly continuous semigroup W,
whereW(t)=T(−t) for t ¥ R+. This implies that for every x ¥X
lim
aQ.
a(aI+A)−1 x=x. (18)
Lemma 4.1 makes the proof complete. L
Now we would like to state a partial inverse of the above result (in
particular for finite dimensional systems).
Proposition 4.1. Let X be a strongly continuous semigroup. We assume
that sp(A) 5 R ]”. Then there exists x ¥X which does not strongly
oscillate.
Proof. Let a ¥ sp(A) 5 R be chosen arbitrarily. Then there exists
x ¥X0{0} such that A(x)=ax. This means that T(t) x=eatx, which yields
that orbT(x) … R+x, and consequently that −x ¨ wedge{orbT(x)}. By
Theorem 2.1 we obtain that x does not strongly oscillate. L
We are going to apply the previous theorem in showing strong oscilla-
tion of the solutions of the wave equation on the bounded domain and in
investigating when all points in a strongly continuous semigroup generated
by a difference equation.
Example 4.2. Suppose that A is a selfadjoint operator on a Hilbert
space X such that 0 ¥ r(A). Then iA generates a strongly continuous
unitary group T on X. Moreover, since A is selfadjoint, s(iA) … iR. As A is
invertible, this yields that s(A) 5 R=”. By Theorem 4.2 we obtain that
every point in X strongly oscillates.
Example 4.3. For more information concerning generation of strongly
continuous groups by second order partial differential equations and the
properties of Laplace operators we refer the reader to [3], [4], [11]. The
following facts concerning the generation of strongly continuous group by
the wave equation are well-known.
Let W be a bounded open domain in Rn with boundary C of class C2. Let
us consider the wave equation, that is the following second-order linear
hyperbolic problem in w(t, x)
“2w
“t2=Dw
with boundary conditions w(0, x)=w0(x) ¥H10(W), wt(0, x)=w1(x) ¥ L2(W).
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Let A: L2(W) ‡D(A)Q L2(W) be the operator defined by
Af=Df, D(A)=H10(W) 5H2(W).
Then A is self-adjoint and has compact resolvent R( · , A) such that A−1 ¥
L(L2(W)). By the standard procedure we can now change the equation
“2w/“t2=Aw into a first order system
d
dt
ru
v
s=A ru
v
s on the spaceW=H10(W)×L2(W),
A=r 0
A
I
0
s, DA=(H10(W) 5H2(W))×H10(W).
The space W=H10(W)×L
2(W) is topologized with the usual Hilbert norm
given explicitly by the equality
||(u, v)||2W=F
W
|Nu|2 dW+F
W
|v|2 dW.
The norm || ||W is sometimes called the energetic norm since it corresponds
to the energy of the wave.
As is well-known A generates a strongly continuous unitary group on
W. Moreover, the spectrum of A lies inn the imaginary axis and 0 ¥ s(A)
since A−1 ¥L(L2(W)). This implies that s(A) 5 R=”.
Applying Theorem 4.2 we now obtain that whole space H10(W)×L
2(W)
strongly oscillates in the strongly continuous semigroup generated byA.
We would like to mention that the following example can be generalized
to the case when A is a selfadjoint operator such that −A is nonnegative
and 0 ¥ r(A).
Example 4.4. For the following results on the generation of strongly
continuous semigroups by solutions of difference equations we refer the
reader to [9].
Let X be a finite dimensional Banach space and let the difference
equation
x(t)=C
n−1
k=0
Akx(t−hk) (19)
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be given, where h0 > h1 > · · · > hn−1 > 0, Ak ¥L(X) for k=0, ..., n−1. We
put h=h0. By C we denote C([−h, 0], X)—the Banach space of all
continuous functions from interval [−h, 0] to X with supremum norm.
We define
CD=3x ¥ C : x(0)=Cn−1
k=0
Akx(−hk)4.
Then for each function x ¥ CD there corresponds a unique solution
x¯: [−h,.)QX of (19) such that x¯|[−h, 0]=x. For t ¥ R+ we define the
function xt ¥ CD by the formula xt(s)=x¯(t+s) for s ¥ [−h, 0]. Then it can
be easily verified that the function T: R+×CD ¦ xQ xt ¥ CD is a strongly
continuous semigroup. Moreover, the spectrum of the generator A of
semigroup T is given by the zeros of the characteristic function of (19):
s(A)=3z ¥ C : I− Cn−1
k=0
e−hkzAk is not invertible4 .
So let us assume that s(A) 5 R=”. Then by Theorem 4.1 we know that
almost all points in CD strongly oscillate. Applying Theorem 4.2 we will
show that all points in CD strongly oscillate iff A0 is invertible.
First let us suppose that A0 is invertible. Then T can be extended to a
strongly continuous group—the equation (19) can be written in the
equivalent form
x(t)=A−10 x(t+h0)+C
n−1
k=1
A−10 Akx(t+(h0−hk)),
from which one easily sees that all solutions of (19) can be uniquely
extended backwards. For t negative we now define values of T(t) x
analogously as in the definition for positive t. Theorem 4.2 yields that all
points in CD strongly oscillate.
So let us now consider the case when A0 is not invertible. Let a ¥ ker(A0)
be arbitrary and let f ¥Xg be chosen so that f(a)=1. For every r ¥ R we
define the function xr ¥ CD by the formula
xr(s) :=max{r−s, 0} a for s ¥ [−h, 0].
Then one can easily verify that T(t) x−h1=x−h1 −t.
Let us now define fD ¥ (CD)g by
fD(x)=f(x(−h)) for x ¥ CD.
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Then
fD(T(t) x−hk−2 )=max{h−h1−t, 0}.
However, this clearly implies that the point x−h1 does not strongly oscillate.
Properties of Nonoscillating Points
We have seen in Example 4.1 that even if the generator of a strongly
continuous semigroup has no real eigenvalues then not all points in the
space have to strongly oscillate. Thus it seems reasonable to study the
behaviour of such points. We show that points which do not strongly
oscillate have to be in some sense similar to that constructed in Example 4.1,
namely they have to decrease to zero faster then every exponential
function.
The following definition is a modification of the definition of small solu-
tions from [8] (see also [2]). According to [8] the function is small if it
goes faster to zero then every exponential function. We need functions
which in integral sense decrease to zero faster then every exponential.
Definition 4.1. Let f: R+Q R. We say that f is integrally small if
lim
rQ.
F r
0
f(t) ekt dt exists for every k ¥ R.
Let t ¥Xg be arbitrary and let f: R+QX. We say that f is t-integrally
small if t p f is integrally small. Suppose that we are given a semidynami-
cal system T with continuous time in X. Then we say that x ¥X is
t-integrally small if T( · ) x is t-integrally small.
Now we will state main result in this subsection. It says that if a point
does not strongly oscillate then there exists a functional t such that x is a
nonzero t-integrally small solution. As the proof of this theorem is not
direct we will divide it into a few lemmas and provide it at the end of this
subsection.
Theorem 4.3. Let T be a strongly continuous semigroup and let A be the
generator of T. We assume that
s(A) 5 R=”.
Let x ¥X and t ¥Xg be such that t(T( · ) x) is eventually nonnegative. Then
x is t-integrally small.
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As an immediate corollary we have the following important property of
points which do not strongly oscillate.
Corollary 4.1. Let T be a strongly continuous semigroup and let A be
the generator of T. We assume that
s(A) 5 R=”.
Let x be a point in X which does not strongly oscillate. Then there exists
t ¥Xg such that t(T( · ) x) is nonzero and x is t-integrally small.
We now need to quote some results and definitions from the theory of
Laplace Transform (see [13]).
Let f: R+Q C be a locally integrable function. By Wf … C we denote the
set of all w ¥ C such that
L(f)(w) :=lim
rQ.
F r
0
e−wsf(s) ds
exists. The function L(f): Wf Q C is called a Laplace transform of f. Wf
is a half plane, that is there exists sc(f) ¥ R 2 {−.} 2 {.}, called the
abscissa of convergence of f, such that z ¥ Wf for every z ¥ C with re(z) >
sc(f), and z ¨ Wf for every z ¥ C with re(z) < sc(f).
Thus a function f: R+Q C is integrally small iff sc(f)=−.. This
yields in particular that the Laplace transform of an integrally small func-
tion is an entire function.
The following property of Laplace transform will be necessary in the
characterization of non-oscillating points.
Let W be an open convex subset of C. We say that a holomorphic func-
tion f: WQ C has a singularity at a given point z ¥ “W if f does not have a
holomorphic continuation to a neighborhood of z.
Theorem La (Theorem 10.1, Sect. 5 from [13]). Let f be a nonnegative
function. Suppose that sc(f) ¥ R. Then the Laplace transform has a
singularity in sc(f).
This implies that if a function f is eventually positive and sc(f) ¥ R
then the Laplace transform of f has a singularity at sc(f).
Now we are ready to prove Theorem 4.3.
Proof (of Theorem 4.3). Let z ¥ C, re(z) > type(T) be arbitrary. Then
limrQ. > r0 e−zsTC(s) x ds exists and
(zI−AC)−1 (x)=F
.
0
e−zsTC(s) x ds,
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where the subscript C denotes complexification. This implies that
tC((zIXC −AC)
−1 (x))=F.
0
e−zstC(TC(s) x) ds. (20)
Let r0=sc(tC(TC( · ) x))=sc(t(T( · ) x) ¥ R 2 {−.} 2 {.}. Clearly r0 [
type(T). We show that r0=−..
For an indirect proof let us assume that this is not the case. By the
assumptions we know that there exists p ¥ R+ such that t(T(s) x) \ 0 for
s \ p. Let
f(s) :=˛0 for s < p
t(T(s) x) for s \ p.
Then sc(f)=r0. As f is a nonnegative function by Theorem La we obtain
that L(f) has a singularity at r0, which clearly yields that L(t(T( · ) x))
has a singularity at r0.
Let r1 > type(T) be arbitrary. As s(A) 5 R=” there exists an open
convex set O … C containing (r0, r1) and such that re(O) > r0, s(A) 5
O=”. By (20) we obtain that L(tC(TC( · ) x))=tC(zIXC −AC)−1 (x) for
z ¥ O, re(z) \ type(T). As O is open convex and both the above functions
are defined on O and are equal in an open subset of O they coincide. This
yields contradiction as L(tC(TC( · ) x)) has a singularity at r0 and
tC(zIXC −AC)
−1 (x) is holomorphic at neighborhood of the point r0.
Thus we have showed that sc(f)=−., which implies that x is a
t-integrally small solution. L
Retarded Functional-Differential Equations
We are going to present the generalization of some results from [1] and
[5] concerning oscillation of solutions of delay differential equations. For the
convenience of the reader and to establish notation we quote some basic
notions and properties of delay difference equations. For more information
concerning this broad subject we refer the reader to [2], [6], [7].
In this subsection we assume that X is a finite dimensional Banach space.
By NBV([0, h],L(X)) we denote the set of all normalized bounded
variaton functions on interval [0, h] with values inL(X). We shall study
x˙(t)=F h
0
dz(h) x(t−h), (21)
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where z ¥NBV([0, h], X) is fixed. As an initial condition we take f ¥ C=
C([−h, 0], X) and assume that
x(h)=f(h), −h [ h [ 0. (22)
A solution to the initial value problem (21)–(22) on the interval
I=[−h,.), is a function x ¥ C(I, X) such that
(i) (22) holds;
(ii) x is continuously differentiable on (0,.) and (21) holds;
(iii) lim t a 0 (x(t)−f(0)) exists and equals >h0 dz(h) f(−h).
For a given RFDE we define its characteristic function D(z): CQL(X) by
D(z)=zI−F h
0
e−zt dz(t).
D is an entire function.
Now we are ready to quote Lemma 1 from [1].
Theorem Ar. Consider a linear scalar functional differential equation
x˙(t)=F h
0
dz(h) x(t−h).
Then each solution x of the above scalar equation oscillates iff the character-
istic equation has no real roots.
Similar type of results can be obtained also in the vector case (see [5]).
As is well-known each linear RFDE generates a strongly continuous
semigroup T in the space C. Thus it seems reasonable to investigate strong
oscillation for points in C. We are going to generalize Theorem Ar in this
direction.
As usual in the theory of delay equations we write
xt(h) :=x(t+h) for t \ 0 and −h [ h [ 0.
With this notation xt ¥ C is the state at time t. For each initial condition
f ¥ C and t \ 0 we define
T(t) f :=xt.
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It is well-known that then T is a strongly continuous semigroup in C. The
spectrum of the generator A of the semigroup T satisfies the following
important formula
s(A)={z ¥ C | D(z) is not invertible inL(X)}.
From the previous results we know that if the spectrum of the generator
of a strongly continuous semigroup is disjoint with R then strong oscillation
is generic.
Now we will show an example that in the case of strongly continuous
semigroups generated by functional differential equation not all points
strongly oscillate.
Example 4.5. Let C=C([−2, 0], R2). We consider the semigroup in
CR generated by the equation
r u˙(t)
v˙(t)
s=r0 0
0 −1
sru(t−2)
v(t−2)
s+r −1 0
0 0
sru(t−1)
v(t−1)
s . (23)
One can easily notice that the characteristic function of this equation has
no real eigenvalues.
For (u, v) ¥ C we define t ¥ Cg by the formula
t(u, v) :=u(−2).
Let u: [−2, 0]Q R be defined by
u(t) :=˛ (t−1)2 for t ¥ [−2, −1]
0 for t ¥ [−1, 0].
Let us now notice that (u, 0) ¥ C does not strongly oscillate in the
semigroup T generated by (23), as t((u, 0))=1 but t(T(s)(u, 0)) \ 0 for
every s ¥ R+.
Now we are going to obtain main result of our section, a generalization
of [1]. We first need a generalization of the results of D. Henry from [8].
The following result follows directly from the proof of Lemma 4.2,
Chapter V from [2].
Theorem H. Let T be a strongly continuous semigroup generated by
RFDE. Let x ¥ C and t ¥ Cg be arbitrary. If t(T( · ) x) is integrally small
then
t(T(t) x)=0 for t \ h ·dim(X).
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As a corollary we obtain the following result:
Theorem 4.4. Let T be a strongly continuous semigroup with the
generator A generated by an RFDE in the space C=C([−h, 0], X), where
X is an n-dimensional Banach space. Then for every x ¥ C the point T(nh) x
strongly oscillates iff
s(A) 5 R=”.
Proof. Let x ¥ C and t ¥ Cg be arbitrarily chosen. Suppose that the
function R+ ¦ tQ t(T(t) x) ¥ R does not strongly oscillate. This implies by
Theorem 4.3 that t(T(t) x) is an integrally small function, which by
Theorem H yields that t(T(t) x)=0 for t \ nh.
We show the opposite implication. So suppose that
s(A) 5 R=”.
Since, as is well-known the point spectrum of A coincides with spectrum, so
there exists an a ¥ R and an x ¥ C0{0} such that
A(x)=ax.
Then T(t) x=eatx, which implies that T(nh) x does not strongly oscillate in
the semidynamical system T. L
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