Abstract-Compared to wavelength switched optical networks (WSON), flexgrid optical networks provide higher spectrum efficiency and flexibility. To properly analyze, design, plan, and operate flexgrid networks, the routing and spectrum allocation (RSA) problem must be solved. The RSA problem involves two different constraints: the continuity constraint to ensure that the allocated spectral resources are the same along the links in the route and the contiguity constraint to guarantee that those resources are contiguous in the spectrum. As a consequence of its complexity, it is crucial that efficient methods are available to allow solving realistic problem instances in practical times. In this paper, we review different RSA-related optimization problems that arise within the life-cycle of flexgrid networks. Different methods to solve those optimization problems are reviewed along with the different requirements related to where those problems appear. Starting from its formulation, we analyze network life-cycle and indicate different solving methods for the kind of problems that arise at each network phase: from off-line to in-operation network planning. We tackle two representative use cases: i) a use case for off-line planning where a flexgrid network is designed and periodically upgraded, and ii) multilayer restoration as a use case for in-operation planning. Three solving methods are proposed for the off-line planning problem: mathematical programming, column generation and metaheuristics, whereas, as a result of its stringent required solving times, two heuristic methods are presented for the on-line problem.
I. INTRODUCTION
F LEXGRID optical networks [2] are receiving great interest, not only from the research community, but also from the industry [3] , since they provide finer spectrum granularity, allowing for a better spectrum efficiency and flexibility compared to the rigid spectrum grid of wavelength switched optical [1] .
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Digital Object Identifier 10.1109/JLT.2014.2315041 networks (WSON) implementing the wavelength division multiplexing (WDM) technology. Flexgrid optical networks divide the available optical spectrum into a set of frequency slices of a fixed spectral width (e.g., 6.25 GHz); optical connections (lightpaths) are assigned a number of slices according to their requested bitrate, the selected modulation format, and the considered grid.
The maturity of some key technologies is enabling flexgrid development and is paving the way to devise novel network architectures and applications (see, e.g., [4] , [5] ). Some of these are: i) liquid crystal on silicon (LCoS)-based wavelength selective switches (WSS) to build bandwidth-variable optical crossconnects (BV-OXC) [6] ; ii) advance modulation formats, such as the quadrature phase shift keying (QPSK) and the 16-ary quadrature-amplitude modulation , to increase efficiency and extend the reach of optical signals; iii) sliceable bandwidth-variable transponders (SBVT) able to transmit and receive several lightpaths in parallel, thus adding even more flexibility [7] .
The finer spectrum granularity together with the technology supporting flexgrid brings new features that cannot be offered by WSON, such as: i) flexible spectrum allocation, allowing lightpaths using a number of slices according to their need. Lightpaths using different number of slices can co-exists in the same flexgrid network. Note that although WSON networks allow mixing lightpaths with several line-rates, every lightpath uses the same spectrum width; ii) conveying lightpaths with a capacity beyond 100 Gb/s; iii) elasticity against time-varying traffic, i.e., lightpaths can elastically change their allocated spectrum to adapt their bitrate against spikes in the demand [8] , [9] .
Before deploying a flexgrid network, e.g., to gradually migrate from WDM [10] or to gradually update a flexgrid network, some activities need to be performed. In fact, the classical network life-cycle typically consists of several steps that are performed sequentially (see Fig. 1 ). Starting with inputs from the service layer and from the state of the resources in the already deployed network, a planning phase need to be carried out to produce recommendations that the next phase uses to design the network for a given period of time. Next, network changes are verified and manually implemented.
While the network is in operation, its capacity is continuously monitored and that data is used as input for the next planning cycle. In case of unexpected increases in demand or network changes, nonetheless, the planning process may be restarted. That period is not fixed and actual time length usually depends on many factors, which are operator and traffic type specific.
Planning, i.e., designing and dimensioning the network, generally consists in determining the nodes and links that need to be installed and which is the equipment to be purchased to serve the foreseen traffic while minimizing network capital expenditures (CAPEX). To do so, traffic demands need to be routed over the network and a portion of the optical spectrum allocated for each of them, thus creating lightpaths. Note that the routing and spectrum allocation (RSA) problem is part of the optimization problem that needs to be solved.
In addition, huge research and standardization work have been done the last years defining control plane architectures and protocols to automate connection provisioning allowing requesting them dynamically near real-time to provide response to traffic changes. In that regard, the path computation element (PCE) [11] was proposed as a centralized element to compute the route of incoming connections. Thus, in flexgrid networks, the PCE needs to solve the RSA problem for single requests.
Originally, the PCE included the traffic engineering database (TED) with the state of network resources. Since no information about the established connections were stored, that architecture is known as stateless PCE. Aiming at performing network reconfiguration, the label switched path database (LSP-DB) containing connection-related data is included in the stateful PCE architecture [12] . Currently, the application-based network operations architecture [13] , based on standard modules defined by the IETF like the PCE, is being defined. However, network reconfiguration requires solving optimization problems, where the obtained solutions are immediately implemented in the network [14] . Note that this is in contrast to traditional network planning, where results and recommendations require from manual intervention and hence long time is required until they are implemented in the network. In-operation planning involves solving the RSA problem; e.g., recovery is a typical use case where the RSA problem involves a set of traffic demands.
Therefore, network planning problems can be solved off-line since the network is not yet in operation and hence, no limit in the time to solve those problems is generally applied. In contrast, when the network is in operation, stringent solving times are usually required.
Focusing on both, off-line and in-operation planning, the contribution of this paper is three-fold: i) we present two alternative integer linear programming (ILP) formulations that can be used to model network planning problems named link-path and node-link. Several solving techniques to provide good trade-off between optimality and complexity are presented. In addition, a RSA algorithm for single demands is also reviewed. Although this part is based on previous works, it is presented here in a way to facilitate readers to understand both modelling and solving planning problems; ii) as a use case for off-line planning, the gradual network design (GRANDE) problem, where the network is periodically updated to cope with yearly traffic increments, is presented. The GRANDE problem is formally stated, modeled and solved using column generation and heuristics. Illustrative results are obtained by solving instances for two operator networks; iii) to illustrate in-operation planning, the multilayer restoration problem is presented. Two heuristics to solve the problem are proposed. The best heuristic is used inside two PCE architectures and their performance is compared using simulation.
The remainder of this paper is organized as follows. Section II introduces the basics of RSA and presents several ILP models for simple planning problems. In light of the increasing complexity of the models, Section III is devoted to review solving techniques different than directly solving the ILP models. Section IV introduces the GRANDE off-line planning problem and Section V centers on the multilayer network restoration problem. Finally, Section VI concludes the paper.
II. BASIC OFF-LINE PLANNING PROBLEMS
In this section we first introduce some basic concepts related to RSA and off-line planning problems where the RSA need to be solved.
A. Basic Concepts
The RSA problem consists in finding a feasible route and spectrum allocation for a set of demands. Similarly to the routing and wavelength assignment (RWA) problem in WSON, the spectrum continuity constraint must be enforced. In the case of flexgrid, the spectrum allocation is represented by a slot and thus, in the absence of spectrum converters, the same slot must be used along the links of a given routing path. Besides, the allocated slices must be contiguous in the spectrum; this is called as spectrum contiguity constraint. The RSA problem was proved to be NP-complete in [15] and [16] . As a consequence, it is crucial that efficient methods are available to allow solving realistic problem instances in practical times.
For illustrative purposes, Fig. 2(a) shows an example of the optical spectrum divided into frequency slices, each of the same width. A number of frequency slices are allocated to every connection. These slices must be contiguous in the spectrum and are jointly known as slot. The slices are allocated around a central frequency and hence, the number of allocated slices must be an even number. A guard band may be introduced to separate two spectrum adjacent connections in any optical link Due to the spectrum contiguity constraint, RWA problem formulations developed for WDM networks are not applicable for RSA in flexgrid optical networks and they need to be adapted to include that constraint. Although several works can be found in the literature presenting ILP formulations for RSA, in this paper we rely on those in [17] since their approach, based on the assignment of slots, allows efficiently solving the RSA problem.
The definition of slots can be mathematically formulated as follows. Let us assume that a set of slots C(d) is predefined for each demand d, which requests n d slices. Let q cs be a coincidence coefficient which is equal to 1 whenever slot c ∈ C uses slice s ∈ S, and 0 otherwise. Hence, ∀c ∈ C(d) the spectrum contiguity constraint is implicitly imposed by the proper definition of q cs such that ∀i, j ∈ S: q ci = q cj = 1, i < j ⇒ q ck = 1, ∀k ∈ {i, . . . , j}, s∈S q cs = n d . In this paper, we consider that each set C(d) consists of all possible slots of the size requested by d that can be defined in S. Since |C(n)| = |S| − 1(n − 1), the size of the complete set of slots C that needs to be defined is |C| = n ∈N [|S| − n + 1] < |N |·|S|.
The algorithm in Table I computes C(d). Note that slot computation is trivial and thus no additional complexity is added to the pre-computation phase.
Therefore, we can define the RSA problem as the problem that finds a proper lightpath, i.e., a route and a slot, for each demand from a given set so that the number of active slices in the assigned slot guarantees that the bitrate requested by each demand can be transported. Note that by pre-computing the set of slots that can be assigned to each demand, the complexity added by the contiguity constraint is removed.
Finally, without loss of generality, we can consider that guard bands are included as a part of the requested spectrum, i.e., in n d .
B. Basic RSA Problem
A very basic RSA problem consists in finding a lightpath for every demand in a given traffic matrix with the objective of minimizing or maximizing some utility function. Several alternatives for this problem may exist, for instance we can assume that all the traffic matrix need to be served, or alternatively some demands can be blocked, i.e., not served. Note that additional characteristics, such as selecting the modulation format and/or limiting lightpath reach could be defined. The problem can be formally stated as follows.
Given: 1) a connected graph G(N, E), where N is the set of locations and a E is the set of optical fibers connecting two locations, 2) the characteristics of the optical spectrum (i.e., spectrum width and frequency slice width) and the set of modulation formats, 3) a traffic matrix D with the amount of bitrate exchanged between each pair of locations in N . Output: the route and spectrum allocation for each demand in D.
Objective: one or more among: 1) minimize the amount of bitrate blocked, 2) minimize the total amount of used slices, 3) etc.
In the following, we present an ILP model for the above problem, based on the formulations in [17] . Note that since the topology is given, we can pre-compute a set of k distinct paths for each of the demands in the traffic matrix and hence, the formulation is usually known as link-path [18] . Moreover, because of the use of pre-computed slots for each demand, we call this formulation as link-path slot-assignment (LP-SA).
The following sets and parameters have been defined. The LP-SA formulation is as follows:
subject to:
The objective function (1) minimizes the amount of bitrate that cannot be served (rejected). Constraint (2) ensures that a lightpath is selected for each demand provided that the demand is served; otherwise the demand cannot be served and therefore, is rejected. Constraint (3) guarantees that every slice in every link is assigned to one demand at most.
The size of the LP-SA formulation is O(|D| · k · |C|) variables and O(|E|·|S|+|D|) constraints. As an example, the size of the above formulation for the BT network (22 nodes, 35 links) presented in Section IV, considering |S| = 80, |D| = 100, and k = 10, is 8e4 variables and 2.9e3 constraints. Therefore, even using an efficient formulation for this very simple problem, its size is noteworthy.
C. Topology Design as a RSA Problem
The previous RSA problem is somehow artificial since the topology is given. A probably more real problem consist in designing the network topology to serve all the demands in the given traffic matrix. Since each installed link increases network CAPEX as a result of optical interfaces, including amplifiers, to be installed in the end nodes and some intermediate locations, minimizing the number of links in the resulting network topology would reduce CAPEX cost.
The problem can be formally stated as follows: Given: 1) a connected graph G(N, E), 2) the characteristics of the optical spectrum and the set of modulation formats, 3) a traffic matrix D. Output: 1) the route and spectrum allocation for each demand in D, 2) the links that need to be equipped. Objective: Minimize the number of links to be equipped to transport the given traffic matrix.
Note that we could pre-compute k distinct routes for each demand in the traffic matrix, as we did in the previous problem. However, since only part of the links will be eventually installed, the number of routes k to be pre-computed for each demand would need to be highly increased to counteract the fact that some of the routes would become useless. For that very reason, we present an ILP formulation named as node-link [18] that performs routing computation within the optimization. Similarly as before, because of the use of pre-computed slots for each demand, we call this formulation as node-link slot-assignment (NL-SA).
A new parameter has been defined: g ne equal to 1 if link e is incident to node n.
The decision variables are: x dec binary, equal to 1 if demand d uses slot c in link e, z e binary, if link e is installed. The NL-SA formulation is as follows:
The objective function (4) minimizes the amount of links to be installed. Constraints (5) to (7) find a lightpath for every demand. Specifically, constraint (5) ensures that one lightpath for each demand is created with end nodes equal to the source and destination of demand. Constraint (6) guarantees that each lightpath is a connected set of links using the same slot along the route, whilst constraint (7) assures that the route does not contain any loop. Finally, constraint (8) prevents that any slice in any link is used by more than one demand, while installing the link when any slice is used.
The size of the NL-SA formulation is O(|D|·|E|·|C|) variables and O(|D|·|C|·|N |·|E|) constraints. The size of this formulation for the BT network is 2.8e5 variables and 6.2e6 constraints, remarkably higher than the LP-SA formulation.
D. Network Dimensioning as a RSA Problem
It is obvious that minimizing the number of links to be installed can be different than minimizing CAPEX, since some other costs need to be considered. For this very reason, the previous problem needs to be extended to take into account all the costs and to dimension every equipment in the network.
The network dimensioning problem can be formally stated as follows.
Given: 1) a connected graph G(N, E).
2) the characteristics of the optical spectrum and the set of modulation formats, 3) a traffic matrix D, 4) the cost of every component, such as optical crossconnects (OXC), transponder (TP) types and regenerators specifying its capacity and reach. The cost of installing each link is also specified. Output: 1) the route and spectrum allocation for each demand in D, 2) the links that need to be equipped. 3) network dimensioning including the type of OXC, TPs, and regenerators in each location; Objective: Minimize the total CAPEX to transport the given traffic matrix.
Although in this paper we do not present any specific ILP model for this problem, it could be easily derived from the NL-SA formulation and from using a CAPEX model (see, e.g., [19] ). Notwithstanding, it is easy to realize that the size of the resulting formulation would be noticeable higher and might become untractable even using state-of-the-art computer hardware and the latest commercially available solvers, e.g., CPLEX [20] . In the next section we review some solving techniques that can be alternatively used.
III. SOLVING TECHNIQUES
As we proved in the previous section, ILP or Mixed ILP (MILP) models for network planning might entail problems with literally thousands of millions of (integer or binary) variables. To deal with this complexity in this section we present alternative methods to find near optimal solutions.
A. Large Scale Optimization (LSO)
The objective of LSO methods is to improve the exact methodology based on the classical Branch & Bound (B&B) algorithm for solving MILP formulations [21] . Among different methods, decomposition methods such as column generation (CG) and Benders decomposition have been successfully used for solving communications network design problems.
When solving large instances of problems based on precomputed variables (for example, LP-SA), it is necessary to include large number of them to ensure, at least, a near-optimal solution. Instead, CG provides a way to find a reduced set of variables producing high-quality solutions. Basically CG consists in two sub-problems that are iteratively solved (see Table II ): the restricted master (or just master) problem, which is the linear relaxation of the original MILP that grows at each iteration with new variables, and the pricing problem that finds new variables to feed the restricted master. At each iteration, the pricing problem is solved taking as input data the dual variables of the restricted master. The iterative algorithm ends when no more variables are found, i.e., the current solution of the restricted master problem cannot be further improved. Since CG does not ensure integer optimal solutions, the B&B algorithm needs to be ultimately applied. In this regard, when CG is applied at each node of the B&B tree, the resulting algorithm is known as Branch & Price. Finally, note that in the context of networking problems, where variables are mainly paths, this technique is also known as path generation. This method has been recently proved to be an efficient way to generate pre-computed lightpaths for link-path RSA formulations [22] .
Benders decomposition method is an iterative procedure based on fixing a subset of difficult variables and solving the master problem, which includes the remaining variables. In order to reach the optimal solution for the original problem, a sub-problem is solved for finding new constraints to be added to the master problem and improve the overall solution. Note that, in contrast to column generation, Benders decomposition adds inequalities to the linear formulation being solved, thus strengthening lower bounds and speeding up the convergence to integer optimal solutions. The combination of B&B with this and other methods to generate inequalities or cuts, such as cutting plane, derives into the Branch & Cut algorithm.
Nonetheless, when the time to find a solution is critical, which happens when the network is in operation, a better trade-off between solutions' quality and time-to-compute can be obtained by relaxing optimality condition to find near optimal solutions much more quickly.
B. Metaheuristics
Heuristic algorithms are the most practical way to produce sub-optimal feasible solutions. In particular, metaheuristics (high-level strategies) guide a problem specific heuristic, to increase their performance avoiding the disadvantages of iterative improvement allowing escaping from local optima. Although a large variety of metaheuristic methods have appeared in the literature, in this paper we focus on describing two of them: the greedy randomized adaptive search procedure (GRASP) [23] and the biased random-key genetic algorithm (BRKGA) [24] . Some other popular metaheuristics are ant colony optimization, simulated annealing, and tabu search [25] . In addition, the path relinking (PR) intensification strategy is presented as a method to enhance heuristic solutions.
The GRASP procedure is an iterative two phase metaheuristic method based on a multi-start randomized search technique. In the first phase, a constructive algorithm is run to obtain a greedy randomized feasible solution of the problem. Roughly speaking, a solution is built by iteratively adding elements randomly chosen from a restricted candidate list (RCL) containing those elements with the best quality. The size of the RCL is determined by the parameter α ∈ [0,1], being the extreme α values the pure greedy and the pure random configurations, respectively. Then, in the second phase, a local search technique to explore an appropriately defined neighborhood is applied in an attempt to improve the current solution. These two phases are repeated until a stopping criterion (e.g., number of iterations) is met, and once the procedure finishes, the best solution found over all GRASP iterations is returned. Table III presents an adaptation of the GRASP metaheuristic. The BRKGA metaheuristic, a class of genetic algorithm (GA), has been recently proposed to effectively solve RSA-related optimization problems [4] . Compared to other metaheuristics, BRKGA has provided better solutions in shorter running times. As in GAs, each individual solution is represented by an array of n genes named chromosome, where each gene can take any value in the real interval [0,1]. Each chromosome encodes a solution of the problem and a fitness value, i.e., the value of the objective function. A set of individuals, called a population, evolves over a number of generations. At each generation, individuals of the current generation are selected to mate and produce offspring, making up the next generation. In BRKGA, individuals of the population are classified into two sets: the elite set with those individuals with the best fitness values and non-elite set. Elite individuals are copied unchanged from one generation to the next, thus keeping track of good solutions. The majority of new individuals are generated by combining two elements, one elite and another non-elite, selected at random (crossover). An inheritance probability is defined as the probability that an offspring inherits the gene of its elite parent. Finally, to escape from local optima a small number of mutant individuals (randomly-generated) are introduced at each generation to complete a population. A deterministic algorithm, named decoder, transforms any input chromosome into a feasible solution of the optimization problem and computes its fitness value. In the BRKGA framework, the only problem-dependent parts are the chromosome internal structure and the decoder, and thus, one only needs to define them to completely specify a BRKGA heuristic.
Metaheuristic methods can be extended to create hybrid methods that improve the performance of the original metaheuristic algorithm. One of the most extended hybrid methods consist in adding PR as an intensification strategy that explores trajectories connecting heuristic solutions. It starts at a so-called initiating solution and moves towards a so-called guiding solution. To ensure that PR is only applied among high-quality solutions, an elite set ES must be both maintained and cleverly managed during all iterations. With the attribute high-quality we are not only referring to their cost function value but also to the diversity they add to the set ES. GRASP + PR have been successfully used in many applications including flexgrid network defragmentation [26] .
C. RSA Algorithm for Single Demands
Finally, let us analyze the special case where the RSA problem needs to be solved for a single demand. In this case, shortest paths algorithms, e.g., k-shortest paths [27] , can be adapted to include spectrum availability; in a second step, spectrum allocation can be realized using any heuristic, e.g., first fit, random selection, etc.
In the k-shortest paths, each node i is labeled with the aggregated metric m(i) from the source node o and with its predecessor pre(i)
The downstream node j of node i updates the label only if at least one slot is available as described in eq. (9), i.e., only if
Note that the complexity of the proposed spectrum availability extension is negligible. Besides, spectrum allocation is performed after the shortest route is found, adding flexibility to use any heuristic.
In the next sections we apply the presented techniques to two different use cases: one for off-line and another for in-operation planning.
IV. USE CASE I: GRADUAL NETWORK DESIGN (GRANDE) PROBLEM
In this section we focus on the planning phase and study the problem to upgrade operators' core networks in order to extend its capacity as the traffic to be transported increases. We call this as the GRANDE problem. In contrast to the models presented in Section III, where the network planning was performed considering a green-field scenario, in the GRANDE problem the already deployed equipment can be reused to reduce upgrading CAPEX cost.
In the following subsections we first state the GRANDE problem and present an ILP formulation. As a result of its size, a method based on path generation is proposed. As an alternative, a BRKGA heuristic is also presented. Illustrative numerical results are shown for two real network topologies.
A. Problem Statement
The GRANDE problem can be formally stated as follows.
Given: 1) a connected graph G (N, E) , where N represents the set of locations where an OXC can be installed and E the set of links connecting two locations, 2) the set N in ∈ N and E in ∈ E containing those already installed OXCs and links, respectively, 3) the characteristics of the optical spectrum, 4) a traffic matrix D, 5) the cost of installing a new OXC and a new fiber link. Output: 1) the network topology with the extra equipment needed to transport the set of demands D, 2) the route and spectrum allocation for each demand in D, Objective: Minimize the CAPEX costs from upgrading the network to transport the given traffic matrix.
It is worth noting that to cope with new traffic requirements manual operations, causing service disruption, are generally needed to implement GRANDE's solutions (see, e.g., [10] ). In that regard, the GRANDE problem focuses on optimizing traffic routing and network dimensioning at the expenses of service disruption.
B. Mathematical Model
In Section III, the node-link formulation was proposed to model a network planning problem simpler than GRANDE. Although the node-link approach seems, a priori, more reasonable than the link-path one when topology design is required, it is hard to solve even for moderate-sized network instances as a result its large size. In contrast, link-path based formulations need to pre-compute large amounts of distinct paths for each demand. Notwithstanding, the path generation technique, described in Section IV, can be applied to generate a reduced set of paths without losing solutions' quality. For very this reason, we propose a link-path based formulation to model the GRANDE problem. The ILP model extends the LP-SA formulation presented in Section III adding constraints to tackle already deployed equipment.
The approach we follow to minimize upgrading CAPEX consists in setting to zero the cost of already installed equipment and minimize total network CAPEX. CAPEX is divided into different components, such as the cost of installing a new node or link.
Besides, the constraint to ensure that the whole traffic matrix is transported results in the problem to be infeasible when no enough resources are available. That constraint makes difficult to apply path generation, so in the proposed formulation we allow demand rejection but with large cost penalty. Note that when few pre-computed routes are used, demands might be rejected.
In addition to the notation described so far, the following additional parameters are defined: fn n equal to 1 if an OXC is already installed in location n, fe e equal to 1 if link e is already installed, cd d penalty cost associated to demand d rejection, cn n cost of installing a new OXC in location n, ct cost of adding a new link to an existing OXC, ce e cost of installing link e.
A new decision variable is also defined: y n binary variable, equal to 1 if an OXC is installed in location n. The ILP formulation for the GRANDE problem is as follows:
The objective function (10) minimizes the cost of the additional equipment provided that all demands are served; otherwise, when some variable w d is activated, the objective function indicates the infeasibility of routing all demands taking a large value. It is worth highlighting that the cost of the objective function is 0 if all demands are accepted and lightpaths are routed using already deployed nodes and links.
Constraint (11) ensures that either a lightpath is assigned to each demand or the demand is rejected. Constraint (12) guarantees that each slice in each link is used to convey one lightpath at most and, additionally, installs those links conveying any demand. Constraint (13) assures that an OXC is installed in those locations that are used by at least one lightpath. Note that the number of lightpaths using every single node cannot exceed the number of demands.
The size of the GRANDE model is O(|D| · k · |C| + |N | + |E|) variables and O(|E| · |S| + |E| · |N | + |D|)
constraints, in line with that of the LP-SA formulation.
As discussed above, the presence of installed and not installed locations and links in the original topology makes difficult the decision of which paths should be pre-computed. On the one hand, those paths crossing installed resources provide zero CAPEX increment, at the expense of increasing the probability of rejecting demands. On the other hand, paths containing non installed resources lead to solutions with lower or zero demand rejection at the cost of increasing CAPEX. As a consequence of the difficulty of finding a proper set of pre-computed paths, next section presents a path generation algorithm designed to find the best paths to minimize the objective function by both eliminating demand rejection penalties and by reducing network CAPEX.
C. Path Generation Algorithm
Aiming at finding paths leading to good-quality solutions, we propose a path generation algorithm based on the one described in Table II . We modified that algorithm to stop when either the pricing algorithm finds no more new paths or a maximum number of iterations (maxIter) is reached. This allows controlling the size of the problem, being this size directly proportional to the computational effort needed to obtain the optimal integer solution. Thus, it could be reasonable to stop generating paths to make more affordable solving the final primal problem.
Let us now focus at providing details of the specific pricing problem for the GRANDE problem. To explain how the pricing problem works, we need to derive the dual of the master problem. To this end, let us define the following dual variables for the constraints of the relaxed GRANDE problem: λ d unconstrained in sign for constraint (11) , π es ≥ 0 for constraint (12) , and μ ne ≥ 0 for constraint (13) . Finally, the variables in the GRANDE problem are relaxed to x dpc , y n , z e ≥ 0 in the master problem L, i.e., L contains the same set of variables and constraints than original GRANDE formulation but with variables defined in the continuous, non-negative domain.
From L, the dual problem can be easily derived from its Lagrangian function, which is obtained by moving the constraints to the objective function, multiplied by its associated dual variable. After grouping and re-ordering components, the Lagrangian function depending of primal and dual variables is as follows:
At this point, the dual problem (D) is defined as a maximization problem in the dual space as follows, where the variables in brackets are the primal variables related to each constraint in the dual
subject to: Since the objective of the pricing problem is to find (if exist) paths not considered so far, this turns into adding new dual constraints so as to do the problem infeasible. Looking at the formulation of the dual problem, constraint (16) is the only one containing path variables; therefore, the sole condition that a candidate path p * must verify to be considered as a candidate new path is to violate that constraint. Let u dp * c be the reduced cost of demand d using new path p * and slot c; such p * is a candidate path if and only if the reduced cost is strictly positive, i.e., u dp * c = λ d − (19) Therefore, in light of eq. (19), the pricing problem can be stated as follows: for each demand in D, find the path p * that maximizes the reduced cost u dp * c for any slot c ∈ C(d), provided that u dp * c >0. Note that choosing the path with the highest positive reduced cost leads to the highest decrease in the objective function of the master problem.
An algorithm for solving the pricing problem is presented in Table IV 
Once the path is found (line 5), its reduced cost is computed using eq. (19) and, if it is higher than the incumbent cost, the path is stored as incumbent path. After exploring all possible slots for the demand, the incumbent path is included in the set P * containing generated paths for all demands (lines 6-9).
We have presented a path generation method as an alternative to pre-computing shortest paths following natural link metrics. However, when problem instances are large enough to prevent its application, alternative heuristic methods are needed. Next section presents the details of a BRKGA heuristic to solve the GRANDE problem. 
D. BRKGA Heuristic
As introduced in Section III, the only problem-dependent parts of a BRKGA heuristic are the chromosome structure and the decoder algorithm. Table V Starting from the topology with all nodes and links available, the metric of each node and link, which will be afterwards used by the RSA algorithm, are properly initialized to promote the use of installed nodes and links (lines 1-3). Next, the demands are sorted using the values of the genes in the input chromosome (line 4).
Then, the decoder finds a lightpath for each of the demands following the given order (lines 5-6). Since the RSA algorithm finds a route with minimum cost, installed equipment will be reused before installing new nodes and/or links. After allocating the resources (line 9), metrics of any installed equipment are updated (lines [11] [12] [13] . Finally, the fitness value is obtained by computing CAPEX cost.
Next section evaluates the performance of the methods proposed to solve GRANDE using network and traffic scenarios obtained from real network instances.
E. Illustrative Numerical Results
For evaluation purposes we consider the 22-node 35-link British Telecom (BT) and the 30-node 56-link Telefonica (TEL) topologies depicted in Fig. 3 . The set of nodes is divided into two subsets, namely, the set of nodes that are source (or destination) of demands and the set of intermediate nodes (20 + 2 in the BT and 15 + 15 in the TEL topologies). Any topology solution of the GRANDE problem must contain all source nodes and a subset of intermediate nodes and links needed to interconnect all source nodes with enough capacity to serve all demands. Let us assume the optical spectrum width of every link equal to 1 THz and frequency slices of 12.5 GHz, which results in 80 slices per link. We also assume that every lightpath uses QPSK as modulation format.
A traffic matrix between source nodes with a total volume (number of demands) of 1.18 (120) and 0.89 (56) Tb/s for BT and TEL, respectively for year 0, and 35% annual increment is assumed for the subsequent 7 years, thus obtaining eight traffic matrices per network where the traffic to be served at year i is obtained as traffic_year_0 * (1.35) i . Regarding the number of demands, a remarkable difference between BT and TEL can be observed, where the figure of the former doubles that of the latter. This entails that, for the same number of pre-computed shortest paths or path generation iterations, BT instances have double of binary x dpc variables than TEL instances. We assume that the largest transponder is of 400 Gb/s, so the number of demands remains invariable annually provided that each demand remains lower than 400 Gb/s. If this threshold is exceeded, then the demand is split.
The instances of the GRANDE problem described above were solved using: i) ILP with variables generated by pre-computing k shortest paths (KSP); ii) ILP with variables generated by means of the proposed path generation algorithm (PG); and iii) the proposed BRKGA heuristic. For the sake of clarity in the comparison, we adapted the path generation in Table II to stop when maxIter iterations are performed, so as to be able to compare solutions with the same number of variables but obtained from different methods.
ILP methods were implemented in MATLAB and solved using CPLEX 12.4 [20] , while the heuristic was implemented in Java. All experiments were run in a 2.4 GHz Quad-Core machine with 8 GB RAM memory under the Linux operating system. Finally, we limited running times of every method to 10 h.
Starting from a network topology obtained after solving the initial traffic matrix for year 0, all subsequent matrices are solved fixing as installed nodes and links those obtained in the solution for the previous year. Fig. 4 plots the cumulative CAPEX of the network designed for each year using every solving method; same cumulative CAPEX value for two consecutive years entails no upgrading the network. KSP method has been solved with k = 5 and k = 10 shortest paths, whereas maxIter was set to 5 in the case of PG.
In view of the results in Fig. 4 , the PG method provides the lowest CAPEX with the smallest set of variables. To clearly validate the usefulness of the PG method, the results of KSP 5 and PG 5 can be directly compared since they were obtained from the same amount of variables. As observed, PG 5 highly outperforms KSP 5; PG finds good-quality solutions even for those loads where KSP 5 is not able to route all demands (year #7 for BT network); to improve KSP 5 more pre-computed routes need to be added. Notwithstanding using k = 10 routes, KSP 10 is not able to reach the quality of PG 5 solutions. Regarding the BRKGA heuristic, one can observe that, in most of the cases (10 out of 16), it reaches the best solution while in the rest its solutions are very close to the best (within 6% worse than the best).
Analyzing Fig. 4 , we realize that the success of PG lies in the fact that a new equipment is installed only when it is needed, not before that. Going deeper in that analysis, let us bring CAPEX cost to year 0 (present CAPEX). To this end, a discount rate r (we assume r = 5%) is applied to annual CAPEX costs. Fig. 5 illustrates present CAPEX values for the considered topologies and solving methods. Similarly to the previous analysis, PG provides the cheapest network designs for both topologies. However, we can better appreciate the differences among methods. The difference between KSP 10 and PG 5 in terms of cumulative CAPEX leads to present CAPEX differences as high as 70% for the TEL or even 87% for the BT network. Comparing PG 5 and BRKGA, cost savings are 23% for the TEL and more than 40% for the BT network.
It is clear, in light of these studies, that the PG method provides really competitive solutions, since it installs new resources when they are needed, providing thus remarkable savings. Table VI shows time-to-solve values of every method. For ILP methods, several components are shown: the time needed to generate the problem and the time needed to solve the resulting ILP. In case of PG, note that the generation time includes the time to generate paths in the proposed path generation algorithm, whereas KSP generation time only includes the time to compute routes and populating the ILP. In addition to these times, the number of variables for ILP methods is also provided.
We observe that PG total times are comparable to those from KSP; for small instances, PG times are higher than that of KSP as a result of the time for generating the problem is much higher in PG due to the complexity of the path generation algorithm. As soon as the size of the instances increases, however, shorter times are obtained by PG.
Special attention deserves the performance of the BRKGA heuristic, which is able to find good quality solutions (better than KSP and relatively close to PG) in execution times one order of magnitude lower than ILP methods. Although execution time is not a restrictive factor when solving a network planning problem, these values provide information about the scalability of the analyzed methods.
Comparing total times and number of variables for KSP 10 method, one can observe than BT instances need more than 10 times more running time than TEL instances, with only double of variables. The scalability of BRKGA is much better, since it solves BT instances with a running time increment lower than five times the one needed for solving TEL instances. In contrast PG requires only three times running time increment. Thus, we can conclude that PG is the best method to efficiently manage and solve GRANDE problem instances following an ILP-based approach. Notwithstanding, when the size of problem instances increases behind the point PG can be used, BRGKA can be considered the alternative to obtain good quality solutions.
Besides, note that BRKGA allows obtaining feasible (and good) solutions fast. Those solutions can be used as initial solutions of the PG method in the hope of finding better columns and speeding up algorithm convergence, thus reducing solving times.
V. USE CASE II: DYNAMIC RESTORATION IN MULTILAYER NETWORKS
Let us now move forward in the network life-cycle and assume that the network is in operation. In such stage, let us assume an IP/MPLS-over-flexgrid multilayer network controlled by a control plane that includes a centralized PCE. One of the problems that arise in that scenario is to recover the traffic that is affected by a fiber link failure. In our previous works [28] , [29] we assumed a stateless PCE architecture together with a global concurrent optimization (GCO) [30] module. Since GCO aims at serving the bulk of path requests attaining the optimal solution for the whole network, a GCO module running bulk path computation to restore the whole set of disconnected packet connections provides many advantages compared to the standard sequential restoration.
Since the bulk path restoration problem needs to be solved in real time, solving an ILP model might not be a good approach; instead, heuristics can be used to obtain near optimal solutions in as short as possible computation times (hundreds of millisecond).
In this use case we analyze the performance of two heuristic algorithms: a GRASP-based metaheuristic and a simpler randomized algorithm. Two PCE architectures are compared, the active stateful PCE and the stateless PCE. Illustrative numerical results are finally presented.
A. Heuristic Algorithms
The objective of the bulk path restoration [eq. (21)] is to maximize the total recovered bitrate (BW), whilst minimizing both, the number of optical ports (TP) that are used for restoration in the IP/MPLS routers and the total recovery time (RT). A 1 , A 2 , and A 3 are constants
Assuming PCE architectures without instantiation capabilities, virtual links connecting MPLS routers are created by establishing a lightpath between ports in each router. Those virtual links are automatically induced when one MPLS connection is set up. Therefore, bulk path computation needs to sequence the backup MPLS connections to allow that their available capacity can be reused by subsequent MPLS connections, thus improving resource utilization. Owing to this fact, dependencies among the MPLS connections must be considered to minimize restoration times. The algorithm in Table VII is based on the GRASP metaheuristic, where a constructive phase (lines 3-14) builds a solution which is followed by a local search phase (line 15) to improve the obtained solution. The process is repeated a number of iterations (line 2) and the best solution is eventually returned (line 20). In the constructive phase, MPLS connections in the set D are routed using a copy of the TED. The routing algorithm can create new virtual links between MPLS routers in case they are needed to route the given demand. The quality q(d) of adding that demand is computed by using eq. (22), which accounts for the bitrate of the demand, the number of new ports that need to be used to route that demand, and the number of dependences
A RCL stores the demands with the best quality (line 11). The subsequent randomly chosen demand (line 12) is then allocated in TED_copy (line 13) so that the remaining demands are routed assuming that the former is already set up.
The local search algorithm changes the order in which the demands are routed so as to reduce the maximum dependency level, ultimately reducing the total restoration time.
The complexity of the GRASP-based algorithm can be estimated as O(maxIter·(|D| 2 ·SP + LS)), where SP represents the complexity of the shortest path algorithm and LS the complexity of the local search algorithm. Note that the quality q(d) of the remaining demands needs to be recomputed every time a demand is allocated in TED_copy, which translates into a non-linear algorithm complexity and, eventually, computation time.
To reduce computation times, thus reducing total restoration times, we propose to use the much simpler algorithm shown in Table VIII . It consists in sorting randomly the given list of demands and routing them in that sequence. The complexity of this randomized algorithm is O(maxIter·|D|·SP). We compare the quality of the solutions obtained using both algorithms below.
B. PCE Architectures
Two architectures are compared: the stateless PCE and the active stateful PCE; Fig. 6 presents both PCE architectures. The stateless PCE architecture [see Fig. 6(a) ] includes the TED and the GCO module where the bulk restoration algorithm runs. Two queues are also needed: the input queue is used to create the bulk of requests, whereas the output queue is used to deal with dependences.
The sequence diagram illustrates the process: when the source PCC of an affected LSP is informed about the failure, it sends a PCE Request (PCReq) message to the PCE to request a restoration path computation, which also includes information about the failure (step 1). Note that a failure in a fiber link might disconnect a large amount of MPLS connections, so that the same number of PCReq messages arrives at the PCE within a period of time. Hence, the input queue is used to store all the PCReq arriving in such period, denoted as t_queue (2) . In [28] , we experimentally found that 100 ms is enough to receive the large majority of PCReq messages for restoration, starting from the arrival of the first message. When t_queue expires, the bulk path restoration algorithm is invoked with the set of requests in the input queue (3). The solution from the algorithm is stored in the output queue (4) grouped by each dependence level, from where PCE Response (PCRep) messages with the computed restoration path are sent back to each PCC (5, 6) . Note that a time (t_lsp) needs to be waited for each dependence level so as virtual links to be actually created in the data plane. As for t_lsp, in [28] we experimentally found that 150 ms are needed to be sure that any connection involving virtual link creation is completely set-up and thus their resources can be reused. This is the reason behind minimizing the dependence level. The main drawback of the stateless PCE architecture is that two queues with a fixed delay are needed as a result of the lack of control about connections in the network. That can be solved, in part, by using an active stateful PCE architecture [ Fig. 6(b) ]. In such architecture, the LSP-DB stores the connections established in the network. Because of connection knowledge, when a PCReq message for a restoration path computation arrives at the PCE (1), a process finds all the connections that might be affected using the information about the failure received (2) . Therefore, the input queue is not needed to create the bulk and the path restoration algorithm can be immediately invoked (3), thus saving t_queue time.
However, the input queue cannot be removed and it is still used to store the subsequent PCReq messages arriving for path restoration (4) . This is as a consequence of PCRep messages need to be sent back in response to incoming PCReq ones, so the input queue is used to match requests and responses. When the algorithm finishes, the solution is stored in the output queue (5) and that matching is performed (6) . Responses are send then back to each PCC taking into account the dependence level (7, 8) .
In this PCE architecture, PCCs asynchronously notify the PCE upon any connection has been actually set up or modified in the network using PCE Report (PCRpt) messages. Therefore, the delay between dependence levels in the output queue corresponds to the set up time of each specific connection, in contrast to the fixed delay time of the stateless PCE.
C. Illustrative Results
For evaluation purposes, we developed an ad-hoc eventdriven simulator in OMNeT ++ [31] implementing the stateless and the stateful PCE architectures. The topologies depicted in Fig. 3 were considered, where every node was equipped with a BV-OXC and an IP/MPLS router on top.
Aiming at comparing the heuristic algorithms proposed in Table VII and Table VIII , we implemented them in C ++ and run on the same computer as in the previous use case, a 2.4 GHz Quad-Core machine with 8 GB RAM memory under the Linux operating system. Individual problem instances were solved using both algorithms to compare the obtained solutions and the computation times. Table IX shows the obtained solving times and the amount of IP/MPLS connections at each dependence level (labeled as 0. . .2) for several sizes of connections-to-restore bulks. Note that when no dependences were found, all the paths could be established in parallel using already set-up virtual links, whereas when 1 or more dependences are found connections are delayed in the output queue using the fixed t_lsp time in the case of the stateless PCE or a variable time in the case of the stateful PCE architecture.
In the table, for each level of dependence, the amount of connections to be established in parallel resulting from solving the GRASP or the Random heuristic is shown. Only in one of the tests performed, the proposed heuristics could not restore all the connections, which illustrates its performance in terms of restorability. Regarding dependence, the performance of both heuristics was slightly different; the Random heuristic provides solutions with one additional dependence level with respect to the GRASP-based algorithm. Note that the connections in the last level will suffer the largest restoration times. To improve that, the Random heuristic can be complemented with a local search phase, which would slightly increase computation times.
Finally, note that, as anticipated in light of the complexity analysis performed, GRASP computation times are very long, over 1 min when the number of connections to restore is about 300. The solving times obtained with the Random heuristic, however, are in the order of 600 ms clearly illustrating the effectiveness of the proposed Random algorithm.
In view of the results in Table IX , we can select the Random heuristic to compare the performance of the stateless and the stateful PCE architectures.
A dynamic network environment was simulated where incoming IP/MPLS connection requests arrive to the system following a Poisson process and are sequentially served without prior knowledge of future incoming connection requests. The holding time of the connection requests is exponentially distributed with a mean value equal to 2 h. Source/destination pairs are randomly chosen with equal probability (uniform distribution) among all IP/MPLS nodes. Different values of the offered network load are created by changing the inter-arrival rate while keeping the mean holding time constant. In our experiments, the bitrate of each IP/MPLS flow was set to 1 Gb/s, the QPSK modulation format was used for the optical signals, the optical spectrum width was set to 4 THz, and the slice width was fixed to 6.25 GHz. We assume that no retrial is performed; if a request cannot be served, it is immediately blocked.
Besides connections, optical link failures also follow a Poisson process with a mean time to failure equal to 50 h. Link failures are randomly chosen with equal probability and the mean time to repair is fixed to 6 h. Finally, all the results were obtained after requesting 150 000 IP/MPLS connections. Each point in the results is the average of 10 runs and both PCE architectures are executed using identical input data.
Plots in Fig. 7(a) show blocking probability and restorability results as a function of the offered load for the network topologies considered. Note that offered loads have been limited to those unleashing blocking probability in the meaningful range [0.1%-5%]. For the sake of comparability between topologies, offered loads have been normalized to the value of the highest load. As anticipated, restorability values are higher than 99% even when provisioning blocking is as high as 5%.
Maximum and average restoration times as a function of the offered load are plotted in Fig. 7(b) . Interestingly, maximum and average plots for the stateless PCE architecture are really close one to the other, which reveals little difference among restoration times of individual connections. In contrast, the difference between maximum and average plots for the stateful PCE architecture is much higher, indicating higher dispersion among restoration times of individual connections. Moreover, although plots for maximum times are close for stateless and stateful PCE architectures, average plots are almost double in the case of the stateless architecture. Note that average restoration times are in the order of 300-400 ms when the stateful PCE architecture is used, in contrast to 650-800 ms for the stateless architecture.
When total restoration times are disaggregated (see Fig. 8 ), we realize that the components that change between both PCE architectures are the time that restoration requests remain on average in the input queues and the time that, as result of the dependences, responses remain in the output queues. Regarding input queue, note that the maximum time is limited by t_queue in the stateless PCE architecture, so time in the input queue is, not surprisingly, close to that value. However, time in the input queue is zero in the stateful PCE architecture, since as soon as the first restoration request arrives, all the connections that might have been impacted by the failure are computed and the restoration algorithm is invoked. This is the reason why the restoration algorithm takes slightly longer in the case of the stateful PCE architecture; that time includes both, the time to find all the affected connections and the restoration heuristic.
As for the dependences, note that in the stateless architecture, each dependence level is delayed a fixed t_lsp time. Although t_lsp needs to be experimentally found for the specific network, its value reflects the maximum connection set-up time. In contrast, in the stateful architecture dependences are solved as soon the previous connection has been actually set up, fact that is notified through the PCEP interface to the PCE. Therefore, on average, the dependence time drops to the mean set up time.
VI. CONCLUDING REMARKS
This paper has reviewed RSA-related optimization problems and available solving techniques that can be used to solve those problems.
The notation used along the paper was firstly introduced, where the spectrum contiguity constraint is modeled using slots, i.e., sets of contiguous frequency slices of fixed spectral width. Slots of the needed spectral width are assigned to optical connections. This greatly simplifies the spectrum allocation problem.
After the notation, the link-path and the node-link formulations were presented associated to simple off-line planning problems. The size of both formulations was compared and we showed that that of the link-path was much lower than that of the node-link. Nonetheless, the size of those really simple problems is so high that solving methods, apart from using commercial solvers for solving the mathematical models, need to be evaluated.
In view of the above, large-scale optimization techniques and metaheuristics were presented. Column generation and Bender's decomposition were presented to deal with large-scale problem instances, whereas GRASP and BRKGA metaheuristic frameworks to provide near-optimal solutions were detailed. In addition, an algorithm to compute the RSA problem for singleconnection requests was introduced.
Two illustrative use cases were afterwards presented and solved. Starting from off-line planning, the GRANDE problem to design and periodically upgrade a flexgrid network was formally stated and modeled using an ILP formulation. As a result of its size both, a path generation algorithm and a BRKGA heuristic were proposed. Illustrative numerical results were shown for two real network topologies. Regarding in-operation planning, a multilayer restoration use case was presented. As a result of its stringent required solving times, two heuristic methods were presented and their performance compared through simulation.
Although in the multilayer restoration use case presented restoration algorithms were deployed in the PCE, in-operation goes further and might require from using an external planning tool interacting directly with the data and control planes and operator polices. That in-operation planning tool could apply planning techniques to reconfigure and re-optimise the network whilst it is in operation. Examples are flexgrid network defragmentation and virtual network topology reconfiguration.
