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Abstract
We address the problem of determining the hypersurfaces f : Mn →
Qn+1s (c) with dimension n ≥ 3 of a pseudo-Riemannian space form
of dimension n + 1, constant curvature c and index s ∈ {0, 1} for
which there exists another isometric immersion f˜ : Mn → Qn+1s˜ (c˜)
with c˜ 6= c. For n ≥ 4, we provide a complete solution by extending
results for s = 0 = s˜ by do Carmo and Dajczer [3] and by Dajczer and
the second author [5]. Our main results are for the most interesting
case n = 3, and these are new even in the Riemannian case s = 0 = s˜.
In particular, we characterize the solutions that have dimension n = 3
and three distinct principal curvatures. We show that these are closely
related to conformally flat hypersurfaces of Q4s(c) with three distinct
principal curvatures, and we obtain a similar characterization of the
latter that improves a theorem by Hertrich-Jeromin [8]. We also derive
a Ribaucour transformation for both classes of hypersurfaces, which
gives a process to produce a family of new elements of those classes,
starting from a given one, in terms of solutions of a linear system
of PDE’s. This enables us to construct explicit examples of three-
dimensional solutions of the problem, as well as new explicit examples
of three-dimensional conformally flat hypersurfaces that have three
distinct principal curvatures.
We denote by QNs (c) a pseudo-Riemannian space form of dimension N ,
constant sectional curvature c and index s ∈ {0, 1}, that is, QNs (c) is either a
Riemannian or Lorentzian space-form of constant curvature c, corresponding
to s = 0 or s = 1, respectively. By a hypersurface f : Mn → Qn+1s (c)
we always mean an isometric immersion of a Riemannian manifold Mn of
dimension n into Qn+1s (c), thus f is a space-like hypersurface if s = 1.
1
One of the main purposes of this paper is to address the following
Problem ∗: For which hypersurfaces f : Mn → Qn+1s (c) of dimension n ≥ 3
does there exist another isometric immersion f˜ : Mn → Qn+1s˜ (c˜) with c˜ 6= c?
This problem was studied for s = 0 = s˜ and n ≥ 4 by do Carmo and
Dajczer in [3], and by Dajczer and the second author in [5]. Some partial
results in the most interesting case n = 3 were also obtained in [5]. Including
Lorentzian ambient space forms in our study of Problem ∗ was motivated
by our investigation in [2] of submanifolds of codimension two and constant
curvature c ∈ (0, 1) of S5×R, which turned out to be related to hypersurfaces
f : M3 → S4 for which M3 also admits an isometric immersion into the
Lorentz space R41 = Q
4
1(0).
We first state our results for the case n ≥ 4. The next one extends a
theorem due to do Carmo and Dajczer [3] in the case s = 0 = s˜. Here and
in the sequel, for s, s˜ ∈ {0, 1} we denote ǫ = −2s+ 1 and ǫ˜ = −2s˜ + 1.
Theorem 1. Let f : Mn → Qn+1s (c) be a hypersurface of dimension n ≥ 4.
If there exists another isometric immersion f˜ : Mn → Qn+1s˜ (c˜) with c˜ 6= c,
then c < c˜ if s = 0 and s˜ = 1 (respectively, c > c˜ if s = 1 and s˜ = 0)
and f has a principal curvature λ of multiplicity at least n − 1 everywhere.
Moreover, at any x ∈Mn the following holds:
(i) if λ = 0 or f is umbilical with c+ ǫλ2 6= c˜, then f˜ is umbilical;
(ii) if f is umbilical and c + ǫλ2 = c˜, then 0 is a principal curvature of f˜
with multiplicity at least n− 1;
(iii) if λ 6= 0 with multiplicity n − 1, then f˜ has also a principal curvature
λ˜ with the same eigenspace as λ.
Thus, Problem ∗ has no solutions if n ≥ 4 and either c > c˜, s = 0 and
s˜ = 1 or c < c˜, s = 1 and s˜ = 0, while, in the remaining cases, having a
principal curvature of multiplicity at least n−1 is a necessary condition for a
solution. In those cases, having a principal curvature of constant multiplicity
n or n− 1 is also sufficient for simply connected hypersurfaces.
Theorem 2. Let f : Mn → Qn+1s (c), n ≥ 4, be an isometric immersion of
a simply connected Riemannian manifold. Assume that f has a principal
curvature λ of (constant) multiplicity either n− 1 or n. Then Mn admits an
isometric immersion f˜ : Mn → Qn+1s˜ (c˜), unless c > c˜, s = 0 and s˜ = 1, or
2
c < c˜, s = 1 and s˜ = 0, and assertions (i)-(iii) in Theorem 1 hold. Moreover,
f˜ is unique up to congruence except in case (ii).
The next result, proved by Dajczer and the second author in [5] when
s = 0 = s˜, shows how any solution f : Mn → Qn+1s (c), n ≥ 4, of Problem ∗
arises.
Theorem 3. Let f : Mn → Qn+1s (c) and f˜ : Mn → Qn+1s˜ (c˜), n ≥ 4, be
isometric immersions with, say, c > c˜. If s = 0, assume that s˜ = 0. Then,
for s = s˜ (respectively, s = 1 and s˜ = 0), there exist, locally on an open
dense subset of Mn, isometric embeddings
H : Qn+1s (c˜)→ Qn+2s (c˜) and i : Qn+1s (c)→ Qn+2s (c˜)
(respectively, H : Qn+1s (c) → Qn+2s (c) and i : Qn+1s˜ (c˜) → Qn+2s (c)), with i
umbilical, and an isometry
Ψ: M¯n := H(Qn+1s (c˜)) ∩ i(Qn+1s (c))→ Mn
(respectively, Ψ: M¯n := H(Qn+1s (c)) ∩ i(Qn+1s˜ (c˜))→Mn) such that
f ◦Ψ = i−1|M¯n and f˜ ◦Ψ = H−1|M¯n.
(respectively, f ◦Ψ = H−1|M¯n and f˜ ◦Ψ = i−1|M¯n).
Theorem 3 explains the existence of a principal curvature λ of multiplicity
at least n − 1 for a solution f : Mn → Qn+1s (c), n ≥ 4, of Problem ∗ : the
(images by f of the) leaves of the distribution onMn given by the eigenspaces
of λ are the intersections with i(Qn+1s (c˜)) of the (images by H of the) relative
nullity leaves of H , which have dimension at least n.
Next we consider Problem ∗ for hypersurfaces of dimension n = 3. The
following result provides the solutions in two (“dual”) special cases.
Theorem 4. Let f : M3 → Q4s(c) be a hypersurface for which there exists an
isometric immersion f˜ : M3 → Q4s˜(c˜) with c˜ 6= c.
(a) Assume that f has a principal curvature of multiplicity two. If either
c > c˜, s = 0 and s˜ = 1, or if c < c˜, s = 1 and s˜ = 0, then f
is a rotation hypersurface whose profile curve is a c˜-helix in a totally
geodesic surface Q2s(c) of Q
4
s(c) and f˜ is a generalized cone over a
surface with constant curvature in an umbilical hypersurface Q3s˜(c¯) of
Q4s˜(c˜), c¯ ≥ c˜. Otherwise, either the same conclusion holds or f and f˜
are locally given on an open dense subset as described in Theorem 3.
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(b) If one of the principal curvatures of f is zero, then f is a generalized
cone over a surface with constant curvature in an umbilical hypersurface
Q3s(c¯) of Q
4
s(c), c¯ ≥ c, and f˜ is a rotation hypersurface whose profile
curve is a c-helix in a totally geodesic surface Q2s˜(c˜) of Q
4
s˜(c˜).
By a generalized cone over a surface g : M2 → Q3s(c¯) in an umbilical
hypersurface Q3s(c¯) of Q
4
s(c), c¯ ≥ c, we mean the hypersurface parametrized
by (the restriction to the subset of regular points of) the map G : M2×R→
Q4s(c) given by
G(x, t) = expg(x)(tξ(g(x))),
where ξ is a unit normal vector field to the inclusion i : Q3s(c¯) → Q4s(c) and
exp is the exponential map of Q4s(c). A c-helix in Q
2
s(c˜) ⊂ R3s+ǫ0 with respect
to a unit vector v ∈ R3s+ǫ0 is a unit-speed curve γ : I → Q2s(c˜) ⊂ R3s+ǫ0 such
that the height function γv = 〈γ, v〉 satisfies γ′′v + cγv = 0. Here ǫ0 = 0 or 1,
corresponding to c˜ > 0 or c˜ < 0, respectively.
In order to deal with the generic case of Problem ∗ for hypersurfaces of
dimension 3, we need to recall the notion of holonomic hypersurfaces. We call
a hypersurface f : Mn → Qn+1s (c) holonomic if Mn carries global orthogonal
coordinates (u1, . . . , un) such that the coordinate vector fields ∂j =
∂
∂uj
are
everywhere eigenvectors of the shape operator A of f . Set vj = ‖∂j‖, and
define Vj ∈ C∞(M), 1 ≤ j ≤ n, by A∂j = v−1j Vj∂j . Thus, the first and second
fundamental forms of f are
I =
n∑
i=1
v2i du
2
i and II =
n∑
i=1
Vividu
2
i . (1)
Set v = (v1, . . . , vn) and V = (V1, . . . , Vn). We call (v, V ) the pair associated
to f . The next result is well known.
Proposition 5. The triple (v, h, V ), where hij =
1
vi
∂vj
∂ui
, satisfies the system
of PDE’s


(i)
∂vi
∂uj
= hjivj, (ii)
∂hik
∂uj
= hijhjk,
(iii)
∂hij
∂ui
+
∂hji
∂uj
+ hkihkj + ǫViVj + cvivj = 0,
(iv)
∂Vi
∂uj
= hjiVj , 1 ≤ i 6= j 6= k 6= i ≤ n.
(2)
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Conversely, if (v, h, V ) is a solution of (2) on a simply connected open subset
U ⊂ Rn, with vi 6= 0 everywhere for all 1 ≤ i ≤ n, then there exists a
holonomic hypersurface f : U → Qn+1s (c) whose first and second fundamental
forms are given by (1).
The following characterization of hypersurfaces f : M3 → Q4s(c) with
three distinct principal curvatures that are solutions of Problem ∗ is one of
the main results of the paper.
Theorem 6. Let f : M3 → Q4s(c) be a simply connected holonomic hyper-
surface whose associated pair (v, V ) satisfies
3∑
i=1
δiv
2
i = ǫˆ,
3∑
i=1
δiviVi = 0 and
3∑
i=1
δiV
2
i = C := ǫ˜(c− c˜), (3)
where ǫˆ, ǫ˜ ∈ {−1, 1}, (δ1, δ2, δ3) = (1,−1, 1) either if ǫˆ = 1 or if ǫˆ = −1 and
C > 0, and (δ1, δ2, δ3) = (−1,−1,−1) if ǫˆ = −1 and C < 0. Then M3 admits
an isometric immersion into Q4s˜(c˜), which is unique up to congruence.
Conversely, if f : M3 → Q4s(c) is a hypersurface with three distinct princi-
pal curvatures for which there exists an isometric immersion f˜ : M3 → Q4s˜(c˜)
with c˜ 6= c, then f is locally a holonomic hypersurface whose associated pair
(v, V ) satisfies (3).
As we shall make precise in the sequel, the class of hypersurfaces that
are solutions of Problem ∗ is closely related to that of conformally flat hy-
persurfaces of Qn+1s (c), that is, isometric immersions f : M
n → Qn+1s (c) of
conformally flat manifolds. Recall that a Riemannian manifoldMn is confor-
mally flat if each point of Mn has an open neighborhood that is conformally
diffeomorphic to an open subset of Euclidean space Rn. First, for n ≥ 4 we
have the following extension of a result due to E. Cartan when s = 0.
Theorem 7. Let f : Mn → Qn+1s (c) be a hypersurface of dimension n ≥ 4.
Then Mn is conformally flat if and only if f has a principal curvature of
multiplicity at least n− 1.
It was already known by E. Cartan that the “only if” assertion in the
preceding result is no longer true for n = 3 and s = 0. The study of con-
formally flat hypersurfaces by Cartan was taken up by Hertrich-Jeromin [8],
who showed that a conformally flat hypersurface f : M3 → Q4(c) with three
distinct principal curvatures admits locally principal coordinates (u1, u2, u3)
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such that the induced metric ds2 =
∑3
i=1 v
2
i du
2
i satisfies, say, v
2
2 = v
2
1 + v
2
3 .
The next result states that conformally flat hypersurfaces f : M3 → Q4s(c)
with three distinct principal curvatures are characterized by the existence of
such principal coordinates under some additional conditions.
Theorem 8. Let f : M3 → Q4s(c) be a holonomic hypersurface whose asso-
ciated pair (v, V ) satisfies
3∑
i=1
δiv
2
i = 0,
3∑
i=1
δiviVi = 0 and
3∑
i=1
δiV
2
i = 1, (4)
where (δ1, δ2, δ3) = (1,−1, 1). Then M3 is conformally flat.
Conversely, any conformally flat hypersurface f : M3 → Q4s(c) with three
distinct principal curvatures is locally a holonomic hypersurface whose asso-
ciated pair (v, V ) satisfies (4).
It is amazing that the class of holonomic Euclidean hypersurfaces of any
dimension n whose associated pair (v, V ) satisfies the conditions
n∑
i=1
δiv
2
i = K1 and
n∑
i=1
δiV
2
i = K2,
where K1, K2 ∈ R and δi ∈ {−1, 1} for 1 ≤ i ≤ n, was considered by Bianchi
[1] almost one century ago, his interest on such hypersurfaces relying on the
fact that they satisfy many of the properties of constant curvature surfaces
an their parallel surfaces in R3. In particular, a Ribaucour transformation
for that class was sketched in Bianchi’s paper.
It follows from Theorems 6 and 8 that, in order to produce hypersurfaces
of Q4s(c) that are either conformally flat or admit an isometric immersion
into Q4s(c˜) with c˜ 6= c, one must start with solutions (v, h, V ) on an open
simply connected subset U ⊂ R3 of the same system of PDE’s, namely, the
one obtained by adding to system (2) (for n = 3) the equations
δi
∂vi
∂ui
+ δjhijvj + δkhikvk = 0 (5)
and
δi
∂Vi
∂ui
+ δjhijVj + δkhikVk = 0, 1 ≤ i 6= j 6= k 6= i ≤ 3, (6)
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with (δ1, δ2, δ3) = (1,−1, 1). Such system has the first integrals
3∑
i=1
δiv
2
i = K1,
3∑
i=1
δiviVi = K2 and
3∑
i=1
δiV
2
i = K3.
If initial conditions at some point are chosen so that K1 = 1 (respectively,
K1 = 0), K2 = 0 and K3 = ǫ(c − c˜) (respectively, K3 = 1), then the cor-
responding solutions give rise to hypersurfaces of Q4s(c) with three distinct
principal curvatures that can be isometrically immersed into Q4s(c˜) (respec-
tively, are conformally flat).
Our characterizations in Theorems 6 and 8 of hypersurfaces of Q4s(c) with
three distinct principal curvatures that admit an isometric immersion into
Q4s˜(c˜), with c 6= c˜, or are conformally flat, respectively, allow us to derive a
Riabaucour transformation for both classes of hypersurfaces. In particular,
it yields the following process to generate a family of new elements of such
classes from a given one. We denote by i : Q4s(c) → R5s+ǫ0 an umbilical
inclusion, where ǫ0 = 0 or 1, corresponding to c > 0 or c < 0, respectively.
Theorem 9. If f : M3 → Q4s(c) is a holonomic hypersurface whose associated
pair (v, V ) satisfies (3) (respectively, (4)), then the linear system of PDE’s

(i)
∂ϕ
∂ui
= viγi, (ii)
∂γj
∂ui
= hjiγi, i 6= j,
(iii)
∂γi
∂ui
= (vi − v′i)ψ −
∑
j 6=i hjiγj + βVi − cϕvi,
(iv)ǫ
∂β
∂ui
= −Viγi,
(v)
∂ logψ
∂ui
= −γiv
′
i
ϕ
, (vi)
∂v′i
∂uj
= h′jiv
′
j , i 6= j,
(vii)δi
∂v′i
∂ui
+ δjh
′
ijv
′
j + δkh
′
ikv
′
k = 0,
(7)
where
hij =
1
vi
∂vj
∂ui
and h′ij = hij + (v
′
j − vj)
γi
ϕ
, (8)
is completely integrable and has the first integrals∑
i
γi
2 + ǫβ2 + cϕ2 − 2ϕψ = K1 ∈ R (9)
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and
δ1v
′2
1 + δ2v
′2
2 + δ3v
′2
3 = K2 ∈ R. (10)
Let (γ1, γ2, γ3, v
′
1, v
′
2, v
′
3, ϕ, ψ, β) be a solution of (7) with initial conditions at
some point chosen so that K1 = 0 and K2 = ǫˆ (respectively, K2 = 0), and so
that the function
Ω = ϕ
3∑
j=1
δjv
′
jVj − ǫβ
(
K2 −
3∑
j=1
δjvjv
′
j
)
, (11)
with K2 = ǫˆ (respectively, K2 = 0), vanishes at that point. Then, the map
F ′ : M3 → R5s+ǫ0, given in terms of F = i ◦ f by
F ′ = F − 1
ψ
(∑
i
γiF∗ei + βi∗ξ + cϕF
)
, (12)
where ξ is a unit normal vector field ξ to f and ei = v
−1
i ∂i, 1 ≤ i ≤ 3,
satisfies F ′ = i ◦ f ′, where f ′ : M3 → Q4s(c) is a holonomic hypersurface
whose associated pair (v′, V ′), with
V ′i = Vi + (vi − v′i)
ǫβ
ϕ
,
also satisfies (3) (respectively, (4)).
Explicit examples of hypersurfaces of Q4s(c) with three distinct principal
curvatures that admit an isometric immersion into Q4s˜(c˜) with c 6= c˜, as
well as of conformally flat hypersurfaces of R4s with three distinct principal
curvatures, are constructed in Section 6 by means of Theorem 9.
As a special consequence of Theorem 9, it follows that hypersurfaces
f : M3 → Q4s(c) that can be isometrically immersed into R4s˜ arise in families
of parallel hypersurfaces.
Corollary 10. Let f : M3 → Q4s(c) be a holonomic hypersurface whose as-
sociated pair (v, V ) satisfies (3) with c˜ = 0. Then any parallel hypersurface
ft : M
3 → Q4s(c) to f has also the same property.
It was already shown in [5] for s = 0 = s˜ that, unlike the case of dimension
n ≥ 4, among hypersurfaces f : Mn → Qn+1s (c) of dimension n = 3 with
three distinct principal curvatures, the classes of solutions of Problem ∗ and
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conformally flat hypersurfaces are distinct. Moreover, it was observed that
their intersection contains the generalized cones over surfaces with constant
curvature in an umbilical hypersurface Q3s(c¯) of Q
4
s(c), c¯ ≥ c. Our last result
states that such intersection contains no other elements.
Theorem 11. Let f : M3 → Q4s(c) be a conformally flat hypersurface with
three distinct principal curvatures. If M3 admits an isometric immersion
into Q4s˜(c˜), c˜ 6= c, then f is a generalized cone over a surface with constant
curvature in an umbilical hypersurface Q3s(c¯) of Q
4
s(c), c¯ ≥ c.
1 Proofs of Theorems 1, 2 and 3
Proof of Theorem 1: Let i : Qn+1s (c) → Qn+2s+ǫ0(c˜) be an umbilical inclusion,
where ǫ0 = 0 or 1, corresponding to c > c˜ or c < c˜, respectively, and
set fˆ = i ◦ f . Then, the second fundamental forms α and αˆ of f and fˆ ,
respectively, are related by
αˆ = i∗α +
√
|c− c˜|〈 , 〉ξ, (13)
where ξ is one of the unit vector fields that are normal to i.
For a fixed point x ∈ Mn, define W 3(x) := NfˆM(x) ⊕ Nf˜M(x), and
endow W 3(x) with the inner product
〈〈(ξ + ξ˜, η + η˜)〉〉W 3(x) := 〈ξ, η〉N
fˆ
M(x) − 〈ξ˜, η˜〉N
f˜
M(x),
which has index (s+ ǫ0) + (1− s˜).
Now define a bilinear form βx : TxM × TxM → W 3(x) by
βx = αˆ(x)⊕ α˜(x),
where αˆ(x) and α˜(x) are the second fundamental forms of fˆ and f˜ , respec-
tively, at x. Notice that N (βx) ⊂ N (αˆ(x)) = {0} by (13). On the other
hand, it follows from the Gauss equations of fˆ and f˜ that βx is flat with
respect to 〈〈 , 〉〉, that is,
〈〈βx(X, Y ), βx(Z,W )〉〉 = 〈〈βx(X,W ), βx(Z, Y )〉〉
for all X, Y, Z,W ∈ TxM . Thus, if 〈〈 , 〉〉 is positive definite, which is the
case when s = 0, s˜ = 1 and ǫ0 = 0, that is, c > c˜, we obtain a contradiction
with Corollary 1 of [9], according to which one has the inequality
dimN (βx) ≥ n− dimW (x) = n− 3 > 0. (14)
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The same contradiction is reached by applying the preceding inequality to
−〈〈 , 〉〉 when s = 1, s˜ = 0 and c < c˜, in which case 〈〈 , 〉〉 is negative definite.
Therefore, such cases can not occur, which proves the first assertion.
In all other cases, the index of 〈〈 , 〉〉 is either 1 or 2. Thus, by applying
Corollary 2 in [9] to 〈〈 , 〉〉 in the first case and to −〈〈 , 〉〉 in the latter,
we obtain that S(βx) must be degenerate, for otherwise the inequality (14)
would still hold, and then we would reach a contradiction as before.
Since S(βx) is degenerate, there exist ζ ∈ NfˆM(x) and N˜ ∈ Nf˜M(x) such
that (0, 0) 6= (ζ, N˜) ∈ S(βx)∩S(βx)⊥. In particular, from 0 = 〈〈ζ+N˜, ζ+N˜〉〉
it follows that 〈N˜, N˜〉 = 〈ζ, ζ〉. Thus, either N˜ = 0 and ζ ∈ S(αˆ(x)) ∩
S(αˆ(x))⊥, or we can assume that 〈N˜, N˜〉 = ǫ˜ = 〈ζ, ζ〉.
The former case occurs precisely when f is umbilical at x with a principal
curvature λ with respect to one of the unit normal vectors N to f , satisfying
ǫλ2 + c− c˜ = 0,
in which case NfˆM(x) is a Lorentzian two-plane and ζ = λi∗N +
√|c− c˜|ξ
is a light-like vector that spans S(αˆ(x)). In this case, all sectional curvatures
of Mn at x are equal to c˜ by the Gauss equation of f , and hence f˜ has 0
as a principal curvature at x with multiplicity at least n − 1 by the Gauss
equation of f˜ .
Now assume that 〈N˜, N˜〉 = ǫ˜ = 〈ζ, ζ〉. Then, from
0 = 〈〈β, ζ + N˜〉〉 = 〈αˆ, ζ〉 − 〈α˜, N˜〉,
we obtain that Afˆζ = A
f˜
N˜
. Let ζ⊥ ∈ NfˆM(x) be such that {ζ, ζ⊥} is an
orthonormal basis of NfˆM(x). The Gauss equations for fˆ and f˜ imply that
〈Afˆ
ζ⊥
X, Y 〉〈Afˆ
ζ⊥
Z,W 〉 = 〈Afˆ
ζ⊥
X,W 〉〈Afˆ
ζ⊥
Z, Y 〉
for all X, Y, Z,W ∈ TxM , which is equivalent to dimN (Afˆζ⊥) ≥ n − 1.
Since Afˆξ = δ
√|c− c˜|I by (13), with δ = (c − c˜)/|c− c˜|, it follows that the
restriction to N (Afˆ
ζ⊥
) of all shape operators Afˆη , η ∈ NfˆM(x), is a multiple
of the identity tensor. In particular, this is the case for Afˆi∗N = A
f
N , where N
is one of the unit normal vector fields to f , hence f has a principal curvature
λ at x with multiplicity at least n− 1.
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Moreover, if λ = 0 then ζ⊥ must coincide with i∗N , and hence ζ with ξ,
up to signs. Therefore Af˜
N˜
= Afˆξ , up to sign, hence f˜ is umbilical at x. If f
is umbilical at x and c+ ǫλ2 6= c˜, then Aζ⊥ = 0 and Af˜N˜ = A
fˆ
ζ is a (nonzero)
constant multiple of the identity tensor. Finally, if λ 6= 0 has multiplicity
n− 1, then we must have ζ⊥ 6= i∗N and dimN (Afˆζ⊥) = n− 1, hence N (Afˆζ⊥)
is an eigenspace of Afˆζ = A
f˜
N˜
.
Proof of Theorem 2: Suppose first that f is umbilical, with a (constant)
principal curvature λ. If c + ǫλ2 = c˜, then Mn has constant curvature c˜,
hence it admits isometric immersions into Qn+1s˜ (c˜) having 0 as a principal
curvature with multiplicity at least n − 1. Otherwise, by the assumption
there exists λ˜ 6= 0 such that c− c˜+ ǫλ2 = ǫ˜λ˜2. Hence c+ ǫλ2 = c˜+ ǫ˜λ˜2, thus
A˜ = λ˜I satisfies the Gauss and Codazzi equation for an (umbilical) isometric
immersion into Qn+1s˜ (c˜).
Assume now that f has principal curvatures λ and µ of multiplicities n−1
and 1, respectively, with corresponding eigenbundles Eλ and Eµ. If λ = 0,
then Mn has constant curvature c, hence it admits an umbilical isometric
immersion into Qn+1s˜ (c˜). From now on, assume that λ 6= 0. Then, one can
check that the Codazzi equations for f are equivalent to the fact that Eλ
and Eµ are umbilical distributions with mean curvature normals η and ζ ,
respectively, satisfying
η =
(∇λ)Eµ
λ− µ and ζ =
(∇µ)Eλ
µ− λ .
By the assumption, there exist λ˜, µ˜ ∈ C∞(M) such that
c− c˜ + ǫλ2 = ǫ˜λ˜2 and c− c˜+ ǫλµ = ǫ˜λ˜µ˜.
Moreover, the first of the preceding equations implies that λ˜ 6= 0 everywhere,
and hence λ˜ and µ˜ are unique if λ˜ is chosen to be positive. From both
equations we obtain that
ǫλ2 − ǫ˜λ˜2 = ǫλµ− ǫ˜λ˜µ˜, ǫλ∇λ = ǫ˜λ˜∇λ˜
and
ǫ((∇λ)µ+ λ∇µ) = ǫ˜((∇λ˜)µ˜+ λ˜∇µ˜).
It follows that
(∇λ˜)Eµ
λ˜− µ˜ =
(∇λ)Eµ
λ− µ (15)
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and similarly,
(∇µ˜)Eλ
µ˜− λ˜ =
(∇µ)Eλ
µ− λ . (16)
Let A˜ be the endomorphism of TM with eigenvalues λ˜, µ˜ and corresponding
eigenbundles Eλ and Eµ, respectively. Since
c+ ǫλ2 = c˜+ ǫ˜λ˜2 and c+ ǫλµ = c˜+ ǫ˜λ˜µ˜,
the Gauss equations for an isometric immersion f˜ : Mn → Qn+1s˜ (c˜) are sat-
isfied by A˜. It follows from (15) and (16) that A˜ also satisfies the Codazzi
equations.
Proof of Theorem 3: Since we are assuming that c > c˜, there exist umbilical
inclusions i : Qn+1s (c)→ Qn+2s (c˜) and i : Qn+1s˜ (c˜)→ Qn+2s (c) for (s, s˜) = (1, 0).
If s = s˜ (respectively, (s, s˜) = (1, 0)), set fˆ = i ◦ f (respectively, fˆ = i ◦ f˜).
Then, one can use the existence of normal vector fields ζ ∈ Γ(NfˆM) and
N˜ ∈ Γ(Nf˜M) satisfying 〈ζ, ζ〉 = ǫ˜ = 〈N˜, N˜〉 and Afˆζ = Af˜N˜ and argue as in
the proof of Theorem 3 in [5]. One obtains that there exists an open dense
subset U ⊂ Mn, each point of which has an open neighborhood V ⊂ Mn
such that fˆ |V (respectively, f |V ) is a composition fˆ |V = H ◦ f˜ |V (respec-
tively, f |V = H ◦ fˆ |V ) with an isometric embedding H : W ⊂ Qn+1s (c˜) →
Qn+2s (c˜) (respectively, H : W ⊂ Qn+1s (c) → Qn+2s (c)), with f˜(V ) ⊂ W
(respectively, fˆ(V ) ⊂ W ). Set M¯n = H(W ) ∩ i(Qn+1s (c)) (respectively,
M¯n = H(W )∩ i(Qn+1s˜ (c˜))). Then i ◦ f |V = H ◦ f˜ |V : V → M¯n (respectively,
H ◦ f |V = i ◦ f˜ |V : V → M¯n) is an isometry. Let Ψ: M¯n → V be the inverse
of this isometry. Then f ◦ Ψ = i−1|M¯n and f˜ ◦ Ψ = H−1|M¯n (respectively,
f ◦Ψ = H−1|M¯n and f˜ ◦Ψ = i−1|M¯n), where i−1 and H−1 denote the inverses
of the maps i and H , respectively, regarded as maps onto their images.
2 Proof of Theorem 4
Before going into the proof of Theorem 4, we establish a basic fact that will
also be used in the proof of Theorem 6 in the next section.
Lemma 12. Let f : M3 → Q4s(c) and f˜ : M3 → Q4s˜(c˜) be hypersurfaces
with c 6= c˜. Then, at each point x ∈ M3 there exists an orthonormal basis
{e1, e2, e3} of TxM3 that simultaneously diagonalizes the second fundamental
forms of f and f˜ .
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Proof. Define i : Q4s(c) → Q5s+ǫ0(c˜) and fˆ , as well as W 3(x), 〈〈 , 〉〉W 3(x) and
βx for each x ∈Mn, as in the proof of Theorem 1. If S(βx) is degenerate for
all x ∈M3, we conclude as in the case n ≥ 4 that the assertions in Theorem 1
hold, hence the statement is clearly true in this case.
Suppose now that S(βx) is nondegenerate at x ∈M3. Then the inequality
dimS(βx) ≥ dim TxM − dimN (βx)
holds by Corollary 2 in [9]. Since N (βx) = {0}, the right-hand-side is equal
to dimTxM = 3 = dimW
3(x), hence we must have equality in the above in-
equality. By Theorem 2−b in [9], there exists an orthonormal basis {ξ1, ξ2, ξ3}
of W 3(x) and a basis {θ1, θ2, θ3} of T ∗xM such that
β =
3∑
j=1
θj ⊗ θjξj.
In particular, if i 6= j then β(ei, ej) = 0 for the dual basis {e1, e2, e3} of
{θ1, θ2, θ3}. It follows that {e1, e2, e3} diagonalyzes both αˆ and α˜, and there-
fore both α and α˜, in view of (13). It also follows from (13) that
0 = 〈αˆ(ei, ej), ξ〉 =
√
|c− c˜|〈ei, ej〉, i 6= j,
hence the basis {e1, e2, e3} is orthogonal.
Lemma 13. Under the assumptions of Lemma 12, let λ1, λ2, λ3 and µ1, µ2, µ3
be the principal curvatures of f and f˜ correspondent to e1, e2 and e3, respec-
tively.
(a) Assume that f has a principal curvature of multiplicity two, say, that
λ1 = λ2 := λ. If either c > c˜, s = 0 and s˜ = 1, or c < c˜, s = 1 and
s˜ = 0, then
c− c˜+ ǫλλ3 = 0, µ3 = 0 and c− c˜+ ǫλ2 = ǫ˜µ1µ2.
Otherwise, either the same conclusion holds or
µ1 = µ2 := µ, c− c˜+ ǫλ2 = ǫ˜µ2 and c− c˜+ ǫλλ3 = ǫ˜µµ3.
(b) Assume, say, that λ3 = 0. Then µ1 = µ2 := µ,
c− c˜+ ǫλ1λ2 = ǫ˜µ2 (17)
and
c− c˜ = ǫ˜µµ3. (18)
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Proof. By the Gauss equations for f and f˜ , we have
c+ ǫλiλj = c˜ + ǫ˜µiµj, 1 ≤ i 6= j ≤ 3. (19)
(a) If λ1 = λ2 := λ, then the preceding equations are
c+ ǫλ2 = c˜+ ǫ˜µ1µ2, (20)
c+ ǫλλ3 = c˜+ ǫ˜µ1µ3 (21)
and
c+ ǫλλ3 = c˜+ ǫ˜µ2µ3. (22)
The two last equations yield
µ3(µ1 − µ2) = 0,
hence either µ3 = 0 or µ1 = µ2. In view of (20), the second possibility can
not occur if either c > c˜, s = 0 and s˜ = 1, or c < c˜, s = 1 and s˜ = 0.
Thus, in these cases we must have µ3 = 0, and then c− c˜+ ǫλ2 = ǫ˜µ1µ2 and
c− c˜+ ǫλλ3 = 0 by (21) and (22).
Otherwise, either the same conclusion holds or µ1 = µ2 := µ, and then
c− c˜+ ǫλ2 = ǫ˜µ2 and c− c˜+ ǫλλ3 = ǫ˜µµ3 by (21) and (22).
(b) If λ3 = 0, then equations (19) become
c− c˜+ ǫλ1λ2 = ǫ˜µ1µ2, (23)
c− c˜ = ǫ˜µ1µ3 (24)
and
c− c˜ = ǫ˜µ2µ3 (25)
Since µ3 6= 0 by (24) or (25), these equations imply that µ1 = µ2 := µ, and
we obtain (18). Equation (17) then follows from (23).
Proof of Theorem 4: Assume that f has a principal curvature of multiplicity
two, say, λ1 = λ2 := λ. Suppose first that either c > c˜, s = 0 and s˜ = 1, or
c < c˜, s = 1 and s˜ = 0. Then, it follows from Lemma 13 that
c− c˜+ ǫλλ3 = 0, µ3 = 0 and c− c˜ + ǫλ2 = ǫ˜µ1µ2. (26)
In particular, we must have λ 6= 0 by the first of the preceding equations,
whereas the last one implies that µ1µ2 6= 0. Then, it is well known that
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Eλ is a spherical distribution, that is, it is umbilical and its mean curvature
normal η = νe3 satisfies e1(ν) = 0 = e2(ν). In particular, a leaf σ of Eλ has
constant sectional curvature ν2 + ǫλ2 + c = ν2 + ǫ˜µ1µ2 + c˜. Denoting by ∇
and ∇˜ the connections on M3 and f˜ ∗TQ4s˜(c˜), respectively, we have
∇˜ei f˜∗e3 = f˜∗∇eie3 = −νf˜∗ei, 1 ≤ i ≤ 2,
hence f˜(σ) is contained in an umbilical hypersurface Q3s˜(c¯) of Q
4
s˜(c˜) with
constant curvature c¯ = c˜+ ν2 and f˜∗e3 as a unit normal vector field.
Moreover, E⊥λ = Eµ3 is the relative nullity distribution of f˜ . Thus, it is
totally geodesic, and in fact its integral curves are mapped by f˜ into geodesics
of Q4s˜(c˜). It follows that f˜(M
3) is contained in a generalized cone over f˜(σ).
On the other hand, it is not hard to extend the proof of Theorem 4.2
in [4] to the case of Lorentzian ambient space forms, and conclude that f
is a rotation hypersurface in Q4s(c). This means that there exist subspaces
P 2 ⊂ P 3 = P 3s+ǫ0 in R5s+ǫ0 ⊃ Q4s(c) with P 3 ∩ Q4s(c) 6= ∅, where ǫ0 = 0 or
ǫ0 = 1, corresponding to c > 0 or c < 0, respectively, and a regular curve γ
in Q2s(c) = P
3 ∩Q4s(c) that does not meet P 2, such that f(M2) is the union
of the orbits of points of γ under the action of the subgroup of orthogonal
transformations of R5s+ǫ0 that fix pointwise P
2. If P 2 is nondegenerate, then
f can be parameterized by
f(s, u) = (γ1(s)φ1(u), γ1(s)φ2(u), γ1(s)φ3(u), γ4(s), γ5(s)),
with respect to an orthonormal basis {e1, . . . , e5} of R5s+ǫ0 satisfying the con-
ditions in either (i) or (ii) below, according to whether the induced metric
on P 2 has index s + ǫ0 or s+ ǫ0 − 1, respectively:
(i) 〈ei, ei〉 = 1 for 1 ≤ i ≤ 3, 〈e3+j, e3+j〉 = ǫj for 1 ≤ j ≤ 2, and (ǫ1, ǫ2)
equal to either (1, 1), (1,−1) or (−1,−1), corresponding to s+ ǫ0 = 0,
1 or 2, respectively.
(ii) 〈e1, e1〉 = −1, 〈ei, ei〉 = 1 for 2 ≤ i ≤ 4 and 〈e5, e5〉 = ǫ¯, where ǫ¯ = 1 or
ǫ¯ = −1, corresponding to s+ ǫ0 = 1 or 2, respectively.
In both cases, we have P 2 = span{e4, e5}, P 3 = span{e1, e4, e5}, u = (u1, u2),
γ(s) = (γ1(s), γ4(s), γ5(s)) a unit–speed curve in Q
2
s(c) ⊂ P 3 and φ(u) =
(φ1(u), φ2(u), φ3(u)) an orthogonal parameterization of the unit sphere S
2 ⊂
(P 2)⊥ in case (i) and of the hyperbolic plane H2 ⊂ (P 2)⊥ in case (ii). Ac-
cordingly, the hypersurface is said to be of spherical or hyperbolic type.
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If P 2 is degenerate, then f is a rotation hypersurface of parabolic type
parameterized by
f(s, u) = (γ1(s), γ1(s)u1, γ1(s)u2, γ4(s)− 1
2
γ1(s)(u
2
1 + u
2
2), γ5(s)),
with respect to a pseudo–orthonormal basis {e1, . . . , e5} of R5s+ǫ0 such that
〈e1, e1〉 = 0 = 〈e4, e4〉, 〈e1, e4〉 = 1, 〈e2, e2〉 = 1 = 〈e3, e3〉 and 〈e5, e5〉 =
−2(s + ǫ0) + 3, where γ(s) = (γ1(s), γ4(s), γ5(s)) is a unit–speed curve in
Q2s(c) ⊂ P 3 = span{e1, e4, e5}.
In each case, one can compute the principal curvatures of f as in [4] and
check that the first equation in (26) is satisfied if and only if γ′′1 + c˜γ1 = 0,
that is, γ is a c˜–helix in Q2s(c) ⊂ R3s+ǫ0.
Under the remaining possibilities for c, c˜, s and s˜, either the same conclu-
sions hold or the bilinear form βx in the proof of Theorem 1 is everywhere
degenerate, in which case there exist normal vector fields ζ ∈ Γ(NfˆM) and
N˜ ∈ Γ(Nf˜M) satisfying 〈ζ, ζ〉 = ǫ˜ = 〈N˜, N˜〉 and Afˆζ = Af˜N˜ , and we obtain as
before that f and f˜ are locally given on an open dense subset as described
in Theorem 3.
Finally, if one of the principal curvatures of f is zero, then the preceding
argument applies with the roles of f and f˜ interchanged.
3 Proof of Theorem 6
Proof of Theorem 6: Let (v, V ) be the pair associated to f . Define
V˜j = (−1)j+1δj(viVk − vkVi), 1 ≤ i 6= j 6= k ≤ 3, i < k. (27)
Then V˜ = (V˜1, V˜2, V˜3) is the unique vector in R
3, up to sign, such that
(v, |C|−1/2V, |C|−1/2V˜ ) is an orthonormal basis of R3 with respect to the
inner product
〈(x1, x2, x3), (y1, y2, y3)〉 =
3∑
i=1
δixiyi. (28)
Therefore, the matrix D = (v, |C|−1/2V, |C|−1/2V˜ ) satisfies DδDt = δ, where
δ = diag(ǫˆ, C/|C|,−ǫˆC/|C|). It follows that
ǫˆvivj + C/|C|2ViVj − ǫˆC/|C|2V˜iV˜j = 0, 1 ≤ i 6= j ≤ 3.
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Multiplying by ǫC and using that ǫˆǫ = ǫ˜ and ǫˆǫC = ǫˆǫǫ˜(c − c˜) = c − c˜ we
obtain
(c− c˜)vivj + ǫViVj − ǫ˜V˜iV˜j = 0,
or equivalently,
cvivj + ǫViVj = c˜vivj + ǫ˜V˜iV˜j .
Substituting the preceding equation into (v) yields
∂hij
∂ui
+
∂hji
∂uj
+ hkihkj + ǫ˜V˜iV˜j + c˜vivj = 0.
On the other hand, differentiating (27) and using equations (i)–(iv) yields
∂V˜j
∂ui
= hijV˜i, 1 ≤ i 6= j ≤ 3.
It follows from Proposition 5 that there exists a hypersurface f˜ : M3 → Q4s˜(c˜)
whose first and second fundamental forms are
I =
3∑
i=1
v2i du
2
i and II =
3∑
i=1
V˜ividu
2
i ,
thus M3 admits an isometric immersion into Q4s˜(c˜).
Conversely, let f : M3 → Q4s(c) be a hypersurface for which there exists
an isometric immersion f˜ : M3 → Q4s˜(c˜). By Lemma 12, there exists an or-
thonormal frame {e1, e2, e3} of M3 of principal directions of both f and f˜ .
Let λ1, λ2, λ3 and µ1, µ2, µ3 be the principal curvatures of f and f˜ correspon-
dent to e1, e2 and e3, respectively. Assume that λ1 < λ2 < λ3, and that the
unit normal vector field to f has been chosen so that λ1 < 0. The Gauss
equations for f and f˜ yield
c+ ǫλiλj = c˜ + ǫ˜µiµj, 1 ≤ i 6= j ≤ 3.
Thus
µiµj = C + ǫˆλiλj, C = ǫ˜(c− c˜), 1 ≤ i 6= j ≤ 3. (29)
It follows that
µ2j =
(C + ǫˆλjλi)(C + ǫˆλjλk)
C + ǫˆλiλk
, 1 ≤ j 6= i 6= k 6= j ≤ 3. (30)
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The Codazzi equations for f and f˜ are, respectively,
ei(λj) = (λi − λj)〈∇ejei, ej〉, i 6= j, (31)
(λj − λk)〈∇eiej , ek〉 = (λi − λk)〈∇ejei, ek〉, i 6= j 6= k. (32)
and
ei(µj) = (µi − µj)〈∇ejei, ej〉, i 6= j, (33)
(µj − µk)〈∇eiej , ek〉 = (µi − µk)〈∇ejei, ek〉, i 6= j 6= k. (34)
Multiplying (34) by µj and using (30) and (32) we obtain
ǫˆC
(λi − λj)(λj − λk)
C + ǫˆλiλk
〈∇eiej , ek〉 = 0, i 6= j 6= k.
Since the principal curvatures λ1, λ2 and λ3 are distinct, it follows that
〈∇eiej , ek〉 = 0, 1 ≤ i 6= j 6= k 6= i ≤ 3. (35)
Computing 2µjei(µj), first by differentiating (30) and then by multiplying
(33) by 2µj, and using (31), (29) and (30), we obtain
(C + ǫˆλjλk)(λk − λj)ei(λi) + (C + ǫˆλiλk)(λk − λi)ei(λj)
+(C + ǫˆλiλj)(λi − λj)ei(λk) = 0.
(36)
Now let {ω1, ω2, ω3} be the dual frame of {e1, e2, e3}, and define the one-
forms γj, 1 ≤ j ≤ 3, by
γj =
√
δj
(λj − λi)(λj − λk)
C + ǫˆλiλk
ωj, 1 ≤ j 6= i 6= k 6= j ≤ 3,
where δj = yj/|yj| for yj = (λj−λi)(λj−λk)C+ǫˆλiλk .
By (30), either all the three numbers C + ǫˆλjλi, C + ǫˆλjλk and C + ǫˆλiλk
are positive or two of them are negative and the remaining one is positive.
Hence there are four possible cases:
(I) C + ǫˆλiλj > 0, 1 ≤ i 6= j ≤ 3.
(II) C + ǫˆλ1λ2 < 0, C + ǫˆλ1λ3 < 0 and C + ǫˆλ2λ3 > 0.
18
(III) C + ǫˆλ1λ2 > 0, C + ǫˆλ1λ3 < 0 and C + ǫˆλ2λ3 < 0.
(IV) C + ǫˆλ1λ2 < 0, C + ǫˆλ1λ3 > 0 and C + ǫˆλ2λ3 < 0.
Notice that (δ1, δ2, δ3) equals (1,−1, 1) in case (I), (1, 1,−1) in case (II),
(−1, 1, 1) in case (III) and (−1,−1,−1) in case (IV ). It is easily checked
that one must have ǫˆ = −1 and C < 0 in case (IV ), whereas in the remaining
cases either ǫˆ = 1 or ǫˆ = −1 and C > 0. Therefore, (δ1, δ2, δ3) = (−1,−1,−1)
if ǫˆ = −1 and C < 0, and in the remaining cases we may assume that
(δ1, δ2, δ3) = (1,−1, 1) after possibly reordering the coordinates.
We claim that (36) are precisely the conditions for the one-forms γj ,
1 ≤ j ≤ 3, to be closed. To prove this, set xj =
√
δjyj, 1 ≤ j ≤ 3, so that
γj = xjωj. It follows from (35) that
dγj(ei, ek) = eiγj(ek)− ekγj(ei)− γj([ei, ek]) = 0.
On the other hand, using (31) we obtain
dγj(ei, ej) = eiγj(ej)− ejγj(ei)− γj([ei, ej ])
= ei(xj) + xj〈∇ejei, ej〉
= ei(xj) + xj
ei(λj)
λi − λj ,
hence closedness of γj is equivalent to
ei(xj) =
xj
λj − λi ei(λj), 1 ≤ i 6= j ≤ 3. (37)
We have
ei(xj) = ei((δjyj)
1/2) =
1
2
(δjyj)
−1/2δjei(yj) =
δj
2xj
ei(yj),
thus (37) is equivalent to
2x2j
λj − λi ei(λj) = δjei(yj),
or yet, to
2(λj − λk)ei(λj) = ei(yj)(C + ǫˆλiλk).
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The preceding equation is in turn equivalent to
2(λj − λk)(C + ǫˆλiλk)ei(λj) = (ei(λj)− ei(λi)(λj − λk)(C + ǫˆλiλk)
+(λj − λi)(ei(λj)− ei(λk))(C + ǫˆλiλk)
−(λj − λi)(λj − λk)(ǫˆ(ei(λi)λk + λiei(λk)),
which is the same as (36).
Therefore, each point x ∈M3 has an open neigborhood V where one can
find functions uj ∈ C∞(V ), 1 ≤ j ≤ 3, such that duj = γj, and we can
choose V so small that Φ = (u1, u2, u3) is a diffeomorphism of V onto an
open subset U ⊂ R3, that is, (u1, u2, u3) are local coordinates on V . From
δij = duj(∂/∂ui) = xjωj(∂/∂ui) it follows that ∂/∂ui = viei, with vi = x
−1
i .
Now notice that
3∑
j=1
δjv
2
j =
3∑
i,k 6=j=1
C + ǫˆλiλk
(λj − λi)(λj − λk) = ǫˆ,
3∑
j=1
δjvjVj =
3∑
j=1
δjλjv
2
j =
3∑
i,k 6=j=1
λj
C + ǫˆλiλk
(λj − λi)(λj − λk) = 0
and
3∑
j=1
δjV
2
j =
3∑
j=1
δjλ
2
jv
2
j =
3∑
i,k 6=j=1
λ2j
C + ǫˆλiλk
(λj − λi)(λj − λk) = C.
It follows that the pair (v, V ) satisfies (3).
4 Proof of Theorem 7
Before starting the proof of Theorem 7, recall that the Weyl tensor of a
Riemannian manifold Mn is defined by
〈C(X, Y )Z,W 〉 = 〈R(X, Y )Z,W 〉 − L(X,W )〈Y, Z〉 − L(Y, Z)〈X,W 〉
+L(X,Z)〈Y,W 〉+ L(Y,W )〈X,Z〉
for all X, Y, Z,W ∈ X(M), where L is the Schouten tensor of Mn, which is
given in terms of the Ricci tensor and the scalar curvature s by
L(X, Y ) =
1
n− 2(Ric (X, Y )−
1
2
ns〈X, Y 〉).
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It is well-known that, if n ≥ 4, then the vanishing of the Weyl tensor is a
necessary and sufficient condition for Mn to be conformally flat.
Proof of Theorem 7: Let f : Mn → Qn+1s (c) be a conformally flat hypersur-
face of dimension n ≥ 4. For a fixed point x ∈ Mn, choose a unit normal
vector N ∈ NfxM and let A = AN : TxM → TxM be the shape operator of f
with respect to N . Let W 3 be a vector space endowed with the Lorentzian
inner product 〈〈 , 〉〉 given by
〈〈(a, b, c), (a′, b′, c′)〉〉 = ǫ(−aa′ + bb′ + ǫcc′).
Define a bilinear form β : TxM × TxM →W 3 by
β(X, Y ) = (L(X, Y ) +
1
2
(1− c)〈X, Y 〉, L(X, Y )− 1
2
(1 + c)〈X, Y 〉, 〈AX, Y 〉).
Note that β(X,X) 6= 0 for all X 6= 0. Moreover,
〈〈β(X, Y ), β(Z,W )〉〉 − 〈〈β(X,W ), β(Z, Y )〉〉 = −L(X, Y )〈Z,W 〉
−L(Z,W )〈X, Y 〉+ L(X,W )〈Z, Y 〉+ L(Z, Y )〈X,W 〉+ c〈(X ∧ Z)W,Y 〉
+ǫ〈(AX ∧AZ)W,Y 〉 = 〈C(X,Z)W,Y 〉 = 0.
Thus β is flat with respect to 〈〈 , 〉〉. We claim that S(β) must be degenerate.
Otherwise, we would have
0 = dimker β ≥ n− dimS(β) > 0,
a contradiction. Now let ζ ∈ S(β)∩S(β)⊥ and choose a pseudo-orthonormal
basis ζ, η, ξ of W 3 with 〈〈ζ, ζ〉〉 = 0 = 〈〈η, η〉〉, 〈〈ζ, η〉〉 = 1 = 〈〈ξ, ξ〉〉 and
〈〈ξ, ζ〉〉 = 0 = 〈〈ξ, η〉〉. Then
β = φζ + ψξ,
where φ = 〈〈β, η〉〉 and ψ = 〈〈β, ξ〉〉. Flatness of β implies that dim kerψ =
n− 1. We claim that kerψ is an eigenspace of A. Given Z ∈ kerψ we have
β(Z,X) = φ(Z,X)ζ (38)
for all X ∈ TxM . Let {e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1)} be the
canonical basis of W and write ζ =
∑3
j=1 ajej . Then (38) gives
L(Z,X) +
1
2
(1− c)〈Z,X〉 = a1φ(Z,X)
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and
L(Z,X)− 1
2
(1 + c)〈Z,X〉 = a2φ(Z,X).
Subtracting the second of the preceding equations from the first yields
〈Z,X〉 = (a1 − a2)φ(Z,X),
which implies that a1 − a2 6= 0 and
φ(Z,X) =
1
a1 − a2 〈Z,X〉.
Moreover, we also obtain from (38) that
〈AZ,X〉 = a3φ(Z,X) = a3
a1 − a2 〈Z,X〉,
which proves our claim.
5 Proof of Theorem 8
First recall that a necessary and sufficient condition for a three-dimensional
Riemannian manifold M3 to be conformally flat is that its Schouten tensor
L be a Codazzy tensor, that is,
(∇XL)(Y, Z) = (∇Y L)(X,Z)
for all X, Y, Z ∈ X(M), where
(∇XL)(Y, Z) = X(L(Y, Z))− L(∇XY, Z)− L(Y,∇XZ).
Proof of Theorem 8: Let f : M3 → Q4s(c) be a holonomic hypersurface whose
associated pair (v, V ) satisfies (4). Then v = (v1, v2, v3) is a null vector with
respect to the Lorentzian inner product 〈 , 〉 given by (28), with (δ1, δ2, δ3) =
(1,−1, 1), and V = (V1, V2, V3) is a unit space-like vector orthogonal to v.
Thus, we may write
V =
ρ
v2
v +
λ
v2
(−v3, 0, v1), λ = ±1,
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for some ρ ∈ C∞(M), which is equivalent to
V1 =
1
v2
(V2v1 − λv3) and V3 = 1
v2
(V2v3 + λv1). (39)
The eigenvalues µ1, µ2 and µ3 of the Schouten tensor L are given by
2µj = c+ ǫ(λiλj + λkλj − λiλk), 1 ≤ j ≤ 3,
where λj, 1 ≤ j ≤ 3, are the principal curvatures of f . Define
φj = vj(λiλj + λkλj − λiλk), 1 ≤ j ≤ 3. (40)
That L is a Codazzi tensor is then equivalent to the equations
∂φj
∂ui
= hijφi, 1 ≤ i 6= j ≤ 3. (41)
Replacing λj =
Vj
vj
in (40) and using (39) we obtain
φ1 =
1
v22
(−2λV2v3 + (V 22 − 1)v1), φ2 =
1
v2
(V 22 + 1)
and
φ3 =
1
v22
((V 22 − 1)v3 + 2λV2v1).
It is now a straightforward computation to verify (41) by using equations (i)
and (iv) of system (2) together with equations (5) and (6).
Conversely, assume that f : M3 → Q4s(c) is an isometric immersion with
three distinct principal curvatures λ1 < λ2 < λ3 of a conformally flat man-
ifold. Let {e1, e2, e3} be a correspondent orthonormal frame of principal
directions. Then {e1, e2, e3} also diagonalyzes the Schouten tensor L, and
the correspondent eigenvalues are
2µj = ǫ(λiλj + λjλk − λiλk) + c, 1 ≤ j ≤ 3. (42)
The Codazzi equations for f and L are, respectively,
ei(λj) = (λi − λj)〈∇ejei, ej〉, i 6= j, (43)
(λj − λk)〈∇eiej , ek〉 = (λi − λk)〈∇ejei, ek〉, i 6= j 6= k. (44)
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and
ei(µj) = (µi − µj)〈∇ejei, ej〉, i 6= j, (45)
(µj − µk)〈∇eiej , ek〉 = (µi − µk)〈∇ejei, ek〉, i 6= j 6= k. (46)
Substituting (42) into (46), and using (44), we obtain
(λi − λj)(λj − λk)〈∇eiej , ek〉 = 0, i 6= j 6= k. (47)
Since λ1, λ2 and λ3 are pairwise distinct, it follows that
〈∇eiej , ek〉 = 0, 1 ≤ i 6= j 6= k 6= i ≤ 3. (48)
Differentiating (42) with respect to ei, we obtain
2ei(µj) = ǫ[(λi + λk)ei(λj) + (λj − λk)ei(λi) + (λj − λi)ei(λk)]. (49)
On the other hand, it follows from (31), (45) and (42) that
ei(µj) = ǫλkei(λj). (50)
Hence
(λj − λk)ei(λi) + (λi − λk)ei(λj) + (λj − λi)ei(λk) = 0. (51)
Now let {ω1, ω2, ω3} be the dual frame of {e1, e2, e3}, and define the one-
forms γj, 1 ≤ j ≤ 3, by
γj =
√
δj(λj − λi)(λj − λk)ωj , 1 ≤ j 6= i 6= k 6= j ≤ 3, (52)
where (δ1, δ2, δ3) = (1,−1, 1). One can check that (51) are precisely the
conditions for the one-forms γj, 1 ≤ j ≤ 3, to be closed.
Therefore, each point x ∈M3 has an open neigborhood V where one can
find functions uj ∈ C∞(V ), 1 ≤ j ≤ 3, such that duj = γj, and we can
choose V so small that Φ = (u1, u2, u3) is a diffeomorphism of V onto an
open subset U ⊂ R3, that is, (u1, u2, u3) are local coordinates on V . From
δij = duj(∂ i) = xjωj(∂ i) it follows that ∂j = vjej , 1 ≤ j ≤ 3, with
vj =
√
δj
(λj − λi)(λj − λk)
.
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Now notice that
3∑
j=1
δjv
2
j =
3∑
i,k 6=j=1
1
(λj − λi)(λj − λk) = 0,
3∑
j=1
δjvjVj =
3∑
j=1
δjλjv
2
j =
3∑
i,k 6=j=1
λj
(λj − λi)(λj − λk) = 0
and
3∑
j=1
δjV
2
j =
3∑
j=1
δjλ
2
jv
2
j =
3∑
i,k 6=j=1
λ2j
(λj − λi)(λj − λk) = 1.
It follows that (v, V ) satisfies (4).
6 The Ribaucour transformation
Two immersions f : Mn → Rn+ps and f ′ : Mn → Rn+ps are said to be related
by a Ribaucour transformation if |f − f ′| 6= 0 everywhere and there exist a
vector bundle isometry P : f ∗TRn+ps → f ′∗TRn+ps , a tensor D ∈ Γ(T ∗M ⊗
TM), which is symmetric with respect to the induced metrics, and a nowhere
vanishing δ ∈ Γ(f ∗TRn+ps ) such that
(a) P(Z)− Z = 〈δ, Z〉(f − f ′) for all Z ∈ Γ(f ∗TRn+ps );
(b) P ◦ f∗ ◦D = f ′∗.
Given an immersion f : Mn → Qn+ps (c), with c 6= 0, let F = i ◦ f : Mn →
R
n+p+1
s+ǫ0 , where ǫ0 = 0 or 1 corresponding to c > 0 or c < 0, respectively,
and i : Qn+ps (c) → Rn+p+1s+ǫ0 denotes an umbilical inclusion. An immersion
f ′ : Mn → Qn+ps (c) is said to be a Ribaucour transform of f with data
(P, D, δ) if F ′ = i ◦ f ′ : Mn → Rn+p+1s+ǫ0 is a Ribaucour transform of F with
data (Pˆ , D, δˆ), where δˆ = δ − cF and Pˆ : F ∗TRn+p+1s+ǫ0 → F ′∗TRn+p+1s+ǫ0 is the
extension of P such that Pˆ(F ) = F ′. The next result was proved in [7].
Theorem 14. Let f : Mn → Qn+ps (c) be an isometric immersion of a simply
connected Riemannian manifold and let f ′ : Mn → Qn+ps (c) be a Ribaucour
transform of f with data (P, D, δ). Then there exist ϕ ∈ C∞(M) and βˆ ∈
Γ(NfM) satisfying
αf(∇ϕ,X) +∇⊥X βˆ = 0 for all X ∈ TM (53)
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such that F ′ = i ◦ f ′ and F = i ◦ f are related by
F ′ = F − 2νϕG, (54)
where G = F∗∇ϕ+ i∗βˆ + cϕF and ν = 〈G,G〉−1. Moreover,
Pˆ = I − 2νGG∗, D = I − 2νϕΦ and δˆ = −ϕ−1G, (55)
where Φ = Hessϕ + cϕI − Af
βˆ
. Conversely, given ϕ ∈ C∞(M) and βˆ ∈
Γ(NfM) satisfying (53) such that ϕν 6= 0 everywhere, let U ⊂Mn be an open
subset where the tensor D given by (55) is invertible, and let F ′ : U → Rn+p+1s+ǫo
be defined by (54). Then F ′ = i ◦ f ′, where f ′ is a Ribaucour transform of f .
Moreover, the second fundamental forms of f and f ′ are related by
A˜f
′
Pξ = D
−1(Afξ + 2ν〈βˆ, ξ〉Φ), for any ξ ∈ Γ(NfM). (56)
We now derive from Theorem 14 a Ribaucour transformation for holo-
nomic hypersurfaces, in a form that is slightly different from the one in [6].
For that we need the following.
Proposition 15. Let f : Mn → Qn+1s (c) be a holonomic hypersurface with
associated pair (v, V ). Then, the linear system of PDE’s

(i)
∂ϕ
∂ui
= viγi, (ii)
∂γj
∂ui
= hjiγi, i 6= j,
(iii)
∂γi
∂ui
= (vi − v′i)ψ −
∑
j 6=i hjiγj + βVi − cϕvi,
(iv)ǫ
∂β
∂ui
= −Viγi, ǫ = −2s + 1,
(v)
∂ logψ
∂ui
= −γiv
′
i
ϕ
, (vi)
∂v′i
∂uj
= h′jiv
′
j , i 6= j,
(57)
with hij and h
′
ij given by (8), is completely integrable and has the first integral∑
i
γi
2 + ǫβ2 + cϕ2 − 2ϕψ = K ∈ R. (58)
Proof. A straightforward computation.
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Theorem 16. Let f : Mn → Qn+1s (c) be a holonomic hypersurface with as-
sociated pair (v, V ). If f ′ : Mn → Qn+1s (c) is a Ribaucour transform of f ,
then there exists a solution (γ, v′, ϕ, ψ, β) of (57) satisfying∑
i
γi
2 + ǫβ2 + cϕ2 − 2ϕψ = 0 (59)
such that F ′ = i ◦ f ′ and F = i ◦ f are related by
F ′ = F − 1
ψ
(∑
i
γiF∗ei + βi∗ξ + cϕF
)
, (60)
where ξ is a unit normal vector field to f and ei = v
−1
i ∂ i, 1 ≤ i ≤ n.
Conversely, given a solution (γ, v′, ϕ, ψ, β) of (57) satisfying (59) on an
open subset U ⊂ Mn where v′i is positive for 1 ≤ i ≤ n, then F ′ defined by
(60) is an immersion such that F ′ = i◦f ′, where f ′ is a Ribaucour transform
of f whose associated pair is (v′, V ′), with
V ′i = Vi + (vi − v′i)
ǫβ
ϕ
, 1 ≤ i ≤ n. (61)
Proof. Let f ′ : Mn → Qn+1s (c) be a Ribaucour transform of f . By Theo-
rem 14, there exist ϕ ∈ C∞(M) and βˆ ∈ Γ(NfM) satisfying (53) such that
F ′ is given by (54), where G = F∗∇ϕ+ i∗βˆ + cϕF and ν = 〈G,G〉−1.
Write ∇ϕ = ∑ni=1 γiei, where γi ∈ C∞(M), 1 ≤ i ≤ n. Since ∂ i = viei,
1 ≤ i ≤ n, this is equivalent to equation (i) of system (57). Now write
βˆ = βξ, where β ∈ C∞(M). Then (53) can be written as
A∇ϕ = −ǫ∇β, (62)
which is equivalent, by taking inner products of both sides with ∂i, to equa-
tion (iv) of system (57). On the other hand, equation (53) implies that
G∗ = F∗Φ,
where Φ = Hessϕ+ cϕI −Af
βˆ
. Therefore Φ is a Codazzi tensor that satisfies
αf(ΦX, Y ) = αf (X,ΦY )
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for all X, Y ∈ TM , that is, Φ has {e1, . . . , en} as a diagonalyzing frame.
Since
Φ∂ i =
(
∂γi
∂ui
+
∑
j 6=i
hjiγj − βVi + cviϕ
)
ei +
∑
j 6=i
(
∂γj
∂ui
− hjiγi
)
ej , (63)
equation (ii) of system (57) follows.
Now define ψ ∈ C∞(M) by
2ϕψ = 〈G,G〉 =
∑
i
γi
2 + ǫβ2 + cϕ2.
Differentiating both sides with respect to ui and using equations (i), (ii) and
(iv) of (57) yields
∂γi
∂ui
+
∑
j 6=i
hjiγj − βVi + cviϕ = viψ + ϕ
γi
∂ψ
∂ui
. (64)
Defining v′i by (v), then (iii) follows from (64).
Finally, from
∂2γi
∂ui∂uj
=
∂2γi
∂uj∂ui
we obtain
∂
∂ui
(hijγj) =
∂
∂uj
(
(vi − v′i)ψ −
∑
k 6=i
hkiγk + βVi − cϕvi
)
,
thus
∂hij
∂ui
γj + hij
∂γj
∂ui
=
(
∂vi
∂uj
− ∂v
′
i
∂uj
)
ψ + (vi − v′i)
∂ψ
∂uj
− ∂hji
∂uj
γj − hji ∂γj
∂uj
−∂hki
∂uj
γk − hki∂γk
∂uj
+
∂β
∂uj
Vi + β
∂Vi
∂uj
− c ∂ϕ
∂uj
vi − cϕ ∂vi
∂uj
.
It follows that(
∂hij
∂ui
+
∂hji
∂uj
)
γj + hijhjiγi = ψhjivj − ∂v
′
i
∂uj
ψ − (vi − v′i)
γjψ
ϕ
v′j
−hji(vj − v′j)ψ + hjihijγi + hjihkjγk − βhjiVj + cϕhjivj − hkjhjiγk
−hkihkjγj − ViVjγj + βhjiVj − cvivjγj − cϕhjivj ,
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which yields equation (vi) of (57).
Conversely, let F ′ be given by (60) in terms of a solution (γ, v′, ϕ, ψ, β)
of (57) satisfying (59) on an open subset U ⊂ Mn where v′i is nowhere
vanishing for 1 ≤ i ≤ n. We have ∇ϕ = ∑ni=1 γiei by equation (i) of
(57). Defining βˆ ∈ Γ(NfM) by βˆ = βξ, we can write F ′ as in (54), with
G = F∗∇ϕ + i∗βˆ + cϕF and ν = 〈G,G〉−1. In view of (iv), equation (62) is
satisfied, and hence so is (53). Thus G∗ = F∗◦Φ, where Φ = Hessϕ+cϕI−Afβˆ.
It follows from (ii) and (63) that Φ∂ i = Bi∂i, where
Bi = v
−1
i
(
∂γi
∂ui
+
∑
j 6=i
hjiγj − βVi + cviϕ
)
= v−1i (vi − v′i)ψ.
Using (iii) and (59) we obtain
D∂ i = (1− 2νϕBi)∂i = (1− 2νϕv−1i (vi − v′i)ψ) =
v′i
vi
∂ i.
Thus D is invertible wherever v′i does not vanish for 1 ≤ i ≤ n. It follows
from Theorem 14 that the map F ′ defined by (60) is an immersion on U and
that F ′ = i◦f ′, where f ′ is a Ribaucour transform of f . Moreover, we obtain
from (56) that F ′, and hence f ′, is holonomic with u1, . . . , un as principal
coordinates. It also follows from (56) that
V ′i
v′i
∂ i = A
f ′∂i =
vi
v′i
(
Vi
vi
+
ǫβ
ϕ
vi − v′i
vi
)
∂ i,
which yields (61).
6.1 The Ribaucour transformation for solutions of
Problem ∗ and for conformally flat hypersurfaces.
We now specialize the Ribaucour transformation to the classes of hypersur-
faces f : M3 → Q4s(c) that are either conformally flat or admit an isometric
immersion into Q4s˜(c˜) with c˜ 6= c.
Proposition 17. Let f : M3 → Q4s(c) be a holonomic hypersurface whose
associated pair (v, V ) satisfies (3) (respectively, (4)). Then, the linear system
of PDE’s obtained by adding the equation
δi
∂v′i
∂ui
+ δjh
′
ijv
′
j + δkh
′
ikv
′
k = 0 (65)
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to system (57), where h′ij is given by (8), is completely integrable and has
(besides (58)) the first integral
δ1v
′2
1 + δ2v
′2
2 + δ3v
′2
3 = K ∈ R. (66)
Moreover, the function
Ω = ϕ
3∑
j=1
δjv
′
jVj − ǫβ
(
K −
3∑
j=1
δjvjv
′
j
)
(67)
satisfies
∂Ω
∂ui
=
γi
ϕ
(vi + v
′
i)Ω. (68)
In particular, if initial conditions for ϕ and β at x0 ∈M3 are chosen so that
Ω vanishes at x0, then Ω vanishes everywhere.
Proof. The first two assertions follow from straightforward computations. To
prove the last one, define ρ =
∑3
i=1 δiv
′
iVi and Θ = K−
∑3
i=1 δiv
′
ivi. We have
∂ρ
∂ui
= δi
∂v′i
∂ui
Vi + δiv
′
i
∂Vi
∂ui
+
∑
j 6=i δj
∂v′j
∂ui
Vj +
∑
j 6=i δjv
′
j
∂Vj
∂ui
=
∑
j 6=i δj(hij − h′ij)v′jVi −
∑
j 6=i δj(hij − h′ij)Vjv′i
=
∑
j 6=i δj(v
′
j − vj)Vj
γiv
′
i
ϕ
−∑j 6=i δj(v′j − vj)v′j γiViϕ
=
v′iγi
ϕ
(ρ− δiv′iVi + δiviVi)−
Viγi
ϕ
(
Θ− δiv′i2 + δiviv′i)
)
=
γi
ϕ
(v′iρ−ΘVi)
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and
∂Θ
∂ui
= −δi ∂vi
∂ui
v′i − δivi
∂v′i
∂ui
−
∑
j 6=i
δj
∂vj
∂ui
v′j −
∑
j 6=i
δjvj
∂v′j
∂ui
=
(∑
j 6=i
δjvj(hij − h′ij)
)
v′i +
(∑
j 6=i
δj(h
′
ij − hij)v′j
)
vi
=
(∑
j 6=i
δjvj(vj − v′j)
)
γiv
′
i
ϕ
+
(∑
j 6=i
δj(v
′
j − vj)v′j
)
viγi
ϕ
= (Θ− δiv2i + δiviv′i))
γiv
′
i
ϕ
+ (Θ− δiv′i2 + δiviv′i))
viγi
ϕ
=
γi
ϕ
(vi + v
′
i)Θ.
Therefore,
∂Ω
∂ui
=
∂ϕ
∂ui
ρ+ ϕ
∂ρ
∂ui
− ∂ǫβ
∂ui
Θ− ǫβ ∂Θ
∂ui
= viγiρ+ ϕ
γi
ϕ
(v′iρ−ΘVi) + ViγiΘ− ǫβ
γi
ϕ
(vi + v
′
i)Θ
= ργi(vi + v
′
i)−
ǫβγi
ϕ
(vi + v
′
i)Θ
=
γi
ϕ
(vi + v
′
i)Ω,
which proves (68). The last assertion follows from (68) and the lemma below.
Lemma 18. Let Mn be a connected manifold and let Ω ∈ C∞(M). Assume
that there exists a smooth one-form ω on Mn such that dΩ = ωΩ. If Ω
vanishes at some point of Mn, then it vanishes everywhere.
Proof. Given any smooth curve γ : I → Mn with 0 ∈ I, denote λ(s) =
ω(γ′(s)). By the assumption we have
(Ω ◦ γ)(t) = (Ω ◦ γ)(0) exp
∫ t
0
λ(s)ds,
and the conclusion follows from the connectedness of Mn.
The next result contains Theorem 9 in the introduction.
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Theorem 19. Let f : M3 → Q4s(c) be a holonomic hypersurface whose asso-
ciated pair (v, V ) satisfies (3) (respectively, (4)) and f ′ : M3 → Q4s(c) a Rib-
aucour transform of f determined by a solution (γ1, γ2, γ3, v
′
1, v
′
2, v
′
3, ϕ, ψ, β)
of system (57). If the associated pair (v′, V ′) of f ′ also satisfies (3) (respec-
tively, (4)), then
Ω := ϕ
3∑
j=1
δjv
′
jVj − ǫβ
(
K −
3∑
j=1
δjvjv
′
j
)
= 0, (69)
with K = ǫˆ (respectively, K = 0). Conversely, let (γ1, γ2, γ3, v
′
1, v
′
2, v
′
3, ϕ, ψ, β)
be a solution of the linear system of PDE’s obtained by adding equation (65)
to system (57). If (59), (69) and
3∑
i=1
δiv
′
i
2
= K, (70)
where K = ǫˆ (respectively, K = 0), are satisfied at some point of M3, then
(they are satisfied at every point of M3 and) the pair (v′, V ′) associated to
the Ribaucour transform of f determined by such a solution also satisfies (3)
(respectively, (4)).
Proof. Let (v′, V ′) be the pair associated to f ′. Then, using conditions (3)
(respectively, (4)), we obtain
3∑
j=1
δjV
′
j
2 −
3∑
j=1
δjVj
2 =
3∑
j=1
δj(V
′
j − Vj)(V ′j + Vj)
=
ǫβ
ϕ
3∑
j=1
δj(vj − v′j)
(
2Vj +
ǫβ
ϕ
(vj − v′j)
)
=
ǫβ
ϕ
(
2
3∑
j=1
δjVj(vj − v′j) +
ǫβ
ϕ
3∑
j=1
δj(vj − v′j)2
)
=
ǫβ
ϕ2
(
−2Ω + ǫβ
(
3∑
j=1
δjv
′
j
2 −K
))
, (71)
where K = ǫˆ (respectively, K = 0). If the pair (v′, V ′) associated to f ′
satisfies (3) (respectively, (4)), then (70) holds, as well as
3∑
j=1
δjv
′
jV
′
j = 0 (72)
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and
3∑
j=1
δjV
′
j
2
= C, (73)
where C = ǫ˜(c− c˜) (respectively, C = 1). It follows from (71) that (69) holds.
Conversely, let (γ1, γ2, γ3, v
′
1, v
′
2, v
′
3, ϕ, ψ, β) be a solution of the linear sys-
tem of PDE’s obtained by adding equation (65) to system (57). If (59), (70)
and (69) are satisfied at some point of Mn, then they are satisfied at every
point of Mn by Proposition 17. Then, equations (70), (69) and (71) imply
that (73) holds. On the other hand, using (61) we obtain
3∑
j=1
δjv
′
jV
′
j =
3∑
j=1
δjv
′
jVj +
ǫβ
ϕ
3∑
j=1
δjv
′
jvj −
ǫβ
ϕ
3∑
j=1
δjv
′
j
2
=
3∑
j=1
δjv
′
jVj −
ǫβ
ϕ
(K −
3∑
j=1
δjv
′
jvj)
= ϕ−1Ω = 0
by (70) and (69). Thus, the pair (v′, V ′) associated to f ′ also satisfies (3)
(respectively, (4)).
6.2 Explicit three-dimensional solutions of Problem ∗
We now use Theorem 19 to compute explicit examples of pairs of isometric
immersions f : M3 → Q4s(c) and f˜ : M3 → Q4s˜(c˜), c 6= c˜, with three distinct
principal curvatures.
First notice that, if c = 0 (respectively, c 6= 0) and (v, h, V ) is a solution of
system (2) on a simply connected open subset U ⊂ R3 with vi 6= 0 everywhere
for 1 ≤ i ≤ 3, then, in order to determine the corresponding immersion
f : U → R4s (respectively, f : U → Q4s(c) ⊂ R5s+ǫ0, where ǫ0 = c/|c|), one has
to integrate the system of PDE’s

(i)
∂f
∂ui
= viXi, (ii)
∂Xi
∂uj
= hijXj, i 6= j,
(iii)
∂Xi
∂ui
= −∑k 6=i hkiXk + ǫViN − cvif,
(iv)
∂N
∂ui
= −ViXi, 1 ≤ i ≤ 3,
(74)
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with initial conditions X1(u0), X2(u0), X3(u0), N(u0), f(u0) at some point
u0 ∈ U chosen so that the set {X1(u0), X2(u0), X3(u0), N(u0)} (respectively,
{X1(u0), X2(u0), X3(u0), N(u0), |c|1/2f(u0)}) is an orthonormal basis of R4s
(respectively, R5s+ǫ0).
The idea for the construction of explicit examples is to start with trivial
solutions (v, h, V ) of system (2). If ǫˆ = 1, one can start with the solution
(v, h, V ) of system (2), with (δ1, δ2, δ3) = (1,−1, 1), for which v = (1, 0, 0),
h = 0 and V is either
√−C(0, 1, 0) or √C(0, 0, 1), corresponding to C < 0
or C > 0, respectively. If ǫˆ = −1 and C > 0, we may start with the
solution (v, h, V ) of system (2), with (δ1, δ2, δ3) = (1,−1, 1), for which v =
(0, 1, 0), h = 0 and V =
√
C(0, 0, 1), whereas for C < 0 we take (δ1, δ2, δ3) =
(−1,−1,−1), v = (0, 0, 1), h = 0 and V = √−C(1, 0, 0). Even though,
for the corresponding solution (X1, X2, X3, N, f) of system (74), the map
f : U → Q4s(c) is not an immersion, the map f ′ : U → Q4s(c) obtained by
applying Theorem 19 to it does define a hypersurface of Q4s(c), which is
therefore a solution of Problem ∗.
In the following, we consider the case in which ǫˆ = 1 and C < 0, the
others being similar. We take (v, h, V ) as the solution of system (2), with
(δ1, δ2, δ3) = (1,−1, 1), for which v = (1, 0, 0), h = 0 and V =
√−C(0, 1, 0).
If c = 0, the corresponding solution of system (74) with initial conditions
(X1(0), X2(0), X3(0), N(0), f(0)) = (E1, E2, E3, ǫE4, 0)
is given by
f = f(u1) = u1E1, X1 = E1, X3 = E3,
X2 =
{
cosh au2E2 + sinh au2E4, if ǫ = −1,
cos au2E2 + sin au2E4, if ǫ = 1,
(75)
and
N =
{ − sinh au2E2 − cosh au2E4, if ǫ = −1,
− sin au2E2 + cos au2E4, if ǫ = 1, (76)
where a =
√−C . If c 6= 0, the corresponding solution of system (74) with
initial conditions
(X1(0), X2(0), X3(0), N(0), f(0)) = (E1, E2, E3, E4, |c|−1/2E5)
is given by
f = f(u1) =
{
1√
c
(cos
√
c u1E5 + sin
√
c u1E1), if c > 0,
1√−c(cosh
√−c u1E5 + sinh
√−c u1E1), if c < 0, (77)
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X1 =
{ − sin√c u1E5 + cos√c u1E1, if c > 0,
sinh
√−c u1E5 + cosh
√−c u1E1, if c < 0, (78)
X3 = E3 and X2, N as in (75) and (76), respectively.
We now solve system (7) for (v, h, V ) as in the preceding paragraph.
Notice that (9) and (10), with K1 = 0 and K2 = 1, reduce, respectively, to
2ϕψ =
∑
i
γ2i + ǫβ
2 + cϕ2 (79)
and
v′22 = v
′2
1 + v
′2
3 − 1. (80)
We also impose that
− aϕv′2 = ǫβ(1− v′1), (81)
which corresponds to the function Ω in (11) vanishing everywhere. It follows
from equations (i), (ii) and (iv) of (7) that ϕ, γj and β depend only on u1,
uj and u2, respectively. Equation (iii) then implies that there exist smooth
functions φi = φi(ui), 1 ≤ i ≤ 3, such that
(δ1i − v′i)ψ = φi. (82)
Replacing (82) in (80) gives
ψ =
φ21 − φ22 + φ23
2φ1
. (83)
Multiplying (81) by ψ and using (82) yields
aϕφ2 = ǫβφ1,
hence there exists K 6= 0 such that
β =
ǫ
K
φ2 and ϕ =
1
Ka
φ1. (84)
It follows from (i) and (iv) that
γ1 =
1
Ka
φ′1 and γ2 = −
1
Ka
φ′2 (85)
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where φ′i stands for the derivative of φi (with respect to ui). Using (v) for
i = 3, (82) and the second equation in (84) we obtain that
γ3 =
1
Ka
φ′3.
Then, it follows from (iii), (82), the first equation in (85) and the second one
in (84) that
φ′′1 = (Ka− c)φ1. (86)
Similarly,
φ′′2 = −(ǫa2 +Ka)φ2 and φ′′3 = Kaφ3. (87)
Moreover, by (79) we must have
φ′21 − (Ka− c)φ21 + φ′22 + (ǫa2 +Ka)φ22 + φ′23 −Kaφ23 = 0. (88)
Notice that each of the expressions under brackets in the preceding equation
is constant, as follows from (86) and (87).
We compute explicitly the corresponding hypersurface given by (12) when
c = 0, c˜ = 1, ǫ = 1 = ǫ˜ and K = 1. In this case we have C = −1 and a = 1,
hence equations (86) and (87) yield

φ1 = A11 cosh u1 + A12 sinh u1,
φ2 = A21 cos
√
2u2 + A22 sin
√
2 u2,
φ3 = A31 cosh u3 + A32 sinh u3,
where Aij ∈ R, 1 ≤ i, j ≤ 3, satisfy
A212 − A211 + 2(A221 + A222) + A232 −A231 = 0,
in view of (88). Assuming, say, that
A212 −A211 < 0 and A232 − A231 < 0,
we may write A11 = ρ1 cosh θ1, A12 = ρ1 sinh θ1, A21 = ρ2 sin θ2, A22 =
ρ2 cos θ2, A31 = ρ3 cosh θ3 and A32 = ρ3 sinh θ3 for some ρi > 0 and θi ∈ R,
1 ≤ i ≤ 3. Then 

φ1 = ρ1 cosh(u1 + θ1),
φ2 = ρ2 sin(
√
2u2 + θ2),
φ3 = ρ3 cosh(u3 + θ3),
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with
2ρ22 = ρ
2
1 + ρ
2
3,
and we can assume that θi = 0 after a suitable change ui 7→ ui + u0i of the
coordinates ui, 1 ≤ i ≤ 3. Setting ρ = ρ2, we can write ρ1 =
√
2ρ cos θ and
ρ3 =
√
2ρ sin θ for some θ ∈ [0, 2π]. Thus

φ1 =
√
2ρ cos θ cosh u1,
φ2 = ρ sin
√
2u2,
φ3 =
√
2ρ sin θ cosh u3,
and the coordinate functions of the corresponding hypersurface f ′ : U → R4
are
f ′1 = u1 − 2gh cos θ sinh u1, f ′2 = gh(2 cos
√
2u2 cos u2 +
√
2 sin
√
2u2 sin u2),
f ′3 = −2gh sin θ sinh u3, f ′4 = gh(2 cos
√
2u2 sin u2 −
√
2 sin
√
2u2φ2 cosu2),
where
g = 2 cos θ cosh u1
and
h−1 = 2 cos2 θ cosh2 u1 − sin2
√
2u2 + 2 sin
2 θ cosh2 u3.
To determine the immersion f˜ ′ : U → S4 that has the same induced met-
ric as f ′, we start with the solution (v˜, h˜, V˜ ) of system (2), together with
equations (5) and (6), with (δ1, δ2, δ3) = (1,−1, 1) and c replaced by c˜ = 1,
for which v˜ = v = (1, 0, 0), h˜ = h = 0 and V˜ = (0, 0, 1).
The corresponding solution (X˜1, X˜2, X˜3, N˜ , f˜) of system (74), with ǫ =
ǫ˜ = 1, c = c˜ = 1 and initial conditions
(X˜1(0), X˜2(0), X˜3(0), N˜(0), f˜(0)) = (E1, E2, E3, E4, E5)
is given by
f˜ = f˜(u1) = cosu1E5 + sin u1E1, (89)
X˜1 = − sin u1E5 + cosu1E1, X˜2 = E2, (90)
X˜3 = cosu3E3 + sin u3E4 and N˜ = − sin u3E3 + cosu3E4. (91)
Arguing as before, we solve system (7) together with equations (9) and
(10), which now become
2ϕ˜ψ˜ =
∑
i
γ˜2i + β˜
2 + ϕ˜2 (92)
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and
v˜′
2
2 = v˜
′2
1 + v˜
′2
3 − 1. (93)
We also impose that
ϕ˜v˜′3 = β˜(1− v˜′1), (94)
which corresponds to the function Ω in (11) vanishing everywhere. We obtain
ψ˜ =
φ˜21 − φ˜22 + φ˜23
2φ˜1
, (δi1 − v˜′i)ψ˜ = φ˜i, (95)
β˜ =
1
K˜
φ˜3, ϕ˜ = − 1
K˜
φ˜1, (96)
γ˜1 = − 1
K˜
φ˜′1, γ˜2 =
1
K˜
φ˜′2 and γ˜3 = −
1
K˜
φ˜′3 (97)
for some K˜ ∈ R, where the functions φ˜i = φ˜i(ui) satisfy
φ˜′′1 = −(1 + K˜)φ˜1, φ˜′′2 = K˜φ˜2 φ˜′′3 = −(1 + K˜)φ˜3 (98)
and
(φ˜′21 + (1 + K˜)φ˜
2
1) + (φ
′2
2 − K˜φ˜22) + (φ′23 + (1 + K˜)φ˜23) = 0. (99)
Notice that each of the expressions under brackets in the preceding equation
is constant, as follows from (98). Notice also that, for K˜ = −2, the two
preceding equations coincide with (86), (87) and (88) for 1 = K = a = ǫ and
c = 0, hence the metrics induced by f ′ and f˜ ′ : U → S4 ⊂ R5 coincide by
(82) and the second equation in (95). The coordinate functions of f˜ ′ are
f˜ ′1 = sin u1 + gh(cos θ cosu1 sinh u1 + cos θ sin u1 cosh u1)
f˜ ′2 = −gh cos
√
2u2
f˜ ′3 = gh(sin θ cos u3 sinh u3 − sin θ sin u3 cosh u3)
f˜ ′4 = gh(sin θ sin u3 sinh u3 + sin θ cosu3 cosh u3)
f˜ ′5 = cosu1 + gh(cos θ cosu1 cosh u1 − cos θ sin u1 sinh u1)
(100)
where
g = 2 cos θ cosh u1
and
h−1 = 2 cos2 θ cos2 u1 − sin2
√
2u2 + 2 sin
2 θ cosh2 u3.
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6.3 Examples of conformally flat hypersurfaces
One can also use Theorem 19 to compute explicit examples of conformally
flat hypersurfaces f : M3 → Q4s(c) with three distinct principal curvatures. It
suffices to consider the case c = 0, because any conformally flat hypersurface
f : M3 → Q4s(c), c 6= 0, is the composition of a conformally flat hypersurface
g : M3 → R4s with an “inverse stereographic projection”.
We start with the trivial solution v = (0, 1, 1), V = (1, 0, 0) and h = 0 of
system (2), for which the corresponding solution of system (74) with initial
conditions
(X1(0), X2(0), X3(0), N(0), f(0)) = (E1, E2, E3, E4, 0)
is given by
f = f(u2, u3) = u2E2 + u3E3, X2 = E2, X3 = E3,
X1 =
{
cosh u1E1 + sinh u1E4, if ǫ = −1,
cosu1E1 + sin u1E4, if ǫ = 1,
(101)
and
N =
{
sinh u1E1 + cosh u1E4, if ǫ = −1,
− sin u1E1 + cosu1E4, if ǫ = 1. (102)
Even though this solution does not correspond to a three-dimensional hy-
persurface, one can still apply Theorem 19. We solve system (7) for (v, h, V )
as in the preceding paragraph. Equations (9) and (10), with K1 = 0 = K2,
become
2ϕψ =
∑
i
γ2i + ǫβ
2 (103)
and
v′22 = v
′2
1 + v
′2
3. (104)
We also impose that
ϕv′1 = −ǫβ (v′3 − v′2) , (105)
which corresponds to the function Ω in (11) vanishing everywhere. It follows
from (iii) that
v′1ψ = β −
∂γ1
∂u1
.
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Since the right-hand-side of the preceding equation depends only on u1 by
(ii) and (iv), there exists a smooth function φ1 = φ1(u1) such that
v′1ψ = φ1. (106)
Similarly,
(1− v′i)ψ = φi (107)
for some smooth functions φi = φi(ui), 2 ≤ i ≤ 3. In particular,
(v′2 − v′3)ψ = φ3 − φ2. (108)
Multiplying (105) by ψ and using (106) and (108) yields
ϕ =
1
K
(φ3 − φ2) (109)
and
β =
ǫ
K
φ1 (110)
for some K ∈ R. On the other hand, replacing (106) and (107) in (104) gives
ψ =
φ21 − φ22 + φ23
2(φ3 − φ2) . (111)
It follows from (i) and (109) that
γ2 = − 1
K
φ′2 and γ3 =
1
K
φ′3,
whereas (iv) and (110) yields
γ1 = − 1
K
φ′1. (112)
We obtain from (iii), (110) and (112) that
φ′′1 = (K − ǫ)φ1. (113)
Similarly,
φ′′2 = −Kφ2 and φ′′3 = Kφ3. (114)
Moreover, by (103) we must have
(φ′21 − (K − ǫ)φ21) + (φ′22 +Kφ22) + (φ′23 −Kφ23) = 0. (115)
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Notice that each of the expressions under brackets in the preceding equation
is constant, as follows from (113) and (114).
The conformally flat hypersurface given by (12) (with c = 0) has coordi-
nate functions
f ′1 = −ψ−1(φ′1 cosu1 + φ1 sin u1), f ′2 = u2 − ψ−1φ′2,
f ′3 = u3 + ψ
−1φ′3 and f
′
4 = ψ(φ1 cosu1 − φ′1 sin u1),
with ψ as in (111). We compute them explicitly for the particular case ǫ = 1
and K < 0, the others being similar. In this case we have

φ1 = A11 cos
√|K − 1|u1 + A12 sin√|K − 1| u1,
φ2 = A21 cosh
√|K|u2 + A22 sinh√|K|u2,
φ3 = A31 cos
√|K|u3 + A32 sin√|K|u3,
with Aij ∈ R for 1 ≤ i, j ≤ 3, and equation (115) reduces to
|K − 1|(A211 + A212) + |K|(A222 − A221) + |K|(A231 + A232) = 0.
This implies that
A222 − A221 < 0,
hence we may write A21 = ρ2 cosh θ2 and A22 = ρ2 sinh θ2 for some ρ2 > 0 and
θ2 ∈ R. We may also write A11 = ρ1 cos θ1, A12 = ρ1 sin θ1, A31 = ρ3 cos θ3
and A32 = ρ3 sin θ3 for some ρ1, ρ3 > 0 and θ1, θ3 ∈ [0, 2π]. Then

φ1 = ρ1 cos(
√|K − 1|u1 − θ1),
φ2 = ρ2 cosh(
√|K|u2 + θ2),
φ3 = ρ3 cos(
√|K|u3 − θ3),
with
|K|ρ22 = |K − 1|ρ21 + |K|ρ23,
and we can assume that θi = 0 after a suitable change ui 7→ ui + u0i of the
coordinates ui, 1 ≤ i ≤ 3. Setting ρ = ρ2, we can write ρ1 =
√
|K|
|K−1|ρ cos θ
and ρ3 = ρ sin θ for some θ ∈ [0, 2π]. Thus

φ1 =
√
|K|
|K−1|ρ cos θ cos(
√|K − 1|u1),
φ2 = ρ cosh(
√|K|u2),
φ3 = ρ sin θ cos(
√|K|u3).
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For instance, for K = −1 we get the conformally flat hypersurface of R4
whose coordinate functions are
f ′1 = 2 cos θgh(
√
2 cos
√
2u1 sin u1 − sin
√
2u1 cos u1), f
′
2 = u2 + 4 sinh u2gh,
f ′3 = u3 + 4 sin θ sin u3gh, f
′
4 = −2 cos θ(sin
√
2u1 sin u1 + cos
√
2u1 sin u1)gh
where
g = cosh u2 − sin θ cosu3
and
h−1 = cos2 θ cos2
√
2u1 − 2 cosh2 u2 + 2 sin2 θ cos2 u3.
6.4 Proof of Corollary 10
Given a hypersurface f : M3 → Q4s(c), set ǫ = −2s+1, ǫc = c/|c| and ǫˇ = ǫǫc.
Let ϕ and ψ be defined by
(ϕ(t), ψ(t)) =
{
(cos(
√|c|t), sin(√|c|t)), if ǫˇ = 1,
(cosh(
√|c|t), sinh(√|c|t)), if ǫˇ = −1.
Then the family of parallel hypersurfaces ft : M
3 → Q4s(c) ⊂ R5s+ǫ0 to f is
given by
i ◦ ft = ϕ(t)i ◦ f + ψ(t)√|c|i∗N,
where N is one of the unit normal vector fields to f and i : Q4s(c)→ R5s+ǫ0 is
the inclusion, with ǫ0 = 0 or 1, corresponding to c > 0 or c < 0, respectively.
We denote by M3t the manifold M
3 endowed with the metric induced by ft.
Proposition 20. Let f : M3 → Q4s(c) be a holonomic hypersurface. Then
any parallel hypersurface ft : M
3
t → Q4s(c) to f is also holonomic and the
pairs (v, V ) and (vt, V t) associated to f and ft, respectively, are related by

vti = ϕ(t)vi − ψ(t)√|c|Vi
V ti = ǫˇ
√|c|ψ(t)vi + ϕ(t)Vi. (116)
In particular, htij = hij.
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Proof. We have
ft∗ = ϕ(t)f∗ +
ψ(t)√|c|N∗ = f∗
(
ϕ(t)I − ψ(t)√|c|A
)
, (117)
thus a unit normal vector field to ft is
Nt = −ǫˇ
√
|c|ψ(t)f + ϕ(t)N.
Then,
Nt∗ = f∗
(
−ǫˇ
√
|c|ψ(t)I − ϕ(t)A
)
= −ft∗
(
ϕ(t)I − ψ(t)√|c|A
)−1 (
ǫˇ
√
|c|ψ(t)I + ϕ(t)A
)
.
which implies that
At =
(
ϕ(t)I − ψ(t)√|c|A
)−1 (
ǫˇ
√
|c|ψ(t)I + ϕ(t)A
)
. (118)
It follows from (117) and (118) that f˜ is also holonomic with associated pair
given by (116). The assertion on htij follows from a straightforward compu-
tation.
Proof of Corollary 10: Conditions (3) for (vt, V t) (with c˜ = 0) follow imme-
diately from those for (v, V ).
Remark 21. Given a hypersurface f : M3 → Q4s(c), it can be checked that
the parallel hypersurfaces ft : M
3 → Q4s(c) correspond to the Ribaucour
transforms of f determined by solutions (γ1, γ2, γ3, v
′
1, v
′
2, v
′
3, ϕ, ψ, β) of sys-
tem (57) for which γ1 = γ2 = γ3 = 0 and ϕ, ψ and β are constants satisfying
(59).
7 Proof of Theorem 11
For the proof of Theorem 11 we need the following preliminary fact, which
was already observed in [5] for s = 0.
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Lemma 22. Let f : M3 → Q4s(c) be a hypersurface with three distinct princi-
pal curvatures λ1, λ2 and λ3. Then, any two of the following three conditions
imply the remaining one:
(i) (λj − λk)ei(λi) + (λi − λk)ei(λj) + (λj − λi)ei(λk) = 0.
(ii) (C + ǫˆλjλk)(λk − λj)ei(λi) + (C + ǫˆλiλk)(λk − λi)ei(λj)
+ (C + ǫˆλiλj)(λi − λj)ei(λk) = 0.
(iii) ei(λiλj) = 0.
Proof. It is easily checked that (i) is equivalent to
(λk − λi)ei(λiλj) = (λj − λi)ei(λiλk), 1 ≤ i 6= j 6= k 6= i ≤ 3,
whereas the difference between (ii) and (i) is equivalent to
λk(λk − λi)ei(λiλj) = λj(λj − λi)ei(λiλk), 1 ≤ i 6= j 6= k 6= i ≤ 3,
and the statement follows easily.
Proof of Theorem 11: By Theorem 8, f is locally a holonomic hypersurface
whose associated pair (v, V ) is given in terms of the principal curvatures
λ1, λ2 and λ3 of f by
vj =
√
δj
(λj − λi)(λj − λk) and Vj = λjvj, 1 ≤ j ≤ 3. (119)
Moreover, we have seen in the proofs of Theorems 6 and 8 that conditions
(i) and (ii) in Lemma 22 hold for λ1, λ2 and λ3. Thus, also condition (iii) is
satisfied. Assuming that λj 6= 0 for 1 ≤ j ≤ 3, we can write
λiλj = ιkφ
2
k, ιk ∈ {−1, 1}, 1 ≤ i 6= j 6= k 6= i ≤ 3, (120)
for some positive smooth functions φk = φk(uk), 1 ≤ k ≤ 3. It follows from
(120) that
λj = ǫj
φiφk
φj
, (121)
where ǫj =
λj
|λj | , 1 ≤ j ≤ 3. We may suppose that λ1 < λ2 < λ3, so that
ǫkφ
2
i − ǫiφ2k > 0, 1 ≤ i < k ≤ 3.
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Substituting (121) into (119), we obtain that
vj =
φj
ψiψk
, 1 ≤ j ≤ 3, (122)
where
ψj =
√
ǫkφ2i − ǫiφ2k
and
Vj = λjvj = ǫj
φiφk
ψiψk
, i, k 6= j, i < k.
We obtain from (122) that
hij =
1
vj
∂vj
∂ui
=
ψiψk
φj
φj
ψiψ2k
(
−∂ψk
∂ui
)
= − 1
ψk
∂ψk
∂ui
. (123)
On the other hand, equation (iv) of system (2) yields
hij =
1
Vj
∂Vj
∂ui
=
ψiψk
φiφk
φk
ψiψ
2
k
(
dφi
dui
ψk − φi∂ψk
∂ui
)
=
1
φi
dφi
dui
− 1
ψk
∂ψk
∂ui
. (124)
Comparying (123) and (124), we obtain that
dφi
dui
= 0, 1 ≤ i ≤ 3.
This implies that ∂ψk
∂ui
= 0 for all 1 ≤ i 6= k ≤ 3, and hence hij = 0 for all
1 ≤ i 6= j ≤ 3. But then equation (ii) of system (2) gives
ǫλiλj + c = 0
for all 1 ≤ i 6= j ≤ 3, which implies that −ǫc > 0 and λ1 = λ2 = λ3 =
√−ǫc,
a contradiction. Thus, one of the principal curvatures must be zero, and the
result follows from part b) of Theorem 4.
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