Априорное оценивание в байесовских сетях при ярусном подходе. Часть 1 by Веревка, О.В. & Карпинка, Е.С.
Компьютерная математика. 2017, № 1 55
Рассмотрено индивидуальное апри-
орное байесовское оценивание при
ярусном представлении сетевого
графа.
 О.В. Веревка, Е.С. Карпинка,
2017
УДК 681.3: 06.51
О.В. ВЕРЕВКА, Е.С. КАРПИНКА
АПРИОРНОЕ ОЦЕНИВАНИЕ
В БАЙЕСОВСКИХ СЕТЯХ
ПРИ ЯРУСНОМ ПОДХОДЕ. ЧАСТЬ 1
Введение. Проблемы, для решения которых
обычно привлекают байесовские сети (БС),
условно можно отнести к одной из двух вза-
имосвязанных групп: задачи априорного и
апостериорного оценивания.
Основные априорные задачи:
– вычисление информационных нагрузок
вершин сети, т. е. априорных оценок вероят-
ностей актуальности допустимых состояний;
– аналогичное групповое оценивание, т. е.
вычисление оценок вероятностей пребыва-
ния фиксированного подмножества вершин
(возможно, всех вершин сети) в определен-
ных допустимых состояниях;
– поиск наиболее/наименее вероятной
конфигурации состояний фиксированного
множества вершин сети, т. е. определение
тех допустимых состояний некоторых/всех
вершин сети, при которых оценка вероятно-
сти конфигурации является экстремальной.
Апостериорное оценивание выполняется
в случае идентификации актуальных состоя-
ний одной или нескольких вершин сети.
Постановка основных апостериорных задач
аналогична априорному варианту, их форму-
лировку можно получить из представленных
выше, добавив выражение «при наличии ука-
занной ситуации» и уточнения «условная»
для вероятностей.
Существующие подходы к организации
сетевых вычислений базируются на преобра-
зовании графа сети в узловое дерево [1],
и структура «родственных» связей вершин
несущественна. Далее предложена организа-
ция вычисления априорных оценок в БС
на основе ярусной структуризации графа [2, 3],
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облегчающей параллельную организацию вычислений, что особенно важно для
нечеткой информации. Рассмотрено построение маршрутной матрицы для инди-
видуального априорного оценивания, определяющей последовательность реше-
ния задачи.
1. Основные обозначения и предположения. Пусть G – ориентированный
ацикличный граф с множеством вершин {an} GNn 1  и матрицей смежности вершин
{nm} GNn 1 GNm 1 , где nm 1, если в графе G присутствует ориентированное ребро
(аn, ат), и nm  0 в противном случае. Введем обозначение pr(am) для множества
родительских вершин, nm  1 при аn pr(am). Назовем корневой цепочкой для
некорневой вершины аn каждый ориентированный маршрут с концом в аn и на-
чалом в корневой вершине, из которой аn достижима. Для вершины аn опреде-
лим ярусный показатель (аn) как максимальную длину корневых цепочек для
аn. Вершины с одинаковым ярусным показателем образуют ярус (поколение).
Обозначим  )( nOFF a  и  )( nIN a  выходную и входную локальную степени вер-
шины an, т. е. количество ребер, которые соответственно выходят из вершины an
и входят в an:  )( nOFF a 

GN
m
nm
1
μ ,  )( nIN a 

GN
m
mn
1
μ . Алгоритм структуриро-
ванного представления G как ориентированного ярусно-параллельного ациклич-
ного графа детально рассмотрен в [2]. Полагаем, что определены такие характе-
ристики:
1) количество ярусов (L+1) и последовательность их мощностей 0 ,..., ;lk k
2) упорядоченное по ярусной принадлежности множество псевдо
V(G)  {vn} GNn 1  вершин {an} GNn 1 , 


L
l
lG kN
0
. Вершина с псевдо vn может пребы-
вать в одном из состояний Vn{ njnV } nn
J
j 1 , Jn  2, образующих полную группу.
Для каждой vn определен ярусный показатель (vn). Корневые вершины
{vn} 0 1
k
n  образуют нулевой ярус ((vn)  0) мощностью k0, желательно упорядо-
чение вершин нулевого яруса по убыванию значений  )( nOFF v . Вершины
{vn} l l
K
Kn 11  , где 
l
t
tl kK
0
, Ll ,0 , GL NK  ,  образуют l-й ярус ((vn)  l )
мощностью ;lk
3) матрица смежности (G)  {ij} GNi 1 GNj 1 (или  ji, ) вершин V(G) в пред-
ставлении {БЛОКlm}
L
l 0 Lm 0 . БЛОКlm задает прямые родительские связи между
вершинами l-го и т-го ярусов и является прямоугольной матрицей
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{ij} l
l
K
Ki 11 
m
m
K
Kj 11   размерностью klkт,: ij 1, если vipr(vj) и ij  0
в противном случае;
4) построенная по (G) полная матрица достижимости (G)  {ij} GNi 1 GNj 1
(или  ji, ) вершин V(G) в аналогичном представлении: ij  1, если граф G
допускает ориентированный маршрут из vi в vj и ij  0 в противном случае.
На главной диагонали {ii} GNi 1  положим ii 1;
5) входная экспертная информация. Для корневых вершин {vn} 0 1
k
n  заданы
априорные оценки вероятностей P(vn)  { )( njnVP } nn
J
j 1  пребывания вершин vn в
состоянии njnV . Для вершин других ярусов задана совокупность прямых связей
в сети P(vn; pr(vn)) – оценки условных вероятностей допустимых состояний вер-
шины vn относительно допустимых состояний ее родительских вершин pr(vn),
используемые также в цепной формуле как P(vn; pr(vn)  {vm, 1  m  n,
vm pr(vn)}) – оценки условных вероятностей состояний вершины vn относи-
тельно фиксированных допустимых состояний ее родительских вершин pr(vn)
при любых состояниях старших относительно vn вершин {vm, 1  m  n – 1,
vm pr(vn)}.
Назовем множеством достижимости (n) вершины vnV(G), (vn)  l1,
упорядоченное множество вершин старших ярусов, из которых можно попасть
в vn: (n)  {vi: in 1} 11lKi ; полное множество достижимости ψ (n)  vn  (n) 
{vi: in 1} GNi 1 . Для вершин {v qm }
Q
q 1 , Q  2 (значения {mq} Qq 1  упорядочены
по возрастанию) полным множеством достижимости назовем ψ ({mq} Qq 1 ) 
 )(ψ
1
q
Q
q
m 

. Пусть vnV(G), (vn)  1 и G(n)  G – подграф графа G с вершинами
ψ (n). Назовем mv  (n) младшим локальным корнем для вершины vn, если
mv – разделяющая вершина графа G(n) и на цепочках, соединяющих mv  с vn,
разделяющих в G(n) вершин не существует (корневая вершина – тривиальный
вариант локального корня) [4]. Внутренняя вершина mv ψ
 ({mq} Qq 1 ),
{v
qm }
Q
q 1 V(G), в графе G({mq} Qq 1 )  )( mOFF v 0 – младший локальный ко-
рень для ψ ({mq} Qq 1 ), если mv – разделяющая вершина графа G({mq}
Q
q 1 ),
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и на всех возможных цепочках, проходящих через mv , на младших относитель-
но mv  ярусах разделяющих в G({mq}
Q
q 1 ) вершин не существует. Пусть (n) 
 { )(tmnv } n
T
t 1 . Назовем реализацией Un(jn;{ )(tmnj }
nT
t 1 )  ( njnV ; { )()( tnmn
j
tmV }
nT
t 1 )
множества ψ (n) событие, когда вершины (vn; (n)) сети пребывают соответст-
венно в состояниях ( njnV ; {
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n
j
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t 1 ). События {Un(jn; { )(tmnj } n
T
t 1 )} nn
J
j 1
образуют полную группу, так что для вершины vn достаточно оценивать
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1
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2
nV )  P( 1nV ) 
 1 – P( 1nV ). Используем обозначение mf {fnm} Nn 1  для m-го столбца матрицы
{fnm}
N
n 1
M
m 1 .
2. Маршрутная схема ярусного априорного оценивания. Оценку P( njnV )
вероятности того, что вершина vn, (vn)  1 пребывает в состоянии njnV , получа-
ем как сумму оценок вероятностей по всем реализациям множества (n):
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Переходим от оценивания априорной вероятности актуальности состояний
вершины vn по всему множеству достижимости (n) к ее определению по мно-
жеству локальных корней графа G(n). Вычисления выполняются поярусно, на-
чиная от старших поколений. Переход на следующий ярус производится лишь
после отработки предыдущего. Для корневого яруса {vn} 01
K
n известны P(vn) 
= {P( njnV )} nn
J
j 1 . Далее оценки вычисляются для вершин в порядке возрастания
номера псевдо. Построим верхнетреугольную априорную маршрутную матрицу
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(G)  {mn} 11LKm GN Kn 10 . Столбец nξ  соответствует графу G(n) и определяет
маршрут априорного оценивания P(vn), mn{0, 1, 2}. При mn  0 информация
относительно вершины vm отсутствует в оценочном соотношении. Если же при
(vm)  (vn) mn  0, оценки для vm учитываются, причем mn задает статус вер-
шины vm относительно vn. Вершина vm – младший локальный корень для верши-
ны vn, если mn  1; при оценивании (1) vm рассматривается как корневая,
и используется уже вычисленная априорная оценка P(vm). Если mn  2, то vm –
транзитная относительно vn вершина, и при учете в (1) вершин (vm)-го яруса
используются априорные оценки P(vm; pr(vm)).
Рассмотрим построение матрицы (G). Вначале mn(G) положим
mn: 0, статус всех вершин не определен. Для вершин первого яруса (для n 
= 10 ,1 KK  ) и для vn, (vn)  l, 2 l  L, с единственной родительской вершиной
(при IN (vn)  1) маршрут nξ : nω . Теперь сформируем столбец nξ  матрицы
(G) – маршрут оценивания для вершины vn, IN (vn)1, (vn)  l. Полагаем, что
m  Kl–1, 2  l  L оценки P(vm)  {P( mjmV )} mm
J
j 1  уже просчитаны. Обо-
значим PR(n) множество номеров родительских для vn вершин pr(vn),
и PR(Q) = 
Qn
nPR

)( – множество номеров родительских вершин для {vn, n  Q},
Q  {m} GNm 1 . Используются два вспомогательных множества номеров псевдо
вершин, причастных к выполняемой операции: NEW (новые поступления при
переходе на следующий старший ярус) и OLD (еще не отработанные «родители»
вершин текущего и уже рассмотренных ярусов G(n)). – текущий номер рас-
сматриваемого яруса графа G(n).
Шаг 0. OLD: , NEW: PR(n), : l – 1; m  GN,1 mn: .
Шаг 1. OLD OLD  NEW. NEW: .
Шаг 2. qmax: max{i: iOLD}. qmin: min{i: iOLD}. q : qmin.
Шаг 3. Если q  qmax и вершина vq – единственная на -м ярусе графа G(n) не
имеет статуса, то vq присваивается статус локального корня относительно vn,
qn: 1. При наличии у vq статуса вершины -го яруса графа G(n) полностью
отработаны относительно vn. OLD: OLD\ q,  переход на шаг 8).
Шаг 4. Если q  qmax и всем вершинам vi, iOLD, i  q на -м ярусе графа
G(n) уже присвоен статус, то {iOLD, i q} OLD: OLD\ i. Вершины -го яру-
са графа G(n) полностью отработаны относительно vn; переход на шаг 8).
Шаг 5. Если q  qmax и среди вершин vi, i  q на -м ярусе графа G(n) статус
определен еще не у всех, учитываем информацию относительно взаимозависи-
мости вершины vq и всех остальных вершин vi последовательно по возрастанию
номеров псевдо iOLD, i  q:
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а) если у вершины vq еще нет статуса и {iOLD, i  q} fm(i, q)  0,
то вершине vq присваивается статус локального корня относительно vn, qn: 1.
Переход на шаг 6.
б) Последовательно по возрастанию номеров {iOLD, i  q}:
если {вершина vi не имеет статуса, находится на -м ярусе (при K–1+ 1 i 
 K и fm(i, q)  0}, то вершине vi присваивается статус «транзитная» относи-
тельно vn  и in : 2; NEW: NEW  PR(i);
в) если {вершина vq не имеет статуса, существует хотя бы одно такое
i  OLD, i  q, что fm(i, q)  0 и вершина vq находится на -м ярусе  (при
K–1+1 q K) }, то вершине vq присваивается статус «транзитная» относитель-
но vn  и qn: 2; NEW:NEW  PR(q).
Шаг 6. Вершина vq полностью отработана относительно vn, OLD : OLD \ q.
Шаг 7. qmin: q; q: min{i: i  OLD, i  qmin }. Переход на шаг 3.
Шаг 8. При   1: если {NEW  }{OLD  }, маршрут nξ  сформирован,
ВЫХОД из алгоритма; в противном случае анализируем смежный старший ярус,
  – 1.  Переход на шаг 1.
Шаг 9. При   1 корневые вершины vq, qNEWOLD – локальные корни
относительно vn, qn: 1, маршрут nξ  сформирован. ВЫХОД из алгоритма.◄
3. Ярусное априорное оценивание согласно маршрутам матрицы (G).
Получим выражение (1) в терминах построенной матрицы (G) для вершины vn;
оценивание осуществляется по возрастанию номера n, полагаем для m  n оцен-
ки P(vm)  {P( mjmV )} mm
J
j 1 уже вычисленными. Для первого яруса (n  10 ,1 KK  ):
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Для вершин vn с единственной родительской вершиной vm, IN (vn)  1,
mn 1, имеем P( njnV ): 

m
m
J
j 1
P( njnV /V m
j
m )P(V mjm ); в частности, в бинарном
случае
P( 1nV ): P( 1mV )  P( 1nV / 1mV )  [1– P( 1mV )]  P( 1nV / 1mV ),
P( 2nV )  P( 1nV ): 1– P( 1nV ).
Для вершины vn, IN (vn)  1, (vn)  1 используем вспомогательное множе-
ство Y  {yi} nIi 1 , In  n номеров позиций ненулевых значений в столбце nξ ,
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 nyi  0. Для вычисления каждой из Jn оценок P(vn) {P( njnV )} nn
J
j 1 , (Jn – 1)
из них согласно соотношению (1) и P( nJnV )1– 

1
1
)(
n
n
n
J
j
j
nVP , необходимо про-
суммировать 

n
i
I
i
yJ
1
 произведений (In + 1) сомножителей, которые можно мар-
кировать последовательностью [(n, jn); {(yi, iyj )}
nI
i 1 ]. Обозначим mi : In +1 – i.
Тогда указанному элементу последовательности индексов соответствует произ-
ведение
P[(n, jn); {(yi, iyj )}
nI
i 1 ]   1
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Таким образом, P( njnV )   
 
1
1 1 1
...
y
y
nIy
nIy
J
j
J
j
P[(n, jn); {(yi, iyj )}
nI
i 1 ].
4. Простой пример ярусного априорного оценивания. На рисунке показан
пример восьмиярусной сети и построенная априорная маршрутная матрица
(G){mn} 6 1m 36 8n , L  7, K0 7, K1 13, K2 18, K3 22, K4 27, K5 31, K6 34,
K7 36.
РИС. 1. Ярусно представленная сеть с V(G) = {vn} 361n  и ее априорная маршрутная
матрица  (G)
О.В. ВЕРЕВКА, Е.С. КАРПИНКА
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Для вершины v29 (v29)  5, IN (v29)  2, в маршруте 29ξ Y{20, 24, 25},
причем вершины v24 и v25 – транзитные (24,29  2, 25,29  2), а v20 –
локальный корень (20,29  1), так что P( 2929jV ):   
  
20
20
24
24
25
251 1 1
{
J
j
J
j
J
j
P( 2929
jV / 2525
jV ,
24
24
jV , 2020
jV )  P( 2525jV / 2020jV )  P( 2424jV / 2020jV )  P( 2020jV )} 
   
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20
20
24
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251 1 1
{
J
j
J
j
J
j
P( 2929
jV / 2525
jV , 2424
jV )P( 2525jV / 2020jV )P( 2424jV / 2020jV )P( 2020jV )}.
Выводы. Все разработанные для ярусного подхода алгоритмы основаны на
использовании информационных зависимостей в сети, и объем соответствую-
щих вычислений определяется сложностью сетевого графа. Продолжение рабо-
ты, посвященной групповому априорному оцениванию, методы которого
являются основой для процедур оценивания апостериорного, будет в части 2.
О.В. Верьовка, Є.С. Карпінка
АПРІОРНЕ ОЦІНЮВАННЯ В БАЙЄСІВСЬКИХ МЕРЕЖАХ ПРИ ЯРУСНОМУ ПІДХОДІ.
ЧАСТИНА 1
Розглянуто індивідуальне апріорне байєсівське оцінювання при ярусному представленні
мережевого графу.
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THE BAYESIAN NETWORK A PRIORI ESTIMATING IN THE MULTILEVEL APPROACH.
PART 1
The individual a priori Bayesian estimating in the network graph multilevel presentation is
considered.
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