Abstract-A continuous forward algorithm (CFA) is proposed for nonlinear modelling and identification using radial basis function (RBF) neural networks. The problem considered here is simultaneous network construction and parameter optimization, well-known to be a mixed integer hard one. The proposed algorithm performs these two tasks within an integrated analytic framework, and offers two important advantages. First, the model performance can be significantly improved through continuous parameter optimization. Secondly, the neural representation can be built without generating and storing all candidate regressors, leading to significantly reduced memory usage and computational complexity. Computational complexity analysis and simulation results confirm the effectiveness.
I. INTRODUCTION
Due to their simple topological structure and universal approximation ability [1] , radial basis function (RBF) neural networks have been widely used in time-series prediction, nonlinear system modelling and control [2] - [7] . For a RBF network, the adjustable parameters are the centres, widths, and output weights. It is also preferable to control the network size in practical applications, based on the principle of model parsimony [8] . Therefore, parameter optimization and network construction are both important issues [9] , [10] .
In RBF neural modelling, the previous two issues are closely coupled, and is a mixed integer hard problem if the both have to be solved. While evolutionary algorithms (EAs) have been applied [3] , [9] , these can be computationally expensive and the tuning of continuous parameters can be very slow. Although integrated analytic methods are rarely reported, these two issues have separately been studied extensively in the literature. The conventional approach adopts a two-stage parameter optimization procedure, i.e., unsupervised learning of centres and widths of hidden nodes, followed by separate supervised learning of the linear output weights [1] , [11] - [13] . Alternatively, supervised learning methods optimise all the network parameters [14] - [18] .
With respect to network construction, a range of subset selection methods are widely used in determining the network size, selecting centres and estimating the linear output weights [4] , [5] , [13] , [19] , [20] . Essentially, subset selection methods operate on a set of candidate basis vectors, which usually includes all training patterns. However, there are some disadvantages. First, the set of candidate basis vectors is discrete in nature, and may not necessarily include the best vector in the continuous solution space. Second, the set of basis vectors is usually very limited in size, since the memory storage requirements for all vectors will increase exponentially as the search space dimension increases.
In this note, a novel algorithm is proposed for both network construction and parameter optimization, leading to significantly improved 
whereŷ denotes the network output, x 2 < n is the neural input vector, i (x; i ; c i ) denotes the radial basis function (usually Gaussian) of the ith hidden node with the center ci 2 < n and width i 2 < 1 , and wi is the linear output weight. The adjustable parameters in network (1) 
Now, the objective of network training is to minimize J(; c) defined in (4) against c and , subject to constraint (3) . However, as the number of hidden nodes is unknown, a practical solution is to use part or all of the data samples as the centres, with the widths of the radial basis functions being set a priori [2] , [5] . This produces a large number of candidate hidden nodes. Some subset selection algorithms are then used to select a reduced set of hidden nodes according to some network selection criterion [2] , [17] , [19] .
In the forward subset selection, it is supposed that k basis vectors have been chosen from all M candidates, i. 
and the net reduction of the cost function due to adding into the model is given by
which is sometimes referred to as the contribution of or the (k+1)th
Finally, to select a new basis vector, the contribution (8) has to be computed for each of the M 0k remaining candidates as 1J k+1 ()for 8 2 f i ; i = k + 1; ...;Mg. The one, say j , that gives the largest contribution will be selected as the (k + 1)th RBF basis vector of the selected RBF neural model. The difference between various forward methods lies in how to compute the contribution more efficiently [2] , [19] , [21] . In the following section, a forward RBF construction algorithm from previous work [19] will be briefly introduced. This is the starting point for the derivation of the new algorithm to be given in Section IV.
III. FORWARD NETWORK CONSTRUCTION
First, define a residual matrix series
Then, the cost function (6) with k hidden nodes is then rewritten as
To compute the net contribution (8), two theorems about the residual matrix series fR k ; k = 0; 1; ...;Mg defined in (9) are required. Then, the following property holds [19] : The proofs of the aforementioned two theorems can be found in [19] .
Given the two theorems, the following quantities for an arbitrary N 21
column vector and the output vector y can be defined
Obviously, (0) = and y (0) = y.
According to (11) to (14), (k) and y (k) can be recursively updated
Noting (11) and (12) 
and according to (17) , the net contribution of can be finally computed
To facilitate efficient numerical implementation of (18) 
= min(i 0 1;k) (20) are defined. 
Given N training samples, the contribution 1J k+1 ()in (18) is a func-
with
where
The maximum contribution can be finally identified as 1J k+1 (! k+1 ) = maxf1J k+1 (!);! 2 < n+1 g: (29)
The optimal adjustable parameter ! k+1 that maximizes the contribution is then used for the basis function of the (k+1)thhiddennode. This calculation constitutes a (n +1)-dimensional continuous optimization problem and the conjugate gradient search method [22] is employed in this note.
To obtain the gradient vector of the contribution (18), 1J k+1 (!) in (26) has to be differentiated with respect to the adjustable parameters ! i ; i = 0; 1; ...;n. According to the forward selection procedure, it is clear that R k in (28) only depends on the k previously selected basis vectors and is independent of the (k + 1)th one. Applying (11) to (28) 
The complete procedure for optimising the adjustable parameters of the (k + 1)th hidden node can be summarised as follows.
A. Algorithm 1: Conjugate Gradient-Based Basis Function Optimization
Step Step 2: The search starts from ! p) along the direction h p) using a parabolic interpolation line search [22] , until the optimal value of p) which maximises 1J k+1 (! p) + p) h p) ) is obtained. Then, let ! p+1) = ! p) + p) h p) .
Step 3: If the required termination condition is satisfied (e.g., j1J k+1 (! p+1) ) 0 1J k+1 (! p) )j where is some small positive number, or a given number of searches), then set ! k+1 = ! p+1) for the (k + 1)th hidden node and terminate the line-search procedure.
Otherwise, compute the gradient of the contribution using (36) for the new parameter ! p+1) , set g p+1) = 0r1J k+1 (! p+1) ), and update the search direction using h p+1) = g p+1) + p) h p) where p) = (g p+1) 0 g p) )
. Finally, let p p +1 and go to step 2.
In the aforementioned parameter optimization procedure, the initial values for the parameters have to be supplied. Consider the Gaussian function 
The initial condition in (34) can now be given as follows using (39):
Finally, the initial values for the adjustable parameters are expressed as
A continuous forward RBF neural modelling procedure can now be stated.
B. Algorithm 2: Continuous Forward Algorithm (CFA) for RBF Neural Modelling
Initially, let k = 0 and SSE = y T y. The (k + 1)th hidden node is then constructed as follows.
Step 1: Search for the optimum value of ! k+1 for the (k + 1)th hidden node using Algorithm 1.
Step 2: Compute k+1 = (! k+1 ) the output of the (k + 1)th hidden node, the (k + 1)th column of the (k + 1) 2 (k + 1) upper (19) and (20) k+1 :
Step 3: Reduce the cost function SSE by SSE SSE 0 1J k+1 ( k+1 ) and let k k + 1. Repeat the procedure from step 1 for more hidden nodes configuration.
This procedure is repeated until an acceptable neural modelling criterion is satisfied. For example, this could be that a certain number say m of hidden-nodes have been selected, or that the SSE is reduced to a given level, or that some information criterion such as AIC [23] is satisfied.
V. COMPUTATIONAL COMPLEXITY
Unlike subset selection algorithms such as conventional orthogonal least squares (OLS) and modified Gram-Schmidt (MGS) based OLS [20] , the proposed CFA for RBF neural modelling requires no precom- Considering the quadratic convergence property of conjugate gradient search [22] , the number of line search nLin is about of the same order as (n + 1). Noting that 1 n; k; m M; N , (47) reveals that CFA achieves significant reduction in the computational complexity when the network size is small.
VI. SIMULATION EXAMPLE
Of the various RBF neural modelling methods, subset selection methods are among the most popular [2] , [10] . In the following, both CF A and MGS-based OLS method were studied. All the tests were carried out using MATLAB V5.3 on a desktop PIII 800-MHZ PC with Windows XP.
Example 1: Consider the following nonlinear function [5] :
A total of 400 data points were generated using y = f (x) + , where was uniformly distributed within Table I . The RBF neural models were then tested on the validation data. The normalized prediction errors (NPE) of the different networks over the validation data set are also listed in Table I . Here, the NPE is defined as The variables y(t 0 ly) and u(t 0 lu) for ly; lu = 1; 2, and 3
were used as neural network inputs. For the MGS optimization all the training samples were again used as the centres of candidate hidden nodes, and the widths of hidden nodes were chosen as = 2:5 by judicious trial-and-error tests. The final values of SSE over the training data and the running time of the two algorithms in producing networks of different sizes are listed in Tables II. The one-step ahead and long-term prediction performances (NPE) over the validation data are also shown.
The one-step-ahead and the long-term predictions of a neural network model are defined aŝ y 1 (t) = RBF(y(t 0 1); y(t 0 2); y(t 0 3); u(t 0 1); u(t 0 2); u(t 0 3)) yL(t) = RBF(ŷL(t 0 1);ŷL(t 0 2);ŷL(t 0 3); u(t 0 1); u(t 0 2); u(t 0 3)):
(51) Tables II shows that CFA again performs significantly better than MGS in terms of both the model prediction performance and the computation time.
VII. CONCLUSION
A novel continuous forward algorithm (CFA) is proposed for RBF neural modelling of nonlinear systems. Unlike conventional forward selection algorithms where a subset of basis vectors is selected from a set of candidates, this algorithm simultaneously optimises the nonlinear parameters over the continuous parameter space as the network construction proceeds. The network size and the adjustable parameters are therefore all determined within an integrated analytic framework. This results in significantly improved network modelling performance, as well as reduced memory storage and computational complexity. Application examples confirm the effectiveness of the proposed algorithm.
