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1Supplementary material for Black Hole Spectroscopy with Coherent Mode Stacking
Details in deriving the hypothesis test
The Generalized Likelihood Ratio Test (GLRT) was first presented in [1] and applied to the ringdown analysis in [2]
for single detection cases in the time domain, assuming white noise. Here we apply the same technique for the stacked
signals we consider in this paper and we work in the frequency domain to account for the fact that detector noise is
not white. We also include the effect of the parameter estimation noise due to the dominant mode subtraction in the
analysis.
Let us start with the probability function (Eq. 7 in the main text)
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where the second line gives the discrete expression for PA and the product
∏
is over different frequency bin contri-
butions. By extremizing the likelihood, the maximum likelihood estimator for the amplitude is
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with
〈χ|ξ〉 ≡ 2
∫ ∞
0
χ˜∗ξ˜ + χ˜ξ˜∗
Sn
df. (3)
In order to perform the GLRT test, we compute the following quantity
T (y) = ln
maxH1PA
maxH2PA=0
=
Aˆ2
2
〈h33|h33〉 , (4)
where in our specific situation, maxH1PA = maxA PA and maxH2PA=0 = maxA PA=0 = PA=0. Notice that since
PA=0 for hypothesis 2 does not depend on A, its maximization over A simply gives PA=0 itself. Assuming that the
noise is Gaussian,
√
2T (y) also follows a Gaussian distribution and one can propose that hypothesis 1 is preferred if√
2T (y) =
〈h33|y〉√〈h33|h33〉 = 〈h33|y〉||h33|| > Γ1 . (5)
Here, Γ1 is defined as Γσ2 with the variance σ
2 = 1, where Γσ2 is given by the false-alarm rate Pf : Γσ2 = Q
−1
σ2 (Pf )
with Qσ2(x) representing the right-tail probability function for a Gaussian distribution with zero mean and variance
σ2:
Qσ2(x) ≡ 1√
2piσ
∫ ∞
x
e−
z2
2σ2 dz . (6)
The noise component of Eq. (5) is a normalized Gaussian distribution with zero mean and unit variance, with the
latter explicitly given by
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2Here we used
〈n(f)〉 = 0, (8)
〈n(f)n(f ′)〉 = 0, (9)
〈n(f)n∗(f ′)〉 = 1
2
Sn(f)δ(f − f ′) , (10)
for one-sided spectrum Sn with 〈X〉 representing the expectation value of X, and the averaging operation 〈〉 is defined
over an ensemble of noise realizations.
At this point, we notice that we only know the maximum likelihood estimator y′ instead of y (recall y′ = y + δy) .
In particular [16], √
2T (y′) ≈ 〈h
′
33|Ah33 + n− nh22 +Anh33〉
||h′33||
= A||h33 + nh33 ||+
〈h33 + nh33 |n− nh22〉
||h33 + nh33 ||
, (11)
where the parameter uncertainty noise nh`m is defined above Eq. 5. Let us further assume that noise is small and
keep up to its second order. Neglecting cross terms such as nh33n and nh33nh22 , where the former term has zero mean
and the latter term is small due to the separation of resonance for 22 and 33 mode, the above equation becomes√
2T (y′) = A||h33||+A 〈h33|nh33〉||h33|| +
A
2
〈nh33 |nh33〉
||h33||
− A
2
〈h33|nh33〉2
||h33||3 +
〈h33|n− nh22〉
||h33|| +O(n
3) . (12)
Let us now derive a criterion for hypothesis 1 to pass the GLRT test including the parameter estimation noise.
In the following, we use a bar to denote quantities for hypothesis 2 (not to be confused with the averaging operator
〈〉) while unbarred quantities refer to those for hypothesis 1. To O(δ2), the distribution of √2T (y′) for hypothesis 2
(A = 0) has mean
µ¯ = −〈h33|〈nh22〉〉||h33|| , (13)
and variance
Var
[ 〈h33|n− nh22〉
||h33||
]
= 1 + Var
[ 〈h33|nh22〉
||h33||
]
≡ 1 + σ¯2p , (14)
where we neglect the correlation between n and nh22 . Let us next shift the distribution by −µ¯ such that the shifted
distribution has zero mean and denote the right-tail probability of the shifted distribution above x as Q¯(x).
Although the distribution is not a Gaussian due to O(δ2) terms in √2T (y′), we next show that only the Gaussian
part of Q¯(x) contributes to Γ¯ ≡ Q¯−1(Pf ). We start by noting that Q¯ is the right-tail probability of 〈h33|n〉/||h33|| −
〈h33|nh22〉/||h33|| + µ¯. The first and second terms are Gaussian noise to O(δ) so that the sum is also Gaussian to
that order, with variance being 1 + σ¯2p and Γ¯ = Γ1
√
1 + σ¯2p. Therefore the presence of O(δ) noise component shifts
Γ1 by O(δ2) order. Because the non-Gaussian noise component in
√
2T (y′) enters at O(δ2), its effect on Γ¯ is at least
on O(δ3), which is beyond the order of perturbation we are considering. We conclude that we only need to consider
the Gaussian contribution in Q¯ to derive Γ¯ valid to O(δ2).
Thus, to the perturbation order we are working, it suffices to assume that the shifted distribution is a Gaussian
given by Q¯ = Q1+σ¯2p . Having such Q¯ at hand, the criterion for hypothesis 1 to be preferred over hypothesis 2 for a
given y′ and Pf given in Eq. (5) is modified to√
2T (y′) > Q¯−1(Pf ) = Γ1+σ¯2p , (15)
where Γ1+σ¯2p is equivalent to Γ¯ in Eq. (14).
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√
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and variance
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]
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where H33 corresponds to the reduced 33 mode signal due to parameter uncertainties and is given by
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with
〈h33〉 = ei(ω33t−φ33)
∑
j
A33,je
−Γ33,jt−(σΛ33,j t)2/2−(σΦ33,j )2/2
+O(δ3) . (19)
Here we used 〈ex〉 = eσ2x/2 with the variance σ2x ≡ 〈x2〉 for any complex Gaussian random variable x. Following the
case for hypothesis 2, we shift the distribution by −µ such that its mean becomes zero. Then, the right-tail probability
of the shifted distribution is simply given by Q1+σ2p . Notice that the non-Gaussian contribution can be neglected as
we discussed in the hypothesis 2 case.
To claim a detection of the 33 mode, we require that Eq. (15) be satisfied with the detection rate Pd. The criterion
is given by
Pd ≤ Q1+σ2p
(
Γ1+σ¯2p − µ+ µ¯
)
. (20)
Using further the relation Qσ2(x) = Q1(x/σ), the above equation reduces to
||H33||√
1 + σ2p
≥ Γ1+σ¯
2
p√
1 + σ2p
−Q−11 (Pd) . (21)
The left and right hand side of this inequality correspond to the SNR of the 33 mode including parameter uncertainties
and the critical SNR for detection respectively. To simplify the latter further, we choose to be more conservative and
replace Γ1+σ¯2p with Γ1+σ2p(≥ Γ1+σ¯2p):
ρ33 ≡ ||H33||√
1 + σ2p
≥ Q−11 (Pf )−Q−11 (Pd) ≡ ρcrit , (22)
where we used Γσ2 = σΓ1.
Estimating uncertainties in target mode phase
Of all the parameters considered in this work, the accuracy in estimating the constant phase offsets φ33,j is the
most important in improving the collective SNR. Here, we discuss in more detail the two dominant sources of error
in this quantity.
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FIG. 1: Top panel: difference between the total phase of the 33 mode and that of the 22 mode, i.e., Φ33−22 = Φ33 − Φ22
for different mass ratios. Middle/Bottom panel: variation of Φ33−22 using the expected mean parameters of GW150914 and
expected mass ratio/effective spin uncertainties of GW150914 [8] (to 90% credible levels) . Here the spins of both black holes
are assumed to be aligned and equal (other spin combinations within the confidence interval of χeff give similar variations).
The first comes from uncertainties in the intrinsic parameters estimated from each event, including the masses
and spins of the individual BHs prior to merger. We estimate this effect in the following way. First, we employ
full inspiral-merger-ringdown waveforms obtained with a numerical relativity surrogate model [3, 4] with which we
produce different waveforms to measure the individual total phases 33 ≡ ω33t+ φ33 and Φ22 ≡ ω33t+ φ22. Next, we
time-shift the signals so that t = 0 corresponds to the maximum amplitude of the GW. The difference between these
phases is shown at the top plot of Fig. 1 for representative values of the mass ratio in binaries. Notice then that at
t = 0 one has a measure of φ33 relative to φ22. (Also, since the instance at which t = 0 is chosen and the onset of the
QNM is not sharply defined, we show the phases within a time-window around the peak in GW amplitude). To assess
how this phase difference changes for different BH masses and spins, we vary these values within the uncertainties
reported for GW150914 and plot the difference ∆Φ33−22 in the middle and bottom panels of Fig. 1 [17].
An additional possible source of uncertainty in φ33,j is due to uncertainties in the polarization and inclination
angles of the source (relative to the line of sight), as the dependence of φ33,j on the polarization phase can be different
among different ` modes. However, such uncertainties are of order ∼ 1%. This can be seen by noticing that in a
spin-weighted spherical harmonic decomposition no differences arise [5] and the transformation to the required spin-
weighted spheroidal harmonic introduce such small effect [2, 6, 7]. Thus, this source of uncertainty is negligible in our
analysis.
Based on the above considerations, we estimate σΦ33 = 0.3× (20/ρ) rads, where the value of 0.3 rads for ρ = 20 is
extracted from the middle and bottom panels of Fig. 1 with t ∈ (0, 10)M , within which we expect the onset of the
ringdown phase. While this estimate is obtained from GW150914, we anticipate that generally BH binaries could have
very different spin configurations. Understanding the spin dependence of phase errors is necessary for more systematic
future studies. The 1/ρ scaling can be obtained through a straightforward Fisher analysis and error propagation as
follows: Using an IMR waveform, we estimate the covariance matrix Σ
(insp)
ab of the inspiral parameters (individual
masses and spins) θa(insp) as the inverse of the Fisher matrix. Since θ
a
(insp) are related to the ringdown parameters
θa(rd) = (A`m,Ω`m,Γ`m,Φ`m), we approximately obtain the covariance matrix of the latter as
Σ
(rd)
ab =
∑
p,q
∂θa(rd)
∂θp(insp)
∂θb(rd)
∂θq(insp)
Σ(insp)pq . (23)
Since Σ
(insp)
ab is proportional to 1/ρ
2, the uncertainty in θa(rd) (equivalent to
√
Σ
(rd)
aa ) scales as 1/ρ. One can also use
5the previous formula to estimate the amount of correlation among the ringdown parameters.
Monte-Carlo sampling, comparison to earlier single-rate estimates, and SNR boost through stacking
Here we provide some additional comments and details regarding our Monte-Carlo sampling of simulated events,
illustrated in Fig. 1 in the main text, and Fig. 2 below.
First, our estimate of a 0.3/yr detection rate for the 33-mode without the coherent mode stacking implied in Fig. 1
is larger than the ∼ 0.03/yr rate predicted in [9]. One of the reasons for this difference arises from the value of A33/A22
we have used. Here we employ the fitting formula derived in [10], which typically gives a ratio 1.6 times larger than
that used in the earlier study. The difference between the ratios from these fitting formulas is mostly related to the
choice of “starting time” of QNMs. Had we instead used the ratio as in [2, 9], it would have effectively raised ρcrit to
4.65 × 1.6 ∼ 7.5, dropping the expected event rate of the 33-mode to ∼ 0.06/yr (see Fig. 1). The second reason for
our higher rate comes from the larger merger rate of 40Gpc−3yr−1 [11] that we use. These two factors together make
our single-event rate estimate consistent with [9].
With the above merger rate assumptions, our MC simulations estimate there is only a 5% chance that two events
will have individually resolvable 33 modes after one year of coincident data. This means it is unlikely that we could
use a simpler, but perhaps more robust approach combining Bayesian posteriors, as in for e.g. [12], to test gravity
or probe deviations from GR. The coherent mode stacking method improves the overall detection rate, and it can be
adapted to more generic gravity tests (i.e., beyond the simple detection scenario discussed in the main text); this is
beyond the scope of this paper, and we leave it to future work to further explore.
As mentioned in the main text, the reason we do not get prefect
√
N scaling when stacking is due to the non-
uniform distribution of SNRs. In a typical sample, the individual SNRs have a pyramid-like distribution (as indicated
in Fig. 2), and the top few loudest events matter the most enhancing the collective vs. single-loudest event SNR. This
is also why increasing the number of events used beyond the N = 15 chosen here will not significantly increase the
stacked SNR, and we could probably have used even fewer than 15 without much degradation of the SNR. The value
of 15 was chosen simply to reduce the computational cost of the simulations, and we leave it to future work to find
an adequate N giving most of the SNR with least computational cost.
For illustrative purposes, in Fig. 3 we show that if we did have a set of identical sources we would obtain
√
N scaling
in the stacking process. There, we took 15 events that are identical to GW150914, all with the same noise spectrum,
and then stacked them coherently as discussed in the main text. In the figure we show the original signal, detector
noise (assuming aLIGO noise) versus the stacked signal and stacked detector noise.
A relatively minor factor in reducing the efficacy of stacking can be attributed to the frequency rescaling of the
noise spectrum Sn. Because the detector noise curve is not flat in frequency, overlapping rescaled noise spectra can
add low-sensitivity regions to high-sensitivity ones, leading to worse overall noise performance when compared to the
case where no rescaling is required. This could be mitigated to some extent by a judicial choice of the particular
target-mode frequency we choose to scale all events to; we leave that to future work to investigate.
A final adverse affect on the stacked SNR we note is due to parameter estimation noise; we estimate it reduces
the final SNR by ∼ 5% in a typical MC simulation set. If future parameter uncertainty studies suggest larger phase
errors (for example, imagine spin effects to be very different from GW150914), a more conservative estimate with
σΦ33 = 0.6× (20/ρ) rad (twice as we have assumed in the main text) reduces the final SNR by ∼ 15%.
Power stacking
For completeness, we note an alternative approach to stacking signals in the hypothesis test set-up [12]. Assuming
one does not have prior information about the phase of the 33-mode, one can multiply the probability function (or
Bayes factors) of single detections to obtain the total probability function
PA ∝
∏
j
∏
f>0
exp
[
−2|y˜j −Aj h˜33,j |
2
Snj
]
, (24)
where j labels the individual detections. Each event has its own maximum likelihood estimator as given in the single
detection case. The generalized likelihood ratio test suggests
T (yj , j = 1 . . . N) = ln
maxH1PA
maxH2PA=0
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FIG. 2: (Left) A collection of all events in 100 sets of data, showing the distribution of individual 33-mode SNR. The tail of
the distribution does contain events with ρ33 > 4 (see Fig. 1), though here we focus on the dominant range of the distribution.
(Right) Scatter plot of the 100 sets of data, with the horizontal axis being the ratio of ρ33 between the second loudest and
loudest event within each set, and the vertical axis being the ratio between the SNR of the stacked signal and that of the
loudest event. Observe that the coherent mode stacking works more efficiently when the SNR of the loudest event is closer to
that of the second largest event.
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FIG. 3: Detector noise (thick blue), stacked noise (dashed blue) v.s. signal (thick red) and the stacked signal (dashed red),
assuming 15 GW150914-like events with aLIGO sensitivity. For comparison purposes, we have rescaled the noise component
and signal component so that they are both dimensionless. In particular, the noise is rescaled as
√
Snf and the signal is rescaled
as 2fh˜33. The stacked detector noise is
√
15 times larger than the noise of a single detector and the stacked signal is 15 times
larger than the original signal.
=
N∑
j=1
Aˆ2j
2
〈h33,j |h33,j〉 . (25)
It is straightforward to see that the noise part of T follows a χ2N distribution, which we label as R here. We say
hypothesis 1 is preferred if
Pd ≤ R
R−1(Pf )− N∑
j=1
A2j 〈h33,j |h33,j〉
 , (26)
or equivalently
N∑
j=1
A2j 〈h33,j |h33,j〉 ≥ R−1(Pf )−R−1(Pd) . (27)
Let us assume that we are looking at events all with the same SNR. When N is large, the χ2N distribution can be
well approximated by a Gaussian distribution, so that the right hand side of the above equation scales as
√
N . On the
7other hand, the left hand side of the equation scales as N . As a result, the improvement due to this stacking process is
equivalent to lowering Sn (which comes from 〈h33,j |h33,j〉) by a factor
√
N , or the “amplitude” of noise (characterized
by
√
Sn) by a factor of N
1/4. Therefore this power stacking process improves the SNR with a suboptimal O(N1/4)
when N is large but, as described, does not require phase knowledge. Such a scaling in SNR is consistent with that
in e.g. [13].
We now compare the previous calculations of power stacking and coherent stacking with a Bayesian model selection
study with multiple events performed in [12]. In this reference, the authors construct an odds ratio of multiple events
by multiplying the Bayes factor of each event. This gives a factor of N improvement on the odds ratio compared to
a single event case, just like the log of the maximum likelihood ratio T (yj) in Eq. (25) improves by the same factor.
One then needs to compare the odds ratio with a threshold to determine which hypothesis is preferred. Since the
threshold on the right hand side of Eq. (27) scales with
√
N , we expect that the same scaling holds for the threshold
of the odds ratio. Thus, ρ2 scales with N/
√
N =
√
N in this case. On the other hand, if one uses the coherent
mode stacking, T (y) in Eq. (4) also scales with a factor of N but the threshold (corresponding to Γ2/2 from Eq. (5))
is independent of N . Thus, ρ2 scales with N in the coherent mode stacking case. This is why the coherent mode
stacking should have an advantage over the power stacking, but at the price of using full waveform information.
At this stage, we recall that if we know the exact phase and frequency of 33 modes in each detection a priori, or if
we are performing parameter estimation for a universal parameter (let’s say A), we can replace all Aj ’s in Eq. (24)
by a single parameter A and perform the GLRT again. In this case, a straightforward calculation shows that we
gain order
√
N in SNR using Bayesian approach. Of course in reality the phase and frequency of 33 modes are never
known perfectly, but one can imagine that an improved Bayesian approach, for example using the Bayesian model
selection with a combined odds ratio in [12] and taking into account prior information with parameter uncertainties,
should give consistent result with the coherent mode stacking method discussed here. In other words, it is likely that
the full waveform information can be folded into a Bayesian model selection in which case the improvement should
be comparable to the coherent stacking method.
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