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Resumen
El objetivo principal de este trabajo es el estudio de las superficies mı´nimas
en el grupo de Heisenberg tridimensional, a partir de su aplicacio´n de Gauss.
Inicialmente estudiamos la geometr´ıa riemanniana del grupo de Heisenberg con
me´trica invariante a izquierda, calculando los campos invariantes a izquierda, las
curvaturas, las geode´sicas y el grupo de isometr´ıas de este espacio. Luego estudiamos
las aplicaciones armo´nicas, desde un punto de vista geome´trico, pues encontraremos
que nuestra aplicacio´n de Gauss es armo´nica en el disco de Poincare´. Esto nos
permitira´ construir una representacio´n tipo Weierstrass para superficies mı´nimas
en nuestro espacio ambiente. Finalmente, con esta representacio´n obtendremos
diferentes ejemplos de superficies mı´nimas en el grupo de Heisenberg.
Palabras Claves: Aplicacio´n de Gauss, Inmersiones mı´nimas, Grupo de
Heisenberg, Aplicaciones armo´nicas.
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Introduccio´n
La aplicacio´n de Gauss de superficies mı´nimas ha sido objeto de gran cantidad de
investigaciones. En particular, el estudio de la aplicacio´n de Gauss de las superficies
mı´nimas en el espacio euclidiano, ha permitido obtener una representacio´n de
las superficies mı´nimas en dicho espacio, la cual permitio´ estudiar con mayor
profundidad dichas superficies.
Nuestro objetivo en este trabajo sera´ el estudio de la aplicacio´n de Gauss de
superficies mı´nimas en el grupo de Heisenberg H3. Encontraremos que la aplicacio´n
de Gauss es una aplicacio´n armo´nica entre la superficie mı´nima y el disco de
Poincare´. Esto nos permitira´ construir una representacio´n tipo Weierstrass para
este tipo de superficies.
A continuacio´n mostramos los procedimientos que seguiremos en este trabajo:
En el Cap´ıtulo 1 estudiamos la geometr´ıa de nuestro espacio ambienteH3, el cual sera´
identificado con R3 con una operacio´n de grupo. Luego calcularemos sus geode´sicas
y su grupo de isometr´ıas.
En el Cap´ıtulo 2 estudiamos las aplicaciones armo´nicas desde un punto de vista
geome´trico. Diremos que una aplicacio´n es armo´nica, si su campo de tensiones es
cero, es decir, la traza de su segunda forma fundamental es nula. Luego obtenemos
una expresio´n local para este campo de tensiones.
En el Cap´ıtulo 3 estudiamos la aplicacio´n de Gauss de una superficie mı´nima en
H3 y probaremos que esta aplicacio´n es armo´nica en el disco de Poincare´ H2. Por
otro lado probaremos que cualquier aplicacio´n armo´nica no antiholomorfa en H2
es la aplicacio´n de Gauss de una superficie mı´nima que nunca es vertical en H3,
como consecuencia obtendremos una representacio´n tipo Weierstrass en te´rminos de
la aplicacio´n de Gauss. Tambie´n veremos que sucede con la aplicacio´n de Gauss g
cuando aplicamos una isometr´ıa del grupo de Heisenberg H3 a nuestra inmersio´n
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mı´nima y tambie´n como cambia nuestra inmersio´n mı´nima si le aplicamos una
isometr´ıa del disco de Poincare´ H2 a nuestra aplicacio´n de Gauss g. Finalmente
obtendremos diferentes ejemplos de superficies mı´nimas en H3.
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Cap´ıtulo 1
Grupo de Heisenberg
E´l a´lgebra de Heisenberg, h3 es un a´lgebra de Lie de dimensio´n 3 el cual es
nilpotente de orden 2. Debido al Teorema de Ado que nos dice que cualquier a´lgebra
de Lie de dimensio´n finita se puede encajar en el a´lgebra de las tranformaciones
lineales, entonces podemos considerar todo a´lgebra de Lie como un suba´lgebra del
a´lgebra de las transformaciones lineales gl(V ). En el caso particular de un a´lgebra
nilpotente, debido al Teorema de Engel se garantiza que existe un vector v ∈ V no
nulo tal que Av = 0, para todo A en h3. En consecuencia A se puede representar
como una matriz triangular superior con ceros en su diagonal, es decir
A =

0 a c
0 0 b
0 0 0

A continuacio´n definamos la aplicacio´n exponencial exp : h3 → H3 dada por
exp(A) = I + A+
A2
2
=

1 a c+ ab
2
0 1 b
0 0 1
 ; a, b, c ∈ R.
Luego, vemos claramente que la aplicacio´n exponencial es un difeomorfismo global.
Debido a la correspondencia biun´ıvoca entre las a´lgebras de Lie y los grupos
de Lie simplemente conexos dada por la aplicacio´n exponencial definida arriba, al
grupo simplemente conexo cuya a´lgebra es h3 lo denotamos por H3 y lo llamaremos
el Grupo de Heisenberg, este grupo es el grupo de matrices 3× 3 dadas por:
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H3 =


1 x z
0 1 y
0 0 1
 : x, y, z ∈ R3
 .
Al ser la aplicacio´n exponencial un difeomorfismo global, entonces podemos
darle una estructura diferenciable. Luego, aprovechamos esto para representar este
grupo de una manera mas simple. Primero identificamos el a´lgebra h3 con el espacio
vectorial R3 mediante el siguiente isomorfismo (de espacios vectoriales) :
φ : R3 → h3
dado por,
(a, b, c) 7−→

0 a c
0 0 b
0 0 0

Con lo anterior formamos la composicio´n φ˜ = exp ◦ φ
R3 φ−→ h3 exp−→ H3
dada por,
(a, b, c)
φ7−→

0 a c
0 0 b
0 0 0
 exp7−→

1 a c+ ab
2
0 1 b
0 0 1

Observemos que con la composicio´n anterior de la aplicacio´n exponencial y el
isomorfismo φ obtenemos una estructura diferenciable en H3, luego H3 es difeomorfa
a R3, es decir, cubriremos H3 con una u´nica parametrizacio´n φ˜ : R3 → H3.
Ahora veamos queH3 es un grupo isomorfo a R3, pero con una operacio´n distinta.
Para ello tendremos que la operacio´n grupal deH3 induce v´ıa φ˜, el siguiente producto
en R3:
(x, y, z) ∗ (a, b, c) = φ˜−1
(
φ˜(x, y, z) · φ˜(a, b, c)
)
= (x+ a, y + b, z + c− ya
2
+
xb
2
)
Luego el grupo de Heisenberg H3 es isomorfo, como grupo de Lie, a R3 con la
operacio´n ∗ dada por :
(x, y, z) ∗ (a, b, c) = (x+ a, y + b, z + c− ya
2
+
xb
2
)
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Recordemos que en todo grupo de Lie la operac´ıon ∗ : G × G → G es C∞. Si
fijamos un g ∈ G, la restriccio´n sigue siendo C∞. Esto afirma que las traslaciones a
izquierda Lg : H3 → H3 son difeomorfismos y su inversa esta dada por
L−1g = Lg−1
Adema´s en H3 se tiene
(a, b, c)−1 = (−a,−b,−c)
porque se cumple
(a, b, c) ∗ (−a,−b,−c) = (a− a, b− b, c− c+ −ab
2
− −ba
2
) = (0, 0, 0).
En adelante consideraremos al grupo de Heisenberg H3 como R3 con la operacio´n ∗.
Como en todo grupo de Lie, definimos las traslaciones a izquierda
L(a,b,c) : H3 → H3
(x, y, z) 7→ (a, b, c) ∗ (x, y, z)
definida por:
L(a,b,c)(x, y, z) =
(
a+ x, b+ y, c+ z +
ay
2
− bx
2
)
.
Si p = (x, y, z) y 0 el elemento identidad de H3, entonces
(dLp)0 : T0H3 → TpH3
donde su matriz asociada a la base cano´nica es dada por:
(dLp)0 =

1 0 0
0 1 0
−y
2
x
2
1

Al tener la base en el espacio tangente en la identidad T0H3, en este caso visto como
el espacio tangente de R3, obtenemos los campos invariantes a izquierda
Ei(x, y, z) = dL(x,y,z)(ei), i = 1, 2, 3.
donde {ei} es la base cano´nica de R3.
5
Como las traslaciones a izquierda son difeomorfismos, entonces su diferencial es un
isomorfismo y siendo {ei} una base del espacio tangente en la identidad, obtendremos
los campos invariantes a izquierda Ei, donde Ei(p) = (dLp)0 (ei).
Calculando los Ei en te´rminos de los campos coordenados, tendremos:
E1 = (dLp)0(
∂
∂x
) =
∂
∂x
− y
2
∂
∂z
E2 = (dLp)0(
∂
∂y
) =
∂
∂y
+
x
2
∂
∂z
E3 = (dLp)0(
∂
∂z
) =
∂
∂z
Considerando el producto interno en el espacio tangente de la identidad de tal
manera que la base cano´nica {e1, e2, e3} resulte una base ortonormal, resulta que
los {Ei} forman una base ortonormal en cada p ∈ H3.
Por otro lado sabemos que el corchete del a´lgebra de Heisenberg, en te´rminos de
la base cano´nica {e1, e2, e3} de R3, esta´ dado por{
[e1, e2] = e3
[ei, e3] = 0, i = 1, 2, 3
Teniendo esto, el corchete de los campos invariantes operara´ de la siguiente manera
[E1, E2] =
[
∂
∂x
− y
2
∂
∂z
,
∂
∂y
+
x
2
∂
∂z
]
=
[
∂
∂x
,
∂
∂y
]
+
[
∂
∂x
,
x
2
∂
∂z
]
−
[
y
2
∂
∂z
,
∂
∂y
]
−
[
y
2
∂
∂z
,
x
2
∂
∂z
]
=
∂
∂z
;
es decir
[E1, E2] = E3
Tambie´n tenemos
[E1, E3] =
[
∂
∂x
− y
2
∂
∂z
,
∂
∂z
]
=
[
∂
∂x
,
∂
∂z
]
−
[
y
2
∂
∂z
,
∂
∂z
]
= 0
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[E2, E3] =
[
∂
∂y
+
x
2
∂
∂z
,
∂
∂z
]
=
[
∂
∂y
,
∂
∂z
]
−
[
x
2
∂
∂z
,
∂
∂z
]
= 0
Resumiendo tenemos
[E1, E2] = E3;
[E1, E3] = 0;
[E2, E3] = 0.
No olvidemos que el corchete de campos invariantes a izquierda sigue siendo
invariante a izquierda. El a´lgebra de Lie h3 de los campos invariantes a izquierda es
generada por
{E1, E2, E3} .
En un grupo de Lie siempre podemos colocar una me´trica riemanniana. La
manera usual es empezar con un producto interno 〈, 〉 en T0H3 en la cual la base
cano´nica {e1, e2, e3} es ortonormal. Cuando u, v ∈ T(x,y,z)H3 definimos el producto
interno
〈u, v〉(x,y,z) =
〈
dL−1(x,y,z)(u), dL
−1
(x,y,z)(v)
〉
0
.
Encontremos las componentes de la me´trica, en la parametrizacio´n usual de R3.
Por definicio´n se tendra´ entonces
g11 =
〈
∂
∂x
,
∂
∂x
〉
(x,y,z)
=
〈
dL−1(x,y,z)(
∂
∂x
), dL−1(x,y,z)(
∂
∂x
)
〉
0
=
〈
dL(x,y,z)−1(
∂
∂x
), dL(x,y,z)−1(
∂
∂x
)
〉
0
.
Utilizando una curva en la direccio´n (1,0,0), calculamos
dL(x,y,z)−1(
∂
∂x
) =
d
dt
(L(−x,−y,−z)(x+ t, y, z)) |t=0
=
d
dt
(t, 0,
−xy
2
+
yx+ yt
2
) |t=0
= (1, 0,
y
2
)
con esto se llega a que
g11 =
〈
(1, 0,
y
2
), (1, 0,
y
2
)
〉
0
= 1 +
y2
4
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Ana´logamente se calcula
g22 = 1 +
x2
4
, g33 = 1 , g12 = −xy
4
, g13 =
y
2
.
Adema´s g13 sera´ igual a g31, pues la matriz es sime´trica.
Luego la me´trica invariante a izquierda asociada a este producto interno, puede ser
expresada de la siguiente forma.
ds2 = dx2 + dy2 + (
1
2
ydx− 1
2
xdy + dz)2
Notemos que los campos invariantes a izquierda son ortonormales en esta me´trica.
Provista de una me´trica invariante a izquierda, el grupo de Heisenberg se
convierte en una variedad riemanniana en el cual su grupo de isometr´ıa Iso(H3,
g) es de dimensio´n 4. Para este resultado ver Teorema 3.3 en [1] Pa´g. 238.
1.1. Conexio´n de Levi-Civita en H3
Ahora determinaremos la expresio´n de la conexio´n riemanniana ∇ˆ en la base
cano´nica {E1, E2, E3}. Como esta base es ortonormal, la fo´rmula de Koszul tiene la
siguiente expresio´n〈
∇ˆXY, Z
〉
=
1
2
{〈[X, Y ] , Z〉 − 〈[Y, Z] , X〉+ 〈[Z,X] , Y 〉}
donde ∇ˆ es la conexio´n riemanniana y X, Y, Z son campos invariantes a izquierda.
Luego tendremos〈
∇ˆE1E3, E2
〉
=
1
2
{〈[E1, E3] , E2〉 − 〈[E3, E2] , E1〉+ 〈[E2, E1] , E3〉}
=
1
2
{〈0, E2〉 − 〈0, E1〉+ 〈−E3, E3〉} = −1
2
De manera ana´loga conseguimos 〈
∇ˆE1E3, E3
〉
= 0
y 〈
∇ˆE1E3, E1
〉
= 0
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Si escribimos ∇ˆE1E3 = aE1 + bE2 + cE3 y al reemplazar en las ecuaciones anteriores
obtenemos a = 0 , c = 0 y b = −1
2
, y concluimos que
∇ˆE1E3 = −
1
2
E2.
Por la simetr´ıa de la conexio´n riemanniana (∇ˆXY − ∇ˆYX = [X, Y ]) tenemos
∇ˆE1E3 − ∇ˆE3E1 = [E1, E3] = 0
por tanto
∇ˆE1E3 = ∇ˆE3E1
Ana´logamente calculamos el comportamiento de la conexio´n de los campos
invariantes y tendremos lo siguiente:
∇ˆE1E1 = 0, ∇ˆE2E1 = −12E3, ∇ˆE3E1 = −12E2,
∇ˆE1E2 = 12E3, ∇ˆE2E2 = 0, ∇ˆE3E2 = 12E1,
∇ˆE1E3 = −12E2, ∇ˆE2E3 = 12E1, ∇ˆE3E3 = 0.
Observacio´n 1.1. Identificamos el espacio tangente en un punto p = (x, y, z) con
el a´lgebra de Lie h3, es decir, si v ∈ TpH3
v = a1
∂
∂x
+ a2
∂
∂y
+ a3
∂
∂z
= a1E1 + a2E2 +
(
a3 +
1
2
(ya1 − xa2)
)
E3
1.2. Curvatura en H3
Nuestro siguiente objetivo es calcular la curvatura de H3. Para esto necesitamos
de la conexio´n riemanniana hallada anteriormente. Bastara´ saber como se comporta
la conexio´n en los campos invariantes a izquierda Ei.
El comportamiento de la conexio´n nos permite conocer la curvatura. Por definicio´n
la curvatura esta´ dada por
R(X, , Y )Z = ∇ˆY ∇ˆXZ − ∇ˆX∇ˆYZ + ∇ˆ[X,Y ]Z
donde X, Y, Z son campos en H3.
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Calculamos la curvatura en H3 al evaluar en los campos invariantes a izquierda
Ei. Obtenemos por ejemplo
R(E1, E2)E1 = ∇ˆE2∇ˆE1E1 − ∇ˆE1∇ˆE2E1 + ∇ˆ[E1,E2]E1
= ∇ˆE3(0)− ∇ˆE1(−
1
2
E3) + ∇ˆE3E1
=
1
2
(−1
2
E2)− 1
2
E2 = −3
4
E2.
Se escribira´ Rijij para indicar el valor de 〈R(Ei, Ej)Ei, Ej〉, esto es, la componente
del tensor curvatura en la direccio´n Ej. En particular se tiene
R1212 = 〈R(E1, E2)E1, E2〉 = −3
4
Ana´logamente se calcula
R(E1, E3)E1 = ∇ˆE3∇ˆE1E1 − ∇ˆE1∇ˆE3E1 + ∇ˆ[E1,E3]E1
= ∇ˆE3(0)− ∇ˆE1(−
1
2
E2) + ∇ˆ0E1
=
1
2
(
1
2
E3) =
1
4
E3,
entonces
R1313 =
1
4
Tambie´n tendremos
R(E2, E3)E2 = ∇ˆE3∇ˆE2E2 − ∇ˆE2∇ˆE3E2 + ∇ˆ[E2,E3]E2
= ∇ˆE3(0)− ∇ˆE2(
1
2
E1) + ∇ˆ0E1
= −1
2
(−1
2
E3) =
1
4
E3,
luego
R2323 =
1
4
Ana´logamente obtenemos que
R2113 = 0
Esto muestra que algunas componentes pueden ser nulas. El resto de las componentes
se hallan usando las propiedades del tensor curvatura dadas por:
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Rijkl = Rklij,
Rijkl = −Rjikl,
Rijkl = −Rijlk.
Sabemos que una variedad riemanniana tiene curvatura constante K0 si y so´lo si
Rijij = −Rijji = K0 para todo i 6= j, y Rijkl = 0 en los otros casos. En H3 tenemos
que R1313 = −R1331 = 14 = K0, pero R1212 = −R1221 = −34 . Por lo tanto H3 es una
variedad de curvatura seccional no constante.
Adema´s H3 resulta ser una variedad riemanniana homoge´nea, ya que dados
x, y ∈ H3, existe una isometr´ıa (traslacio´n a izquierda) que lleva x en y. Por tanto
H3 es una variedad homoge´nea de curvatura seccional no constante.
1.3. Geode´sicas de H3
En esta seccio´n calcularemos las geode´sicas del Grupo de Heisenberg H3, Para
esto expresaremos los campos coordenados en funcio´n de los campos invariantes a
izquierda Ei, es decir
∂
∂x
= E1 +
y
2
E3;
∂
∂y
= E2 − x
2
E3;
∂
∂z
= E3.
Sea la curva t 7→ γ(t) ∈ H3, luego γ sera´ una geode´sica si y so´lo si ∇ dγ
dt
dγ
dt
= 0.
Si γ(t) = (x(t), y(t), z(t)) , entonces
dγ
dt
= x˙
∂
∂x
+ y˙
∂
∂y
+ z˙
∂
∂z
= x˙(E1 +
y
2
E3) + y˙(E1 − x
2
E3) + z˙E3
= x˙E1 + y˙E2 + (
x˙y
2
− xy˙
2
+ z˙)E3
Luego
∇dγ
dt
dγ
dt
=
[
x¨+
1
2
(x˙yy˙ − xy˙2 + 2y˙z˙)
]
E1 +
[
y¨ − 1
2
(x˙2y − xx˙y˙ + 2x˙z˙)
]
E2
+
[
1
2
(x¨y − xy¨ + 2z¨)
]
E3 (1.1)
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Entonces ∇ dγ
dt
dγ
dt
= 0, si y so´lo si,

x¨+ 1
2
(x˙yy˙ − xy˙2 + 2y˙z˙) = 0
y¨ − 1
2
(x˙2y − xx˙y˙ + 2x˙z˙) = 0
1
2
(x¨y − xy¨ + 2z¨) = 0
(1.2)
El sistema anterior se puede expresar como:
x¨+ y˙
(
x˙y
2
− xy˙
2
+ z˙
)
= 0
y¨ − x˙ ( x˙y
2
− xy˙
2
+ z˙
)
= 0
z¨ +
(
x¨y
2
− xy¨
2
)
= 0
(1.3)
Sabemos que
d
dt
(xy˙ − x˙y) = xy¨ − x¨y
En la tercera ecuacio´n de (1.3) tendremos:
z¨ =
1
2
(xy¨ − x¨y) = 1
2
d
dt
(xy˙ − x˙y)
Entonces
z˙ =
1
2
(xy˙ − x˙y) + c (1.4)
Con los resultados en los sistemas anteriores, calcularemos las geode´sicas que pasan
por el origen, es decir: x(0) = 0, y(0) = 0, z(0) = 0.
Tendremos los siguientes casos:
(i) Cuando x˙(0) 6= 0, y˙(0) 6= 0 y z˙(0) = 0.
De (1.4): c = 0 y tendremos que
z˙ =
1
2
(xy˙ − x˙y)
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Y as´ı reemplazando en la primera ecuacio´n de (1.3) tendremos
x¨+ y˙(−z˙ + z˙) = 0
Con lo cual x¨ = 0, es decir, x(t) = x˙(0)t.
Luego la solucio´n del sistema es:
x(t) = x˙(0)t, y(t) = y˙(0)t, z(t) = 0.
Por tanto las geode´sicas γ sera´n rectas contenidas en el plano XY.
(ii) Cuando x˙(0) = 0, y˙(0) = 0 y z˙(0) 6= 0.
Hacemos t = 0 en (1.4), y as´ı tenemos que c = z˙(0)
Entonces
z˙ =
1
2
(xy˙ − x˙y) + z˙(0)
Luego de (1.3), tenemos: 
x¨+ z˙(0)y˙ = 0
y¨ − z˙(0)x˙ = 0
Resolviendo el sistema anterior tenemos:
x(t) = y(t) = 0
Entonces
z(t) = z˙(0)t
Con esto obtenemos que:
x˙(t) = 0, y˙(t) = 0, z(t) = z˙(0)t.
Por lo tanto la geode´sica γ sera´ una recta vertical.
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(iii) Cuando x˙(0) 6= 0 o´ y˙(0) 6= 0 y z˙(0) 6= 0.
Con estas condiciones de (1.4) obtenemos que:
z˙ =
1
2
(xy˙ − x˙y) + z˙(0)
y reemplazando en las dos primeras ecuaciones de (1.3), se tiene
x¨+ z˙(0)y˙ = 0
y¨ − z˙(0)x˙ = 0
Integramos el sistema anterior y obtenemos:
x˙+ z˙(0)y = 0
y˙ − z˙(0)x = 0
cuya solucio´n es

x = y˙(0)
z˙(0)
cos(z˙(0)t) + x˙(0)
z˙(0)
sin(z˙(0)t)− y˙(0)
z˙(0)
y = − x˙(0)
z˙(0)
cos(z˙(0)t) + y˙(0)
z˙(0)
sin(z˙(0)t) + x˙(0)
z˙(0)
Notemos que(
x+
y˙(0)
z˙(0)
)2
+
(
y − x˙(0)
z˙(0)
)2
=
(
x˙(0)
z˙(0)
)2
+
(
y˙(0)
z˙(0)
)2
=
x˙2(0) + y˙2(0)
z˙2(0)
.
es decir, las geode´sicas que pasan por el origen son espirales alrededor del
cilindro de radio
√
x˙2(0)+y˙2(0)
z˙2(0)
y centro
(
− y˙(0)
z˙(0)
, x˙(0)
z˙(0)
)
.
1.4. Isometr´ıas de H3
En esta seccio´n mostraremos cua´les son las isometr´ıas del grupo de Heisenberg H3
y cual es su grupo de Isometr´ıas.
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Proposicio´n 1.2. Toda traslacion a izquierda
L(a,b,c) : H3 → H3
(x, y, z) 7→ (a, b, c) ∗ (x, y, z)
en el grupo de Heisenberg H3 es una isometr´ıa.
Demostracio´n. Sea p = (a, b, c) ∈ H3. Como dLp en la identidad lleva la base
ortonormal {e1, e2, e3} en la base ortonormal {E1, E2, E3}, entonces se preservan las
distancias. Por lo tanto, se sigue que las traslaciones a izquierda son isometr´ıas.
Observacio´n 1.3. Sabemos que la aplicacio´n exponencial exp : h3 → H3 definida
al inicio del Cap´ıtulo 1 es un difeomorfismo, luego por la fo´rmula de Campbell-
Hausdorff la aplicacio´n exponencial induce sobre h3 el grupo de estructura ∗ en H3
ya definido anteriormente y se tendra´ la siguiente igualdad:
X1 ∗X2 = X1 +X2 + 1
2
[X1, X2]
donde [X1, X2] = (x1y2 − x2y1) e3 y Xi = xie1 + yie1 + zie3 , i = 1, 2.
Ahora pasaremos a mostrar que el diferencial de una isometr´ıa φ : H3 → H3 que
deja fija la identidad es un automorfismo sobre el A´lgebra de Heisenberg h3. Para
ello usaremos unos resultados dados a detalle en [2] y las geode´sicas de H3 que pasen
por la identidad.
Se tiene que h3 = U ⊕V es un a´lgebra de Heisenberg con centro U , si existe una
representacio´n J : U → End(V ) que satisface: J(a)2 = − |a|2 Iv , ∀a ∈ U.
Donde U y V son espacios vectoriales y {e3} , {e1, e2} sus respectivas bases
ortonormales. Adema´s tenemos la aplicacio´n [, ] : V × V → U que satisface:
1. 〈J(e3)e1, e2〉 = 〈e3, [e1, e2]〉
2. 〈J(a)x, y〉 = 〈a, [x, y]〉 , a ∈ U, x, y ∈ V.
Para las geode´sicas de H3 usamos la parametrizacio´n dada por la exponencial.
Entonces sean t 7→ x(t) ∈ V , t 7→ a(t) ∈ U funciones vectoriales dadas por
x(t) = x1(t)e1 +x2(t)e2 y a(t) = x3(t)e3. Luego obtenemos una curva t 7→ γ(t) ∈ H3
definida por
γ(t) = exp(x(t) + a(t)).
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Por otro lado tenemos la expresio´n
dγ
dt
el vector tangente a γ:
dγ
dt
= x˙+
(
a˙+
1
2
[x˙, x]
)
(1.5)
donde x˙ y a˙ sera´n las derivadas de las funciones vectoriales.
Notemos que la ecuacio´n anterior ya esta´ expresada en funcio´n de los campos
invariantes a izquierda Ei, es decir
dγ
dt
= x˙1E1 + x˙2E2 +
(
x˙3 +
1
2
(x˙1x2 − x1x˙2)
)
E3
Vamos a considerar so´lo las geode´sicas que pasan por la identidad 0, entonces
x(0) = 0 , a(0) = 0
Por tanto,
dγ
dt
∣∣∣∣
t=0
= x˙(0) + a˙(0)
En adelante se denotara´ : x˙(0) = y , a˙(0) = b.
Como {E3} es una base de U y J(E3) ∈ End(V ). Entonces hallemos la regla de
correspondencia de J(E3) : V → V . Sea
J(E3)(x1, x2) = (α, β)
Luego
J(E3)(x1E1 + x2E2) = αE1 + βE2
Por otro lado, usando la segunda propiedad del operador [, ] tenemos
〈J(E3)E1, E1〉 = 0
〈J(E3)E1, E2〉 = 1
〈J(E3)E2, E1〉 = −1
〈J(E3)E2, E2〉 = 0
Ahora hacemos el siguiente producto
〈J(E3)(x1E1 + x2E2), E1〉 = 〈αE1 + βE2, E1〉
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Luego
〈x1J(E3)E1 + x2J(E3)E2, E1〉 = α
Entonces
α = −x2
Ana´logamente haciendo el siguiente producto
〈J(E3)(x1E1 + x2E2), E2〉 = 〈αE1 + βE2, E2〉
Obtenemos
β = x1
Por lo tanto J(E3) : V → V es dada por
J(E3)(x1, x2) = (−x2, x1).
Afirmacio´n. Se cumple la siguiente igualdad
∇ dγ
dt
x˙(t) =
1
2
J(a˙(0))x˙(t) (1.6)
En efecto, al calcular ∇ dγ
dt
x˙(t) tendremos
∇ dγ
dt
x˙(t) =
(
x¨1 +
x˙2
2
(x˙3 +
x˙1x2
2
− x1x˙2
2
)
)
E1 +
(
x¨2 − x˙1
2
(x˙3 +
x˙1x2
2
− x1x˙2
2
)
)
E2
(1.7)
Como estamos usando las geode´sicas de H3 que pasan por la identidad entonces
se cumple el sistema de ecuaciones (1.3) y la ecuacio´n (1.4).
De (1.4) tenemos
x˙3 +
1
2
(x˙1x2 − x1x˙2) = c
pero al tener que x(0) = 0 y a(0) = 0, entonces para todo t tendremos
x˙3 +
1
2
(x˙1x2 − x1x˙2) = a˙(0) (1.8)
Luego reemplazando la anterior ecuacio´n en las dos primeras ecuaciones del sistema
(1.3) tendremos
x¨1 = −a˙(0)x˙2 , x¨2 = a˙(0)x˙1
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Y al reemplazar estas u´ltimas expresiones en (1.7) tendremos
∇ dγ
dt
x˙(t) = −1
2
a˙(0)x˙2E1 +
1
2
a˙(0)x˙1E2
∇ dγ
dt
x˙(t) = −1
2
a˙(0)x˙2E1 +
1
2
a˙(0)x˙1E2
=
a˙(0)
2
(−x˙2, x˙1)
=
1
2
J(a˙(0))x˙(t)
Proposicio´n 1.4. Sea φ : H3 → H3, una isometr´ıa que deja fija la identidad
(φ(0) = 0) y denotemos por φ∗ el diferencial de φ. Entonces φ∗ es un automorfismo
sobre el a´lgebra de Heisenberg h3.
Demostracio´n. Sea φ : H3 → H3, una isometr´ıa que deja fija la identidad
(φ(0) = 0). Consideremos ahora el fibrado tangente T (H3) = TV (H3) ⊕ TU(H3)
inducido por h3 = V ⊕ U . Esto puede ser descrito por el tensor de Ricci dado
por r(x, y) = Traza {z → R(z, x)y}. Sabemos que el tensor de Ricci es una forma
bilineal sime´trica, entonces existe la aplicacio´n S : T (H3)→ T (H3), luego el tensor
de Ricci es dado por r(x, y) = 〈S(x), y〉. Al ser φ una isometr´ıa, su diferencial
φ∗ : T (H3)→ T (H3) tambie´n es una isometr´ıa y as´ı r(φ∗x, φ∗y) = r(x, y), de donde
〈S(φ∗x), φ∗y〉 = 〈S(x), y〉 , para todo y.
Luego
φ−1∗ Sφ∗(x) = S(x) , para todo x.
Entonces
Sφ∗ = φ∗S
De lo anterior podemos afirmar que T (H3) queda definido por los espacios propios
de S y que φ∗ deja los subespacios TV (H3) y TU(H3) invariantes, pues si ui ∈ U es
un autovector de S, entonces
Sφ∗(ui) = φ∗S(ui) = φ∗(λiui) = λiφ∗(ui)
De lo anterior vemos que φ∗(ui) es un autovector que corresponde a λi, donde
φ∗(ui) ∈ U .
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Escojamos ahora y ∈ V , b ∈ U y consideremos la geode´sica γ(t) = exp(x(t) + a(t))
que pasa por la identidad 0, con vector tangente inicial
dγ
dt
∣∣∣∣
t=0
= y + b, con
x˙(0) = y , a˙(0) = b.
Como φ(0) = 0 entonces t → φ(γ(t)) es la geode´sica que pasa por la identidad con
vector tangente inicial φ∗(y) + φ∗(b). Sea piV
(
d
dt
(φ ◦ γ)) la TV (H3) componente del
vector tangente φ∗
(
dγ
dt
)
y por (1.5) tendremos que piV
(
d
dt
(φ ◦ γ)) = φ∗(x˙(t)).
Entonces la derivada covariante de esta componente a lo largo de la geode´sica φ ◦ γ
viene dado por:
∇ d
dt
(φ◦γ)φ∗(x˙(t)) = ∇φ∗( dγdt )φ∗(x˙(t)) = φ∗
(
∇ dγ
dt
x˙(t)
)
Es decir,
∇φ∗( dγdt )φ∗(x˙(t)) = φ∗
(
∇ dγ
dt
x˙(t)
)
Por otro lado, usemos (1.6) y evaluando en t = 0 tendremos:
J(b)y = 2
(
∇ dγ
dt
x˙(t)
)∣∣∣
t=0
Luego
φ∗(J(b)y) = φ∗
(
2 ∇ dγ
dt
x˙(t)
∣∣∣
t=0
)
= 2 ∇φ∗( dγdt )φ∗(x˙(t))
∣∣∣
t=0
= 2∇φ∗( dγdt )piV
(
d
dt
(φ ◦ γ)
)∣∣∣∣
t=0
= 2
[
1
2
J(φ∗(b)).φ∗(y)
]
= J(φ∗(b))φ∗(y)
Y as´ı tenemos
φ∗(J(b)y) = J(φ∗(b))φ∗(y) (1.9)
Usando la segunda propiedad del operador [, ], hacemos:
〈b, φ∗([x, y])〉 =
〈
φ−1∗ (b), [x, y]
〉
=
〈
J(φ−1∗ (b))x, y
〉
=
〈
φ∗(J(φ
−1
∗ (b))x), φ∗(y)
〉
(pues φ∗ es una isometr´ıa)
=
〈
J(φ∗(φ
−1
∗ (b))φ∗(x)), φ∗(y)
〉
(por(1.9))
= 〈J(b)φ∗(x), φ∗(y)〉
= 〈b, [φ∗(x), φ∗(y)]〉 para todo b.
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Y as´ı se tiene
〈b, φ∗([x, y])〉 = 〈b, [φ∗(x), φ∗(y)]〉
Por lo tanto φ∗ es un automorfismo sobre el a´lgebra de Heisenberg h3.
Proposicio´n 1.5. Si G es un grupo de Lie con una me´trica invariante a izquierda,
entonces todo automorfismo del grupo G cuya diferencial en la identidad preserva el
producto interno es una isometr´ıa.
Demostracio´n.
Afirmacio´n. Sea ϕ un automorfismo de H3 y p ∈ H3. Entonces
ϕ = Lϕ(p) ◦ ϕ ◦ Lp−1
En efecto,
Lϕ(p) ◦ ϕ ◦ Lp−1(x) = Lϕ(p)(ϕ(p−1 ∗ x))
= ϕ(p) ∗ ϕ(p−1) ∗ ϕ(x)
= ϕ(x), para todo x ∈ H3
Luego tenemos
dϕp(v) = d
(
Lϕ(p) ◦ ϕ ◦ Lp−1
)
p
(v) ; v ∈ TpH3
Entonces
dϕp(v) = d
(
Lϕ(p)
)
ϕ(0)
◦ dϕ0 ◦ (dLp−1)p (v)
Al tener que dϕ0 preserva el producto interno, entonces dϕ0 es una isometr´ıa,
luego la composicio´n de la igualdad anterior es una isometr´ıa. Por lo tanto dϕp es
una isometr´ıa.
Luego tendremos
〈dϕp(u), dϕp(v)〉ϕ(p) = 〈u, v〉p
Por lo tanto ϕ es una isometr´ıa.
A continuacio´n daremos a conocer el grupo de isometr´ıas del grupo de Heisenberg
H3, para ello denotemos por A(H3) al grupo de automorfismos de H3 que preservan
producto interno en h3.
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Corolario 1.6. El grupo de Isometr´ıas de H3 coincide con el producto semidirecto
A(H3) ∝ H3 (con H3 actuando por traslaciones izquierdas).
Demostracio´n. Definamos el producto semidirecto A(H3) ∝ H3
A(H3) ∝ H3 = {Lp ◦ ϕ / ϕ ∈ A(H3) , p ∈ H3}
Como A(H3) es el grupo de Automorfismos deH3 que preservan el producto interno,
entonces sus elementos sera´n isometr´ıas, adema´s sabemos que las traslaciones a
izquierda Lp son isometr´ıas. Luego todos los elementos de A(H3) ∝ H3 son
isometr´ıas.
Ahora probemos que toda isometr´ıa de H3 esta´ en A(H3) ∝ H3, para esto
consideremos una isometr´ıa φ : H3 → H3 tal que φ(0) = 0. Por el corolario
anterior tenemos que el diferencial de φ es un automorfismo sobre h3, luego φ es
un automorfismo de H3.
Finalmente si φ(0) = x , x 6= 0, entonces bastara´ tomar φ¯ = Lx−1 ◦φ ∈ A(H3) ∝ H3.
Lema 1.7. Si f1 y f2 son isometr´ıas en una variedad riemanniana M conexa tal
que f1(p) = f2(p) y df1p = df2p, entonces f1 = f2.
Demostracio´n. Ver [3] Pa´g. 84.
Teorema 1.8. Si ϕ : H3 → H3 es una isometr´ıa tal que ϕ(0) = 0, entonces
ϕ(x, y, z) =

(x cos θ − y sin θ, x sin θ + y cos θ, z)
(x cos θ + y sin θ, x sin θ − y cos θ,−z)
Demostracio´n. Sea {e1, e2, e3} la base de h3 y
A =

a11 a12 a13
a21 a22 a23
a31 a32 a33

la matriz que representa a dϕ0 : h3 → h3 en esa base. Como dϕ0 es un automorfismo
del a´lgebra h3, entonces
dϕ0(e3) = [dϕ0(e1), dϕ0(e2)]
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esto implica que a13e1 + a23e2 + a33e3 = (a11a22 − a12a21)e3, es decir
a13 = 0
a23 = 0
a11a22 − a12a21 = a33
Adema´s dϕ0 preserva el producto interno en h3, es decir AA
t = I. De e´sto y las
anteriores igualdades, se tiene
a11a21 + a12a22 = 0
a211 + a
2
12 = 1
a221 + a
2
22 = 1
a11a22 − a12a21 = ±1
Entonces tendremos los siguientes 2 casos:
i) Si a11a22 − a12a21 = 1, con a11 6= 0, tendremos que a33 = 1 y a11 = a22, luego
a12 = −a21. Por tanto
A =

cos θ − sin θ 0
sin θ cos θ 0
0 0 1

Por otro lado la aplicacio´n ϕ(x, y, z) = (x cos θ − y sin θ, x sin θ + y cos θ, z) es
un automorfismo de H3 tal que ϕ(0) = 0 y dϕ0 = A, entonces por el Lema
1.7 y la Proposicio´n 1.5, ϕ es una u´nica isometr´ıa con esas propiedades. Por
tanto, ϕ es una rotacio´n alrededor del eje z.
ii) Si a11a22 − a12a21 = −1, con a11 6= 0, tendremos que a33 = −1 y a11 = −a22,
luego a12 = a21. Por tanto
A =

cos θ sin θ 0
sin θ − cos θ 0
0 0 −1

Por otro lado la aplicacio´n ϕ(x, y, z) = (x cos θ+y sin θ, x sin θ−y cos θ,−z) es
un automorfismo deH3 tal que ϕ(0) = 0 y dϕ0 = A, entonces por el Lema 1.7 y
la Proposicio´n 1.5, ϕ es una u´nica isometr´ıa con esas propiedades. Por tanto,
ϕ es la composicio´n de una reflexio´n respecto al plano XY y una reflexio´n
respecto a una direccio´n paralela al plano XY .
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Por lo tanto, toda isometr´ıa de H3 se obtendra´ como composicio´n de una traslacio´n
a izquierda y una isometr´ıa dada por el Teorema anterior.
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Cap´ıtulo 2
Aplicaciones Armo´nicas
Sabemos que las inmersiones mı´nimas son aquellas cuya curvatura media es
nula. Generalizaremos este concepto, estudiando el campo de tensiones entre dos
variedades riemannianas. Para llegar a ello daremos algunas definiciones de fibrados
vectoriales y conexio´n lineal para obtener la expresio´n local del campo de tensiones.
2.1. Fibrados Vectoriales
En esta seccio´n recordaremos algunos conceptos de fibrados vectoriales que sera´n
usados mas adelante. Sea M una variedad diferenciable C∞ conexa y orientable.
Definicio´n 2.1. Un fibrado vectorial real de rango n sobre M consiste en :
1. Tres variedades diferenciables, el espacio total E, la variedad base M y F un
espacio vectorial real de dimensio´n n llamado la fibra esta´ndar del fibrado.
2. Una aplicacio´n ζ : E →M sobreyectiva y C∞.
3. Un cubrimiento U , de abiertos en M tal que para cada abierto, U ∈ U ,
existe una aplicacio´n diferenciable ϕ : ζ−1(U) → F de tal manera que
(ζ, ϕ) : ζ−1(U)→ U × F es un difeomorfismo.
4. Cada fibra Ep = ζ
−1(p) es un espacio vectorial real de dimensio´n n y
ϕ
∣∣
Ep : Ep → F es un isomorfismo lineal para cada p ∈M .
Denotaremos por C(E) al espacio vectorial de las secciones diferenciables de E; es
decir
C(E) = {σ : M → E : ζ ◦ σ(x) = x}
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Un ejemplo t´ıpico de un fibrado vectorial es el fibrado tangente, donde
E = TM = {(p, v) : v ∈ TpM} ,
la proyeccio´n esta´ dada por ζ(p, v) = p y las secciones para este fibrado son los
campos vectoriales C∞.
A partir de unos fibrados vectoriales dados se pueden construir otros fibrados.
Por ejemplo, tenemos el fibrado dual ζ∗ : E∗ → M donde (ζ∗)−1(x) = E∗x y las
secciones estan dadas por funcionales σ(x) : Ex → R.
Si η : W →M es otro fibrado sobre M construimos el fibrado producto tensorial
ζ ⊗ η : E ⊗W →M
donde las fibras (ζ ⊗ η)−1(x) = Ex ⊗Wx. Si σ ∈ C(E) y θ ∈ C(W ) entonces una
seccio´n en el fibrado producto tensorial esta´ dada por (σ⊗θ)(x) = σ(x)⊗θ(x), para
todo x ∈M.
Por u´ltimo, dada una aplicacio´n diferenciable f : M → N y η : W → N un
fibrado sobre N , entonces el fibrado sobre M inducido por la aplicacio´n f se define
de tal manera que la fibra sobre x ∈M esta´ dada por Wf(x), y las secciones en este
fibrado son de la forma θ◦f , donde θ ∈ C(W ). A este fibrado se le llamara´ el fibrado
inducido por f y lo denotaremos por f−1(W ).
2.2. Conexio´n Lineal
Una conexio´n lineal en un fibrado vectorial ζ : E →M es una aplicacio´n bilineal
∇ en el espacio de las secciones.
∇ : C(TM)× C(E)→ C(E)
tal que para cada funcio´n diferenciable f en M . Se cumple lo siguiente:
1. ∇fXσ = f∇Xσ
2. ∇Xfσ = X(f)σ + f∇Xσ, donde σ ∈ C(E)
Si tenemos una conexio´n lineal en un fibrado podemos construir otra conexio´n
en otro fibrado. Por ejemplo ∇E es una conexio´n lineal en el fibrado E, definimos
la conexio´n dual en E∗ como
(∇∗X)θ(σ) = X(θ(σ))− θ(∇EXσ)
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donde θ ∈ C(E∗) y σ ∈ C(E). Si ∇W es una conexio´n en el fibrado W , entonces la
conexio´n producto tensorial en V ⊗W esta´ dada por
∇X(σ ⊗ λ) = (∇EX)⊗ λ+ σ ⊗ (∇WX λ)
Si f : M → N es una aplicacio´n diferenciable y η : W → N un fibrado vectorial
sobre N con conexio´n lineal ∇W , entonces definimos la conexio´n para el fibrado
vectorial f−1W de la siguiente manera: Sea p ∈ M, y = f(p) ∈ N, X ∈ TpM y
θ ∈ C(W ), entonces
∇X(f ∗θ) = f ∗∇Wdf(X)(θ)
domde f ∗(θ) = θ ◦ f ∈ C(f−1W ). En particular si W = TN y df(Y ) ∈ C(TN), con
Y ∈ C(TM), entonces
∇Xdf(Y ) = ∇Wdf(X)df(Y )
2.3. Diferencial Covariante
En esta seccio´n observaremos la conexio´n lineal desde el punto de vista
tensorial, por medio del isomorfismo que nos permite indentificar el espacio de las
transformaciones lineales T : V → W con el espacio V ∗ ⊗W .
Sea ζ : E → M un fibrado vectorial sobre M y ∇ una conexio´n lineal en este
fibrado. Si σ ∈ C(E), donde C(E) denota el espacio vectorial de las secciones
diferenciables en E, entonces, la aplicacio´n
∇(σ) : C(TM)→ C(E)
dada por ∇(σ)(X) := ∇Xσ es lineal sobre R. Es decir podemos considerar ∇(σ)
como una seccio´n en el fibrado TM∗⊗E y lo llamaremos el diferencial covariante
de la seccio´n σ. Ana´logamente ahora consideremos la conexio´n producto tensorial
en el fibrado TM∗ ⊗ E
∇ : C(TM)× C(TM∗ ⊗ E)→ C(TM∗ ⊗ E)
Si δ ⊗ w ∈ C(TM∗ ⊗ E), entonces la aplicacio´n
∇(δ ⊗ w) : C(TM)→ C(TM∗ ⊗ E)
sera´ tambien una transformacio´n lineal, luego el diferencial covariante ∇(δ ⊗ w) ∈
C(TM∗⊗ (TM∗⊗E)) = C(⊗2TM∗⊗E) y representara´ al diferencial covariante de
la seccio´n δ ⊗ w.
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2.4. Segunda Forma Fundamental
Sea f : M → N una aplicacio´n diferenciable entre dos variedades riemannianas.
Sabemos que el diferencial dfp : TpM → Tf(p)N es una transformacio´n lineal y por lo
tanto dfp ∈ TpM∗ ⊗ Tf(p)N , desde este punto de vista, df es una seccio´n del fibrado
producto tensorial TM∗ ⊗ f−1TN sobre M , donde f−1TN es el fibrado inducido a
M cuyas fibras son Tf(p)N .
Veamos las cualidades de ∇(df), el diferencial covariante de la seccio´n df , donde
∇ es una conexio´n en el fibrado TM∗ ⊗ f−1TN . Fijemos la seccio´n df del fibrado
vectorial TM∗ ⊗ f−1TN , luego tendremos
∇(df) : C(TM)→ C(TM∗ ⊗ f−1TN)
Para un punto p ∈ M , se tiene que ∇(df)p ∈ TpM∗ ⊗ TpM∗ ⊗ Tf(p)N , es decir
v´ıa isomorfismo tenemos
∇(df)p ∈ (TpM ⊗ TpM)∗ ⊗ Tf(p)N ∼= L(TpM ⊗ TpM,Tf(p)N)
Lo anterior nos dice que la aplicacio´n ∇(df)p : TpM × TpM → Tf(p)N es bilineal
en TpM , pues el espacio de las bilineales es isomorfo a (⊗2(TpM)∗)⊗ Tf(p)N , luego
∇(df) ∈ C(⊗2TM∗⊗ f−1TN), es decir ∇(df) es una aplicacio´n bilineal en TM con
valores en f−1TN . Esto nos lleva a la siguiente definicio´n
Definicio´n 2.2. Sea f : M → N una aplicacio´n diferenciable entre dos variedades
riemannianas. Se define la segunda forma fundamental de f como el diferencial
covariante de la secio´n df , es decir ∇(df).
Veamos la regla de correspondencia de este diferencial. Como df ∈ C(TM∗ ⊗
f−1TN), entonces
∇(df) : C(TM)→ C(TM∗ ⊗ f−1TN)
tal que ∇(df)(X) = ∇X(df) ∈ C(TM∗ ⊗ f−1TN), para todo X ∈ C(TM). De
donde, ∇X(df) : TM → f−1TN , y por lo tanto
∇(df)(X, Y ) = (∇X(df))(Y ). (2.1)
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Por otro lado sabemos que desde el punto de vista tensorial podemos escribir df
de la siguiente forma:
df =
∑
i
δi ⊗ wi
con δi ∈ C(TM∗), wi ∈ C(f−1TN). Entonces
(∇X(df))(Y ) =
∑
i
∇X(δi ⊗ wi)(Y ) =
∑
i
∇∗Xδi(Y )wi + δi(Y )∇fXwi
Por otro lado, de la conexio´n en el fibrado dula TM∗ se tiene
∇∗Xδi(Y ) = X(δi(Y ))− δi(∇XY ).
De las dos ecuaciones, anteriores reemplazando y reordenando convenientemente
tendremos
(∇X(df))(Y ) =
∑
i
[
X(δi(Y ))wi + δi(Y )∇fXwi
]
− δi(∇XY )wi
Y as´ı obtenemos
(∇X(df))(Y ) = ∇fX
∑
i
(δi ⊗ wi)(Y )−
∑
i
δi ⊗ wi(∇XY )
Ahora usando la expresio´n tensorial de df y la conexio´n del fibrado se concluye que
(∇(df))(X, Y ) = ∇fXdf(Y )− df(∇YX) = ∇TNdf(X)df(Y )− df(∇MX Y ). (2.2)
Ahora presentaremos una expresio´n local para el diferencial ∇(df). Sean (Xi, Ui)
y (Yα, Vα) dos parametrizaciones en p y f(p) respectivamente,
{
∂
∂xi
}
y
{
∂
∂yα
}
los
campos coordenados asociados a sus respectivas parametrizaciones, entonces
∇(df)( ∂
∂xi
,
∂
∂xj
) = ∇f∂
∂xi
df(
∂
∂xj
)− df(∇M∂
∂xi
∂
∂xj
) (2.3)
Sea fα = yα ◦ f : M → R, a fα le llamaremos la α-e´sima componente de f .
Si escribimos df( ∂
∂xj
) =
∑
α
fαj
∂
∂yα
, donde fαj =
∂(yα◦f)
∂xj
, entonces de las propiedades
de conexio´n lineal, obtenemos
∇f∂
∂xi
df(
∂
∂xj
) =
∑
α
∇f∂
∂xi
fαj
∂
∂yα
=
∑
α
[
fαij
∂
∂yα
+ fαj ∇f∂
∂xi
∂
∂yα
]
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De acuerdo a la definicio´n de conexio´n inducida, tenemos
∇f∂
∂xi
df(
∂
∂xj
) =
∑
α
[
fαij
∂
∂yα
+ fαj ∇TNdf( ∂
∂xi
)
∂
∂yα
]
=
∑
α
fαij
∂
∂yα
+
∑
α
∑
β
fαj f
β
i ∇TN∂
∂yβ
∂
∂yα
Al tener en cuenta los coeficientes de Christoffel Γγαβ de la conexio´n lineal en TN e
intercambiando sumas convenientemente,
∇f∂
∂xi
df(
∂
∂xj
) =
∑
γ
[
fγij +
∑
α
∑
β
fαj f
β
i Γ
γ
αβ
]
∂
∂yγ
Por otro lado,
df
(
∇M∂
∂xi
∂
∂xj
)
=
∑
γ
df
γ
(
∇M∂
∂xi
∂
∂xj
)
∂
∂yγ
con fγ = yγ ◦ f : M → R. Ahora consideremos la conexio´n en el fibrado dual TM∗
donde dfγ es una seccio´n
(∇∗dfγ)ij :=
(
∇∗∂
∂xi
dfγ
)(
∂
∂xj
)
= fγij − dfγ
(
∇M∂
∂xi
∂
∂xj
)
Reemplazando tenemos
df
(
∇M∂
∂xi
∂
∂xj
)
=
∑
γ
[
fγij − (∇∗dfγ)ij
] ∂
∂yγ
En (2.3)
∇(df)ij = ∇(df)( ∂
∂xi
,
∂
∂xj
) =
∑
γ
[
(∇∗dfγ)ij +
∑
α
∑
β
fαj f
β
i Γ
γ
αβ
]
∂
∂yγ
(2.4)
Denotaremos por∇(df)γij cada componente de la segunda forma fundamental∇(df)ij
2.5. El Laplaciano
Definicio´n 2.3. Sea M una variedad riemanniana, con p ∈ M . Indicaremos por
X(M) al conjunto de los campos vectoriales de clase C∞ en M y por D(M) el
conjunto de las funciones C∞ definidas sobre M . Siendo X ∈ X(M) y h ∈ D(M),
se definen:
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1. La divergencia de X, como la funcio´n divX : M → R, donde divX es igual
a la traza de la aplicacio´n lineal v 7→ ∇vX, con v ∈ TpM y ∇ la conexio´n
riemanniana en M .
2. El gradiente de h, como el campo vectorial grad(h) en M , dado por
〈grad(h(p)), v〉 = dhpv, v ∈ TpM.
3. El laplaciano de h, como el operador ∆ : D(M)→ D(M), dado por
∆h = div(grad(h)).
Sean (U,x) una parametrizacio´n en p ∈ M con base asociada
{
∂
∂xi
}
y h : M → R,
daremos a conocer la expresio´n local del Laplaciano.
Tenemos que
∆h = div(grad(h)) = Tr(T : X → ∇Xgrad(h))
Ahora determinemos las entradas de la matriz A que representa a la transformacio´n
lineal T , para esto escribimos
T
(
∂
∂xk
)
=
∑
i
Aik
∂
∂xi
Y siendo (gij) la matriz de la me´trica en M, se tendra´〈
T
(
∂
∂xk
)
,
∂
∂xj
〉
=
∑
i
Aik
〈
∂
∂xi
,
∂
∂xj
〉
=
∑
i
Aikgij = (gji)(Aik)
Luego Aik se expresara´ as´ı
Aik =
∑
j
gij
〈
T
(
∂
∂xk
)
,
∂
∂xj
〉
Y como la traza de T es igual a
∑
i
Aii, entonces
∆h = div(grad(h)) =
∑
ij
gij
〈
∇ ∂
∂xi
grad(h),
∂
∂xj
〉
(2.5)
Esta u´ltima ecuacio´n es la expresio´n local del Laplaciano de la funcio´n h, donde
(gij) es la matriz inversa de la me´trica en M .
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Por otro lado, de la compatibilidad de la conexio´n riemanniana tenemos〈
∇ ∂
∂xi
grad(h),
∂
∂xj
〉
=
∂
∂xi
〈
grad(h),
∂
∂xj
〉
−
〈
grad(h),∇ ∂
∂xi
∂
∂xj
〉
y de la definicio´n de gradiente se tiene〈
∇ ∂
∂xi
grad(h),
∂
∂xj
〉
=
∂
∂xi
(
dh
(
∂
∂xj
))
− dh
(
∇ ∂
∂xi
∂
∂xj
)
pero la u´ltima expresio´n de arriba es el diferencial covariante de la seccio´n dh y de
(2.2) se tiene 〈
∇ ∂
∂xi
grad(h),
∂
∂xj
〉
= (∇dh)
(
∂
∂xi
,
∂
∂xj
)
= (∇dh)ij
Al sustituir esta u´ltima ecuacio´n en (2.5) obtenemos
∆h =
∑
ij
gij(∇dh)ij (2.6)
2.6. Campo de Tensiones
En esta seccio´n daremos la definicio´n del campo de tensiones y expresaremos
localmente como es este campo, para esto nos ayudaremos del laplaciano de una
funcio´n f y de su segunda forma fundamental.
Definicio´n 2.4. Sea f : M → N una aplicacio´n diferenciable entre dos variedades
riemannianas. Definimos el campo de tensiones como
τ(f) = Tr(∇(df)).
Hay que recordar que ∇df es una bilineal con valores vectoriales y por lo tanto el
campo de tensiones τ(f) toma valores vectoriales en Tf(x)N .
Ahora daremos a conocer la expresio´n local para el campo de tensiones de la
aplicacio´n f . De acuerdo a la definicio´n del campo de tensiones
τ(f)γ = Tr
(
(∇df)γij
)
= Tr
(
(∇df)γ
(
∂
∂xi
,
∂
∂xj
))
representa la γ-e´sima componente del campo de tensiones, donde (∇df)γij denota
cada componente de la ecuacio´n dentro del corchete dada en (2.4).
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Tambien de (2.6) se tiene para la funcio´n fγ : M → R que
∆fγ =
∑
ij
gij(∇dfγ)ij
Luego la expresio´n local para el campo de tensiones de f estara´ dada por
τ(f) =
∑
τ(f)γ
∂
∂yα
Ahora usando la expresio´n del diferencial covariante dada en (2.4) tendremos
τ(f)γ =
∑
i,j
gij(∇(df)γij) =
∑
i,j
gij
[
(∇dfγ)ij +
∑
α
∑
β
fαj f
β
i Γ
γ
αβ
]
.
Y de la expresio´n local del laplaciano en (2.6), obtenemos
τ(f)γ = ∆fγ +
∑
ij
∑
αβ
fαj f
β
i Γ
γ
αβg
ij (2.7)
con α, β, γ = 1, ...., dimN , donde el laplaciano ∆fγ esta asociado a la variedad
riemanniana M , los s´ımbolos de Christoffel corresponden a la conexio´n de N y cada
componente del campo de tensiones τ(f) esta´ dado por (2.7) .
Definicio´n 2.5. Sean (M, g) y (N, h) dos variedades riemannianas y f : M → N
una aplicacio´n C∞. Decimos que f es armo´nica, si τ(f) = 0.
A continuacio´n mostraremos algunos ejemplos de aplicaciones armo´nicas.
Ejemplo 2.6. Si N = R entonces f es una aplicacio´n armo´nica en el sentido (2.6).
Ejemplo 2.7. La aplicacio´n identidad en M es armo´nica ya que ∇df(X, Y ) = 0,
para todo X, Y ∈ TM (ver (2.2)).
Ejemplo 2.8. Sea f : S → R3 una inmersio´n isome´trica de una superficie regular
en R3, localmente parametrizada por coordendas isote´rmicas, es decir gij = λ2δij.
Entonces
τ γ = ∆Sfγ = λ2∆fγ, γ = 1, 2, 3
donde ∆ es el laplaciano en el plano R2. Por lo tanto, cada inmersio´n es mı´nima, si
y solamente si, cada fγ es una funcio´n armo´nica en el sentido euclideano.
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Ejemplo 2.9. Decimos que una aplicacio´n f : M → N es totalmemte geode´sica
si su segunda forma fundamental es nula, es decir ∇(df) = 0. En particular toda
aplicacio´n totalmente geode´sica es armo´nica.
Para finalizar los ejemplos, [4], [5] y [6] nos dicen que las isometr´ıas son
aplicaciones armo´nicas y que la composicio´n de una aplicacio´n armo´nica con
una isometr´ıa en su dominio sigue siendo armo´nica. Pero la composicio´n de dos
aplicaciones armo´nicas no es armo´nica en general.
Sea Σ una superficie de riemann conexa y orientable, la cual admite un atlas
complejo y sean (u, v) coordenadas locales de una parametrizacio´n de este atlas y
z = u+ iv la coordenada compleja. Se define
∂
∂z
=
1
2
(
∂
∂u
− i ∂
∂v
)
∂
∂z¯
=
1
2
(
∂
∂u
+ i
∂
∂v
)
Sea M una variedad riemanniana y f : Σ → M una inmersio´n conforme tal
que la me´trica inducida es ds = λ2(du2 + dv2) = λ2 ‖dz2‖. El operador de Laplace
Beltrani sobre Σ estara´ dado por:
∆ = λ−2
(
∂
∂u
∂
∂u
+
∂
∂v
∂
∂v
)
= 4λ−2
∂
∂z¯
∂
∂z
Teorema 2.10. Sea Σ una superficie de riemann, M una variedad riemanniana
y f : Σ → M una inmersio´n conforme de clase C2. Entonces f es una aplicacio´n
armo´nica, si y so´lo si
∂2f i
∂z¯∂z
+
∑
jk
Γijk
∂f j
∂z¯
∂fk
∂z
= 0 , para i = 1, ..., dim M.
donde Γijk = Γ
i
jk(f(z)) son los s´ımbolos de Christoffel de M .
Demostracio´n. Sabemos que la inmersio´n f sera´ armo´nica si su campo de tensiones
τ(f) se anula.
Usando la expresio´n de las componentes del campo de tensiones para una inmersio´n
f : Σ→M tenemos:
τ(f)i = ∆f i +
∑
αβ
∑
jk
f jβf
k
αΓ
i
jkg
αβ
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para i = 1, ..., dim M y α, β = 1, 2.
Usando coordenadas isote´rmicas de la anterior ecuacio´n obtenemos
τ(f)i = ∆f i + λ−2
∑
jk
Γijk
[
∂f j
∂u
∂fk
∂u
+
∂f j
∂v
∂fk
∂v
]
donde f j1 =
∂fj
∂u
, f j2 =
∂fj
∂v
.
Expresando la igualdad anterior en coordenadas complejas, obtenemos
τ(f)i = ∆f i + λ−2
∑
jk
Γijk
[
2
∂f j
∂z
∂fk
∂z¯
+ 2
∂f j
∂z¯
∂fk
∂z
]
De ah´ı, como Γijk = Γ
i
kj, se tiene
τ(f)i = ∆f i + 4λ−2
∑
jk
Γijk
∂f j
∂z¯
∂fk
∂z
Luego, como ∆f i = 4λ−2 ∂
2f i
∂z¯∂z
Finalmente
τ(f)i = 4λ−2
[
∂2f i
∂z¯∂z
+
∑
jk
Γijk
∂f j
∂z¯
∂fk
∂z
]
Luego el campo de tensiones τ(f) se anula cuando los τ(f)i se anulen, es decir
∂2f i
∂z¯∂z
+
∑
jk
Γijk
∂f j
∂z¯
∂fk
∂z
= 0
Por lo tanto la inmersio´n conforme f : Σ→M es armo´nica, si y so´lo si
∂2f i
∂z¯∂z
+
∑
jk
Γijk
∂f j
∂z¯
∂fk
∂z
= 0
.
Teorema 2.11. Sea f : M → N una inmersio´n isome´trica entre dos variedades
riemannianas M y N . Entonces
τ(f) = kH
donde k es la codimensio´n de f y H es el vector curvatura media. En particular,
una inmersio´n isome´trica es mı´nima, si es armo´nica.
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Demostracio´n. La segunda forma fundamental de la inmersio´n f es una forma
vectorial bilineal sime´trica B : TpM × TpM →
(
Tf(p)M
)⊥
dada por
B(x, y) =
(∇¯X¯ Y¯ )⊥
donde X¯ y Y¯ son campos en N , extensiones de x, y ∈ TpM y ∇¯ la conexio´n en N .
Para cada η ∈ (Tf(p)M)⊥ existe un u´nico operador autoadjunto Aη en TpM
llamado operador Weingarten y esta´ asociado a la forma bilineal B, dado por
〈B(x, y), η〉 = 〈Aη(x), y〉 = 〈x,Aη(y)〉
donde x, y ∈ TpM.
Escogiendo una base ortonormal {η1, . . . , ηk} en (TpM)⊥, definimos el campo
curvatura media de la inmersio´n f
H(p) =
1
k
k∑
i=1
(trAηi)ηi (2.8)
donde k es la codimensio´n de f .
Por otro lado, tenemos
τ(f) = Tr(∇(df)) = Tr(B(X, Y ))
donde X, Y son campos en M .
De (2.8) se tiene
Tr(B(X, Y )) =
k∑
i=1
(trAηi)ηi
Por lo tanto
τ(f) = kH.
Proposicio´n 2.12. Sea f : Σ → H2 una aplicacio´n de clase C2, siendo
H2 = {z ∈ C; |z| < 1} el disco hiperbo´lico dotado con la me´trica 4|dz
2|
(1−|z|2)2
. Luego
la aplicacio´n f sera´ armo´nica si y so´lo si
fzz¯ +
2f¯
1− |f |2fzfz¯ = 0.
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Demostracio´n. En efecto, tenemos que H2 es una variedad riemanniana con tensor
me´trico (gij). Sea f = (f
1, f 2), con los gij dados, obtenemos los s´ımbolos de
Christoffel de H2:
Γ111 = Γ
2
12 = Γ
2
21 =
2f 1
1− |f |2 , Γ
1
12 = Γ
1
21 = Γ
2
22 =
2f 2
1− |f |2 ,
Γ122 =
−2f 1
1− |f |2 , Γ
2
11 =
−2f 2
1− |f |2
Luego al ser f armo´nica, usando el Teorema 2.10 obtenemos
∂2f 1
∂z¯∂z
+
2∑
j,k=1
Γ1jk
∂f j
∂z¯
∂fk
∂z
= 0 y
∂2f 2
∂z¯∂z
+
2∑
j,k=1
Γ2jk
∂f j
∂z¯
∂fk
∂z
= 0
Y juntando las dos igualdades anteriores, se tiene
∂2f 1
∂z¯∂z
+
2∑
j,k=1
Γ1jk
∂f j
∂z¯
∂fk
∂z
+ i
[
∂2f 2
∂z¯∂z
+
2∑
j,k=1
Γ2jk
∂f j
∂z¯
∂fk
∂z
]
= 0
Reemplazando los s´ımbolos de Christoffel de H2 en la igualdad anterior, usando que
f = f 1 + if 2 para obtener una expresio´n mas corta en coordenadas complejas y
agrupando convenientemente obtenemos:
fzz¯ +
2f¯
1− |f |2fzfz¯ = 0.
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Cap´ıtulo 3
La Aplicacio´n de Gauss
Sea Σ una superficie de Riemann parametrizada por coordenadas isote´rmicas
y z = u + iv una coordenada en Σ. Sea X : Σ → H3 una inmersio´n conforme.
Denotemos por F = pi ◦ X la proyeccio´n horizontal de X, donde pi : H3 → R2,
(x1, x2, x3) 7→ (x1, x2) es una sumersio´n riemanniana, y por h : Σ → R la tercera
coordenada de X, luego tenemos que X = (F, h). Consideremos F como una funcio´n
de valores complejos e identifiquemos C con R2. Denotemos por N : Σ → S2 la
normal unitaria a X dada por
N : Σ ⊂ H3 → S2 ⊂ T0H3
p 7→ (dLp−1)p(ξ(p))
donde ξ es un campo unitario normal a Σ en H3 y S2 es la esfera unitaria de h3.
Observacio´n 3.1. Un vector expresado en funcio´n de los campos invariantes a
izquierda {Ei} sera´ denotado entre corchetes, es decir
v1E1 + v2E2 + v3E3 =

v1
v2
v3

Definicio´n 3.2. La aplicacio´n de Gauss de X es la aplicacio´n g = ϕ ◦N : Σ→ C¯,
donde C¯ es la esfera de Riemann y ϕ es la proyeccio´n estereogra´fica de la esfera con
respecto al polo sur, es decir, g : Σ→ C¯ esta´ definida por
N =
1
1 + |g|2

2 Re g
2 Im g
1− |g|2

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La otra eleccio´n de la normal reemplazar´ıa g por g˜ = −1
g¯
.
Observacio´n 3.3.
1. En adelante 〈, 〉 denotara´ la extensio´n de la forma bilineal real a los nu´meros
complejos, es decir, sean w¯ = a¯ + ib¯ y t¯ = c¯ + id¯ vectores complejos, donde
a¯, b¯, c¯, d¯ son vectores reales, entonces
〈w¯, t¯〉 = 〈a¯+ ib¯, c¯+ id¯〉
= 〈a¯, c¯〉+ i 〈a¯, d¯〉+ i 〈b¯, c¯〉− 〈b¯, d¯〉 .
donde los productos internos anteriores, corresponden al producto interno
usual de vectores reales.
2. Sea X = (x, y, h) nuestra inmersio´n conforme, tendremos los vectores
complejos Xz y Xz¯ dados por
Xz =
1
2
(Xu − iXv) y Xz¯ = 1
2
(Xu + iXv)
donde Xu y Xv son vectores de componentes reales, y tangentes a Σ.
Definicio´n 3.4. Sea X : Σ → H3 una inmersio´n conforme y E3 el tercer campo
invariante a izquierda. Definimos
η = 2 〈E3, Xz〉
Llamaremos al par (g, η) el dato de Weierstrass de la inmersio´n X.
Proposicio´n 3.5. La funcio´n h : Σ→ R, satisface la siguiente igualdad
hz =
1
2
η − i
4
(F¯Fz − FF¯z) (3.1)
Demostracio´n. En efecto, expresemos Xz = (xz, yz, hz) en funcio´n de los campos
invariantes a izquierda {Ei}
Xz = xzE1 + yzE2 +
(
hz +
yxz
2
− xyz
2
)
E3
Luego,
〈E3, Xz〉 = hz + yxz
2
− xyz
2
Es decir,
η
2
= hz +
yxz
2
− xyz
2
(3.2)
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Luego usando que x = F+F¯
2
y y = (F¯−F )i
2
, se tiene
η
2
= hz +
i
2
(F¯ − F )
2
(F + F¯ )z
2
− i
2
(F + F¯ )
2
(F¯ − F )z
2
Por lo tanto
hz =
1
2
η − i
4
(F¯Fz − FF¯z)
Proposicio´n 3.6. La inmersio´n X es conforme, si y so´lo si
FzF¯z = −η
2
4
. (3.3)
Demostracio´n. Sea X conforme, de (3.2) tenemos las siguientes ecuaciones:
Re(η) =
η + η¯
2
= hu +
yxu
2
− xyu
2
−Im(η) = −i(η¯ − η)
2
= hv +
yxv
2
− xyv
2
Luego tendremos
Xu = xuE1 + yuE2 + Re(η)E3,
Xv = xvE1 + yvE2 − Im(η)E3.
Como la variedad Σ esta´ parametrizada por coordenadas isote´rmicas y X es
conforme, se cumple
〈Xu, Xu〉 = 〈Xv, Xv〉 = λ2 y 〈Xu, Xv〉 = 0
Luego
‖Xu‖2 = x2u + y2u + [Re(η)]2 = λ2 = x2v + y2v + [Im(η)]2 = ‖Xv‖2
entonces
[Im(η)]2 − [Re(η)]2 = x2u − x2v + y2u − y2v
Tambien se tendra´
Re(η)Im(η) = xuxv + yuyv
Por otro lado tenemos
Fz =
1
2
[(xu + yv) + i(yu − xv)] , F¯z = 1
2
[(xu − yv)− i(yu + xv)]
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Entonces
FzF¯z =
1
4
[x2u − x2v + y2u − y2v − 2i(xuxv + yuyv)]
Por tanto, reemplazando las ecuaciones anteriores en la u´ltima ecuacion tenemos
que
FzF¯z = −η
2
4
.
Ahora probemos que X es conforme. En efecto, tenemos
〈Xu, Xu〉 = x2u + y2u + [Re(η)]2
〈Xv, Xv〉 = x2v + y2v + [Im(η)]2
〈Xu, Xv〉 = xuxv + yuyv − Re(η)Im(η)
(3.4)
Por otro lado, tenemos
FzF¯z =
1
4
[x2u − x2v + y2u − y2v − 2i(xuxv + yuyv)]
−η
2
4
=
1
4
[
[Im(η)]2 − [Re(η)]2 − 2iRe(η)Im(η)]
Y al cumplirse (3.3), de las dos igualdades anteriores tenemos
x2u + y
2
u + [Re(η)]
2 = x2v + y
2
v + [Im(η)]
2
xuxv + yuyv = Re(η)Im(η)
Y reemplazando estas dos u´ltimas igualdades en (3.4), obtenemos
〈Xu, Xu〉 = 〈Xv, Xv〉 y 〈Xu, Xv〉 = 0.
Por lo tanto, X es conforme.
Observacio´n 3.7. De la definicio´n de F : Σ → C y la inmersio´n X = (F, h)
tendremos
F¯z = Fz¯ , F¯z¯ = Fz
Fzz¯ = Fz¯z , F¯zz¯ = Fzz¯
Proposicio´n 3.8. De la forma como estan definidos η y la aplicacio´n de Gauss g,
se cumple lo siguiente:
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a) g = 0 o ∞ si y so´lo si η = 0.
b) g = 0 si y so´lo si Fz¯ = 0
c) g =∞ si y so´lo si Fz = 0
d) Si g 6=∞, entonces
g¯Fz = −η
2
, Fz¯ =
gη¯
2
.
Demostracio´n. En efecto,
a) Tendremos que η = 0 si y so´lo si E3 es ortogonal a Xz, o que un vector paralelo
a E3, que en este caso es la normal N , sea ortogonal a Xz. A partir de esto se
presentan dos casos:
g = 0 si y solo si en C¯ la normal N en el polo norte apunta hacia arriba, es
decir
N =

0
0
1

g = ∞ si y solo si en C¯ la normal N en el polo sur apunta hacia abajo, es
decir
N =

0
0
−1

b) Primero, obtengamos la normal N =
Xu ×Xv
‖Xu ×Xv‖ en funcio´n de η, Fz y Fz¯.
De la definicio´n de X y η tenemos
Xz =
1
2

(F + F¯ )z
i(F¯ − F )z
η
 , Xz¯ = 12

(F + F¯ )z¯
i(F¯ − F )z¯
η¯

Luego
Xz ×Xz¯ = i
2

Re(ηFz¯ − η¯Fz)
Im(ηFz¯ − η¯Fz)
|Fz|2 − |Fz¯|2

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Definiendo
Xz ×Xz¯ =
(
Xu − iXv
2
)
×
(
Xu + iXv
2
)
= −2i
4
Xu ×Xv = − i
2
Xu ×Xv
y teniendo que la regla del producto vectorial es la misma en este caso, tenemos
Xu ×Xv = −2iXz ×Xz¯ =

Re(ηFz¯ − η¯Fz)
Im(ηFz¯ − η¯Fz)
|Fz|2 − |Fz¯|2

Como la variedad Σ esta´ parametrizada por coordenadas isote´rmicas y X es
conforme, se cumple
〈Xu, Xu〉 = 〈Xv, Xv〉 = λ2, 〈Xu, Xv〉 = 0
Luego se tiene
〈Xz, Xz¯〉 = 1
4
[〈Xu, Xu〉+ 〈Xv, Xv〉] = λ
2
2
Y
‖Xu ×Xv‖ = ‖Xu‖ . ‖Xv‖ = λ2
Luego de las dos igualdades anteriores, se tiene
‖Xu ×Xv‖ = 2 〈Xz, Xz¯〉 = |Fz|2 + |Fz¯|2 + 1
2
∣∣η2∣∣ . (3.5)
Por lo tanto
N =
1
|Fz|2 + |Fz¯|2 + 12 |η2|

Re(ηFz¯ − η¯Fz)
Im(ηFz¯ − η¯Fz)
|Fz|2 − |Fz¯|2
 (3.6)
Finalmente como g = 0 entonces η = 0, luego de (3.3) tendremos que Fz = 0 o
Fz¯ = 0, pero sabemos que la normal N tiene tercera componente positiva, por lo
tanto Fz¯ = 0.
c) En efecto, al ser η = 0 entonces de (3.3) tendremos que Fz = 0 o Fz¯ = 0 pero
sabemos que la normal N tiene la tercera componente negativa, por lo tanto
Fz = 0.
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d) De la ecuacio´n (3.6), cuando g 6=∞, obtenemos
2g
1 + |g|2 =
ηFz¯ − η¯Fz
|Fz|2 + |Fz¯|2 + 12 |η2|
,
1− |g|2
1 + |g|2 =
|Fz|2 − |Fz¯|2
|Fz|2 + |Fz¯|2 + 12 |η2|
,
y entonces
g =
ηFz¯ − η¯Fz
2 |Fz|2 + 12 |η2|
Usando (3.3), cuando g 6=∞, concluimos
g¯Fz = −η
2
, Fz¯ =
gη¯
2
. (3.7)
Observacio´n 3.9. Las igualdades en (3.7) muestran que las funciones η
g¯
y gη¯ pueden
ser extendidas diferenciablemente a puntos donde g = 0 o ∞.
Proposicio´n 3.10. Sea X : Σ → H3 una inmersio´n conforme. Entonces su
aplicacio´n de Gauss g no puede ser ide´nticamente igual a 0 o ∞ en un conjunto
abierto.
Demostracio´n. Supongamos que g ≡ 0 en un conjunto abierto U . Luego por (3.7)
tenemos que η ≡ 0 y Fz¯ ≡ 0 en U , entonces F¯z = 0. Por tanto por (3.1) obtenemos
que hz = − i4 F¯Fz, y entonces hzz¯ = i4 |Fz|2, como hzz¯ = 14(huu+hvv) ∈ R, concluimos
que Fz ≡ 0 en U , y entonces Xz ×Xz¯ ≡ 0, luego esto es una contradiccio´n ya que
X es una inmersio´n.
Ana´logamente g no puede ser identicamente igual a ∞ en un conjunto abierto.
Observacio´n 3.11. Las ecuaciones (3.3) y (3.7) caracterizan el dato de Weierstrass
(g, η), pues teniendo η y g obtenemos F y as´ı obtendr´ıamos nuestra inmersio´n
conforme X.
Lema 3.12. La inmersio´n conforme X es mı´nima, si y so´lo si
Fzz¯ =
i
8
|η|2 |g|2−1|g|2 g
ηz¯ + η¯z = 0
(3.8)
La primera ecuacio´n en (3.8) ocurre cuando g 6= 0,∞. Cuando g = 0,∞ tendremos
que Fzz¯ = 0.
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Demostracio´n.
Afirmacio´n. La inmersio´n conforme X es mı´nima, si y so´lo si
∇ˆXuXu + ∇ˆXvXv = 0 , ∇ˆ es la conexio´n en H3.
En efecto, como la curvatura media H de la superfice es igual a cero, entonces la
traza del operador Weingarten Aξ sera´ igual a cero, donde ξ es un campo normal
unitario a la superficie, es decir
tr(Aξ) = 0
Entonces
〈Aξ(Xu), Xu〉+ 〈Aξ(Xv), Xv〉 = 0〈
−∇ˆXuξ,Xu
〉
+
〈
−∇ˆXvξ,Xv
〉
= 0〈
ξ, ∇ˆXuXu
〉
+
〈
ξ, ∇ˆXvXv
〉
= 0〈
ξ, ∇ˆXuXu + ∇ˆXvXv
〉
= 0.
Por tanto
∇ˆXuXu + ∇ˆXvXv = 0.
Ahora demostraremos la proposicio´n
Sean Xu y Xv campos coordenados de Σ. Expresando Xu y Xv en funcio´n de los
campos invariantes a izquierda, tenemos
∇ˆXuXu =

xuu + Re(η)yu
yuu − Re(η)xu
(Re(η))u
 , ∇ˆXvXv =

xvv − Im(η)yv
yvv + Im(η)xv
−(Im(η))v

Expresando x e y en funcio´n de F , obtenemos
∇ˆXuXu =
1
4

2(F + F¯ )uu + i(η + η¯)(F¯ − F )u
2i(F¯ − F )uu − (η + η¯)(F + F¯ )u
2(η − η¯)u
 .
∇ˆXvXv =
1
4

2(F + F¯ )vv − (η − η¯)(F¯ − F )v
2i(F¯ − F )vv − i(η − η¯)(F + F¯ )v
2i(η − η¯)v
 .
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Luego ∇ˆXuXu + ∇ˆXvXv = 0 equivale a
Fzz¯ =
i
4
(η¯Fz + ηFz¯) , ηz + η¯z = 0.
En efecto, tenemos que Fzz¯ =
1
4
[xuu + xvv + i(yuu + yvv)], ahora si las dos
primeras componentes de ∇ˆXuXu + ∇ˆXvXv se anulan, tendremos
xuu + Re(η)yu + xvv − Im(η)yv + i [yuu − Re(η)xu + yvv + Im(η)xv] = 0
Luego
xuu + xvv + i(yuu + yvv) = Im(η)yv − Re(η)yu + i [Re(η)xu − Im(η)xv]
As´ı
Fzz¯ =
1
4
[Im(η)yv − Re(η)yu + i [Re(η)xu − Im(η)xv]]
Por otro lado, al calcular η¯Fz + ηFz¯ obtenemos
η¯Fz + ηFz¯ = Re(η)xu − Im(η)xv + i [Re(η)yu − Im(η)yv]
Entonces
i
4
(η¯Fz + ηFz¯) =
1
4
(Im(η)yv − Re(η)yu + i [Re(η)xu − Im(η)xv])
Por lo tanto, se tiene que Fzz¯ =
i
4
(η¯Fz + ηFz¯).
Ana´logamente, haciendo que la parte vertical de ∇ˆXuXu+∇ˆXvXv se anule, se tendra´
que ηz + η¯z = 0.
Para finalizar la demostracio´n, cuando g 6= 0,∞, usando (3.7) concluimos que
Fzz¯ =
i
8
|η|2 |g|
2 − 1
|g|2 g
y cuando g = 0,∞ en un punto, tendremos que η = 0 y entonces Fzz¯ = 0.
Teorema 3.13. Sea X : Σ → H3 una inmersio´n mı´nima conforme. Entonces su
aplicacio´n de Gauss g : Σ→ C¯ satisface
(1− |g|2)gzz¯ + 2g¯gzgz¯ = 0 (3.9)
Esta igualdad ocurre cuando g 6= ∞; en la vecindad de un punto donde g = ∞, g
sera´ reemplazado por 1
g
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Demostracio´n. Primero restringimos nuestros valores a un dominio donde g 6= ∞,
es decir, Fz 6= 0. Usando (3.7) tenemos que g2 = −Fz¯
F z¯
y entonces
2ggz = −Fzz¯
F z¯
+
Fz¯F¯zz¯
F
2
z¯
,
y por (3.8) obtenemos cuando g 6= 0,
gz =
i
4
Fz(1− |g|2)2. (3.10)
Por continuidad esta igualdad tambie´n ocurre cuando g = 0. Derivando (3.10) con
respecto a z¯, concluimos usando (3.7), (3.8) y (3.10), que g satisface (3.9).
De la misma manera, en una vecindad de un punto donde g =∞, probamos que 1
g
satisface (3.9).
Definicio´n 3.14. Se dira´ que una inmersio´n X : Σ → H3 es vertical, si el campo
invariante a izquierda E3 es tangente a X(Σ) en todos sus puntos.
Corolario 3.15. Sea X : Σ → H3 una inmersio´n mı´nima conforme que no es
vertical. Supongamos que su normal tiene tercera coordenada positiva. Entonces su
aplicacio´n de Gauss g toma valores en el disco hiperbo´lico H2 y esta es armo´nica
(por la me´trica hiperbo´lica).
Demostracio´n. La tercera componente de N es 1−|g|
2
1+|g|2 , luego esta componente es
positiva si y so´lo si |g| < 1, es decir, g ∈ H2. Tambie´n, la ecuacio´n
gzz¯ +
2g¯
1− |g|2 gzgz¯ = 0.
nos dice que g es una aplicacio´n armo´nica en H2 en el sentido de la Definicio´n 2.5 y
de la Proposicio´n 2.12.
Observacio´n 3.16. Si |g| ≡ 1 en un conjunto abierto, entonces por (3.9) obtenemos
que g es constante, y luego usando (3.7), obtenemos que g¯F+gF¯ es constante. Luego
su normal es de la forma N = (a, b, 0). Por lo tanto la superficie X(Σ) es un plano
vertical, es decir, una superficie de ecuacio´n ax + by = c, para algu´n (a, b) 6= (0; 0)
y algu´n c ∈ R, y esta superficie es mı´nima.
Proposicio´n 3.17. Sea X : Σ → H3 una inmersio´n mı´nima conforme, tal que
X(Σ) no es un plano vertical. Sea (g, η) su dato de Weierstrass. Entonces tenemos
η = 8i
g¯gz
(1− |g|2)2 , (3.11)
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y la me´trica inducida sobre Σ por X es
ds2 = 16
(1 + |g|2)2
(1− |g|2)4 |gz|
2 |dz|2 . (3.12)
Las expresiones anteriores ocurren en puntos donde g 6= 1,∞ y extendemos
diferenciablemente en puntos donde g = 1,∞. En particular, si |g| < 1, entonces g
no es antiholomorfa (es decir gz 6= 0).
Demostracio´n. La ecuacio´n (3.11) se obtiene de las ecuaciones (3.7) y (3.10).
Usando (3.7) y (3.11), obtenemos
〈Xz, Xz¯〉 = 1
2
(|Fz|2 + |Fz¯|2) + 1
4
|η|2 = 8(1 + |g|
2)2
(1− |g|2)4 |gz|
2 |dz|2 ,
De la igualdad anterior obtenemos (3.12).
Por u´ltimo, tenemos que 〈Xz, Xz¯〉 > 0, desde que X es una inmersio´n; por tanto si
|g| < 1, esto muestra que g no es antiholomorfa.
3.1. Inmersiones mı´nimas con aplicacio´n de
Gauss dada
En esta seccio´n obtendremos una representacio´n tipo Weierstrass para superficies
mı´nimas en te´rminos de la aplicacio´n de Gauss g.
Teorema 3.18. Sea Σ una superficie de Riemann simplemente conexa. Sea g : Σ→
H2 una aplicacio´n armo´nica que no es antiholomorfa. Sea z0 ∈ Σ, F0 ∈ C y h0 ∈ R.
Entonces existe una u´nica inmersio´n mı´nima conforme X : Σ→ H3 tal que g es la
aplicacio´n de Gauss de X y X(z0) = (F0, h0).
Adema´s si X = (F, h), entonces
Fz = −4i gz
(1− |g|2)2 , Fz¯ = −4i
g2g¯z¯
(1− |g|2)2
hz = 4i
g¯gz
(1− |g|2)2 −
i
4
(F¯Fz − FF¯z).
Observacio´n 3.19. Dado F (u, v) = (x(u, v), y(u, v)), tal que se tienen Fu y Fv,
para obtener F se debe tener las siguientes condiciones de integrabilidad
xuv = xvu , yuv = yvu
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Demostracio´n. Primero obtendremos la parte horizontal F a trave´s del siguiente
sistema diferencial
 Fz = −4i
gz
(1−|g|2)2
Fz¯ = −4i g2g¯z¯(1−|g|2)2
(3.13)
satisfaciendo F (z0) = F0.
Luego, es suficiente verificar que Fzz¯ = Fz¯z (ya que Σ es simplemente conexo). Como
tenemos que g es armo´nica, obtenemos que Fzz¯ = Fz¯z = −8i ggz g¯z¯(1−|g|2)3 , que prueba lo
que consideramos inicialmente.
Ahora tenemos que obtener la funcio´n h. Sea
η = 8i
g¯gz
(1− |g|2)2 (3.14)
Consideremos la ecuacio´n diferencial
hz =
1
2
η − i
4
(F¯Fz − FF¯z) (3.15)
satisfaciendo h(z0) = h0.
Luego, es suficiente verificar que(
1
2
η − i
4
(F¯Fz − FF¯z)
)
z¯
∈ R.
pues tendr´ıamos que huv = hvu, la condicio´n de integrabilidad para h.
En efecto, usando el hecho de que g es armo´nica y (3.13), obtenemos(
1
2
η − i
4
(F¯Fz − FF¯z)
)
z¯
=
i
4
(FF¯zz¯ − F¯Fzz¯) ∈ R,
que prueba lo considerado. Ahora sea X = (F, h) : Σ → H3, y verifiquemos que X
satisface las conclusiones del Teorema. Es claro que X(z0) = (F0, h0).
η = 2 〈E3, Xz〉, pues al tener las expresiones de η, Fz y Fz¯ en funcio´n de la
aplicacio´n de Gauss g, entonces por (3.15) tenemos hz =
η
2
− yxz
2
+ xyz
2
y por
la Proposicio´n 3.5 esto equivale a η = 2 〈E3, Xz〉.
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X es conforme, pues de las ecuaciones (3.13) y (3.14), se cumple la ecuacio´n
(3.3).
X es una inmersio´n, pues de la igualdad
‖Xu ×Xv‖ = 2 〈Xz, Xz¯〉 = |Fz|2 + |Fz¯|2 + 1
2
∣∣η2∣∣ = 16(1 + |g|2)2
(1− |g|2)4 |gz|
2 .
los vectores Xu y Xv nunca sera´n paralelos, ya que gz nunca se anula (g no es
antiholomorfa).
g es la aplicacio´n de Gauss de X, pues de (3.13) y (3.14) se tiene
ηFz¯ − η¯Fz = 32g (1 + |g|
2)2
(1− |g|2)4 |gz|
2 y |Fz|2 − |Fz¯|2 = 16 1 + |g|
2
(1− |g|2)3 |gz|
2
Luego
ηFz¯ − η¯Fz
|Fz|2 + |Fz¯|2 + 12 |η2|
=
2g
1 + |g|2 ,
|Fz|2 − |Fz¯|2
|Fz|2 + |Fz¯|2 + 12 |η2|
=
1− |g|2
1 + |g|2 .
Por lo tanto
N =
1
1 + |g|2

2 Re g
2 Im g
1− |g|2

X es mı´nima, pues de (3.13) y (3.14) se tiene
Fzz¯ =
i
8
|η|2 |g|
2 − 1
|g|2 g = −8i
ggzg¯z¯
(1− |g|2)3 y ηz¯ = 8i
1− |g|4
(1− |g|2)4 |gz|
2
Luego
ηz¯ + η¯z = ηz¯ + ηz¯ = 0.
Finalmente, (3.8) se cumple, entonces X es mı´nima.
3.2. La Accio´n de Isometr´ıas
En esta seccio´n veremos que sucede con la aplicacio´n de Gauss g si le aplicamos
una isometr´ıa deH3 a la inmersio´n X y tambie´n veremos que le sucede a la superficie,
si le aplicamos una isometr´ıa del disco hiperbo´lico a la aplicacio´n de Gauss g.
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Sea Σ una superficie de Riemann simplemente conexa. Sea X : Σ → H3 una
inmersio´n mı´nima conforme que nunca es vertical y sea g : Σ→ H2 su aplicacio´n de
Gauss (tal que la normal tenga tercera coordenada positiva), la cual es armo´nica y
no es antiholomorfa. A continuacio´n veremos que sucede si tenemos una isometr´ıa Φ
de H3 que preserva la orientacio´n de las fibras (traslaciones y rotaciones alrededor
del eje z).
Proposicio´n 3.20. Sea Φ = Lp una traslacio´n a izquierda de H3 , entonces la
aplicacio´n de Gauss de Lp ◦X es g.
Demostracio´n. De la definicio´n de campo invariante a izquierda tenemos que
dLp(Ei(x)) = Ei(Lpx) luego la base cano´nica {E1, E2, E3} es invariante por
traslaciones a izquierda.
Ahora calculemos la aplicacio´n de Gauss gl de Y = Lp ◦X. Tenemos que
Xu = xuE1 + yuE2 + (hu +
yxu
2
− xyu
2
)E3
Luego,
Yu = dLp(Xu) = dLp
(
xuE1 + yuE2 + (hu +
yxu
2
− xyu
2
)E3
)
= xuE1(Lp) + yuE2(Lp) + (hu +
yxu
2
− xyu
2
)E3(Lp)
= Xu
Del mismo modo Yv = Xv. Luego la normal de φ ◦ X sera´ la misma que la de X,
por tanto tendra´n la misma aplicacio´n de Gauss g.
De esto deducimos que si removemos la condicion inicial (F0, h0) en el Teorema 3.18,
entonces la inmersio´n con una aplicacio´n de Gauss dada es u´nica salvo traslaciones
en H3.
Proposicio´n 3.21. Sea Φ una rotacio´n de un a´ngulo θ alrededor del eje z, entonces
la aplicacio´n de Gauss de Φ ◦X es ρ ◦ g, donde ρ es la rotacio´n del mismo a´ngulo θ
sobre el 0 ∈ H2 (no tomamos en consideracio´n las isometr´ıas de H3 que no preservan
la orientacio´n de las fibras desde que solo consideramos superficies cuya normal
tengan tercera coordenada positiva).
Demostracio´n. En la seccio´n 1.4 obtuvimos la isometr´ıa de rotacio´n
Φ(x, y, z) = (x cos θ − y sin θ, x sin θ + y cos θ, z)
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Tenemos que X = (x, y, h) y sea Y = Φ◦X, calcularemos para esta nueva inmersio´n
su aplicacio´n de Gauss. Primero calculemos el vector ξ = Yu × Yv.
Hacemos lo siguiente
dΦ =

cos θ − sin θ 0
sin θ cos θ 0
0 0 1
 , Xu =

xu
yu
hu +
yxu
2
− xyu
2

Yu = dΦ(Xu) =
(
xu cos θ − yu sin θ, xu sin θ + yu cos θ, hu + yxu
2
− xyu
2
)
Yv = dΦ(Xv) =
(
xv cos θ − yv sin θ, xv sin θ + yv cos θ, hv + yxv
2
− xyv
2
)
Luego
Yu×Yv =

(
xuhv − xvhu + x2 (xvyu − xuyv)
)
sin θ +
(
yuhv − yvhu + y2(xvyu − xuyv)
)
cos θ(
yuhv − yvhu + y2(xvyu − xuyv)
)
sin θ +
(
xvhu − xuhv + x2 (xuyv − xvyu)
)
cos θ
xuyv − xvyu

Luego la aplicacio´n de Gauss de la inmersio´n Y sera´ gr = ϕ ◦
(
ξ
‖ξ‖
)
, donde ϕ es la
proyeccio´n estereogra´fica con respecto al polo sur. Entonces
gr =
1
‖ξ‖

(
xuhv − xvhu + x2 (xvyu − xuyv)
)
sin θ +
(
yuhv − yvhu + y2(xvyu − xuyv)
)
cos θ
1 + xuyv − xvyu(
yuhv − yvhu + y2(xvyu − xuyv)
)
sin θ +
(
xvhu − xuhv + x2 (xuyv − xvyu)
)
cos θ
1 + xuyv − xvyu

Por otro lado, al calcular la aplicacio´n de Gauss g de la inmersio´n X, obtenemos
g =
1
‖Xu ×Xv‖

yuhv − yvhu + y2(xvyu − xuyv)
1 + xuyv − xvyu
xvhu − xuhv + x2 (xuyv − xvyu
1 + xuyv − xvyu

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Ahora hacemos ρ ◦ g donde ρ es la rotacio´n sobre el 0 del a´ngulo θ
ρ ◦ g = 1‖Xu ×Xv‖
[
cos θ − sin θ
sin θ cos θ
]
yuhv − yvhu + y2(xvyu − xuyv)
1 + xuyv − xvyu
xvhu − xuhv + x2 (xuyv − xvyu
1 + xuyv − xvyu

=
1
‖Xu ×Xv‖

(
xuhv − xvhu + x2 (xvyu − xuyv)
)
sin θ +
(
yuhv − yvhu + y2(xvyu − xuyv)
)
cos θ
1 + xuyv − xvyu(
yuhv − yvhu + y2(xvyu − xuyv)
)
sin θ +
(
xvhu − xuhv + x2 (xuyv − xvyu)
)
cos θ
1 + xuyv − xvyu

Y al ser Φ una isometr´ıa, entonces ‖Xu ×Xv‖ = ‖ξ‖. Por lo tanto gr = ρ ◦ g.
Observacio´n 3.22. Las isometr´ıas T : H2 → H2 del disco hiperbo´lico, que preservan
orientacio´n, son de la forma
T (z) =
αz + β
β¯z + α¯
.
con |α|2 − |β|2 = 1 y α, β ∈ C.
Proposicio´n 3.23. Sea T una isometr´ıa positiva (es decir, preserva la orientacio´n)
de H2, entonces T ◦ g es armo´nica y no es antiholomorfa.
Demostracio´n. Tenemos que T (g) =
αg + β
β¯g + α¯
. Entonces
(T ◦ g)z = gz
(β¯g + α¯)2
Como g no es antiholomorfa, entonces (T ◦ g)z 6= 0. Descartamos el caso donde
g = − α¯
β¯
, pues de la Observacio´n 3.16 tendr´ıamos que X(Σ) es un plano vertical.
Por lo tanto T ◦ g no es antiholomorfa. Tambie´n se tiene que T es armo´nica y por
lo tanto T ◦ g es armo´nica.
Gracias al Teorema 3.18, la proposicio´n anterior nos dice que T ◦g es la aplicacio´n
de Gauss de una inmersio´n mı´nima conforme que nunca es vertical X˜ : Σ→ H3.
Corolario 3.24. Sea T una rotacio´n de un a´ngulo θ sobre 0 ∈ H2, y sea X˜ la
inmersio´n mı´nima conforme que nunca es vertical, cuya aplicacio´n de Gauss es
T ◦ g, donde g es la aplicacio´n de Gauss de la inmersio´n mı´nima conforme X que
nunca es vertical. Entonces X˜ es Φ ◦X, donde Φ es una rotacio´n alrededor del eje
z del mismo a´ngulo θ.
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Demostracio´n. En efecto, dela Proposicio´n anterior tenemos que T ◦g es la aplicacio´n
de Gauss de una inmersio´n mı´nima conforme X˜ : Σ→ H3 que nunca es vertical. Por
otro lado, si Φ ◦X es una inmersio´n mı´nima conforme tal que no es vertical, donde
Φ es una rotacio´n del mismo a´ngulo θ alrededor del eje z, entonces de la Proposicio´n
3.21 tenemos que T ◦ g es la aplicacio´n de Gauss de Φ ◦X. Luego por la unicidad de
la inmersio´n mı´nima conforme del Teorema 3.18, concluimos que X˜ es Φ ◦X.
Observacio´n 3.25.
Si T no es una rotacio´n sobre 0, entonces en general X˜ no es una deformacio´n
trivial de X .
Si T es una isometr´ıa negativa ( invierte la orientacio´n) de H2, entonces
T ◦ g sigue siendo armo´nica pero no es antiholomorfa necesariamente. Ahora
si T ◦ g no fuera antiholomorfa, su correspondiente superficie mı´nima puede
ser completamente distinta a la superficie inicial.
3.3. Ejemplos de Inmersiones Mı´nimas
Usando la representacio´n tipo Weierstrass para superficies mı´nimas dada en la
seccio´n 3.1, daremos algunos ejemplos de inmersiones mı´nimas.
Ejemplo 3.26 (El Hemisferio mı´nimo). Sea Σ = H2 y g(z) = iz. Entonces gz = i,
y usando las fo´rmulas del Teorema 3.18 obtenemos (salvo una traslacio´n)
Fz =
4
(1− |z|2)2 y Fz¯ =
4z
(1− |z|2)2
luego
F =
∫
4
(1− |z|2)2dz
integrando
F =
4
z¯(1− |z|2) + k(z¯) (3.16)
Derivando con respecto a z¯ el resultado anterior,tendremos
Fz¯ = 4
[
2 |z|2 − 1
z¯2(1− |z|2)
]
+
∂
∂z¯
k(z¯)
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Luego se tendra´
∂
∂z¯
k(z¯) =
4
z¯2
integrando se tendra´
k(z¯) = −4
z¯
Luego reemplazando la u´ltima igualdad en (3.16) tendremos
F =
4z
1− |z|2 .
Ahora haciendo los mismos ca´lculos para h, tendremos que hz = 0, y as´ı h = 0,
por tanto obtenemos el plano de ecuacio´n z = 0. Esta es invariate por rotaciones
alrededor del eje z. Llamaremos a esta superficie el hemisferio mı´nimo de polo
(0, 0, 0).
Ejemplo 3.27 (Superficies invariantes por traslacio´n). Asumamos que la imagen
de g es una geode´sica de H2 y que g no es antiholomorfa. Sea Σ = C y
g(u+ iv) =
a(1− cosh v) + c¯ sinh v
c(1− cosh v) + a¯ sinh v
con |a|2 − |c|2 = 1. Luego tenemos
gz = − i
2
1− cosh v
(c(1− cosh v) + a¯ sinh v)2
A menos de una rotacio´n sobre 0 ∈ H2, podemos asumir que la geode´sica intersecta
al eje {Re ζ = 0} ortogonalmente y es orientado de derecha a izquierda, adema´s
podemos asumir que esta interseccio´n ocurre cuando v = 0. De esto obtenemos
g(0) ∈ iR y gz(0) = − i2gv(0) ∈ iR+, que da a ∈ R y c ∈ iR. Por tanto a menos
de una multiplicacion por −1 de a y c podemos establecer a = cosh θ y c = i sinh θ
para algu´n θ ∈ R. De las fo´rmulas del Teorema 3.18, obtenemos
Fz =
1
2
(cosh(2θ) + cosh v + i sinh(2θ) sinh v)
,
Fz¯ =
1
2
(cosh(2θ)− cosh v − i sinh(2θ) sinh v)
A continuacio´n hallaremos F . Sabemos
Fu = Fz + Fz¯ y Fv = i(Fz − Fz¯)
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Luego tendremos el siguiente sistema{
Fu = cosh(2θ)
Fv = i cosh v − sinh(2θ). sinh v
Resolviendo el sistema anterior, obtenemos (a menos de una traslacio´n)
F = cosh(2θ)u− sinh(2θ) cosh v + i sinh v.
Por otro, lado del Teorema 3.18 haciendo unos ca´lculos obtenemos
hz =
1
4
cosh(2θ) sinh v − i
4
sinh(2θ)− i
4
cosh(2θ)u cosh v,
Ahora hallaremos h. Sabemos
hz =
1
2
(hu − ihv)
Y al comparar e´sta u´ltima ecuacio´n con la anterior, obtenemos el siguiente sistema{
hu =
1
2
cosh(2θ) sinh v
hv =
1
2
sinh(2θ) + 1
2
cosh(2θ)u cosh v
y finalmente resolviendo el sistema anterior, obtenemos (a menos de una traslacio´n)
h =
1
2
cosh(2θ)u sinh v +
1
2
sinh(2θ)v.
Esta superficie es un gra´fico entero sobre R2, dado por
x3 =
1
2
x1x2 +
1
2
sinh(2θ)
(
arg sinh(x2) + x2
√
1 + x22
)
.
Esta es invariante por la familia uniparame´trica de traslaciones a lo largo del eje x1.
Esto es descrito en [7].
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Figura 3.1: Superficie invariante por Traslacio´n para θ = pi
6
Ejemplo 3.28 (Helicoides). En este ejemplo buscaremos una inmersio´n mı´nima
cuya aplicacio´n de Gauss sea de la forma g(u + iv) = eiuϕ(v), donde ϕ es una
funcio´n diferenciable de valores reales.
Sea Σ = R× ]−v0, v0[ y g(u+ iv) = eiuϕ(v), para que g sea armo´nica, debe verificar
la ecuacio´n (3.9).
Tenemos
gz =
i
2
eiu(ϕ− ϕ′) ; gz¯ = i
2
eiu(ϕ+ ϕ
′
) ; gzz¯ = −e
iu
4
(ϕ− ϕ′′)
Al reemplazar estos te´rminos en la ecuacio´n (3.9) obtenemos
eiu
4
[
(1− ϕ2)ϕ′′ + 2ϕ(ϕ′)2 − ϕ(1 + ϕ2)
1− ϕ2
]
= 0
Por tanto g sera´ armo´nica, si
(1− ϕ2)ϕ′′ + 2ϕ(ϕ′)2 − ϕ(1 + ϕ2) = 0. (3.17)
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Por otro lado, sea a ∈ R − {0} y ϕ una funcio´n de valores reales definida en un
intervalo abierto I satisfaciendo
(ϕ
′
)2 − ϕ2 = a(1− ϕ2)2
y tal que no sea constante en un intervalo. Tenemos ϕ
′′ − ϕ = −2aϕ(1 − ϕ2), y
entonces
(1− ϕ2)ϕ′′ + 2ϕ(ϕ′)2 − ϕ(1 + ϕ2) = 0.
Supongamos que a > 0. Escojamos ϕ tal que ϕ(0) = 0 y ϕ
′
> 0, y restrinjamos ϕ a un
intervalo ]−v0, v0[ tal que ϕ (]−v0, v0[) =]−1, 1[. (Si a = 14 , entonces ϕ(x) = tan(x2 )).
Tenemos que g es armo´nica, pues ϕ verifica la ecuacio´n (3.17). Como
gz =
i
2
eiu(ϕ− ϕ′),
Entonces
Fz = 2e
iu ϕ− ϕ′
(1− ϕ(v)2)2 , Fz¯ = −2e
iuϕ2
ϕ− ϕ′
(1− ϕ(v)2)2 .
Integrando como en el ejemplo anterior, obtenemos (salvo una traslacio´n)
F = −2ieiuϕ(v)− ϕ
′
(v)
1− ϕ(v)2 .
De ah´ı obtenemos que
hz =
ϕ
′
(v)2 − ϕ(v)2
(1− ϕ(v)2)2 = a,
que nos da, salvo una traslacio´n
h = au
Tenemos |F | → +∞ cuando v → −v0, y |F | → 0 cuando v → v0. Entonces la
clausura de la superficie contiene al eje z, e´ste es la mitad de un helicoide derecho.
Obtendremos el helicoide derecho completo por rotacio´n del angulo pi sobre el eje
z, pues estamos aplicando una isometr´ıa de H3 a la superficie mı´nima, la cual hace
que la superficie siga teniendo curvatura media igual a 0. Por lo tanto, el helicoide
completo sigue siendo una superficie mı´nima.
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Figura 3.2: Helicoide para ϕ(x) = tan
(
x
2
)
3.3.1. Gra´ficos Mı´nimos
En esta parte presentaremos la ecuacio´n de los gra´ficos mı´nimos en el grupo
de Heisenberg H3 descrito a detalle en [8] y mostraremos dos ejemplos de gra´ficos
mı´nimos en el grupo de Heisenberg H3.
Sea S una superficie en H3 que localmente es el gra´fico de una funcio´n
diferenciable f : U → R, donde U es un abierto de R2. Entonces una parametrizacio´n
local para S es
X(x, y) = (x, y, f(x, y)) , (x, y) ∈ U
Luego si p = (x, y, f(x, y)), entonces una base del espacio tangente TpS asociada a
esta parametrizacio´n es
Xx =
∂
∂x
X(x, y) = (1, 0, fx) = E1 +
(
fx +
y
2
)
E3
Xy =
∂
∂y
X(x, y) = (1, 0, fy) = E2 +
(
fy − x
2
)
E3
Entonces el campo normal unitario a la superficie es
ξ = −
(
fx +
y
2
w
)
E1 −
(
fy − x2
w
)
E2 +
1
w
E3
donde w =
√
1 +
(
fx +
y
2
)2
+
(
fy − x2
)2
.
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Luego la metrica inducida por H3 en S es
E = 〈Xx, Xx〉 = 1 +
(
fx +
y
2
)2
F = 〈Xy, Xx〉 =
(
fx +
y
2
)(
fy +
x
2
)
G = 〈Xy, Xy〉 = 1 +
(
fy − x
2
)2
Si ∇ˆ es la conexio´n riemanniana de H3, entonces por la fo´rmula de Weingarten para
hipersuperficies tenemos
Aξ(Z) = −∇Zξ , Z ∈ TpS
Luego los coeficientes de la segunda forma fundamental son
L = −〈∇Xx , Xx〉 =
fxx +
(
fy − x2
) (
fx +
y
2
)
w
M = −〈∇Xx , Xy〉 =
fxy +
1
2
(
fy − x2
)2 − 1
2
(
fx +
y
2
)2
w
N = − 〈∇Xy , Xy〉 = fyy − (fy − x2) (fx + y2)w
Sabemos que para una superficie S su curvatura media esta´ dada por los
coeficientes de la primera y segunda forma fundamental
H =
1
2
(
EN +GL− 2FM
EG− F 2
)
Ahora una superficie es mı´nima si H ≡ 0, luego al reemplazar las expresiones de
los coeficientes de la primera y segunda forma fundamental en la fo´rmula anterior
dada por H e igualando a cero, obtenemos que S es una superficie mı´nima si
(
1 +
(
fy − x
2
)2)
fxx−2
(
fy − x
2
)(
fx +
y
2
)
fxy+
(
1 +
(
fx +
y
2
)2)
fyy = 0 (3.18)
La fo´rmula anterior es la ecuacio´n de gra´ficos mı´nimos de una superficie en el
grupo de Heisenberg H3.
Ahora pasamos a presentar dos ejemplos de gra´ficos mı´nimos dadas por una
aplicacio´n de Gauss, la cual es armo´nica y no es antiholomorfa.
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Ejemplo 3.29. Sea Σ = {z ∈ C; Re z > 0} y
g(u+ iv) =
−1 + i cosh(2u) sinh(2v)
sinh(2u) + cosh(2u) cosh(2v)
Esta es la aplicacio´n de Gauss de una superficie completa de curvatura media
constante en L3 llamada semicanal (ver [9] y [10] pa´g. 98). La imagen de g es
H2 ∩ {Re z < 0} .
Luego obtenemos
gz =
(cosh(2u) + 1)(cosh(2u) + sinh(2u) cosh(2v)− i sinh(2v))
(sinh(2u) + cosh(2u) cosh(2v))2
,
y entonces
Fz = −i cosh(2u) + sinh(2v) + i cosh(2v) sinh(2u)
cosh(2u)− 1
Fz¯ = −i cosh(2u) + sinh(2v)− i cosh(2v) sinh(2u)
cosh(2u)− 1
A menos de una traslacio´n, y usando los mismo pasos hechos en el Ejemplo 3.27,
obtenemos
F = 2 sinh v cosh v cothu+ i(cothu− 2u)
luego
hz = i cosh
2 v− i
2
−usinh v cosh v
sinh2 u
+iu cothu−2iu cosh2 v cothu+sinh v cosh v cothu
y finalmente, a menos de una traslacio´n obtenemos
h = sinh v cosh v(2u cothu− 1)
La aplicacio´n F es un difeomorfismo de Σ sobre C. Por tanto obtenemos un nuevo
ejemplo de un gra´fico entero mı´nimo sobre R2. Sean x1 = Re F , x2 = Im F y x3 = h
las coordenadas de esta superficie. La aplicacio´n β :]0,+∞[→ R dada por β(u) = x2
es un difeomorfismo, luego
x3 = x1
(
u− 1
2 cothu
)
= x1
(
β−1(x2)− 1
2 coth β−1(x2)
)
= x1f(x2)
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Por tanto la superficie es definida por una ecuacio´n de la forma
x3 = x1f(x2),
donde f es una funcio´n. Cuando x2 → −∞, es decir, cuando u → +∞, tenemos
f(x2) ∼ −12x2; cuando x2 → +∞, es decir, cuando u→ 0, tenemos f(x2) ∼ 12x2 . De
ah´ı por un lado la superficie es asinto´tica a la superficie de ecuacio´n x3 = −12x1x2
que es invariante por traslaciones a lo largo del eje x2 (esta es la imagen del Ejemplo
3.27 para θ = 0); por otro lado, la superficie es asinto´tica a la superficie de ecuacio´n
x3 = 0, que es un hemisferio mı´nimo.
Finalmente esta superficie al ser un gra´fico mı´nimo cumple con la ecuacio´n (3.18).
Figura 3.3: Gra´fico Entero Mı´nimo
Ejemplo 3.30. Sea Σ = {z ∈ C; Re z > 0} y
g(u+ iv) =
−1− i cosh(2u) sinh(2v)
sinh(2u) + cosh(2u) cosh(2v)
Esta es la conjugada compleja de la aplicacio´n de Gauss del Ejemplo 3.29. Luego
obtenemos
gz = −(cosh(2u)− 1)(cosh(2u) + sinh(2u) cosh(2v) + i sinh(2v))
(sinh(2u) + cosh(2u) cosh(2v))2
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y entonces
Fz =
i cosh(2u)− sinh(2v) + i cosh(2v) sinh(2u)
cosh(2u) + 1
Fz¯ =
i cosh(2u)− sinh(2v)− i cosh(2v) sinh(2u)
cosh(2u) + 1
A menos de una traslacio´n, usando los pasos hechos en el ejemplo anterior, obtenemos
F = −2 sinh v cosh v tanhu− i tanhu+ 2iu
y luego
hz = i cosh
2 v− i
2
+u
sinh v cosh v
cosh2 u
+iu tanhu−2iu cosh2 v tanhu+sinh v cosh v tanhu
y finalmente, a menos de una traslacio´n obtenemos
h = sinh v cosh v(2u tanhu− 1)
La aplicacio´n F es un difeomorfismo de Σ sobre R×]0; +∞[. Por tanto la superficie
es un gra´fico sobre la mitad del plano. Sean x1 = Re F , x2 = Im F y x3 = h
las coordenadas de esta superficie. La aplicacio´n ω :]0,+∞[→]0,+∞[ dada por
ω(u) = x2 es un difeomorfismo, luego
x3 = x1
(
cothu
2
− 2u
)
= x1
(
cothω−1(x2)
2
− 2ω−1(x2)
)
= x1f(x2)
Por tanto la superficie es definida por una ecuacio´n de la forma
x3 = x1f(x2),
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donde f es una funcio´n. Cuando x2 → +∞, es decir, cuando u → +∞, tenemos
f(x2) ∼ −12x2; cuando x2 → 0, es decir, cuando u→ 0, tenemos f(x2) ∼ 12x2 . De ah´ı
por un lado la superficie es asinto´tica a la superficie de ecuacio´n x3 = −12x1x2, y por
otro lado la superficie no es completa y su clausura contiene al eje x3. La superficie
puede ser completada por rotacio´n del a´ngulo pi sobre el eje x3.
Finalmente esta superficie al ser un gra´fico mı´nimo cumple con la ecuacio´n (3.18).
Figura 3.4: Gra´fico Mı´nimo sobre la mitad del plano
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