The detection of water stress in vineyards plays an integral role in the sustainability of high-quality grapes and prevention of devastating crop loses. Hyperspectral remote sensing technologies combined with machine learning provides a practical means for modelling vineyard water stress. In this study, we applied two ensemble learners, i.e., random forest (RF) and extreme gradient boosting (XGBoost), for discriminating stressed and non-stressed Shiraz vines using terrestrial hyperspectral imaging. Additionally, we evaluated the utility of a spectral subset of wavebands, derived using RF mean decrease accuracy (MDA) and XGBoost gain. Our results show that both ensemble learners can effectively analyse the hyperspectral data. When using all wavebands (p = 176), RF produced a test accuracy of 83.3% (KHAT (kappa analysis) = 0.67), and XGBoost a test accuracy of 80.0% (KHAT = 0.6). Using the subset of wavebands (p = 18) produced slight increases in accuracy ranging from 1.7% to 5.5% for both RF and XGBoost. We further investigated the effect of smoothing the spectral data using the Savitzky-Golay filter. The results indicated that the Savitzky-Golay filter reduced model accuracies (ranging from 0.7% to 3.3%). The results demonstrate the feasibility of terrestrial hyperspectral imagery and machine learning to create a semi-automated framework for vineyard water stress modelling.
Introduction
Water stress in vineyards is a common phenomenon that occurs in the Western Cape of South Africa during the summer [1] . Water stress promotes stomatal closure [2] , which inhibits photosynthesis and transpiration, leading to an increase in vine leaf temperature [3, 4] . Reduced water availability impacts on vine health and productivity, and ultimately on grape quality [5] . Additionally, under increased climate change scenarios, greater drought periods may be experienced in the near future [6] , with this strain on water resources further inhibiting the development of grapes [5] . There is consequently an imminent need for the real-time monitoring of water stress in vineyards.
Remote sensing provides a fast and cost-effective method for detecting vineyard water stress [4] , and can thereby help alleviate devastating losses in crop production [7] and safeguard high-quality grape yields [8] . Several studies, for example [7, 9] , have modelled water stress in vineyards using spectral remote sensing techniques. Plant leaves reflect the majority of the near-infrared (NIR) spectrum, with the majority of the visible (VIS) spectrum, i.e., 400-680 nm, being absorbed by plant chlorophyll pigments [3] . Water stress changes the spectral signatures of plants due to decreased photosynthetic absorbance [3] , resulting in decreased NIR reflectance [10] . This phenomenon is known as the "blue-shift", where the red-edge (680-730 nm) shifts toward the VIS end of the spectrum [11] . Therefore, the red-edge position has subsequently been used to detect water stress in plants [10] . previously grown tree [30] . Essentially, each tree in an XGBoost ensemble learns from previous trees and tries to reduce the error produced in subsequent iterations.
Mohite et al. [37] is the only known study to have employed XGBoost classification in precision viticulture. The study used hyperspectral data to detect pesticide residue on grapes. Four classifiers were compared, i.e., XGBoost, RF, SVM, and artificial neural network (ANN). Additionally, the study also investigated the utility of LASSO and Elastic Net feature selection. Results indicated that RF produced the most accurate classification models when using both the LASSO and Elastic Net selected wavebands.
A review of the literature indicated that no study to date has investigated the use of terrestrial hyperspectral imaging to model vineyard water stress. Furthermore, no study has utilised RF or XGBoost classification to detect leaf level water stress in the precision viticulture domain. The aim of the present study was to develop a remote sensing-machine learning framework to model water stress in a Shiraz vineyard. The specific objectives of the study are to evaluate the utility of terrestrial hyperspectral imaging to discriminate stressed and non-stressed Shiraz vines, and investigate the efficacy of the RF and XGBoost algorithms for modelling vineyard water stress.
Materials and Methods

Study Site
The study was conducted at the Welgevallen experimental farm in Stellenbosch (33 • 56 38.5 S, 18 • 52 06.8 E), situated in the Western Cape Province of South Africa (Figure 1 ). Stellenbosch has a Mediterranean climate characterised by dry summers and mild winters, with a mean annual temperature of 16.4 • C [38] . Stellenbosch receives low to moderate rainfall, mainly during the winter months (June, July, and August), with an annual average of 802 mm [38] , making water scarcity a real threat to irrigated vineyards. Soil deposits in the region comprise rich potassium minerals that are favourable for vineyard growth [38] . The Welgevallen experimental farm comprises well-established grape cultivars, including Shiraz and Pinotage; Pinotage being a red cultivar unique to South Africa. Welgevallen is used by Stellenbosch University for research and training, and additionally produces high-quality grapes for commercial use.
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Materials and Methods
Study Site
The study was conducted at the Welgevallen experimental farm in Stellenbosch (33°56′38.5′′S, 18°52′06.8′′E), situated in the Western Cape Province of South Africa (Figure 1 ). Stellenbosch has a Mediterranean climate characterised by dry summers and mild winters, with a mean annual temperature of 16.4 °C [38] . Stellenbosch receives low to moderate rainfall, mainly during the winter months (June, July, and August), with an annual average of 802 mm [38] , making water scarcity a real threat to irrigated vineyards. Soil deposits in the region comprise rich potassium minerals that are favourable for vineyard growth [38] . The Welgevallen experimental farm comprises wellestablished grape cultivars, including Shiraz and Pinotage; Pinotage being a red cultivar unique to South Africa. Welgevallen is used by Stellenbosch University for research and training, and additionally produces high-quality grapes for commercial use. 
Data Acquisition and Pre-Processing
To confirm the water stress status of vines, in-field stem water potential (SWP) measurements were captured using a customised pressure chamber (Figure 2 ) as used by [39, 40] . Based on the experiments by [39, 41] , vines with SWP values ranging from −1.0 MPa to −1.8 MPa were classified as water-stressed, whereas vines with SWP values ≥ −0.7 MPa were classified as non-stressed. Imaging spectrometer data was subsequently acquired for a water-stressed and non-stressed Shiraz vine. Images were captured between 10:00 and 12:00, on 24 February 2017, to ensure that the side of the vine canopy being captured was fully sunlit.
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Spectral Smoothing
In-field spectral measurements are often subjected to noise due to variable sun illumination [43] . Therefore, it is recommended that spectral smoothing be performed in order to produce a spectral signal that represents the original spectra without the interference of noise [44] . The Savitzky-Golay filter [45] is a common smoothing technique used in hyperspectral remote sensing [43, 46, 47] . Savitzky-Golay is based on least-squares approximation, which determines smoothing coefficients by applying a polynomial equation of a given degree and cluster size [45] . The filter is ideal for spectroscopic data as it minimises signal noise whilst preserving the originality and shape of the input spectra. A second order polynomial filter with a filter size of 15 was applied to the spectral samples prior to classification, following the recommendations of [47] . The Savitzky-Golay filter was applied using the 'signal' package [48] in the R statistical software environment [49] . Classification models were produced for both the unsmoothed and smoothed datasets.
Classification
Random Forest (RF)
The RF ensemble uses a bootstrap sample, i.e., 2/3 of the original dataset (referred to as the "in-bag" sample), to train decision trees. The remaining 1/3 of the data is used to compute an internal measure of accuracy (referred to as the "out-of-bag" or OOB error) [25] . To produce the forest of decision trees, two parameters need to be set: The number of unpruned trees to grow, known as ntree; and the number of predictor variables (i.e., wavebands) selected, known as mtry [25] . Mtry variables are tested at each node to specify the best split when growing trees. These randomly selected variables produce low correlated trees that prevent over-fitting. In a classification framework, the final classification results are determined by averaging the results of all the decision trees produced. For a detailed account of RF, see [25, 50] . RF was implemented using the 'randomForest' package [51] in the R statistical software environment [49] . The default values for ntree (ntree = 500) and mtry (mtry = √ p) were used following [50, 52] .
Extreme Gradient Boosting (XGBoost)
XGBoost, like gradient boosting, is based on three essential elements; (i) a loss function that needs to be optimised; (ii) a multitude of weak decision trees that are used for classification; and (iii) an additive model that combines weak decision trees to produce a more accurate classification model [31] . XGBoost simultaneously optimises the loss function while constructing the additive model [30, 31] . The loss function accounts for the errors in classification that were introduced by the weak decision trees [31] . For a detailed account of XGBoost, see [30] . XGBoost was implemented using the 'xgboost' package [53] in the R statistical software environment [49] . XGBoost requires the optimisation of several key parameters (Table 1) . However, to facilitate a fair comparison of RF and XGBoost, the default values for all parameters were used to construct the XGBoost models, with nrounds set to 500.
Furthermore, to ensure a more robust model and prevent overfitting, a 10-fold cross validation was performed for both RF and XGBoost. 
Dimensionality Reduction
Both RF and XGBoost provide an internal measure of VI. RF provides two measures of VI, namely mean decrease Gini (MDG) and mean decrease accuracy (MDA) [25] . MDG quantifies VI by measuring the sum of all decreases in the Gini index, produced by a particular variable. MDA measures the changes in OOB error, which results from comparing the OOB error of the original dataset to that of a dataset created through random permutations of variable values. In this study, MDA was utilised to compute VI following the recommendations of [22, 54, 55] . The MDA VI for a waveband X j is defined by [56] :
where errOOB t is the misclassification rate of tree t on the OOB t bootstrap sample not used to construct tree t, and errOOB t j is the error of predictor t on the permuted OOB t j sample. XGBoost ranks VI based on Gain [30] . Gain measures the degree of improved accuracy brought on by the addition of a given waveband. VI is calculated for each waveband, used for node splitting at a given tree, and then averaged across all trees to produce the final VI per waveband [30] . Similar to [23, 24] , the top 10% (p = 18) of the ranked waveband importance as determined by RF and XGBoost was used to create a subset of important wavebands. RF and XGBoost models were produced for both the original dataset and the subset of 18 wavebands.
Accuracy Assessment
To provide an independent estimate of model accuracy, an independent test set was used to evaluate all RF and XGBoost models. Therefore, a second dataset of spectral samples (n = 60) was collected for both stressed (n = 30) and non-stressed (n = 30) vines. Both algorithms were trained using the first dataset of 60 samples and tested using the second dataset. Overall classification accuracies were computed using a confusion matrix [57] . Additionally, Kappa analysis was used to evaluate model performance. The KHAT statistic [58] provides a measure of the difference between the actual and the chance agreement in the confusion matrix:
where p a describes the actual agreement and p c describes the chance agreement. Following [20, 23, 59] , the McNemar's test was employed to determine whether the differences in accuracies yielded by RF and XGBoost were statistically significant. Abdel-Rahman et al. [23] stated that the McNemar's test can be expressed as the following chi-squared formula:
where f xgb denotes the number of samples misclassified by RF but correctly classified by XGBoost, and f r f denotes the number of samples misclassified by XGBoost but correctly classified by RF. A v 2 value of greater than 3.84, at a 0.05 level of significance, indicates that the results of the two classifiers are significantly different [23, 59] . Figure 4 shows the results of smoothing the spectral data using the Savitzky-Golay filter. It is evident that the Savitzky-Golay filter produced smoothed spectra without changing the shape of the original spectra. Additionally, the filter successfully preserved the original reflectance values, with the mean difference in reflectance values being less the than 0.3% with a standard deviation of 0.003 across all wavebands. All spectra (n = 120) were subsequently smoothed, and the smoothed spectra used as the input to classification. Figure 4 shows the results of smoothing the spectral data using the Savitzky-Golay filter. It is evident that the Savitzky-Golay filter produced smoothed spectra without changing the shape of the original spectra. Additionally, the filter successfully preserved the original reflectance values, with the mean difference in reflectance values being less the than 0.3% with a standard deviation of 0.003 across all wavebands. All spectra ( = 120) were subsequently smoothed, and the smoothed spectra used as the input to classification. 
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Important Waveband Selection
The top 10% ( = 18) of importance wavebands as determined by RF MDA and XGBoost gain are shown in Figure 5A ,B, respectively. The results in Table 2 show that RF selected wavebands across blue and green (473.92-585.12 nm) regions of the EM spectrum. In comparison, XGBoost selected wavebands across the VIS (473.92-646.04 nm) and red-edge (686.69-708.32 nm) regions. It is evident from Figure 5 that the location of the wavebands selected by RF and XGBoost are significantly different. We attribute the difference in waveband location to the difference in VI measures used for RF and XGBoost. Nevertheless, as illustrated in Figure 5C , there were common wavebands selected by both RF and XGBoost. The overlapping wavebands ( = 6) were located across blue and green (473.92-585.12 nm) regions. Consequently, those wavebands may be the most important for discriminating between stressed and non-stressed Shiraz vines. 
The top 10% (p = 18) of importance wavebands as determined by RF MDA and XGBoost gain are shown in Figure 5A ,B, respectively. The results in Table 2 show that RF selected wavebands across blue and green (473.92-585.12 nm) regions of the EM spectrum. In comparison, XGBoost selected wavebands across the VIS (473.92-646.04 nm) and red-edge (686.69-708.32 nm) regions. It is evident from Figure 5 that the location of the wavebands selected by RF and XGBoost are significantly different. We attribute the difference in waveband location to the difference in VI measures used for RF and XGBoost. Nevertheless, as illustrated in Figure 5C , there were common wavebands selected by both RF and XGBoost. The overlapping wavebands (p = 6) were located across blue and green (473.92-585.12 nm) regions. Consequently, those wavebands may be the most important for discriminating between stressed and non-stressed Shiraz vines. 
Classification Using Random Forest and Extreme Gradient Boosting
The classification results for RF and XGBoost are shown in Table 3 Training accuracies for all models were above 80.0%, with test accuracies ranging from 77.6% to 83.3% (with KHAT values ranging from 0.60 to 0.87). Overall, the results indicate that RF outperformed XGBoost, producing the highest accuracies for all the classification models. Table 3 . Classification accuracies of both the RF and XGBoost models constructed using all the wavebands and the subset of important wavebands. 
The classification results for RF and XGBoost are shown in Table 3 Training accuracies for all models were above 80.0%, with test accuracies ranging from 77.6% to 83.3% (with KHAT values ranging from 0.60 to 0.87). Overall, the results indicate that RF outperformed XGBoost, producing the highest accuracies for all the classification models. Using all wavebands (p = 176), RF yielded a training accuracy of 90.0% (KHAT = 0.80) and a test accuracy of 83.3% (KHAT = 0.67). In comparison, XGBoost produced significantly lower accuracies, i.e., a training accuracy of 85.0% (KHAT = 0.7) and a test accuracy of 78.3% (KHAT = 0.57). These results indicate that the XGBoost ensemble resulted in reduced accuracies (approximately −5.0%) when using all wavebands to classify stressed and non-stressed Shiraz leaves.
Using the subset of important wavebands (p = 18) resulted in an overall improvement in classification accuracies for the RF and XGBoost. Training accuracy for RF increased by 3.3% to 93.3% (KHAT = 0.87). However, the test accuracy remained unchanged. Although XGBoost produced less accurate results, it did experience a greater increase in accuracy (5.0%), producing a training accuracy of 90.0% and a KHAT value of 0.8. The greater increase in accuracy may be attributed to the red-edge wavebands that were only present in the XGBoost subset. Moreover, the XGBoost subset also produced a slight increase (1.7%) in test accuracy (80.0%, KHAT = 0.6). We attribute the superior performance of the RF algorithm to its use of bootstrap sampling [25] , which introduces model stability, and its robustness to noise [50] .
Classification using the Savitzky-Golay smoothed spectra resulted in reduced accuracies overall. The decrease in accuracy ranged from 0.7-3.3% for all models. Furthermore, according to the McNemar's test results, the difference in classifier performance was not statistically significant. For all the classification models, the chi-squared values were less than 3.84 with v 2 values ranging from 0.14 to 1.29.
Discussion
Ensemble classifiers, like RF and XGBoost, have been widely used to address the classification challenges inherent in high dimensional data [52] . The present study evaluated the use of terrestrial hyperspectral imaging to model vineyard water stress. More specifically, we tested the utility of two tree-based ensemble classifiers, namely RF and XGBoost, to model water stress in a Shiraz vineyard. The experimental results are discussed in further detail in the following sections.
Efficacy of the Savitzky-Golay Filter
The Savitzky-Golay filter has become a popular algorithm for smoothing spectroscopic data (for example, see [43, 47, 60] ). In this study, the filter proved adept at smoothing the hyperspectral signature without significantly altering the originality of the input data. However, the results of this study showed that the filter negatively impacted the classification accuracy, producing reduced accuracies for RF (−1.6%) and XGBoost (−3.3%). The decrease in classification accuracy may be attributed to the specific parameter values used to implement the filter. The study only meant to test the functionality of the Savitzky-Golay filter. Therefore, the filter was implemented using the hyperparameter values as recommended by [47] . Consequently, the recommended values may not be optimal for the specific dataset used in this study.
Carvalho et al. [61] utilised the Savitzky-Golay filter to smooth magnetic flux leakage (MFL) signals. Similar to our study, the authors found that using the smoothed data with an ANN classifier, resulted in reduced classification accuracies. It is, therefore, evident that careful consideration has to be taken when applying the Savitzky-Golay filter.
Classification Using All Wavebands
Both tree-based ensemble classifiers tested in our study successfully demonstrated their efficiency for analysing hyperspectral data. However, our analysis found the RF bagging ensemble to outperform the boosting-based XGBoost ensemble when using all wavebands (p = 176).
Published comparisons between RF and boosting classifiers, similar to XGBoost, have reported mixed results. For example, Miao et al. [62] found that RF (93.5%) and AdaBoost (95.3%) produced similar overall accuracies when classifying ecological zones using multi-temporal and multi-sensor data. This is contrary to [62, 63] , which reported that RF outperformed boosting ensemble classifiers when classifying RADARSAT-1 imagery. Moreover, when directly comparing RF and XGBoost, within the context of spectroscopic classification, our findings contradict the results reported by [31] . Their study reported that XGBoost (96.0%) yielded significantly better results than RF (87.0%) when classifying supernovae. However, it should be noted that their study optimised RF and XGBoost parameters. More specifically, within viticulture, the results of our study compare favourably to those reported by [37] . The authors found that RF (87.8%) produced an improved accuracy compared to XGBoost (81.6%) when using hyperspectral data in combination with feature selection. A review by [50] concluded that RF generally achieves greater accuracies compared with boosting methods when used for the classification of high dimensional data such as hyperspectral imagery.
When comparing the utility of both algorithms, a key advantage shared between them is that RF and XGBoost effectively prevent overfitting [25, 30] . However, given that RF grows trees independently (i.e., parallel to one another), whereas XGBoost grows trees sequentially, it is less complex and, therefore, less computationally intensive. Furthermore, RF requires the optimisation of only two parameters [25] , whereas XGBoost has various parameters that could be optimised for a given dataset [30] .
Classification Using Subset of Important Wavebands
Dimensionality reduction of hyperspectral data using machine learning has been extensively researched (for example see [20, 22, 23] ). The results of our study indicate the VI ranking provided by RF and XGBoost can successfully be used to select a subset of wavebands for classification. This was evident from the increased accuracies obtained for both RF and XGBoost.
Our results compare favourably to those reported by [20, 23] , who demonstrated the feasibility of VI to reduce the high dimensionality of hyperspectral data and improve the classification accuracy. We, therefore, attribute the improved classification performance to the subset of most important wavebands. Although the subset of important wavebands did not result in massive accuracy gains (accuracy increase of RF ranged from 1.7% to 3.3% and from 0.7% to 3.3% for XGBoost), it did improve classification accuracy using only 10% of the original data. The majority of important wavebands, for RF (p = 9) and XGBoost (p = 10), were located in the green region of the EM spectrum ( Table 2 ). The selected wavebands correspond to similar wavebands reported by [7, 15] . The green region (i.e., between 500-600 nm) is highly sensitive to plant chlorophyll absorption [15] . Consequently, water stress in plants is closely related to lowered chlorophyll leaf concentrations [15] , which can present a possible explanation for the selection of these wavebands.
Moreover, Shimada et al. [10] reported the use of the blue (490 nm) and red wavebands (620 nm) as indicators of plant water stress, and these wavebands correspond to similar wavebands present in the XGBoost subset (484.06 nm and 630.23 nm). In this study, only three red-edge wavebands (Table 2) were selected by XGBoost with none selected by RF. These results contradict those reported by [4] , which found that wavebands in the red-edge region (695-730 nm) were ideal for early water stress detection in vineyards. However, given the overlapping wavebands that occur in the blue and green regions, and the results of our study, we can conclude that the red-edge wavebands may not be important for discriminating between stressed and non-stressed Shiraz vines. The results of this study subsequently demonstrate the feasibility of VIS wavebands to model water stress in a Shiraz vineyard.
Various aspects of the current research lend themselves to be operationalised within precision viticulture. For instance, the developed remote sensing-machine learning framework can be readily applied to model vegetative water stress. Furthermore, the identification of important wavebands can potentially lead to the construction of custom multispectral sensors that are less expensive and application specific.
