This paper describes how Dynamic WindowConstrained Scheduling (DWCS) can guarantee real-time service to packets from multiple streams with different perfomnce objectives. We show that: ( I ) DWCS can guarantee that no more than x packets miss their deadlines for every y consecutive packets requiring service, as long as the minimum aggregate bandwidth requirement of all real-time packet streams does not exceed the available bandwidth, (2) using DWCS, the delay of service to realtime packet streams is bounded even when the scheduler is overloaded, (3) DWCS can ensure that the delay bound of any given stream is independent of other streams, and (4) a fast response time for best-effort packet streams, in the presence of real-time packet streams, is possible. Furthermore, i f a feasible schedule exists, each stream is guaranteed a minimum fraction of available bandwidth over a$nite window of time.
Introduction
Many real-time, distributed applications, such as telemedicine, virtual environments, video-on-demand and streaming audio, can tolerate the loss of a certain fraction of all information transferred across a network to one or more clients. Information is lost if it is either received later than desired or not received at all by a client. For many such 'loss-tolerant' applications, there is usually a restriction on the number of consecutive packets of information that can be lost. For example, losing too many consecutive packets from an audio stream might result in the loss of a complete section of audio, rather than merely a reduction in the signal-to-noise ratio. More precisely, an application might tolerate z packet losses for every y arrivals at the various service points across a network. A suitable service discipline, for scheduling the transmission of packets from 'loss-tolerant' applications, must attempt to guarantee that no more than x packets are serviced late for every y packets requiring service.
This paper analyzes the real-time properties of Dynamic Window-Constrained Scheduling (DWCS) [ 18, 191 , an algorithm that is suitable for packet scheduling in real-time communications. DWCS is designed to explicitly service packet streams in accordance with their loss and delay constraints, using just two attributes per packet stream. Furthermore, DWCS has the desirable property of supporting 'fair' allocation of bandwidth to packet streams, in proportion to their loss-constraints and per-packet deadlines [18] . In fact, DWCS can behave as a static-priority (SP), earliest-deadline-first (EDF), and fair scheduling algorithm [6, 20, 7, 2, 8, 15, 161 . Moreover, DWCS is intended to support multimedia traffic streams in the same manner as the SMART scheduler [14] , but DWCS is less complex and requires maintenance of less state information than SMART.
Although DWCS has a lot in common with fair scheduling algorithms, it is more closely related to algorithms which attempt to guarantee service to packet streams, whereby at least m out of IC packet deadlines are met for each and every stream. Hamdaoui and Ramanathan [9] were the first to introduce the notion of (m, k)-firm deadlines, which is similar to the concept of 'Skip-Over' by Koren and Shasha [ 121. However, in some cases, skip over algorithms unnecessarily skip service to one or more activities (such as periodic tasks or packet streams), even if it is possible to meet the deadlines of those activities.
The (m,k)-firm deadline algorithm of Hamdaoui and Ramanathan guarantees that a statistical number of deadlines will be met, by using a 'distance-based' priority scheme to increase the priority of an activity in danger of missing more than m deadlines over a window of k requests for service. By contrast, Bernat and Burns [3] sched-ule activities with (m, k)-hard deadlines, but their approach requires such hard temporal constraints to be guaranteed by off-line feasibility tests. Moreover, Bemat and Burns work focuses less on the issue of providing a solution to on-line scheduling of activities with (m, k)-hard deadlines, but more on the support for fast response time to best-effort activities, in the presence of activities with hard deadline constraints.
Pinwheel scheduling [ 10,4, 13 is also similar to DWCS. In essence, the generalized pinwheel scheduling problem is equivalent to determining a schedule for a set of n activities {ai I lsisn}, each requiring at least mi deadlines are met in any window of ki deadlines, given that the time between consecutive deadlines is a multiple of some fixedsize time slot, and resources are allocated at the granularity of one time slot. DWCS can be thought of as a special case of pinwheel scheduling, whereby DWCS guarantees a minimum of mi deadlines are met everyfied (i.e., nonoverlapping) window of ki deadlines, for a given activity ai. In fact, DWCS is capable of producing a feasible schedule, independent of an activity's window size ki, when 100% of available resources (such as bandwidth) are utilized. By comparison, Baruah and Lin [ 13 have developed a pinwheel scheduling algorithm, that is capable of producing a feasible schedule when all resources are utilized, given that k + 00.
Other notable work includes Jeffay and Goddard's RateBased Execution (RBE) model [ l l] . As will be seen in this paper, DWCS uses similar service parameters to those described in the RBE model. However, in the RBE model, activities are expected to be serviced with an average rate of x times every y time units, and there is no notion of missing, or discarding, service requests.
In contrast to the related work described above, the significant contributions of this work are: (1) the description and analysis of an on-line version of DWCS that can guarantee (m, k)-hard deadlines (or, equivalently, no more than x missed packet deadlines for every fixed window of y consecutive packets in a given stream), (2) an approach to ensure fast response time to best-effort packet streams in the presence of real-time packet streams, and (3) a proof that DWCS ensures the delay of service to packets in any given stream is bounded, even in overload situations. In fact, DWCS can ensure the delay bound of any given stream is independent of other streams.
Note that, for the above service guarantees to be made with DWCS, resources are allocated at the granularity of one time slot (see Figure l) , where the size of a time slot is typically determined by the (worst-case) service time of the largest packet in any stream requiring service. Therefore, it is assumed that when scheduling packets from a given stream, at least one packet in a stream is serviced in a time slot, and no other packet (or packets) from any other stream can be serviced until the start of the next time slot.
Unless stated otherwise, we assume throughout this paper that at most one packet from any given stream is serviced in a single time slot but, in general, it is possible for multiple packets from the same stream to be aggregated together and serviced in a single time slot, as if they were one large packet.
The remainder of this paper is organized as follows: Section 2 describes a version of DWCS that provides (m, k)-hard service guarantees. Section 3 analyzes the performance of DWCS, while Section 4 describes an approach to effectively servicing best-effort packet streams without violating the service constraints of real-time packet streams. Finally, conclusions are described in Section 5. 
Dynamic Window-Constrained Scheduling
We begin this section by defining the problem of guaranteeing a feasible schedule for real-time packet streams, which can tolerate at most x missed deadlines every fixed window of y requests. We then describe how the DWCS algorithm works, so that it can produce a feasible schedule on-line.
Problem Definition
In order to define the real-time scheduling problem addressed as part of this paper, we introduce the following definitions:
Bandwidth Utilization. This is a measure of the fraction (or percentage) of available bandwidth used by packet streams to meet their service constraints. A series of packet streams is said tofully utilize [ 131 available bandwidth, B, if all packet streams using B satisfy their service constraints, and any increase in the use of B violates the service constraints of one or more packet streams.
Dynamic Window-Constrained Scheduling (DWCS).
DWCS is an algorithm for scheduling packet streams, each having the following pair of service attributes, which are used to define each stream's delay and loss constraints:
Request Period -A request period, Ti, for a packet stream, Si, is the interval between the deadlines of consecutive pairs of packets in Si. Observe that the end of a request period, Ti, determines a deadline by which a packet in stream Si must be serviced. In this paper, all request periods are assumed to be multiples of a time slot, as shown in Figure 1 . Wndow-Constraint-this is specified as a value xilyi, where the window-numerator, zi, is the number of packets that can be lost or transmitted late for every fixed window, yi (the window-denominator), of consecutive packet arrivals in the same stream, Si. Hence, for every yi packet arrivals in stream Si, a minimum of yi -xi packets must be scheduled for service by their deadlines. At any time, all packets in the same stream, Si, have the same window-constraint, Wi, while each successive packet in a stream, Si, has a deadline that is offset by a fixed amount, Ti, from its predecessor.
After servicing a packet from Si, the scheduler adjusts the window-constraint of Si and all other streams whose head packets have just missed their deadlines due to servicing Si. Consequently, a stream Si's original window-constraint, Wi, can differ from its current window-constraint, W;. Observe that a stream's window-constraint can also be thought of as a losstolerance.
Feasibility.
A schedule, comprising a sequence of packet streams, is feasible if no original window-constraint of any packet stream is ever violated. DWCS attempts to schedule all packet streams to meet as many window-constraints as possible.
Problem Statement. The problem is to produce a feasible schedule using an on-line algorithm. The algorithm should attempt to maximize network bandwidth. In fact, we show in Section 3 that, under certain conditions, Dynamic Window-Constrained Scheduling can guarantee a feasible schedule as long as the minimum aggregate bandwidth utilization of a set of packet streams does not exceed 100% of available bandwidth. Before we analyze DWCS, we first describe the algorithm in more detail.
The DWCS Algorithm
This section describes a revised version of Dynamic Window-Constrained Scheduling (DWCS) from that described in [ 18, 191 , so that deterministic real-time guarantees can be made for packet streams tolerating x missed deadlines every y requests. The original algorithm is workconserving and only guarantees a statistical number of realtime service constraints. Moreover, the work-conserving nature of the original algorithm can sometimes cause a stream to be serviced earlier than necessary. This has the effect of reducing the likelihood of servicing the same stream at some time in the future, when it is actually more important to be serviced. However, the revised algorithm can operate in a non-work-conserving mode, to guarantee that no stream will be granted more than its minimum required service, when it is otherwise impossible to produce a feasible schedule (see Section 3.2).
The revised DWCS algorithm works as follows: packets are ordered for service based on the values of their current window-constraints and deadlines (where each deadline is derived from the current time and the request period). Precedence is given to packets in streams according to the rules shown in Table 1 . Whenever a packet in Si misses its deadline, the window-constraint for Si is modified in a way that reflects the increased importance of servicing Si in the future. Conversely, any packet in a stream serviced before its deadline causes the corresponding stream's window-constraint to be modified in a manner that effectively reduces the priority of servicing subsequent packets in the same stream.
The window-constraint of a packet stream changes over time, depending on whether or not another (earlier) packet from the same stream has been serviced by its deadline. If a packet cannot be serviced by its deadline, it is either transmitted late or it is dropped and the next packet in the stream is assigned a deadline corresponding to the latest time it must complete service.
order highest window-denominator first Equal deadlines and equal
I I
non-zero window-constraints, I I order lowest window-numerator first U All other cases: first-come-first-serve U Table 1 . Precedence amongst pairs of packets in different streams. Table 1 shows the rules for ordering pairs of packets. It differs slightly from the precedence rules used in the original design of DWCS [18] . It should be noted that DWCS is more than merely an earliest deadline first (or earliest due date) algorithm. Observe that earliest deadline first scheduling (EDF) considers that each packet's importance (or pri-ority) increases as the urgency of completing that packet's service increases. By contrast, static priority algorithms all consider that one packet is more important to service than another packet, based solely on each packet's time-invariant priority. DWCS combines both the properties of static priority and earliest deadline first scheduling by considering each packet's individual importance when the urgency of servicing two or more packets is the same. That is, if two packets have the same deadline, DWCS services the packet which is more important. In practice it makes sense to set packet deadlines in different streams to be some multiple of a, possibly worst-case, packet service time. This increases the likelihood of multiple head packets of different streams having the same deadlines. In fact, using a slotted time system, as described earlier, deadlines can be aligned on time slot boundaries. Observe that packets are ordinarily serviced in earliest deadline first order. However, if at least two packet streams have head packets with equal deadlines, the packet from stream Si with the lowest current
and di = d j for Si and Sj, respectively, Si and Sj are ordered such that a packet from the stream with the lowest window-numerator is serviced first. By ordering based on the lowest window-numerator, precedence is given to the packet from the stream with tighter window-constraints, since fewer consecutive late or lost packets from that stream can be tolerated. Likewise, if two packet streams have zero window-constraints and equal deadlines, the packet in the stream with the highest window-denominator is serviced first. All other situations are serviced in a first-come-firstserve manner.
We now describe how a stream's window-constraints are adjusted. As part of this approach, a tag is associated with each stream Si, to denote whether or not Si has violated its window-constraint Wi at the current point in time. In what follows, let S;s original window-constraint be Wi = x i / y i , where xi is the original window-numerator and yi is the original denominator. Likewise, let Wi = x:/y: denote the current window-constraint. Before a packet in Si is serviced, Wi = Wi. Upon servicing a packet in Si before its deadline, Wl is adjusted for subsequent packets in S,, as Observe that with DWCS, window-constraints do not change for streams whose packets do not have deadlines. Streams comprising packets without deadlines are nontime-constrained, and their window-constraints act as static priorities. Consequently, the pseudo-code for DWCS is shown in Figure 2 . Usually, a packet stream is eligible for service if a packet in that stream has not yet been serviced in the current request-period, which is the time between the deadline of the previous packet and the deadline of the current packet in the same stream. That is, no more than one packet in a given stream can be serviced in a given request period, and exactly one packet must be serviced by the end of its request period to prevent a deadline being missed.
To support work-conservation, DWCS also allows packet streams to be marked as eligible for scheduling multiple times in the same request period. That is, the jth packet, pi,j in a stream, Si, can be serviced before the deadline of a prior packet, pi,j-l in the same stream, if pi+! has been serviced before the end of its request period. This implies pid-1 is also serviced before its deadline. For the purposes of real-time, as opposed to best-effort streams, this paper assumes DWCS works as a non-work-conserving scheduler. However, all best-effort streams can be serviced whenever there is available time to service such streams.
In the absence of a feasibility test, it is possible that window-constraint violations can occur. A violation actually occurs when Wi) = zi/y: 1 z: = 0 and another packet in Si then misses its deadline. Before Si is serviced, remains zero, while y: is increased by a constant, e, every time a packet in Si misses a deadline. The exception to this rule is when yi = 0 (and, more specifically, Wi = O/O). This special case allows DWCS to always service packet streams in EDF order, if such a service policy is desired.
If Si violates its original window-constraint, it is tagged for when it is next serviced. Tagging ensures that a stream is never starved of service even in overload. Theorem 2 shows the delay bound for a stream which is tagged with windowconstraint violations. Consequently, Si is assured of service, since it will eventually take precedence over all packet streams with zero-valued current window-constraints. Consider the case when S i and Sj both have current windowconstraints, Wi and Wj', respectively, such that Wi = O/y: and Wj' = O/y$. Even if both deadlines, di and d j , are equal, precedence is given to the packet stream with the highest window-denominator. Suppose that Sj is serviced before Si, because y$ > yi. At some later point in time, Si will have the highest window-denominator, since its denominator is increased by e every request period, Ti, that a packet in Si is delayed, while Sj's window-constraint is reset once it is serviced. For simplicity, we assume every stream has the same value of E but, in practice, it may be beneficial for each stream to have its own value, ei, to increase its need for service at a rate independent of other streams, even when window-constraint violations occur. Unless stated otherwise, e = 1 is used throughout the rest of this paper.
To complete this section, Figure 3 shows an example schedule using both DWCS and EDF, for three streams, 5' 1, S2, and S3. For simplicity, assume that every time a packet in one stream is serviced, another packet in the same stream requires service. It is left to the reader to verify the scheduling order for DWCS. Observe that, using DWCS, all window-constraints are met over non-overlapping windows of yi deadlines (for each stream, Si), and no time slots are unused in this example. Moreover, the three streams are serviced in proportion to their original window-constraints EDF arbitrarily schedules packets with equal deadlines, irrespective of which packet is from the more critical stream in terms of its window-constraint. In this example, EDF selects packets with equal deadlines in strict alternation but the window-constraints of the streams are not guaranteed.
Note that EDF scheduling is optimal in the sense that if it is possible to produce a schedule in which all deadlines are met, such a schedule can be produced using EDF. Consequently, if Ci is the service time for a packet in stream 
DWCS Complexity
DWCS's time complexity is divided into two parts: (1) the cost of selecting the next packet according to the precedence rules in Table 1 , and (2) the cost of adjusting stream window-constraints and packet deadlines afer servicing a packet. Using heap data structures for prioritizing packets, the cost of selecting the next packet for service is O(Zog(n)), where n is the number of streams awaiting service. However, after servicing a packet, it may be necessary to adjust the deadlines of the head packets, and windowconstraints, of all n queued streams. This is the case when all n -1 streams (other than the one just serviced) have packets that miss their deadlines. This can lead to a worstcase complexity for DWCS of O(n). However, when only a constant number of packets in different streams miss their deadlines after servicing some other packet, a heap data structure can be used to determine those packet deadlines and stream window-constraints that need to be adjusted. It follows that a constant number of updates to service constraints using heaps, as described in an earlier paper [19] , requires O(Zog(n)) operations. Observe that there is an O(1) cost per stream to update the corresponding service constraints, after servicing a packet.
An earlier paper [ 191 shows how DWCS can be approximated, to further reduce its scheduling latency, thereby improving service scalability at the cost of potentially violating some service constraints. Moreover, it may be appropriate to combine multiple streams into one session, with DWCS used to service the aggregate session. Such an approach would reduce the scheduling state requirements and increase scalability.
Having described DWCS, we analyze the algorithm's performance in the following section.
Analysis of DWCS
In this section we show the following important characteristics of the DWCS algorithm (as defined in this pa-
If a feasible schedule is known to exist, DWCS ensures that the maximum delay of service to a real-time packet stream is bounded. The exact value of this maximum delay is characterized below. If window-constraint violations occur (because the scheduler is overloaded), the maximum queueing delay of a packet stream (and, hence, packet) is still bounded. Again, the exact value of this maximum delay is characterized below. If the minimum aggregate bandwidth requirement of all real-time packet streams does not exceed the total available bandwidth, then a feasible schedule is guaranteed using DWCS. Moreover, if it is possible to impose an upper bound on the worst-case service time of each and every packet, then DWCS can guarantee that no more than x packet deadlines are missed every y requests.
Delay Characteristics
Theorem 1 Zfa feasible schedule exists, the maximum delay of service to a stream, Si I l < i < n, is at most 
Bandwidth Utilization
As stated earlier, Wi = xi/yi for stream Si. Therefore, a minimum of yi -xi packets in Si must be serviced 'on time' every window of yi consecutive packets, for Si to satisfy its window-constraints. Since one packet is required to be serviced every request period, Ti, to avoid any packets in Si being late, a minimum of yi -xi packets must be serviced every yiTi time units. Therefore, if each packet takes Ci time units to be serviced, then yi packets in Si require at least (yi -xi)Ci units of service time every yiTi time units. For a packet stream, Si, with request period, Ti, the minimum utilization factor is Vi = 9 , which is the minimum required fraction of available service capacity and, hence, bandwidth by consecutive packets in Si.
Hence, the utilization factor for n packet streams is at least
Ti
Furthermore, the least upper bound on the utilization factor is the minimum of the utilization factors for all packet streams that fully utilize all available bandwidth [13] . If U exceeds the least upper bound on bandwidth utilization, a feasible schedule is not guaranteed. In fact, it is necessary that V l l . 0 is true for a feasible schedule, using any scheduling policy.
We now characterize the least upper bound on bandwidth utilization, assuming that at most one packet from any given stream is serviced in a single, fixed-sized time slot of size K , and all request periods are multiples of such a time slot.
That is, Ci<K,Ti = qiK,zi >_ 0,yi > 0,Vi I 1 5 i 5 n, K is a constant, and qi is a positive integer. Proof The details of this proof are given in a full-length Technical Report [17] . Observe that, in Theorem 3, each packet is serviced for exactly K time units, which is the size of one time slot. This is a necessary condition, because packets are indivisible entities and, hence, cannot be preempted.
Supporting Packets with Variable

Service Times
For variable rate servers, or in networks where packets have variable lengths, the service times can vary for different packets. In such circumstances, if it is possible to impose an upper bound on the worst-case service time of each and every packet, then DWCS can still guarantee that no more than 2 packet deadlines are missed every y requests.
This implies that the scheduling granularity, K (i.e., one time slot), should be set to the worst-case service time of any packet scheduled for transmission. For situations where a packet's service time, Ci, is less than K (see Figure l) , then a feasible schedule is still possible using DWCS, but the least upper bound on the utilization factor is less than 1.0. That is, if ri = K -Ci, then, the least upper bound on the utilization factor is 1.0 -Cyz1 v .
Alternatively, if it is possible to fragment variable-length packets and later reassemble them at the destination, perstream service requirements can be translated and applied to fixed-length packet fragments with constant service times. This is similar to CPU scheduling, in which variable-length threads (or processes) can be preempted at fixed intervals (e.g., every 10mS timeslice). Moreover, ATM networks have fixed-length (53 byte) cells and the S A R component of the ATM Adaptation Layer segments application-level packets into cells, which are later reassembled. Consequently, the scheduling granularity, K , can be set to a time which is less than the worst-case service time of a packet.
For fragmented packets, the per-stream service constraints are translated as follows. Let Ci be the Worst-case service time of a packet in stream Si before fragmentation, and let ci = K be the constant service time of each and every fragment. Likewise, let Wi and Ti be the windowconstraint and request period, respectively, for a stream before fragmentation, while wi and ti are the translated window-constraint and request period, respectively, after fragmentation. Then: In the latter case, all fragments are serviced so that their corresponding stream's window-constraints are met. These translated window-constraints are equivalent to the original window-constraints, thereby guaranteeing each stream its exact share of bandwidth. Observe that ci = ti = 1 is the normalized time to service one fragment of a packet. This fragment could be a single cell in an ATM network but, more realistically, it makes sense for one fragment to map to multiple ATM cells, thereby reducing the scheduling overheads per fragment. Similarly, a fragment might correspond to a maximum transmission unit in an Ethernetbased network. 
Simulated Results
T O show that it is possible to feasibly schedule a set of packet streams when the demand for bandwidth is no more than 100% of available bandwidth, we simulated the number of missed deadlines and window-constraint violations for a number of streams, comprising fixed (unit) length packets, with different request periods and original windowconstraints. The following scenario was considered (other scenarios are described in a detailed Technical Report [ 171):
There were 8 scheduling classes, p 1 e --p 8 , for packet streams.
The original window-constraints for the classes of pakket streams, from pl to p3, were 1/10,1/20,1/30,1/40,1/50,1/60,1/70, and 1/80, re-spectively. Packets in streams belonging to p1 and p2 had request periods of 400 time units, while those in p3 and p4 had request periods of 480 time units. Remaining packets in streams belonging to p5 and p6 had request periods of 560 time units, while those in p7 and p8 had request periods of 640 time units. The number of packet streams in each case was uniformly distributed between each scheduling class, and a total of a million packets across all streams were serviced. Table 2 shows the results of the above scenario. n is the total number of packet streams, D is the number of missed deadlines, V is the number of window-constraint violations, U is the minimum total utilization factor (as defined in Sec- 
Heterogeneous Packet Streams
In many situations, it is desirable, or even necessary, to service a mixture of both real-time and best-effort packet streams. Many researchers have proposed that best-effort, or non-time-constrained packet streams are only scheduled when all real-time packet streams have been serviced. Other researchers [5, 31 , have attempted to reduce the mean delay of non-time-constrained activities (such as threads or packets) by giving them precedence over real-time activities until it is essential to service the real-time activities.
One way to minimize the delay of best-effort packet streams is to calculate a pseudo request period, TBE, and window-constraint, WBE, so that 1 -xy=l =
I1-wBE)CBE,
when there are n real-time, windowconstrained packet streams. However, with this approach, there can be cases where real-time packet streams miss deadlines due to best-effort packet streams being serviced. In some cases, this may be acceptable, since each real-time 1-wi c; TBE stream only violates a tolerable number of packet deadlines, and does not violate its window-constraint. In other cases, we want to ensure real-time packet streams never miss deadlines when best-effort packet streams are serviced. Hence, our alternative approach is to service besteffort packet streams only when a packet from each and every window-constrained packet stream has been serviced in each real-time stream's current request period. This guarantees packets in real-time streams do not miss any deadlines due to servicing best-effort packet streams. Results have shown that best-effort packet streams typically experience close to their minimum possible delay with this latter approach [17] . Figure 4 shows the number of best-effort packet streams serviced, as a function of all packets serviced from both best-effort and real-time streams. Each set of real-time packet streams has a different minimum utilization factor (hence, the six different lines in the graph). In all cases, the service constraints of real-time packet streams were the same as in the simulated scenario in Section 3.4. The utilization factor of these real-time packet streams was increased, by increasing the number of packet streams in each of the 8 different scheduling classes, from 10 to 60 packet streams per class. From the figure, it can be seen that there is a constant rate of service to best-effort packet streams at each of the different loads from real-time packet streams. This is useful, in that best-effort packet streams will not experience large variations in delay (and, hence, jitter) in the presence of real-time packet streams.
Conclusions
This paper describes a modified version of Dynamic Window-Constrained Scheduling (DWCS) [ 18, 191 In this paper, we have shown: (1) a version of DWCS that can guarantee (m, k)-hard deadlines (or, equivalently, no more than x missed packet deadlines for every fixed window of y consecutive packets in a given stream), (2) using DWCS, the delay of service to real-time packet streams is bounded even when the scheduler is overloaded, (3) DWCS can ensure the delay bound of any given stream is independent of other streams, and (4) a fast response time for besteffort packet streams, in the presence of real-time packet streams, is possible.
A Appendix
A.l. Proof of Theorem 2
The worst-case delay experienced by Si can be broken down into three parts: This is because yi rises at a rate of l / K for each stream Sj experiencing a delay of K time units without service, while y: increases at a rate of l/Ti, which is less than or equal to 1/K. If Tj > Ti,\Jj # i and both Tj and Ti are finite, then yi and y i converge more quickly than in the case above, when Tj 5 Ti. Therefore, if window-constraint violations occur, the maximum delay of service to Si (from Equations 1 and 2)isnomorethan (zi+1)Ti+Ti(y,ax+n-2)+C,ax = Ti(zi + Ymas + 72 -1) + Cma,, where Yj = Ymax in Equation 2, and Cmax is the worst-case additional delay due to another packet in service when a packet in Si reaches the highest priority. 0
