We consider solving three-dimensional electromagnetic problems in parameter regimes where the quasi-static approximation applies, the permeability is constant, the conductivity may vary signi cantly, and the range of frequencies is moderate. The di culties encountered include handling solution discontinuities across interfaces and accelerating convergence of traditional iterative methods for the solution of the linear systems of algebraic equations that arise when discretizing Maxwell's equations in the frequency domain.
Introduction
Fast, accurate solutions of 3-D electromagnetic equations are required to simulate responses from geophysical surveys and also for solving the electromagnetic inverse problem. Di culties arise when attempting to nd corresponding three-dimensional numerical solutions. These di culties include handling regions of (almost) vanishing conductivity, handling di erent resolutions in di erent parts of the spatial domain, handling the multiple scale lengths over which the physical properties can vary, and handling regions of highly varying conductivity, magnetic permeability or electrical permittivity where jumps in solution properties across cell interfaces may occur.
We consider Maxwell's equations in the frequency domain over a frequency range which excludes high frequencies (in a sense to be made more precise following (1) below). The permeability is assumed constant. The piecewise smooth conductivity structure partitions the spatial domain into disjoint subdomains and thus, normal components of the electric eld may be discontinuous across interfaces between distinct materials. We consider a domain involving both ground and air 25, 12, 22] . This particular model is used in geophysical surveys where arti cial or natural sources induce currents in conducting bodies.
A major obstacle in modeling such phenomena is that the conductivity in the air essentially vanishes. From an analytic perspective, the speci c subset of Maxwell's equations used typically forms an almost-singular system in regions of almost-vanishing conductivity. Even in the ground (where the conductivity is not close to vanishing), the resulting di erential operator is strongly coupled and not strongly elliptic 7] . Finding e ective methods for solving the algebraic equations arising from careful, conservative discretizations of Maxwell's equations (as in 25, 18, 29] ) has proved elusive in practice.
In 1], we addressed this concern by employing a Helmholtz decomposition rst, using a potential formulation with a Coulomb gauge to obtain a system of strongly elliptic, weakly coupled di erential equations. This change of variables (used in 4, 12, 21, 24] among others) split the electric eld into components in the active and null spaces of the r operator. Using a vertex-based discretization on a simple non-staggered grid, the resulting large, sparse algebraic systems were solved using preconditioned Krylov space methods 27, 2] . Combining BICGSTAB and a preconditioner comprising an incomplete LU-decomposition of the dominant system blocks resulted in a particularly e cient algorithm.
The discretization method in 1] is su ciently accurate if is continuous or contains jumps that are small in magnitude. In the more general case which allows for a signi cantly discontinuous conductivity pro le, it is difcult to devise an accurate discretization that preserves the bene ts of the rapid solution techniques for the linear equations. This problem leads us to introduce the current density into the equations as an ultimately intermediate variable; the new analytic system can be treated with nite-volume discretizations on staggered grids or mixed-hybrid nite element methods 34, 6, 23] . We shall work with the nite volume discretization because this allows us to easily eliminate the current from the discrete system of equations.
A staggered discretization for Maxwell's equations (originally proposed by Yee 36, 29] ) has been considered in contexts similar to ours in 25, 22] . 1 In this discretization, the Cartesian components of the electric eld E and the magnetic eld H are represented at distinct locations on the spatial grid (cf. 5]). Given a rectangular, three-dimensional grid, the components of E prescribed in 25, 22] are parallel to the edges of the cells and the components of H are orthogonal to the centers of the faces of the cells. This avoids the need to doubly de ne the (discontinuous) components of E in the normal directions to cell faces because the components of E used in this representation are tangential to the faces of the cells. However, when using a potential formulation to speed up the iterative solution of the algebraic equations, this placement of the eld values becomes cumbersome. The complication is further increased if permeability is allowed to vary.
Thus, we develop a nite-volume method on a staggered grid using vector potentials, scalar potentials and generalized current densities as dependent variables. In Section 2, we develop the corresponding system of partial differential equations (PDEs). This system is amenable to discretization using a nite-volume technique described in Section 3. For this discretization, the values of the components of the vector elds are associated with the centers of the faces of the cells and values of the scalar potential are associated with cell centers. The resulting scheme naturally employs harmonic averages for the conductivity on cell faces; it closely relates to a careful, e cient extension of the traditional Yee's method and retains various conservation properties for the elds.
We brie y describe the application of Krylov space methods to solve the system of algebraic equations in Section 4, complementing the description and numerical tests in 1]. Related methods were considered in 10, 11] . We use incomplete LU-decomposition, a powerful preconditioner in the case of diagonally dominant linear systems. The system's diagonal dominance is a direct consequence of our analytic formulation.
Finally, we present the results of numerical experiments in Section 5. We construct a synthetic example in 3D and demonstrate the accuracy of the method, even with large jump discontinuities in conductivity and even with coarse grids. We also demonstrate the rather signi cant e ciency gain of our method by comparing it to a method closer to the traditional Yee discretization using similar preconditioned Krylov space methods but without the potential reformulation 25]. As a rough general indication, our experimental Matlab code requires about two minutes on a SPARC 10 workstation to solve the problem on a 32 3 grid. We also test the code on a geophysical problem and compare our results with those from another code.
We emphasize our view that the problem reformulation, the derivation of a suitable discretization scheme and the design of a fast iterative solver are all parts of one design process. Thus, the Helmholtz decomposition followed by a careful discretization allows for the construction of a simpler preconditioner for a standard Lanczos-type iteration. Others have chosen to discretize (1) (or the corresponding time-domain equations) rst, and then manipulate the discrete equations 5, 3, 9], possibly with the view of designing a fast solver 17]. In the present setting our modular approach yields a complete scheme for fast 3D simulation which is easy to understand and implement by scientists and engineers. where is the magnetic permeability, is the electrical permittivity, J s is a known source current density, and is the volume density of free charges. In our present work, we assume that > 0 is constant and known. The physical properties > 0 and 0 can vary with position and are assumed bounded and piecewise smooth. We restrict the frequency range under consideration so that ! 2 L 2 1, where L is a typical length scale. The electric eld E and the magnetic eld H are the unknowns in the forward modeling problem.
The system (1) is de ned over a three-dimensional spatial domain . In principle, the domain is unbounded, and boundary conditions are at in nity; however, in practice, a bounded subdomain of IR 3 is used for numerical approximations and a combination of Dirichlet and Neumann boundary conditions are imposed on the truncated boundary @ . It is well-known that the existence of a unique, piecewise smooth solution E is guaranteed for a su ciently smooth source and a wide variety of such boundary conditions 20, 30, 5] . We thus assume that E has bounded second derivatives everywhere except in directions normal to material interfaces, and return to the choice of boundary conditions towards the end of this section.
Often in the literature, (1a) is divided by , the r operator is applied, and (1b) is substituted into the resulting expression to obtain a second-order system of PDEs for the electric eld E, namely r ( ?1 r E) ? 
where n is a unit vector normal to the interface and s in (4c) is a surface charge density. We de ne the generalized current density b J to be b
The conditions (4) and the di erential equations (1) imply that b J n is continuous, but E n is not. Moreover, r inherits the discontinuity of E n, while A is continuous, and both r A and r A are bounded (cf.
14]).
We can substitute (3a) into (2) , and for constant we obtain r r A ? {! b (A + r ) = {! J s : Since A is divergence-free, r r A ?r 2 A in H ?1 ( ) 3 (6) (see Remark 3.8 and Theorem 3.5 in 14]). Using this identity and substituting (3b), we obtain r 2 A + {! b (A + r ) = ?{! J s : ( 
7)
Notice we cannot substitute r r E = ?r 2 E + r(r E) directly because the eld E is discontinuous in its normal component across interfaces between media with di erent conductivities. Also, if varies, then (6) cannot be applied and (7) does not hold. A generalization can be found 16]; however, the method proposed here is particularly fast, taking advantage of the sparsity a orded by the discretization of (7), which is not obtained unless is constant.
To get a diagonally dominant system, we can apply the operator r to (7) which are commonly used for highly discontinuous problems. Notice, although the gauge condition (3b) is left out of (8), (3b) is satis ed by the exact solution of (8) provided it holds at the boundaries. We avoid discretizing (3b) directly.
The system of PDEs (8) 3 Deriving a discretization
Solving the forward problem is a major bottleneck for electromagnetic inverse problems in geophysical prospecting 32]. This is the application that motivates us here. For the ensuing data inversion, one envisions a 3D tensorproduct grid with the conductivity constant (or slowly varying) in each cell, but potentially varying widely between cells. Thus, we consider here a discretization on such a rectangular grid. For extensions to more complex geometries, see 18, 19] , or consider mixed nite elements 8, 5, 17] .
To derive a discretization for the system of PDEs (8) 
where we denote J s = (s x ; s y ; s z ) T .
Next, consider, say, the x-component of (8b), written as @ 
The above derivation using harmonic, rather than arithmetic, averages, is natural in our approach upon applying numerical considerations alone (viz. integrating rough quantities). Using harmonic averages as indicated becomes important in practice when jumps by a few orders of magnitude in conductivity are present. Harmonic averaging is also natural on physical grounds, as it corresponds to serial, rather than parallel, current ow (see, e.g., 28]). Using (12c) and similar expressions derived in the y-and z-directions, we eliminate b J from (11) and obtain a discrete equation in which the dominant terms all involve . The resulting stencil for has 7 points.
There are two ways to view the procedure of eliminating b J. Firstly, it is an algebraic manipulation (a Schur decomposition) which reduces the number of unknowns. Secondly, the result of the elimination corresponds to a compact discretization of r (b r ) + r (b A) = ?r J s : (13) However, this correspondence holds only if the terms on the left-hand side of (13) ) which yields the same discrete equations. This completes the derivation of the discretization for a general, tensor-product non-uniform grid. The same nite-volume arguments are used to determine how Dirichlet or Neumann boundary conditions t into the stencils near the boundaries. Our treatment of the boundary conditions follows the one described by Fletcher 13] . In summary, the discretization of (8) 
The introduction of b J into the formulation (8) makes it easy to generate a point-wise accurate approximation to the (possibly discontinuous) electric eld E with our discretization (14) . Usually, the elds A and are computed solely for the purpose of calculating E and H in post-processing; thus, computing E directly from (3a) (as suggested in 1, 20, 24, 12, 21] ) involves a loss of accuracy due to numerical di erentiation to obtain a possibly discontinuous r . We avoid this loss of accuracy by calculating b J (which is continuous) at the grid points where A is de ned using (14e){(14g), and then determining E using (5). Thus, the electric eld can be accurately determined at either side of the boundary which separates media having di erent conductivities.
Conservation of vector identities and relationship with Yee's method
On the (non-uniform) staggered grid, we can de ne natural discrete di erence operators that involve only \short" di erence quotients: r h as used in (11) for r b J; r h as used in (12c) for r , r 2 h as used in (14) 
r h = 0 ) r h r 2 h = 0:
In electromagnetic modeling, it is common to use Yee's method 36]. As mentioned in the introduction, most implementations of this method de ne the tangential component of E along the edges of a grid cell (or a nite volume) and the normal components of H at the facial interfaces; see, e.g., 25 ]. However, this is not a fundamental requirement. In fact, our method is more closely associated with a modi cation of Yee's discretization with normal components of E de ned on the cell faces and tangential components of H de ned on the edges. This requires appropriate eld substitutions and de nitions of conductivity. We do so below and relate the resulting equations to those from our derivation. Consider Yee's discretization, applied to (1a,b) for a uniform grid as in (14) . The placement of the various discrete solution components on the cell is depicted in Figure 2 .
The centered discretization is 
In (16), we have not de ned the quantities b i+ 1 2 ;j;k , b i;j+ 1 2 ;k , and b i;j;k+ 1 2 , nor have we resolved the possible discontinuities in E n across cells (for example, E x i+ 1 2 ;j;k may have di erent limiting values in the cell V i;j;k and the cell V i+1;j;k ). We now address both these points using our previously introduced approach.
1. We can eliminate the components of H unambiguously by substituting (16a{c) into (16d{f). This algebraic elimination corresponds exactly to discretizing the second-order system (2) in E. In particular, it is a compact discretization for each of the components of E on the staggered grid. (17) Then, using (15d), we obtain our equations (14) from Yee's method. 3. Finally, we are able to naturally and carefully derive an expression for on cell faces using harmonic averages, as in (12) . Remember in our method, we speci cally do not require (17) . However, these equations are consistent with our discretization. If the boundary conditions are such that (17) is satis ed at the boundary as well (as is the case with (9), the natural boundary conditions), then our discretization yields the same solution as Yee's method with the de nition (12) (which holds even when r is discontinuous). In such a case, we have arrived at a correct way of extending Yee's method (16) in order to overcome both the presence of discontinuities in E and the slow convergence of iterative methods for the algebraic equations! If the boundary conditions do not satisfy (17) locally, then some nonzero r h A results; in such a case, the methods yield di erent solutions. However, this does not necessarily produce worse errors using our method; see Section 5.
Next, we introduce the decomposition (3)
.
Numerical solution of the discrete system
Even after eliminating b J, the system (8) has four unknown scalar elds dened over a three-dimensional domain. The resulting discrete system derived in Section 3 is typically very large and sparse, so we use preconditioned (18) is larger than the sytem arising from the direct discretization of (2), it has roughly the same number of nonzero entries because the discretization of the operator r r involves 13 points, whereas that for r 2 involves only 7 points.
As in 1], we solve (18) using BICGSTAB with a block incomplete-LU (ILU) preconditioner 2]. A modest improvement can be made by separating the system (18) into its real and imaginary parts, since the imaginary part appears only in the low-order terms of (1). Furthermore, the real part of the Helmholtz operator corresponds to the dielectric permittivity and the imaginary part corresponds to the conductivity. The result is the real system (19) where the matrix H is the discretization of the 3D Helmholtz operator (which depends on the permeability, , and the frequency, !), S and S are diagonal matrices that discretize the three components of the operators ( ) and ! ( ) and G and D are the discrete representations of r and r . In 
In (20), r 2 p is the (discrete) Laplacian operator for the pth component of a vector eld, and S p and S p are likewise discrete approximations of I and I, respectively on the appropriate faces of the staggered grid (p = x; y; z).
For su ciently ne grids, the Laplacian blocks are dominant in their respective rows and columns, whence the system is diagonally dominant. The convergence of Krylov space solvers relates directly to the diagonal dominance of the system (19) . For the preconditioning of the blocks H 1 , H 2 and H 3 of (18) or (19), we can use ILU(0), i.e., no ll-in allowed. However, for the blocks DS G, which are more complicated due to the discontinuities in , we use ILU with threshold 10 ?3 ; see 27]. The ILU code we use is taken from 27] as well.
Numerical Experiments and Results
For the calculations reported in this section, we assume the quasi-static approximation holds, so b (or, equivalently, 0) as in 1]. The boundary conditions in the calculations here are changed from (9) because we attempt to model the magnetotelluric experiment which is an in nite source in an innite domain 33]. There are many alternative ways to model the boundary conditions for the MT case. In 22], E is prescribed on all boundaries while in 26] H is prescribe on some of the boundaries and E on others.
In our modelling we prescribe boundary conditions directly on A and based on their physical interpretation 3 . Assuming a rectangular domain of the form
we assume that there are no charge sources at in nity and therefore arises only from charge accumulation at conductivity discontinuities which are far 3 Recall that is generated from accumulated charges while A arises from time varying . We note that (3b) does not hold on the boundary.
A synthetic problem
For low-frequency, di usive problems involving nite discontinuities, we are not aware of three-dimensional, closed form solutions of the system (8) reported in the literature. Therefore, we generate a synthetic example that allows us to test many features of the algorithm. We rst de ne an analytic conductivity function and an associated electric eld which has amplitude variations that are characteristic for the chosen conductivity. The knowledge of b and E provides su cient information to analytically compute an articial source function. Next, using this source function, we solve the system 
The values of b on block boundaries are evaluated using harmonic averages as in Section 2. The source in (24) is not physically realistic as it lacks compact support. However, this example does provide a good test case approximating a highly discontinuous problem.
Given the source J s in (24), the conductivity structure b in (22) , and the frequency !, we can generate the linear system (19) and nd an approximate solution (A h ; h ) T . Unfortunately, we do not have closed-form expressions for (A; ) such that (3) holds. However, we can compute a pseudo-analytical solution by solving the system A + r = E (25a) r A = 0 (25b) using the analytic E from (23) on the right-hand side of (25) . The di erences between the numerical solutions of (19) and the pseudo-analytical solutions are denoted by A and , respectively. We present a summary of results in Table 2 . In addition to k Ak and k k, we provide k b
Jk (the di erence between the analytic and computed currents) and kr Ak (the residual associated with (3b)). These di erences are measured in the maximumnorm and in the normalized Euclidean 2-norm.
Of the error indicators in Table 2 , the only true solution error is b J.
# cells h h 2 # variables 8 3 .25 6.25e-2 4224 16 3 .125 1.56e-2 33280 32 3 . 9e-1 1.3e-1 9.2e-2 2.1e-2 7.8e-1 9.3e-2 16 3 0.5 7 3.9e-1 3.2e-2 3.8e-2 3.6e-3 6.8e-3 5.1e-4 1.8e-1 1.3e-2 32 3 12 7.8e-2 4.8e-3 9.3e-3 2.3e-3 2.4e-3 1.0e-4 1.0e-4 2.3e-3 8 3 5 2.2 2.7e-1 3.3e-1 1.6e-1 4.8e-2 4.6e-3 7.5e-1 8.8e-2 16 3 1 7 3.8e-1 3.2e-2 4.0e-2 4.1e-3 3.6e-3 2.7e-4 1.9e-1 1.4e-2 32 3 14 7.8e-2 4.8e-3 8.9e-3 1.8e-3 1.3e-3 5.6e-5 4.7e-2 2.3e-3 8 3 8 3.4 3.2e-1 4.9 3.5 5.9e-2 4.2e-3 2.7e-1 2.6e-2 16 3 11 11 2.7e-1 2.3e-2 2.6e-1 1.2e-1 3.2e-3 2.2e-4 9.5e-2 5.6e-3 32 3 22 6.5e-2 4.0e-3 4.5e-2 1. The results in Table 2 show that the solution error generally decreases like h 2 as the grid is re ned. Observe that the errors in the current (and therefore in the electric eld) are O(h 2 ) because b J is computed point-wise from the discretization of (8b) with second-order accuracy. Notice that the convergence rate does not change as the gradients in b increase in magnitude, although a ner grid is needed for comparable accuracy when the layers are sharper. This result implies that solving practical three-dimensional problems requires a su ciently dense mesh to get meaningful results. The analytic and computed currents agree favorably as seen in Figure 4 . Only the real parts are presented because, for this example, both the conductivity and the electric elds are real. Observe that the results of Table 2 are obtained using uniform grids. In particular, no special e ort is made to cluster grid points in regions where the gradient of the conductivity is high; as such, the conductivity is essentially discontinuous on the scale of the resolution of the uniform grids. The fact that we are able to obtain accurate solutions in spite of the presence of discontinuities relates to our choice of formulation for the system of PDEs. The original eld E has discontinuities in the normal direction across interfaces, but A, , and b J do not. Finally, as the gradients in the coe cients of the problem increase, the Krylov space iterative methods require more iterations to converge. Even so, the number of iterations needed to reduce the relative residual norm to 10 ?6 is very small compared with those reported in 25] (which uses standard Krylov-type methods and preconditioners).
For our second experiment, we compare the discretization (14) to the modi cation of the Yee discretization applied to the second-order system (2) (as described in Section 3.1). We contrast the number of BICGSTAB iterations and the corresponding number of operations (in giga ops) needed to achieve a relative residual of 10 ?7 using each method. Since the modi ed Yee method does not produce a diagonally dominant system, we use an SSOR preconditioner with parameter value 1 for both methods, even though this does not show the discretization (14) at its best for low frequencies.
The test problem is the synthetic model on uniform grids with a = 100.
The results are summarized in Table 3 . Table 3 demonstrates the rather substantial improvement that our method o ers; at lower frequencies !, this improvement is more pronounced.
Note that the convergence of the iterative solver for the Yee method is very slow because the source for this synthetic example is not divergence-free. Table 3 : Comparison of (A; ) and E formulations: iteration counts and computational work to solve the synthetic problem using BICGSTAB with SSOR preconditioning.
The problem becomes more severe when the frequency ! is lower. Similar results were reported in 25] but not in 22], because the latter considers only magnetic sources which, unlike electric ones, are divergence-free. The grids in the rst two experiments are uniform throughout the domain. Thus, for a third experiment, we solve the synthetic problem on non-uniform grids that widen exponentially towards the outer boundary. In one dimension, start with a uniform mesh on the interval ?0:5; 0:5]. At each end of the full interval, append a subinterval 1.3 times wider than the outermost subintervals. Repeat this process, padding the outside of the interval until the interval covers -1,1]. Form a tensor-product grid in three dimensions from this non-uniform one-dimensional grid. This non-uniform grid allows us to avoid discretizing nely in regions where the solution does not vary much. We solve the synthetic problem on various exponentially widening non-uniform meshes and record the results in Table 4 . The results in Table 4 indicate that the solution of (8b) is second-order accurate and that the number of iterations needed for convergence of the Krylov space methods is not a ected signi cantly by the non-uniform grid.
Recall from Section 3.1 that at interior grid points, (17) holds. However, the values for kr Ak appearing in Tables 2 and 4 are nonzero. This discrepancy is jointly due to iteration error (ie. the iteration halts when the residual drops below a preset tolerance) and the fact that our discretization of boundary conditions (21) does not yield a divergence-free approximation A h for A. If we use divergence-free boundary conditions instead (requiring homogeneous Neumann conditions in variables in the normal direction and homogeneous Dirichlet conditions in variables in tangential directions at each boundary), the values of kr Ak drop, depending now only on the iteration tolerance; however, the error in b J does not improve signi cantly. We conclude that the discrete A h corresponds to a di erent decomposition which better mimics the Coulomb gauge condition, but this does not signi cantly a ect the resulting recombined E = A + r .
We have also applied the method proposed in 1] to this synthetic model. For a 1, the results are comparable in accuracy and iteration counts.
In that case, the method of 1] is somewhat preferable, because the cost per iteration is cheaper and the discretization does not involve a staggered grid which can simplify programming considerably. However, as a increases, the accuracy of the method in 1] deteriorates signi cantly, and the present method becomes superior. For a = 100, the method of 1] necessitates grid spacing that resolves the layers in b accurately before the solution error becomes adequately small. No such high resolution grid is necessary for the discretization (14).
A geophysical test problem
As a nal test of our method, we compute the electric eld at the surface of the earth due to an incident plane wave. This is a basic computation required in a magnetotelluric (MT) experiment 22]. The frequency is 10 3 Hz and we make the quasi-static assumption as in 1]. The conductivity structure is a block of high conductivity (10 S/m) in a low conductivity background (0.01 S/m). Homogeneous Neumann boundary conditions are imposed at the horizontal boundaries, and at the top and bottom interfaces we prescribe the Dirichlet conditions E(x;y;2000) = (1; 0; 0) T and E(x;y;0) = (0; 0; 0) T . Thus, there is no source current J s and the elds are driven by the vertically incident plane wave. The goal is to nd the electric eld at the surface of the earth for the given frequency. The conductivity model is plotted in Figure 6 .
We solve the forward modeling problem using an exponentially increasing grid as in the second experiment of Section 5.1. Contour plots of the three components of the electric eld are presented in Figure 7 . The solution is obtained in 22 iterations. From solving the problem on a large domain with various non-uniform grids, we observe that the number of iterations does not change signi cantly as long as ! jb jh 1, where h is the maximum grid spacing. This condition essentially ensures that the dominant di erential terms in (19) remain dominant after discretization. In turn, the discrete system retains diagonal dominance as a consequence of the above bound. The MT problem considered here does not admit a closed form solution. To verify our solution, we computed the solution again using another code 22], 4 which solves the rst-order system of Maxwell's equations directly. The discrepancies between the two results are less than 5%. The results deviate most on the edges and corners of the cube. This is expected since the code in 22] interpolates E to cell centers. To calculate E and b J on the faces for purposes of comparison with our results, we needed to interpolate. Thus, the di erences in the results are likely accounted for by the interpolation of discontinuous components of a eld.
When the frequency ! is increased, the diagonal blocks in (18) eventually lose their dominance. Correspondingly, the block ILU preconditioner loses e ciency. We have found an ILU-decomposition with a threshold applied to the entire system (18) to be a more robust preconditioner in such circumstances. 
