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Abstract
We prove a central limit theorem and a weak law of large numbers for normed Boolean convo-
lutions with weighted components. Our technical assumptions on normalizations and weights cover
many interesting outcomes, and both limit laws hold under minimal moment conditions.
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1. Introduction and results
Denote by C the complex plane, by z and z the real and imaginary part of z ∈ C,
respectively, and set C+ = {z ∈ C: z > 0}, C− = −C+. For a (Borel) probability measure
µ on the real line R one defines its Cauchy transform Gµ :C+ → C− and its self-energy
Kµ :C
+ → C− ∪ R by
Gµ(z) =
+∞∫
−∞
1
z − t dµ(t) and Kµ(z) = z − 1/Gµ(z),
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limKµ(z)/z = 1 as |z| → ∞ non-tangentially to R (i.e., such that z/z stays bounded)
and, unless µ is a Dirac measure, Kµ takes values in C− (see Maassen [4] and Speicher
and Woroudi [6] for further properties).
Let µ1,µ2 be probability measures on R. The Boolean convolution µ1 ⊕ µ2 of µ1 and
µ2 is another probability measure on R introduced in Speicher and Woroudi [6] by the
following requirement:
Kµ1⊕µ2(z) = Kµ1(z) + Kµ2(z) for z ∈ C+.
According to the linearization philosophy, a convolution is essentially given by some
kind of cumulants which are linearized by the respective convolution. The Boolean con-
volution is related to the Boolean lattice of interval partitions and partial cumulants (see
Speicher and Woroudi [6]) in the same way as the classical convolution is related to all
partitions and the classical cumulants and as Voiculescu’s free convolution is related to
non-crossing partitions and the non-crossing cumulants.
In the sequel we shall denote by δλ the Dirac measure at λ, and by Dλµ the dilation of
a probability measure µ by a positive factor λ, i.e., (Dλµ)(A) = µ(λ−1A) for A ⊂ R mea-
surable. Let {g(n)}n1 and {h(n)}n1 sequences of positive real numbers with g(n) → ∞
as n → ∞ and infn1 h(n) > 0. In this paper we study the weak convergence of the se-
quence of measures {µn}n1 defined by
µn := D1/(g(n)h(1))µ ⊕ D1/(g(n)h(2))µ ⊕ · · · ⊕ D1/(g(n)h(n))µ ⊕ δ−Mn, (1.1)
where
Mn := 1
g(n)
n∑
k=1
1
h(k)
g(n)h(k)∫
−g(n)h(k)
t dµ(t).
We now state our main results, namely a central limit theorem and a weak law of large
numbers for (1.1). The components of the normalized Boolean convolution therein have
possibly different weights, and the technical conditions (1.2), (1.4) and (1.5) below capture
the standard normalizations and weights used in probability theory: law of large numbers,
central limit theorem, logarithmic or geometric means, etc.
Theorem 1 (Weighted Boolean central limit theorem). Assume that µ 	= δ0 and
lim
n→∞
1
g2(n)
n∑
k=1
1
h2(k)
exists, is positive and finite. (1.2)
The following statements are equivalent:
(i) There exists σ > 0 such that {µn}n1 converges weakly to νσ 2 := 12 (δσ + δ−σ ).(ii) The probability measure µ has finite variance.
Theorem 2 (Weighted Boolean weak law of large numbers). The sequence {µn}n1 con-
verges weakly to δ0 if any of the following conditions holds:
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µ has finite variance and 1
g2(n)
n∑
k=1
1
h2(k)
= o(1) as n → ∞, (1.4)
1
g(n)
n∑
k=1
1
h(k)
= O(1) as n → ∞. (1.5)
Remarks. Although atomic, the probability measure νσ 2 in Theorem 1 parallels the
Gaussian distribution in the classical probability theory, because its second partial cu-
mulant equals σ 2 and all other partial cumulants equal 0. Theorem 1 holds under the
finite variance hypothesis, like the central limit theorem for the classical convolution or
for Voiculescu’s free convolution (cf. Pata [5]).
If µ 	= δ0 and µ has finite variance, we shall see below that σ 2 equals a positive multiple
of the limit value in (1.2); in particular σ = 0 (i.e., ν0 = δ0) is equivalent to the limit
requirement in (1.4). Unlike the weighted weak law of large numbers for independent
random variables (cf. Adler and Rosalsky [1]) or for Voiculescu’s free convolution (cf.
Balan and Stoica [2]), we did not have to impose any kind of moment restriction on µ in
Theorem 2.
Equations (1.2), (1.4) and (1.5) above are essentially the only ones under which the
sequence {µn}n1 may converge weakly. More precisely, if 1g2(n)
∑n
k=1 1h2(k) does not have
a limit or has an infinite limit as n → ∞, the proofs of Theorems 1 and 2 show that {µn}n1
cannot converge weakly.
Examples. Equation (1.2) is satisfied, e.g., by
g(n) = na, h(n) = nb with a > 0 and a + b = 1/2,
g(n) = (logn)1/2, h(n) = n1/2.
Equation (1.4) holds, e.g., when
g(n) = na, h(n) = nb with a > 0 and a + b > 1/2,
g(n) = (logn)a, h(n) = nb with a > 0 and b > 1/2,
g(n) = na, h(n) = (logn)b with a > 1/2 and any b, or a = 1/2, b > 0,
g(n) = (n logn)1/2 or g(n) = (n log logn)1/2 and h(n) = nb with b 0.
Equation (1.5) is satisfied, e.g., by
g(n) = na, h(n) = nb with a > 0 and a + b 1,
g(n) = (logn)a, h(n) = nb with a, b 1,
a bg(n) = n , h(n) = (logn) with a > 1 and any b, or a = 1, b > 0.
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Proof of Theorem 1, implication (ii) ⇒ (i). By Speicher and Woroudi [6, Proposi-
tion 3.3], the convergence of {µn}n1 to νσ 2 is equivalent to the existence of an y > 0
such that
lim
n→∞Kµn(x + iy) = −
σ 2y
x2 + y2 = Kνσ2 (x + iy) for all x ∈ R. (2.1)
As KDλµ(z) = λKµ(z/λ), (1.1) gives
Kµn(z) =
1
g(n)
n∑
k=1
1
h(k)
[
Kµ(g(n)h(k)z) −
g(n)h(k)∫
−g(n)h(k)
t dµ(t)
]
. (2.2)
We may and do assume that µ has zero mean. By Speicher and Woroudi [6, Proposi-
tion 3.2], and Maassen [4, Proposition 2.2], there exists a finite positive measure µ1 on R
such that the self-energy of µ is the Cauchy transform of µ1, i.e.,
Kµ(z) =
+∞∫
−∞
1
z − t dµ1(t). (2.3)
By (2.2) and (2.3), we obtain
Kµn(x + iy) =
1
g(n)
n∑
k=1
1
h(k)
+∞∫
−∞
 1
(x + iy)g(n)h(k) − t dµ1(t)
= 1
g(n)
n∑
k=1
1
h(k)
+∞∫
−∞
−g(n)h(k)y
(g(n)h(k)x − t)2 + (g(n)h(k)y)2 dµ1(t)
= 1
g2(n)
n∑
k=1
1
h2(k)
+∞∫
−∞
−y
(x − t/(g(n)h(k)))2 + y2 dµ1(t).
Because g(n) → ∞ as n → ∞ and infn1 h(n) > 0, by Lebesgue’s dominated conver-
gence theorem the last integral above converges to −yµ1(R)/(x2 +y2) uniformly in k  1
as n → ∞. As the limit value in (1.2) is positive and finite we obtain that (2.1) is satisfied
for all x ∈ R and y > 0, with
σ 2 := µ1(R) lim
n→∞
1
g2(n)
n∑
k=1
1
h2(k)
. (2.4)
To finish the proof remark that σ > 0, as
µ1(R) = 0 ⇔ Kµ(z) = 0 ⇔ µ = δ0. 
Proof of Theorem 2. We have to prove the following analogue of (2.1):
lim
n→∞Kµn(x + iy) = 0 = Kδ0(x + iy) for all x ∈ R and some y > 0, (2.5)
G. Stoica / J. Math. Anal. Appl. 309 (2005) 369–374 373with Kµn(z) given by (2.2).
Assume in the sequel that (1.5) holds. By Speicher and Woroudi [6, Proposition 3.1],
and Bercovici and Voiculescu [3, Proposition 5.2], there exist a finite positive measure µ2
on R and a ∈ R such that
Kµ(z) = a +
+∞∫
−∞
1 + tz
z − t dµ2(t). (2.6)
By (2.2) and (2.6), we obtain
Kµn(x + iy) =
1
g(n)
n∑
k=1
1
h(k)
+∞∫
−∞
1 + t (x + iy)g(n)h(k)
(x + iy)g(n)h(k) − t dµ2(t)
= 1
g(n)
n∑
k=1
1
h(k)
+∞∫
−∞
−(1 + t2)g(n)h(k)y
(g(n)h(k)x − t)2 + (g(n)h(k)y)2 dµ2(t). (2.7)
In particular, we have
∣∣Kµn(x + iy)∣∣ 1g(n)
n∑
k=1
1
h(k)
+∞∫
−∞
1 + t2
g(n)h(k)y
dµ2(t).
Because g(n) → ∞ as n → ∞ and infn1 h(n) > 0, by Lebesgue’s dominated conver-
gence theorem the last integral above converges to 0 uniformly in k  1 as n → ∞. We
obtain that (2.5) is satisfied for all x ∈ R and y > 0 provided (1.5) holds.
If (1.4) holds, then (2.1)–(2.4) also hold with σ = 0 in (2.1) and (2.4), i.e., (2.5) is
satisfied.
If (1.3) holds, then µ1 ≡ 0 in (2.3) and hence Kµn(x + iy) = 0 for all n  1 in
(2.5). 
Proof of Theorem 1, implication (i)⇒ (ii). By hypothesis we know that (2.1) holds for
some σ > 0 and the self-energy of µ admits the representation given in (2.6). In particular,
by (2.7) we have for all x ∈ R and some y > 0:
Kµn(x + iy) =
1
g2(n)
n∑
k=1
1
h2(k)
+∞∫
−∞
−(1 + t2)
(x − t/(g(n)h(k)))2 + y2 dµ2(t)
and hence
lim
n→∞
1
g2(n)
n∑
k=1
1
h2(k)
+∞∫
−∞
−(1 + t2)
(x − t/(g(n)h(k)))2 + y2 dµ2(t) = −
σ 2y
x2 + y2
as n → ∞, i.e.,
σ 2 =
( +∞∫ (
1 + t2)dµ2(t)
)(
lim
1
2
n∑ 1
2
)
.−∞
n→∞ g (n)
k=1 h (k)
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also finite, and hence the following (finite positive) measure is well defined:
µ1(A) :=
∫
A
(
1 + t2)dµ2(t) for A ⊂ R measurable.
As µ2 has finite variance, by the general Nevanlinna–Pick–Herglotz representation re-
sult (see, e.g., Bercovici and Voiculescu [3]), Eq. (2.6) holds with a = − ∫ +∞−∞ t dµ2(t),
and thus we have
Kµ(z) = −
+∞∫
−∞
t dµ2(t) +
+∞∫
−∞
1 + tz
z − t dµ2(t)
=
+∞∫
−∞
1 + t2
z − t dµ2(t) =
+∞∫
−∞
1
z − t dµ1(t),
i.e., the representation in (2.3) holds for Kµ. By Maassen [4, Proposition 2.2], it follows
that µ has finite variance. 
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