Abstract Probabilistic record linkage is a well established topic in the literature. Fellegi-Sunter probabilistic record linkage and its enhanced versions are commonly used methods, which calculate match and non-match weights for each pair of records. Bayesian network classifiers-naive Bayes classifier and TAN have also been successfully used here. Recently, an extended version of TAN (called ETAN) has been developed and proved superior in classification accuracy to conventional TAN. However, no previous work has applied ETAN to record linkage and investigated the benefits of using naturally existing hierarchical feature level information and parsed fields of the datasets. In this work, we extend the naive Bayes classifier with such hierarchical feature level information. Finally we illustrate the benefits of our method over previously proposed methods on four datasets in terms of the linkage performance (F 1 score). We also show the results can be further improved by evaluating the benefit provided by additionally parsing the fields of these datasets.
Introduction
Record linkage (RL) [6] proposed by Dunn (1946) denotes the task of finding records that refer to the same entity across different data sources. These records contain identifying fields (e.g., name, address, time, postcode, etc.). The simplest kind of record linkage, called deterministic or rules-based record linkage, requires all or some identifiers to be identical given a deterministic record linkage procedure. This method works well when there exists a common key identifier within the datasets. However, in real world applications, deterministic record linkage is problematic because of the incompleteness and privacy protection [19] of a key identifier field.
To mitigate this problem, probabilistic record linkage (also called fuzzy matching) was developed, which takes a different approach to record linkage by taking into account a wide range of potential identifiers. This method computes weights for each identifier based on its estimated ability to correctly identify a match or non-match, and uses these weights to calculate a score (usually loglikelihood ratio) that two given records refer to the same entity.
Record-pairs with scores above a certain threshold are considered to be matches, while pairs with scores below another (lower) threshold are considered to be nonmatches; pairs that fall between these two thresholds are considered to be ''possible matches'' and can be dealt with accordingly (e.g., human reviewed, linked, or not linked, depending on the requirements). Whereas deterministic record linkage requires a series of potentially complex rules to be programmed ahead of time, probabilistic record linkage can be trained to perform well with much less human intervention.
Good results from probabilistic record linkage may be best achieved where field structure is well defined and more specific. For example, patient addresses in medical records could be better compared where addresses are represented with a fine grained structure (i.e., premises, street number, street name, town name, city name, and postcode). This field structure could be achieved by splitting unstructured/semi-structured addresses with address parsing. Moreover, there are hierarchical restrictions between these fields, which are useful to avoid unnecessary computation of field comparison [1, 15] . These hierarchical restrictions can be mined from the semantic relationships between fields, which widely exist in real world record matching problems. An example of this occurs especially in address matching. For example, two restaurants with the same name located in the two cities should be more likely identified as two different restaurants, because they are probably two different branches in two cities. In this case, the city locations have higher importance than the restaurant names.
In this paper, we investigate how to use these hierarchical restrictions and standardized record-pairs to improve record linkage accuracy. We also propose an extended naive Bayes classifier for the record linkage problem. The paper is organized as follows. In Sect. 2 we discuss related work in record linkage. In Sect. 3 we discuss the framework of a general record linkage process. In Sect. 4 we discuss the data cleansing method and address parser used in this paper. In Sect. 5 we discuss the standard probabilistic record linkage model. In Sect. 6 we propose our improved record linkage model with the elicited hierarchical restrictions. In Sect. 7 we report on the experiments of four different real-world datasets. Our conclusions are in Sect. 8.
Related Work
Fellegi-Sunter probabilistic record linkage (PRL-FS) [8] is one of the most commonly used methods. It assigns a match/non-match weight for each corresponding field of record-pairs based on log-likelihood ratios. For each record-pair, a composite weight is computed by summing each field's match or non-match weight (as summarised in Sect. 5). The resulting composite weight is then compared to the aforementioned thresholds to determine whether the record-pair is classified as a match, possible match (hold for human review) or non-match. Determining where to set the match/non-match thresholds is a balancing act between obtaining an acceptable sensitivity (or recall, the proportion of truly matching records that are classified as match by the algorithm) and positive predictive value (or precision, the proportion of records classified as match by the algorithm that truly do match).
In PRL-FS method, a match weight will only be used when two strings exactly agree in the field. However, in many real world problems, two strings describing the same field may not exactly (character-by-character) agree with each other because of multiple representations and typographical errors (misspellings). For example, Andy and Andrew could be two representations of a person's first name. Moreover, Andy could be misspelled as Andi. However, the field (first name) comparisons (Andy, Andrew) and (Andy, Andi) are both treated as non-match in PRL-FS.
The US Census Bureau reports [21] that, because of multiple representations and misspellings, 25% of first names did not agree character-by-character among medical record-pairs that were from the same person. To obtain better performance in real world usage, Winkler proposed an enhanced PRL-FS method (PRL-W) [20] that takes into account field similarity (of two strings for a field within a record-pair) when calculating field weights, and showed better performance of PRL-W compared to PRL-FS [16] . In this paper, we also use Jaro-Winkler similarity to measure the degree of resemblance between fields of two records. These field similarity scores and known record linkage labels are used to train the record linkage model.
Probabilistic graphical models for classification such as naive Bayes (NBC) and tree augmented naive Bayes (TAN) are also used for record linkage [7] , where the single class variable contains two states: match and non-match. These models can be easily improved with domain knowledge. For example, monotonicity constraints (i.e., a higher field similarity value indicating a higher degree of 'match') can be incorporated to help reduce overfitting in classification [18] . Recently, a state-ofthe-art Bayesian network classifier called ETAN [2, 3] has been proposed and shown to outperform NBC and TAN in many cases. ETAN relaxes the assumption about independence of features, and does not require features to be connected to the class.
As discussed in our previous work [24] , we have applied ETAN to probabilistic record linkage, and extended naive Bayes classifier (referred to as HR-NBC) by introducing hierarchical restrictions between features. The results have shown the benefits of using hierarchical restrictions under some settings. In this paper, we introduce a standard framework for the general record linkage problem. Then, we discuss the address parsing method. Finally, we investigate if the record linkage performance could be further improved using the address parser on 2 datasets.
Framework
Köpcke and Rahm [13] reviewed numerous studies of record linkage which were mainly concerned with structured and often relational data, while semistructured and unstructured data received much less attention. It has to be noted that the difference between fully structured and semi-structured data is not strictly defined and can vary across different domains and data representations. In this paper, we focus on relational structured and semi-structured data which are defined below.
Structured data Fully structured data is considered to be relational data where each field has a designated value if applicable. For example, if a field is designated for the first part of an address such as a house number and street name, then the corresponding field in each record should contain this part of the address.
Semi-structured data Semi-structured data implies imperfect field alignment where the data items might appear in any field which is not necessarily designated to these data items. For example, the whole address may be stored textually in a single field or may be assigned to multiple fields without any particular designation of purpose; so that, the postal town may appear in any one of them. Hence, this imperfection in data structure poses a challenge to link the records according to those fields. Non-relational data such as XML documents, may also be considered as semi-structured [14] , albeit this is arguable when there is a well defined consistent schema.
Data of any structure might contain noise consisting of misspellings, invalid values (e.g., ð000Þ000 À 000 for telephone number), missing data, abbreviations and so on [17] . This 'noise' introduces more uncertainty into the matching of records. These challenges may be solved by data cleansing [17] such as filling in missing values, parsing fields with unstructured and ambiguous data and so on. In particular, field parsing may resolve ambiguous field alignment or split fields into constituent parts such as house number and street name. Figure 1 shows a process of record linkage which is modelled in this paper. The input data from two sources can be either structured or semi-structured and it requires pre-processing in the case of ambiguous address fields as discussed above. In our work, a pre-processing step only resolves address fields to identify specific address components such as house number and street name, which might appear together in a single field. The next step is to check if there exists hierarchical restrictions (as discussed in Sect. 1) within the dataset, which determines a choice of model. Finally, we match two records by applying one of the discussed probabilistic models or Bayes classifiers; that is, PRL-W, TAN, ETAN, NBC or HR-NBC. Record-pairs are classified into either match or non-match classes as discussed in the remainder.
HMM-Based Address Parser
Field comparison is a fundamental process for probabilistic record linkage methods and Bayesian network classifiers. However, raw data from the web or real-world databases are noisy and sometimes do not have a well-defined structure for carrying out these comparisons. Therefore, data cleansing and standardisation are usually applied before record linkage. For instance, address is a commonly used field for records containing information about people and organisations, but often exhibits variations (''roman street'' vs. ''roman st.''). Proper segmentation of raw addresses into a set of meaningful fields (street name, street type) would be an important step for the subsequent comparison task.
An illustrative example of the imperfect field alignment at the field-level is shown in Table 1 . Records 1 and 2 refer to the same restaurant in a database. Table 1 . Values of string comparisons in both State and PostCode fields are zero, so a non-matching decision is more likely to be made. However, an effective address parser could successfully identify ''90048'' in the second record as a post code so that the parsed data could be re-arranged accordingly. As we can see from Table 1 , more meaningful values of string comparison can be achieved by resolving these imperfect field alignment issues.
In this work, we use a Hidden Markov Model for parsing addresses as described in [4, 5] so that values from the same semantic category can be compared. Each address input string is first tokenised into a set of words and then each word is assigned with an observation label using a number of look-up tables. The reference tables contain information about postal codes, city names or county names from postal authorities or governments. The assignments follow a greedy matching algorithm, which prefers assigning labels over a sequence of words than individual word. For example, even though ''stoke'' and ''trent'' are in a ''sub-locality'' table, ''stoke on trent '' is observed as ''city'', because the whole sequence of words can be found in a ''city'' table. Automatically generated observation labels are not good enough for parsing an arbitrary address because the greedy assignment algorithm is deterministic so that each word is always given a particular label. An illustrative example is presented in Fig. 2 . ''London'' is observed as ''City'', while in this case it for each data item i. T i is the length of ith address. The transition probabilities between states are given by p jk , where p jk ¼ Pðz tþ1 ¼ kjz t ¼ jÞ is the probability of transitioning to state k given the current state j. The probability of generating observations given states is governed by an observation matrix O, where O jm ¼ Pðx ¼ mjz ¼ jÞ. Training is done by filling the matrices from labelled addresses and the best sequence of states given a test address can be generated by the standard Viterbi algorithm. Back to the example in Fig. 2 , if we see more examples containing transition from street name to street type than city to street type in the training data, the most likely state for ''London'' might be correctly marked as street name.
In summary, address parsing is a useful pre-processing step for the data with imperfect field alignment. Many record linkage methods, including probabilistic record linkage and other machine learning classifiers, can benefit from this process because of a better field alignment of the data.
Probabilistic Record Linkage PRL-FS and PRL-W
Let us assume that there are two datasets A and B of n-tuples of elements from some set F. (In practice F will normally be a set of a strings.) Given an n-tuple a, we write a i for the i-th component (or field) of a.
Matching
If an element of a 2 A is the representation of the same object as represented by an element of b 2 B we say a matches b and write a $ b. Some elements of A and B match and others do not. If a and b do not match we write a 6 $ b. We write M ¼ fða; bÞ 2 A Â Bja $ bg and U ¼ fða; bÞ 2 A Â Bja 6 $ bg. The problem is then, given an element x in A Â B to define an algorithm for deciding whether x 2 M or x 2 U.
Comparison Functions on Fields
We assume the existence of a function:
With the property that 8h 2 F, cf ðh; hÞ ¼ 1. We think of cf as a measure of how similar two elements of F are. Many such functions exist on strings including the normalised Levenshtein distance or Jaro-Winkler. In conventional PRL-FS method, the output is either 0 (non-match) or 1 (match). In PRL-W method, a field similarity score (Jaro-Winkler distance [12, 20] ) is calculated, and normalized to be the value between 0 and 1 inclusively.
Discretisation of Comparison Function
As in previous work [16] 
Given an interval I k and a record-pair (a, b), we define two values: 1 -m k;i is the probability that cf ða i ; b i Þ 2 I k given that a $ b.
-u k;i is the probability that cf ða i ; b i Þ 2 I k given that a 6 $ b.
Given a pair (a, b), the weight w i ða; bÞ of their i-th field is defined as: 
The composite weight w(a, b) for a given pair (a, b) is then defined as wða; bÞ ¼ X n i¼1 w i ða; bÞ:
The EM Estimation of Parameters
In practice, the set M, the set of matched pairs, is unknown. Therefore, the values m k;i , and u k;i , defined above, are also unknown. To accurately estimate these parameters, we apply the expectation maximization (EM) algorithm with randomly sampled initial values for all these parameters.
The Algorithm 1. Choose a value for p, the probability that an arbitrary pair in A Â B is a match. In usage, we iteratively run the E-step and M-step until a convergence criterion is satisfied: say P ðjDm k;i jÞ 1 Â 10 À8 , P ðjDu k;i jÞ 1 Â 10 À8 , and jDpj 1 Â 10 À8 . Having obtained values for m k;i and u k;i , we can then compute the composite weight (the natural logarithm of g(a, b)) for each pair defined earlier.
In our implementation, we set the decision threshold as 0.5, and do not consider possible matches. Because using a domain expert to manually examine these possible matches is expensive. Thus, the record-pair (a, b) is recognized as a match when gða; bÞ [ 0:5; otherwise it is a non-match.
Bayesian Network Classifiers for Record Linkage
The main task of probabilistic record linkage is to classify record-pairs into matches or non-matches. Given some labelled training data, Bayesian network classifiers [9] are scalable supervised learning models to deal with this task. In this section, we discuss different Bayesian network classifiers (NBC, TAN and ETAN) for record linkage. After that, we discuss the hierarchical structure between features, and the proposed hierarchical restricted naive Bayes classifier (HR-NBC).
The Naive Bayes Classifier
For each pair of records, (a, b), we let f denote the feature vector ðf i Þ n k¼1 and C be a binary class variable. Moreover, f i ¼ k where cf ða i ; b i Þ 2 I k , and C ¼ u; m denoting non-match, match, respectively.
The model calculates the probabilities PðC ¼ uÞ of PðC ¼ mÞ, given the feature values (discretised distance for each field-value pair). This can be formulated as:
In the naive Bayes classifier (Fig. 3a) , we assume conditional independence of features, where Pðf jCÞ can be decomposed as Pðf jCÞ ¼ Q n i¼1 Pðf i jCÞ. Thus, Eq. (3) becomes:
With this equation, we can calculate PðCjf Þ to classify f into the class (match/nonmatch) with the highest PðCjf Þ. This approach is one of the baseline methods we compare our model to. Like the probabilistic record linkage, one of the often-admitted weaknesses of this approach is that it depends upon the assumption that each of its fields is independent from the others. The tree augmented naive Bayes classier (TAN) and its improved version ETAN relax this assumption by allowing interactions between feature fields.
The Tree Augmented Naive Bayes Classifier TAN [9] can be seen as an extension of the naive Bayes classifier by allowing a feature as a parent (Fig. 3c) . In NBC, the network structure is naive, where each feature has the class as the only parent. In TAN, the dependencies between features are learnt from the data. Given a complete data set D ¼ fD 1 ; . . .; D L g with L labelled instances, where each instance is an instantiation of all the variables. Conventional score-based algorithms for structure learning make use of certain heuristics to find the optimal DAG that best describes the observed data D over the entire space. We define:Ĝ
where 'ðG; DÞ is the log-likelihood score, which is the logarithm of the likelihood function of the data that measures the fitness of a DAG G to the data D. X is the set of all DAGs scoring candidate structures based on the data. Assume that the score (i.e., BDeu score [11] ) is decomposable and respects likelihood equivalence, we can devise an efficient structure learning algorithm for TAN. As every feature f i has C as a parent, the structure (f i has f j and C as parents, i 6 ¼ j) has the same score with the structure, where f j has f i and C as parents:
'ðf i ; ff j ; Cg; DÞ þ 'ðf j ; C; DÞ ¼ 'ðf j ; ff i ; Cg; DÞ þ 'ðf i ; C; DÞ ð 6Þ
In addition to the naive Bayes structure, in TAN, features are only allowed to have at most one other feature as a parent. Thus, we have a tree structure between the features. Based on the symmetry property (Eq. (6)), there is an efficient algorithm to find the optimal TAN structure by converting the original problem (Eq. (5)) into a minimum spanning tree construction. More details can be found in [2].
The Extended TAN Classifier
As discussed in the previous section, TAN encodes a tree structure over all the features. And it has been shown to outperform naive Bayes classifier in a range of experiments [9] . However, when the training data are scarce or a feature and the class are conditionally independent given another feature, a TAN structure may not be best. Therefore, researchers have proposed the Extended TAN (ETAN) classifier [2, 3] to allow more structure flexibility. ETAN is a generalization of TAN and NBC. It does not force a tree to cover all the attributes, and a feature to connect with the class. As shown in Fig. 3d , ETAN could disconnect a feature if such a feature is not important to predict C. Thus, ETAN's search space of structures includes that of TAN and NBC, and we have: which means the score of the optimal ETAN structure is superior or equal to that of the optimal TAN and NBC (Lemma 2 in [2]). In ETAN, the symmetry property (Eq. 6) does not hold, because a feature (e.g., f 2 in Fig. 3d ) is allowed to be disconnected from the class. Thus, the undirected version of the minimum spanning tree algorithm cannot be directly applied here. Based on Edmonds' algorithm for finding minimum spanning trees in directed graphs, the structure learning algorithm of ETAN was developed, which has a computational complexity that is quadratic in the number of features (as is TAN). For detailed discussions we direct the reader to the papers [2, 3] .
Hierarchical Restrictions Between Features
To utilize the benefits of existing domain knowledge, we extend the NBC method by allowing hierarchical restrictions between features (HR-NBC). These restrictions are modelled as dependencies between features in HR-NBC.
Hierarchy restrictions between features commonly occur in real world problems. For example, Table 2 shows four address records, which refer to two restaurants (there are two duplicates). The correct linkage for these four records is: record 1 and 2 refer to one restaurant in Southwark, and record 3 and 4 refer to another restaurant in Blackheath. As we can see, even record 1 and 3 exactly match with each other in the field of restaurant name, they cannot be linked with each other because they are located in a different localities.
Based on the description of the example given in Table 2 , we can see there is a hierarchical restriction between the name and locality fields, where the locality field has a higher feature level than the name field. Thus, intuitively, it is recommended to compare the locality field first to filter out irrelevant record linkage pairs. To let our classifier capture such hierarchical restriction, we introduce a dependency between these two fields (f 3 ! f 1 ) to form our HR-NBC model (Fig. 3b) . Thus, Eq. (4) now becomes: Parameter estimation Let h denote the parameters that need to be learned in the classifier and let r be a set of fully observable record-pairs. The classical maximum likelihood estimation (MLE) finds the set of parameters that maximize the data loglikelihood 'ðhjrÞ ¼ log PðrjhÞ. However, a certain parent-child state combination seldom appears in several cases in the unified model, and the MLE learning fails in these cases. Hence, maximum a posteriori (MAP) algorithm is used to mediate this problem via the Dirichlet prior:ĥ ¼ arg max h log PðrjhÞPðhÞ. As there is no informative prior, we use the BDeu prior [11] with equivalent sample size (ESS) equal to 1.
Experiments
This section compares PRL-W to different Bayesian network classifiers. The goal of the experiments is to compare empirically different methods, and to demonstrate their advantages/disadvantage in different settings. Also, it is of interest to investigate how such hierarchical feature level information and parsed addresses could improve the classifier's performance.
Settings
Our experiments are performed on four different datasets, 2 two synthetic datasets [15] (Country and Company) with sampled spelling errors and two real datasets (Restaurant and Tungsten). The Country and Company datasets contain 9 and 11 fields, respectively. All the field similarities are calculated by the Jaro-Winkler similarity function.
Restaurant is a standard dataset for record linkage study [18] . It was created by merging the information of some restaurants from two websites. In this dataset, each record contains 5 fields: name, address, city, phone and restaurant-type. 3 Tungsten is a commercial dataset from an e-invoicing company named Tungsten Corporation. In this dataset, there are 2744 duplicates introduced by user entry errors. Each record contains 5 fields: company name, country code, address line 1, address line 4 and address line 6.
The details of these 4 datasets and statistical results are summarized in Table 3 . The experimental platform is based on the Weka system [10] . Since TAN and ETAN can not deal with continuous field similarity values, these values are discretised with the same routine as described in PRL-W. To simulate real world situations, we use an affordable number (10, 50 and 100) of labelled records as our training data. The reason is clear that it would be very expensive to manually label hundreds of records. The experiments are repeated 100 times in each setting, and the results are reported with the mean.
To evaluate the performance of different methods, we compare their ability to reduce the number of false decisions. False decisions include false matches (the record-pair classified as a match for two different records) and false non-matches (the record-pair classified as a non-match for two records that are originally same). Thus these methods are expected to get high precision and recall, where precision is the number of correct matches divided by the number of all classified as matches, and recall is the number of correct matches divided by the number of all original matches.
To consider both the precision and recall of the test, in this experiment, we use F 1 score as our evaluation criteria. This score reaches its best value at 1 and worst at 0, and is computed as follows:
Results
The F 1 score of all five methods in different scenarios are shown in Table 4 , where the highest average score in each setting is marked in bold. Results of competitors to the best score are marked with an asterisk * where there is a statistically significant difference (p ¼ 0:05).
As we can see, the PRL-W gets the best result in Company, Restaurant and Tungsten datasets. And its performance does not depend on the number of labelled training record-pairs. The reason is that the record linkage weights are computed with an EM-algorithm as described in Eqs. (1) and (2) over the whole dataset (labelled and unlabelled data). As we can see from Table 3 , all these three datasets have more than 1000 record-pairs. When two classes are easy to distinguish, it is not surprising that the PRL-W generally shows good performance with limited labelled data.
As the scarcity of labelled data and the large number of features, TAN and the state-of-the-art ETAN methods have relatively bad performance in all four datasets. The average F 1 score of TAN and ETAN are 0.956 and 0.951, which are both smaller than the scores of NBC (0.961) and HR-NBC (0.963). Although it is proven that ETAN provides a better fit to the data (Eq. 7) than TAN, it shows lower classification accuracy in these settings, where we believe the model is overfitted to the scarce training data. According to the results, both NBC and HR-NBC have high F 1 score in all settings. This demonstrates the benefits of using these two methods when labelled data is scarce. Moreover, the performance of our HR-NBC 4 is equal to or superior to that of NBC in all these cases.
Introducing Address Parsing of the Data As discussed in the framework (Fig. 1) , unstructured address fields could be further parsed to improve training data quality. In our experiments, both Restaurant and Tungsten datasets contain such address field. Specifically, using the HMM parser discussed in Sect. 4, original fields ''address'' of Restaurant and ''address line 1'' of Tungsten are further parsed into three fields: house number, street name and street type.
As original address fields are further parsed, hierarchical restrictions are not introduced in the experiment. Therefore, we only discuss the performance of PRL-W, TAN, ETAN and NBC. The results of different methods on the parsed datasets are shown in Table 5 . Compared with the results in Table 4 , symbols -and " in Table 5 represent unchanged and improved performance, respectively. Moreover, values after " indicate the specific increase in F 1 score of the various methods for these parsed datasets.
As can be seen from the results of Table 5 , the performance of all four methods is improved by introducing parsed addresses. Specifically, comparing to the results in Table 4 , the average F 1 score have increased as depicted in Table 5 , and they are 0.005, 0.042, 0.047 and 0.047 for PRL-W, TAN, ETAN and NBC, respectively. 
Conclusions
In this paper, we discussed hierarchical restrictions between features, and evaluated the classification performance of different methods for record linkage on both synthetic and real datasets. Moreover, we showed an improved performance of the methods considered on further parsed datasets ( Table 5 ).
The results demonstrate that, in the context of limited training data, PRL-W works well and its performance is independent of the number of labelled recordpairs. In these settings, TAN, NBC and HR-NBC have better performance than ETAN even though the latter method provides a theoretically better fit to the data. Compared with NBC, HR-NBC achieves equal or superior performance in our experiments with an aptly chosen hierarchical restriction, which show the benefits of this in these datasets.
We note, however, that our method might not be preferable in all cases. For example, in a medical dataset, a patient could move her or his address and have multiple records. In this case, two records with different addresses refer to the same person. Thus, the hierarchical restrictions used in this paper will introduce extra false non-matches.
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