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BERNSTEIN-ZELEVINSKY DERIVATIVES: A HECKE ALGEBRA
APPROACH
KEI YUEN CHAN AND GORDAN SAVIN
Abstract. Let G be a general linear group over a p-adic field. It is well known that
Bernstein components of the category of smooth representations of G are described by
Hecke algebras arising from Bushnell-Kutzko types. We describe the Bernstein compo-
nents of the Gelfand-Graev representation of G by explicit Hecke algebra modules. This
result is used to translate the theory of Bernstein-Zelevinsky derivatives in the language
of representations of Hecke algebras, where we develop a comprehensive theory.
1. Introduction
Bernstein-Zelevinsky derivatives were first introduced and studied in [BZ] and [Ze] and
are an important tool in the representation theory of general linear groups over p-adic
fields. One goal of this paper is to formulate functors for Hecke algebras that correspond
to Bernstein-Zelevinsky derivatives and show that Bernstein-Zelevinsky derivatives can be
determined from the corresponding Hecke algebra functors. An advantage of our approach
is that the some representations, such as generalized Speh modules, have explicit descrip-
tion in terms of the corresponding Hecke algebra modules, rather than just being defined
as Langlands quotients. Thus, as an application of our study, we compute the Bernstein-
Zelevinsky derivatives of generalized Speh modules, by a method which does not use the
determinantal formula of Tadić [Ta] and Lapid-Mínguez [LM] or Kazhdan-Lusztig polyno-
mials [Ze2, CG].
1.1. Main results. Let F be a p-adic field. Let G be a general linear group over F . The
category R(G) of smooth representations of G can be described by Hecke algebras arising
from Bushnell-Kutzko types [BK]. In order to keep notation simple, we shall only discuss
the simple types. This restriction will present no loss of generality, as far as the theory of
Bernstein-Zelevinsky derivatives is concerned. So let G (or Gn if we need to distinguish
between the general linear groups of different rank) be the group GLnr(F ) where r is a
fixed integer. The group G contains a Levi group L = GLr(F )
n. Let δ be a supercuspidal
representation of GLr(F ). Then τ = δ⊠ . . .⊠ δ is a supercuspidal representation of L. The
pair s = [L, τ ] (or sn) determines a Bernstein component R
s(G) of R(G).
A type is a representation ρ of an open compact subgroup K of G. If π is a smooth
representation of G, then πρ = (π ⊗ ρ
∨)K is naturally a module for H(G, ρ), the Hecke
algebra of End(ρ∨)-valued functions on G. A type ρ is a Bushnell-Kutzko type if π 7→ πρ
is an equivalence of Rs(G) and the category of H(G, ρ)-modules. For sn, described above,
such type ρn is constructed in [BK] and in [Wa] in the tame case. Moreover, it is proved
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that H(G, ρn) is isomorphic to Hn, the Iwahori Hecke algebra of GLn(F
′), where F ′ is an
extension of F depending on ρn. The Weyl group of GLn(F
′) is isomorphic to the group
of permutation matrices Sn, and Hn has a finite-dimensional subalgebra HSn with a basis
Tw of characteristic functions of double cosets of w ∈ Sn. The algebra HSn has a one
dimensional representation sgn, Tw 7→ (−1)
l(w), where l is the length function on Sn.
Let U be the unipotent subgroup of all strictly upper triangular matrices in G. Let ψ
be a Whittaker character of U . One of the main results of this paper is a description of the
Bernstein components of the Gelfand-Graev representation indGUψ in terms of the Hecke
algebra action:
Theorem 1.1. (Theorem 3.4) The Hn-module (ind
G
Uψ)ρn is isomorphic to Hn ⊗HSn sgn.
This theorem is proved in [CS] for the component consisting of representations generated
by their Iwahori-fixed vectors, by an explicit computation. Here we give a more abstract
proof using projectivity of indGUψ and that the Bernstein components of ind
G
Uψ are finitely
generated, a result of Bushnell and Henniart [BH]. Our result is therefore a refinement of
theirs for the general linear group. Projectivity of indGUψ was proved by Prasad in [Pr] by
an argument very specific to general linear groups. In the appendix we prove projectivity
of the Gelfand-Graev representation in a very general setting.
Theorem 1.1 plays an important role in the formulation of the Bernstein-Zelevinsky
derivatives in the language of Hecke algebras. To that end, let
Sn = (
∑
w∈Sn
(1/q)l(w))−1
∑
w∈Sn
(−1/q)l(w)Tw ∈ Hn.
If σ is anHn-module, then Sn(σ) is the sgn-isotypic subspace of σ. For every i = 1, . . . , n−1
we have an embedding of the Hecke algebra Hn−i ⊗ Hi into Hn. In particular, the map
h 7→ h⊗ 1 realizes Hn−i as a subalgebra of Hn. Let S
n
i be the image in Hn of 1⊗Si, where
Si is the sign projector in Hi. For every Hn-module σ,
BZi(σ) := S
n
i (σ)(1.1)
is naturally an Hn−i-module. This is the i-th derivative of σ. Let π be a smooth repre-
sentation of Gn, and π
(l) its l-th Bernstein-Zelevinsky derivative. If π is in Rsn(Gn), then
π(l) = 0 unless l is a multiple of r, and then π(ir) is an object in Rsn−i(Gn−i).
Theorem 1.2. (Theorem 4.2) Let π be an admissible representation of Gn in R
sn(Gn).
Let BZi be the functor defined in (1.1). There is a functorial isomorphism of Hn−i-modules
(π(ir))ρ
n−i
∼= BZi(πρn).
One can similarly formulate Bernstein-Zelevinsky derivatives for graded Hecke algebras.
We check in Sections 5 and 6 that Bernstein-Zelevinsky derivatives of affine Hecke algebras
and graded Hecke algebras agree under the Lusztig’s reductions. A reason for formulat-
ing the Bernstein-Zelevinsky derivatives for graded Hecke algebras is that one can apply
representation theory of symmetric groups, in particular the Littlewood-Richardson rule,
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to compute the Bernstein-Zelevinsky derivatives of generalized Speh representations, see
Section 7, for details.
1.2. Acknowledgements. This work was initiated during the Sphericity 2016 Conference
in Germany. The authors would like to thank the organizers for providing the excellent
environment for discussions. The authors would like to thank a referee for an informative
report. The first author was supported by the Croucher Postdoctoral Fellowship. The
second author was supported in part by NSF grant DMS-1359774.
2. Affine Hecke algebra
2.1. LetHn be the Iwahori-Hecke algebra of GL(n) over the p-adic field F
′. As an abstract
algebra,Hn is generated by elements T1, . . . , Tn−1 and by the algebraAn = C[x
±1
1 , . . . , x
±1
n ]
of Laurent polynomials. The algebra An is isomorphic to the group algebra of the lattice
Zn, as follows. The group algebra is spanned by the elements θx where x ∈ Z
n with the
multiplication θx · θy = θx+y. We can identify the two algebras by θx = x
m1
1 · · ·x
mn
n where
x = (m1, . . . ,mn) ∈ Z
n. We shall use both notations for elements in An at our convenience.
The elements Tj satisfy the quadratic relation (Tj + 1)(Tj − q) = 0 (and braid relations)
and the relationship between Tj and f ∈ An is given by
(2.2) Tjf − f
sjTj = (q − 1)xj
f − f sj
xj − xj+1
where sj is the permutation (j, j+1) and f
sj is obtained from f by permuting xj and xj+1.
The Weyl group of GL(n) is isomorphic to the group of permutations Sn, and the center
Zn of Hn is equal to the subalgebra of Sn-invariant Laurent polynomials in An. We shall
use the fact that An is a free Zn-module of rank |Sn|. Let HSn be the subalgebra of Hn
generated by the elements Tj , j = 1, . . . , n − 1. It is a finite algebra spanned by elements
Tw, w ∈ Sn, where Tw is a product of Tj as given by a shortest expression of w as a product
of simple reflections. In particular, the dimension of HSn is |Sn|. We shall also use the fact
that the multiplication in Hn of elements in An and HSn gives isomorphisms
Hn ∼= An ⊗C HSn
∼= HSn ⊗C An.
The algebra HSn has two one-dimensional representations: the trivial, where Tj = q for all
j, and the sign representation, where Tj = −1 for all j. A twisted Steinberg representa-
tion is a one-dimensional representation of Hn such that its restriction to HSn is the sign
representation. This section is devoted to the proof of the following theorem.
Theorem 2.1. Let Π be an Hn-module such that:
• Π is projective and finitely generated.
• dimHomHn(Π, π) ≤ 1 for an irreducible principal series representation π.
• A twisted Steinberg representation is a quotient of Π.
Then Π is isomorphic to Hn ⊗HSn sgn.
Lemma 2.2. Let P be a projective and finitely-generated Hn-module. Then P is free and
finitely generated as an An-module.
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Proof. Let σ be an An-module. Recall that we have a natural isomorphism
HomAn(P |An , σ)
∼= HomHn(P,HomAn(Hn, σ)).
Since Hn is a free An-module, HomAn(Hn, σ) is exact in σ. Since P is a projective Hn-
module, the above isomorphism implies that P , viewed as an An-module, is also projective.
It is clear that P is finitely-generated An-module, hence P is a free An-module by a version
of the Quillen-Suslin theorem for rings of Laurent polynomials due to Swan [Sw]. 
Lemma, combined with the first assumption on Π, implies that Π ∼= Arn as anAn-module.
Lemma 2.3. Let π be an irreducible principal series module of Hn i.e. an irreducible
representation whose dimension is equal to the order of Sn. Let J be the annihilator of π
in the center Zn of Hn. Let
0→ π′′ → π′
g
→ π → 0
be a non-split exact sequence Hn-modules. Then J π
′ 6= 0.
Proof. We abbreviate Psgn = Hn⊗HSn sgn. By the projectivity of Psgn we have the following
maps
Psgn
f
→ π′
g
→ π → 0
such that the composition g ◦f is non-trivial. Since J π = 0, the composition g ◦f descends
to a map from Psgn/JPsgn to π. Since
dimC(Psgn/JPsgn) = dimC(An/JAn) = |Sn| = dimC(π)
the composition g ◦ f descends to an isomorphism Psgn/JPsgn ∼= π. If J π
′ = 0 then f
descends to a map from Psgn/JPsgn ∼= π to π
′, contradicting the assumption on the exact
sequence. 
Let J and π be as in the lemma. Then Π/JΠ has a composition series such that any
irreducible subquotient is isomorphic to π. Since Π/JΠ is annihilated by J , by an easy
application of Lemma 2.3, it is a direct sum of r copies of π. Hence r = 1, by the second
assumption on Π.
Lemma 2.4. Let P be an Hn-module isomorphic to An, as an An-module. Then P is
isomorphic to Hn ⊗HSn sgn or Hn ⊗HSn 1.
A proof of this lemma is in the next section. Lemma, combined with the third assumption
on Π, implies that Π is isomorphic to Hn ⊗HSn sgn. This completes the proof of Theorem
2.1.
Remark 2.5. The authors would like to thank a referee for pointing out that the structure
of finitely generated projective modules can be understood from K-theory of affine Hecke
algebras [So2, Section 5.1]. Some explicit K-theoretic computations can be found in [So,
Chapter 6].
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2.2. Hn-module structure on An. The main goal of this section is to prove Lemma 2.4.
This will be accomplished by an explicit calculation for H2, from which we shall derive the
general case. We work in a more general setting, and replace A2 with A[x
±1
1 , x
±1
2 ] where
A is a C-algebra. So assume we have an H2-structure on A[x
±1
1 , x
±1
2 ]. In particular, if
g(x1, x2) ∈ A[x
±1
1 , x
±1
2 ] is invertible, then
T1(g(x1, x2)) = f(x1, x2)g(x1, x2)
for some f(x1, x2) ∈ A[x
±1
1 , x
±1
2 ], depending on g(x1, x2). Using the relation (2.2), the
relation T 21 = (q−1)T1+q implies that f(x1, x2) satisfies the following polynomial equation:
f(x1, x2)f(x2, x1) = (q − 1)(
x1f(x2, x1)− x2f(x1, x2)
x1 − x2
) + q.
So our task is to solve this polynomial equation. To that end, we abbreviate
f˜(x1, x2) =
x1f(x2, x1)− x2f(x1, x2)
x1 − x2
,
and derive some explicit formulae for f˜ . Assume that f(x1, x2) = x
n
1x
m
2 . If m ≥ n then
f˜(x1, x2) = x
m
1 x
n
2 + x
m−1
1 x
n+1
2 + . . .+ x
n
1x
m
2 .
If m < n then
f˜(x1, x2) = −x
n−1
1 x
m+1
2 − . . .− x
m+1
1 x
n−1
2 .
Write f(x1, x2) =
∑
an,mx
n
1x
m
2 and define
maxdeg(f(x1, x2)) = max {n+m ∈ Z : an,m 6= 0} ,
mindeg(f(x1, x2)) = min {n+m ∈ Z : an,m 6= 0} .
Lemma 2.6. Assume that f(x1, x2) ∈ A[x
±1
1 , x
±1
2 ] is a solution of the equation
f(x2, x1)f(x1, x2) = (q − 1)f˜(x1, x2) + q.
Then maxdeg(f(x1, x2)) = mindeg(f(x1, x2)) = 0.
Proof. Let f(x1, x2) ∈ A[x
±1
1 , x
±1
2 ]. If maxdeg(f(x1, x2)) = mindeg(f(x1, x2)) = 0 fails
then maxdeg(f(x1, x2)) > 0 or mindeg(f(x1, x2)) < 0. Assume maxdeg(f(x1, x2)) > 0.
Then
maxdeg(f(x1, x2)f(x2, x1)) > maxdeg(f(x1, x2)) ≥ maxdeg((q − 1)f˜(x1, x2) + q))
so f(x1, x2) is not a solution. The case mindeg(f(x1, x2)) < 0 is dealt with similarly. 
Lemma implies that a solution of the polynomial equation is a Laurent polynomial f(x)
where x = x2/x1. We abbreviate
f˜(x) =
x−1/2f(x−1)− x1/2f(x)
x−1/2 − x1/2
.
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Lemma 2.7. Let f(x) ∈ A[x±1] be a solution of
f(x)f(x−1) = (q − 1)(f˜(x)) + q.
Then there exists an integer m and λ = −1 or q such that f(x) = fλm(x) where, if m ≥ 0,
fλm = (q − 1)(1 + x+ . . .+ x
m−1) + λxm
and, if m < 0,
fλm = −(q − 1)(x
−1 + . . .+ xm+1)− λxm.
Proof. It is trivial to check that a solution f(x) cannot have at the same time negative and
positive powers of x. So assume firstly that f(x) = amx
m + am−1x
m−1 + . . . + a0, where
m ≥ 0 and am 6= 0. Since
f˜(x) = amx
m + (am + am−1)x
m−1 + . . .+ (am + am−1 + . . .+ a0) + . . .+ amx
−m,
equating coefficients of the two sides yields the following sequence of equations:
ama0 = (q − 1)am
ama1 + am−1a0 = (q − 1)(am + am−1)
etc and the last
a2m + a
2
m−1 + . . .+ a
2
0 = (q − 1)(am + am−1 + . . .+ a0) + q.
Since am 6= 0 the first equation implies a0 = q− 1. Then the second implies that a1 = q− 1
etc. Finally, the last implies that a2m = (q − 1)am + q, and this has two solutions, −1 and
q. Now assume that f(x) = −a0 − a−1x
−1 − . . .− amx
m, for m < 0 and am 6= 0. Then
f˜(x) = amx
m+1 + (am + am+1)x
m+2 + . . .+ (am + am+1 + . . .+ a−1) + . . .+ amx
1−m.
In particular, we do not have the xm term. A comparison with the left hand side implies
that a0 = 0. The rest of the proof proceeds along the same lines as in the first case, giving
a−1 = (q − 1), a−2 = (q − 1) ... and am a solution of a
2
m = (q − 1)am + q. 
Corollary 2.8. Assume we have an H2-module structure on A[x
±1
1 , x
±1
2 ]. Then for every
invertible g(x1, x2) ∈ A[x
±1
1 , x
±1
1 ] there exists an integer m such that g(x1, x2)x
m
2 is an
eigenvector of T1.
Proof. Two lemmas imply that T1(g(x1, x2)) = f
λ
m(x2/x1)g(x1, x2). Now one checks that
g(x1, x2)x
m
2 is an eigenvector. 
In view of the tensor product decomposition Hn ∼= An ⊗C HSn , the following corollary
completes the proof of Lemma 2.4:
Corollary 2.9. Assume we have an Hn-module structure on An = C[x
±1
1 , . . . , x
±1
n ]. Then
there exists an invertible element in An that is an eigenvector for T1, . . . , Tn−1.
Proof. We apply Corollary 2.8 to A[x±11 , x
±1
2 ] and g(x1, x2) = 1, where A = C[x
±1
i ] for
i 6= 1, 2. Thus there is an integer m2 such that x
m2
2 is an eigenvector of T1. Next, we
apply Corollary 2.8 to A[x±12 , x
±1
3 ] and g(x1, x2) = x
m2
2 , where A = C[x
±1
i ] for i 6= 2, 3.
Hence there exists an integer m3 such that x
m2
2 x
m3
3 is an eigenvector of T2. Since T1 and
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x3 commute, x
m2
2 x
m3
3 is still an eigenvector of T1. Continuing in this fashion, we arrive to
a monomial in C[x±11 , . . . , x
±1
n ] that is a joint eigenvector for all Tj. 
3. Gelfand-Graev representation
3.1. Hecke algebras. Let G be a p-adic reductive group. Let K be an open compact
subgroup of G and (ρ,E) a smooth, finite-dimensional, representation of K. Let H(G, ρ)
be the algebra of compactly supported End(E∨)-valued functions on G such that f(kgk′) =
ρ∨(k)f(g)ρ∨(k′) for k, k′ ∈ K. Let S(G) be the space of locally constant, compactly
supported functions on G, and let eρ ∈ S(G) be defined by
eρ(x) =
dim(ρ)
vol(K)
trE(x
−1)
if x ∈ K and 0 otherwise. Then eρ ∗ eρ = eρ. Let Hρ = eρ ∗ S(G) ∗ eρ. The two algebras
are related by a canonical isomorphism Hρ ∼= H(G, ρ) ⊗ End(E), see [BK2]. If (π, V ) is a
smooth representation of G, let
Vρ = HomK(E, V ) ∼= (E
∨ ⊗ V )K .
Note that f ∈ H(G, ρ) naturally acts on e∨ ⊗ v ∈ E∨ ⊗ V by the formula
πρ(f)(e
∨ ⊗ v) =
∫
G
f(g)(e∨)⊗ π(g)(v) dg.
This action preserves the subspace (E∨ ⊗ V )K , and defines a structure of H(G, ρ)-module
on Vρ. On the other hand,
π(eρ) · V ∼= Vρ ⊗ E
is naturally a Hρ-module. The two structures are compatible with respect to the isomor-
phism Hρ ∼= H(G, ρ)⊗ End(E).
Lemma 3.1. Assume that a smooth representation (π, V ) of G is finitely generated. Then
Vρ is finitely generated H(G, ρ)-module.
Proof. It suffices to show that π(eρ) ·V is finitely generated Hρ-module. Let V0 be a finite-
dimensional subspace generating V . Let J be an open compact subgroup of K such that
V0 ⊆ V
J . Then V = π(S(G/J)) ·V0. Assume, in addition, that J is contained in the kernel
of ρ, so eρ ∈ S(J\G/J). Then
π(eρ) · V = π(eρ ∗ S(J\G/J)) · V0.
It is known that S(J\G/J) is finite over its center ZJ . Hence π(eρ) · V is finite over
eρ ∗ ZJ ⊆ Hρ.

Let f ∈ H(G, ρ). Then f(g) ∈ End(E). Let f¯(g) be the image of f(g) under the
composite of the following isomorphisms:
End(E) ∼= E ⊗ E∨ ∼= End(E∨).
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Let f∗(g) = f¯(g−1). Then the map f 7→ f∗ is anti-isomorphism of H(G, ρ) and H(G, ρ∨).
Let (π∨, V ∨) be the smooth dual of (π, V ). Then V ∨ρ∨ is an H(G, ρ
∨)-module. We have a
natural isomorphism
(Vρ)
∗ = ((E∨ ⊗ V )K)∗ ∼= (E ⊗ V ∨)K = V ∨ρ∨
of vector spaces where (Vρ)
∗ is the linear dual of Vρ. On (Vρ)
∗ we have an anti-action π∗ρ
of H(G, ρ). Via the isomorphism (Vρ)
∗ ∼= V ∨ρ∨ the two actions are related by the formula
π∗ρ(f) = πρ∨ (f
∗).
3.2. Bernstein’s decomposition. Let R(G) be the category of smooth representations
of G. We recall some notions and properties of Bernstein decomposition, and the Bushnell-
Kutzko theory of types [BK, BK2], mainly for the case of general linear groups.
Let B(G) be the set of G-inertial equivalence classes. For each s ∈ B(G), let Rs(G)
be the Bernstein component associated to s. More precisely, an inertial equivalence class
s consists of pairs (L, τ), where L is a Levi subgroup of G and τ is a supercuspidal rep-
resentation, and Rs(G) is the full subcategory of R(G) whose objects have the property
that every irreducible subquotient appears as a composition factor of IndGP (τ ⊗χ) for some
unramified character χ of L and P is a parabolic subgroup with the Levi part L. Two pairs
(L1, τ1) and (L2, τ2) are in the same equivalence class if and only if they determine the same
subcategories in R(G). The Bernstein decomposition asserts that there is an equivalence
of categories:
R(G) ∼=
∏
s∈B(G)
Rs(G).
Definition 3.2. Fix an inertial equivalence class s. Let K be an open compact subgroup
of G. Let ρ be a smooth finite-dimensional representation of K. Then ρ is called an s-type
if V 7→ Vρ is an equivalence of the category R
s(G) and the category of H(G, ρ)-modules.
We now look at the special case when G = GLnr(F ) and an inertial equivalence class sn
is given by
(3.3) L = GLr(F )× . . .×GLr(F )
and
(3.4) τ = δ ⊠ . . .⊠ δ,
where δ is a supercuspidal representation of GLr(F ) and the number of factors is n. Let P
the parabolic subgroup of GLnr(F ), with the Levi L, consisting of block upper-triangular
matrices. Let Stn(δ) be the unique irreducible quotient of
IndGP (ν
1−n
2 δ ⊠ ν
3−n
2 δ ⊠ . . .⊠ ν
n−1
2 δ)
as in [BZ, Sec. 9.1]. Then Stn(δ) is an essentially square integrable representation, also
known as the generalized Steinberg representation. We have the following result due to
Bushnell and Kutzko (and Waldspurger [Wa] in the tame case):
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Theorem 3.3. Let sn be the inertial class of G = GLnr(F ) as above. Then there exists
an sn-type ρn and an isomorphism H(G, ρn) ∼= Hn, where Hn is defined in Section 2 with
q equal to a power of the order of the residual field of F . Moreover, under the isomor-
phism H(G, ρn) ∼= Hn, the generalized Steinberg representation Stn(δ)ρn corresponds to the
Steinberg module of Hn.
Let U be the unipotent group of upper-triangular matrices in G. Let ψ : U → C× be
a Whittaker functional. The Gelfand-Graev representation is the induced representation
indGU (ψ), consisting of functions on G with compact support modulo U .
Theorem 3.4. Let G = GLnr(F ) and let ρn be the sn-type as in Theorem 3.3. Then
(indGU (ψ))ρn
∼= Hn ⊗HSn sgn
as H(G, ρn) ∼= Hn-modules.
Proof. We need to show that the conditions of Theorem 2.1 are satisfied. By a result of
Bushnell and Henniart [BH], every Bernstein component of the Gelfand-Graev represen-
tation is finitely generated. Thus (indGU (ψ))ρn is finitely generated H(G, ρn)-module by
Lemma 3.1. Moreover, the Gelfand-Graev representation is projective by Corollary 8.6.
Thus the first bullet in Theorem 2.1 holds. The second bullet holds since any Whittaker
generic representation appears as a quotient, with multiplicity one, of the Gelfand-Graev
representation. Finally, Stn(δ)ρn is an essentially discrete series representation and there-
fore Whittaker generic. Hence the third bullet holds. 
In addition to the isomorphism ǫ : Hn → H(G, ρn), there is also an isomorphism ǫ
∨ :
Hn → H(G, ρ
∨
n). Since (ǫ(Tj))
∗ is supported on the same double coset as ǫ∨(Tj), and
satisfies the same quadratic equation, the two elements must be the same. Hence the
following diagram commutes, here the left vertical arrow is the anti-involution of HSn
defined by T ∗j = Tj for all j = 1, . . . , n− 1.
HSn
ǫ
//
∗

H(G, ρn)
∗

HSn
ǫ∨
// H(G, ρ∨n)
,
If (π, V ) is a smooth representation of G, let VU,ψ be the maximal quotient of V such
that U acts on it by ψ. Recall that
Sn = (
∑
w∈Sn
(1/q)l(w))−1
∑
w∈Sn
(−1/q)l(w)Tw,
where l is the length function on Sn, is the sign projector.
Theorem 3.5. Let G = GLnr(F ) and let ρn be the s-type as in Theorem 3.3. Let (π, V ) be
an admissible representation of G in the component Rs(G). Then there exists a functorial
isomorphism of vector spaces φV : Sn(Vρn)→ VU,ψ¯.
Proof. We need the following:
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Lemma 3.6. For every smooth representation V in the component Rs(G) and every finite
dimensional complex vector space X, there is an isomorphism, functorial in V and X,
ΦX : HomC(VU,ψ¯ , X)→ HomC(Sn(Vρn), X).
Proof. We start by observing some facts that will be needed in the proof. Let Y and Z be
two complex vector spaces, and Y ∗ and Z∗ their linear duals. Then
HomC(Y, Z
∗) ∼= HomC(Z, Y
∗).
If Y and Z are HSn-modules, then Y
∗ and Z∗ are HSn -modules, where the action is the
natural anti-action, precomposed with the anti-involution T ∗j = Tj for all j = 1, . . . , n− 1.
Then
HomHSn (Y, Z
∗) ∼= HomHSn (Z, Y
∗).
If Y and Z are smooth representations of G, let Y ∨ and Z∨ be the smooth duals of Y and
Z. Then
HomG(Y, Z
∨) ∼= HomG(Z, Y
∨).
For every finite dimensional vector spaceX we have the following sequence of isomorphisms:
HomC(VU,ψ¯ , X)
∼= HomG(V, Ind
G
U (X ⊠ ψ¯)) (by Frobenius reciprocity)
∼= HomG(ind
G
U (X
∗
⊠ ψ), V ∨) (since (indGU (X
∗
⊠ ψ)∨ ∼= IndGU (X ⊠ ψ¯))
∼= HomHn(Hn ⊗HSn (X
∗
⊠ sgn), V ∨ρ∨n ) (by Theorem 3.4 for ρ
∨
n)
∼= HomHSn (X
∗
⊠ sgn, V ∨ρ∨n ) (by Frobenius reciprocity)
∼= HomHSn (Vρn , X ⊠ sgn) (since V
∨
ρ∨n
∼= (Vρn)
∗)
∼= HomC(Sn(Vρn), X).
The map ΦX is the composite of the sequence of isomorphisms. 
Now assume that V is admissible. Then VU,ψ¯ and Sn(Vρn) are finite-dimensional. By
the Yoneda Lemma, Lemma 3.6 implies Theorem 3.5.

Let I be an Iwahori subgroup of G. In the case when (π, V ) belongs to the Bernstein
component of representations generated by their I-fixed vectors Theorem 3.5 holds for all
smooth representations, that is, without the admissibility assumption. This is Corollary
4.5 in [CS] which is proved using an explicit version of Theorem 3.4 available in the Iwahori
case. In this case Sn(Vρn) is simply Sn(V
I). The inclusion of Sn(V
I) into V followed with
the projection on VU,ψ¯ gives the map φV .
4. Bernstein-Zelevinsky derivatives
In this section we shall change notation slightly and write Gn = GLnr(F ). We shall
also use π to denote the space of a smooth representation of Gn. As previously, ρn is an
sn-type.
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4.1. Jacquet functor. Let P = MN be the minimal parabolic subgroup of Gn of block-
upper triangular matrices, with the Levi M = Gn−i × Gi, and the unipotent radical N .
The restriction of the K-type ρn to KM = K∩M is irreducible and isomorphic to ρn−i⊠ρi.
We have the following commutative diagram, a consequence of Theorem (7.6.20) in [BK]:
Hn−i ⊗Hi
∼=
//
m

H(M,ρn−i ⊠ ρi)

Hn
∼=
// H(G, ρn)
where the vertical maps are injections. The left vertical map m is explicitly described as
follows: m(Tj ⊗ 1) 7→ Tj and m(xj ⊗ 1) 7→ xj , for j = 1, . . . n− i− 1; m(1⊗ Tj) 7→ Tj+n−i
and m(1⊗ xj) 7→ xj+n−i, for j = 1, . . . i− 1.
Let π be a smooth representation of Gn. Then πρn is an H(M,ρn−i ⊠ ρi)-module by
restriction from H(Gn, ρn). Let πN be the normalized Jacquet functor i.e the maximal
quotient of π such that N acts trivially. Then we have a natural map πρn → (πN )ρn−i⊠ρi .
Proposition 4.1. ([BK2] Corollary 7.11) As H(M,ρn−i⊠ρi)-modules, πρn
∼= (πN )ρn−i⊠ρi .
4.2. Bernstein-Zelevinsky derivatives. Let Ui be the subgroup of M consisting of ma-
trices of the form (
Ir(n−i) 0
0 u
)
,
where u is a strictly upper-triangular matrix in Gi. The character ψ of conductor p defines
a Whittaker character ψ of Ui
ψ(u) =
rn−1∑
j=r(n−i)+1
ψ(uj,j+1)
where uj,j+1 refers to the matrix entries. Let ω be a smooth M -module. Let ωUi,ψ be the
space of ψ-twisted Ui-coinvariants. It is naturally a Gn−i-module. The ri-th Bernstein-
Zelevinsky derivative of a smooth Gn-module π is defined by
π(ri) = (πN )Ui,ψ(4.5)
Thus the ri-th Bernstein-Zelevinsky derivative is a functor from the category of smooth
Gn-modules to the category of smooth Gn−i-modules. We note that th l-th derivative π
(l)
is defined for any non-negative integer l, however, if π is an object in Rs(Gn) then π
(l) = 0
unless l is divisible by r.
4.3. Bernstein-Zelevinsky derivative for Hn. Abusing notation, we shall identifyHn−i
and m(Hn−i ⊗ 1). Let Si ∈ Hi be the sign projector. Let S
n
i = m(1 ⊗ Si). Let σ be an
Hn-module. The i-th Bernstein-Zelevinsky derivative of σ is the natural Hn−i-module
BZi(σ) := S
n
i (σ).
Theorem 4.2. Let π be an admissible representation of Gn in R
sn(Gn). There is a
functorial isomorphism BZi(πρn)
∼= (π(ri))ρn−i of Hn−i-modules.
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Proof. By Proposition 4.1, πN belongs to the Bernstein component with the type ρn−i⊠ρi.
It follows that (πN )ρn−i is an admisible representation in R
si(Gi). Theorem 3.5, applied
to Gi, implies that there is an isomorphism
Si((πN )ρn−i)
∼= ((πN )ρn−i)Ui,ψ¯i .
Since the isomorphism is functorial, it is also an isomorphism of Hn−i-modules. Since
((πN )ρn−i)Ui,ψ¯i
∼= ((πN )Ui,ψ¯i)ρn−i
∼= (π(ri))ρn−i , the theorem follows.

As it is true for Theorem 3.5, in the case of the Bernstein component of representations
generated by their Iwahori-fixed vectors, Theorem 4.2 holds without the assumption that
π is admissible.
5. A Leibniz rule
5.1. Affine Hecke algebras. We shall state the definition of an affine Hecke algebra in a
greater generality which will be needed in the following subsections.
Let (X,R,X∨, R∨) be a root datum where R is a reduced root system and X a Z-lattice
containing R. Let W be the Weyl group of R. Fix a set of simple roots ∆. The choice of ∆
determines a set S of simple reflections in W . Let l : W → Z be the length function such
that l(s) = 1 for all s ∈ S. Let A ∼= C[X ] be the group algebra of X . In other words, A
has a basis of elements θx, x ∈ X , such that θxθy = θx+y, for all x, y ∈ X .
Definition 5.1. The affine Hecke algebra H := H(X,R,∆, q) associated to the datum is
defined to be the complex associative algebra generated by the elements Tw, w ∈ W , and
the algebra A, subject to the relations
(1) TwTw′ = Tww′ if l(ww
′) = l(w) + l(w′),
(2) (Ts + 1)(Ts − q) = 0 for s ∈ S.
(3) Tsθx − θs(x)Ts = (q − 1)
θx−θs(x)
1−θ
−α∨
.
Denote by HW the finite-dimensional subalgebra of H generated by Tw (w ∈ W ). We
have an isomorphisms of vector spaces H ∼= A⊗CHW . Let T = Hom(X,C
×). The center Z
of H is isomorphic to C[X ]W . Hence central characters of H are parameterized byW -orbits
in T. We shall denote by Wt the W -orbit of t ∈ T. Let JWt be the corresponding maximal
ideal in Z. For a finite-dimensional H-module χ, let χ[Wt] be the subspace of χ annihilated
by a power of JWt. Then
χ ∼=
⊕
Wt∈T/W
χ[Wt].
Let Xn = X
∨
n =
⊕n
k=1 Zǫk be a Z-lattice. Set αkl = ǫk − ǫl (k 6= l) and also set
αk = αk,k+1 (k = 1, . . . , n). Let Rn = R
∨
n = {ǫk − ǫl : l 6= k} be a root system of type
An−1. Let ∆n = {ǫi − ǫi+1 : i = 1, . . . , n− 1}. The Iwahori-Hecke algebra Hn of GL(n)
(from Section 2) is isomorphic to H(Xn, Rn,∆n, q).
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5.2. Lusztig’s first reduction theorem. We shall need a variation [OS, Section 2] of
Lusztig’s reduction theorem for the affine Hecke algebra Hn [Lu, Section 8]. Let Tn =
Hom(Xn,C
×). Any t ∈ Tn is identified with an n-tuple (z1, . . . , zn) of non-zero complex
numbers where zi is the value of t at ǫi. Let Tr = Hom(Xn,R>0) and Tun = Hom(Xn, S
1).
Any t ∈ Tn has a polar decomposition t = vu where v ∈ Tr and u ∈ Tun. Write x(u) for
the value of u at x ∈ Xn. Hence u = (z1, . . . , zm) where zk = ǫk(u). We can permute the
entries of u such that, for a partition n = (n1, . . . , nm) of n, z1 = . . . = zn1 6= zn1+1 = . . .
etc. Let
Rn = {α ∈ Rn : α(u) = 1} .
It is a root subsystem of Rn which, as the notation indicates, depends on the partition n.
It is isomorphic to the product Rn1 × . . . × Rnm . Let Sn
∼= Sn1 × . . . × Snm be its Weyl
group. Let ∆n be the set of simple roots in Rn determined by R
+
n
= R+n ∩Rn. Let
Hn := H(Xn, Rn,∆n, q) ∼= Hn1 ⊗ . . .⊗Hnm
be the associated affine Hecke algebra (Definition 5.1). Let Zn = A
Sn
n be the center of
Hn. Let JSnt be an ideal in Zn corresponding to the central character Snt. Let σ be a
finite-dimensional Hn-module annihilated by a power of JSnt. Then ι(σ) = Hn ⊗Hn σ is
annihilated by a power of JSnt.
The following result and proof are a variation of [Lu, Sections 8.16 and 10.9].
Theorem 5.2. The functor ι defines an equivalence between the category of finite-dimensional
Hn-modules annihilated by a power of JSnt and the category of finite-dimensional Hn-
modules annihilated by a power of JSnt.
5.3. First reduction for the Bernstein-Zelevinsky derivatives. We keep using no-
tations from the previous subsection. In particular, we fixed t = vu ∈ Tn, and we have a
canonical isomorphism Hn ∼= Hn1 ⊗ . . .⊗Hnm , where n = (n1, . . . , nm) is a partition of n,
arising from u.
Fix an integer i ≤ n. For eachm-tuple i = (i1, . . . , im) of integers, such that i1+. . .+im =
i and 0 ≤ ik ≤ nk (k = 1, . . . ,m), define another m-tuple n − i = (n1 − i1, . . . , nm − im).
Each pair (nk − ik, ik) gives rise to an embedding Hnk−ik ⊗Hik ⊆ Hnk , as in Section 4.1,
and these combine to give an embedding
Hn−i ⊗Hi ⊆ Hn
where Hi ∼= Hi1 ⊗ . . . ⊗ Him etc. (Note, if ik = 0, then the corresponding factor is the
trivial algebra C.) Abusing notation, we shall identify Hn−i with its image in Hn via the
map h 7→ h⊗ 1. Let Si ∈ Hi be the sign projector in Hi, and let S
n
i
be the image of 1⊗Si
in Hn. Let σ be an Hn-module. Then S
n
i
(σ) is naturally an Hn−i-module. Thus we have
a functor
BZn
i
(σ) := Sn
i
(σ)
from the category of Hn-modules to the category of Hn−i-modules.
Observe that Hn−i is a Levi subalgebra of Hn−i and Hi is a Levi subalgebra of Hi. We
are now ready to state the first reduction result.
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Theorem 5.3. Let π be a finite-dimensional Hn-module annihilated by a power of JSnt.
Let σ be a finite-dimensional Hn-module annihilated by a power of JSnt such that π
∼= ι(σ)
(see Theorem 5.2). Then there is an isomorphism
BZi(π) ∼=
⊕
i
Hn−i ⊗Hn−i BZ
n
i
(σ)(5.6)
where the sum is taken over all m-tuple of integers i = (i1, . . . , im) satisfying i1+. . .+im = i
and 0 ≤ ik ≤ nk (k = 1, . . . ,m).
Proof. Using the Mackey Lemma for affine Hecke algebras (see [Mi, Section 2] and [Kl]),
resHnHn−i⊗Hi(Hn ⊗Hn σ)
∼=
⊕
i
(Hn−i ⊗Hi)⊗(Hn−i⊗Hi)
(
resHnHn−i⊗Hiσ
)
(5.7)
where the sum is over i as in the statement of the theorem. We remark that the Mackey
Lemma asserts that the composition factors of resHn
Hn−i⊗Hi
(Hn ⊗Hu σ) are precisely those
on the right hand side of the above isomorphism. The composition factors are indeed direct
summands since their Hn−i ⊗ Hi-central characters are distinct. Furthermore, using the
Frobenius reciprocity, we have
Sni ((Hn−i ⊗Hi)⊗(Hn−i⊗Hi) σ)
∼= Hn−i ⊗Hn−i S
n
i
(σ).(5.8)
Combining (5.7) and (5.8), we obtain (5.6). 
Remark 5.4. When σ is an irreducible Hn-module, then σ ∼= σ1 ⊠ . . . ⊠ σm for some
irreducible Hnk -modules σk. In this case,
BZni (σ)
∼= BZi1(σ1)⊠ . . .⊠BZim(σm).
From this viewpoint, Theorem 5.3 can be seen as a Leibniz rule.
6. Reduction to graded Hecke algebras
6.1. Graded affine Hecke algebras. We shall now need the graded affine Hecke algebra
attached to the root datum (X,R,X∨, R∨). Let V = X ⊗Z C.
Definition 6.1. [Lu, Section 4] The graded affine Hecke algebra H = H(V,R,∆, log q) is
an associative algebra with the unit over C generated by the symbols {tw : w ∈W} and
{fv : v ∈ V } satisfying the following relations:
(1) The map w 7→ tw from C[W ] =
⊕
w∈W Cw→ H is an algebra injection,
(2) The map v 7→ fv from S(V ) → H is an algebra injection, where S(V ) is the
symmetric algebra of V ,
(3) writing v for fv from now on, for α ∈ ∆ and v ∈ V ,
vtsα − tsαsα(v) = log q · 〈v, α
∨〉.
In particular, H ∼= S(V ) ⊗ C[W ] as vector spaces. We also set A = S(V ), the graded
algebra analogue of A. Let Z = AW be the center of H [Lu, Sec. 4]. Let V ∗ = Hom(X,C).
The central characters of irreducible representations are parameterized by W -orbits in V ∗.
If ζ ∈ V ∗, let Wζ denote the corresponding orbit an the central character. Let JWζ ⊂ Z
be the corresponding maximal ideal.
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6.2. Lusztig’s second reduction theorem. Let H = H(X,R,∆, q) be the affine Hecke
algebra defined in Section 5.1, A ∼= C[X ] the commutative subalgebra, and Z ∼= C[X ]W be
the center of H. Let F be the quotient field of A. Let HF ∼= HW ⊗C F with the algebra
structure naturally extended from H.
Following Lusztig [Lu, Section 5], for α ∈ ∆, define τsα ∈ HF by
τsα + 1 = (Tsα + 1)G(α)
−1,
where
G(α) =
θαq − 1
θα − 1
∈ F .
It is shown in [Lu, Section 5] that the map from W to the units of HF defined by sα 7→ τsα
is an injective group homomorphism.
On the graded Hecke algebra side, let H = H(V,R,∆, log q) be as in Definition 6.1. Let
F be the quotient field of A and let Z be the center of H. Let HF ∼= HW ⊗C F with the
algebra structure naturally extended from H. For α ∈ ∆, define τ sα ∈ HF by
τsα + 1 = (tsα + 1)g(α)
−1,
where
g(α) =
α+ log q
α
∈ F.
As in the affine case, the map fromW to the units of HF defined by sα 7→ τsα is an injective
group homomorphism.
Any ζ ∈ V ∗ defines t ∈ T = Hom(X,C×) by x(t) = ex(ζ), for all x ∈ X . We shall express
this relationship by t = exp(ζ). We shall say that ζ is real for the root system R if α(ζ) ∈ R
for all α ∈ R. Then t = exp(ζ) satisfies α(t) > 0, for all α ∈ R. Conversely, every such t
arises in this fashion, from a real ζ. Let Ẑ be the JWt-adic completion of Z and let Ẑ be
the JWζ-adic completion of Z. Let Ĥ = Ẑ ⊗Z H and let Ĥ = Ẑ⊗Z H. Let ĤF = Ẑ ⊗Z HF
and let ĤF = Ẑ⊗Z HF . Let Â = Ẑ ⊗Z A and let Â = Ẑ⊗Z A. Let ĴWt = Ẑ ⊗Z JWt and
let ĴWζ = Ẑ⊗Z JWζ .
Theorem 6.2. [Lu, Theorem 9.3, Section 9.6] Recall that we are assuming that ζ ∈ V ∗ is
real for the root system R.
(1) There is an isomorphism denoted j between ĤF and ĤF determined by
j(τsα) = τ sα , j(θx) = e
x.
(2) The above map also induces isomorphisms between Ẑ and Ẑ, between Â and Â and
between Ĥ and Ĥ.
A crucial point for the proof of (2) is the fact that
eαq − 1
eα − 1
·
α
α+ log q
∈ F
is holomorphic and non-vanishing at any ζ′ ∈Wζ, and hence is an invertible element in Â.
Now (2) gives the following isomorphisms:
H/J iWtH
∼= Ĥ/Ĵ iWtĤ
∼= Ĥ/ĴiWζĤ
∼= H/JiWζH
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and hence:
Theorem 6.3. [Lu, Section 10] Assume that ζ ∈ V ∗ is real. There is an equivalence of
categories between the category of finite-dimensional H-modules annihilated by a power of
JWζ and the category of finite-dimensional H-modules annihilated by a power of JWt, where
t = exp(ζ).
Let Λ be the functor in Theorem 6.3. Explicitly, for a finite-dimensional H-module
annihilated by a power of JWζ , Λ(π) is equal to π, as vector spaces, but the H-action on π
is given by
h ·H x = j(h) ·Ĥ x,
where h ∈ H and x ∈ π. Note that the functor extends to the category of finite-dimensional
H-modules that are sums of H-modules, where each summand is annihilated by a power of
JWζ for some real ζ.
Proposition 6.4. Recall the sign projector S = (
∑
w∈W (1/q)
l(w))−1
∑
w∈W (−1/q)
l(w)Tw
in H and let s = |W |−1
∑
w∈W (−1)
l(w)tw be the sign projector in H. Then j(S) = a · s,
where a is an invertible element in Â.
Proof. Let α ∈ Π. Note that S(Tsα + 1)G(α)
−1 = 0. Applying j to this equation gives
j(S)(tsα + 1)g(α)
−1 = 0,
hence j(S)(tsα +1) = 0 for α ∈ Π. This shows that j(S) ∈ Ĥ · s. Since Ĥ · s = Â · s, we have
j(S) = a · s, for some a ∈ Â. Using the same argument for j−1, we obtain j−1(s) = b · S
for some b ∈ Â. Hence j(b)a = 1 and a is invertible. 
We have the following corollary to Proposition 6.4:
Corollary 6.5. Let π be a finite-dimensional H-module annihilated by a power of JWζ ,
where ζ ∈ V ∗ is real. Identify π and Λ(π) as linear spaces. The multiplication by a ∈ Â
(from Proposition 6.4) provides a natural isomorphism between the vector spaces s(π) and
S(Λ(π)).
6.3. Bernstein-Zelevinsky derivatives for graded algebras. Let Vn = Xn ⊗Z C, and
Hn := H(Vn, Rn,∆n, log q). For every i = 0, . . . , n, we have a Levi subalgebra Hn−i ⊗ Hi.
Let si ∈ Hi be the sign projector, and let s
n
i ∈ Hn be the image of 1⊗si under the inclusion
Hn−i ⊗Hi ⊆ Hn.
Let π be a finite-dimensional representation of Hn. The i-th Bernstein-Zelevinsky de-
rivative of π is the natural Hn−i-module
gBZi(π) := s
n
i (π).
Write any ζ ∈ V ∗n = Hom(Xn,C) as an n-tuple (ζ1, . . . , ζn) where ζi is the value of ζ on
the standard basis element ǫi ∈ Xn. In this case ζ is real for Rn if and only if ζk − ζl ∈ R
for all 1 ≤ k, l ≤ n.
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Theorem 6.6. Assume that ζ ∈ V ∗n is real for the root system Rn, and π is a finite-
dimensional Hn-module annihilated by a power of JSnζ . There is a natural isomorphism of
Hn−i-modules BZi(Λ(π)) and Λ(gBZi(π)).
Proof. Note that the functor Λ commutes with the restriction to Levi subalgebras, that
is, we can either restrict to Hn−i ⊗ Hi and then apply Λ, or apply Λ and then restrict to
Hn−i ⊗Hi. Decompose π under the action of Hi
π = ⊕π[Siζ′]
where π[Siζ′] is the summand annihilated by a power of JSiζ′ . Concretely, the sum runs
over Si-orbits of the i-tuples ζ
′ that appear as the tail end of the n-tuples in the Sn-orbit
of ζ. We have the corresponding decomposition for the action of Hi,
Λ(π) = ⊕Λ(π)[Sit′]
where t′ = exp(ζ′). (The underlying vector spaces of π[Siζ′] and Λ(π)[Sit′] are the same.)
It follows that Λ(π)[Sit′] and Λ(π[Siζ′]) are isomorphic Hn−i ⊗ Hi-modules. Recall that
Sni = 1 ⊗ Si and s
n
i = 1 ⊗ si, where Si and si are the sign projectors in Hi and Hi,
respectively. Now we have the following isomorphisms of Hn−i-modules
Sni (Λ(π)[Sit′])
∼= Sni (Λ(π[Siζ′]))
∼= Λ(sni (π[Siζ′]))
where the second is furnished by Corollary 6.5. This isomorphism is given by the action of
an invertible element in Ĥi and therefore intertwines Hn−i-action. 
6.4. Second reduction for Bernstein-Zelevinsky derivatives. In this section, we
transfer the problem of computing Bernstein-Zelevinsky derivatives BZni in Theorem 5.3 to
the corresponding problem for graded Hecke algebras. We retain the notation from Sections
5.2 and 5.3. In particular, n = (n1, . . . , nm) is a partition of n, and we have fixed t ∈ Tn
such that α(t) > 0 for all α ∈ Rn. Then there exists ζ ∈ V
∗
n , real for the root system Rn,
such that t = exp(ζ). Let
Hn := H(Vn, Rn,∆n, log q) ∼= Hn1 ⊗ . . .⊗Hnm .
Let i = (i1, . . . , im) be an m-tuple of integers such that 0 ≤ ik ≤ nk for all k and n − i =
(n1−i1, . . . , nm−im). Each pair (nk−ik, ik) gives rise to an embedding Hnk−ik⊗Hik ⊆ Hnk ,
and these combine to give an embedding
Hn−i ⊗Hi ⊆ Hn
where Hi ∼= Hi1 ⊗ . . . ⊗ Him etc. Abusing notation, we shall identify Hn−i with its image
in Hn via the map h 7→ h ⊗ 1. Let si ∈ Hi be the sign projector in Hi, and let s
n
i
be the
image of 1 ⊗ si in Hn. Let σ be an Hn-module. Then s
n
i
(σ) is naturally an Hn−i-module.
Thus we have a functor
gBZni (σ) := s
n
i (σ)
from the category of Hn-modules to the category of Hn−i-modules. The following is proved
in the same way as Theorem 6.6.
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Theorem 6.7. Let ζ ∈ V ∗n be real for the root system Rn. Let π be a finite-dimensional
Hn-module annihilated by a power of JSnζ . Then we have a natural isomorphism of Hn−i-
modules
BZn
i
(Λ(π)) ∼= Λ(gBZni (π)).
7. Bernstein-Zelevinsky derivatives of Speh representations
7.1. Speh modules. Speh representations of p-adic groups were studied extensively by
Tadić as a part of studying the unitary dual. We recall the definition of (generalized)
Speh representations. Let n¯ be a partition of n, write n¯t = (e1, . . . , ef), e1 ≥ . . . ≥ ef ,
where t is the transpose. Let Stek be the Steinberg representation of GL(ek, F ) and let
St′ek = ν
ek−1
2 Stek be a twist of Stek , where ν(g) = |det(g)|F . Let Pn¯ be the standard
parabolic subgroup associated to the partition n¯t. Let ρ(g) = |det(g)|rF for some complex
number r. The unique quotient of the induced representation
π(n¯,ρ) = Ind
GL(n,F )
Pn¯
(ρSt′e1 ⊠ ρν
−1St′e2 · · ·⊠ ρν
−f+1St′ef )
is the generalized Speh representation associated to (n¯, ρ). If e1 = e2 = . . . = ef then πn¯ is
a Speh representation.
Under the Borel-Casselman equivalence, generalized Speh representations correspond
to Hn-modules with single HSn -type (see [BC], [BM], [CM]). Since these Hn-modules
have real infinitesimal character, we can look at the corresponding modules for the graded
algebra Hn. Following [BC], we shall construct intrinsically the modules as follows. For
κ = −r log q, we have the following Jucys-Murphy elements: for k = 2, . . . , n,
JMk := −p(ts1,k + · · ·+ tsk−1,k ) + κ(7.9)
and JM1 = κ, where p = log q. It is straightforward to check that the maps ǫk 7→
JMk and tw 7→ tw define an algebra homomorphism from Hn to C[Sn]. Let σn¯ be the
irreducible C[Sn]-module corresponding to n¯. For example, the partition (n) defines the
trivial representation while (1, . . . , 1) defines the sign representation. Let σ(n¯,κ) be the H-
module pulled back from σn¯ via the map defined above, where JMk depends on κ. This is
the generalized Speh module associated to (n¯, κ). The module σ(n¯,κ) corresponds to π(n¯,ρ)
under the Borel-Casselman equivalence and the Lusztig equivalence in Theorem 6.3.
Recall that gBZi(π) is the i-th Bernstein-Zelevinsky derivative of an Hn-module π.
Lemma 7.1. Let π be the generalized Speh Hn-module associated to the datum (n¯, κ).
Then gBZi(π) is a direct sum of generalized Speh Hn−i-modules. Moreover, ǫ1 acts by the
constant κ on each direct summand of gBZi(π).
Proof. This follows from the construction of generalized Speh modules (see e.g. (7.9)) and
the fact that the category of C[Sn]-modules is semisimple. 
We now recover a result of Lapid-Mínguez (for the case of generalized Speh modules).
Corollary 7.2. Let π be a generalized Speh representation of GL(n, F ) associated to (n¯, ρ).
Then π(i) is the direct sum of generalized Speh modules associated to (n¯′, ρ), where n¯′ runs
BERNSTEIN-ZELEVINSKY DERIVATIVES 19
through all partitions obtained by removing i boxes from n¯ with at most one in each row
such that the resulting diagram is still a Young diagram.
Proof. Since Λ(σn¯,κ) = π
In it suffices to compute gBZi(σn¯,κ) by Theorem 6.6. From
the observation in Lemma 7.1, it suffices to determine the C[Sn−i]-module structure of
gBZi(σn¯,κ), and this follows from a special case of the Littlewood-Richardson rule (or the
Pieri’s formula). 
Generalized Speh modules form a subclass of ladder representations defined by Lapid-
Mínguez [LM]. Bernstein-Zelevinsky derivatives of ladder representations are computed
there using a determinantal formula of Tadić.
8. Appendix: Projectivity of Gelfand-Graev representation
In this appendix we shall prove that the Gelfand-Graev representation of a quasi-split
reductive group is projective. Roughly speaking, this follows from two facts: its Bernstein
components are finitely generated, and its dual is injective.
8.1. Some algebra. Let H be a C-algebra with 1, such that its center Z is a noetherian
algebra, and H is a finitely generated Z-module. In particular, every finitely generated
H-module π is also finitely generated Z-module. Hence any ascending chain of submodules
of π stabilizes. It follows that any finitely generated H-module has irreducible quotients.
Assume also that H is countably dimensional, as a vector space over C. Then any finitely
generated H-module π is countably dimensional. In this situation the Schur lemma holds,
that is, if π is irreducible then π is annihilated by a maximal ideal J in Z. It follows that
any irreducible H-module is finite dimensional.
Fix a maximal ideal J in Z. Let Ẑ be the J -adic completion of Z. It is known that
Ẑ is a flat Z-module [AM]. If π is a Z-module, let π̂ be the J -adic completion of π. If
π is finitely generated then π̂ ∼= Ẑ ⊗Z π. In particular, the J -adic completion gives an
exact functor from the category of finitely generated H-modules to the category of finitely
generated Ĥ ∼= Ẑ ⊗Z H-modules.
Theorem 8.1. Assume that H satisfies all conditions spelled out above. Let π be a finitely-
generated H-module. Suppose
ExtiH(π, σ) = 0, i ≥ 1,
for all finite-dimensional H-modules σ, or HomH(π, ·) is an exact functor on the category
of finite-dimensional H-modules. Then π is a projective H-module.
Proof. Suppose we have two H-modules σ, τ with a surjection f : σ → τ . To show π is
projective, we have to show that the map f∗ : HomH(π, σ) → HomH(π, τ) is surjective.
Note that, since π is finitely generated, we can assume, without loss of generality, that σ
and τ are finitely generated. We shall prove firstly a local version of the desired result.
Lemma 8.2. For every maximal ideal J in Z, the map f̂∗ : HomĤ(π̂, σ̂) → HomĤ(π̂, τ̂ )
is surjective.
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Proof. Let ψ ∈ Hom
Ĥ
(π̂, τ̂ ). Since τ̂ is naturally isomorphic to the inverse limit of τ/J iτ ,
the map ψ is given by a system of ψi ∈ HomH(π, τ/J
iτ), commuting with the canonical
projections τ/J i+1τ → τ/J iτ . Thus, in order to find φ ∈ Hom
Ĥ
(π̂, σ̂) such that f̂∗(φ) =
ψ, it suffices to find a system of φi ∈ HomH(π, σ/J
iσ), commuting with the canonical
projections σ/J i+1σ → σ/J iσ, such that f i∗(φi) = ψi, for all i, where
f i∗ : HomH(π, σ/J
iσ)→ HomH(π, τ/J
iτ),
are naturally arising from f . Observe that the quotients σ/J iσ and τ/J iτ are finite
dimensional, since σ and τ are finitely generated. Consider the following commutative
diagram:
0 // HomH(π,J
iσ/J i+1σ)

// HomH(π, σ/J
i+1σ)
fi+1
∗

// HomH(π, σ/J
iσ)
fi
∗

// 0
0 // HomH(π,J
iτ/J i+1τ) // HomH(π, τ/J
i+1τ) // HomH(π, τ/J
iτ) // 0
The assumption on π implies that the vertical maps are surjective and the horizontal
sequences are exact. We can now construct the sequence φi by induction. Assume that
φi has been constructed. Let φ
′
i+1 be any element in HomH(π, σ/J
i+1σ) in the fiber of
φi. Then f
i+1
∗ (φ
′
i+1) may not be equal to ψi+1, however, a simple diagram chase shows
that there exists ǫ ∈ HomH(π, σ/J
i+1σ), in the image of HomH(π,J
iσ/J i+1σ), such that
φi+1 = φ
′
i+1 + ǫ satisfies all requirements.

We now pass to a global version of the above result.
Lemma 8.3. Let π1, π2 be finitely-generated H-modules. Then HomH(π1, π2) is a finitely-
generated Z-module.
Proof. Let x1, . . . , xr be a finite set of generators for π as Z-module. Now we consider a
Z-submodule of ⊕rk=1π given by
{f(x1), . . . , f(xr) : f ∈ HomH(π1, π2)}
By the Noetherian property, a submodule of a finitely-generated module is still finitely-
generated. This implies the lemma. 
Lemma 8.4. Let π1, π2 be finitely-generated Z-modules, and g : π1 → π2 a morphism of
Z-modules. Then the following statements are equivalent:
(1) g is surjective;
(2) with respect to every maximal ideal J in Z, the map ĝ : π̂1 → π̂2, arising naturally
from g, is surjective.
Proof. (1) implies (2) by the exactness of tensoring with Ẑ. For (2) implying (1), we
proceed by contraposition. So assume that (1) fails. Let σ be an irreducible quotient of
π2/f(π1), and let J be the annihilator of σ. Then (2) fails for the J -adic completion. 
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Lemma 8.5. Let π1, π2 be finitely-generated H-modules. Then the natural map
θ : Ẑ ⊗Z HomH(π1, π2)→ HomĤ(π̂1, π̂2)
is an isomorphism.
Proof. Let
. . .→ Hr2 → Hr1 → π1 → 0
be a finitely generated free resolution for π1. Then we have the following commutative
diagram:
0 // Ẑ ⊗Z HomH(π1, π2)
θ

// Ẑ ⊗Z HomH(H
r1 , π2)

// Ẑ ⊗Z HomH(H
r2 , π2)

0 // Hom
Ĥ
(π̂1, π̂2) // HomĤ(Ĥ
r1 , π̂2) // HomĤ(Ĥ
r2 , π̂2).
The first sequence is exact since HomH(·, π2) is left exact and tensoring with Ẑ is exact.
The second sequence is exact since tensoring with Ẑ is exact and Hom
Ĥ
(·, π̂2) is left exact.
Since the last two vertical arrows are isomorphisms, θ is an isomorphism, because kernels
of isomorphic maps are isomorphic. 
We can now prove that f∗ is surjective. By the previous two lemmas, it suffices to show
that f̂∗ is surjective, for every completion. But this is true by Lemma 8.2. This completes
the proof of the theorem. 
8.2. Gelfand-Graev representation. Let G be a quasi-split reductive group over a p-
adic field. Let K be a good open compact subgroup of G, as in Corollaire 3.9 in [BD]. Let
H be the Hecke algebra of compactly supported K-biinvaraint functions on G. Then, by
[BD], in particular, Corollaire 3.4 there, the algebra H satisfies the conditions spelled out
at the beginning of this section. Let π be a smooth G-module. In order to prove that π is
projective, by Theorem 8.1, it suffices to show the following two bullets:
• For every K, the summand of π generated by K-fixed vectors is finitely generated.
• The functor HomG(π, ·) is exact on the category of finite length modules.
Let π∗ denote the smooth dual of G. Since HomG(π, σ
∗) ∼= HomG(σ, π
∗), the second bullet
holds if π∗ is an injective G-module. This is true if π is a Gelfand-Greav representation,
by exactness of the Jacquet functor. The first bullet is also true for the Gelfand-Greav
representation, by [BH]. Thus we have obtained the following corollary:
Corollary 8.6. The Gelfand-Graev representation is projective.
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