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Abstract
Purpose – Today, a second generation of computer-based innovation tools employs knowledge
systems technology to automate and support key intellectual activities required for effective process
design. But a central question remains as to the effectiveness of innovation through such knowledge
systems. The research described in this paper is focused on testing the effectiveness of
knowledge-based process-innovation systems.
Design/methodology/approach – One such system called “KOPeR-lite” is employed as a platform
for experimentation to assess the relative efficacy of process designs generated by people using this
tool versus that of designs developed by people without it.
Findings – Performing in a decision-support role, KOPeR-lite helps people to perform comparatively
well in certain respects, but human subjects without this tool outperform their KOPeR-lite-supported
counterparts in others.
Originality/value – The results provide evidence to support some claims of innovation efficacy
through knowledge systems, and they offer insight into the relative strengths and weaknesses of
knowledge systems in the innovation domain. This study further opens up new lines of research and
highlights implications for process design and practice, including issues associated with leading
adoption of knowledge system technology and extension of innovation-support systems such as
KOPeR-lite.
Keywords Business process re-engineering, Innovation, Knowledge engineering, Industrial design,
Software engineering
Paper type Research paper
Introduction
Since business process re-engineering (innovation) emerged as a major business
phenomenon in 1990s, considerable research has addressed key questions associated
with process innovation. For example, we now have the benefit of results such as
“preconditions for success” (Bashein et al., 1994), “tactics for managing radical change”
(Stoddard and Jarvenpaa, 1995), revelations of “re-engineering myths” (Davenport and
Stoddard, 1994), and greater insight into implementation problems (Clemons et al.,
1995; Grover et al., 1995). However, in foreseeing a “second wave” of innovation
through re-engineering, some scholars (Cypress, 1994) caution, the methods and tools
currently available to support innovation remain inadequate to satisfy future business
requirements (e.g. beyond 1990s).
Today, a second-generation of computer-based innovation tools employs knowledge
systems[1] technology to automate and support key intellectual activities required for
effective process design. Unlike 90s-era innovation tools (e.g. used to draw process
diagrams, simulate process performance), knowledge systems directly address the
kinds of deep distributed knowledge and specialized expertise associated with
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knowledge work such as process innovation (Rich and Knight, 1991), and they can
augment first-generation tools to reduce process design time and expense (Hamscher,
1994). Important questions associated with the feasibility of such tools and their effect
on efficiency have been addressed through research, in which the use and utility of
process-design systems is demonstrated in “industrial strength” re-engineering
engagements (Nissen, 1998). But a central question remains as to the effectiveness of
process design through such knowledge systems. It does little good to quickly
complete a poor design, for example.
The research described in this paper builds upon prior work (Nissen, 2001) focused
on testing the effectiveness of knowledge-based process-design systems. This prior
research employs one such system called “KOPeR-lite” as a platform for
experimentation to assess the relative efficacy of process designs generated by
computer versus those developed by people. In this sense, a modified Turing test
(Russell and Norvig, 1995) is conducted to compare man versus machine, and
KOPeR-lite is assessed for its ability to automate key aspects of the design process,
essentially taking people out of the loop.
The present research likewise evaluates KOPeR-lite, and is focused on assessing the
relative efficacy of process innovation. But the experiment described in the present
paper is concerned with how man and machine work together, as opposed to setting up
a competition between people and computers. Specifically, this study compares the
performance of people using the tool versus that of people without access to
KOPeR-lite, as the knowledge system plays a decision-support role.
Following this introduction, we provide background information pertaining to
design automation and support through the KOPeR-lite application, and we summarize
key results from prior research upon which the present study builds. We then outline
the experimental design conceived to test its usefulness in supporting process design.
We report in turn experimental findings, and generalize from laboratory results to
professional practice in the field. A number of important conclusions have implications
for process design and practice, and we use these conclusions to refine an agenda for
further experimental research and knowledge system development.
Prior research
Prior research has described the concept knowledge-based organizational process
design (Nissen, 1996), and articulated how the proof-of-concept KOPeR[2] knowledge
system (Nissen, 2001) provides automated process-design support through
measurement-driven inference. Drawing from Nissen (1998), KOPeR automation and
support focus specifically on the design phase of the innovation life cycle (Guha et al.,
1993; Kettinger et al., 1995), as shown through the general design process delineated in
Figure 1.
The sequence of process-design activities delineated in the figure represents a blend
of expert re-engineering methods – particularly those of Andrews and Stalick (1994),
Davenport (1993), Hammer and Champy (1993), Harrington (1991) and Johansson et al.
(1993) – synthesized together to compose an integrated analytical method supporting
measurement. The path through these steps is delineated as a spiral in the figure,
which represents a common notation for evolutionary processes such as process design





KOPeR supports process design through automation of two key intellectual steps
highlighted in bold in the figure: diagnose pathologies and match transformations.
Pathology diagnosis is focused on identifying problems and shortcomings associated
with a process, and transformation matching concentrates on selecting the most
appropriate technologies or other enablers of dramatic performance improvement.
Automation of such intellectual activities represents a sharp contrast with the kinds of
process modeling and simulation support generally available through 90s-era tools. In
the remainder of this section, we draw heavily from Nissen (2001) to provide a
high-level overview of the KOPeR architecture, and then describe briefly the mechanics
of this knowledge-based process-design system. The reader is referred to several
background publications for additional details (Nissen, 1996, 1997, 1998). We then
summarize two prior investigations that employ KOPeR to assess its impact on design
efficiency and effectiveness, respectively.
KOPeR architecture
The original version of KOPeR was implemented to contain and reason with
considerable domain-specific knowledge, in addition to more general
domain-independent design rules. As a Unix system predicated on the
KnowledgeCraft tool, however, this original version became difficult to maintain,
and impossible to port to a PC environment. KOPeR has since been partially
re-implemented and extended to provide automated design support through a web
interface (Nissen, 1997). To provide some contrast between the systems, we refer to this
re-implementation as “KOPeR-lite”.
KOPeR-lite lacks the considerable domain-specific knowledge formalized through
the original KOPeR, and its design capabilities are notably less strong. Nonetheless, the
knowledge base (KB) is constructed from a broad cross section of innovation
experience (e.g. as reported by experts in the literature). Thus, the knowledge system
has access to an integrated composite of expert knowledge from which to draw in
process-design problem solving. And this re-implementation delivers its design
functionality through the web.
The high-level KOPeR-lite architecture is shown in Figure 2. Two principal






transformation matching. These functions correspond directly to the twin taxonomies
labeled in the figure as part of the KB – one taxonomy for process pathologies, another
for design transformations. The KB also incorporates a repository of process models
used to represent various processes (e.g. from the domains of software engineering,
finance, accounting, procurement). These are predicated on the process ontology first
developed by Kling and Scacchi (1982), and later extended by Mi and Scacchi (1995)
through work on the Articulator, a knowledge system for general process diagnosis
and repair (Mi, 1992; Mi and Scacchi, 1993). Process models supply instance-level
information or “facts” pertaining to a process, which are used to support automated
reasoning.
The functions and KB comprise the core of KOPeR-lite, and operate within the large
box labeled “G2 environment” in the figure. KOPeR-lite is implemented using the G2
development tool (Gensym, 1999), which also provides an inference engine, user
interface functions, file and KB housekeeping and other services expected from a shell
tool. The fourth KOPeR-lite element is labeled “Weblink”. This bridge facility links
KOPeR-lite reasoning to remote clients through the internet, functioning effectively as
an application programming interface (API) for TCP/IP networking and servicing web
browser HTTP requests. It enables KOPeR-lite to dynamically generate web pages
providing intelligent innovation recommendations that are tailored to each specific
process submitted for KOPeR-lite analysis.
KOPeR-lite mechanics
Drawing again from Nissen (2001), Table I summarizes a sample of process measures
used to drive KOPeR-lite inference, along with graph-based definitions to
operationalize the metrics. These KOPeR-lite measurement constructs conform to the
graphical nature of most tools used for process modeling (Curtis et al., 1992), and are
suited naturally for process designs associated with knowledge and information work.
Notice all measures defined in the table are operationalized in terms of simple graphical







from heuristic linkages between such graph-based measures and corresponding
process pathologies that can be diagnosed (Nissen, 1998).
Pathology diagnosis is predicated upon a taxonomy of process pathologies used for
classification of problems and shortcomings. This taxonomy formalizes innovation
knowledge required for process design. The idea is to use process configuration
measurements to detect and classify a variety of common process pathologies. The
taxonomy is constructed from the innovation literature, as classes and instances of
pathologies are synthesized from the various process problems and shortcomings
noted by experts (Andrews and Stalick, 1994; Davenport, 1993). Problematic conditions
described in the many published design cases (Goldstein, 1986; King and Konsynski,
1990; Stoddard and Meadows, 1992; Talebzadeh et al., 1995) are similarly used to
organize and populate the taxonomy. The class-level taxonomy of process pathologies
is presented in Table II, along with a sample instance from each of the ten classes.
KOPeR-lite employs a set of IF-THEN rules to classify pathologies on the basis of
process measurements. For instance, the parallelism measure characterizes the extent
Measure Graph-based definition
Process length Nodes in longest path
Process breadth Distinct paths
Process depth Process levels
Process size Nodes in process model
Process feedback Cycles in graph
Parallelism Process size divided by length
IT support IT-support attributes
IT communication IT-communication attributes
IT automation IT-automation attributes
Organizational roles Unique agent role attributes
Process handoffs Inter-role edges
Organizations Unique organization attributes
Value chains Unique value chain attributes




Pathology class Sample instance
Problematic process structure Sequential process flows
Bureaucratic organization Job specialization
Fragmented process flows Process friction
IT infrastructure Manual process
“Checking” approach to quality Review-intensive process
Centralized authority Long decision chains
Under-utilized human potential Training emphasis
Inhibitive leadership Directive supervision
Centralized information Central database architecture
Deficient core competency Low IT expertise







to which process activities are performed in a sequential (low parallelism) versus
concurrent (high parallelism) manner. If the measured value of parallelism for a
process falls below some empirically determined threshold, then KOPeR-lite fires the
rule corresponding to the “sequential process flows” pathology. This is listed as an
instance of the pathology class “problematic process structure” in Table II. A large
number and variety of process pathologies can be diagnosed in this manner.
Transformation matching is also automated through KOPeR-lite. A second
taxonomy of design transformations is used for matching with pathologies. This
taxonomy formalizes additional innovation knowledge required for process design.
The idea is to use measurement-driven, diagnostic information from the steps above to
match appropriate transformations. This taxonomy is also constructed by drawing
from the innovation literature, as classes and instances of design transformations are
synthesized from the various enabling technologies, organizational changes, workflow
modifications and like interventions noted in the expert methods. Design
transformations described in the many published innovation cases are similarly
used to organize and populate the taxonomy. The class-level taxonomy of design
transformations is presented in Table III, along with a sample instance from each of the
seven classes.
KOPeR-lite also employs a set of IF-THEN rules to match pathologies with the
appropriate design transformations. For instance, the “sequential process flows”
pathology from above will cause KOPeR-lite to fire the rule corresponding to “process
de-linearization”, an instance of the transformation class “workflow reconfiguration” in
Table III. A large number and variety of design transformations can be matched in this
manner.
Innovation efficiency study
Following the development and feasibility testing of KOPeR (Nissen, 1997), it was
taken into the field to support an “industrial strength” innovation project (Nissen,
1998). Although this study had a substantial action-research focus, it provided an
opportunity to assess KOPeR’s role and contribution in terms of enhancing innovation
efficiency. In essence, the use of KOPeR to support process design represents an
instance of meta-design; that is, KOPeR is employed as an enabling technology to
design the process of design itself.
Through this prior study, investigators were able to observe how managers and
experts in the field organization conducted key process-design activities (e.g. process
Transformation class Sample instance
Workflow reconfiguration Process delinearization
Information technology Shared database system
Organizational design Case manager
Human resource Team-based compensation
Information availability Informate agents
Inter-organizational alliance Supplier-managed inventory
Management and culture Employee stock ownership








analysis, diagnosis, alternatives generation). Depending upon the size and complexity
of the process – for example, processes studied ranged in size from roughly 30
activities to over 800 – these key design activities would require several days or weeks
to perform (e.g. following completion of work to develop a process model). And the
people performing these design activities were relative novices in terms of innovation
knowledge and expertise. Alternatively, using the KOPeR tool, these same design
activities could be performed in a matter of two hours. This automation effect served to
demonstrate the kinds of innovation efficiency gains that are possible with a tool such
as KOPeR.
Additionally, four other effects of KOPeR use were identified in this prior study, as
summarized in Table IV:
(1) KOPeR maintenance;
(2) analytical consistency and completeness;
(3) formalization and distribution of innovation knowledge; and
(4) integration of knowledge from multiple experts.
Briefly, the maintenance effect differs from the others, in that it represents a loss of
efficiency. As with any knowledge system, the KB must be maintained in order for the
system to keep up with new knowledge in a particular domain, and this maintenance
activity represents a set of tasks that are only required because of the KOPeR tool.
Alternatively, the other three effects – termed knowledge effects – reflect positive
implications of KOPeR use. Knowledge effects accrue indirectly through the support of
design tasks provided by KOPeR. They include the kinds of “informational”,
“analytical” and “intellectual” impacts described by Davenport (1993, pp. 51-4), who
notes for example, “information can be used not just to eliminate human labor from a
process, but also to augment it”. First, “analytical consistency” refers to KOPeR’s
ability to provide consistent design recommendations. As a knowledge system, it
employs set inferential methods (e.g. rule chaining, heuristic classification) to solve
design problems in a consistent manner. Therefore, it does not suffer from the kinds of
variability associated with human design analyses, particularly as such analyses are
performed by different individuals/teams and/or at different points in time. “Analytical
completeness” refers to KOPeR’s ability to reach all applicable conclusions supported
by its KB (e.g. encoded as rules). This provides a contrast with the tendency of many
people to prematurely narrow their problem-solving focus to a subset of applicable
Automation effects Knowledge effects
þ Speed-up manual design work þ Analytical consistency and completeness
2 KOPeR maintenance þ Formalization and distribution of innovation
knowledge
þ Integrate knowledge from multiple innovation
experts






approaches or to simply forget about certain concepts and possibilities due to human
cognitive limitations.
Second, “formalization and distribution of innovation knowledge” refers to the
knowledge engineering associated with developing KOPeR. Specifically, the
substantial knowledge pertaining to innovation is made explicit (e.g. through
production rules), and encoded for machine inference (e.g. using an expert-system shell
tool). This provides a contrast with innovation knowledge that resides only in the
minds of experts (e.g. consultants). Once formalized as such, this innovation knowledge
is easily distributed (e.g. via network) to any practical number of other machines, each
of which can independently replicate KOPeR’s performance (e.g. at different locations,
times). This provides a contrast with human expertise, much of which remains in the
minds of individual experts, and most of which can only be applied to one problem at a
time (e.g. the one on which the expert is focused).
Third, “integration of knowledge from multiple sources” refers to KOPeR’s KB,
which consists of knowledge acquired from many different innovation experts (e.g. via
the literature). Using an instance of a more mature application from the chess domain
for comparison, the fact that a KBS called Deep Blue beat the world chess champion a
few years back provides evidence that the performance of a machine endowed with
knowledge from multiple experts can exceed that of even the best expert individually.
This evidence is even stronger when one considers that the world chess champion did
not participate on the team that implemented Deep Blue, and that none of the people
that did participate possessed the skill to beat the champion individually.
With this, we find that KOPeR is quite useful in terms of innovation efficiency, and
its three knowledge effects provide a bonus through field use of this implementation.
However, results from this field research do not address the question of innovation
effectiveness. This leads to design of the follow-on study summarized below.
Innovation effectiveness study
In contrast to the efficiency-focused field research summarized above, a later study
(Nissen, 2001) employed laboratory experimentation to assess innovation effectiveness
associated with KOPeR-lite use. Specifically, this latter study compared the
process-design performance of KOPeR-lite with that of subjects classified as
innovation novices. In this modified Turing test, KOPeR-lite and the human subjects
were presented with exactly the same information pertaining to a process (e.g. process
description, graphical model, measurements), and the relative efficacy of KOPeR-lite
and the innovation novices was gauged according to two criteria:
(1) design quantity; and
(2) design quality.
As the term conveys, design quantity refers to the number of distinct design
alternatives that are generated in a controlled period of time (i.e. during the
experimental session). In terms of design quality, each design alternative was scored
(e.g. using a four-point Likert scale) to assess the potential impact that the design
would be expected to have on process performance.
Table V summarizes comparative statistics for the novice group as a whole and
KOPeR-lite. Notice KOPeR-lite does not generate even one design alternative with a





generates 15. Comparing KOPeR-lite output (six design alternatives) with the novice
group average quantity (2.25), we see KOPeR-lite is more prolific in its generation of
design alternatives than the average novice.
Further, notice the distribution of novice-generated designs is skewed toward the
low end of the (potential-impact) range, whereas KOPeR-lite-generated designs are
distributed more toward the high end. The average score shown at the bottom of
Table V reflects the weighted average of all design alternatives across the four
categories. The KOPeR-lite average score (2.17) is nearly twice that of the novice group
(1.23).
Drawing again from Nissen (2001), Figure 3 graphically shows this comparative
design performance for the average novice and KOPeR-lite. Two histograms delineate
the average frequency of design alternatives falling into the four potential-impact
categories for both the novice group and KOPeR-lite. Notice KOPeR-lite generates more
design alternatives overall (6) than the average novice (2.25). This graphically depicts
the numeric result discussed above, and helps illustrate the evidence with respect to
design quantity. The two histograms also delineate the relative distribution of design
alternatives across the four categories. As summarized in the table above, observe that
KOPeR-lite generates no design alternatives with score of 0, and the majority of
KOPeR-lite-generated designs fall in the higher-potential categories (i.e. with respective
scores of 2 and 3). Visual inspection of these histograms confirms the statistical
difference noted above, and helps illustrate the evidence with respect to design quality.
Category Novice KOPeR-lite
Unacceptable (0) 15 0
Negligible (1) 32 1
Moderate (2) 18 3
Dramatic (3) 7 2
Total quantity 72 6
Ave. quantity 2.25 6 * *
Ave. score 1.23 2.17 * *









With this, we find that KOPeR-lite is quite capable with respect to the innovation
novice, but two open research questions remain. First, how well can the innovation
novice perform when using KOPeR-lite? This question calls for KOPeR-lite to play a
decision-support role, as opposed to automating process-design tasks as in the study
summarized above. And it seeks to discover how well a combination of man and
machine can perform in the innovation domain. This first question is addressed
through the present investigation, the design of which follows. But a second, open
research question pertains to how well KOPeR-lite can perform with respect to
innovation experts, as opposed to novices. This second question is deferred to future
research.
Research design
The research design centers on laboratory experimentation. Experimentation offers a
number of research benefits, including control over variables, mitigation of
confounding, enhanced replicability and others (Jenkins, 1984). Plus this technique
can overcome many acknowledged threats to validity (Campbell and Stanley, 1973).
Experimentation is employed extensively in the physical sciences for these reasons,
but perceived problems with external validity and generalizability of laboratory
experiments complicate use of this research method in the business domain (Mumford
et al., 1984).
In this investigation, we help promote external validity and generalizability by
having representative subjects perform widely practiced process-design tasks using
common innovation methods and tools. Aside from some artificiality imposed through
the laboratory environment, this matches closely the manner in which process design
is accomplished in many enterprises (Davenport, 1993; Hammer and Champy, 1993).
The subjects are also representative of the target professional group addressed
through this research. And the experimental task environment is representative of
design projects commonly performed in the field. Thus, results should also generalize
well beyond the laboratory. These aspects of the research design are described in
greater detail below.
Subjects
Subjects are selected from two graduate information systems (IS) courses at a US
University. Every subject is employed professionally, has between 5 and 15 years work
experience, and holds a full-time middle-management position involving knowledge
and information work. This subject group is quite typical of the work experience and
responsibility level associated with process design in practice.
Subjects are screened before the experiment on the basis of prior innovation
experience, and to ensure “novice” status, the experiment excludes anyone who has
worked previously in a process-design capacity. All eligible students in each class are
required to participate in the experiment, so we avoid many problems associated with
self-selection bias. A total of 97 people participate in the experiment.
Experimental procedure
The specific task assignment studied through this experiment involves generation of
design alternatives for a process. As the name implies, this task requires subjects to





a process. Subjects are assigned background reading about innovation (Nissen, 1996),
and required to read a business case several days before the experiment. Subjects in
one IS course read the “Software Development Case” (presented in Appendix 1), which
describes a software-development process. Subjects in the other IS course read the
“Credit Financing Case” (presented in Appendix 2), which describes a
commercial-financing process. Each case description includes textual discussion and
a “rich pictures” representation, along with supplemental and complementary process
information (e.g. the kind of graph-based information used by KOPeR-lite).
The processes described in these two cases are structurally equivalent in terms
of process-design analysis. For instance, both processes involve knowledge and
information work in a commercial enterprise. Both processes involve the same
number of activities, which are performed in the same linear manner, in similar
organizational structures (e.g. four functional departments, functional specialists),
and using comparable levels of information technology (e.g. some computer
support, principally paper-based communications). Pilot tests with several students
preceding the experiment suggest that the process-design task is equivalent (e.g. in
terms of complexity, difficulty, ambiguity) for the two business cases. Only the
process domain described in each case (i.e. software development, credit financing)
differs.
Moreover, because the processes are structurally equivalent, KOPeR-lite identifies
the same quantity and quality of design alternatives for each, so its performance is
constant across the two business cases. We use separate cases to examine any effect of
the process domain on design efficacy. Subjects also receive a one-hour innovation
lecture prior to being tested in the laboratory. Together, these activities constitute our
training example. This approach is similar to the pre-experimentation techniques
employed to assess the performance of a maritime expert system (Grabowski and
Wallace, 1993).
Further, subjects are encouraged to think about how to design processes for several
days preceding the experiment, as they are directly exposed to the business case and
have ample opportunity to ask questions pertaining to innovation before the
experiment begins. Moreover, the experiment is conducted within the context of
graduate IS courses, which ensures the background readings and other preparations
are completed. Additionally, subjects are motivated to perform well on the
experimental task through competition for peer recognition and prizes (e.g. lunch at
a local restaurant).
The experiment compares directly the design performance of a group of
innovation novices with access to KOPeR-lite to corresponding performance of a
group of innovation novices tasked to generate design alternatives without this
tool available. Under laboratory conditions, in which availability of information,
access to tools and assistance, problem-solving time, and other key variables are
controlled strictly, the process-design performance of each subject is evaluated.
Subjects are provided with a description of the process to be designed during
the experiment, and instructed to write a short description for as many distinct
design alternatives as they can generate. Aside from the homework assignments,
the entire experiment takes place within a single two-hour class session. Each
subject is allotted roughly half the session for the design task itself. The limited




alternatives can be generated, in addition to the effectiveness criteria outlined
below. Speed is often touted as an advantage of hiring external consultants, for
instance.
The unit of analysis for this experiment is the design alternative. Each subject can
generate multiple alternatives, so some within-subjects variation is likely. But the
experiment is focused on the between-subjects differences attributable to KOPeR-lite
use.
Experimental hypotheses
We develop two primary hypotheses to be tested through the experiment. The first is
expressed as the null.
H1. Innovation novices using KOPeR-lite cannot exceed the design performance
of their counterparts without access to this tool.
The knowledge system is designed and developed to integrate deep innovation
knowledge and design expertise captured from experts in the field. Given that process
design represents a knowledge-intensive activity, we would not expect a novice, who
lacks such knowledge and expertise, to perform at the same level without assistance
from KOPeR-lite.
H2. Design performance associated with the two business cases will be
comparable.
Given that the two processes are structurally equivalent, and the IS students are
comparable across groups, we have no reason to expect process-design efficacy to
differ significantly across the business cases.
Evaluation
Drawing from the innovation literature, we develop a set of nine criteria for evaluation
of subjects’ design alternatives. The criteria design quantity and design quality (i.e. in
terms of potential impact), which were used to measure design effectiveness in the
prior experiment (Nissen, 2001) summarized above, are also employed in the present
study, along with seven others with a basis in the innovation literature. These criteria
are summarized in Table VI. Operationalization of and rationale for each criterion is
provided in Appendix 2.
Criterion Operationalization
Designs Number of distinct design alternatives generated
Delinearization Use of delinearization in design
IT enablers Number of IT enablers used in design
Non-IT enablers Number of non-IT enablers used in design
NVA activities Decrease in number of non-value-added activities
through design
Feedback Change in number of feedback loops in design
Handoffs Change in number of handoffs in design
Clarity Clarity of design description







Blind evaluation of design performance for each business case is conducted by two
judges with innovation knowledge and experience. Each judge initially assesses all
subjects’ design alternatives independently, scoring the alternatives according to the
nine criteria summarized in Table VI. The investigators then compare their respective
assessments, and reconcile substantial differences. This enhances the reliability of our
results.
Experimental data
Subjects provide hand-written descriptions of design alternatives generated during the
experiment. They are asked to write short paragraphs describing each design
alternative. Space prohibits inclusion of the subjects’ responses in full text. But here we
summarize selected responses to provide some characterization of the raw data
captured and analyzed through this experiment.
For instance, subject 1 (software-development process, without KOPeR-lite group)
develops a design alternative by reconfiguring the workflow through combination of
two process activities – requirements and design – into a single integrated step. In
terms of scoring this design, because the process activities continue to be performed
linearly – even though two activities have been combined into one – this design does
not involve delinearization (i.e. score ¼ 0Þ; and one can note readily that no IT enablers
are employed (i.e. count ¼ 0Þ: Alternatively, the combination of requirements and
design activities reflects an organizational (i.e. non-IT) enabler (i.e. count ¼ 1Þ: Further,
both judges assess the requirements and design activities as “value added” (i.e.
count ¼ 0Þ; and this subject eliminates one feedback loop (i.e. count ¼ 1Þ and one
handoff (i.e. count ¼ 1Þ from the innovated process. The subject includes a diagram of
the designed process, along with design metrics, and the textual description is judged
to be clear (i.e. score ¼ 3 of 3 possible). Finally, the potential impact of this design
alternative is judged to be minimal (i.e. score ¼ 1 of 3 possible), as the same people are
performing the same steps, using the same technologies as in the process baseline; only
the organization has changed. This is not expected to have a substantial performance
impact on the process. These scores are summarized in Table VII for reference.
As another instance, this same subject also generates a second design alternative that
incorporates a local-area network and e-mail communications, in addition to “office
workflow software like Lotus Notes to share and exchange requirements, design, test
and validation documents between the participants.” This subject further includes
automatic code generation in his IT-enabled design alternative. In terms of scoring this
Criterion Subject 1 R1 Subject 1 R2 Subject 22 R1 Subject 23 R1
Delinearization 0 0 0 0
IT enablers 0 4 4 8
Non-IT enablers 1 0 2 2
NVA activities 0 0 0 0
Feedback 21 0 21 21
Handoffs 21 0 0 22
Clarity 3 3 3 2
Impact 1 2 1 3
Table VII.





design, as above, the process activities continue to be performed linearly (i.e. score ¼ 0Þ;
and one can note readily that no non-IT enablers are employed (i.e. count ¼ 0Þ:
Alternatively, the networks, e-mail, workflow and code-generation applications reflect
clear use of four IT enablers (i.e. count ¼ 4Þ: Further, this design does not affect the
number of activities (i.e. count ¼ 0Þ; feedback loops (i.e. count ¼ 0Þ or handoffs (i.e.
count ¼ 0Þ; and the clarity of his design description matches that of the design above
(i.e. score ¼ 3Þ: Finally, the potential impact of this design alternative is judged to be
greater than that of the design above, as the information technologies proposed should
have considerable effect on process performance (i.e. score ¼ 2Þ: But because these IT
enablers are being employed isolation (i.e. not combined with delinearization,
organizational or other non-IT enablers), substantial performance impact (i.e. score ¼ 3Þ
is not expected. These scores are also summarized in Table VII for reference.
As an instance from the (software-development process) KOPeR-lite group, subject
22 proposes empowering “employees in each department with the ability to check and
evaluate their own jobs instead of a manager doing this for them,” along with
improving communications through the use of e-mail. In terms of scoring this design,
as above, the process activities continue to be performed linearly (i.e. score ¼ 0Þ: One
can note readily that both IT (i.e. count ¼ 4Þ and non-IT (i.e. count ¼ 2Þ enablers are
employed in this design, and one feedback loop is removed (i.e. count ¼ 21Þ:
Alternatively, the design makes no change in the number of activities (i.e. count ¼ 0Þ
or handoffs (i.e. count ¼ 0Þ: Further, the clarity of this design description is very good
(i.e. score ¼ 3Þ; comparable to the descriptions noted above, but the potential impact of
this design alternative is judged to be minimal (i.e. score ¼ 1Þ; despite the combination
of empowerment and e-mail, these straightforward enablers are not judged with much
potential effect on process performance. As with the instances above, these scores are
summarized in Table VII for reference.
As a fourth instance – one judged with potential for considerable impact in terms of
performance – subject 23 (software-development process, KOPeR-lite group) proposes
eliminating the functional managers, in a transformation similar to that proposed by
subject 22 above. This subject also proposes use of a case manager, however, in
addition to e-mail, and proposes a centralized database and electronic request forms
that can be completed by field representatives. To support the case manager, this
subject further proposes development of an expert system (e.g. an intelligent help
desk), and empowerment is applied across process activities as well as within them. In
terms of scoring this design, as above, the process activities continue to be performed
linearly (i.e. score ¼ 0Þ; and one can note readily that numerous IT (i.e. count ¼ 8Þ and
non-IT (i.e. count ¼ 2Þ enablers are employed in this design. One feedback loop is
removed (i.e. count ¼ 21Þ along with two handoffs (i.e. count ¼ 22Þ enabled by the
case-manager approach. Alternatively, the design makes no change in the number of
activities (i.e. count ¼ 0Þ; and this subject does not include a diagram to help describe
the process, so the clarity of his design description is not quite as good as that of the
design instance summarized above (i.e. score ¼ 2Þ: Because numerous enablers are
employed in combination, and these enablers appear to complement and reinforce one
another, the potential impact of this design alternative is judged to be substantial (i.e.
score ¼ 3Þ: As with the instances above, these scores are summarized in Table VII for
reference. Scores for the other instances are assessed and tallied in a manner similar to






This discussion of knowledge system assessment is organized into three sections:
(1) inter-judge reliability;
(2) statistical summary; and
(3) findings.
Each is addressed in turn.
Inter-judge reliability
One of the first tasks is to identify and reconcile any significant inter-judge differences.
As indicated in the design description above, independent analyses are conducted first
to assess each design according to the nine criteria. The author serves as one judge in
all cases. Two different graduate students serve as judges for the two respective
business cases, as the analysis constitutes part of their thesis work (Korzilius, 2001;
Payne, 2001). Considerable coordination between the judges is maintained to help
ensure that the assessments are approached in a consistent manner.
Initial agreement between the judges’ scores is quite high overall, with scores for
several criteria (e.g. number of designs, IT enablers, non-value-activities removed,
feedback loops, impact) at or near 100 percent agreement. However, some differences in
approach lead to other criteria in which inter-judge scores initially differ widely. For
instance, differences reflected in the judges’ assessments stem from an initial
disagreement about what constitutes delinearization (e.g. only 22 percent initial
agreement). As another instance, regarding non-IT enablers, one judge fails initially to
take them into account whatsoever. And in terms of clarity, significant differences exist
at first between the judges (e.g. 53 percent agreement), because they apply different
techniques to assign values for this criterion. Nonetheless, following discussions to
reconcile differences between the judges’ scores, 100 percent agreement is attained.
Statistical summary
Statistical results are summarized in Table VIII. Based on the results, several
differences between design performance of the subject groups are significant and
noteworthy. We discuss first design performance pertaining to the
software-development case, and then use it as a basis for comparison with that of
its credit-financing counterpart.
Regarding the software-development process, notice first the KOPeR-lite group
employs significantly more IT enablers (3.64) and moderately more non-IT enablers
(1.24). This KOPeR-lite group also decreases the number of handoffs (22.79)
significantly, and the design descriptions of this group are significantly clearer (1.91).
These are all considered positive results, in that such designs are generally considered
superior according to the innovation literature.
Alternatively, notice the number of non-value-added items removed (21.45) is
significantly lower for the KOPeR-lite group. Since non-value-added items are, by
definition, not essential for process performance, a superior design would remove more
such items, not fewer. Hence the KOPeR-lite group appears to perform worse than the
control group according to this criterion.
Notice the change in number of feedback loops (20.58) is not significantly different




number of designs generated per subject (1.94). Surprisingly, the difference in potential
impact of designs (1.94) developed across the two groups is also insignificant.
Regarding the credit-financing case, as above, the KOPeR-lite group also employs
significantly more IT enablers (1.78), the number of handoffs is reduced (21.74)
significantly, and the design descriptions are moderately clearer (1.99). Unlike the
software-development case above, however, significant differences in design
performance through KOPeR-lite use are also found in the number of designs
generated (2.14), non-value-added activities removed (0.73), and change in feedback
loops (20.38). Also different is that the use of non-IT enablers (0.75) is insignificant,
and the use of delinearization (0.43) is significantly lower for the KOPeR-lite group. But
perhaps the most-striking difference is the significantly higher impact (2.26) of designs
generated by the subjects using KOPeR-lite.
Key findings
From the statistical results summarized above, several key findings from this study
emerge. First, results of KOPeR-lite use are mixed in terms of innovation efficacy for
the software-development process. We observe that KOPeR-lite is helpful in some areas
(e.g. IT and non-IT enablers, handoffs, clarity), but its effect is minimal in others (e.g.
number of designs, delinearization, feedback) and even detrimental in some (e.g.
non-value-added items removed). From this, the knowledge system appears to produce
only limited benefits in terms of process-design effectiveness.
In contrast, the effects of KOPeR-lite use are both positive and strong in terms of the
credit-financing process. Results indicate that KOPeR-lite is helpful across all criteria
except for non-IT enablers and use of delinearization. Despite the structural
equivalence between the two business cases, subjects in this latter section perform
significantly better in terms of process design using KOPeR-lite than their
counterparts. And perhaps most striking is, the impact of process designs generated
by subjects using KOPeR-lite is significantly higher for the credit-financing process
than for the software-development case. From this, the knowledge system appears to










Subjects (n) 21 17 23 36
Designs 2.10 1.94 1.35 2.14 * * *
Delinearization 0.27 0.27 0.71 0.43 * *
IT enablers 3.00 3.64 * * 1.35 1.78 * * *
Non-IT enablers 0.98 1.24 * 0.65 0.75
Non-value added 0.16 21.45 * * * 0.39 0.73 * * *
Feedback loops 20.34 20.58 0.65 20.38 * * *
Handoffs 21.84 22.79 * * 20.26 21.74 * * *
Clarity 1.61 1.91 * * * 1.77 1.99 *
Impact 1.82 1.94 1.74 2.26 * * *
Note: * * *For significance at 99 percent level; * *for significance at 95 percent level; *for significance







corresponding to the two business cases temper this finding, and leave the overall
efficacy of KOPeR-lite in question, at least as it is employed in a decision-support role.
Regarding H1 – innovation novices using KOPeR-lite cannot exceed the design
performance of their counterparts without access to this tool – we find sufficient
evidence to reject the null, particularly as it pertains to the credit-financing case. As
expected, the combination of people and KOPeR-lite represents an effective hybrid in
terms of process-design effectiveness. Alternatively, regarding H2 – design
performance associated with the two business cases will be comparable – we also
find substantial evidence for rejection, as KOPeR-lite produces considerably better
design results for the credit-financing process than it does for software development.
Given the structural equivalence between the two business cases – again, implying
identical KOPeR-lite performance – this result is surprising.
One possibility is that some uncontrolled variation between students/subjects in the
two IS courses leads to superior performance on the credit case, but the students are
comparable across many dimensions. Another explanation is that the credit-financing
process is easier for these (IS student) subjects to understand, and hence innovate, than
its software-development counterpart, but performance of subjects not using
KOPeR-lite (e.g. in terms of impact) does not vary widely across the two business
cases. Rather, there appears to be some interaction between the use of KOPeR-lite and
the credit-financing process, but the possible cause and exact nature of such interaction
remains inconclusive through this experiment.
However, if we attempt to integrate the results from this experiment with the prior
effectiveness study summarized above (Nissen, 2001), we can gain some insight into a
third hypothesis that can only be examined through results across the two experiments.
H3. Innovation novices with access to KOPeR-lite (i.e. in a decision-support role)
can exceed the process-design performance of KOPeR-lite itself (i.e. in an
automation role).
Clearly, we do not explicitly test this third hypothesis, and the subjects participating in the
prior experiment come from still another IS course than those employed in the present
study. Also, because the prior experiment employed only the software-development
business case, the results are not comparable strictly to those pertaining to the
credit-financing process. But a comparison of results summarized in Table V (i.e. the prior
study) with those presented in Table VIII (i.e. the present study) are illuminating.
In particular, we can make some comparison between results from these two studies
through examination of two measures: design quantity and design quality (i.e. impact).
In terms of design quantity, notice that KOPeR-lite produced more distinct designs (6.00)
in the prior study (i.e. in an automation role) than did any group examined in the present
experiment, and the magnitude of this difference in number of designs is clearly
significant. And in terms of design quality/impact for the software-development
process, designs are also significantly higher when KOPeR-lite operates in an
automation role (2.17) than when not available to innovation novices (1.82) or operating
in a decision-support role (1.94). At least in terms of the software-development process, it
appears as though KOPeR-lite is most useful in an automation role, providing only
mixed results as a decision-support tool. Alternatively, if we apply this same
automation-role performance (i.e. quantity ¼ 6:00; quality ¼ 2:17Þ to the




terms of design generation, but its use by novices as a decision-support system produces
the best performance in terms of design impact (2.26).
Conclusions and future research
Today, a second generation of computer-based innovation tools employs knowledge
systems technology to automate and support key intellectual activities required for
effective process design. But a central question remains as to the effectiveness of
innovation through such knowledge systems. The research described in this paper is
focused on testing the effectiveness of knowledge-based process-design systems. We
employ one such system called “KOPeR-lite” as a platform for experimentation to
assess the relative efficacy of process designs generated by people using this tool
versus that of designs developed by people without it.
Performing in a decision-support role, KOPeR-lite helps people to perform
comparatively well in certain respects, but human subjects without this tool
outperform their KOPeR-lite-supported counterparts in others. Thus, the results of this
experiment provide some evidence to support claims of innovation efficacy through
knowledge systems, and they offer insight into the relative strengths and weaknesses
of knowledge systems in the innovation domain. But the relative performance of people
using KOPeR-lite varies across different process cases (e.g. software development,
credit financing).
Regarding the hypotheses tested through this study, the findings from this
experiment reveal a number of anticipated results as well as some surprises. In terms
of the first hypothesis – innovation novices using KOPeR-lite cannot exceed the design
performance of their counterparts without access to this tool – this null is refuted, as
expected, by people using KOPeR-lite to design the credit-financing process. But we
find mixed evidence of superior design performance using KOPeR-lite in the
software-development case. Indeed, we are surprised to find that KOPeR-lite does not
improve design performance further (e.g. in terms of impact) in this latter case.
We are also surprised to find strong evidence to refute the second hypothesis – design
performance associated with the two business cases will be comparable – as there appears
to be some interaction between the use of KOPeR-lite and the process domain. Examining
further such interaction represents a logical topic for future research along the lines of this
investigation, and such research should explicitly control for the other factors (e.g.
unexplained variation between students/subjects, that the credit-financing process may
be easier to understand) that are potentially affecting the results.
Further, through an attempt to integrate the present experiment with results from a
prior investigation into innovation efficacy, we find some evidence to support a third
hypothesis – innovation novices with access to KOPeR-lite (i.e. in a decision-support role)
can exceed the process-design performance of KOPeR-lite itself (i.e. in an automation role).
But this evidence applies most strongly to the criterion design quantity, and results are
mixed with respect to design quality across the two business cases.
In considering future experiments to disambiguate the relative effectiveness of
KOPeR-lite playing an automation versus decision-support role, one could try
lengthening the time allotted for subjects to generate designs. Because KOPeR-lite
operates much faster than people do when designing processes, the experiment may






Another experiment could mimic the design of the present study – and examine the
relative performance of KOPeR-lite in these two roles (e.g. automation, decision
support) – but use innovation experts, as opposed to novices, for comparison. Because
KOPeR-lite’s KB is developed from methods developed by innovation experts, the
semantic gap between the knowledge system’s problem solving and the process-design
understanding of the novice may be too wide for consistent efficacy. By examining the
relative performance of experts versus novices (e.g. with and without access to
KOPeR-lite), we may develop insight into such semantic gaps. And by repeating the
use of different business cases (e.g. software development, credit financing) across
experimental groups, we hope to elucidate better any interaction between KOPeR-lite
use and the process domain.
Regarding practical application, because of the experimental design, results of this
study are expected to generalize well outside the laboratory. For instance, the manager
may find it advantageous to employ tools such as KOPeR-lite to support innovation
projects. Although the current version of KOPeR-lite does not produce consistent
improvement in design performance across business cases, it does promote significant
performance gains across several criteria, and its use in an automation role may also be
considered, in addition to that of a decision support system (DSS).
Further, we note above how KOPeR-lite lacks the kind of strong domain-specific
knowledge that had been incorporated into its KOPeR predecessor. The manager may
find it beneficial to augment the KB of KOPeR-lite with strong knowledge about his or
her own organization. Augmented as such, KOPeR-lite may then be capable of
enhancing further the design performance of novice users. Future research to assess
such capability represents a natural complement to this investigation.
Notes
1. We prefer to use the general term knowledge systems to acknowledge that performance of
an intelligent system need not be at the level of an “expert” in order for the application to be
effective.
2. KOPeR (pronounced “cope-er”) is short for knowledge-based organizational process
redesign.
3. Recall that the two processes are structurally equivalent, so KOPeR-lite produces
comparable redesigns.
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Appendix 1. Process description
The process descriptions used in the experiment are presented in this Appendix.
Software development case
This minicase centers around a generic software development process, the baseline of which is
described below. First a narrative description of the case is provided. This is followed by a high-level
process model used to obtain measurements. The measurements can be used in turn for analysis.
Baseline process
A major service provider has a separate organizational unit that is responsible for the
development of large software applications. Software development represents a key subprocess
in support of both front- and back-office operations, as the ability to seamlessly integrate
marketing and sales with order fulfillment and product support represents a strong selling point
for the company. However, customer feedback has suggested that the process has a number of
shortcomings and flaws, particularly with respect to the long cycle time required to prepare a
software application and the inability to report on the status of a particular package while it is
being processed. A closer examination of the process flow activities should help elucidate some
of these shortcomings and flaws.
The process involves three value stream participants:
(1) Field sales groups with representatives that work to identify new customer
requirements;




(3) a third party software validation company.
The software development organization is organized in terms of four functional departments,





A rich-pictures process representation is shown in Figure A1.
From the figure you can observe that the process flow is sequential, beginning with a
telephone call from the field sales representative to the requirements manager in the software
unit. This functional manager writes the customer-requirements information on a piece of paper
and assigns the job to a requirements specialist from the department. This assignment is
accomplished simply by placing the paper in the specialist’s in-box. The requirements specialist
retrieves the paper from his or her in-box and begins to integrate the requirements of the
potential customer into the functionality of the firm’s existing software. This integration is
accomplished manually, but the agent creates a requirements document using a word processing
application on a standalone computer terminal in the specialist’s office.
Once the specialist completes the requirements document, he or she reviews the results with
the department manager. Upon approval, the paperwork is then mailed to the design department,
where another functional manager will assign a design specialist to work on the job. The design
specialist in turn will retrieve the requirements document from an in-box and design the software
using a CASE tool on a standalone workstation in the specialist’s office. Once developed, the
logical design is reviewed with the design manager. Upon approval, the design documentation is
printed and mailed to the coding department, where another functional manager similarly
assigns the job to a coding specialist and places the paperwork in the appropriate in-box.
The coding specialist is responsible for implementing the software through programming
code. A rapid application development (RAD) tool suite is used to develop the software code,
which tool suite resides on a desktop workstation in the specialist’s office. The code is compiled
and debugged, copied to disk and mailed to the test department. As in the departments above, a
functional manager in test assigns a test specialist to execute the software code under a number
of various test scenarios. When complete, the test results are reviewed by the functional manager
Figure A1.






and then sent along with the software code to an independent verification and validation (IV&V)
firm, generally via overnight air service. Once received, the IV&V representatives verify the
results of each step in the software development process and validate the end product satisfies
the original requirements outlined by the field sales agent. The IV&V results are in turn
forwarded to field sales, provided the software checks-out OK.
It important to note, at each stage of the process, some manner of quality assurance is
performed, and work products (e.g. requirements documents, software designs, compiled code)
not up to standards are returned to the originating department for rework. In the case of the
IV&V step, work can be returned back to any of the four functional departments associated with
the software development. The cycle time for this process is generally between one and two
months for a relatively straightforward software implementation.
Process model
The baseline software development process can also be represented in terms of a graphical
model such as the one below. It includes the key process activities, attributes and measurements.
Specifically, the six primary activities from above are included as nodes in this graph-based
representation:






Each activity node is linked to its predecessor(s) and successor(s) through directed edges and is
defined in terms of four attributes shown in Figure A2.
. “O” designates the performing organization in the process (e.g. sales department,
requirements department).
. “A” designates the agent role in the process (e.g. sales agent, requirements agent).
. “S” designates the information technology employed for support in the process (e.g. word
processor (WP), computer-aided software engineering (CASE) tool).









Graph-based counting rules are used to obtain measurements for the process. For instance, process
size (6) represents the number of activity nodes in the process and process length (6) is measured as
the longest path through the process. Notice the two feedback loops in the diagram (e.g. from test
back to coding and from IV&V back to design. They are counted (2) as are the five handoffs of
work from agents performing in different roles (e.g. from the sales agent to the requirements
agent). The WP, CASE, RAD and simulation (sim) tools are counted in the IT-support total (5), but
phone- and paper-based communications do not contribute toward the IT-communication count.
Credit financing case
This minicase centers around a generic credit financing process, the baseline of which is
described below. First a narrative description of the case is provided. This is followed by a
high-level process model used to obtain measurements.
Baseline process
A manufacturer of high-value electronic equipment has a separate organizational unit that is
responsible for the financing of large customer purchases. Credit financing represents a key
subprocess in support of marketing and sales, as the ability to provide potential customers with
in-house financing represents a strong selling point for the company. However, customer feedback
has suggested that the process has a number of shortcomings and flaws, particularly with respect
to the long cycle time required to prepare a credit financing package, and the inability to report on
the status of a particular package while it is being processed. A closer examination of the process
flow activities should help elucidate some of these shortcomings and flaws.
The process involves three value stream participants:
(1) Field sales groups with representatives that work to secure new customers;
(2) the credit financing organization; and
(3) a third party delivery company.
The credit financing organization is organized in terms of four functional departments, each of
which is staffed with specialists for the functional areas:
(1) credit check;
(2) terms development;
(3) financial pricing; and
(4) quotation packaging.
A “rich pictures” process representation is shown in Figure A3.
From the figure you can observe that the process flow is sequential, beginning with a
telephone call from the field sales representative to a contact person in the financing unit, the
latter of whom writes-down the relevant customer, product, and financing information. The
paper with this information is then carried to the credit department, where a functional manager
assigns the job to a credit specialist from the department. This assignment is accomplished
simply by placing the paper in the specialist’s in-box. The credit specialist retrieves the paper
from his or her in-box, and begins to investigate the credit history of the potential customer. This
investigation is accomplished through an online credit agency, using a standalone computer
terminal in the specialist’s office.
Once the credit specialist obtains the credit information, he or she writes-down the relevant
facts and determinations on a separate piece of paper, and reviews the results with the department
manager. Upon approval, the paperwork is then carried to the terms department, where another
functional manager will assign a terms specialist to work on the job. The terms specialist in turn
will retrieve the two pieces of paper from an in-box, and begin to select the standard and specific





online in a database, and, once selected, they can be printed from a standalone workstation in the
specialist’s office. Once printed, the clauses are reviewed with the terms manager, and the
paperwork is carried to the pricing department, where another functional manager similarly
assigns the job to a pricing specialist, and places the paperwork in the appropriate in-box.
The pricing specialist is responsible for calculating the payment terms for the financing
package, including items such as interest rate, financing term, and payment amount. A DSS is
used to perform these calculations, the software for which resides on a desktop personal
computer in the specialist’s office. These payment parameters are then printed, reviewed with
the pricing manager, and combined with the paperwork accumulated from the other
departments, so that it can be carried to the quotation department. As in the departments above,
a functional manager in quotation packaging assigns a quotation packager to compile the
information generated, and compose a professional looking credit financing package for the
potential customer. When complete, the package is reviewed by the functional manager, and then
carried back to the contact representative, who arranges to have the third party delivery
company transport the package to the field sales representative, generally via overnight air
service. Once received, the field sales representative schedules an appointment with the potential
customer to discuss the financing and other terms of the potential contract. The cycle time for
this process is generally between one and two weeks.
Process model
The baseline credit financing process can also be represented in terms of a graphical model such
as the one shown in Figure A4. It includes the key process activities, attributes and
measurements. Specifically, the six primary activities from above are included as nodes in this
graph-based representation – credit request, credit check, terms development, pricing, quotation
and delivery. Each activity node is linked to its predecessor(s) and successor(s) through directed
edges and is defined in terms of four attributes shown.
Graph-based counting rules are used to obtain measurements for the process. For instance,
process size (6) represents the number of activity nodes in the process and process length (6) is
measured as the longest path through the process. Notice the feedback loop in the diagram. It is
counted as are the five handoffs of work from agents performing in different roles (e.g. from the
sales agent to the credit agent). The two DSS and two WP tools are counted in the IT-support
total (four), but phone- and paper-based communications do not contribute toward the
IT-communication count.
Figure A3.





Appendix 2. Operationalization of and rationale for scoring criteria
Operationalization of and rationale for the scoring criteria are explained in this Appendix. Each
of the criteria is addressed in turn.
Number of designs generated
Designs need to be distinct in that a reader should be easily able to determine where one design
description ends and another begins. In some cases, designs are presented simultaneously in a
fashion such that one is unable to discern which features belong to which design. In such cases,
the analyst is forced to use his or her best judgment to determine the number of designs
generated by the experimental subject.
Delinearization
Delinearization means that two or more activities that were carried out sequentially in the baseline
process are carried out simultaneously in the design. Activities could be grouped together in the
design without necessarily resulting in delinearization. For example, the design and test activities
could be merged into a single “software development” cell where the coders must still wait for the
designers’ output before they can commence work. Therefore, the flow is still sequential. However,
if this “software development” cell uses cyclic development or modular design, the designers could
pass on to the coders the design for a single module so that they may commence coding while the
designers continue designing additional modules. In this case, delinearization has been
incorporated into the design. A binary (yes/no, 1/0) determination was made for this criterion.
Enablers
An enabler is anything that results in increased process efficiency or effectiveness. Enablers include,
but are not limited to: information technology such as shared databases, computer networks,
electronic mail (e-mail), automated forms, video teleconference, computer aided software engineering
(CASE) tools; organizational design enhancements such as grouping of related activities to facilitate
information exchange and work coordination or inclusion of a case manager who would have
oversight over a group of activities; and human resource factors such as enhanced training or other
personnel support initiatives. Each example of an enabler incorporated into a design is counted and
the overall number of enablers per design tallied. An enabler that is used multiple times within a
single design was only counted once. For example, e-mail may be used in four activities within the
design, however, the e-mail enabler is counted only once for that design.
Non-value-added activities removed
The focus of this measure is on removal of non-value-added activities. But the number of









The hope is that by removing an activity that does not appear to add value, the overall efficiency
and effectiveness of the process workflow will be enhanced. For example, the sales activity might
be eliminated as superfluous under the supposition that customers can communicate their
software needs to the software development company via telephone or a website vice going
through a software development marketing agent.
Change in the number of feedback loops
A feedback loop occurs any time information or products from one activity is provided to
an activity earlier in the process (e.g. rework). For example, if the IV&V activity finds a flaw
or deficiency in the software product, IV&V’s finding must be sent to earlier activities
(e.g. design and/or code) so that the deficiencies can be addressed. Sometimes, as in the
case of micromanagement, excessive feedback loops inhibit efficiency and should be
eliminated.
Change in the number of handoffs
The number of handoffs occurring in the process workflow is dependent on the overall number of
activities as well as the manner in which they are carried out. A handoff occurs wherever work is
passed between agents performing different roles in the process (e.g. sales, requirements, design),
and handoffs are commonly associated with process friction, which in turn has adverse
cycle-time implications.
Clarity of the design
Essentially, this is the ease with which one is able to discern the features of a proposed design. A
scale from one to three is used. The following criteria are applied in attempts to objectify this
largely subjective metric:
1 – not very clear. No design graphic; design metrics are not included; textual description
fails to enhance a reader’s ability to discern what the author is trying to convey.
2 – clear. A design graphic or metrics are provided; textual description provides the
reader with a good understanding of the author’s design. Designs where the author
provided both a design graphic and metrics but provided a mediocre textual description
are also assigned a value of clarity value of 2.
3 – very clear. Both a design graphic and design metrics are included, and the textual
description provides the reader with an exceptionally clear mental picture of the author’s
design.
Impact
A scale from one to three is used. The following criteria are applied to objectify this basically
subjective category:
1 – infeasible or feasible but negligible impact.
2 – feasible and moderate gains in efficiency and effectiveness of the process workflow
anticipated.
3 – feasible and significant gains in efficiency and effectiveness of the process workflow
anticipated.
Appendix 3. Summary scores of designs
Summary scores of all generated design alternatives are presented in this Appendix. For the
software-development process, scores for each of the eight design criteria pertaining to the




For the software-development process, scores for each of the eight design criteria pertaining to
the with-KOPeR-lite group are presented in Table AII.
For the credit-financing process, scores for each of the eight design criteria pertaining to the
without-KOPeR-lite group are presented in Table AIII.
For the credit-financing process, scores for each of the eight design criteria pertaining to the
with-KOPeR-lite group are presented in Table AIV.
Design Delinearization IT Non-IT NVA Feed Hand Clarity Impact
1 0 0 1 0 21 21 3 1
2 0 4 0 0 0 0 3 2
3 0 4 1 0 21 21 3 3
4 0 2 0 0 0 0 1 1
5 0 4 0 0 0 0 1 1
6 0 4 0 0 0 0 1 1
7 0 4 0 0 0 0 1 1
8 0 3 0 0 0 0 2 1
9 0 3 1 0 23 26 2 3
10 0 0 1 0 0 23 2 2
11 0 7 2 21 22 24 2 3
12 1 6 0 1 0 23 2 2
13 1 0 1 0 21 22 1 1
14 0 3 0 0 22 0 1 1
15 0 0 3 0 23 0 1 1
16 1 3 1 0 0 0 1 1
17 0 2 0 0 0 0 1 1
18 0 2 0 1 0 21 1 1
19 0 3 2 0 2 0 2 3
20 0 4 2 0 2 0 2 2
21 0 2 0 0 0 0 1 1
22 0 0 1 0 21 22 1 1
23 0 1 0 0 0 0 1 1
24 0 10 1 22 1 22 1 3
25 1 2 3 0 2 21 2 2
26 1 2 3 0 1 22 2 3
27 0 3 0 0 0 0 1 1
28 0 2 1 0 21 21 1 1
29 0 4 1 0 0 22 2 2
30 1 1 1 0 0 22 2 2
31 1 3 2 0 4 21 2 3
32 0 1 1 0 3 2 1 2
33 0 2 0 0 2 22 1 2
34 1 4 2 0 0 2 1 3
35 1 5 2 0 24 25 2 3
36 1 5 3 1 24 25 2 3
37 1 2 1 0 0 23 2 2
38 1 2 1 0 21 22 2 2
39 0 0 1 21 21 21 2 1
40 0 7 1 0 21 23 2 3
41 0 5 1 0 22 210 1 2
42 0 5 0 0 21 211 1 2
43 0 3 1 4 0 23 2 1
44 0 3 1 4 23 26 3 2
Table AI.
Without KOPeR-lite






Design Delinearization IT Non-IT NVA Feed Hand Clarity Impact
1 0 4 2 0 21 0 3 1
2 0 1 1 0 0 0 1 1
3 0 8 2 0 21 22 2 3
4 0 4 0 0 24 23 2 3
5 0 0 1 0 0 24 3 1
6 0 4 1 0 0 24 3 2
7 1 4 3 0 0 23 3 3
8 0 6 0 27 0 29 2 2
9 0 7 0 210 24 216 2 3
10 1 5 1 212 24 212 2 2
11 1 5 2 213 26 213 2 3
12 0 1 1 0 21 23 3 2
13 0 3 0 0 8 4 2 2
14 0 4 0 0 1 0 1 1
15 0 4 0 0 1 0 1 1
16 0 3 1 0 21 22 2 2
17 0 5 0 21 21 22 2 2
18 0 5 0 0 0 0 3 2
19 0 5 2 0 21 22 3 3
20 1 0 2 0 0 0 2 1
21 1 4 5 0 21 0 2 3
22 1 0 2 21 21 23 1 1
23 0 0 1 0 0 22 2 1
24 0 7 1 0 0 22 1 2
25 0 6 0 0 0 0 1 1
26 0 4 0 21 0 0 1 1
27 0 2 1 0 1 22 1 1
28 0 2 1 0 0 23 1 1
29 1 3 2 21 21 21 2 3
30 1 3 2 21 22 23 2 3
31 1 3 3 0 21 23 1 3
32 0 4 0 0 0 0 2 1





Design Delinearization IT Non-IT NVA Feed Hand Clarity Impact
1 1 2 0 1 0 0 2 2
2 1 0 0 0 0 2 1 1
3 1 2 0 0 21 2 2 2
4 1 2 0 1 0 0 3 2
5 1 2 0 1 0 1 2 3
6 1 1 0 0 0 2 3 2
7 1 1 0 0 0 1 1 1
8 1 1 1 0 2 21 2 2
9 1 1 0 0 0 1 2 1
10 1 2 1 0 1 21 1 1
11 1 3 1 1 0 22 2 2
12 1 2 0 1 0 0 2 1









Design Delinearization IT Non-IT NVA Feed Hand Clarity Impact
14 1 3 2 0 0 0 1 3
15 1 2 0 1 0 1 2 2
16 0 2 1 1 0 23 2 2
17 1 2 0 1 0 1 2 2
18 1 1 1 0 0 1 2 1
19 1 1 0 1 1 1 2 2
20 0 1 1 0 0 22 2 1
21 0 1 0 1 0 21 1 1
22 0 1 1 1 21 23 1 1
23 1 1 1 0 0 0 1 1
24 1 1 2 0 0 21 1 1
25 0 1 1 0 0 22 1 3
26 0 1 2 0 0 23 1 3
27 0 2 1 0 0 22 2 2
28 1 1 1 0 0 2 3 3
29 1 1 1 1 0 1 3 3
30 0 0 1 0 0 22 2 1
31 1 0 1 0 21 21 2 1 Table AIII.
Design Delinearization IT Non-IT NVA Feed Hand Clarity Impact
1 1 1 1 1 2 2 3 3
2 1 1 0 1 0 1 2 3
3 1 1 1 7 24 27 3 3
4 0 1 1 7 24 29 3 3
5 0 2 1 0 21 0 2 2
6 1 3 2 0 21 21 2 2
7 1 3 2 0 21 22 2 3
8 1 3 2 1 21 23 2 3
9 1 2 0 2 21 1 3 3
10 0 3 1 1 21 21 2 3
11 0 3 1 1 21 21 2 3
12 0 2 1 1 0 21 2 2
13 1 2 1 1 21 1 2 3
14 1 4 2 1 21 24 2 3
15 0 3 1 1 0 24 1 3
16 0 0 1 1 21 25 1 3
17 0 2 0 1 0 0 1 1
18 0 1 1 2 0 24 1 3
19 1 1 0 0 0 1 1 2
20 0 2 0 0 21 25 1 3
21 1 0 1 0 0 26 2 2
22 1 4 2 2 0 28 2 3
23 1 2 0 2 0 29 1 3
24 1 1 0 1 0 0 2 1
25 0 2 0 1 0 23 2 3
26 0 2 0 1 0 21 2 2










Design Delinearization IT Non-IT NVA Feed Hand Clarity Impact
28 0 2 0 1 0 22 2 1
29 0 1 1 1 21 25 2 3
30 1 1 0 0 1 2 1 2
31 1 2 1 0 21 2 1 2
32 1 2 0 0 0 0 1 1
33 0 2 1 0 0 23 1 3
34 0 1 1 0 21 23 2 3
35 1 1 1 0 21 0 2 1
36 1 1 0 1 0 0 3 1
37 0 1 1 1 0 23 3 1
38 0 2 1 0 0 21 2 3
39 0 3 1 0 0 23 2 3
40 0 1 1 0 0 22 2 1
41 1 2 2 0 21 0 2 2
42 1 4 0 0 0 3 3 3
43 0 2 0 1 0 21 2 1
44 1 2 1 1 0 23 2 3
45 0 1 1 0 0 23 2 3
46 1 2 1 0 21 21 2 3
47 1 2 0 1 0 1 2 2
48 0 2 1 1 0 24 2 3
49 0 3 1 1 0 25 2 3
50 0 1 1 1 21 25 2 3
51 1 1 0 1 0 0 2 1
52 1 1 0 0 0 2 1 2
53 0 1 0 1 0 21 1 1
54 0 1 1 1 0 24 1 1
55 0 1 1 0 0 23 2 1
56 0 3 2 0 0 24 2 3
57 0 2 0 0 0 0 2 2
58 1 2 0 1 1 21 2 1
59 0 1 2 0 0 21 3 2
60 1 1 2 0 0 0 2 3
61 1 2 2 0 21 2 3 3
62 0 1 0 0 0 0 2 1
63 0 2 0 0 0 0 2 2
64 0 1 1 0 0 23 2 1
65 0 2 1 0 0 24 2 3
66 0 3 1 1 21 22 2 2
67 0 3 1 1 21 21 2 2
68 1 1 0 1 0 0 3 2
69 0 2 1 1 21 21 3 2
70 1 1 1 0 21 1 3 2
71 0 2 0 0 0 0 2 2
72 0 2 1 0 0 23 2 3
73 1 0 0 0 0 1 2 1
74 0 1 1 0 21 24 3 3
75 0 1 0 0 0 0 2 1
76 0 2 0 1 21 22 2 3
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