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Periodically-driven quantum systems are currently explored in view of realizing interacting topo-
logical phases. This Floquet-engineering approach is particularly promising in gases of ultracold
atoms, where topological band structures can be engineered through well-designed shaking pro-
tocols, and where inter-particle interactions can be finely tuned. While both features have been
demonstrated individually, the interplay between interactions and time-periodic driving can lead
to uncontrollable heating and instabilities, potentially preventing any practical application of this
scheme. In this work, we experimentally identify the existence of parametric instabilities, which
trigger the destruction of weakly-interacting Bose-Einstein condensates in strongly-driven optical
lattices through the exponential growth of collective excitations. By monitoring the time evolution
of the momentum distribution, we determine the nature of these excitations and demonstrate the
crucial role played by the transverse degrees of freedom and the harmonic trap along the lattice
axis. We identify the most unstable collective mode, which is shown to dominate the instability, as
predicted by Bogoliubov theory. Understanding the onset of instability in driven quantum systems
is crucial for determining optimal conditions for realizing strongly-correlated topological states of
matter.
Floquet engineering has proven to be a powerful tech-
nique for the design of novel quantum systems with tai-
lored properties, otherwise unattainable in conventional
static systems [1–5]. It is based on the careful design
of time-periodic systems, whose stroboscopic evolution is
governed by an effective time-independent Hamiltonian
featuring the desired properties. Floquet engineering is
captivating due to its conceptual simplicity and its po-
tentially far-reaching applications. Current theoretical
efforts include the realization of exotic quantum phases of
matter, such as Floquet Chern insulators, by irradiating
solid-state systems with light [6–14]. First experimen-
tal realizations of Floquet states in topological insulators
were recently reported in Refs. [15, 16]. In engineered
quantum systems, Floquet-engineering enabled the re-
alization of artificial magnetism and topological Bloch
bands in cold atoms [17–26], photonic systems [27–30]
and superconducting circuits [31]. These achievements
constitute an important step towards a well-controlled
realization of interacting topological many-body states,
such as fractional Chern insulators [32].
The complex interplay between periodic driving and
interactions poses several theoretical and experimental
challenges. In time-periodic systems, energy conserva-
tion is relaxed due to the absorption and emission of
energy quanta from the drive, and any ergodic system
is expected to eventually heat up to infinite tempera-
tures [34, 35]. Even though the underlying timescales
have been proven to be exponentially long in some
cases [36, 37], no rigorous results have been obtained for
generic systems, highlighting the importance of develop-
ing a conceptual and intuitive understanding of relevant
heating processes. Recent experiments [38–42] have ad-
dressed this problem for interacting cold-atoms in shaken
optical lattices (Fig. 1a). In particular it has been shown
theoretically [8, 43, 44] and experimentally [40] that heat-
ing rates are well captured by a Floquet Fermi’s Golden
Rule (FFGR) approach, if they are evaluated at suf-
ficiently long times. This suggests that the long-time
dynamics is dominated by incoherent two-body scatter-
ing processes [43]. In contrast, the onset of heating
is expected to be driven by coherent processes, where
the rapid growth of collective excitations in interacting
bosonic systems leads to a violent depletion of the Bose-
Einstein condensate (BEC) [45–49].
Here, we directly reveal the origin of detrimental heat-
ing processes that occur in driven weakly-interacting
bosonic lattice systems in certain parameter regimes.
These processes are attributed to parametric instabilities
caused by the drive that lead to an exponential growth
of collective excitations [45, 48]. We theoretically and
experimentally study the momentum and instability rate
ar
X
iv
:1
80
8.
07
46
2v
1 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 22
 A
ug
 20
18
215
-1 0 1
qx (π/d)
0
1
5
10
nx
(a
.u
.)
Ti
m
e 
t (
T)
nx
  (a
.u
.)
(c)
(b)
(a) J
z
x
y
ω1 ω2(t)
F(t+T)=F(t)
J
Jeff
qmum-qmum
qx
EB e
ff
hωhω
xx
Weff
1
0
ex
c
t=10 T
Figure 1. (a) Schematic of the driven 1D optical lattice with
tunneling J , generated by two laser beams with frequencies
ω1,2, and weak harmonic confinement. Modulating ω2(t) peri-
odically with frequency ω generates a force F (t) with period
T = 2pi/ω. (b) Illustration of the effective 1D Bogoliubov
dispersion EBeff(q
x, Jeff), with width Weff reduced according
to the Floquet-renormalized tunnel coupling Jeff (blue) com-
pared to the static lattice case (gray). Parametric resonances
at EBeff = ~ω induced by the modulation lead to instabilities
centered around the most unstable mode qxmum; ~ = h/(2pi)
is the reduced Planck’s constant. (c) Upper panel: Inte-
grated momentum distribution of the atoms nx in the first
Brillouin zone (BZ), obtained after bandmapping and 6 ms
time-of-flight, measured at t = 10T , for the driving param-
eters α1 = 1.44 and ω/(2pi) = 800 Hz. Lower panel: Mo-
mentum distribution of the collective excitations nxexc for the
same driving parameters obtained by subtracting the scaled
momentum distribution of the BEC at t = 0 from the dis-
tributions nx measured at integer multiples of the driving
period T , see [33] for details. Each distribution is the aver-
age of ∼ 10 individual measurements, which were previously
convoluted with a Gaussian of standard deviation 0.04pi/d.
For better visualization, the profiles are further interpolated
linearly as a function of time.
of the most unstable mode (“mum”), whose growth dom-
inates the BEC depletion, and compare those measure-
ments to Bogoliubov-theory predictions [45, 48]. Accord-
ing to the latter, parametric instabilities exist whenever
the energy quantum ~ω associated with the drive matches
the energy of a collective excitation, as dictated by the
effective Bogoliubov dispersion EBeff(q, Jeff), where q de-
notes the momentum of the excitation and Jeff is the
effective tunnel coupling renormalized by the drive [50]
(Fig. 1b). In a strictly one-dimensional (1D) lattice sys-
tem, the largest instability occurs on the two-photon res-
onance, ~ω=EBeff(qres, Jeff), which also sets the momen-
tum qmum = qres of the most unstable mode [51]. Conse-
quently, there exists a stable parameter regime for driving
frequencies larger than the bandwidth of the effective Bo-
goliubov dispersion Weff . The exact position of the sta-
bility boundary is shifted to larger values due to the finite
width of the resonance. In the 3D case with weak har-
monic confinement transverse to the lattice axis (Fig. 1a),
in contrast, parametric instabilities occur via the closely-
spaced transverse modes, hindering the existence of a sta-
ble parameter regime [40, 44, 45, 48, 52]. Interestingly, we
find evidence for a clear separation between lattice and
transverse degrees of freedom. Moreover, we reveal a sec-
ond detrimental effect, which is caused by the presence
of an additional harmonic confinement along the lattice
axis. Using numerical simulations we show that this leads
to parametric instabilities even in the naively expected
stable region of a strictly 1D system, where ~ω > Weff
and transverse degrees of freedom are frozen.
The appearance of instabilities is common in static
weakly-interacting bosonic lattice systems. For instance,
dynamical instabilities occur whenever the condensate is
prepared at a finite quasimomentum, where the effective
mass associated with the band structure is negative [53–
58]. We emphasize that the origin of such instabilities is
different compared to those revealed in this work, where
the BEC is initially in the minimum of the effective band
dispersion at q=0 (Fig. 1c) and where parametric insta-
bilities originate from the time-dependent nature of the
drive. Finally, we note that a different form of instabil-
ity, which leads to the collective emission of matter-wave
jets, was recently reported in Bose gases subjected to
weak time-modulated interactions [59–61].
EXPERIMENTAL SETUP
The experiment starts by loading an almost pure BEC
of about N = 3.7(4)× 105 39K atoms within 100 ms into
a 1D optical lattice with lattice constant d = 425 nm
and depth Vlat = 11.0(3) ER, where ER = h
2/(8md2) =
h × 7.1 kHz is the recoil energy and m the mass of an
atom. Additional confinement is provided by an opti-
cal dipole trap. The harmonic trapping frequencies of
the combined potential are ωr/(2pi) = 26(2) Hz in the
xy-plane and ωz/(2pi) = 204(3) Hz in the vertical direc-
tion. The lattice is aligned along the x-axis and is created
by interfering two laser beams with λ = 736.8 nm under
an angle of 120◦. The position of the lattice is modu-
lated by varying the frequency of one lattice laser beam,
ω2(t) = ω1 + 2piν sin(ωt+ϕ) (Fig. 1). In the reference
frame of the lattice, this leads to a time-varying force
F (t) = F0 cos(ωt + ϕ), with F0 =mdνω [50]. Neglecting
the transverse modes and the harmonic confinement for
now, i.e., considering a homogeneous 1D lattice system,
the time-dependent tight-binding Hamiltonian describing
the dynamics takes the following form
Hˆ(t) =− J
∑
〈ij〉
(aˆ†i aˆj + aˆ
†
j aˆi) +
U
2
∑
j
nˆj(nˆj − 1)
+K cos(ωt+ ϕ)
∑
j
jnˆj , (1)
where aˆ†i and aˆi are the bosonic creation and annihilation
operators on lattice site i, nˆi is the corresponding num-
ber operator, J/h=108(7) Hz is the tunnel coupling, U is
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Figure 2. (a) Top: Schematics of the Bogoliubov dispersion in the lattice direction (blue) with finite bandwidth Weff = ~ωsat.
The gray area illustrates the continuous unbounded spectrum of the transverse degrees of freedom. Bottom: Momentum of the
most unstable mode qmum =(q
x
mum,q
⊥
mum) as predicted by Bogoliubov theory for α1 =1.44 and g=8.07 J , which shows a clear
separation between lattice (I) and transverse degrees of freedom (II) at ω = ωsat(α1)=6.3 J/~. (b) Upper panel: Experimental
values of the position of the most unstable mode qxmum for two modulation amplitudes α1 = 1.44 (blue) and α2 = 1.78 (red) with
effective hopping Jeff,1/h = 59 Hz and Jeff,2/h = 38 Hz [33]. The dashed lines are guides to the eye, indicating the transition
between the two regimes at ωsat(α). The solid lines display the analytic result based on Eq. (2) for g = 12 J . Each data point is
an average of ∼10 independent measurements. The error bars were evaluated based on a bootstrapping approach [33]. Lower
panel: Full width of the momentum distribution of the excitations δqy along the y-axis, which was evaluated at 80% of the peak
amplitude [33]. The offset δqy≈0.27pi/d for low frequencies is determined by the width of the condensate and the width of the
parametric resonance. The dotted lines are guides to the eye. Each data point is an average of ∼10 independent measurements
and the error bars display the corresponding standard deviation.
the on-site interaction and K=F0d. The Feshbach reso-
nance of 39K enables us to work in the weakly-interacting
regime at the scattering length as = 20a0, with a0 the
Bohr radius, where a mean-field approach is expected to
be valid. In the high-frequency limit, ~ω (J, U), Flo-
quet theory predicts that the dynamics should be reason-
ably well described by a time-independent Bose-Hubbard
Hamiltonian [first line of Eq. (1)], with renormalized tun-
nel coupling Jeff =JJ0(α) [3–5, 50]. Here Jν is the νth-
order Bessel function of the first kind and α=K/(~ω).
Note that α is independent of the modulation frequency
ω, and that the measurements are performed in a strong-
driving regime 1< α < 2, where the physical properties
are non-perturbative but where the minimum of the ef-
fective dispersion remains at qx = 0 [50, 58]. To avoid
single-particle resonances [62], the modulation frequency
is chosen well below the first single-particle bandgap of
the static lattice.
NATURE OF THE MOST UNSTABLE MODE
In order to identify instabilities in the system, we mon-
itor the appearance of collective excitations by measuring
the momentum distribution of the atoms as a function of
time. We observe a fast growth of excitations at partic-
ular momenta after a few driving cycles (Fig. 1c). From
these measurements we extract the position qxmum of the
most unstable mode along the lattice axis for different
modulation frequencies (Fig. 2b) by evaluating the max-
ima of the measured momentum distributions nxexc. We
find that qxmum(ω) increases with ω until it saturates at
qxmum≈pi/d, the edge of the Brillouin zone (BZ), at a fre-
quency ωsat that depends on the drive parameter α. We
attribute the observed deviation from pi/d to the short
time-of-flight used in the experiment [33].
4Homogeneous 1D optical lattice
According to the Bogoliubov approach of Refs. [45,
46, 48], this behavior is compatible with parametric in-
stabilities that occur whenever a resonance exists be-
tween the two natural energies entering the problem,
~ω=EBeff(qxres), where the effective Bogoliubov spectrum
is given by
EBeff(q
x) =
√
4Jeff sin
2(qx/2)[4Jeff sin
2(qx/2) + 2g]. (2)
Here, qx∈BZ is the momentum of an excitation along x
and g = nU is the interaction parameter determined by
the average particle number on each lattice site. More
precisely, the parametric resonance condition selects the
most unstable mode qxres =q
x
mum, which dominates the in-
stability [48]. The effective dispersion Eq.(2) is bounded
and its width Weff =
√
4Jeff[4Jeff + 2g] depends on both
the interaction parameter g and the renormalized tun-
neling Jeff. Consequently, the system is expected to be
stable for driving frequencies ω > ωsat, where the sat-
uration frequency ~ωsat = Weff is associated with the
width of the effective Bogoliubov dispersion. In partic-
ular, the saturation frequency is expected to decrease
with increasing α, due to a decreasing bandwidth Weff
(Fig. 1b), hence enhancing stability according to the res-
onance condition [46].
Role of transverse degrees of freedom
In the presence of transverse modes, however, insta-
bilities can occur also in the formerly stable regime of
the homogeneous 1D system, i.e., ω > ωsat. This fun-
damental change is due to the unbounded nature of the
spectrum associated with the weakly-confined transverse
directions, as predicted in Ref. [48]. In this case, there
is always a set of resonant excitations determined by the
resonance condition
~ω=EBeff(qres), qres =(qxres,q⊥res), (3)
which causes the system to be necessarily unstable. The
most unstable mode is associated with the dominating
instability rate Γ = max
qres
Γqres . In the previously stable
regime (ω>ωsat) its momentum is obtained by saturat-
ing qxmum =pi/d and adjusting the transverse component
q⊥mum according to the resonance condition. This clear
separation of the lattice and transverse degrees of free-
dom is reflected in the two distinct regimes (Fig. 2a):
(I) ω < ωsat: q
x
mum < pi/d and |q⊥mum| = 0,
(II) ω > ωsat: q
x
mum = pi/d and |q⊥mum| > 0.
In the first regime (I), the modulation mainly cou-
ples to excitations along the lattice direction, qxmum =
2 arcsin
√(√
g2 + (~ω)2 − g
)
/(4Jeff)/d and the stability
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Figure 3. Numerical simulations of the saturation frequency
ωsat for a homogeneous 1D system (light green, g = 4.29 J)
and for a harmonically trapped one (dark green, trap fre-
quency ωx = 0.26 J/~, gmax = 10.2 J). The system size is
Lx = 201 d and the atom number is N0 = 1000. The solid
lines are analytic predictions of the saturation frequency at
~ωsat = Weff for a homogeneous 1D lattice with interaction
energies g and gmax based on Eq. (2). Inset: Initial density
distribution ρ1D(x) in the harmonically trapped 1D lattice,
which is well described by a Thomas-Fermi profile. It induces
a position dependence in the interaction parameter g, where
the maximum value gmax is determined by the central density.
is not affected by the transverse modes (q⊥ = 0). When
reaching the second regime (II), the transverse degrees
of freedom dominate, q⊥mum becomes finite and grows ac-
cording to ~2(q⊥mum)2/(2m) =
√
g2 + (~ω)2 − g − 4Jeff.
In the measured momentum distributions, the precise
value of the transverse component is masked by the ini-
tial momentum spread of the condensate and the width
of the parametric resonance. Nevertheless, it manifests
itself in a broadening, which we monitor by determin-
ing the width δqy of the condensate along y (Fig. 2b).
As expected, we observe that the width δqy(ω) starts to
increase with the frequency for ω > ωsat(α), simultane-
ously with the saturation of qxmum at the BZ edge. The
transition point ωsat(α) furthermore decreases for larger
driving parameters α in line with the reduction of Jeff
(Fig. 2b). This constitutes the first direct experimen-
tal signature of the detrimental role of transverse modes
in bosonic systems exploiting Floquet engineering, hence
revealing the origin of the heating bottleneck in these
systems.
Harmonic confinement along the lattice
The stability analysis summarized above is based on
the bounded nature of the spectrum associated with a
homogeneous 1D lattice. In most optical lattice experi-
ments there is, however, an additional harmonic confine-
ment along the lattice axis. As a result, the spectrum is
unbounded already along the lattice direction and we do
5not expect a truly stable parameter regime to exist even
in the absence of transverse modes. In order to under-
stand the dynamics in the presence of a harmonic trap we
performed numerical Bogoliubov-de Gennes (BdG) simu-
lations of 1D lattices comparing the position of the most
unstable mode with and without harmonic confinement.
Indeed, we find a behavior similar to the homogeneous
situation, i.e., the momentum qxmum(ω) increases with ω
until it saturates at the edge of the BZ at qxmum ≈ pi/d.
However, we find a significant shift of the transition fre-
quency ωsat to larger values, compared to the homoge-
neous case (Fig. 3). This is caused by the inhomoge-
neous density distribution of the ground-state wavefunc-
tion in the presence of the trap, which effectively in-
creases the interaction parameter in the center of the
trap (inset Fig. 3). A larger interaction parameter in-
creases the saturation frequency ωsat, which explains the
observed shift [33]. This behavior is reproduced by ana-
lytic predictions for a homogeneous lattice evaluated for
the maximum interaction parameter gmax in the center
of the harmonically trapped 1D system (Fig. 3).
The experiment is performed in 3D and from our
measured in-situ density profiles we obtain an interac-
tion parameter gmax = 8.1(9) J in the center of the
trap, where the error bar is dominated by atom num-
ber fluctuations [33]. The corresponding saturation fre-
quencies predicted by Bogoliubov theory for a homoge-
neous system evaluated for this interaction parameter are
ωsat(α1) = 6.3(3) J/~ (Fig. 2a) and ωsat(α2) = 5.0(3) J/~
respectively. There is a significant shift of about 20 % be-
tween the predicted and measured saturation frequencies
(Fig. 2b, dashed vertical lines). While this could in prin-
ciple be explained, for instance, by a systematic error of
∼ 30% in our atom number calibration (Fig. 2b, solid
lines), we estimate for realistic parameters that a sys-
tematic deviation should not exceed & 20%. Moreover,
we anticipate that the 1D simulations do not capture all
effects introduced by the harmonic trap in a 3D system.
Note that the determination of the momentum qxmum be-
comes more challenging for smaller driving frequencies,
due to the finite width of the condensate, which masks
the appearance of the collective excitations [33].
INSTABILITY RATES
Besides the position of the most unstable mode, a char-
acteristic property of parametric instabilities are the as-
sociated exponential heating rates Γ, which are domi-
nated by the exponential growth of the occupation of
the most unstable mode nqmum . In the next sections we
present a detailed experimental and numerical study of
these rates.
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Figure 4. The data points show the instability rates Γ ex-
tracted from the measured populations nqmum of the most
unstable mode for α1 =1.44 as displayed in Fig. 2. Each data
point is obtained from ∼ 10 individual data sets. The error
bars are evaluated based on a bootstrapping approach [33]
and are generally smaller than the data points. Inset: Mea-
sured populations for ω/(2pi) = 667 Hz and exponential fit
used to extract the instability rate (solid line). The black
dashed line shows the result obtained from the BdG equations
for g = 12 J and the blue shaded area the ones obtained for
g = 8.1(9) J [Eq. (S.14) and (S.16) in [33]], where the width
displays the uncertainty in the atom number calibration. Or-
ange shaded area: rates expected from a FFGR approach for
the same parameters. Its width is determined by the experi-
mental error in the atom number calibration.
A. Mapping to parametric oscillator
We start with a homogeneous lattice system: A rigor-
ous stability analysis requires a careful treatment of the
full time-dependent BdG equations of motion [33, 48],
where each collective mode can be formally described in
terms of a fictitious parametric oscillator of the form
x¨(t) + ω20 [1 + A cos(ω
′t)]x(t) = 0. Here, A denotes
the drive amplitude and ω0 is the natural frequency
of the oscillator. Such oscillators exhibit an insta-
bility upon reaching the resonance ω′ = 2ω0, which
is characterized by the rate Γho = Aω0/4. In the
present context, the mapping between the Bogoliubov
equations of motion for each mode q and the corre-
sponding parametric oscillators is obtained by substi-
tuting the driving frequency ω′ → 2ω, the natural fre-
quency ω0 → EBeff(q)/~ and the amplitude A → Aq =
16gJJ2(K/(~ω)) sin2(qx/2)/[EBeff(q)]2, where the latter
two depend on the excitation momentum q [33]. The
dominating instability rate is evaluated as Γ=max
qres
Γqres ,
with Γqres = AqresE
B
eff(qres)/(4~), and is shown as a func-
tion of the modulation frequency in Fig. 4.
6Measured instability rates
Experimentally, we study the instability rates by track-
ing the occupation of the most unstable mode nqmum(t) as
a function of time, as displayed in the inset of Fig. 4. We
observe a fast initial increase of the population nqmum(t),
which however rapidly slows down for longer times. This
deviation from the simple exponential growth predicted
by Bogoliubov theory is indeed expected due to non-
linear effects inherent to the Gross-Pitaevskii equation
(GPE), which are absent in the linearized Bogoliubov
analysis. In order to provide a quantitive comparison
with theory, we extract the instability rate at short times
by restricting the data to the first few modulation peri-
ods (inset Fig. 4, [33]). We find that the experimental
rates displayed in Fig. 4 are about one order of magni-
tude lower than the BdG predictions and about two or-
ders of magnitude larger than the FFGR predictions [43],
which are expected to describe heating at longer times
in terms of incoherent processes [40]. For the timescales
probed in the experiment the depletion of the condensate
is . 10% and we expect atom loss or interactions with
thermal atoms to have only negligible influence on the
measured rates. Importantly, the discrepancy between
the measured rates and the FFGR predictions shows that
we are indeed probing the system on sufficiently short
timescales, where instabilities are mostly driven by co-
herent processes, hence enabling us to directly reveal the
origin of heating.
Influence of mode coupling: Beyond Bogoliubov
In order to provide more insight on the difference be-
tween the experimental instability rates and those pre-
dicted by the BdG equations, we performed numerical
simulations on a hybrid (translationally-invariant) 2D
system [63], composed of one lattice and one continuum
direction, based on three different approximation meth-
ods [33]: (i) The linearized BdG equations, which capture
the parametric instability at short times, i.e., before sat-
uration effects, such as particle-number conservation and
non-linear effects associated with the GPE, become sig-
nificant. (ii) The weak-coupling conserving approxima-
tion (WCCA) [47], where particle-number conservation is
restored, and which couples the condensate mode to the
excitations to leading order in the interaction strength
U . This method keeps track of the number of atoms scat-
tered into finite-momentum modes, as well as the back
action of the Bogoliubov quasiparticles onto the conden-
sate. The WCCA, however, does not capture collisions
between quasiparticles. Hence, it does not offer any in-
sight on the thermalization dynamics at longer times,
during which the system heats up steadily to an infinite-
temperature state. The BdG and WCCA approaches
have already been compared in Ref. [48] and their va-
lidity at short times is further confirmed in this work
by comparing their predictions to a third approach: (iii)
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Figure 5. Numerical simulations of the occupation of the most
unstable mode nqmum for a homogeneous 2D system (1D lat-
tice and one continuous direction) for g = 9.52 J , ~ω=9.25 J
and α1 = 1.44 (see [33] for details). The solid line displays the
rate obtained from the analytic formulas [Eq. (S.16) in [33]],
which is in agreement with the BdG simulations (dark blue)
for t & 5T . The WCCA (blue) and TWA (light blue) partially
capture additional non-linear effects and thermalization dy-
namics, which result in a time-dependent instability rate [33].
Blue shaded area: experimentally accessible time window.
the Truncated Wigner approximation (TWA), which pro-
duces thermalizing dynamics and, even though quantum
effects are only partially captured in this semi-classical
approximation, it has recently been demonstrated that
classical Floquet systems thermalize in a very similar way
to quantum models [64–66].
Figure 5 shows the time evolution of the occupation of
the most unstable mode. In both, the WCCA and TWA
simulations, the obtained curves directly reflect the con-
densate depletion dynamics. At short times, we find a
reasonable agreement between the three theoretical ap-
proaches, which further improves as one decreases the
on-site interaction strength U , while keeping g fixed. At
later times, the three approximations exhibit different be-
haviors. Due to the lack of particle conservation, the BdG
curves grow exponentially in an unphysical and indefi-
nite manner. In contrast, the WCCA and TWA curves
show clear manifestations of saturation effects, indicat-
ing that the instability rate is a truly time-dependent
physical quantity. After an intermediate transient all
momentum modes are equally populated, which is ex-
pected for an infinite-temperature state that is reached
at long times [33]. These results offer a qualitative ex-
planation for the smaller instability rates observed in
the experiment, as compared to the rates predicted by
the BdG theory, and further highlight the power of the
momentum-resolved measurements in revealing paramet-
ric instabilities (Fig. 2).
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gmax = 10.2 J) for two different driving parameters α1 = 1.4
(blue) and α2 = 1.8 (red). The system parameters are the
same as for the simulations in Fig. 3, i.e., Lx = 201 d and
N0 = 1000. The instability rate was extracted from an ex-
ponential fit to the numerical data from the last five out
of twenty-four driving cycles of evolution. The dashed lines
show the BdG predictions according to Eq. (S.14) in [33] for
g = 4.29 J .
DISCUSSION ON STABILITY
Parametric instabilities critically influence the stability
of interacting bosonic Floquet systems. We have revealed
two detrimental effects that are induced by the presence
of transverse modes and a harmonic trap along the lattice
direction. While stable parameter regimes are expected
to be recovered if the number of transverse modes is sup-
pressed by a tight transverse confinement, the stability
in the presence of a harmonic trap along the lattice is a
more subtle issue, as we now explain.
In Fig. 6 we show numerically evaluated instability
rates of 1D lattice models using BdG simulations. Ideally,
a homogeneous 1D system becomes stable for ω > ωsat.
It is known that the stability criterion is shifted to slightly
larger values due to the finite width of the parametric
resonance [48], as can be seen in our simulations (dashed
vertical lines in Fig. 6). In the presence of a harmonic
trap, we expect a trivial shift to even larger values, which
is determined by the peak interaction parameter gmax of
the trapped gas (Fig. 6). Here ωsat is approximately given
by the Bogoliubov bandwidth evaluated for gmax (Fig. 2
and discussion in [33]). For larger modulation frequen-
cies ω, the trapped system displays a distinctly different
behavior compared to the homogeneous system. Due to
the unbounded nature of the spectrum, there is no true
stable parameter regime and the system can always ab-
sorb energy via resonant processes. Nonetheless, we find
a strong decrease of the instability rates with increas-
ing frequencies, which we attribute to a reduced over-
lap between the ground and excited state wavefunctions,
i.e., localized states at high energies that are known to ex-
ist in harmonically trapped lattice systems. As a result,
one can recover an approximate stable regime, where the
rates are small compared to the duration of the exper-
iment. An alternative way to mitigate this problem in
experiments could be provided by the use of uniform box
traps [67, 68].
CONCLUSION
We have provided strong evidence that parametric in-
stabilities are responsible for the early-stage depletion of
BECs in shaken optical lattices as predicted by Bogoli-
ubov theory. We unveiled the destructive role played by
the transverse degrees of freedom and the harmonic con-
finement along the lattice, which are commonly present
in weakly-interacting optical lattice systems. The insta-
bility rates observed in the experiment are shown to be
overestimated by Bogoliubov theory, which is attributed
to a rapid saturation of the collective modes’ growth.
The latter effect is captured by more involved theories,
which take the coupling between Bogoliubov modes and
the condensate into account. Our results have strong
consequences for future experiments based on Floquet
engineering [5], as they indicate the necessity to engineer
full-lattice systems where stable regimes can be found
[46, 48]. Parametric resonances, as revealed in this work,
are expected to be present, whenever the BdG equations
of motion include time-periodic features, and hence may
turn out to play an important role in a wide family of
Floquet-engineered systems, such as periodically-driven
superfluids [5] and superconductors [14], photonic de-
vices [69, 70], but also in a cosmological context [71].
We note that complementary signatures of paramet-
ric instabilities have been recently investigated with
bosonic atoms in periodically-driven 2D optical lattices
at JQI [72].
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SUPPLEMENTAL MATERIAL
S1. DATA ANALYSIS
A. Determination of the most unstable mode qxmum
and the instability rates Γ
We image the momentum distribution of the cloud af-
ter a short time-of-flight (TOF) of 6 ms using high in-
tensity absorption imaging along the z direction, which
integrates the distribution along the imaging axis. Then,
we select a region-of-interest (ROI) that is large com-
pared to the first Brillouin zone (BZ) and integrate the
images along the y direction. Each integrated profile is
convoluted with a Gaussian of width 0.04pi/d to reduce
detection noise. Fluctuations in the imaging beam can
lead to an inhomogeneous background which is to first
order described by a linear offset in the profiles. We take
the 100 outermost pixels on each side of the convoluted
profiles and average the x and pixel values to define a
linear offset function for each profile which is then sub-
tracted from the profile. Since the position of the atom
cloud slightly fluctuates from shot to shot we determine
the center of each profile by a Gaussian fit and shift the
profile to be centered around qx = 0.
We take ∼ 10 independent measurements for each set
of parameters and extract the 1D profiles as described
above. For each modulation amplitude and frequency we
average the 10 profiles at t = 0. Then we take each profile
at t > 0, scale the mean initial profile to the same height
and subtract it to obtain the momentum distribution of
the satellite peaks nxexc (Fig. 1c in the main text). In the
low depletion limit, where only a small fraction of the
total atom number is excited, this scaling only introduces
a small error.
To better estimate the error of the position of the
most unstable mode qxmum, we use a bootstrapping
method [S1]: From the 10 subtracted profiles for each pa-
rameter set at t > 0 we randomly choose 10 with replace-
ment, average them and determine the positions of the
maxima of the left and right peak in the resulting mean
profile. We repeat this process 100 times and then cal-
culate the mean maximum positions and their standard
deviation for the left and right peak separately, which we
attribute to the most unstable mode ±qxmum. The posi-
tion of the most unstable mode vs. modulation duration
is shown as an example in Fig. S1.
For short times t . 10T we observe a constant posi-
tion of the most unstable mode, however, at later times,
additional momentum components start to be populated
and the mode with the largest occupation tends to move
towards the center of the BZ. This is due to the onset of
thermalization via non-linear effects and mode coupling
as discussed in the main text.
We define a maximal error of 0.12pi/d for qxmum and
discard data sets, where the error is larger than that.
This is usually caused by a low signal-to-noise at short
times, where the population in the excited mode is still
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Figure S1. Position of most unstable mode qxmum as a func-
tion of modulation duration t for the negative (dark blue)
and positive (light blue) momentum side for α = 1.78 and
ω/(2pi) = 720Hz. The shaded region indicates the short time
regime for this parameter set as described in the main text
that is used in the determination of the properties of the most
unstable mode, while the dashed black lines mark the BZ
edges.
too small. The short-time regime, where qxmum is con-
stant, is then identified by defining a maximal deviation
in the position of consecutive peaks. It is given by the
mean deviation between consecutive peaks but restricted
to values below 0.05pi/d. If the deviation increases we
conclude that non-linear processes become relevant which
marks the end of the short-time regime. All remain-
ing data points for positive and negative quasimomenta
are averaged to evaluate the final qxmum. The results are
shown in Fig. 2b in the main text.
In the experiment, the momentum of the most unsta-
ble mode qxmum does not fully reach the saturation value
pi/d. This is explained by a finite TOF, due to which
the effects of the insitu size of the cloud on the mea-
sured momentum distribution are still significant [S2].
For momenta located at the edge of the BZ, this leads to
a significant shift towards the center of the BZ, as seen
in Fig. 2b in the main text. We estimate that for the
largest momenta a reduction of ≈ 0.1pi/d is expected.
This estimate is based on a simulated qx profile after
TOF expansion, where we model the insitu distribution
with a Gaussian of width σ0 = 0.1pi/d and the excita-
tions with a Gaussian of width σ = 0.17pi/d centered at
qx = ±pi/d and convolve the two. Assuming that the BZ
edge imposes a sharp cut on the momentum distribution
effectively shifts the center of the distribution towards
the BZ center for both the positive and the negative mo-
mentum side, while the convolution mainly smoothens
the edges of the distribution without having a big influ-
ence on the peaks’ mean momenta. For momenta that
are small compared to the saturation value, the finite
TOF has only a minor influence.
In order to extract the instability rates Γ displayed in
the inset of Fig. 4 in the main text, we use an exponential
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Figure S2. Mean integrated momentum distribution of the
atoms perpendicular to the lattice for one driving frequency
(500Hz, red) within regime (I) and one driving frequency
(900Hz, blue) within regime (II). The dashed black line in-
dicates the evaluation height [see Fig. 2b in the main text].
fit to the observed density at qxmum for the short time
regime idenitfied above.
B. Width of the condensate δqy
To evaluate the width of the excitation peaks in the
y direction, we choose two ROIs that exclude the main
condensate, i.e., one ROI for each sign of the respec-
tive momentum component of the instability peak. Both
ROIs are integrated along the x direction. Again, the re-
sulting profiles are convoluted with a Gaussian of width
0.04pi/d, shifted so that their mean positions overlap at
qy = 0, and then averaged over ∼ 10 independent ex-
perimental realizations, see Fig. S2. The full width at
80% maximum is evaluated, averaged over all time steps
within the short time regime as determined by the evalu-
ation of qx and finally the satellite peaks at positive and
negative momenta are averaged. The result is shown in
Fig. 2b in the main text. We evaluate the width at 80%
maximum because this is a good trade-off between the
large noise at the top produced by a very small slope
and high noise at the bottom due to an inhomogeneous
background. Also, the relative change in width is bigger
at the top of the peak, moving the optimum evaluation
height above 50%.
C. Interaction energy
In the experiment we work with a one-dimensional
(1D) lattice with harmonic trap confinement along the
lattice and in the transverse directions. This results in a
3D inhomogeneous density distribution ρ (r) of the atoms
in the lattice and induces a position dependence on the
interaction parameter, which is defined as
g (r) = U0ρ (r) ,
with U0 = 4pi~2as/m. The density distribution (at t = 0)
ρ (r) of the atoms is well described by a Thomas-Fermi
ansatz:
ρ (r) =

ρmax
[
1−
(
r2
R2r
+ z
2
R2z
)]
for r
2
R2r
+ z
2
R2z
< 1
0 else
Here, the site index l is replaced by the continous position
x = dl along the lattice direction such that
∑
l
1
d →
∫
dx.
The peak density is given by
ρmax =
[
15
8pi
N
(
mω¯3
2U0
)3/2
ζ
]2/5
.
Here, ω¯ = 3
√
ω2rωz is the geometric mean of the mea-
sured trapping frequencies with the lattice (see main
text) and ζ = d
∫
dx ‖w0 (x)‖4=2.08 with the wannier
function of the lowest band w0(x). Note that this is
the effective density that includes the factor ζ that ac-
counts for onsite compression of the atoms, which means
the integrated density is
∫
drρ (r) = Nζ. The Thomas-
Fermi radii in the presence of the lattice at as=20a0 are
Rr = 19.8(3)µm and Rz = 4.0(5)µm.
To determine the atom number, we measure the trap-
ping frequencies in the absence of the lattice (ω˜r/(2pi) =
23.2(3)Hz, ω˜z/(2pi) = 189(3)Hz) and the Thomas-Fermi
radii as a function of the scattering length as and fit
the number of atoms N = 3.7(4) · 105 according to the
Thomas-Fermi prediction. The error represents atom
number fluctuations. Note, that for the atom number cal-
ibration, the harmonic confinement is reduced compared
to the measurements with the lattice that are presented
in the main text.
D. Floquet Fermi’s Golden Rule
The FFGR rates displayed in Fig. 4 of the main text
are computed according to the intra-band heating rates
derived in [S3]. The exponential decay of the BEC atoms
caused by the modulated lattice can be described as
N˙(t) = −ΓFFGRN(t),
where ΓFFGR = κN
2/5. The loss rate κ is independent
of the atom number and given by
κ(α, ω) =
128
105
ζ−3/5
(
15pias
8d
)7/5( ~ω¯
ER
)6/5
ER
~
∑
l
γl
12
with
γl = 6ulg(sl)
(
ζJJl(α)
l~ω
)2
g(sl) =
(
1
2
− 1
pi
arcsin(1− 2sl)
)
− 2sl + 6
3pi
√
sl(1− sl)
sl =
l~ω
8JJ0(α)
ul =
{
0.75 for l even
0.15 for l odd
}
and Jν being the ν-th Bessel function of the first kind.
For the parameters used here, the rates are dominated
by processes up to second order. For the data shown in
Fig. 3 in the main text we consider contributions up to
l = 2.
S2. THEORETICAL METHODS AND
ANALYTICAL TREATMENT OF INSTABILITIES
IN THE PERIODICALLY-DRIVEN
BOSE-HUBBARD MODEL
In this section, we give details about the theoretical
methods used to calculate the dynamics and stability
properties of the periodically-driven weakly-interacting
Bose-Hubbard model (BHM) studied in the main text
for a 2D system that consists of one lattice (x-axis) and
one continuous direction (y-axis). The latter is defined
by the Hamiltonian
Hˆ(t) =− J
∑
〈ij〉,r⊥
(aˆ†i,r⊥ aˆj,r⊥ + h.c.) + Hˆ⊥
+K cos(ωt+ ϕ)
∑
j,r⊥
jnˆj,r⊥
+
U
2
∑
j,r⊥
nˆj,r⊥(nˆj,r⊥ − 1). (S.1)
where aˆi,r⊥ annihilates a particle at lattice site i and
transverse position r⊥. For the implementation of nu-
merical calculations, we discretize the transverse direc-
tion according to r⊥ = l⊥d⊥eˆ⊥, where l⊥ labels the
fictitious lattice sites along the transverse direction and
where d⊥ is set constant [see Sec. S2 F for details]; J > 0
denotes the tunneling amplitude of nearest-neighbor hop-
ping along the x direction, Hˆ⊥ =
∑
j,q⊥
(q⊥)
2
2m nˆj,q⊥ de-
scribes a free-particle kinetic part along transverse di-
rections, and U > 0 is the repulsive on-site interaction
strength. For simplicity we set ~ = 1, the lattice con-
stant d = 1 and d⊥ = 1 for the whole section. The
time-periodic modulation has amplitude K, phase ϕ, and
frequency ω = 2pi/T with T the driving period.
Transforming the system to the rotating frame [S4],
we eliminate the external shaking at the expense of in-
troducing a periodically-modulated hopping term
Hˆrot(t) =− J
∑
〈ij〉,r⊥
(e−iα sin(ωt+ϕ)aˆ†i,r⊥ aˆj,r⊥ + h.c.)
+ Hˆ⊥ +
U
2
∑
j,r⊥
nˆj,r⊥(nˆj,r⊥ − 1), (S.2)
with the dimensionless coupling strength α = K/ω.
Going to momentum space, we find a time-dependent dis-
persion relation εq(t) = −2J cos (qx − α sin(ωt+ ϕ)) +
(qy)
2
/(2m), oscillating at the driving frequency ω.
Simulating the out-of-equilibrium dynamics of the
driven BHM is a challenging problem, for a multitude
of reasons. The model being interacting, one cannot
obtain a closed-form expression for its eigenstates and
eigenenergies even in equilibrium, without using further
approximations which come with their own applicability
regimes. It is unfeasible to solve the time-dependent
Schro¨dinger equation exactly, and one has to resort to
numerical techniques. However, numerically simulating
the dynamics of bosonic models is also difficult, due to
the infinite dimensionality of the on-site Hilbert space.
Additionally, many-body phenomena often require a
large number of particles present in the system. State-
of-the-art methods based on matrix product states, such
as DMRG, are bound to area-law entanglement states,
and are thus inapplicable to regimes, in which the 2D
system heats up as a result of an external drive. While
these issues represent only the tip of the iceberg, they
already hint towards the necessity to develop various
approximative methods to study the quantum evolution
of interacting bosons.
The extraction of instability rates and unstable modes,
presented in this paper, is based on the Bogoliubov ap-
proach, and we first derive it in this context [Secs. S2 A
and S2 B]. We show how this leads to analytical pre-
dictions for the stability properties of the driven BHM
[Sec. S2 C]. We then present two other alternative the-
oretical methods to tackle the driven BHM, namely
the Weak Coupling Conserving Approximation (WCCA)
[Sec. S2 D] and the Truncated Wigner Approximation
(TWA) [Sec. S2 E] that are also discussed in the main
text.
A. Time-Dependent Bogoliubov-de Gennes
Equations
In the weakly-interacting regime, we base our analy-
sis on Bogoliubov theory. Weakly-interacting bosons at
ultracold temperatures form a Bose-Einstein condensate
(BEC) which is macroscopically occupied, whereas the
population of all other modes remains small compared
to that of the condensate. This scale separation moti-
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vates the Bogoliubov approximation:
aˆqBEC = bˆqBEC +
√
NBEC(t), aˆq6=qBEC = bˆq 6=qBEC ,
(S.3)
where NBEC(t) denotes the BEC population, qBEC the
mode in which condensation occurs, and bˆ†q creates a par-
ticle of momentum q on top of the BEC background.
Plugging this ansatz into the Hamiltonian (S.1), and
keeping terms to quadratic order in the operators bˆq, we
arrive at the time-dependent Bogoliubov Hamiltonian
HB(t) =
∑
q
(εq(t)−εqBEC (t)+g)bˆ†qbˆq+
g
2
∑
q
bˆ†qbˆ
†
−q+h.c.
(S.4)
Here g = Un and n = NBEC(t = 0)/V with V =
NxsitesN
⊥
sites, where N
x
sites and N
⊥
sites are the number of
sites along the respective axis of the finite 2D system [see
also Sec. S2 F]. Notice that the term εqBEC (t) arises from
the chemical potential which is here time-dependent,
µ(t) = εqBEC (t) + g, and which is fixed by the condition
that the linear term (in bˆq, bˆ
†
q) should vanish, to ensure
the solution perturbs about a stable equilibrium point.
The same result can be obtained from a linearization of
the time-dependent Gross-Pitaevskii equation around the
BEC wavefunction [S4, S5].
In the Bogoliubov approximation, the dynamics of the
system is governed by the time-dependent Bogoliubov
mode functions uq(t) and vq(t), defined through
bˆq(t) = uq(t)γˆq + v
∗
−q(t)γˆ
†
−q, |uq(t)|2 − |vq(t)|2 = 1.
Using Heisenberg’s equations of motion (EOM) i
˙ˆ
bq(t) =
[bˆq(t), HB(t)], we arrive at the Bogoliubov-de Gennes
(BdG) equations:
i∂t
(
uq
vq
)
=
(
εq(t)− εqBEC (t) + g g
−g −ε−q(t) + εqBEC (t)− g
)(
uq
vq
)
. (S.5)
The Bogoliubov equations (S.5) describe the quasi-
particle dynamics, and include the effects related to the
micromotion, which were shown to play a crucial role in
the stability of the system [S4].
B. Instability rate and most unstable mode
Due to the time-periodicity of Eq. (S.5), we base our
stability analysis on Floquet theory, and focus thus on
the stroboscopic propagator matrix Φ(T ), which is ob-
tained by time-evolving Eq. (S.5) over a single period T .
The appearance of eigenvalues of Φ(T ), q, with positive
imaginary parts indicates a dynamical instability, i.e. an
exponential growth of the corresponding mode(s), char-
acterized by the rate sq = Im q. We then define the
instability rate as the maximum growth rate:
Γ ≡ max
q
sq. (S.6)
It is independent of the reference frame (or gauge) and
governs the stroboscopic dynamics of the mode functions
uq and vq in the system (note that the number of exited
atoms n ∼∑q |vq|2) has an instability rate 2Γ). We also
introduce the most unstable mode
qmum ≡ argmax
q
sq, (S.7)
which is shown to provide clear experimental signatures
of parametric instabilities (see main text).
C. Analytical treatment of parametric instabilities
within the Bogoliubov approximation
We now recall the analytical method developed in
Ref. [S5] to extract the instability properties of the sys-
tem. The Bogoliubov equations of motion, Eq. (S.5),
can be mapped to a parametric oscillator model [S6, S8],
a seminal model of periodically-driven harmonic oscil-
lator known to display parametric instabilities as soon
as the drive frequency approaches twice the natural fre-
quency. To see that, one should perform a series of suit-
able changes of basis and reference frames [S4] to recast
the Bogoliubov equations into the form:
i∂t
(
u˜′q
v˜′q
)
=
[
EBeff(q)1ˆ+
AqE
B
eff(q)
2
(
0 cos(2ωt)e−2iE
B
eff (q)t
− cos(2ωt)e2iEBeff (q)t 0
)](
u˜′q
v˜′q
)
, (S.8)
where
EBeff(q) =
√(
4|Jeff | sin2 qx/2 + (q⊥)2 /2m
)(
4|Jeff | sin2 qx/2 + (q⊥)2 /2m+ 2g
)
, (S.9)
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denotes the effective (time-averaged) Bogoliubov disper-
sion, and where we introduced the amplitude
Aq = 16JJ2(K/ω) sin2(qx/2) g
[EBeff(q)]
2
. (S.10)
For the sake of simplicity, we have here restricted our-
selves to the dominant harmonic of the drive, and
dropped all terms in Eq. (S.8) that are irrelevant re-
garding the occurrence of instabilities – a simplification
that was rigorously established in Ref. [S4]. As can be
seen from a Rotating Wave Approximation treatment of
Eq. (S.8), each momentum mode q will display a dynami-
cal instability (characterized by an exponential growth of
its population) whenever the drive frequency ω matches
its effective Bogoliubov energy EBeff(q), i.e. ω≈EBeff(q).
The parametric instability of a given mode is maximal at
resonance (ω=EBeff(q)), but still arises in a finite window
around the resonance point. The associated instability
rate is thus maximal at resonance, given by
Γq = AqE
B
eff(qres)/4
= 4JgJ2(K/ω) sin2(qxres/2)/EBeff(qres). (S.11)
Close to resonance, it can be computed perturbatively
using the detuning as the small parameter of the expan-
sion: it is found to decrease with the distance from res-
onance, until vanishing at the edges of the instability
domain [S6, S4].
From the knowledge of those individual rates, it is
straightforward to infer the total instability rate Γ and
the most unstable mode [see Eqs. (S.6) and (S.7)]. Here,
those quantities are governed by resonant modes [i.e. ful-
filling ω = EBeff(q)], but a subtlety arises from the fact
that there are generically multiple modes fulfilling this
condition (corresponding to different qx and q⊥), which
do not have the same instability rate [see Eq. (S.11)].
To obtain the long-time instability rate Γ and the corre-
sponding most unstable mode, one thus has to maximize
Eq. (S.11) over all modes fulfilling the resonance condi-
tion ω=EBeff(q). Two regimes are obtained:
(I) If ω <
√
4|Jeff |(4|Jeff |+ 2g), the most unstable
mode corresponds to
qxmum = 2 arcsin
√√
g2 + ω2 − g
4|Jeff | ; q
⊥
mum = 0. (S.12)
In this case, the total instability rate is given by
Γ = (
√
g2 + ω2 − g)
∣∣∣∣J2(K/ω)J0(K/ω)
∣∣∣∣ gω . (S.13)
(II) If ω>
√
4|Jeff |(4|Jeff |+ 2g), which is often the case
in the presence of transverse degrees of freedom
(e.g. tubes or pancakes), the most unstable mode
corresponds to
qxmum = pi; (q
⊥
mum)
2/2m =
√
g2 + ω2 − g − 4|Jeff |;
(S.14)
The total instability rate is given by the simple an-
alytical formula
Γ = 4J |J2(K/ω)| g
ω
. (S.15)
D. Weak Coupling Conserving Approximation
The Bogoliubov approximation holds under the con-
dition that the condensate occupation remains large
throughout the duration of interest. A prerequisite for
this is the presence of weak enough interaction strength
U/J . 1, which renders the occurrence of quasiparticle
collisions rare. Indeed, the Bogoliubov approximation
holds when the latter do not play an important role, and
thus can be neglected. This is the case, for instance, for
weakly interacting bosons in equilibrium.
Away from equilibrium, however, excitations may form
due to the drive, leading to fast depletion of the macro-
scopically occupied condensate, even though the inter-
actions may still be small, compared to the bare hop-
ping, at all times. The condensate depletion is enhanced
when resonant transitions between the condensate mode
and higher-energy states occur which, on the other hand,
are stimulated by a periodic drive, as in the case of our
study. Conceptually, one of the major drawbacks of the
time-dependent Bogoliubov approximation is the lack of
particle number conservation [S7]. This means that, even
though it may capture the onset of condensate depletion,
the approximation is doomed to fail in correctly predict-
ing the dynamics of the quasiparticle distribution during
the later stages of the evolution. One reason for this
lies in the fact that the BdG EOM assume a constant in
time, and thus endless, reservoir of particles provided by
the macroscopically occupied condensate mode. One of
the major results of our study is the identification and
quantification of the time scales for the applicability of
the time-dependent Bogoliubov approximation through
a comparison with experiment.
An elegant way to restore particle number conserva-
tion is provided by the WCCA. It represents a minimal
extension of the linearized Bogoliubov equations which
conserves the corresponding global U(1) symmetry at all
times. The WCCA EOM is a set of coupled differen-
tial equations for the time-dependence of the condensate
wavefunction φ(t) and the quasiparticle correlators F11
and F12, defined as
φ(t) = 〈aˆqBEC 〉, (S.16)
F11(t;q) =
1
2
〈{aˆq(t), aˆ†q(t)}〉c =
1
2
〈{bˆq(t), bˆ†q(t)}〉,
F12(t;q) = 〈{aˆq(t), aˆ−q(t)}〉c = 〈{bˆq(t), bˆ−q(t)}〉,
where, as before, aˆq describes the original bosonic de-
grees of freedom, while bˆq denotes the quasiparticle ex-
citations [see Eq. (S.3)]. The subscript c denotes the
connected correlation function 〈AB〉c = 〈AB〉 − 〈A〉〈B〉
in the Bogoliubov ground state.
15
The WCCA equations can be derived by Legendre-
transforming the action of the BHM on the Keldysh con-
tour with respect to both the order parameter (conden-
sate field) φ, and the quasiparticle propagators F11 and
F12. The resulting effective action, which contains all
two-particle irreducible diagrams, is then expanded to
leading order in the interaction strength U . Minimiz-
ing this effective action w.r.t. the condensate field and
the propagators, one arrives at the following system of
coupled integro-differential equations [S8]:
i∂tφ(t)=[εqBEC (t)− µ(t)]φ(t) +
U
V
[
[φ(t)]
∗
[φ(t)]
2
+ 2φ(t)
∑
q′
F11(t;q
′) + [φ(t)]∗
∑
q′
F12(t;q
′)
]
, (S.17)
∂tF11(t;q)=2Im
UV
[φ(t)]2 +∑
q′
F12(t;q
′)
 [F12(t;q)]∗
 ,
i∂tF12(t;q)= {[εq(t)+ε−q(t)−2µ(t)]F12(t;q)
+ 2
U
V
2
|φ(t)|2+∑
q′
F11(t;q
′)
F12(t;q)+
[φ(t)]2+∑
q′
F12(t;q
′)
F11(t;q)
 ,
where we denoted by ∗ the complex conjugation. The
initial condition is given by the Bogoliubov ground state,
together with |φ(t = 0)|2 = NBEC(0). Notice that the
presence of the chemical potential in the WCCA EOM is
irrelevant to any observables, due to the U(1)-symmetry
being conserved at all times, in contrast to the BdG EOM
for which µ(t) is crucial to recover the correct spectrum
of excitations. Hence, for the sake of a proper compari-
son between the different theoretical approximations, and
without loss of generality, we may set µ(t) = εqBEC (t)+g,
which also fixes the reference frame.
One can convince oneself that, if one neglects all terms
involving q′-summations in Eqs. (S.17), the equation
for the condensate wavefunction φ(t) decouples from
the other two. Moreover, one may further recognize it
as the Gross-Pitaevskii equation in the presence of the
periodic drive. Using the definition (S.16), it follows
that F11(t;q) = 1/2(|uq(t)|2 + |vq(t)|2) and F12(t;q) =
uq(t)vq(t), and hence the remaining equations for F11
and F12 are equivalent to the BdG EOM from Eq. (S.5).
Going back to the complete equations, we see that the q′-
summations represent the essential coupling between the
condensate and the quasiparticle excitations, necessary
to restore particle number conservation to leading order
in U . The conserved quantity itself is the total number
of condensed and excited atoms
N = |φ(t)|2 +
∑
q
nq(t)
= |φ(t)|2 +
∑
q
(
F11(t;q)− 1
2
)
= const. (S.18)
Despite the advantages of the WCCA EOM over the
BdG equations mentioned above, let us make some im-
portant remarks about the applicability and usefulness
of the WCCA. First, the WCCA EOM are not amenable
to simple analytical treatment, due to their non-locality
in momentum space. Second, unless condensate deple-
tion is suppressed, e.g. by the existence of a pre-thermal
phase [S8], the WCCA is also expected to be valid only
in the short-time limit, since it misses the collisions be-
tween quasiparticles which appear first at order O(U2).
Thus, within the WCCA, a periodically driven system
cannot thermalize which points out that the WCCA does
not capture the later stages of the heating process. Go-
ing to order U2 has been done recently in the large-N
limit of the periodically-driven O(N) model [S9, S10],
and the existence of long-lived pre-thermal plateaus has
been shown in the limit where the drive frequency is the
largest energy scale in the problem.
E. Truncated Wigner Approximation
Since the exact quantum equations of motion for the
BHM are often too hard to analyse, it may be advanta-
geous to perform a semi-classical analysis. This proves
particularly useful when the initial condition is deep into
the superfluid phase, as the latter is well captured by the
GPE, a classical nonlinear wave equation. Recently, it
has been demonstrated that thermalization in classical
Floquet systems behaves very similarly to their quantum
counterparts [S11, S12, S13].
An elegant and systematic way of deriving the leading-
order quantum corrections in the semiclassical limit, is to
apply the TWA. The advantage of this method is that it
is both particle-number conserving [since the GPE con-
serves U(1) symmetry] and, at the same time, it is ca-
pable of capturing the thermalising dynamics induced
by the periodic modulation at low driving frequencies
[since the time-dependent GPE features chaotic dynam-
ics]. Since there is extensive literature on the TWA al-
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ready, below we only very briefly summarize the main
ideas useful to our analysis, and refer the interested
reader to Refs. [S14, S15] for a comprehensive review.
From translational invariance, it follows that the
lowest-energy state of the BHM must necessarily be uni-
form in real space and, therefore, in momentum space the
entire weight is carried by the qBEC = 0 mode. Thus,
in the classical limit, the uniform condensate field obeys
the following time-dependent GPE:
i∂tφ(t) = (εq(t)− µ(t))φ(t) + U
V
|φ(t)|2φ(t). (S.19)
Similar to the WCCA EOM, the presence of the chemical
potential in the GPE is irrelevant to any observables, due
to the U(1)-symmetry of the GPE. For instance |φ(t)|2 =
NBEC ≈ N at all times.
In quantum mechanics, however, a small but finite frac-
tion of atoms always occupies the excited modes of the
system, even for weak interactions, known as quantum
depletion. Let us again denote the Bogoliubov mode
functions by uq(t) and vq(t), and recall that the com-
plete atomic field expansion reads
aˆj =
1√
V
∑
q
aˆqe
−iq·rj =
√
nbˆq=0 +
1√
V
∑
q 6=0
bˆqe
−iq·rj
=
√
nbˆq=0 +
1√
V
∑
q6=0
uqγˆqe
−iq·rj + v∗−qγˆ
†
−qe
+iq·rj .
In the TWA [S14], the occupation of momentum mode
q is described by a set of independent identically dis-
tributed complex-valued Gaussian random variables γq,
analogous to the quantum mechanical operators γˆq, such
that the semiclassical condensate field is decomposed as
aj =
√
n+
1√
V
∑
q6=0
uqγqe
−iq·rj + v∗−qγ
∗
−qe
+iq·rj .
(S.20)
Since any Gaussian distribution is uniquely determined
by its only two non-vanishing moments, we can choose
the mean and variance of γq to correctly recover the true
quantum mechanical fluctuations within the quadratic
Bogoliubov theory [S14].
We can now use the TWA ansatz (S.20) as an initial
condition for the GPE. Notice that this ansatz wavefunc-
tion is no longer uniform in space, due to the random
contribution from the excited modes, and thus the time
evolution needs to be computed in real space. Thus,
within the TWA, the uniform condensate wavefunction
is seeded with the correct quantum fluctuations, which
ensures that the dynamics is captured correctly at the
semiclassical level.
To compute expectation values of observables, we pro-
duce an ensemble of initial states aj , time-evolve each
state separately up to the time of interest, compute the
observable for each realisation aj(t) separately, and per-
form an ensemble average in the very end. For example,
the momentum distribution of the excitations within the
TWA is given by
nq6=0(t) =
∣∣∣∣∣∣ 1√V
∑
j
aj(t)eiq·rj
∣∣∣∣∣∣
2
, (S.21)
where (·) stands for averaging over the random variable
γq.
While the TWA captures the effects of quasiparticle
collisions to some extent, it should be noted that this
formulation of quantum dynamics is not exact. One of
the reasons for this is that we used Gaussian distributed
random variables, whereas in general the true quantum
distribution from the BHM has nonzero higher-order mo-
ments beyond the Bogoliubov approximation. While it is
in principle possible to derive the next-to-leading-order
correction within the TWA, due to its complexity, it is
often beyond the scope of many theoretical studies.
F. Details of the Numerical Simulations for the
homogeneous 2D system
While it is possible to simulate a 3D homogeneous sys-
tem, the strong harmonic trap along the z-axis present
in the experiment confines the system to a quasi-2D ge-
ometry. We therefore model the experiment by one lat-
tice and one transverse degree of freedom. While the
squeezed continuous z direction is irrelevant for the para-
metric instability effects within BdG theory, effects of the
additional z-confinement are expected to be felt in the
TWA simulations only at later times, beyond the regime
of agreement between BdG and TWA (see Fig. 5 in the
main text).
For the BdG and WCCA simulations, we use a con-
densate density of n = 20 to initialize the system in the
Bogoliubov ground state. To determine the condensate
wavefunction for the TWA, we use imaginary time evo-
lution to find the lowest-energy state of the GPE in the
presence of weak interactions, and consider an ensemble
of 103 TWA realizations, performing an additional aver-
aging over the phase of the drive ϕ to reduce the effects
of the initial kick.
For all simulations, the momentum in the x direc-
tion (lattice) is discretized according to the quantization
condition qx = 2pil/(Nxsitesd) with l ∈ [1, 2, . . . , Nxsites].
To simulate numerically the y (continuous) direction
we apply the following auxiliary discretization: q⊥ =
2pil⊥/(N⊥sitesd⊥) with l⊥ ∈ [1, 2, . . . , N⊥sites], imposing an
upper cutoff on the values of perpendicular momentum
at 2pi/d⊥. We checked that increasing this cutoff does
not change the results, since high-momentum states have
high energy and remain unaffected by the dynamics. Fur-
ther, setting Nxsites = 81 and N
⊥
sites = 80 modes, we find
that the perpendicular momentum grid is dense enough
for the system to be in the thermodynamic limit already
at d⊥ = d. We further make sure the results remain un-
changed with increasing the number of modes. Effects
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due to the weak confining harmonic trap are not consid-
ered in these simulations, and are addressed separately
as discussed in the main text. We use QuSpin [S16, S17]
to simulate the dynamics.
G. Details of the Numerical Simulations for the
inhomogeneous 1D system
The computational complexity of simulations in the
presence of harmonic confinement limits the reachable
system sizes. Unlike homogeneous systems, the inho-
mogeneity induced by the trap leads to a break-down
of momentum conservation and couples all momentum
modes. Hence, to determine the Bogoliubov mode func-
tions, needed for the initial condition in all approxima-
tion methods discussed above, one has to exactly diag-
onalize a matrix of size Nsites × Nsites, with Nsites the
total number of space points. It is the size of this ma-
trix, together with the additional bottlenecks for solv-
ing the corresponding equations of motion, which set the
current limit on the reachable system sizes. For these
reasons, simulating the dynamics of a 3D system in the
thermodynamic limit (Nsites ∼ 106) in the presence of a
trap and subject to periodic modulation, is not feasible
without introducing further approximations. We there-
fore limit the theoretical discussion of effects due to the
harmonic trap to 1D lattices.
To obtain the numerical data in the presence of a har-
monic trap potential, we simulate the BdG equations for
a 1D lattice of Lx/d = 201 sites [S18]. We first performe
imaginary time evolution in the presence of the trap to
determine the exact initial condensate profile (main text
Fig 3 inset). This inhomogeneous profile results in an
inhomogeneous effective interaction strength g(x), which
is used to compute the Bogoliubov modes in the absence
of the periodic drive used as an intial condition [S19].
Finally, the time-periodic BdG dynamics is simulated by
solving the real-space variant of Eq. (S.5) with the addi-
tional replacement g → g(x).
H. Determining Interaction Parameter g in the
Presence of a Weak Harmonic Trap
In the main text, we show that the presence of a weak
harmonic trap is enough to render weakly-interacting
bosonic periodically-driven systems unstable, even in the
absence of transverse degrees of freedom. Fig. S3 (or-
ange dots) shows the energy spectrum of the effective
time-averaged Hamiltonian in the presence of the har-
monic trap, and the corresponding drive-renormalized
Bogoliubov dispersion (blue dots). Notice the presence
of states above the Bogoliubov bandwidth (blue dashed
line), which can get excited resonantly by the drive. In
momentum space, these states occupy modes in the vicin-
ity of qx = pi, and typically have weight over a finite range
of momenta. Therefore, the presence of a weak harmonic
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Figure S3. Energy spectrum of the non-interacting time-
averaged Hamiltonian (orange dots) and corresponding ef-
fective Bogoliubov dispersion (blue dots) in a harmonic trap
with ωx = 0.26 J/~. The dashed lines indicate the respective
bandwidths in the homogenous case. Inset: As the energy
reaches the homogenous bandwidth, the spectrum becomes
quasidegenerate.
confinement causes the system to absorb energy even for
ω > ωsat, where unconfined systems are shown to be sta-
ble [S4].
The expressions for the saturation frequency ωsat
and the effective bandwidth Weff , derived using
translationally-invariant Bogoliubov theory, depend on
the density-renormalized interaction parameter g. In the
presence of a harmonic confinement, the condensate pro-
file obeys Thomas-Fermi theory and is no longer uniform,
which induces position dependence in g → g(x). At the
same time, in the presence of the harmonic trap, there
is no natural energy bandwidth to use. Hence, a natural
question arises as to which value for g to use for the sat-
uration frequency ωsat, observed numerically in Fig. 6 in
the main text. We find that the numerical simulations for
the rates shown in Fig. 6 in the main text agree well with
theory if we use the maximum value gmax = max
x
g(x).
While we could not find a rigorous microscopic deriva-
tion of this observation due to the intractability of the
inhomogeneous BdG equations, we do see a correlation
between the energy at which the states in the Bogoliubov
spectrum rapidly become quasidegenerate (Fig. S3 inset),
and ωsat(gmax) =
√
4Jeff(4Jeff + 2gmax). This also coin-
cides with the energy, starting from which the Bogoli-
ubov states attain a significant occupation of the qx = pi
mode. It is very plausible that the same behavior carries
over to higher dimensions. Therefore, in the presence of
a harmonic trap, the maximum value gmax can be used
to estimate the saturation frequency ωsat.
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S3. CONSTANTS
Variable SI Units Theory Units
d 425 nm 1 d
J 108 Hz×h 1 J
ER 7.1 kHz×h 65.4 J
kL 739 · 104 1m pi 1d
~ 1.05 · 10−34 Js 1 ~
m 6.5 · 10−26 kg 0.07543 ~2Jd2
U0 2.3 · 10−51 Jm3 0.4144 Jd3
ζ 2.08 2.08
N 3.7 · 105 3.7 × 105
ωr 2pi×26 Hz 0.24 J~
ωz 2pi×204 Hz 1.75 J~
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