The presence of sub-classes within a data sample suggests a class decomposition approach to classification, where each subclass is treated as a new class. Class decomposition can be effected using multiple linear classifiers in an attempt to outperform a single global linear classifier; the goal is to gain in model complexity while keeping error variance low. We describe a study aimed at understanding the conditions behind the success or failure of class decomposition when combined with linear classifiers. We identify two relevant data properties as indicators of the suitability of class decomposition: 1) linear separability; and 2) class overlap. We use well-known data complexity measures to evaluate the presence of these properties in a data sample. Our methodology indicates when to avoid performing class decomposition based on such data properties. In addition we conduct a similar analysis at a more granular level for data samples marked as suitable for class decomposition. This extra analysis shows how to improve in efficiency during class decomposition. From an empirical standpoint, we test our technique on several real-world classification problems; results validate our methodology.
Introduction
There is a broad spectrum of successful applications where the learning algorithm employed for a classification task is limited to linear classifiers, e.g. document classification [2, 20] , biomedical work [15] , face recognition [3] , bioinformatics [16] , etc. Linear classifiers have the advantage of keeping the variance component of error low, but may result in high bias (e.g., under nonlinear class distributions). One approach that has been extensively studied in recent years is the use of a combination of linear classifiers to replace a single global linear classifier [11, 19, 7, 8, 4, 21, 6, 5, 18] . Such approach increases model complexity, while keeping variance under control.
One instance of compound linear classifiers is that of class decomposition via clustering; here classes are separated into clusters as a pre-processing step to classification. As an illustration, Figure 1 depicts a two-dimensional input space where examples belong to two classes. The dotted line is the decision boundary built by a single global linear classifier. Now, assume a clustering algorithm separates each class into two clusters, whereby we relabel every example to encode class and cluster label; the resulting dataset has now four different classes. The dashed lines are the decision boundaries correctly separating the new four classes. The added flexibility gained by combining linear models does not come with a drastic increase in variance. Several successful case studies employing class decomposition in conjunction with linear classifiers can be found in the literature [19, 6, 5, 18] . Despite promising results, there is a large number of classification problems where a combination of linear classifiers through class decomposition comes unwarranted. For example, Figure 2 depicts two distributions where a combination of linear classifiers does not bring an advantage over a single linear classifier. Both distributions are twodimensional and have two classes. The data distribution shown in Figure 2 (a) is linearly separable; although one class (class "x") can be divided into two sub-classes, a single linear classifier suffices to separate both classes. Given the potential use of class decomposition in scenarios where linear classifiers have proved effective (e.g., text mining, bioinformatics applications, etc.), but where data abounds, it is important to avoid the extra computational cost incurred by the pre-processing (i.e., clustering) step, especially when the problem is not a good fit for class decomposition. Moreover, among problems that do indeed need the pre-processing step, it would be desirable to automatically select the classes that need such decomposition, instead of blindly applying the step to all classes.
Two important questions are as follows: (1) when is a distribution suitable for class decomposition? (i.e., when does the combination of linear classifiers produced by class decomposition outperform a single global linear classifier?); (2) if a data distribution is suitable for class decomposition, which classes should be decomposed? Our study attempts to answer the questions above by extracting data characteristics from samples by means of data complexity measures; we wish to understand the conditions for success or failure during class decomposition (when used in conjunction with linear classifiers). Specifically, we address the limitations of a combination of linear classifiers obtained by means of class decomposition that reveal two data properties: 1) linear separability between classes; 2) high overlap between classes. This paper is organized as follows. Section 2 describes related work. Section 3 provides preliminary information on classification, decomposition, and complexity measures. Section 4 reports on our experimental analysis. Section 5 explains our methodology to determine the suitability of class decomposition. Finally, Section 6 gives a summary and discusses future work.
Related Work
Several studies have demonstrated that using linear classifiers and class decomposition via clustering together, can improve predictive accuracy when compared to the use of a single global linear classifier. In [18] , an empirical study of class decomposition shows a couple of clear successful cases when using linear classifiers. A similar study reported by [6] elaborates deeper on the effect of the number of clusters employed during class decomposition, but results are not conclusive to determine if increasing the number of clusters is beneficial. More recently, [19, 5] successfully applies class decomposition to deal with the class imbalance problem; however, the analysis lacks insight about data properties that favor the decomposition of a single majority class to eliminate class imbalance. A common conclusion among these studies is that class decomposition hardly improves performance when used in conjunction with complex classifiers (e.g. decision trees, support vector machines with radial basis functions or high order polynomials as kernels, etc.). Class decomposition is useful to enhance low variance classifiers exclusively (e.g., naive Bayes, linear classifiers). Previous work fails to elucidate data properties that favor the utilization of class decomposition with linear classifiers. Moreover, there are no guidelines pointing to the classes that seem more favorable for decomposition; in almost all cases, class decomposition is applied indiscriminately over all classes. In this study we address these challenges by exploiting information that lies in the data itself, using a set of well-known data complexity measures. examples obtained according to a fixed but unknown joint probability distribution in the input-output space × . The outcome of the classifier is a function (or hypothesis) mapping the input space to the output space, :
→ . We consider the case where a classifier defines a discriminant function for each pairwise coupling of classes (x), , = 1, 2, ..., where ∕ = , and chooses the class corresponding to the discriminant function with highest value (ties are broken arbitrarily).
Class Decomposition via Clustering
Class decomposition via clustering is a pre-processing step that has been successfully used to enhance the performance of linear models [18, 6] . It works by partitioning each class into clusters, and by relabelling examples comprised by each cluster with a new class. This decomposition attempts to discover the intrinsic local distribution of subclasses for each class, which can be seen as an indicator of problem complexity. Knowledge about problem complexity can then lead to selecting an appropriate classifier, and has proved to be particularly useful for linear models. In particular, class decomposition allows increasing the capacity of linear classifiers through a piecewise model-building approach. Let's revisit Figure 1 , where we show a two dimensional input space with two classes, and where each class has two subclasses; the subclass distribution follows the XOR concept. Clearly, a simple linear classifier is inappropriate here. In contrast, the combination of linear models, where each model separates a subclass from the rest, allows the construction of a more flexible (compound) decision boundary. Class decomposition enable us to cope with distributions where classes spread over disparate regions of the input space.
The mechanism for class decomposition used in this study comprises the following steps: 1) separate the training data into sets of examples of the same class. That is, is separated into subsets = { }, where each comprises all examples in labelled with class ,
2) for each subset , a clustering algorithm is applied to find clusters of examples grouped together according to some distance metric over the input space. Let be the set of such clusters. We map each into a new set ′ by renaming every class label to indicate not only the class, but also the cluster for each example. One simple way to do this is by making each class label a pair ( , ), where the first element represents the original class, and the second element represents the cluster. In that case, ′ = ( , ′ ), where ′ = ( , ) whenever example is assigned to cluster . Finally each new subset ′ is simply the union of all sets of examples of the same class relabelled according to the cluster to which each example belongs,
Data Complexity Measures
Complexity analysis applied to classification has been extensively studied from a theoretical perspective. Recently, an empirical approach has generated considerable research interest [10, 1, 17, 12, 13] . Much of this research has employed a set of measures to characterize data complexity during classification by means of geometrical and topological properties. The idea is to establish a connection between data characterization and classifier performance. In [10] , three data complexity measures are introduced: (1) class overlap measured according to feature discriminatory power; (2) class separability measured according to the length and linearity of the class boundary, and (3) geometry, topology and density of classes, which assume the problem is composed of several manifolds spanned by each class; the shape, position, and interconnectedness of these manifolds provide hints on how well the classes are separated, and on the density or population of each manifold. The complexity of a task is characterized by these measures. Such characterization provides a quantitative perspective to study the learnability of class boundaries, and is of great relevance for operational guidance during model selection. When datasets are characterized by these measures, similar properties are expected to correlate with problems of similar complexity.
In this paper, we employ data complexity measures to analyze the conditions under which class decomposition via clustering improves predictive performance (using linear classifiers). We briefly describe the set of complexity measures employed for our experiments.
Training error of a linear classifier (L2). Linear class separability can be estimated by computing the training error of a linear classifier. Let ( ) be a linear classifier, we define 2 as:
where {⋅} is an indicator function. A value of zero in L2 indicates the problem is perfectly linearly separable.
Ratio of average intra/inter class nearest neighbor distance (N2). We compare the within-class example separation with the example separation across classes. For each input instance ( , ), we compute the following:
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Downloaded from knowledgecenter.siam.org Leave-one-out error rate of the one-nearest neighbor classifier (N3). We capture the relative closeness of examples from different classes, by computing the leave-one-out error rate of the one-nearest neighbor classifier (the kNN classifier with = 1, or 1NN). Low values point to a large margin.
Empirical Study
We begin our study by first describing an empirical analysis of the use of class decomposition in conjunction with linear classifiers using several real-world datasets. We postpone analysis of the suitability of class decomposition to Section 5. We describe a number of experiments to compare the classification performance of several classifiers, including a single global linear classifier, a classifier with high capacity, and several composite classifiers obtained through different settings during class decomposition. We also compute data complexity measures (i.e., 2, 2 and 3) to correlate data properties with classification performance.
Experimental Setup
In all our experiments, we employ -means as the clustering algorithm for class decomposition. We limit the value of to the set {2, 3, 4, 6, 10}. Implementations of our learning algorithms come from WEKA machine-learning class library [9] using default values. Our data complexity measures come from the data complexity library DCoL 1 [14] . We use the Heterogeneous Value Difference Metric (HVDM) as the distance metric (with options -cM 3 and -nM 2). In order to facilitate the reproducibility of our experiments, we use our own modified version of WEKA 2 .
Experimental Datasets
We use several datasets from the UCI Machine Learning Database Repository (http://www.ics.uci.edu/mlearn/). Table  1 displays the datasets employed in this study. The datasets stand as representative examples of success 1  Vowel  990  13  11  2  Vehicle  846  18  4  3  PenDigit  10992  16  10  4  SatImage  6435  36  6  5  Image  2310  19  7  6 Heart-c 303 13 2 7
Credit-g 1000 20 2
and failure in the use of class decomposition for linear classifiers based on results reported in [18, 6, 19] .
Evaluation of Classification Performance
We report on a series of experiments to identify datasets suitable for class decomposition. We evaluate predictive accuracy for each dataset using the following classifiers: i) a single global linear classifier using Support Vector Machines with a linear kernel (SMO); ii) five composite linear classifiers generated by the use of class decomposition with = 2, 3, 4, 6, 10 (CD2, CD3, CD4, CD6 and CD10 respectively); and iii) a high-capacity classifier using kNN with = 1 (1NN). SVMs are trained using a one-vs-one approach having the same misclassification cost for each class. Multi-class datasets are separated into a set of pairwise coupling classification datasets. On each dataset, we report the average of a 10-fold cross validation. Table 2 displays our results. The first column describes the dataset used for our experiments. The second column reports on the accuracy of the linear classifier (SMO). The third to seventh columns show accuracy for the composite classifiers (CD2, CD3, CD4, CD6 and CD10). The eight column shows the accuracy of the high-capacity classifier (1NN). Numbers enclosed in parentheses represent standard deviations. A significant difference with respect to the linear classifier (SMO) is shown in bold. Our tests of significance assume a -student distribution with a 95% confidence level.
Our results show only two datasets suitable for class decomposition, namely, PenDigit and SatImage; in these cases, class decomposition shows a significant gain in performance with respect to the linear classifier. For the PenDigit dataset, class decomposition using = 2 is sufficient to achieve a significant gain. For the SatImage dataset, a significant improvement is obtained using = 6. No performance improvement is observed in all other datasets. The high-capacity classifier (1NN) significantly outperforms the linear classifier (SMO) on 4 datasets, namely, Vowel, PenDigit, SatImage and Image. We observe that in the two This result may seem counterintuitive, because the greater the , the more similar the behavior of the composite classifier to 1NN. That is, if 1NN is able to outperform the linear classifier, then we would expect that increasing during class decomposition would produce a corresponding increase in performance. Finally, we observe that in two datasets (Heart-c and Credit-g), neither class decomposition nor 1NN outperforms the linear classifier. The loss in classification performance between SMO and 1NN serves as an indicator of data properties that lead to failure in the use of class decomposition.
Evaluation of Data Complexity Measures.
Our experiments aim at identifying the presence of two data properties: linear separability and class overlap. Complexity measures are obtained through two steps: i) transformation of a multi-class classification problem into a set of 2-class classification problems (pairwise coupling). If there are -classes, we build
twoclass datasets. ii) computation of data complexity measures for each two-class problem generated in step (i); we compute 2, 3, and 2 described in Section 3.3, and an estimation of the difference in classification performance between a linear classifier (SMO) and a higher complexity classifier (NN), computed as 2 − 3. Table 3 
On the Suitability of Class Decomposition
We now analyze the suitability of class decomposition under linear classifiers, using the results from our empirical study (see Section 4).
Dataset Properties.
We focus first on dataset properties, and introduce a set of relevant definitions for our analysis. Let be a data sample ( ⊂ × ), let ( ) be the optimal (along parameter ) compound model that arises from using class decomposition in conjunction with linear classifiers in , and let ( ) be a single linear classifier obtained from . We start our analysis through a concrete example. Let us denote the sample shown in Figure 2 (a) as ; it is clearly linearly separable 3 (i.e., 2( ( )) = 0), but it is not class decomposable (i.e., ( ( )) ≥ ( ( ))). In general, we should avoid the use of class decomposition for linearly separable classification problems because there is no guarantee of classification improvement.
We now turn to another concrete example where the data sample is not linearly separable. Let us represent as the sample shown in Figure 1 . Here 2( ) > 0), but the sample is class decomposable (i.e., ( ( )) < ( ( ))). We observe in Figure 1 , that the data is separable, meaning Bayes error is negligible. This fact allows us to gain insight about the conditions for success in the use of class decomposition. Specifically, when Following the analysis above, we now look into class separability without the restriction for linearity. We make use of the Nearest Neighbor(NN) algorithm, particularly, data complexity measure 3. We introduce the following definition:
is said to be separable, if 3( ) = 0.
We can now state that is not linearly separable (i.e., 2( ) > 0) but it is separable (i.e., 3( ) = 0); and as expected is class decomposable (i.e., ( ( )) < ( ( ))).
The example above enables us to move forward to the general case where 2( ) > 0 and 3( ) > 0. We stated that when a sample is not linearly separable, but Bayes error is negligible, an opportunity exists for improvement using class decomposition. We argue such scenario can be captured by looking at a positive difference in the classification performance between a linear classifier and a high-capacity classifier. We make the following definition:
Definition 5.4. The complexity error gap when using class decomposition in is E(T) := L2(T)-N3(T).
In our definition, we take the performance of a nearest neighbor algorithm (1NN) as an approximation to the classifier with best case performance using class decomposition. The rationale behind this is to establish an optimistic upper bound in performance improvement.
We now introduce the definition of reducible error, to understand when to expect a performance gain using class decomposition.
is said to have a reducible error, if
The definition enables us to understand the advantage that comes when generating a combination of linear classifiers through class decomposition. Specifically, linear classifiers exhibit high bias and low variance, and as such are less affected by noisy data, i.e., they are stable. If the error difference between a linear classifier and 1NN is negative, then the likelihood of noisy data increases, producing an irrecoverable error for 1NN. Class decomposition is not appropriate here. As an illustration, Figure 2 (b) shows a two-dimensional sample characterized by a high degree of overlap between the two classes. Class decomposition does not result in any improvement because of high Bayes error. To avoid the use of class decomposition in this type of scenario, we will say that has low class overlap, if 2( ) < , where 0 < < 1 will be a user-defined constant.
We are now ready to define data properties favorable for class decomposition. Previous work [18, 6, 19] suggests the presence of a heterogeneous class distribution (i.e., a distribution where sub-classes are widely spread over the feature space) as a condition for the success in the use of class decomposition. Previous work fails to detect the presence of this condition in a sample. We propose a simple and measurable condition to identify the success of class decomposition by verifying the presence of two data properties: i) there is a positive difference between the error of a linear classifier and the error of a high-capacity classifier (i.e., there is room for improvement when we increase model complexity by means of class decomposition); and ii) class overlap or Bayes error is minimal. We formalize these conditions with the following proposition: Proposition 5.1. A data sample is class decomposable if meets the following two conditions:
has reducible error.
(ii) has low class overlap. We now return to our empirical study to validate our proposition. The eighth column (CD) in Table 3 marks as (+) those samples that are class decomposable, and as (-) otherwise. Vowel, PenDigit, SatImage and Image datasets are marked as (+); these datasets are characterized by having both a reducible error and low class overlap ( was set to 0.5). Under these two data conditions, class decomposition showed to be beneficial when compared to a single linear classifier, as shown in Table 2 . We note that only in two datasets (PenDigit and SatImage) is this difference significant. Samples marked as (-) are rejected for various reasons. Vehicle dataset is rejected because 2 > 0.5, regardless of the difference in 2 − 3. For Heart-c and Credit-g datasets, the difference 2 − 3 is indeed negative.
Results show the value of Proposition 5.1 for the successful use of class decomposition. Specifically, when omitting significant differences, sensitivity and specificity are 100% for (+) and (-) classes; under significant differences, sensitivity is 100% for class (+) but there is a decrease in the specificity for class (-) to 60%. From a practical standpoint, Proposition 5.1 can be employed to identify the cases where no decomposition is recommended. For cases when it is recommended, an additional analysis can be effected to improve in computational efficiency as described next.
A Deeper Analysis: Improving Efficiency.
In this section we deepen our analysis by looking at learning performance on individual classes. Our methodology follows the next steps: i) for each class , we define a new set of subproblems, one for every pairwise coupling of and all other classes; subproblems are stored under the set ; ii) compute averages for 2, 3, 2 − 3 and 2 in ; iii) for each sub-problem in , create the correspondingdecomposition via clustering using the following values for = 2, 3, 4, 6, 10, and evaluate predictive accuracy for a single global linear classifier and a composite linear classifier generated through class decomposition (with clusters per class). For each sub-problem, report on accuracy estimated through 10-fold cross validation. Table 4 displays results for the Vowel dataset (a dataset reported as a successful case for decomposition in two previous reports [18, 6] ). The first column describes the class under analysis. The 2nd-5th columns report on the average value of 2, 3, 2− 3, and 2 respectively. The sixth column reports on the accuracy of the linear classifier (SMO). The seventh column reports on the accuracy for the best composite classifier obtained among the different values of using class decomposition (CD*). The eighth column reports the difference in accuracy between (SMO) and (CD*). The ninth column shows the number of clusters employed by the best linear composite classifier.
If for each class in Table 4 we apply Proposition 5.1 to predict the suitability of class decomposition, we would observe all classes labeled as (+) (i.e., all subproblems are suitable for class decomposition). The eighth column shows a positive value on every class. This type of analysis can be employed to select just a subset of classes for decomposition. We can, for example, sort all sub-problems in descending order based on the value of the eighth column (i.e., the difference in performance between SMO and CD*), and iteratively add classes until we reach an inflection point. Specifically, we begin by decomposing the class with highest performance difference (8th column, Table 4 ), and keep adding more classes (in decreasing order, 8th column) until all classes are included. Figure 3 shows accuracy when incorporating this iterative approach. As a reference, we also show performance for both the single linear classifier (SMO) and the best class decomposition classifier (CD*). As can be seen in Table 4 , class 2 corresponds to the highest performance difference. In principle, we could decompose this class only and still achieve good results (Figure 3) . In summary, a simple analysis can show a reduced number of classes in true need for decomposition. In order to verify that these results are consistent with our previous analysis, we report on the same type experiment for the PenDigit Dataset. Results are given in Table 5 and Figure 4 . We observe in Figure 4 , that the maximum performance value is reached using only 6 classes, namely, 1, 2, 6, 8, 9, 10. This analysis saves on the computational cost of decomposing four additional classes. 
Conclusions and Future Work
We describe a study aimed at understanding under what conditions a data sample is suitable for class decomposition (using linear classifiers). We focus our methodology in the identification of two data properties: 1) linear separability using 2 and 3 measures; and 2) class overlap using 2 measure. Our analysis is based on experiments performed on seven real-world domains; results support the following conclusions: a) if the classification problem is linearly separable ( 2 = 0), then class decomposition should be avoided; b) if the classification problem is not linearly separable ( 2 > 0), and a high-capacity model is able to separate the classes ( 3 = 0), then this sample is suitable for class decomposition; c) if the classification problem is not linearly separable ( 2 > 0) and a high-capacity model is not able to separate the classes ( 3 > 0), then we propose using the difference 2 − 3 as an indicator for the use of class decomposition. If 2 − 3 <= 0 then class decomposition should be avoided because there is no room for performance improvement. If 2− 3 > 0 the use of class decomposition can be effected when such a difference is above an user-defined threshold value (defined by ). d) If there is high overlap between classes (i.e., 2 is above a threshold), then class decomposition should be avoided because there is no guarantee for improvement. In addition, the proposed method can be applied at a more granular level to identify those classes specifically suitable for decomposition. This last method adds in computational efficiency by avoiding class decomposition when unnecessary.
Our research exhibits the following limitations: 1) the use of a nearest neighbor algorithm carries high computational cost; and 2) threshold values are chosen empirically. As future work we plan on tackling these limitations as follows: 1) we plan to use an approximation to 3 with a lower computational cost, by computing the fraction of examples lying along the class boundary by means of a minimum spanning tree; 2) we plan to perform a similar analysis of 2 as in [17] to set the 2 threshold according to the dimensionality and the type of attributes (e.g., nominal, numeric or mixed). 
