Abstract. We consider the system of coupled nonlinear Sturm-Liouville boundary value problems
Introduction
We consider the system of coupled nonlinear Sturm-Liouville boundary value problems and let Z = C 0 ([0, 1]); these spaces are endowed with their usual sup-norms, which will be denoted by · r , r ≥ 0 (see [9] or [15] ). Let E be the product space R × X 1 × R × X 2 together with the norm (µ, u, ν, v) 2 (similar norms will be used on other product spaces introduced below). A solution of (1)- (2) is an element (µ, u, ν, v) of E which satisfies these equations. Clearly, (µ, u, ν, v) = (µ, 0, ν, 0) is a solution of the system (1)- (2) for all (µ, ν) ∈ R 2 ; we will call such solutions trivial. Any solution of (1)- (2) having the form (µ, u, ν, 0), u = 0, or (µ, 0, ν, v), v = 0, will be called semi-trivial, while any solution having the form (µ, u, ν, v) , u = 0, v = 0, will be called non-trivial.
Putting v = 0 in (1) yields the problem
where f (·, u, 0) now denotes the element of Z defined by x → f (x, u(x), 0) and the other terms in (3) have a natural interpretation in the setting of the above Banach spaces. The results of [11] can be applied to this problem. Let µ m has u = 0, and u has exactly m simple zeros in (0, 1) (u = 0 at a simple zero -see [11] for more details). Similarly, putting u = 0 in (2) yields
and for each n ≥ 0 a continuum C 2 n (in R × Y 2 ) of solutions of (4) bifurcates from (ν 0 n , 0) -these continua have similar properties to those of the continua C 
are continua of semi-trivial solutions of (1)-(2) (except at points of the form (µ 0 m , 0, ν, 0) and (µ, 0, ν 0 n , 0) respectively). It is shown in the papers [2] , [3] , [4] , [5] , [6] that at certain points on S 1 m , S 2 n , secondary bifurcation may take place whereby continua of non-trivial solutions bifurcate from these continua of semi-trivial solutions. This is clearly a complicated process, and the cited papers attempt to understand the structure of the resulting continua of non-trivial solutions, and the way they join to S 1 m , S 2 n . In particular, one desires to know if pairs of continua S 1 m , S 2 n are 'linked' by these bifurcating continua. Under certain conditions on f and g it is shown in [4] that such linking occurs. It is also shown that the linking continua have topological dimension ≥ 2.
In this paper it will be shown that if the functions f and g are 'generic' (this will be made precise below), then for each m and n the continua C n , giving rise to a smooth, 2-dimensional manifold of solutions, N mn , containing both the curves B 1 mn , B 2 mn , which is such that any solution in N mn which does not lie on these curves is non-trivial. In addition, the non-trivial solutions lying on the manifold N mn have nodal properties related to the integers m, n. Global properties of these manifolds are also discussed.
We conclude this introductory section with some definitions and notation concerning transversality and genericity which will be used below (see [14] 
A subset of a topological space is said to be residual if it contains the intersection of a countable collection of open dense sets. Note that the intersection of a countable collection of residual sets is also residual. A property of the elements of a topological space is said to be generic if it holds for all elements in a residual subset of the space.
Since we wish to discuss properties of the system (1)-(2) which hold for 'generic' functions f and g, we need an appropriate space of functions and a topology on this space. Let F be the set of all real valued C k functions defined on [0, 1] × R 2 . We define a topology on F as follows. For any f ∈ F and any continuous, positive function : R 2 → R + , we define an -neighbourhood of f by
(here D α is the usual multi-index notation for partial derivatives); a subset E ⊂ F is defined to be open if and only if for every f ∈ E there is a function such that the -neighbourhood U (f ) of f lies in E. This topology is a slight modification of the usual Whitney topology as defined, for example, on p. 804 of [15] ; the modification is simply to allow f (·, η, ζ) to be a C k function on the closed set [0, 1] rather than on the open set (0, 1).
Semi-trivial solutions and secondary bifurcations
In this section we consider the structure of the sets C 1 m , S 1 m , and discuss the local behaviour of the secondary bifurcations from these sets; by symmetry, similar results hold for the sets C 2 n , S 2 n , and the corresponding secondary bifurcations. For any fixed f ∈ F, we define a function F :
The above assumptions ensure that F is C k . Furthermore, any point (µ, u, ν, 0), u = 0, is a semi-trivial solution of (1)- (2) if and only if F (µ, u) = 0. Now, by adapting the methods and results in [12] , it can be shown that there is a residual set G m is a C k curve in R × X 1 (the fact that the curve is C k at the point (µ 0 m , 0) follows from the form of the nonlinear term, f (·, u, 0)u, and from the theory of bifurcation at a simple eigenvalue, see [7] , rather than from transversality). Note that the results of [11] mentioned above showed that C [12] ). Clearly, the corresponding set
We note at this point that various functions and sets defined in this paper depend on the functions f and g in the system (1)-(2). However, for simplicity of notation this dependence is not made explicit except where it is necessary to do so.
To discuss nodal properties of solutions we define the following sets: for any integer r ≥ 0, let S (1)- (2). We now consider the possibility of non-trivial solutions bifurcating from some of these semi-trivial solutions.
Suppose that m ≥ 0, f ∈ G 
For each s ∈ R the operator L 2,m (s) has a strictly increasing sequence of eigenvalues ν mn (s), n ≥ 0, and corresponding eigenfunctions ψ mn (s). These eigenvalues are simple, in the sense of [7] , so since u m (s) is a C k function of s, it can be shown that the functions ν mn (s) are C k and the functions ψ mn (s) can be chosen so that they are C k and, for all s ∈ R, ψ mn (s) ∈ S + n and ψ mn (s), ψ mn (s) = 1 (where ·, · denotes the usual L 2 (0, 1) inner product). Also ν mn (0) = ν 0 n , since u m (0) = 0. Now define the set 
denote the derivative of F with respect to (µ, u) at the point (µ m (s 1 ), u m (s 1 )), and let
below, orthogonal subspaces in any of the spaces X i , Z are with respect to the inner product ·, · or the natural inner product on any Cartesian product spaces).
is a solution of (1)- (2) .
Moreover, there is a neighbourhood
Proof. The problem is, in essence, one of bifurcation from simple eigenvalues (see [1] and [7] ), so we will merely sketch a proof. We look for solutions of (1)- (2) having the form
. Substituting this into (1)- (2) and dividing (2) by α, we obtain the pair of equations
By construction, (s, α, µ, u, ν, v) = (s, 0, 0, 0, 0, 0) satisfies these equations for all s. Now, the derivative with respect to (µ, u, ν, v) of the left hand sides of these equations at the point ( 
mn , and we have
By symmetry, all the above constructions have analogues for semi-trivial solutions of the form (µ, 0, ν, v), v = 0, i.e., there exists a residual set G 
n . We assume that the matrix C mn = (c mn,ij ) 2 i,j=1 is non-singular. For (f, g) in a suitable residual set G 3 ⊂ G 2 , this will be true for all m, n ≥ 0.
Lemma 2.2. There exist a ball U ⊂ R
2 , with centre (0, 0), and
yield a solution (µ, u, ν, v) of (1)-(2).
Moreover, there is a neighbourhood
n or there is (α, β) ∈ U such that z is given by (7) .
Proof. The proof is similar to the proof of Lemma 2.1 -in this case the fact that the derivative operator is an isomorphism follows from the simplicity of both the eigenvalues µ 0 m , ν 0 n , rather than from a combination of transversality and simplicity, as previously. The details will be omitted.
Again there is a geometric interpretation of this result. In this case it is clear that putting α = 0, β = 0 (respectively α = 0, β = 0) in (7) yields semi-trivial solutions of (1)- (2) 
The above lemmas have shown that bifurcation occurs at all points on B i mn , m, n ≥ 0, i = 1, 2. The method of proof of these lemmas can readily be used to show that bifurcation does not take place at any points on S 
Non-trivial solutions
Let N = N (f, g) denote the set of non-trivial solutions of (1)-(2).
Theorem 3.1. There is a residual set
and let A ρ be the closure of A ρ . For any integer r ≥ 1, let T r be the set of functions (f, g) ∈ F 2 such that the function G(f, g) is transverse on A r+δ for some sufficiently small δ > 0 (depending on (f, g)).
We first prove that each set T r is open in F 2 . For any (f, g) ∈ F 2 , ρ > 1, the set N (f, g)∩A ρ is compact. Thus (f, g) ∈ T r if and only if there exists z ∈ N (f, g)∩A r such that the operator DG(f, g)(z) is not surjective (here the derivative is with respect to (µ, u, ν, v) ). Thus, in deciding whether (f, g) ∈ F 2 , the values of f and g on |u| > r, |v| > r are irrelevant. Therefore, it suffices to show that if
is not surjective. Furthermore, it can be shown that the sequence z i converges (in E) to a point z 0 (using standard Sobolev embedding and regularity arguments; see for instance, the proof of Theorem 2.1 in [14] or the proof of Theorem 3.a.1 in [10] ). Then, by continuity, z 0 ∈ N (f 0 , g 0 )∩A r , and the operator DG(f
) cannot be surjective since this would contradict standard perturbation results for Fredholm operators (see for instance, Theorem 13.6 in [13] ). Thus (f 0 , g 0 ) ∈ T r , which completes the proof that T r is open in F 2 . We will now show that the sets T r are dense in F 2 . Choose an arbitrary, fixed (f, g) ∈ F 2 and r ≥ 1. Let θ r : R → R be a decreasing C ∞ function such that θ r (s) = 1 if s ≤ r + 1 and θ r (s) = 0 if s ≥ r + 2. For any set of functions
we define g γ : [0, 1] × R 2 → R similarly, using γ 21 , γ 22 . Clearly, for any given positive functions 1 , 2 (see the definition of the topology on F ) we have f γ ∈ U 1 (f), g γ ∈ U 2 (g), for all sufficiently small γ ∈ Γ. We now define a function H :
Since Γ is a Banach space (with norm γ 2 = 2 i,j=1 γ ij 2 k ), we can differentiate H with respect to γ and apply transversality results. Clearly, H is C k .
Lemma 3.2. The derivative DH(z
Proof. We must show that for any ζ = (ζ 1 , ζ 2 ) ∈ Z × Z, the following equation can be solved for ( µ,ũ, ν,ṽ, γ) ∈ E × Γ:
where
and γ respectively; these operators have the form
is Fredholm and, 
It now follows from Lemma 3.2 and the transversality results in [14] (see Theorem 1.1 and Remark A.1 in [14] -it can readily be verified that H satisfies the necessary Fredholm conditions) that there exists a residual set Θ ⊂ Γ such that if γ ∈ Θ then the mapping H(·, γ) :
2 was arbitrary, it follows from this that the set T r is dense in F 2 . Now let G 4 = ∞ r=1 T r . By construction, G 4 is a residual subset of F 2 and, for any (f, g) ∈ G 4 , the mapping G(f, g) : E 0 → Z × Z is transverse. It follows that the zero set of this mapping is a 2-dimensional, C k manifold (see Theorem 73.G of [16] ). Thus we have proved Theorem 3.1.
Theorem 3.1 shows that generically the set N is a countable collection of smooth manifolds. We now discuss how these manifolds link up with the local bifurcating manifolds constructed in Section 2. Let G 5 = G 3 ∩ G 4 . Proof. For each m, n, σ, the union of the local manifolds from Lemmas 2.1 and 2.2,
is a connected C k manifold of non-trivial solutions of (1)- (2) 
A priori information and global behaviour
Throughout this section we suppose that (f, g) ∈ G 5 . For any given m and n it is possible that the manifold N mn of Theorem 3.3 could meet semi-trivial solutions other than those on the curves B i mn (corresponding to solutions of (3) or (4) which do not lie on C 1 m or C 2 n ). However, we can extend N mn 'through' such solutions as follows. Since (f, g) ∈ G 2 , an analogue of Lemma 2.1 holds near any semi-trivial solution z ∈ N (not just those on B i mn ), and shows that, locally, N is a connected C k manifold crossing the set of semi-trivial solutions near z along a smooth curve. The number of nodal zeros of u and v is preserved in such a crossing, although the sign of either u or v near x = 0 will change. Let E mn be the component of N which contains N mn . The above observations show that E mn is a connected C k manifold and E mn ∩ N ⊂ T mn := σ T σ mn . The manifold E mn has certain global properties. For any µ ∈ R, let E 1 (µ) = {µ} × X 1 × R × X 2 and let E 1 mn (µ) = E mn ∩ E 1 (µ) (we can also define E 2 mn (ν) for ν ∈ R in a similar manner, and similar results hold for these sets). As noted in Section 2, µ m,ss (s) = 0 whenever µ m,s (s) = 0, so the set of s for which µ m,s (s) = 0 is discrete. Now choose s 1 = 0 such that µ m,s (s 1 ) = 0, and let
. By the results of Lemma 2.1 there is a neighbourhood
mn (for suitable s 1 ). Next, consider the non-trivial part E 1 mn (µ) ∩ N of E 1 mn (µ). By examining the proof of Theorem 3 it can be seen that the µ derivative of H was not used, so a similar result holds if µ is regarded as fixed. Thus there is a residual set G 6 (µ) ⊂ F 2 such that if (f, g) ∈ G 6 (µ) then E 1 mn (µ) ∩N is a collection (possibly empty) of C k curves. Thus, with some more work, we can construct residual sets G 7 ⊂ G 5 and H ⊂ R such that if (f, g) ∈ G 7 and µ ∈ H, then the complete set E 1 mn (µ) is a collection of C k curves (this collection may be empty, but is certainly non-empty if µ = µ m (s) for some s = 0). It also follows (from transversality) that the individual curves in E 1 mn (µ) must either be closed loops or must be unbounded (at each end).
In many problems a priori bounds on the size of the solutions or the numbers of solutions of the system are available. We will consider the implications of the following two assumptions, which hold for many systems. A1. For all m, n, σ, any solution (µ, u) ∈ T σ m of (3) (respectively (ν, v) ∈ T σ n of (4)) belongs to C (1)-(2), then µ ≥ µ * mn , ν ≥ ν * mn and u 2 + v 2 ≤ β mn (|µ| + |ν|). Assumption A1 is a generalization of Hypothesis H2 in [5] ; see, for instance, the references in [5] and in [2] for conditions on f and g which ensure that A1 holds. Conditions which ensure that A2 holds are discussed in [5] , and elsewhere.
If A1 holds then N mn meets no semi-trivial solutions other than those on the curves B i mn , so E mn = N mn . Also, if (f, g) ∈ G 7 , µ ∈ H, µ = µ 0 m , and if a curve in E mn (µ) forms a loop, then by nodal properties this loop must either contain no semitrivial solution or must intersect, successively, the curves B . It then follows from the above results that for each σ, the set Q will be completely covered by the projection of N σ mn onto the µν-plane, i.e., for any (µ, ν) ∈ Q there will be at least one corresponding non-trivial solution (µ, u, ν, v) ∈ N σ mn . A similar result is proved in Theorem 4.1 in [5] . Remark 4.1. All the above results hold if f and g depend on u and v , after making some minor changes (for instance, to the definition of F ). Also, most of the results can be extended, by an inductive process, to systems having a similar form but with more equations. For instance, with three equations in three variables, say u, v, w, we consider non-trivial solutions having all three variables non-zero and semi-trivial solutions having either one or two of these variables identically zero. Such semi-trivial solutions correspond to non-trivial or semi-trivial solutions of systems of two equations, so the above results describe the structure of the set of semi-trivial solutions of the three equation system while, generically, the set of nontrivial solutions can be shown to be a collection of smooth, 3-dimensional manifolds. The linking between the semi-trivial and non-trivial solution sets of this system can also be described generically.
