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Abstract. Magnification bias is a gravitational lensing effect that is normally overlooked
because it is considered sub-optimal in comparison with the lensing shear. Thanks to the
demonstrated optimal characteristics of the sub-millimetre galaxies (SMGs) for lensing anal-
ysis, in this work we were able to measure the magnification bias produced by a sample of
QSOs acting as lenses, 0.2 < z < 1.0, on the SMGs observed by Herschel at 1.2 < z < 4.0.
Two different methodologies were successfully applied: the traditional cross-correlation func-
tion approach and the Davis-Peebles estimator through stacking technique. The second one
was found to be more robust for analysing the strong lensing regime (< 20− 30 arcsec in our
case) and provides the possibility to take into account the positional errors of the sources in
our samples.
From the halo modelling of the cross-correlation function, the halo mass where the QSOs
acting as lenses are located was estimated to be greater than log10 (Mmin/M) > 13.6
+0.9
−0.4,
also confirmed by the mass density profile analysis (M200c ∼ 1014M). These mass values
indicate that we are observing the lensing effect of a cluster size halo signposted by the QSOs,
as in previous studies of the magnification bias.
Moreover, we were able to estimate the lensing convergence, κ(θ), for our magnification
bias measurements down to a few kpcs. The derived mass density profile is in good agreement
with a Navarro-Frank-White (NFW) profile. We also attempt an estimation of the halo mass
and the concentration parameters, obtaining MNFW = 1.0+0.4−0.2 × 1014M and C = 3.5+0.5−0.3.
This concentration value is rather low and it would indicate that the cluster halos around
these QSOs are unrelaxed. However, higher concentration values still provides a compatible
fit to the data.
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1 Introduction
The gravitational lensing effect is produced whenever a foreground object (lens) magnifies the
light rays coming from background sources (magnification, µ) and stretches the area of the
surrounding sky region (dilution). Both effects shift the source number counts of the lensed
objects, depending mainly on the counts’ slope (β; N(> S) = N0S−β). As a consequence,
the gravitational lensing increases the detection probability of amplified background sources
when dealing with a flux-limited sample (“magnification bias” see, e.g., [1]). It produces an
excess/deficit of background sources nearby the lens position.
On one hand, the strong gravitational lensing happens when the magnification factor is
high, µ & 2 (implying high matter over-densities), which is easier to detect but very rare.
On the other hand, the weak lensing effect, characterised by µ . 2 and caused by the more
common low densities cosmic structures, is more likely to happen and it is the source of most
of the magnification bias. As for the magnification bias, the sensitivity is highly enhanced
when the background sources are characterised by very steep source number counts, β > 2.
Moreover, the magnification bias implies a non zero signal when cross-correlating two source
samples with non-overlapping redshift distributions: the lensing effect makes different objects
appear spatially correlated (see [2–5], and references therein).
A new population of galaxies was discovered within Herschel Astrophysical Terahertz
Large Area Survey (H-ATLAS; [6]) data, called Sub-Millimetre Galaxies (hereafter SMGs)
whose properties (steep source number counts, β > 3, high redshift, z > 1, and very low
cross-contamination with respect to the optical band) make them the optimal sample for
magnification bias studies (see e.g. [7, 8]). In fact, in [7] they were able to measure (with high
significance, > 10σ) the angular cross-correlation function (hereafter CCF) between selected
H-ATLAS high-z sources, z > 1.5, and two optical samples with redshifts 0.2 < z < 0.8,
extracted from the Sloan Digital Sky Survey (SDSS; [9]) and Galaxy and Mass Assembly
(GAMA, [10]) surveys. [8] (hereafter GN17) constituted a substantial improvement over
the CCF measurements made by the previous work, with updated catalogues and wider
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area (with S/N > 5 above 10 arcmin and reaching S/N∼ 20 below 30 arcsec). Thanks
to the better statistics it was possible to split the sample in different redshift bins and to
perform a tomographic analysis (with S/N > 3 above 10 arcmin and reaching S/N∼ 15 below
30 arcsec). Moreover, a Halo model was implemented to extract astrophysical information
about the background galaxies and the deflectors that are producing the lensing link between
the foreground (lenses) and background (sources) samples. In the case of the sources, it was
found typical mass values in agreement with previous studies. However, the lenses are massive
galaxies or even galaxy groups/clusters, with minimum mass of M & 1013M.
On the other hand, quasi-stellar objects or QSOs are extremely luminous active galactic
nucleus (AGN). Thanks to their high luminosity, they can be detected over a very broad range
of distances making them the perfect background sources for gravitational lensing events.
In fact, The SDSS Quasar Lens Search (SQLS) identified 28 galaxy-scale multiply-imaged
quasars [11, 12]. They are QSOs whose light undergoes gravitational lensing, resulting in
double, triple or quadruple images of the same QSO. Moreover, QSOs have been used in several
cross-correlation studies, but usually as background sources (see for example, [2, 3, 13]). The
aim of this work, instead, is to study the QSOs acting as lenses on the H-ATLAS background
sample and extract information on the mass density profile and compare it with current
theoretical ones.
It should be noticed that identify QSOs acting as lenses is not an easy task and there is
very few literature on the subject. It is worth mentioning that [14] presents the first detection
of strong gravitational lensing caused by a QSO (SDSS J0013+1523 at z = 0.120), by looking
for emission lines redshifted behind QSOs in the SDSS spectra (7th data release). In this
case the total radial mass profile is not constrained, claiming that for a detailed analysis deep
optical HST imaging are needed. Moreover, [15] reported three new cases of the same kind
(SDSS J0827+5224 at z = 0.293, SDSS J0919+2720 at z = 0.209, SDSS J1005+4016 at z =
0.230), whose lensing nature was confirmed thanks to Keck imaging and spectroscopy and
HST imaging. Later [16] measured (by means of weak leansing) the total mass and mass
profile of non-obscured, low redshift quasars showing recent merger activity. More recently,
in the ALMA-LESS survey identified SMGs, [17] found that the ALESS006.1 appears to be
lensed by an adjacent low-redshift QSO. Furthermore, a tentative selection of 12 QSOs acting
as lenses using the spectroscopic technique has been made by [18], although not yet published.
The candidates are selected in the SDSS-III Data Release 12 within the Baryon Oscillation
Spectroscopic Survey (BOSS), and if confirmed may quadruple the number of known QSOs
acting as strong lenses. Probably in the future the number of known QSOs lenses will increase,
but getting a statistically significant number of quasar will be very difficult. For this reason
we decided to undertake the cross-correlation approach in order to get information on the
mass density profile for such objects.
In addition, due to the faint character but high probability of the weak lensing we took
advantage of the stacking technique and applied it to this purpose. The aim is to enhance
the effects of weak lensing at the expanses of studying the single event (more unlikely to
be detected). In fact, the stacking consists in co-adding the signal from many weak or
undetected objects to get an overall statistical detection. Among many other applications,
such technique has been already conveniently used to fully exploit the Planck data to recover
the very weak ISW signal by looking at the positions of positive and/or negative peaks in
the gravitational potential ([19, 20]). To study the faint polarised signal of radio and infrared
sources detected in total flux density by NVSS and by Planck (see [21], [22] for radio and [23]
for infrared sources). To obtain the mean spectral energy distribution (SED) of a sample of
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Figure 1. Redshift distributions of the background H-ATLAS sample (blue histogram) and the
foreground QSOs one (green histogram). The estimated p(z|W) of the background sample taking into
account the window function and the photometric redshift errors is represented as a red line.
optically selected quasars [24]. To detect weak gravitational lensing of the cosmic microwave
background at the location of the WISE×SuperCOSMOS galaxies using the publicly available
Planck lensing convergence map [25]. Or to probe star formation in the dense environments
of z ∼ 1 lensing haloes aligned with dusty star-forming galaxies detected with the South Pole
Telescope [26].
In this work, we apply the stacking technique and compare its results with the traditional
CCF estimator and we use them to study the average total halo mass and the average radial
mass density profile associate to dark matter halos of the QSOs acting as lenses. The work
is organised as follows. Section 2 describes the data, while section 3 gives details of the
methodology applied and the results obtained with the stacking approach and the traditional
cross-correlation estimator. In section 4 our results are used to estimate the mass density
profile of the QSOs as lenses and in section 5 our conclusions are drawn.
Throughout the paper, a flat ΛCDM cosmology has been adopted with the best-fit
cosmological parameters determined by [27, 28]: matter density Ωm = 0.31, σ8 = 0.81 and
Hubble constant h = H0/100 km s−1Mpc−1 = 0.67.
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2 Data
The background sample has been selected from the H-ATLAS data, the largest area extra-
galactic survey carried out by the Herschel space observatory [29]. With its two instruments
PACS [30] and SPIRE [31] operating between 100 and 500 µm, it covers about 610 deg2.
The survey is comprised of five different fields, three of which are located on the celestial
equator (GAMA fields or Data Delivery 1 (DR1); [32–36]) covering in total an area of 161.6
deg2. The other two fields are centred on the North and South Galactic Poles (NGP and SGP
fields or DR2; [37, 38]) covering areas of 180.1 deg2 and 317.6 deg2, respectively. We used as
background sources the officially detected galaxies in the three H-ATLAS GAMA fields that
correspond to equatorial regions at 9, 12 and 14.5 h, and only the NGP region ones from the
DR2.
In both H-ATLAS DRs there is an implicit 4σ detection limit at 250 µm (∼ S250 >
29 mJy). The estimated 1σ total noise level (both instrumental and confusion) for source
detection at 250 µm is 7.4 mJy for both DR1 and DR2 catalogues [32, 38]. In addition,
following GN17, a 3σ limit at 350 µm has been applied to increase the robustness of the
photometric redshift estimation.
Due to the scanning strategy there are small overlapped regions, surveyed more than
2 times, where the noise properties are different. In [39], the potential effect of these non-
uniformities on the measurement of the auto-correlation function was studied in detail and it
was demonstrated negligible. The main reason is because the total noise level is shown to be
mainly dominated by the confusion noise produced by the faint non-detected galaxies that
is uniform along the fields. In any case, this kind of non-uniform noise distribution has no
relevant effect when studying pairs of galaxies from two different catalogues within a certain
angular distance: it will increase the number of pairs, at maximum.
Moreover, only sources with photometric redshift between 1.2 and 4.0 have been taken
into account to ensure that there is no overlap in the redshift distribution of lenses and
background sources. The photometric redshifts were estimated by means of a minimum χ2 fit
of a template SED to the SPIRE data (using PACS data when possible). It was shown that
a good template is the SED of SMM J2135-0102 (‘The Cosmic Eyelash’ at z = 2.3; [40, 41]),
that was found to be the best overall template with ∆z/(1 + z) = −0.07 and a dispersion of
0.153 [42–44]. In the end, we are left with 57930 sources that constitute approximately the
24 per cent of the initial sources.
The redshift distribution of the background sample is shown in Fig. 1 (blue hashed
histogram). The mean redshift of the sample is 〈z〉 = 2.2+0.4−0.5 (the uncertainty indicates the
1σ limits). To allow for the effect on the redshift distribution of random errors in photometric
redshifts, as in GN17, we estimate the redshift distribution, p(z|W ) (red line in Fig. 1), of
galaxies selected by our window function, a top-hat for 1.2 < z < 4.0.
Our QSO initial sample is obtained from the one used in [24]. It was selected from the
publicly available SDSS-II and SDSS-III Baryon Oscillation Spectroscopic Survey (BOSS)
catalogues of spectroscopically confirmed QSOs detected over 9376 deg2. In particular, we
make use of the QSO catalogs from the seventh (DR7, [45])1 and twelfth SDSS data releases
(DR12, [46])2. We refer the reader to [47] for a discussion on the details of the QSO target
selection process. Here we simply recall that whereas the DR7 catalog mostly includes “low-z”
sources at z < 2.5, the DR12 sample specifically targeted QSOs at z > 2.15 [46]). However,
1Available at http://classic.sdss.org/dr7/products/value_added/qsocat_dr7.html.
2Available at http://www.sdss.org/dr12/algorithms/boss-dr12-quasar-catalog/.
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Figure 2. Top Left: Stacked image of the QG pairs, 209, in grey scale (125 × 125 pixels) using a
pixel size of 0.8 arcsec and without filtering. Top Right: stacked image (1000 × 1000 pixels) using a
pixel size of 0.1 arcsec and applying a 2.4σ beam gaussian filter (see text for more details). Bottom:
stacked image of the random data for the same radius and pixel size as for the actual data and filtered
with the same gaussian filter.
as a consequence of a color degeneracy in the target selection from photometric data, a
fraction of lower redshift QSOs has been re-observed, resulting in a secondary maximum of
the QSO redshift distribution around z ' 0.8. A merged sample was created by combining
the QSO catalogues from the DR7 and DR12 catalogs. Any duplicate is removed by retaining
the QSO information contained in the DR12 sample. As we are interested in studying the
QSOs acting as the lenses on the background sample, and in order to minimised the potential
cross-contamination, we selected only QSOs with redshift between 0.2 < z < 1.0 (1546 in
the common area). Their redshift distribution is shown in Fig. 1 (green histogram) with
〈z〉 = 0.7+0.1−0.2 (the uncertainty indicates the 1σ limits).
In this work, even taking into account the background photometric uncertainties, we
considered the possible cross-contamination (sources at lower redshift, z < 1.0, with photo-
metric redshifts > 1.2) statistically negligible. This conclusion was addressed in more detail
in previous works (see [7, 8, 43, 44]) with different kind of independent tests. Moreover, in [24]
it was also verified that only ∼ 2% of the QSOs are detected by Herschel. This fact reduces
even more the potential cross-contamination between foreground and background samples.
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3 Measurements
3.1 Stacking
Stacking is a statistical method that consists in adding up many regions of the sky cen-
tred in previously selected positions (see [48–50] and references therein). In this way, the
noise/background signal can be reduced, since it is expected to randomly fluctuate about the
mean value: by adding up random higher and lower values with respect to the mean value, the
signal (the mean itself) is enhanced. This technique is useful when the signal to be measured
is too weak (e.g. sources in the sample are too faint or the number of the events per lens
are too low, as for the current work), but a reasonably large number of events is available.
So, stacking can provide overall statistical information for the target signal when a high S/N
ratio cannot be achieved with a single event.
In our case, the magnification bias produces an excess of sources detected just above
the detection limit thanks to the (small) gravitational lensing amplification near the galaxies
acting as lenses. Therefore, we are interested in the excess of detected sources within a certain
angular separation with respect to the random scenario. For this reason, we are stacking the
positions of the background sources not their flux density, i.e. we only use the H-ATLAS
catalogues of detected galaxies and not the maps. This is the same starting point as for
the traditional CCF estimator, however, the stacking approach has some advantages, such as
the possibility to take into account the positional errors for the sources (not possible in the
traditional CCF estimator) and to follow the pairs contributing to the final stacked map. This
pair information become very useful to estimate, with better precision, important physical
quantities as the critical surface density (see Sec. 4.1 and 4.3).
To derive the stacked magnification bias produced by the QSOs acting as lenses over
the background SMGs, we searched for the sources in the background sample that fall within
the region centred in the lens position and within a distance given by r = npix × pixsize/2,
where npix is the length in pixels of the patch and pixsize is the size of the pixels (in arcsec).
In this way we obtain a map of npix × npix pixels centred in the lens position containing the
nearest background sources of the lenses (QG pairs).
We repeated this procedure for all the sources in the lenses sample and add all the maps
to obtain the stacked map (normalised to the number of the maps that have been added,
1546 targets in total). In order to take into account the positional errors in the catalogues,
we applied a Gaussian filter of σ=2.4 arcsec to the map, the positional accuracy estimated for
the H-ATLAS catalogues [33, 38]. This step is equivalent to change every background position
of a QG pair for a 2D isotropic gaussian describing the probability that the background source
is not exactly in the catalogued position but in a near location (the positional uncertainty).
The positional uncertainty for the lenses is of the order of the pixel size and, therefore,
considered negligible for our analysis.
In principle, such stacked map can be built with any pixel size. As both the foreground
and background samples are built from different catalogues observed in different wavelengths
bands with almost negligible cross-contamination emission between both bands, there is no
intrinsic resolution limit. This is a clear advantage with respect to these studies that use
both samples observed in the optical band, were the lens galaxy make impossible to observed
the phenomena at angular scales smaller than its size. For our purposes, we choose a patch
size of npix=1000 and pixsize =0.1 arcsec that allow us to study both the weak and strong
lensing regimes.
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Figure 3. Redshifts of the QG pairs found with an angular separation lower than 50 arcsec. These
are the QG pairs used to estimate the stacked image shown in Fig. 2.
The resulting map with the identified QG pairs is plotted in the top panels of Fig. 2.
The total number of QG pairs is 209: 45 in G09, 34 in G12, 44 in G15 and 86 in NGP. They
show an almost isotropic, but not completely homogeneous, distribution of QG pairs at an
angular distance lower than 50 arcsec. Although most of the signal is produced by the weak
lensing effect, close to the centre, we can locate a region with much higher density, i.e. higher
lensing probability. As discussed in more detail later, this stronger excess of QG pairs below
10-20 arcsec is due to the strong lensing effect. This first panel shows just the position of the
QG pairs and the number and size of the pixels (125 pixels of 0.8 arcsec each) has been chosen
in order to make such pairs visible to human eye on the plot, same reason as for the grey-scale.
The excess of QG pairs is more clearly shown in the top right panel, that correspond to the
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Figure 4. Analysis of the stacked data on all the available regions, with a pixel size of 0.1 arcsec.
The top panel shows the results for the circular analysis of the stacked data (red circles) and of the
simulated random data (grey stars); the bottom panel shows the results once applied eq. 3.1 (red
circles) and by directly estimating the CCF as in GN17 (blue squares).
same map but with the actual number and size of pixels used for the analysis (1000 pixels
with a size of 0.1 arcsec) and smoothed to take into account the positional errors as described
earlier. As shown in Fig. 3, the redshift distributions of both the lenses and sources of the
identified QG pairs are very similar with respect the one from their parent samples (see Fig.
1). This means that there is no evident selection bias within our QG pair sample.
The bottom panel of Fig. 2 is used to compare the observed map with what would be
the signal in absence of lensing. Simulated random QG pairs distribution maps are produced
by creating random lenses source catalogues and applying the same pipeline as for the data.
Although negligible, in this way the random realisations take into account the same non-
uniform noise distribution of the background sample (as discussed in Sec. 2). In order to
gather homogeneity in the random map, we simulated 3000 targets for each GAMA region and
7000 for the NGP region (ten times the round-up value of the available foreground possible
lenses). This random map is needed for the posterior analysis of the measured signal and it
is useful to demonstrate that our QG pairs distribution map shows the actual signal due to
lensing effects.
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3.2 Cross-correlation function estimation
Not only is the QG pairs distribution map interesting by itself, but it is also useful to estimate
the CCF of the analysed catalogues in order to compare it with previous published results
and extract physical information from the lensing system or, in our case, the lens population.
Therefore, we estimated the CCF by drawing concentric circles centred at the patch
centre whose radius increases with logarithmic steps of 0.005 arcsec (starting from 0.1 arcsec).
We added all the values of the pixels included in each circular crown defined by these circles,
except for the first one that define a circle (not a crown) of 1 arcsec radius. We applied this
procedure to the QG pairs distribution map obtained with both real and simulated random
data. Then, we computed the quantity given by eq. 3.1 (the Davis-Peebles standard estimator,
[51]) for all the bins:
wx(θ) =
DD
RR
− 1 (3.1)
where DD stands for the data and RR for the random realisations. This expression for wx(θ)
is the analogue to the angular cross-correlation, i.e. the excess of probability to find a QG
pair with respect to a random distribution (see below).
To compute the errors both for real data and the random simulations, we perform a
Jackknife analysis in each circular crown, by dividing it in ten sub-sectors. We use the
Jackknife standard errors as uncertainties for our estimated values. These errors are then
propagated to obtain the error-bars of the values obtained using eq. 3.1. Moreover, we also
consider the potential correlation introduced by the positional uncertainties by computing
the covariance matrix when performing the Jackknife analysis. Such covariance matrix has
then been taken into account when performing the fit to compare the data with the models.
On the other hand, we also applied the traditional methodology to estimate the CCF,
as in [7] or [8]. We computed the cross-correlation between our background and foreground
samples using a modified version of the Landy-Szalay estimator [52, 53]:
wx(θ) =
D1D2 −D1R2 −D2R1 + R1R2
R1R2
(3.2)
where D1D2, D1R2, D2R1 and R1R2 are the normalised data1-data2, data1-random2, data2-
random1 and random1-random2 pair counts for a given separation θ. Data1 and data2 refer
to the background sources and lens catalogues, and random1 and random2 to their random
simulations. We have adopted the same procedure as in GN17 by computing the angular
CCF in mini-regions and estimating the mean values and their associated standard errors.
The “integral constraint” correction is considered negligible due to the relative large area of
each mini-region (∼ 14 deg2).
Fig. 4 shows our results for both methodologies. The top panel shows the estimated
radial profile for actual data (red circles) and random data (grey stars). The bottom panel
shows the quantity obtained by applying eq. 3.1 to our results (red circles) and the comparison
with those coming from the direct estimation counting QG pairs (blue squares). At scales
above & 15 arcsec the lack of enough QG pairs produces an inhomogeneous distribution that
is translated into bigger error bars and fluctuating behaviour. At small scales, the effect of
the smoothing is clearly seen in the stacking approach. If the positional uncertainty were not
taken into account, the measured CCF would diverge due to the steep decline of the random
probability at small angular scales. If a QG pair is measured closer than the real distance,
the estimated CCF will be much higher than the real one. If the QG pair is instead measured
farther than the real distance, the effect is less important becoming negligible above a few
– 9 –
Figure 5. CCF computed following GN17 on the QSOs sample presented in this work (red circles),
compared with the one from previous results by GN17 obtained using elliptical galaxies in the 0.2−0.8
(grey squares) and 0.5−0.8 (dark grey diamonds) redshift ranges. The best fit halo model is shown by
the black solid line, being the black dotted and dashed lines the 2-halo and 1-halo term respectively.
Finally, the blue dotted line correspond to the theoretical best fit obtained from the convergence
stacking results using a NFW mass profile with the mass and the concentration as free parameters
(see Section 4.3 for more details).
arcsec. This bias starts to be noticeable in the first blue square at around ∼ 3 arcsec and it
is unavoidable unless the positional uncertainty is taken into account in the CCF estimator
(not possible with the traditional approaches). Overall, this two sets of results are in good
agreement confirming that they are describing the same physical quantity.
From this comparison we can conclude that the stacking technique provides more robust
information at the small scales (< 20-30 arcsec) with respect to the traditional CCF. Moreover,
the stacking approach is also able to take into account the positional uncertainties of the
instruments that are crucial to obtain precise information at such small scales. For this
reason, it should be the preferred methodology when performing such analysis in the so
called strong lensing regime. However, at larger scales the necessity of better target statistics
and the arising of additional issues, as those due to survey borders, make the traditional CCF
estimation a better choice.
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3.3 The mass of a cluster size halo around the QSOs acting as lenses
As shown by the red circles in Fig. 5, we computed the CCF on the QSOs sample introduced in
Section 2, using eq. 3.2 as explained in Section 3.2. The comparison with the results obtained
on the GN17 sample is also shown (grey squares). Such sample consisted in elliptical galaxies
with redshift in the 0.2 − 0.8 range. There is general agreement between our findings and
those by GN17. We also plot the cross-correlation for the objects in their highest bin of
redshift when performing tomographic analysis (0.5− 0.8, dark grey diamonds), since this is
the closest case to the redshift distribution of our QSOs sample, showing that the trend at
higher redshift is to stay slightly higher with respect to the CCF of the whole sample.
On the one hand, it should be noticed that the QSOs CCF measurements cover a large
angular scale range, from arcsec to few degrees. On the other hand, the relatively small
sample translates in big error-bars due to the lack of statistic.
On such data, we perform a halo modelling analysis following exactly the same method-
ology as in GN17. The CCF between a foreground and background source populations can
be expressed as (see GN17 and [54] for more details):
wfb(θ) = 〈δNf (nˆ)δNb(nˆ+ θ)〉, (3.3)
being δNf (nˆ) and δNb(nˆ) the fluctuation in the number of the foreground and background
source populations, respectively. In the presence of lensing, the background sources number
counts are modified due to the amplification and the dilution effects (see Section 4.1 for a
more detailed discussion). For the weak lensing regime the amplification can be approximated
by µ ' 1 + 2κ and, therefore, the correlation between the foreground and background sources
can be evaluated as (using the standard Limber [55] and flat-sky approximations):
wfb(θ) = 2(β − 1)
∫ zs
0
dz
χ2(z)
dNf
dz
Wlens(z)
∫ ∞
0
`d`
2pi
Pgal−dm(`/χ(z), z)J0(`θ), (3.4)
where Pgal−dm is the cross-correlation power spectrum between the galaxy and dark matter
distributions (see GN17 and [54] about how to parametrise it under the halo model formalism),
dNf
dz is the unit-normalized foreground redshift distribution and
Wlens(z) =
3
2
H20
c2
E2(z)
∫ zs
z
dz′
χ(z)χ(z′ − z)
χ(z′)
dNb
dz′
(3.5)
with χ(z) as the comoving distance to redshift z, E(z) =
√
ΩM (1 + z)3 + ΩΛ and dNbdz as the
unit-normalized background redshift distribution. Following [8, 56, 57] we adopted β = 3 as
our fiducial value.
Normally, the galaxy mean occupation function is represented as the sum of its physically
illustrative central and satellite components, 〈Ngal(M)〉 = 〈Ncen(M)〉+〈Nsat(M)〉 (e.g. [58]).
One conclusion from GN17 is that to produce such a high magnification bias, the halos
acting as lenses have a high minimum mass. In our case, this observational threshold is also
confirmed by the limited range of the estimated r-band luminosities of the QSOs acting as
lenses: 29 . log10(Lr[erg/s/Hz]) . 30. Therefore we can safely apply the same functional
form to describe our sub-sample of QSOs acting as lenses.
In most recent works, the mean occupation function is given as a softened step function
for the central component in addition of a power law for the satellite component (e.g. [59–61]).
In our case, taking into account the big measurement uncertainties and in order to compare
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directly our results with those of GN17, we adopted a more simple mean occupation function
with less free parameters: a step function plus a power law for the satellite component (e.g.
[62]). An halo host a galaxy at its centre when M > Mmin and the number of satellites
is regulated as Nsat(M) = (M/M1)α, with M1 the pivotal mass when the halos start to
host additional satellites and α, the power-law exponent. As in [61], we assumed that the
mean occupation function has a negligible redshift evolution, although the foreground and
background redshift distributions are considered in the theoretical estimations (see equations
3.4 and 3.5).
Once the cosmological parameters and the β are fixed, this halo modelling has just three
free parameters: Mmin, M1 and α. To constrain the best fit values, we use a Markov chain
Monte Carlo (MCMC) approach to compare our theoretical model with the measured signal.
Considering that, as in GN17, the model does not well-describe the data in the strong lensing
regime (below ∼ 30 arcsec), we discard these data when performing the model analysis. More
details on the weak lensing validity range will be discussed in sec. 4.3.
To perform the MCMC we use the open source emcee [63] software package. It is
a stable, well tested Python implementation of the affine-invariant ensemble sampler. We
choose uniform priors for the two mass parameters: 12 < log10(Mmin/M) < 14.5 and
12.5 < log10(M1/M) < 15.5. For the α parameter, it was chosen a normal prior with mean
value 1.5 and standard deviation of 0.05. For each signal analysis we generated 100 walkers
to perform 500 steps each to ensure good statistical sampling and recovery of the posterior
distributions.
The results of our MCMC analysis are shown in Fig. 6. The contours levels correspond
to 68% and 95% of the posterior area. The best fit halo model is shown by the black line
in Fig. 5, being the dotted and dashed lines the 2-halo and 1-halo term respectively. There
is a good agreement with the data, at least at angular scales greater than & 20 arcsec. The
best fit values are (mean and 68% confidence intervals): log10 (Mmin/M) = 13.6
+0.9
−0.4 and
log10(M1/M) = 14.5
+0.9
−0.3.
QSOs selected at different wavelengths have been shown to have typical masses of 0.5−
10 × 1012h−1M, almost constant in the full redshift range, 0.5 . z . 4, probed by several
studies (e.g. [59–61, 64–68]). The estimated mass of the QSOs acting as lenses is clearly
much higher than these observations. It is simply the usual observational bias in lensing
analysis when only the most massive objects from the parent population are able to produce
a measurable signal (e.g. [7, 8, 69]). Instead of an issue, this result suggests that the QSOs
acting as lenses in our sample are not isolated and probably reside in galaxy groups/clusters
halos (see below).
It should be noticed that we are aware that the obtained MCMC results are not very
satisfactory and this is mostly due to the large uncertainties in our cross-correlation measure-
ments. In particular, the input parameter α is not constrained at all; it depends only on the
angular scales for the transition between the 1- and 2-halo regimes. Moreover, the logMmin
posterior distribution shows the tendency to prefer higher values getting close to the upper
prior limits. This is a very well known issue due to the excess of the cross-correlation signal
at degree angular scales. It was already found in GN17 in the highest (and most similar to
our sample’s) redshift bin (0.5 < z < 0.8). What is happening is that the MCMC sampler
tends to increase Mmin in order to fit the 2-halo term at the expanse of exceeding the mea-
sured signal at arcmin scales. Given such uncertainties with the current sample, we consider
worthless trying a deeper analysis to seek for further, more accurate, results in this part of
the analysis.
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However, we can use these constraints to discuss about the QSOs host halo by com-
paring our CCF results obtained with the QSOs acting as lenses against those using ellip-
ticals galaxies as lenses. It should be noticed that GN17 obtained better constraints with
respect to the present work since they had a larger lens sample that allow smaller un-
certainties. The minimum halo mass derived for the QSOs acting as lenses is larger than
the one derived with the whole sample of Luminous Red Galaxies (LRGs, 0.2 < z < 0.8),
log10 (Mmin/M) = 13.06
+0.05
−0.06. This could be interpreted as the QSOs residing in more mas-
sive halos when compared with typical elliptical galaxies acting as lenses. But, at the same
time, the QSOs halo mass is in good agreement if compared only with the elliptical galaxies
in the highest redshift bin analysed (0.5 < z < 0.8) with log10 (Mmin/M) = 14.36
+0.14
−0.10
(even more if we take into account the maximum of the posterior distribution for the QSOs,
log10 (Mmin/M) ∼ 14.2). In GN17, the evolution of the halo mass with redshift was inter-
preted as an observational bias caused by the variation of the lensing probability [70]. We do
not have additional evidences to derive different conclusions on the QSOs host halo masses.
Finally, considering these results, it seems that, when selected as lenses, both QSOs and LRGs
resides in galaxy groups/clusters halos with similar statistical mass properties, i.e. we are
observing the lensing effect of a cluster size halo were the QSOs or the LRGs are probably
situated in its center with a typical Bright Central Galaxy (BCG) as their galaxy host.
4 Projected mass density profile
In this section we use the results described in the previous section to estimate the projected
mass density profile of the lenses and to derive some constrains using the most common
theoretical models.
4.1 Theoretical background
In the presence of gravitational lensing the integrated source number counts per unit area
(n(> S0) = dNdΩdS (> S0) = n0S
−β
0 , with S0 the unlensed flux density and β the source number
count slope) suffer both a dilution and an amplification effects:
n(> S) =
n0
µ(θ)
(
S0
µ(θ)
)−β
= µβ−1n(> S0), (4.1)
being µ the amplification factor, defined as the ratio between the lensed to the unlensed flux
densities of the source. The angular CCF of two population of sources, wx(θ), is the fractional
excess probability, relative to a random distribution, of finding a source of Population 1 and
a source of Population 2, respectively, within infinitesimal solid angles separated by an angle
θ [71]. From the point of view of the lens it can be written as:
n(> S) = n0(1 + wx(θ)), (4.2)
i.e. the excess of background galaxies around the lens with respect to a random distribution.
Therefore, the CCF can be related with the amplification factor as:
wx(θ) =
n
n0
− 1 = µ(θ)β−1 − 1. (4.3)
The magnification can be expressed as a function of the convergence, κ and shear, γ, as
µ =
1
(1− κ)2 + |γ|2 . (4.4)
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Figure 6. MCMC results summary plot. Estimated CCF MCMC free parameters posterior distri-
butions. The contours levels correspond to 68% and 95% of the posterior area.
For unresolved/point like background sources the shear can be considered negligible at all
angular scales, as all the galaxies have the same point spread function. In other words, the
excess of detection probability that is producing the magnification bias is not affected by
the potential small shape distortions produced by the shear (that in any case is completely
negligible in the weak lensing regime). As a consequence, we can estimate the convergence as
a function of the CCF as:
κ(θ) = 1− (wx(θ) + 1)
−1
2(β−1) . (4.5)
Notice that this expression is exact and we did not perform any approximation to obtain it.
In fact, it can be validly applied in all lensing regimes. A more simple relationship can be
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found if we assume the weak lensing approximation (κ −→ 0 and, therefore, µ ∼ 1 + 2κ):
κ(θ) ' wx(θ)
2(β − 1) . (4.6)
Finally, the surface mass density, Σ(θ), is defined as κ(θ) = Σ(θ)Σcrit , being Σcrit =
c2
4piG
Ds
DdDds
the critical surface density with Dd and Ds the proper diameter distance from the observer
to the deflector and source, respectively. Dds is the proper diameter distance from the de-
flector to the source. In general, since we are dealing with samples of objects (lenses and
background sources) we need to use their redshift averaged distances (for example as in the
cross-correlation case):
〈Dpop〉 =
[∫ ∞
0
dzNpop(z)Dpop(z)
] [∫ ∞
0
dzNpop(z)
]−1
, (4.7)
with Npop(z) the redshift distribution function for each sample. However, in the stacking case
we have also the information about the redshift for each individual QG pair that allow us to
estimate Σcrit individually for each QG pair and then calculate the average.
4.2 Mass density profiles
We assume that the mass of the lenses is dominated by dark matter and, therefore we model
the dark matter halo as a Navarro-Frenk-White (NFW) profile [72]:
ρNFW (r) =
δcρcrit(z)
(r/rs)[1 + r/rs]2
, (4.8)
where δc = 2003
C3
ln(1+C)−C/(1+C) , with C the concentration parameter. The virial radius is
denoted by r200c and is the radius inside which the mean mass density of the halo equals
200ρcrit(z). The total mass inside r200c is M200c with rs = r200c/C and ρcrit(z) is the critical
density of the universe at the redshift of the cluster.
To take into account the variation of the concentration of haloes with mass and redshift,
we assume the relation measured in [73]:
C(M200c, z) =
4.6
1 + z
(
M200c
1.56× 1014h−1M
)−0.13
(4.9)
Then the convergence can be estimated as a projection along the line-of-sight ([74, 75]):
κNFW (θ) =
2rsδcρcrit(z)
Σcrit
f(θ/θs), (4.10)
with θs = rs/Dd, the angular scale radius, and
f(x) =
1
x2 − 1[1−F(x)], (4.11)
where
F(x) =

acosh(1/x)√
1−x2 for x < 1
1/3 for x = 1
acos(1/x)√
x2−1 for x > 1
(4.12)
– 15 –
We are considering only the 1-halo term. The 2-halo was already studied directly with
the CCF measurements and the halo modelling analysis in section 3.2. In this case the only
free parameter of the model is the mass of the halo, M200c.
This profile will be compared with the other commonly used model, the classical singular
isothermal sphere density profile (SIS):
ρSIS(r) =
σ2SIS
2piGr2
, (4.13)
where σSIS is the one-dimensional velocity dispersion of the mass that is commonly assumed
as σSIS ' VH/
√
2, with the halo circular velocity V 2H = GMH/rH .
Similarly to the NFW profile, the convergence can be estimated as a projection along
the line-of-sight [75]:
κ(θ) =
θE
2|θ| , (4.14)
with θE = 4pi
(
σSIS
c
)2 Dds
Ds
, the Einstein radius in this lens model. As in the NFW profile, the
only free parameter is the halo mass M200.
4.3 Results and Constrains
From eq. 4.5, it is clear that there is a simple transformation between the CCF and the
convergence. Therefore, both of them are equally valid quantities to be used to study the
mass density profile of the associated lens halos. However, there are some points to be taken
into account before choosing between the two quantities:
• The CCF is a very specific measurement that is difficult to be compared with other
lensing or mass density analyses. On the other hand, the convergence, or the directly
related surface mass density, is a more common quantity usually estimated by different
techniques (e.g [83, 84]) that can be used to make comparisons between different probes.
• By assuming a particular mass density profile, it is possible to estimate the 1-halo term
that describe the CCF at angular scales . 1 deg for both the strong and weak lensing
regimes. However, it is still needed a 2-halo term to fully characterise the full angular
scale range of the measured CCF (as described in sec. 3.2).
• Different theoretical approaches provide different information. The mass density profile,
for example in the case of a NFW profile, only depends on two parameters, total mass
and concentration, but can only explain the 1-halo term. To describe the larger scales
an additional 2-halo term is required, that can be almost studied independently of the
1-halo term. It can be approximately expressed as a function of the halo mass and the
lens bias (e.g. [69]). On the contrary, if we assume an HOD approach (as e.g. in GN17
based on [54]) we can obtain information on a different set of parameters asMmin,M1, α
and bias. The same theoretical framework describes both the 1-halo and 2-halo terms,
but it assumes the weak lensing approximation and cannot be applied in the strong
lensing regime (. 20 arcsec).
• Differently from the halo modelling of the auto-correlation function, the 2-halo term of
the CCF depends also on M1 and α that are mostly related with what happen inside
the single halo or 1-halo term. Therefore, if we try to describe the 1-halo term only
with the mass density profile approach, the 2-halo term will be described by too many
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Figure 7. Estimated convergence, κ(θ), using the traditional CCF estimator (top panel) and the
stacking approach data (bottom panel), with (red circles) and without (grey stars) the weak lensing
approximation. The green dotted line is the amplification, whose scale is shown on the right y-axis.
The blue star is the the value obtained by [76] by staking SDSS QSOs on Planck estimated convergence
map. In both panels the best-fit using different mass density profiles are also shown: NFW with mass
and C as free parameters(solid line) and the SIS (dot-dashed line).
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Figure 8. Concentration estimated using our findings (big black dot) compared with concentration
values from previous work [73, 77–82].
parameters not directly related with the remaining data (angular scale measurements
above 1 deg).
The conclusion is that no single approach seems to be able to describe the full range of CCF
measurements: the halo modelling assumes the weak lensing approximation, so θ & 20 arcesc,
while the mass density profile approach can be applied only to describe the 1-halo term, so
θ . 1 deg. For these reasons, in this work we have preferred to perform the traditional halo
modelling analysis in the weak lensing regime and to use the convergence to investigate the
mass density profile and restrict the analysis to the 1-halo term angular scales.
Figure 7 shows the convergence, κ(θ), computed using traditional CCF measurements
(top panel, Table 1) and the new stacking approach (bottom panel, Table 2). Mind the
fact that the angular scales of the two plots are different: as described before, the tradi-
tional CCF derived results are preferred at large angular scales, whereas the stacking ones
are better-performing at smaller scales. Moreover, it has to be noticed that the stacking
CCF measurements are estimated from a smoothed map to take into account the positional
uncertainty of the H-ATLAS background sample. It was used a 2.4 arcsec as the standard
deviation. The same smoothing was applied to the theoretical convergence, estimated for the
different mass density profiles, before performing any comparison.
The blue star in the top panel shows the perfect agreement with the value obtained by
[76] by stacking nearly 200,000 targets on Planck estimated lensing convergence map. The
targets are QSOs from the SDSS, covering the redshift range 0.9 ≤ z ≤ 2.2.
As can be seen in the top panels of Fig. 2 and already mentioned in the description
of Fig. 4, we do not have enough QG pairs to produce an homogeneous map at angular
separation above several arcsec. This fact is translated into a noisy estimated convergence
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above 15 arcsec in the stacking case, and even worse in the cross-correlation one. With larger
samples we should be able to estimate a smoother convergence at larger angular separations.
In both cases, we compared the results from the convergence given by the formulas eq.
4.5 and 4.6. It should be noticed that the weak lensing approximation overestimates the
general formula results whenever the convergence value is greater than ∼ 0.1, independently
of the angular scale. Given the range of masses of our lenses this result implies that both
formulas agree at large scales, but start to differ below 20-30 arcsec. The angular scale range
for the transition between the strong and weak lensing regimes is in agreement with the
findings by GN17 when analysing the halo model fit results. Moreover, it is also confirmed
by our own halo model fit results in section 3.3.
In addition, by calculating the amplification factor (eq. 4.4) we also showed that these
angular scales indicate the transition toward a strong lensing regime with amplification factors
rapidly increasing well above 1.5 at angular scales smaller than 20 arcsec (see Fig. 7, green
dotted line). The importance of this conclusion is in the fact that many lensing studies rely
on the weak lensing approximation, pushing it to the smallest possible scales, where such
approximation is no longer valid. In fact, it is very clear from the stacking approach results
(Fig. 7, bottom panel) that at small scales both estimations differ by almost an order of
magnitude.
Our halo convergence measurements using QSOs as lenses are in good agreement with
previous estimations, even if some of them used the magnification bias with lenses of different
kinds ([69]) or first performed several analysis of the strong and weak lensing in individual
clusters and then stacked them together (see Fig. 7 in [83] and Fig. 3 in [84]). In both cases
there is an intrinsic limitation to the minimum physical size that can be studied due to the
presence of the lens itself. In the first case, the lensing mass profiles of spectroscopic LRGs
and galaxy clusters were determined through measurements of the weak lensing magnification
of photometric LRGs in their background (the change in detected galaxy counts as well as
the increased average galaxy flux behind the lenses). The fact that the background sample
is in the optical band as the lenses implies that the LRGs or the BCG complicates the
measurements at angular scales smaller than the lens size. In the second case, the strong
lensing information is provided by the analysis of arcs or multiple images of the same object.
But when they happen at small angular scales, such arcs or images cannot be detected near
the BCGs. For these reasons the mass profile reconstructions usually reach only several kpc.
In our case, the fact that the foreground and background samples were observed in dif-
ferent wavelengths bands (in particular, the sub-mm emission of the QSOs and the optical
emission of the SMGs are negligible) allow us to overcome this problem, achieving mea-
surements below 10 kpc (considering a scale factor of ∼ 7.2 kpc/arcsec at the lenses mean
redshift). This limit is only imposed by the samples’ statistics and the positional uncertainty
of the instruments. As discussed below, even taken into account the positional uncertainties
it is possible to derive interesting conclusions at such small scales.
Using the mass density profiles described above, we estimate their main parameters
that provide the best fit to the data. We apply the same smoothing scale to the theoretical
density profiles before the comparison. It did not introduce any additional uncertainty to the
comparison because we used exactly the same standard deviation in both cases. Moreover, we
use the estimated covariance matrix to calculate the chi-squared during the best fit analysis.
For the NFW profile, we performed the best-fit only to the data obtained with the stacking
CCF. Even after the smoothing, it is clear that the SIS model cannot provide a good fit to the
stacked data (the higher slope produces a very distinctive enhancement around the smoothing
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scale that is difficult to be adjusted to the measurements). Therefore, we estimated the SIS
M200c parameter using only the traditional CCF measurements.
The NFW profile provided a good fit to the estimated convergence at angular scales
below ∼ 1 arcmin (∼ 400 kpc). This result is an additional confirmation of the cuspy nature
of the dark matter halos expected from dark matter only simulations [85]. Beyond 200 arcsec
(∼ 2 Mpc) the NFW profile would require a 2-halo term in order to fit the measurements. As
we are interested here in the inner halo profile, and the LSS structure was already studied in
section 3.2, we decided not to calculate the NFW 2-halo term.
With the NFW profile we estimate a M200c = 1.7+2.1−0.5 × 1014M. The uncertainties are
dominated mainly by the redshift distribution of both samples, while the parameter estimation
errors are negligible in comparison. This estimation was obtained using the individual QG
pair redshift information: the Σcrit was estimated for each QG pair and the average and
dispersion of all the QG pairs was used. There is no relevant difference if we had used the
overall redshift distribution of the parent samples (a single Σcrit value estimated at the mean
redshifts): M200c = 1.4+2.2−1.0 × 1014M. As seen in Fig. 3, the redshift distribution of the QG
pairs are representative of the parent samples ones.
As a comparison, with the SIS profile we obtain M200c = 1.6+0.7−0.4× 1013M. It is a lower
value with respect to the one for the NFW case: it is mainly due to the fact that the SIS
does not provide a good fit to the data below 20 arcsec and that some of the traditional CCF
measurements have low values with large uncertainties.
The estimated masses from the profile analysis support the results and conclusions de-
rived through the halo modelling performed before (see sec. 3.3). In fact, the estimated
mass is in agreement with the ones derived by [69] both for the LRGs and the galaxy clus-
ters (almost independent of the richness of the clusters) based also in the magnification bias.
Although not discussed in that work, the fact that they derived similar masses for the LRG
sample and the cluster ones indicates, as in [8] and in our case, that the LRGs were sign-
posting cluster size halos. It seems that in all these works the measured magnification bias
is dominated by the cluster size halo effect, being the galactic size halos contribution almost
negligible.
On this respect, we tried to detect any residual baryonic/stellar component at very small
scales by adding a second independent SIS profile. Due to the particular shape of the SIS
profile, the fit to the data worsened for any M200c & 1012M. For lower masses the potential
contribution of any baryonic/stellar component became completely negligible.
However, the study by [76] indicates that quasars with i-band magnitudes, Mi brighter
than Mi . −26 reside in halos of typical mass Mh ∼ 1013h−1M. This mass value is in
agreement with the typical host halo QSO masses derived with other techniques as discussed
earlier and similar to our mass estimation using the SIS profile at large scales. There are
two main reasons that explain the difference with respect to our main findings. On the one
hand, they are stacking on a convergence map. This means that all the targets contribute to
the final measurement even in a small fraction due to their smaller mass. In the case of the
magnification bias we can only count if there is a pair or not, and therefore only the effect
of the more massive lenses is observed. On the other hand, they use a more than 100 times
larger target sample that allows them to be sensitive to the effect of much weaker, i.e. less
massive, objects. Although their results are more representative of the bulk of the QSO host
population, they are limited to a very narrow angular separation regime that restrains the
precise analysis and applications of their measurements: only angular scales above the Planck
resolution can be studied and the measurements above a few Planck beams are compatible
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with zero. On the contrary, the magnification bias study has a clear observational bias towards
higher lens masses but can be robustly measured and analysed for a wide range of angular
scales, from arcsec to degrees.
The [73] mass-concentration relationship was chosen because it was obtained from stacked
weak lensing measurements. However, when compared with more recent relations, it is shown
to provide a rather low concentration values. As a test, we estimated the halo mass using
two different, most recent, relations: [86] and [87]. We found M200c = 0.8+0.5−0.1 × 1014M and
M200c = 0.9
+0.6
−0.2×1014M, respectively. The higher concentration values produce lower mass,
but, in any case, both estimations are compatible at 1σ level with the previous one using [73].
If the concentration parameter is considered also as a free parameter, the best-fit NFW
profile is obtained for the following parameter values: M200c = 1.0+0.4−0.2 × 1014M and C =
3.5+0.5−0.3 (solid line in both panels of Fig. 7). This result is in good agreement with the [73]
relationship, as well as with other stacked results as [77], z ∼ 0.15 and [79] at z ∼ 1. However,
at this mass range and redshift, these results are below typical relations as the [86] and [87]
ones, that consider mainly relaxed halos.
Halos are dynamically evolving objects and therefore their mass and concentration is
probably related with their recent assembly history [79]. In fact, after a recent merger the
halo profile may not be well-described by the NFW profile due to a dynamically unrelaxed
state [87], although this problem should be mitigated in stacked halo profiles. Following [87]
simulation results, in unrelaxed halos much of the mass is far from the center and therefore
they tend to have lower concentrations than the relaxed ones. Thus, our derived mass-
concentration results could be interpreted as the QSOs acting as lenses are mostly hosted
in unrelaxed cluster size halos. It could be related with the observed link between QSO
activity and merger episodes at low redshift (see e.g. [88] or [89]). In any case, using higher
concentration values also produced a compatible fit to our observations within the error bars.
More QG pairs with angular separation around 20-30 arcsec are needed to obtain smaller
error bars in order to negate concentration values higher than 4 for our QSOs sub-sample.
Finally, by considering the best fit NFW profile based on the stacking CCF results with
the halo mass and the concentration as free parameters, we used equations 4.4 and 4.3 to
estimate the corresponding CCF (dotted blue line in Fig. 5). Taking into account that
it was estimated using the stacking results with data limited to 40–50 arcsec, it provides
a valid fit to the observed CCF below ∼ 1 deg. However, when compared with the halo
modelling results, it is clear that the 1-halo term from the halo modelling approach is below
the other one. This is mainly due to the fact that the weak lensing approximation needed to
derive the halo modelling for the traditional CCF implies that only data above ∼ 20 arcsec
can be used. Those measurements have large uncertainties and lower values compared with
other more accurate data points at other angular distances (e.g. those in the strong lensing
regime). With more accurate observations, as the ones for elliptical galaxies from GN17, both
approaches should provide similar results.
In any case, for future works on this topic, it would be interesting to combine both
approaches in a 2-steps analysis: first, characterise the mass density profile for the particular
sample by using the stacking CCF results and then use this information in a traditional halo
modelling to describe the CCF at larger scales.
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θ [arcmin] κ errκ θ [arcmin] κ errκ
0.04 0.50 0.04 3.983 0.003 0.005
0.064 0.32 0.09 6.31 < 0.003 -
0.10 0.27 0.06 10.00 0.004 0.002
0.16 0.19 0.06 15.85 0.003 0.002
0.25 0.03 0.07 25.12 < 0.001 -
0.40 0.07 0.04 39.81 < 0.001 -
0.63 0.01 0.03 63.10 < 0.0004 -
1.00 0.02 0.02 100.00 0.0004 0.0003
1.58 0.03 0.01 158.49 0.0003 0.0004
2.51 < 0.01 - 251.19 < 0.0005 -
Table 1. Angular distance, convergence and its error computed using the traditional CCF data.
θ [arcsec] κ errκ θ [arcsec] κ errκ
0.10 0.50 0.2 3.16 0.44 0.03
0.11 0.50 0.09 3.55 0.43 0.03
0.16 0.50 0.09 3.98 0.41 0.03
0.22 0.50 0.04 4.47 0.39 0.03
0.32 0.50 0.04 5.01 0.37 0.04
0.35 0.50 0.06 5.62 0.35 0.04
0.40 0.50 0.06 6.31 0.33 0.04
0.45 0.50 0.04 7.08 0.31 0.04
0.50 0.50 0.04 7.94 0.28 0.04
0.56 0.50 0.05 8.91 0.25 0.05
0.63 0.50 0.03 10.00 0.22 0.06
0.71 0.50 0.03 11.22 0.17 0.07
0.79 0.50 0.04 12.59 0.13 0.09
0.89 0.50 0.04 14.13 0.1 0.1
1.00 0.50 0.03 15.85 0.1 0.1
1.12 0.49 0.03 17.78 0.13 0.09
1.26 0.49 0.03 19.95 0.15 0.07
1.41 0.49 0.03 22.39 0.15 0.07
1.58 0.49 0.03 25.12 0.10 0.07
1.78 0.48 0.03 28.18 0.08 0.07
2.00 0.48 0.03 31.62 0.11 0.07
2.24 0.47 0.03 35.48 0.10 0.07
2.51 0.46 0.03 39.81 0.12 0.06
2.82 0.45 0.03 44.67 0.08 0.06
Table 2. Angular distance, convergence and its error computed using the stacking CCF data.
5 Conclusions
In this work we were able to measured the gravitational lensing effect (magnification bias)
produce by QSOs acting as lenses, 0.2 < z < 0.8, on the SMGs observed by Herschel at
1.2 < z < 4.0. Although in literature there are at least four confirmed detections of individual
QSOs acting as lenses, this is actually the first time that some statistical constrains about
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their halo mass or density profile can be derived exploiting the lensing effect.
The CCF between the two samples were measured from ∼ 5 arcsec up to ∼ 3 degrees.
By performing a halo modelling, the estimated best fit values were (mean and 68% confidence
intervals): log10 (Mmin/M) = 13.6
+0.9
−0.4 and log10(M1/M) = 14.5
+0.9
−0.3. As in [8], these mass
values indicate that the QSOs acting as lenses are placed in galaxy groups/clusters halos,
i.e. we are observing the lensing effect of a cluster size halo were the QSOs are probably
situated at its centre. Although the SMGs unique properties allow us to obtain the CCF
measurements, the lack of a better statistics affects their signal-to-noise and therefore the
accuracy of our derived constraints.
We also proposed the stacking technique as an alternative or at least a complementary
methodology to study the magnification bias. It allowed us to obtain an averaged QG pairs
distribution map around the lenses, that can then be used to estimate the radial CCF. This
alternative CCF estimation is in good agreement with the results from the traditional ap-
proach, confirming that they are both describing the same physical quantity. The stacking
technique provides a way to take into account the positional uncertainty of the data, other-
wise not possible with the traditional CCF estimators, that allow us to explore scales of the
order of ∼ 1 arcsec. For this reason, it is the preferable methodology to study the magnifica-
tion bias in the strong lensing regime, while, at larger scales, it would be more suitable and
straightforward to use the traditional approach. Moreover, the stacking technique allow us to
know the QG pair contributing to the magnification bias measurements that helps to derive
more accurate constraints than in the traditional CCF case.
The lensing convergence, κ(θ), was derived from the estimated CCF measurements.
The weak lensing approximation was compared with the exact formula (neglecting the shear
contribution, reasonable in our case). Our results showed that, below ∼ 20 − 30 arsec, the
two formulas start to differ from each other, which is well explained by the fast increase of
the estimated amplification above 1.5. Therefore, at about such angular scale the transition
between the weak and strong lensing regimes happens. It confirms what has been previously
concluded in GN17 and again in the current work by the halo modelling analysis. It should
be noticed that applying the weak lensing approximation also in the strong lensing regime
would have completely changed our conclusions on the mass density profile.
As expected for cluster size halos, the estimated convergence of the QSOs cluster size
host halo is well represented by a NFW mass density profile. The best fit mass was found to
be of M200c ∼ 1× 1014M, almost independent of the particular mass-concentration relation
used. No additional baryonic/stellar component was detected at the smallest scales.
Finally, by estimating also the concentration parameter we obtainedMNFW = 1.0+0.4−0.2×
1014M and C = 3.5+0.5−0.3. This concentration value is rather low compared with other esti-
mations at similar mass range and it would indicate that the cluster size halos around these
QSOs are unrelaxed (following [87] simulation results). However, higher concentration values
still provide a compatible fit to the data.
Acknowledgments
We very much thank the reviewer for the valuable comments that helped us to improve this
work.
LB and JGN acknowledge the PGC 2018 project PGC2018-101948-B-I00 (MICINN/FEDER)
and PAPI-19-EMERG-11 (Universidad de Oviedo). LB, JGN and SLSG acknowledge financial
support from the I+D 2015 project AYA2015-65887-P (MINECO/FEDER). JGN acknowl-
– 23 –
edges financial from the Spanish MINECO for a "Ramon y Cajal" fellowship (RYC-2013-
13256). FB acknowledges support from an Australian Research Council Future Fellowship
(FT150100074). AL acknowledges partial support from PRIN MIUR 2015 Cosmology and
Fundamental Physics: illuminating the Dark Universe with Euclid, by the RADIOFORE-
GROUNDS grant (COMPET-05-2015, agreement number 687312) of the European Union
Horizon 2020 research and innovation program, and the MIUR grant ’Finanziamento annuale
individuale attivita base di ricerca’. MN received funding from the European Union’s Horizon
2020 research and innovation programme under the Marie Sklodowska-Curie grant agreement
No 707601. Finally, EDA and JDCJ acknowledge financial support from the I+D 2017 project
AYA2017-89121-P and JDCJ acknowledges support from the European Union’s Horizon 2020
research and innovation programme under the H2020-INFRAIA-2018-2020 grant agreement
No 210489629.
The analysis were partly carried out at the ‘Centro Interuniversitario del Nord-Est per
il Calcolo Elettronico’ (CINECA, Bologna), with CPU time assigned under the project
Sis18_COSMOGAL, ref. tts#345223.
The Herschel-ATLAS is a project with Herschel, which is an ESA space observatory with
science instruments provided by European-led Principal Investigator consortia and with im-
portant participation from NASA. The H-ATLAS website is http://www.h-atlas.org/
Funding for SDSS-III has been provided by the Alfred P. Sloan Foundation, the Participating
Institutions, the National Science Foundation, and the U.S. Department of Energy Office of
Science. The SDSS-III web site is http://www.sdss3.org/. SDSS-III is managed by the
Astrophysical Research Consortium for the Participating Institutions of the SDSS-III Collab-
oration including the University of Arizona, the Brazilian Participation Group, Brookhaven
National Laboratory, Carnegie Mellon University, University of Florida, the French Participa-
tion Group, the German Participation Group, Harvard University, the Instituto de Astrofisica
de Canarias, the Michigan State/Notre Dame/JINA Participation Group, Johns Hopkins
University, Lawrence Berkeley National Laboratory, Max Planck Institute for Astrophysics,
Max Planck Institute for Extraterrestrial Physics, New Mexico State University, New York
University, Ohio State University, Pennsylvania State University, University of Portsmouth,
Princeton University, the Spanish Participation Group, University of Tokyo, University of
Utah, Vanderbilt University, University of Virginia, University of Washington, and Yale Uni-
versity.
This research has made use of the Ned Wright’s Cosmology Calculator [90], and the python
packages emcee [63], ipython [91], matplotlib [92], Scipy [93], Astropy, [94] and GetDist
to analysed the MCMC chains developed for COSMOMC [95].
References
[1] P. Schneider, J. Ehlers and E. E. Falco, Gravitational Lenses. 1992, 10.1007/978-3-662-03758-4.
[2] R. Scranton, B. Ménard, G. T. Richards, R. C. Nichol, A. D. Myers, B. Jain et al., Detection of
Cosmic Magnification with the Sloan Digital Sky Survey, Astrophys. J. 633 (Nov., 2005)
589–602, [arXiv:astro-ph/0504510].
[3] B. Ménard, R. Scranton, M. Fukugita and G. Richards, Measuring the galaxy-mass and
galaxy-dust correlations through magnification and reddening, Mon. Not. Roy. Astron. Soc. 405
(June, 2010) 1025–1039, [0902.4240].
[4] H. Hildebrandt, L. van Waerbeke, D. Scott, M. Béthermin, J. Bock, D. Clements et al.,
– 24 –
Inferring the mass of submillimetre galaxies by exploiting their gravitational magnification of
background galaxies, Mon. Not. Roy. Astron. Soc. 429 (Mar., 2013) 3230–3237, [1212.2650].
[5] M. Bartelmann and P. Schneider, Weak gravitational lensing, Phys. Rep. 340 (Jan., 2001)
291–472, [arXiv:astro-ph/9912508].
[6] S. Eales, L. Dunne, D. Clements, A. Cooray, G. de Zotti, S. Dye et al., The Herschel ATLAS,
Publ. Astron. Soc. Pac. 122 (May, 2010) 499–515, [0910.4279].
[7] J. González-Nuevo, A. Lapi, M. Negrello, L. Danese, G. De Zotti, S. Amber et al.,
Herschel-ATLAS/GAMA: SDSS cross-correlation induced by weak lensing, Mon. Not. Roy.
Astron. Soc. 442 (Aug., 2014) 2680–2690, [1401.4094].
[8] J. González-Nuevo, A. Lapi, L. Bonavera, L. Danese, G. de Zotti, M. Negrello et al.,
H-ATLAS/GAMA: magnification bias tomography. Astrophysical constraints above ∼1 arcmin,
J. Cosmology and Astroparticles Phys. 10 (Oct., 2017) 024, [1707.03709].
[9] C. P. Ahn, R. Alexandroff, C. Allende Prieto, S. F. Anderson, T. Anderton, B. H. Andrews
et al., The Ninth Data Release of the Sloan Digital Sky Survey: First Spectroscopic Data from
the SDSS-III Baryon Oscillation Spectroscopic Survey, Astrophys. J. Suppl. 203 (Dec., 2012)
21, [1207.7137].
[10] S. P. Driver, D. T. Hill, L. S. Kelvin, A. S. G. Robotham, J. Liske, P. Norberg et al., Galaxy
and Mass Assembly (GAMA): survey diagnostics and core data release, Mon. Not. Roy.
Astron. Soc. 413 (May, 2011) 971–995, [1009.0614].
[11] M. Oguri, N. Inada, B. Pindor, M. A. Strauss, G. T. Richards, J. F. Hennawi et al., The Sloan
Digital Sky Survey Quasar Lens Search. I. Candidate Selection Algorithm, Astronomical J. 132
(Sept., 2006) 999–1013, [astro-ph/0605571].
[12] M. Oguri, N. Inada, M. A. Strauss, C. S. Kochanek, G. T. Richards, D. P. Schneider et al., The
Sloan Digital Sky Survey Quasar Lens Search. III. Constraints on Dark Energy from the Third
Data Release Quasar Lens Catalog, Astronomical J. 135 (Feb., 2008) 512–519, [0708.0825].
[13] M. Bartelmann and P. Schneider, Large-scale correlations between QSOs and galaxies - an
effect caused by gravitational lensing?, Astron. Astrophys. 268 (Feb., 1993) 1–13.
[14] F. Courbin, M. Tewes, S. G. Djorgovski, D. Sluse, A. Mahabal, F. Rérat et al., First case of
strong gravitational lensing by a QSO: SDSS J0013+1523 at z = 0.120, Astron. Astrophys. 516
(June, 2010) L12, [1002.4991].
[15] F. Courbin, C. Faure, S. G. Djorgovski, F. Rérat, M. Tewes, G. Meylan et al., Three
quasi-stellar objects acting as strong gravitational lenses, Astron. Astrophys. 540 (Apr., 2012)
A36, [1110.5514].
[16] D. Harvey and F. Courbin, A weak lensing comparability study of galaxy mergers that host
AGNs, Mon. Not. Roy. Astron. Soc. 451 (July, 2015) L95–L99, [1505.03655].
[17] A. L. R. Danielson, A. M. Swinbank, I. Smail, J. M. Simpson, C. M. Casey, S. C. Chapman
et al., An ALMA Survey of Submillimeter Galaxies in the Extended Chandra Deep Field South:
Spectroscopic Redshifts, Astrophys. J. 840 (May, 2017) 78, [1705.03503].
[18] R. A. Meyer, T. Delubac, J.-P. Kneib and F. Courbin, Quasi-Stellar Objects acting as Strong
Gravitational Lenses in the SDSS-III BOSS survey, arXiv e-prints (Nov., 2017) , [1711.01184].
[19] Planck Collaboration, P. A. R. Ade, N. Aghanim, C. Armitage-Caplan, M. Arnaud,
M. Ashdown et al., Planck 2013 results. XIX. The integrated Sachs-Wolfe effect, Astron.
Astrophys. 571 (Nov., 2014) A19, [1303.5079].
[20] Planck Collaboration, P. A. R. Ade, N. Aghanim, M. Arnaud, M. Ashdown, J. Aumont et al.,
Planck 2015 results. XXI. The integrated Sachs-Wolfe effect, Astron. Astrophys. 594 (Sept.,
2016) A21, [1502.01595].
– 25 –
[21] J. M. Stil, B. W. Keller, S. J. George and A. R. Taylor, Degree of Polarization and Source
Counts of Faint Radio Sources from Stacking Polarized Intensity, Astrophys. J. 787 (June,
2014) 99, [1404.1859].
[22] L. Bonavera, J. González-Nuevo, F. Argüeso and L. Toffolatti, Statistics of the fractional
polarization of compact radio sources in Planck maps, Mon. Not. Roy. Astron. Soc. 469 (Aug.,
2017) 2401–2411, [1703.09952].
[23] L. Bonavera, J. González-Nuevo, B. De Marco, F. Argüeso and L. Toffolatti, Statistics of the
fractional polarization of extragalactic dusty sources in Planck HFI maps, Mon. Not. Roy.
Astron. Soc. 472 (Nov., 2017) 628–635.
[24] F. Bianchini, G. Fabbian, A. Lapi, J. Gonzalez-Nuevo, R. Gilli and C. Baccigalupi, Broadband
Spectral Energy Distributions of SDSS-selected Quasars and of Their Host Galaxies: Intense
Activity at the Onset of AGN Feedback, Astrophys. J. 871 (Feb., 2019) 136.
[25] F. Bianchini and C. L. Reichardt, Constraining Gravity at Large Scales with the 2MASS
Photometric Redshift Catalog and Planck Lensing, Astrophys. J. 862 (July, 2018) 81,
[1801.03736].
[26] N. Welikala, M. Béthermin, D. Guery, M. Strandet, K. A. Aird, M. Aravena et al., Probing star
formation in the dense environments of z∼1 lensing haloes aligned with dusty star-forming
galaxies detected with the South Pole Telescope, Mon. Not. Roy. Astron. Soc. 455 (Jan., 2016)
1629–1646, [1510.01359].
[27] Planck Collaboration, P. A. R. Ade, N. Aghanim, M. Arnaud, M. Ashdown, J. Aumont et al.,
Planck 2015 results. XIII. Cosmological parameters, Astron. Astrophys. 594 (Sept., 2016) A13,
[1502.01589].
[28] Planck Collaboration, N. Aghanim, Y. Akrami, M. Ashdown, J. Aumont, C. Baccigalupi et al.,
Planck 2018 results. VI. Cosmological parameters, arXiv e-prints (July, 2018) , [1807.06209].
[29] G. L. Pilbratt, J. R. Riedinger, T. Passvogel, G. Crone, D. Doyle, U. Gageur et al., Herschel
Space Observatory. An ESA facility for far-infrared and submillimetre astronomy, Astron.
Astrophys. 518 (July, 2010) L1, [1005.5331].
[30] A. Poglitsch, C. Waelkens, N. Geis, H. Feuchtgruber, B. Vandenbussche, L. Rodriguez et al.,
The Photodetector Array Camera and Spectrometer (PACS) on the Herschel Space
Observatory, Astron. Astrophys. 518 (July, 2010) L2, [1005.1487].
[31] M. J. Griffin, A. Abergel, A. Abreu, P. A. R. Ade, P. André, J.-L. Augueres et al., The
Herschel-SPIRE instrument and its in-flight performance, Astron. Astrophys. 518 (July, 2010)
L3, [1005.5123].
[32] E. Valiante, M. W. L. Smith, S. Eales, S. J. Maddox, E. Ibar, R. Hopwood et al., The
Herschel-ATLAS data release 1 - I. Maps, catalogues and number counts, Mon. Not. Roy.
Astron. Soc. 462 (Nov., 2016) 3146–3179, [1606.09615].
[33] N. Bourne, L. Dunne, S. J. Maddox, S. Dye, C. Furlanetto, C. Hoyos et al., The
Herschel-ATLAS Data Release 1 - II. Multi-wavelength counterparts to submillimetre sources,
Mon. Not. Roy. Astron. Soc. 462 (Oct., 2016) 1714–1734, [1606.09254].
[34] E. E. Rigby, S. J. Maddox, L. Dunne, M. Negrello, D. J. B. Smith, J. González-Nuevo et al.,
Herschel-ATLAS: first data release of the Science Demonstration Phase source catalogues,
Mon. Not. Roy. Astron. Soc. 415 (Aug., 2011) 2336–2348, [1010.5787].
[35] E. Pascale, R. Auld, A. Dariush, L. Dunne, S. Eales, S. Maddox et al., The first release of data
from the Herschel ATLAS: the SPIRE images, Mon. Not. Roy. Astron. Soc. 415 (July, 2011)
911–917, [1010.5782].
[36] E. Ibar, R. J. Ivison, A. Cava, G. Rodighiero, S. Buttiglione, P. Temi et al., H-ATLAS: PACS
– 26 –
imaging for the Science Demonstration Phase, Mon. Not. Roy. Astron. Soc. 409 (Nov., 2010)
38–47, [1009.0262].
[37] M. W. L. Smith, E. Ibar, S. J. Maddox, E. Valiante, L. Dunne, S. Eales et al., The
Herschel-ATLAS Data Release 2, Paper I. Submillimeter and Far-infrared Images of the South
and North Galactic Poles: The Largest Herschel Survey of the Extragalactic Sky, Astrophys. J.
Suppl. 233 (Dec., 2017) 26, [1712.02361].
[38] S. J. Maddox, E. Valiante, P. Cigan, L. Dunne, S. Eales, M. W. L. Smith et al., The
Herschel-ATLAS Data Release 2. Paper II. Catalogs of Far-infrared and Submillimeter Sources
in the Fields at the South and North Galactic Poles, Astrophys. J. Suppl. 236 (June, 2018) 30,
[1712.07241].
[39] A. Amvrosiadis, E. Valiante, J. Gonzalez-Nuevo, S. J. Maddox, M. Negrello, S. A. Eales et al.,
Herschel-ATLAS : the spatial clustering of low- and high-redshift submillimetre galaxies, Mon.
Not. Roy. Astron. Soc. 483 (Mar, 2019) 4649–4664, [1811.02870].
[40] R. J. Ivison, A. M. Swinbank, B. Swinyard, I. Smail, C. P. Pearson, D. Rigopoulou et al.,
Herschel and SCUBA-2 imaging and spectroscopy of a bright, lensed submillimetre galaxy at z
= 2.3, Astron. Astrophys. 518 (July, 2010) L35, [1005.1071].
[41] A. M. Swinbank, I. Smail, S. Longmore, A. I. Harris, A. J. Baker, C. De Breuck et al., Intense
star formation within resolved compact regions in a galaxy at z = 2.3, Nature 464 (Apr., 2010)
733–736, [1003.3674].
[42] R. J. Ivison, A. J. R. Lewis, A. Weiss, V. Arumugam, J. M. Simpson, W. S. Holland et al., The
Space Density of Luminous Dusty Star-forming Galaxies at z>4: SCUBA-2 and LABOCA
Imaging of Ultrared Galaxies from Herschel-ATLAS, Astrophys. J. 832 (Nov., 2016) 78,
[1611.00762].
[43] J. González-Nuevo, A. Lapi, S. Fleuren, S. Bressan, L. Danese, G. De Zotti et al.,
Herschel-ATLAS: Toward a Sample of ˜1000 Strongly Lensed Galaxies, Astrophys. J. 749
(Apr., 2012) 65, [1202.0402].
[44] A. Lapi, J. González-Nuevo, L. Fan, A. Bressan, G. De Zotti, L. Danese et al.,
Herschel-ATLAS Galaxy Counts and High-redshift Luminosity Functions: The Formation of
Massive Early-type Galaxies, Astrophys. J. 742 (Nov., 2011) 24, [1108.3911].
[45] D. P. Schneider, G. T. Richards, P. B. Hall, M. A. Strauss, S. F. Anderson, T. A. Boroson
et al., The Sloan Digital Sky Survey Quasar Catalog. V. Seventh Data Release, Astronomical J.
139 (June, 2010) 2360, [1004.1167].
[46] I. Pâris, P. Petitjean, N. P. Ross, A. D. Myers, É. Aubourg, A. Streblyanska et al., The Sloan
Digital Sky Survey Quasar Catalog: Twelfth data release, Astron. Astrophys. 597 (Jan., 2017)
A79, [1608.06483].
[47] N. P. Ross, A. D. Myers, E. S. Sheldon, C. Yèche, M. A. Strauss, J. Bovy et al., The SDSS-III
Baryon Oscillation Spectroscopic Survey: Quasar Target Selection for Data Release Nine,
Astrophys. J. Suppl. 199 (Mar., 2012) 3, [1105.0606].
[48] H. Dole, G. Lagache, J.-L. Puget, K. I. Caputi, N. Fernández-Conde, E. Le Floc’h et al., The
cosmic infrared background resolved by Spitzer. Contributions of mid-infrared galaxies to the
far-infrared background, Astron. Astrophys. 451 (May, 2006) 417–429, [astro-ph/0603208].
[49] G. Marsden, P. A. R. Ade, J. J. Bock, E. L. Chapin, M. J. Devlin, S. R. Dicker et al., BLAST:
Resolving the Cosmic Submillimeter Background, Astrophys. J. 707 (Dec., 2009) 1729–1739,
[0904.1205].
[50] M. Béthermin, E. Le Floc’h, O. Ilbert, A. Conley, G. Lagache, A. Amblard et al., HerMES:
deep number counts at 250 µm, 350 µm and 500 µm in the COSMOS and GOODS-N fields
and the build-up of the cosmic infrared background, Astron. Astrophys. 542 (June, 2012) A58,
[1203.1925].
– 27 –
[51] M. Davis and P. J. E. Peebles, A survey of galaxy redshifts. V - The two-point position and
velocity correlations, Astrophys. J. 267 (Apr., 1983) 465–482.
[52] D. Herranz, Foreground-Background Galaxy Correlations in the Hubble Deep Fields, in
Cosmological Physics with Gravitational Lensing (J. Tran Thanh Van, Y. Mellier and
M. Moniez, eds.), p. 197, Jan., 2001.
[53] S. D. Landy and A. S. Szalay, Bias and variance of angular correlation functions, Astrophys. J.
412 (July, 1993) 64–71.
[54] A. Cooray and R. Sheth, Halo models of large scale structure, Phys. Rep. 372 (Dec., 2002)
1–129, [astro-ph/0206508].
[55] D. N. Limber, The Analysis of Counts of the Extragalactic Nebulae in Terms of a Fluctuating
Density Field., Astrophys. J. 117 (Jan., 1953) 134.
[56] F. Bianchini, P. Bielewicz, A. Lapi, J. Gonzalez-Nuevo, C. Baccigalupi, G. de Zotti et al.,
Cross-correlation between the CMB Lensing Potential Measured by Planck and High-z
Submillimeter Galaxies Detected by the Herschel-Atlas Survey, Astrophys. J. 802 (Mar., 2015)
64, [1410.4502].
[57] F. Bianchini, A. Lapi, M. Calabrese, P. Bielewicz, J. Gonzalez-Nuevo, C. Baccigalupi et al.,
Toward a Tomographic Analysis of the Cross-Correlation between Planck CMB Lensing and
H-ATLAS Galaxies, Astrophys. J. 825 (July, 2016) 24, [1511.05116].
[58] I. Zehavi, D. H. Weinberg, Z. Zheng, A. A. Berlind, J. A. Frieman, R. Scoccimarro et al., On
Departures from a Power Law in the Galaxy Correlation Function, Astrophys. J. 608 (June,
2004) 16–24, [astro-ph/0301280].
[59] J. Richardson, Z. Zheng, S. Chatterjee, D. Nagai and Y. Shen, The Halo Occupation
Distribution of SDSS Quasars, Astrophys. J. 755 (Aug., 2012) 30, [1203.4570].
[60] J. Richardson, S. Chatterjee, Z. Zheng, A. D. Myers and R. Hickox, The Halo Occupation
Distribution of X-Ray-bright Active Galactic Nuclei: A Comparison with Luminous Quasars,
Astrophys. J. 774 (Sept., 2013) 143, [1303.2942].
[61] K. Mitra, S. Chatterjee, M. A. DiPompeo, A. D. Myers and Z. Zheng, The Halo Occupation
Distribution of obscured quasars: revisiting the unification model, Mon. Not. Roy. Astron. Soc.
477 (Jun, 2018) 45–55, [1802.04758].
[62] Z. Zheng, Interpreting the Observed Clustering of Red Galaxies at z ˜ 3, Astrophys. J. 610
(July, 2004) 61–68, [astro-ph/0307030].
[63] D. Foreman-Mackey, D. W. Hogg, D. Lang and J. Goodman, emcee: The MCMC Hammer,
Publ. Astron. Soc. Pac. 125 (Mar., 2013) 306, [1202.3665].
[64] A. D. Myers, G. T. Richards, R. J. Brunner, D. P. Schneider, N. E. Strand, P. B. Hall et al.,
Quasar Clustering at 25 h−1 kpc from a Complete Sample of Binaries, Astrophys. J. 678 (May,
2008) 635–646, [0709.3474].
[65] S. M. Croom, B. J. Boyle, T. Shanks, R. J. Smith, L. Miller, P. J. Outram et al., The 2dF QSO
Redshift Survey - XIV. Structure and evolution from the two-point correlation function, Mon.
Not. Roy. Astron. Soc. 356 (Jan, 2005) 415–438, [astro-ph/0409314].
[66] Y. Shen, M. A. Strauss, M. Oguri, J. F. Hennawi, X. Fan, G. T. Richards et al., Clustering of
High-Redshift (z &gt;= 2.9) Quasars from the Sloan Digital Sky Survey, Astronomical J. 133
(May, 2007) 2222–2241, [astro-ph/0702214].
[67] N. Padmanabhan, D. J. Schlegel, U. Seljak, A. Makarov, N. A. Bahcall, M. R. Blanton et al.,
The clustering of luminous red galaxies in the Sloan Digital Sky Survey imaging data, Mon.
Not. Roy. Astron. Soc. 378 (Jul, 2007) 852–872, [astro-ph/0605302].
– 28 –
[68] A. Leauthaud, A. J. Benson, F. Civano, A. L. Coil, K. Bundy, R. Massey et al., The dark
matter haloes of moderate luminosity X-ray AGN as determined from weak gravitational lensing
and host stellar masses, Mon. Not. Roy. Astron. Soc. 446 (Jan, 2015) 1874–1888, [1410.5817].
[69] A. H. Bauer, E. Gaztañaga, P. Martí and R. Miquel, Magnification of photometric LRGs by
foreground LRGs and clusters in the Sloan Digital Sky Survey, Mon. Not. Roy. Astron. Soc.
440 (June, 2014) 3701–3713, [1312.2458].
[70] A. Lapi, M. Negrello, J. González-Nuevo, Z.-Y. Cai, G. De Zotti and L. Danese, Effective
Models for Statistical Studies of Galaxy-scale Gravitational Lensing, Astrophys. J. 755 (Aug.,
2012) 46, [1206.1142].
[71] P. J. E. Peebles, The large-scale structure of the universe. 1980.
[72] J. F. Navarro, C. S. Frenk and S. D. M. White, The Structure of Cold Dark Matter Halos,
Astrophys. J. 462 (May, 1996) 563, [astro-ph/9508025].
[73] R. Mandelbaum, U. Seljak and C. M. Hirata, A halo mass-concentration relation from weak
lensing, J. Cosmology and Astroparticles Phys. 8 (Aug., 2008) 006, [0805.2552].
[74] M. Bartelmann, Arcs from a universal dark-matter halo profile., Astron. Astrophys. 313 (Sept.,
1996) 697–702, [astro-ph/9602053].
[75] P. Schneider, C. S. Kochanek and J. Wambsganss, Gravitational Lensing: Strong, Weak and
Micro. 01, 2006, 10.1007/978-3-540-30310-7.
[76] J. E. Geach, J. A. Peacock, A. D. Myers, R. C. Hickox, M. C. Burchard and M. L. Jones, The
Halo Mass of Optically Luminous Quasars at z ≈ 1-2 Measured via Gravitational Deflection of
the Cosmic Microwave Background, Astrophys. J. 874 (Mar, 2019) 85, [1902.06955].
[77] D. E. Johnston, E. S. Sheldon, R. H. Wechsler, E. Rozo, B. P. Koester, J. A. Frieman et al.,
Cross-correlation Weak Lensing of SDSS galaxy Clusters II: Cluster Density Profiles and the
Mass–Richness Relation, arXiv e-prints (Sep, 2007) arXiv:0709.1159, [0709.1159].
[78] M. Oguri, M. B. Bayliss, H. Dahle, K. Sharon, M. D. Gladders, P. Natarajan et al., Combined
strong and weak lensing analysis of 28 clusters from the Sloan Giant Arcs Survey, Mon. Not.
Roy. Astron. Soc. 420 (Mar, 2012) 3213–3239, [1109.2594].
[79] M. Sereno and G. Covone, The mass-concentration relation in massive galaxy clusters at
redshift ÌČ1, Mon. Not. Roy. Astron. Soc. 434 (Sep, 2013) 878–887, [1306.6096].
[80] N. Okabe and G. P. Smith, LoCuSS: weak-lensing mass calibration of galaxy clusters, Mon.
Not. Roy. Astron. Soc. 461 (Oct, 2016) 3794–3821, [1507.04493].
[81] N. Cibirka, E. S. Cypriano, F. Brimioulle, D. Gruen, T. Erben, L. van Waerbeke et al.,
CODEX weak lensing: concentration of galaxy clusters at z ÌČ 0.5, Mon. Not. Roy. Astron.
Soc. 468 (Jun, 2017) 1092–1116, [1612.06871].
[82] K. Umetsu and B. Diemer, Lensing Constraints on the Mass Profile Shape and the Splashback
Radius of Galaxy Clusters, Astrophys. J. 836 (Feb, 2017) 231, [1611.09366].
[83] K. Umetsu, E. Medezinski, M. Nonino, J. Merten, M. Postman, M. Meneghetti et al., CLASH:
Weak-lensing Shear-and-magnification Analysis of 20 Galaxy Clusters, Astrophys. J. 795 (Nov.,
2014) 163, [1404.1375].
[84] K. Umetsu, A. Zitrin, D. Gruen, J. Merten, M. Donahue and M. Postman, CLASH: Joint
Analysis of Strong-lensing, Weak-lensing Shear, and Magnification Data for 20 Galaxy
Clusters, Astrophys. J. 821 (Apr., 2016) 116, [1507.04385].
[85] R. H. Wechsler, J. S. Bullock, J. R. Primack, A. V. Kravtsov and A. Dekel, Concentrations of
Dark Halos from Their Assembly Histories, Astrophys. J. 568 (Mar., 2002) 52–70,
[astro-ph/0108151].
– 29 –
[86] A. A. Dutton and A. V. Macciò, Cold dark matter haloes in the Planck era: evolution of
structural parameters for Einasto and NFW profiles, Mon. Not. Roy. Astron. Soc. 441 (Jul,
2014) 3359–3374, [1402.7073].
[87] H. L. Child, S. Habib, K. Heitmann, N. Frontiere, H. Finkel, A. Pope et al., Halo Profiles and
the Concentration-Mass Relation for a ΛCDM Universe, Astrophys. J. 859 (May, 2018) 55,
[1804.10199].
[88] A. Lapi, F. Shankar, J. Mao, G. L. Granato, L. Silva, G. De Zotti et al., Quasar Luminosity
Functions from Joint Evolution of Black Holes and Host Galaxies, Astrophys. J. 650 (Oct,
2006) 42–56, [astro-ph/0603819].
[89] R. S. Somerville and R. Davé, Physical Models of Galaxy Formation in a Cosmological
Framework, Annual Review of Astronomy and Astrophysics 53 (Aug, 2015) 51–113,
[1412.2712].
[90] E. L. Wright, A Cosmology Calculator for the World Wide Web, Publ. Astron. Soc. Pac. 118
(Dec., 2006) 1711–1715, [astro-ph/0609593].
[91] F. Pérez and B. E. Granger, IPython: a system for interactive scientific computing, Computing
in Science and Engineering 9 (May, 2007) 21–29.
[92] J. D. Hunter, Matplotlib: A 2d graphics environment, Computing In Science & Engineering 9
(2007) 90–95.
[93] E. Jones, T. Oliphant, P. Peterson et al., SciPy: Open source scientific tools for Python, 2001–.
[94] Astropy Collaboration, T. P. Robitaille, E. J. Tollerud, P. Greenfield, M. Droettboom, E. Bray
et al., Astropy: A community Python package for astronomy, Astron. Astrophys. 558 (Oct.,
2013) A33, [1307.6212].
[95] A. Lewis, Efficient sampling of fast and slow cosmological parameters, Phys. Rev. D 87 (2013)
103529, [1304.4473].
– 30 –
