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3
Abstract4
This paper deals with multiplicity of rotation type solutions for Hamiltonian systems on5
T
ℓ × R2n−ℓ. It is proved that, for every spatially periodic Hamiltonian system, i.e., the case6
ℓ = n, there exist at least n+1 geometrically distinct rotation type solutions with given energy7
and rotation vector. It is also proved that, for a class of Hamiltonian systems on T ℓ × R2n−ℓ8
with 1 6 ℓ 6 2n − 1 but ℓ 6= n, there exists at least one periodic solution or n + 1 rotation9
type solutions on every contact energy hypersurface.10
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1 Introduction and main result14
Existence and multiplicity of periodic solutions of spatially periodic Hamiltonian systems had15
been studied in [1, 3, 4, 5, 7, 10, 11] and some references therein. This paper is motivated by [6].16
1
We make the following assumptions about Hamiltonian function H1
(H0) H ∈ C2(R2n,R).2
(H1) H(p, q +m) = H(p, q), ∀(p, q) ∈ R2n−ℓ × Rℓ, m ∈ Zℓ, 1 6 ℓ 6 2n.3
(H2) ∃ µ, r > 0 such that4
0 < µH(p, q) 6 p ·Hp(p, q), ∀(p, q) ∈ R
2n−ℓ × Rℓ, |p| > r.
Spatially periodic Hamiltonian functions are the special case of ℓ = n in (H1)-(H2). If ℓ = 2n,5
then H only satisfies (H0) and (H1) and can be considered as a Hamiltonian function on the torus6
T 2n, on which Hamiltonian systems had been studied in [2, 3, 4]. If 1 6 ℓ 6 2n− 1, an alternative7
result had been obtained by M. Y. Jiang in [9].8
We look for solutions of9 

z˙(t) = JH ′(z(t)),
z(T ) = z(0) + (0, k),
H(z(t)) ≡M,
(1.1)
with prescribed energy M and k ∈ Zℓ. A pair (z, T ) satisfying (1.1) with k 6= 0 is called a10
rotation type solution with rotation vector k. Two solutions (z1, T1) and (z2, T2) of (1.1) are11
called geometrically distinct if12
π ◦ z1(R) 6= π ◦ z2(R), (1.2)
where π denotes the covering projection R2n−ℓ×Rℓ→R2n−ℓ×Rℓ/Zℓ. Denote by P˜(M, k) the set13
of geometrically distinct solutions of (1.1). For the constant r > 0 in (H2), set14
M∗ := max{H(p, q) | |p| 6 r, q ∈ Rℓ}. (1.3)
The main result in this paper is15
Theorem 1.1. Assume that H : R2n→R satisfies (H0)-(H2) with ℓ = n. For every M > M∗ and16
k ∈ Zn \ {0}, we have #P˜(M, k) > n + 1.17
As an application of Theorem 1.2 of [9], we have18
2
Theorem 1.2. Assume that H : R2n→R satisfies (H0)-(H2) with 1 6 ℓ 6 2n − 1 but ℓ 6= n. For1
M > M∗, if H−1(M) is of contact type then #P˜(M, 0) > 1 or #P˜(M, k0) > n + 1 for some2
k0 ∈ Zℓ \ {0}.3
Remark 1.3. Assumptions of Theorem 1.1 are the same with that of Theorem 0.1 of [6] which4
states that #P˜(M, k) > n, while Theorem 1.1 gives one more solution of (1.1). When n = 1,5
Theorem 0.1 of [6] gives one rotation type solution, while Theorem 1.1 gives two. For example,6
consider the simple pendulum equation q¨ + sin(q) = 0 with Hamiltonian function H(p, q) =7
1
2
p2− cos(q). For every M > 1, the energy surface H−1(M) consists of two disjoint curves z1 and8
z2, each one is a rotation type solution. See Fig 1.9
The idea of the proof of Theorem 1.1 is as follows. In [6], P. Felmer modified H quadratically10
to obtain a new Hamiltonian function H¯ which is regular near H¯−1(M) = H−1(M), and then11
obtained solutions (x¯, T¯ ) of12 

x˙(t) + (0, k) = T¯ JH¯ ′(x(t) + t(0, k)),
x(1) = x(0),
H¯(x(t) + t(0, k)) ≡M.
(1.4)
A reparametrization of x¯(t) + t(0, k) gives a solution of (1.1). This proves the existence. For the
multiplicity proof, instead of Ljusternik-Schnirelmann category argument in [6], we adopt
a different method: Recall that Rabinowitz’ idea to construct a Hamiltonian function HΣ for a
starshaped hypersurface Σ with respect to the origin is to set
HΣ(x) = 1, ∀x ∈ Σ,
HΣ(λx) = ϕ(λ), ∀x ∈ Σ, λ > 0,
where ϕ is some well chosen function. In this paper, we use a modification of this idea to define13
a Hamiltonian function Hˆ which is periodic in all components and possesses H−1(M) as a com-14
ponent of one of its regular energy hypersurfaces. From a solution of (1.4), we obtain a solution15
(xˆ, Tˆ ) of16 

x˙(t) + (0, k) = Tˆ JHˆ ′(x(t) + t(0, k)),
x(1) = x(0).
(1.5)
3
For the number Tˆ , following the idea of [4], we obtain 2n + 1 solutions of (1.5). These 2n +1
1 solutions are classified into two categories and give at least n + 1 geometrically distinct2
solutions of (1.1).3
To prove Theorem 1.2, define a Hamiltonian function H˘ which possesses H−1(M) as a regular4
energy hypersurface, is periodic in q and equals to its maximum outside an open neighborhood5
of H−1(M) in R2n. By Theorem 1.2 of [9], we obtain a solution of (1.5) with k equals to some6
k0 ∈ Zℓ. If k0 6= 0, extending H˘ periodically in p and repeating the multiplicity proof of Theorem7
1.1, we obtain n + 1 geometrically distinct solutions of (1.1).8
This paper is divided into four sections. In Section 2, we prepare some preliminaries and prove9
the existence of (1.5). In Section 3, we follow the idea of [4] to obtain the multiplicity of (1.5).10
Here, special care in the proof of the Corollary of Theorem 5 of [4] has to be taken. The existence11
proof of (1.5) in Section 2.3 yields the existence of rest points. Then, assuming the number of12
them is finite, they form a Morse decomposition. Hence, the existence proof of (1.5) is necessary.13
Finally in Section 4, we prove Theorem 1.1 and Theorem 1.2.14
In this paper, we denote by x · y the standard inner product of x and y in Euclidean space, and15
Sd the unit sphere in Rd+1.16
2 Preliminaries17
2.1 Some properties of Hamiltonian functions H satisfying (H0)-(H2)18
By (H0)-(H2), the energy hypersurface H−1(M) is bounded in p and periodic in q.19
Proposition 2.1. (cf. Lemma 1.1 of [6]) For every M > M∗, the following holds.20
(i) There exists two constants r′ = r′(H,M), r′′ = r′′(H,M) > r such that21
r′ 6 |p| 6 r′′, ∀(p, q) ∈ H−1(M). (2.1)
(ii) Given p ∈ R2n−ℓ \ {0}, there exists a unique periodic function σ = σp ∈ C2(Rℓ,R+) such22
that23
H(σ(q)p, q) = M, σ(q +m) = σ(q), ∀q ∈ Rℓ, m ∈ Zℓ. (2.2)
4
(iii) The energy hypersurface H−1(M) is periodic in q in the sense of1
H−1(M) = H−1(M) + {0} × Zℓ. (2.3)
Proof. Conclusions of this proposition are the same with that of Lemma 1.1 of [6] except the2
upperbound in (2.1) whose proof is given below. By (H2), we have3
H(p, q) > a|p|µ, ∀(p, q) ∈ R2n−ℓ × Rℓ, |p| > r, (2.4)
where4
a := min
|p|=r
H(p, q)
|p|µ
> 0. (2.5)
Set5
r′ := min{|p| | (p, q) ∈ H−1(M)}, r′′ :=
(
M
a
) 1
µ
. (2.6)
By (1.3) and (2.4)-(2.6), we obtain (2.1).6
Remark 2.2. In (H2) of [6], the condition µ > 1 is assumed. However, in the proof of Lemma 1.17
of [6], condition µ > 0 is sufficient for making f ′(σ) > 0 and f(σ)→+∞ as σ→+∞ in (1.5) of8
[6].9
By (1.9) of [6], there exists a unique C2 function10
α : R2n∗ := R
2n \ ({0} × Rℓ)→R+, (2.7)
which is positive homogeneous of degree one in p such that11
H
(
p
α(p, q)
, q
)
≡M and α(p, q +m) = α(p, q), ∀(p, q) ∈ R2n∗ , m ∈ Zℓ. (2.8)
In fact, for any λ > 0, we have12
M = H
(
λp
α(λp, q)
, q
)
= H
(
p
α(p, q)
, q
)
.
Then, by the uniqueness of α, we have13
λ
α(λp, q)
=
1
α(p, q)
⇒ α(λp, q) = λα(p, q). (2.9)
5
Proposition 2.3. For every M > M∗, the energy hypersurface H−1(M) is C2 diffeomorphic to1
S2n−ℓ−1 × Rℓ.2
Proof. By (2.8), we have3
H−1(M) = α−1(1) =
⋃
q∈Rℓ
{p ∈ R2n−ℓ | α(p, q) = 1}. (2.10)
Define two maps
F1 : H
−1(M)→S2n−ℓ−1 × Rℓ, F1(p, q) :=
(
p
|p|
, q
)
, (2.11)
F2 : S
2n−ℓ−1 × Rℓ→H−1(M), F2(p, q) :=
(
p
α(p, q)
, q
)
. (2.12)
For any (p, q) ∈ H−1(M), we have α(p, q) = 1 and4
F2 ◦ F1(p, q) = F2
(
p
|p|
, q
)
=

 p|p|
α
(
p
|p|
, q
) , q

 =
(
p
α(p, q)
, q
)
= (p, q).
This proves F2 ◦ F1 = idH−1(M). Similarly, we have F1 ◦ F2 = idS2n−ℓ−1×Rℓ . By (i) of Propo-5
sition 2.1, we have H−1(M) ⊂ R2n∗ . Since α ∈ C2(R2n∗ ,R), then F2 defined by (2.12) is a6
C2-diffeomorphism.7
Example 2.4. Consider the Hamiltonian function H : R4→R defined by H(p1, p2, q1, q2) :=8
1
2
(|p1|2 + |p2|2)− cos(q1)− cos(q2). For every M > 2, the energy hypersurface H−1(M) consists9
of circles with radius varying periodically from
√
2(M − 2) to
√
2(M + 2).10
2.2 Symplectic dilation11
In this subsection, we prepare some results for the multiplicity proof in Section 4.12
Definition 2.5. ([12]) A symplectic dilation of a hypersurface S in a symplectic manifold (M,ω)13
is a vector field ξ : U→TM defined on an open neighborhood U of S in M which is transverse to14
S and satisfies15
Lξω = ω. (2.13)
A. Weinsten [12] gives the following equivalent characterization of contact type.16
6
Proposition 2.6. A hypersurface S in (M,ω) is of contact type if and only if there exists a sym-1
plectic dilation of S.2
Let ξ : U→TM be a symplectic dilation of a hypersurface S in (M,ω). For each x ∈ U , there3
exist δ(x) > 0, a neighborhood U(x) of x in U and a map Φ : (−δ(x), δ(x)) × U(x)→U(x) such4
that5 

d
ds
Φ(s, y) = ξ(Φ(s, y)), s ∈ (−δ(x), δ(x)),
Φ(0, y) = y, y ∈ U(x).
(2.14)
If there exists a constant δ := δ(S) > 0 such that δ(x) ≡ δ, ∀x ∈ S, then6
Φ : (−δ, δ)× S→Φ((−δ, δ)× S) := Nδ (2.15)
is a diffeomorphism. If ξ is CN , where N ∈ N ∪ {+∞}, then Φ is CN .7
Definition 2.7. We call Φ a symplectic δ-dilation of S. The 1-parameter diffeomorphism group8
{φs := Φ(s, ·)}|s|<δ
is also called a symplectic δ-dilation of S.9
Let {φs}|s|<δ be a symplectic δ-dilation of a hypersurface S in (M,ω). A subsequent property10
of (2.13) is11
(φs)∗ω = esω, ∀s ∈ (−δ, δ), (2.16)
which is crucial in the proof of (ii) of Proposition 2.8 below. We refer to page 122 of [8] for its12
proof. The following map13
φs : N 1
3
δ→φ
s(N 1
3
δ), ∀s ∈ (−
2
3
δ,
2
3
δ), (2.17)
is a diffeomorphism. By (2.15) and Definition 2.7, we have14
Nδ =
⋃
|s|<δ
Ss, where Ss := φs(S). (2.18)
Choose Hˆ ∈ C2(M,R) such that15
Hˆ(x) := f(s), ∀s ∈ (−
2
3
δ,
2
3
δ), x ∈ Ss, (2.19)
7
where f : R→R is a C2 auxiliary function and satisfies1


f(s) ≡ max
s∈R
f, s >
1
3
δ,
f ′(s) > 0, |s| <
1
3
δ.
(2.20)
See Fig 2. By (2.15), the smoothness of Hˆ follows from that of f .2
Proposition 2.8. Let S be a contact hypersurface in a symplectic manifold (M,ω), ξ : U→TM3
be a symplectic dilation of S which generates {φs}|s|<δ, Hˆ be defined by (2.19) and XHˆ be the4
Hamiltonian vector field of Hˆ . The following holds5
(i) For each s ∈ (−1
3
δ, 1
3
δ) and x ∈ Ss, we have6
Hˆ ′(x) · ξ(x) = f ′(s) > 0 (2.21)
and Ss is a regular energy hypersurface of Hˆ .7
(ii) For s1, s2 ∈ (−13δ, 13δ), if x1(t) lies on Ds1 and solves x˙1(t) = XHˆ(x1(t)), then8
x2(t) := φ
s2−s1(x1(t))
lies on Ss2 and solves9
x˙2(t) = e
s2−s1
f ′(s1)
f ′(s2)
XHˆ(x2(t)). (2.22)
(iii) If F is another function possessing S as a regular energy surface, then10
XF (x) = (F
′(x) · ξ(x))XHˆ(x), ∀x ∈ S. (2.23)
Proof. For (i), the conclusion follows from differentiating (2.19) with respect to s.11
For (ii), since {φs} is generated by ξ, Hˆ and Hˆ ◦ φs1−s2 are constant on Ss2 and regular near12
Ss2 , by (2.21), we have13
(Hˆ ◦ φs1−s2)′(x) =
f ′(s1)
f ′(s2)
Hˆ ′(x), ∀s1, s2 ∈ (−
1
3
δ,
1
3
δ), x ∈ Ss2 . (2.24)
Note that14
dHˆ(x1(t)) = d(Hˆ ◦ φ
s1−s2)(x2(t))d(φ
s2−s1)(x1(t)). (2.25)
8
Then, for any vector field ζ on N 1
3
δ, we have
ω
(
d
dt
x2(t), d(φ
s2−s1)(x1(t))ζ(x1(t))
)
=ω
(
d(φs2−s1)(x1(t))
d
dt
x1(t), d(φ
s2−s1)(x1(t))ζ(x1(t))
)
= es2−s1ω
(
d
dt
x1(t), ζ(x1(t))
)
= −es2−s1dHˆ(x1(t))ζ(x1(t))
= − es2−s1d(Hˆ ◦ φs1−s2)(x2(t))d(φ
s2−s1)(x1(t))ζ(x1(t))
= − es2−s1
f ′(s1)
f ′(s2)
dHˆ(x2(t))d(φ
s2−s1)(x1(t))ζ(x1(t))
=ω
(
es2−s1
f ′(s1)
f ′(s2)
XHˆ(x2(t)), d(φ
s2−s1)(x1(t))ζ(x1(t))
)
. (2.26)
The second equality follows from (2.16). The fourth equality follows from (2.25). The fifth equal-1
ity follows from (2.24). Since ω is non-degenerate and d(φs2−s1)(x1(t)) : Tx1(t)M→Tx2(t)M is2
isomorphic, by (2.26), we have3
d
dt
x2(t) = e
s2−s1
f ′(s1)
f ′(s2)
XHˆ(x2(t)).
For (iii), since F and Hˆ are constant on S and regular near S, then the conclusion follows from4
(2.21) with s = 0.5
By elementary calculations, we have6
Proposition 2.9. Let M˜ be a covering space of M with covering projection π : M˜→M . The7
following holds.8
(i) If ω is a symplectic form on M , then ω˜ defined by9
ω˜ := π∗ω (2.27)
is a symplectic form on M˜ .10
(ii) If ξ : U ⊂ M→TM is a symplectic dilation of a hypersurface S in (M,ω), then ξ˜ defined11
by12
ξ˜(x˜) := dπ(x˜)−1ξ(π(x˜)), ∀x˜ ∈ U˜ := π−1(U), (2.28)
is a symplectic dilation of S˜ := π−1(S).13
9
(iii) If {φs}|s|<δ is a symplectic δ-dilation of a hypersurface S in (M,ω), there exists a sym-1
plectic δ-dilation {φ˜s}|s|<δ of S˜ such that2
π ◦ φ˜s(x˜) = φs ◦ π(x˜), ∀s ∈ (−δ, δ), x˜ ∈ S˜. (2.29)
2.3 Hamiltonian function Hˆ for the multiplicity proof3
In this subsection, we list some properties of H¯ given by P. Felmer [6] for the fixed energy4
problem (1.4). For the fixed periodic problem (1.5), we define a new Hamiltonian function Hˆ5
similar to (2.19), which possesses H−1(M) as a component of its regular energy hypersurface.6
Proposition 2.10. (cf. (1.9)-(1.16) of [6]) For every M > M∗, there exists a function H¯ : R2n→R7
such that8
(i) H¯ satisfies (H0), (H1) and9
(H¯2) 0 < 2H¯(x) 6 p · H¯p(x), ∀x = (p, q) ∈ R
2n
∗ .
(ii) There exists constants a1, a2, a3, a4 > 0 such that
a1|p|
2
6 H¯(x) 6 a2|p|
2, ∀x = (p, q) ∈ R2n−ℓ × Rℓ, (2.30)
2a1|p| 6 |H¯
′(x)| 6 a3(|p|+ 1), ∀x = (p, q) ∈ R
2n−ℓ × Rℓ, (2.31)
|H¯ ′′(x)| 6 a4, ∀x = (p, q) ∈ R
2n
∗ . (2.32)
(iii) H¯ is regular near H¯−1(M) = H−1(M) and10
p · H¯p(p, q) = 2M > 0, ∀(p, q) ∈ H¯
−1(M). (2.33)
Proposition 2.11. Assume that H : R2n→R satisfies (H0)-(H2) with ℓ = n. For M∗ defined by11
(1.3) and every M > M∗, the energy surface H−1(M) is of contact type in the sense of [12] (see12
Definition 2.5 and Proposition 2.6).13
Proof. Define a vector field14
ξ : R2n∗ →R
2n
∗ , (p, q) 7→ (p, 0), ∀(p, q) ∈ R
2n
∗ . (2.34)
10
By (i) of Proposition 2.10, we have1
H¯ ′(esp, q) · ξ(esp, q) = H¯p(e
sp, q) · esp > 2H¯(esp, q) > 0, ∀s ∈ R, (p, q) ∈ R2n∗ .
This proves that ξ is a symplectic dilation of H¯−1(M) = H−1(M).2
Remark 2.12. The vector field ξ defined by (2.34) generates the flow3
Φ : R× R2n∗ →R
2n
∗ , (s, p, q) 7→ (e
sp, q), ∀s ∈ R, (p, q) ∈ R2n∗ , (2.35)
which induces diffeomorphisms4
Φ : R× H¯−1(M)→R2n∗ (2.36)
and5
φs : R2n∗ →R
2n
∗ , (p, q) 7→ (e
sp, q). (2.37)
For H satisfying (H0)-(H2), assume that H−1(M) is contact. By Proposition 2.1, the hypersur-6
face H−1(M)/Zℓ ⊂ R2n−ℓ × Rℓ/Zℓ is compact. By Propositions 2.9-2.11, there exist a constant7
δ > 0 sufficiently small, two symplectic δ-dilations {φs} and {φˆs} of H−1(M) and H−1(M)/Zℓ8
respectively such that (2.29) holds. Set9
Nδ :=
⋃
|s|<δ
Ds, Ds := φ
s(D0), D0 := H
−1(M). (2.38)
Proposition 2.13. For every s ∈ (−δ, δ), we have10
Ds = Ds + {0} × Z
ℓ (2.39)
and11
φ−s(x+ (0, m)) = φ−s(x) + (0, m), x ∈ Ds, m ∈ Z
ℓ. (2.40)
Proof. For any s ∈ (−δ, δ), y ∈ D0, m ∈ Zℓ, by (2.3) and (2.29), we have y + (0, m) ∈ D0 and12
π ◦ φs(y + (0, m)) = φˆs ◦ π(y + (0, m)) = φˆs ◦ π(y) = π ◦ φs(y).
Since φs(y + (0, m))− φs(y) is continuous in s, there exists m′ ∈ Zℓ independent on s such that13
(0, m′) = φs(y + (0, m))− φs(y) = φ0(y + (0, m))− φ0(y) = y + (0, m)− y = (0, m).
11
Then m′ = m and1
φs(y + (0, m)) = φs(y) + (0, m), ∀s ∈ (−δ, δ), y ∈ D0, m ∈ Z
ℓ.
This proves (2.39) and (2.40).2
Define auxiliary functions f, g : R→R by3
f(s) :=


0 , s 6 −1
3
δ,
1
(1
3
δ)2
(s+
1
3
δ)3 +
−1
2
(1
3
δ)3
(s+
1
3
δ)4 , −1
3
δ 6 s 6 0,
1
3
δ +
1
(1
3
δ)2
(s−
1
3
δ)3 +
1
2
(1
3
δ)3
(s−
1
3
δ)4 , 0 6 s 6 1
3
δ,
1
3
δ , s > 1
3
δ,
(2.41)
g(s) :=
f ′(s)
es
. (2.42)
By direct calculation, we have4
Proposition 2.14.5
(i) f is C2 and satisfies (2.20).6
(ii) g is C1 and satisfies7
g(s)


= 0, |s| >
1
3
δ,
> 0, |s| <
1
3
δ,
and


increases strictly in s ∈ [−1
3
δ,−
1
3
δ + δ+],
decreases strictly in s ∈ [−1
3
δ + δ+,
1
3
δ],
(2.43)
where8
δ+ :=
3 + 1
2
δ −
√
(3 + 1
2
δ)2 − 4δ
2
. (2.44)
See Fig 3.9
Proposition 2.15. (Periodic extension) For the vector k ∈ Zℓ \ {0} in Theorem 1.1, there exist an10
N0 ∈ N sufficiently large and a function Hˆ ∈ C2(R2n,R) such that11
(i) Hˆ is periodic in all components in the sense of12
Hˆ(x+ (m′, m)) = Hˆ(x), ∀x ∈ R2n, (m′, m) ∈ N0Z
2n−ℓ × Zℓ, (2.45)
12
and possesses bounded gradient and Hessian, i.e.,1
0 < M1 := max
x∈R2n
|Hˆ ′(x)|, M2 := max
x∈R2n
|Hˆ ′′(x)| < +∞. (2.46)
(ii) For each b ∈ (0, 1
3
δ), there exists some δb ∈ (−13δ,
1
3
δ) such that2
Hˆ−1(b) = Dδb +N0Z
2n−ℓ × {0}, (2.47)
where Ds is defined by (2.38). Moreover,3
Hˆ ′(x) 6= 0 iff 0 < Hˆ(x) < 1
3
δ. (2.48)
(iii) If (x¯, T¯ ) solves (1.4) with T¯ 6= 0, then4
xˆ(s) := x¯(t(s)) + t(s)(0, k)− s(0, k) (2.49)
solves (1.5) with Tˆ defined by5
Tˆ := T¯
∫ 1
0
H¯ ′(x¯(t) + t(0, k)) · ξ(x¯(t) + t(0, k))dt 6= 0, (2.50)
where ξ denotes the symplectic dilation of D0 which generates φs in (2.38) and t(s) is defined by6 

dt
ds
= Tˆ (T¯ H¯ ′(x¯(t) + t(0, k)) · ξ(x¯(t) + t(0, k)))−1 6= 0,
t(0) = 0,
(2.51)
(iv) If xˆ solves (1.5), then Hˆ(xˆ(t) + t(0, k)) ≡ b ∈ (0, 1
3
δ). Moreover,7
(iv.1) Each element of8
[xˆ] := xˆ+N0Z
2n−ℓ × Zℓ (2.52)
solves (1.5).9
(iv.2) There exist δb ∈ (−13δ, 13δ) and x ∈ [xˆ] solving (1.5) such that x(t) + t(0, k) lies on Dδb .10
Then11
w(t) := φ−δb(x(t) + t(0, k)) ∈ D0, ∀t ∈ R. (2.53)
(iv.3) π ◦ w is a non-constant 1-periodic solution of12 

d
dt
π ◦ w(t) = g(δb)TˆXHˆπ(π ◦ w(t)),
π ◦ w(1) = π ◦ w(0),
(2.54)
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where π denotes the covering projection R2n→R2n−ℓ × Rℓ/Zℓ, Hˆπ : R2n−ℓ × Rℓ/Zℓ→R is a1
Hamiltonian function defined by2
Hˆπ ◦ π := Hˆ, (2.55)
XHˆπ denotes the Hamiltonian vector field of Hˆπ on (R2n−ℓ × Rℓ/Zℓ, ωπ) with ωπ determined by3
ω = π∗ωπ, (2.56)
and ω denotes the standard symplectic form on R2n.4
(iv.4) Denote by P˜ the set of periods of π ◦ w. There exists n(x) ∈ N such that5
P˜ =
1
n(x)
Z. (2.57)
(iv.5)6
z(s) := w
(
t
( s
T
))
(2.58)
solves (1.1) with T defined by7
T := g(δb)Tˆ
∫ 1
0
dt
H ′(w(t)) · ξ(w(t))
6= 0, (2.59)
where sˆ := s
T
and t(sˆ) is defined by8


dt
dsˆ
=
TH ′(w(t)) · ξ(w(t))
g(δb)Tˆ
6= 0,
t(0) = 0.
(2.60)
Proof. We carry out the proof in three steps.9
Step 1. Definition of Hˆ.10
Define a map Φ1 such that the following diagram commutes, i.e.,11
Φ1 := Φ ◦ (id× F2) ◦ (F3 × id), (2.61)
12
(intB2n−ℓ
eδ
(0) \B2n−ℓ
e−δ
(0))× Rℓ //
F3×id

Φ1 // Nδ
H˘ // R
(−δ, δ)× S2n−ℓ−1 × Rℓ
id×F2 // (−δ, δ)×H−1(M)
Φ
OO (2.62)
14
1(p, q)
_

 // Φ(ln |p|, F2(
p
|p|
, q))  // f(ln |p|)
(ln |p|, p
|p|
, q)  // (ln |p|, p
α(p,q)
, q)
_
OO
where Φ is the diffeomorphism (2.15) with S = H−1(M), F2 : S2n−ℓ−1 × Rℓ→H−1(M) is the2
C2-diffeomorphism defined by (2.12), F3 : intB2n−ℓeδ (0) \B2n−ℓe−δ (0)→(−δ, δ)× S2n−ℓ−1 is defined3
by4
F3(p) := (ln |p|,
p
|p|
), ∀p ∈ B2n−ℓ
eδ
(0) \ B¯2n−ℓ
e−δ
(0), (2.63)
and5
B2n−ℓρ (0) := {p ∈ R
2n−ℓ | |p| 6 ρ}, intB2n−ℓρ (0) := {p ∈ R2n−ℓ | |p| < ρ}, ρ > 0. (2.64)
Then Φ1 is a diffeomorphism. The C2-smoothness of Φ1 follows from that of F3, F2 and Φ. To6
continue our study, we define an auxiliary function H˘ : R2n→R in two cases according to the7
value of ℓ in (H1).8
Case 1. 1 6 ℓ 6 2n − 2. By (2.61) and (2.62) with δ replaced by any δ′ ∈ (0, δ), the set9
R
2n \ Nδ′ has two components Vδ′ and Wδ′ such that Vδ′/Zℓ is compact and {0} ×Rℓ is contained10
in the interior of Vδ′ . Choose f defined by (2.41) and define a new Hamiltonian function H˘ by11
H˘(x) :=


0, x ∈ V 1
3
δ,
f(s), x ∈ Ds, |s| <
2
3
δ,
1
3
δ, x ∈ W 1
3
δ,
(2.65)
Case 2. ℓ = 2n− 1. By (2.65) and (2.66) with δ replaced by any δ′ ∈ (0, δ), the set R2n \ Nδ′12
has three components Vδ′ , W±δ′ such that Vδ′/Zℓ is compact and {0}×Rℓ is contained in the interior13
of Vδ′ . We can also define H˘ similar to (2.65) by14
H˘(x) :=


0, x ∈ V 1
3
δ,
f(s), x ∈ Ds, |s| <
2
3
δ,
1
3
δ, x ∈ W−1
3
δ
∪W+1
3
δ
.
(2.66)
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It follows from (2.1) that1
D0 = H
−1(M) ⊂ B2n−ℓr′′ (0)× R
ℓ, (2.67)
Since δ > 0 is sufficiently small, by (2.1), (2.38) and (2.67), there exists2
rδ ∈ N ∩ (r
′′,∞) (2.68)
such that3
Nδ ⊂ B
2n−ℓ
rδ
(0)× Rℓ ⊂ intOδ × R
ℓ, (2.69)
where the closed set Oδ is defined by4
Oδ := {p = (p1, p2, · · · , p2n−ℓ) ∈ R
2n−ℓ | |pi| 6 rδ + 1, 1 6 i 6 2n− ℓ} (2.70)
and intOδ denotes the interior of Oδ. Then H˘ defined by (2.65) or (2.66) equals to its maximum5
1
3
δ on R2n \ (Oδ × Rℓ). Choose6
N0 := 2(rδ + 1). (2.71)
Then we have7
R
2n−ℓ =
⋃
m′∈Z2n−ℓ
(Oδ +N0m
′) := Oδ +N0Z
2n−ℓ (2.72)
and8
(intOδb × Rℓ + (m′1, 0)) ∩ (intOδb × Rℓ + (m′2, 0)) = ∅,
∀m′1, m
′
2 ∈ N0Z
2n−ℓ, m′1 6= m
′
2.
(2.73)
Using H˘, we can define a new Hamiltonian function Hˆ : R2n→R by9
Hˆ(p+N0m
′, q) = H˘(p, q), ∀p ∈ Oδ, q ∈ R
ℓ, m′ ∈ Z2n−ℓ. (2.74)
It follows from (2.72) and (2.73) that Hˆ is well-defined. Then Hˆ satisfies (i)-(ii). Here, we define10
F˘ : (intB2n−ℓ
eδ
(0) \B2n−ℓ
e−δ
(0))× Rℓ→R, (p, q) 7→ f(ln |p|).
Then in the diagram (2.62) we have F˘ = H˘ ◦ Φ1. Since f and Φ1 are C2, then F˘ and H˘ are C2.11
Hence Hˆ is C2. The periodicity of Hˆ in q follows from (2.39). The most new important property12
of Hˆ is its periodicity in p.13
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Step 2. Proof of (iii).1
Since ξ is a symplectic dilation of D0, H¯ is regular near H¯−1(M) = H−1(M) = D0 and2
H¯(x¯(t) + t(0, k)) ≡ M , then ξ is transverse to D0 and3
H¯ ′(x¯(t) + t(0, k)) · ξ(x¯(t) + t(0, k)) 6= 0. (2.75)
It follows from T¯ 6= 0 and (2.75) that Tˆ 6= 0 and (2.51) is well-defined. By (2.23) with F replaced4
by H¯, we have5
XH¯(x) = (H¯
′(x) · ξ(x))XHˆ(x), ∀x ∈ D0. (2.76)
Since H¯(x¯(t) + t(0, k)) ≡M , we have6
xˆ(s) + s(0, k) = x¯(t(s)) + t(s)(0, k) ∈ D0, ∀s ∈ R. (2.77)
Then7
d
ds
(xˆ(s) + s(0, k)) =
dt
ds
d
dt
(x¯(t) + t(0, k)) =
dt
ds
T¯XH¯(x¯(t) + t(0, k))
=
dt
ds
T¯
(
H¯ ′(x¯(t) + t(0, k)) · ξ(x¯(t) + t(0, k))
)
XHˆ(x¯(t) + t(0, k))
= TˆXHˆ(xˆ(s) + s(0, k)).
The third equality follows from (2.76) and (2.77). The last equality follows from (2.51). By (2.51),8
the inverse function s(t) of t(s) is given by9


ds
dt
=
T¯
Tˆ
H¯ ′(x¯(t) + t(0, k)) · ξ(x¯(t) + t(0, k)),
s(0) = 0.
We obtain t(1) = 1 from10
s(1) =
T¯
Tˆ
∫ 1
0
H¯ ′(x¯(t) + t(0, k)) · ξ(x¯(t) + t(0, k))dt = 1.
Then xˆ(1) = x¯(1) = x¯(0) = xˆ(0) and xˆ solves (1.5).11
Step 3. Proof of (iv).12
Set13
γˆ(t) := xˆ(t) + t(0, k).
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Since xˆ solves (1.5) and k 6= 0, there exists a constant b such that Hˆ(γˆ(t)) ≡ b and Hˆ ′ 6= 0 on1
γˆ(R). By (2.48), we have b ∈ (0, 1
3
δ).2
For (iv.1), each element x˜ ∈ [xˆ] can be written as x˜ = xˆ+(m′, m), where m′ ∈ N0Z2n−ℓ, m ∈3
Zℓ. Since xˆ solves (1.5), it follows from (2.45) that x˜ = xˆ+ (m′, m) solves (1.5).4
For (iv.2), since Hˆ(γˆ(t)) ≡ b ∈ (0, 1
3
δ), by (iii), there exists δb ∈ (−13δ, 13δ) such that (2.47)5
holds. Then6
γˆ(R) ⊂ Dδb +N0Z
2n−ℓ × {0}. (2.78)
By (2.39) and (2.69), we have7
Dδb ⊂ intOδ × Rℓ.
By (2.73), we have
(Dδb + (m
′
1, 0)) ∩ (Dδb + (m
′
2, 0))
⊂(intOδ × Rℓ + (m′1, 0)) ∩ (intOδ × Rℓ + (m′2, 0))
= ∅, ∀m′1, m
′
2 ∈ N0Z
2n−ℓ, m′1 6= m
′
2. (2.79)
Since γˆ(R) is connected, by (2.78) and (2.79), there exists a unique m′b ∈ N0Z2n−ℓ such that the8
orbit γˆ lies on Dδb + (m′b, 0). Then x(t) + t(0, k) = γˆ(t)− (m′b, 0) lies on Dδb .9
For (iv.3), the conclusion follows from (2.22), (2.42) and elementary calculations.10
For (iv.4), since π◦w is a non-constant 1-periodic orbit, then P˜ is well-defined and there exists11
n(x) ∈ N such that (2.57) holds.12
For (iv.5), since x(t) + t(0, k) lies on Dδb , then w(t) lies on D0. Similarly to (2.75), we have13
H ′(w(t)) · ξ(w(t)) 6= 0. (2.80)
Then T determined by (2.59) is well-defined. By |δb| < 13δ and Proposition 2.14, we have g(δb) >14
0. Since Tˆ 6= 0, by (2.21), we have T 6= 0. Since x solves (1.5) and x(t) + t(0, k) lies on Dδb , by15
(2.22) with s1 = δb, s2 = 0, x1(t) = x(t), x2(t) + t(0, k) = w(t), we have16
d
dt
w(t) = e−δbf ′(δb)TˆXHˆ(w(t)) = g(δb)TˆXHˆ(w(t)). (2.81)
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The second equality follows from (2.42). Similarly to (2.76), we have1
XH(x) = (H
′(x) · ξ(x))XHˆ(x), ∀x ∈ D0. (2.82)
It follows from g(δb), Tˆ , T 6= 0 and (2.80) that (2.60) is well-defined. Since z(s) = w(t) lies one2
D0, we have3
d
ds
z(s) =
dsˆ
ds
dt
dsˆ
d
dt
w(t)
=
1
T
dt
dsˆ
g(δb)TˆXHˆ(w(t))
=
1
T
dt
dsˆ
g(δb)Tˆ
XH(z(s))
H ′(w(t)) · ξ(w(t))
= XH(z(s)).
The fourth equality follows from (2.81). The fifth equality follows from (2.82). The last equality4
follows from (2.60). By (2.60), the inverse function sˆ(t) of t(sˆ) is given by5


dsˆ
dt
=
g(δb)Tˆ
TH ′(w(t)) · ξ(w(t))
,
sˆ(0) = 0.
We obtain t(1) = 1 from6
sˆ(1) =
g(δb)Tˆ
T
∫ 1
0
dτ
H ′(w(τ)) · ξ(w(τ))
= 1.
Then7
z(T )− z(0) = w(1)− w(0)
= φ−δb(x(1) + (0, k))− φ−δb(x(0))
= φ−δb(x(0) + (0, k))− φ−δb(x(0))
= (0, k).
The third equality follows from x(1) = x(0). The last equality follows from x(0) ∈ Dδb and (2.40)8
with s = δb.9
Remark 2.16. Note that the Hamiltonian function H˘ defined by (2.65) or (2.66) also satisfies10
Proposition 2.15 except that it is not periodic in p. Similar results of [4] listed in Section 3 are11
valid for H˘ . However, we can only obtain n + 1 solutions of (1.5) with Hˆ replaced by H˘. Then,12
19
in section 4.1, we can only obtain #P˜ > n+1
2
. Therefore, periodic extension of H˘ in p enable us to1
obtain more solutions of (1.5) and (1.1).2
Proposition 2.17. Assume that H satisfies (H0)-(H2) with ℓ = n. There exists a solution of (1.5).3
Proof. By the proof of Theorem 0.1 of [6], there exists a solution (x¯, T¯ ) of (1.4). Then by (iv) of4
Proposition 2.15 there exists a solution of (1.5).5
3 Saddle point reduction6
For the Hamiltonian function Hˆ : R2n→R and the number Tˆ given by Proposition 2.15, define
two functionals A,B : E = H1(S1,R2n)→R by
A(x) =
1
2
〈Ax, x〉L2 − B(x), (3.1)
B(x) =
∫ 1
0
(Tˆ Hˆ(x(t) + t(0, k)) + x · J(0, k))dt. (3.2)
Critical points of A are exactly solutions to the equation7
Ax− B′(x) = 0. (3.3)
In this section, we follow the idea of [4] to reduce the functional A to a functional G : Z→R8
defined on a finite dimensional subspace Z of L := L2(S1,R2n) such that critical points of G are9
in one-to-one correspondence with that of A and hence give 1-periodic solutions of (1.5).10
Note that the spectrum of the operator A = −J d
dt
: E→L is a pure point spectrum and11
σ(A) = 2πZ. Let {Eλ | λ ∈ R} be the spectral resolution of A. In view of (2.46), choose12
some C > 0 such that 2π < 2TˆM2 + C /∈ 2πZ = σ(A). We can define a orthogonal projection P13
of L by14
P :=
∫ 2TˆM2+C
−2TˆM2−C
dEλ. (3.4)
Set P⊥ = 1 − P, Z = P (L) and Y = P⊥(L). Then L = Z ⊕ Y and dimZ = 2n + 2d for some
d ∈ N, since 2TˆM2 + C > 2π. Set A0 = A|Y , z = Px and y = P⊥x, x ∈ E. Equation (3.3) is
20
equivalent to
Az − PB′(z + y) = 0, (3.5)
Ay − P⊥B′(z + y) = 0⇔ y = A−10 P
⊥B′(z + y). (3.6)
The right hand side of (3.6) is a contraction operator on L with contraction constant 1
2
. For fixed1
z ∈ Z, the equation (3.6) has a unique solution y = y(z) ∈ E. Note that x can be uniquely split2
as x(z) = z + y(z) and equation (3.5) becomes Az − PB′(x(z)) = 0, which is equivalent to3
Ax(z)− B′(x(z)) = 0. Define4
G : Z→R, z 7→ A(x(z)). (3.7)
We have5
G′(z) = Az − PB′(x(z)) = Az − Tˆ P Hˆ ′(x+ t(0, k))− J(0, k). (3.8)
In view of (2.45), from the uniqueness of solution of (3.6) follows that6
y(z + (m′, m)) = y(z), ∀z ∈ Z, (m′, m) ∈ N0Z
2n−ℓ × Zℓ.
Hence
x(z + (m′, m)) = x(z) + (m′, m), and
G′(z + (m′, m)) = G′(z), ∀z ∈ Z, (m′, m) ∈ N0Z
2n−ℓ × Zℓ. (3.9)
Note that if z is a critical point of G, the equivalent class7
[z] := z +N0Z
2n−ℓ × Zℓ
is a group of critical points of G with consistent energy. Moreover, the equivalent class8
[x] := [x(z)] := x(z) +N0Z
2n−ℓ × Zℓ
is a group of 1-periodic solutions of (1.5) with consistent energy and uniquely determined by the9
equivalent class [z]. Now we write z ∈ Z as z = w+ξ, wherew =
∫ 1
0
z(t)dt. We havew ∈ ker(A)10
and ξ ∈ (ker(A))⊥ ∩ Z. Writing z = (w, ξ), we conclude from (3.9) that G′(z) = G′(w, ξ) is a11
vector field on T 2nℓ × R2d, where T 2nℓ denotes the (non-standard) torus T 2nℓ := R2n/(N0Z2n−ℓ ×12
Zℓ) ∼= R2n/Z2n = T 2n. In summary, we have13
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Proposition 3.1. (Lemma 1 of [4]) Rest points of Lipschitz continuous vector field G′(z) =1
G′(w, ξ) on T 2nℓ × R
2d and hence equivalent classes [z]s, which consist of critical points of the2
C2 function G : Z→R defined by (3.7), are in one-to-one correspondence with equivalent classes3
[x] consisting of solutions of (1.5).4
To study rest points of G′, we consider the gradient flow5
d
ds
z = G′(z) (3.10)
on T 2nℓ × R
2d
.6
Proposition 3.2. (Corollary of Theorem 5 of [4]) Denote byR(G) the set of rest points of gradient7
flow (3.10). If R(G) 6= ∅, then #R(G) > 2n+ 1.8
Remark 3.3. Propositions 3.1-3.2 are basically the same with corresponding results in [4] except9
that the potential Φ in [4] is periodic in 2n directions, while in this section the potential B defined10
by (3.2) is only periodic in 2n − 1 directions since k 6= 0. However, gradients of Φ and B are all11
periodic in 2n directions. Hence, the idea of [4] is valid for the multiplicity proof of solutions of12
(1.5).13
Remark 3.4. By Propositions 2.17 and 3.1-3.2, if H satisfies (H0)-(H2) with ℓ = n, there exist14
(xi, bi, δbi), 1 6 i 6 2n+1 such that xi solves (1.5), bi ∈ (0, 13δ), δbi ∈ (−13δ, 13δ), xi(t) + t(0, k)15
lies on Dδbi and xis are geometrically distinct in the sense of (1.2). In the next section, these 2n+116
solutions are classified into two categories and give at least n + 1 geometrically distinct solutions17
of (1.1).18
4 Proof of Theorems19
4.1 Proof of Theorem 1.120
Proposition 4.1. Let ki ∈ Zℓ \ {0} for i ∈ {1, 2}. Assume that (xi, τi) solves (1.5) with (k, Tˆ )21
being replaced by (ki, τi) and xi(s) + s(0, ki) lies on Dδi with δi ∈ (−13δ,
1
3
δ). If22
wi(s) := φ
−δi(xi(s) + s(0, ki)), i = 1, 2,
22
are geometrically the same in the sense of1
π ◦ w1(R) = π ◦ w2(R), (4.1)
where π denotes the covering projection R2n→R2n−ℓ × Rℓ/Zℓ. Then2
(i) There exists a reparametrization s : R→R, t 7→ s(t) such that
s˙(t) ≡
g(δ1)τ1
g(δ2)τ2
, ∀t ∈ R, (4.2)
π ◦ w1(t) = π ◦ w2(s(t)), ∀t ∈ R, (4.3)
k1 = s˙(0)k2, (4.4)
where g : R→R is defined by (2.42).3
(ii) There exists ǫ ∈ {±1} such that4
g(δ1)τ1
g(δ2)τ2
= ǫ
|k1|
|k2|
. (4.5)
Proof. For (i), without loss of generality, we assume that5
π ◦ w1(0) = π ◦ w2(0). (4.6)
Since (xi, τi) solves (1.5) with (k, Tˆ ) being replaced by (ki, τi) and xi(s) + s(0, ki) lies on Dδi6
with δi ∈ (−13δ,
1
3
δ), it follows from (v.3) of Proposition 2.15 that π ◦ wi solves7


d
dt
π ◦ wi(t) = g(δi)τiXHˆπ(π ◦ wi(t)),
π ◦ wi(1) = π ◦ wi(0).
(4.7)
Define s : R→R by8
s(t) := s˙(0)t :=
g(δ1)τ1
g(δ2)τ2
t, ∀t ∈ R. (4.8)
Set9
w¯1(t) := w2(s(t)). (4.9)
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Then
d
dt
π ◦ w¯1(t) =
ds
dt
d
ds
π ◦ w2(s)
= s˙(t)g(δ2)τ2XHˆπ(π ◦ w2(s))
= g(δ1)τ1XHˆπ(π ◦ w¯1(t)), (4.10)
π ◦ w¯1(0) =π ◦ w2(0) = π ◦ w1(0). (4.11)
The second equality follows from (4.7). The third equality follows from (4.8). By (4.7) with1
i = 1, (4.10) and (4.11), the basic uniqueness theorem for the initial value problem of ordinary2
differential equations yields3
π ◦ w1(t) = π ◦ w¯1(t), ∀t ∈ R. (4.12)
Then (4.3) follows from (4.9) and (4.12).4
By (4.2) and (4.3), we have5
π ◦ w2(s+ s˙(0)) = π ◦ w2(s(t) + s˙(0)) = π ◦ w2(s˙(0)(t+ 1)) = π ◦ w2(s(t+ 1))
= π ◦ w1(t+ 1) = π ◦ w1(t) = π ◦ w2(s(t)) = π ◦ w2(s).
This proves that s˙(0) is a period of π ◦ w2. Since (x2, τ2) solves (1.5) with (k, Tˆ ) being replaced6
by (k2, τ2) and x2(s)+ s(0, k2) lies on Dδ2 with δ2 ∈ (−13δ,
1
3
δ), by (v.5) of Proposition 2.15, there7
exists m2 ∈ Z \ {0}, n(x2) ∈ N such that8
s˙(0) =
m2
n(x2)
. (4.13)
By (4.2), (4.3) and (4.13), there exists j ∈ Zℓ such that9
φ−δ1(x1(t) + t(0, k1)) = φ
−δ2
(
x2
(
m2
n(x2)
t
)
+
m2
n(x2)
t(0, k2)
)
+ (0, j). (4.14)
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Taking the difference of (4.14) with t = 0 and n(x2), we have
n(x2)(0, k1) = φ
−δ1(x1(0) + n(x2)(0, k1))− φ
−δ1(x1(0))
= φ−δ1(x1(n(x2)) + n(x2)(0, k1))− φ
−δ1(x1(0))
= φ−δ1(x1(t) + t(0, k1))
∣∣∣∣
t=n(x2)
t=0
= φ−δ2
(
x2
(
m2
n(x2)
t
)
+
m2
n(x2)
t(0, k2)
) ∣∣∣∣
t=n(x2)
t=0
= φ−δ2(x2(m2) +m2(0, k2))− φ
−δ2(x2(0))
= φ−δ2(x2(0) +m2(0, k2))− φ
−δ2(x2(0))
= m2(0, k2). (4.15)
The first and the last equalities follow from xi(0) ∈ Dδi , n(x2)k1, m2k2 ∈ Zℓ and (2.40) with1
si = δi respectively. The second and the fifth equalities follow from n(x2) ∈ N, m2 ∈ Z\{0} and2
xi is 1-periodic. Then (4.4) follows from (4.13) and (4.15).3
For (ii), the conclusion follows from (4.2) and (4.4).4
Given k ∈ Zn \ {0}, by Remark 3.4, we obtain at least 2n + 1 solutions of (1.5), denoted by5
x1, x2, · · · , x2n+1, which are distinct in the sense of (1.2). There exist δi ∈ (−13δ, 13δ), 1 6 i 66
2n+ 1 such that7
wi(t) := φ
−δi(xi(t) + t(0, k)) ∈ D0, ∀t ∈ R, 1 6 i 6 2n+ 1. (4.16)
Set
P1 := {wi | δi ∈ (−
1
3
δ,−
1
3
δ + δ+], 1 6 i 6 2n+ 1}, (4.17)
P2 := {wi | δi ∈ [−
1
3
δ + δ+,
1
3
δ), 1 6 i 6 2n+ 1}, (4.18)
where δ+ is defined by (2.44). Recall that g defined by (2.42) is positive on (−1
3
δ, 1
3
δ), increases8
strictly on (−1
3
δ,−1
3
δ + δ+] and decreases strictly on [−1
3
δ + δ+, 1
3
δ). We have9
Proposition 4.2. For every i ∈ {1, 2}, elements of Pi are pair-wise distinct in the sense of (1.2).10
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Proof. We argue by contradiction. Suppose that there exists a pair wi1, wi2 belonging to Pi for
some i ∈ {1, 2} such that π ◦ wi1(R) = π ◦ wi2(R). By (iii) of Proposition 4.1 with (k1, τ1) =
(k2, τ2) = (k, Tˆ ), we have g(δi1) = ǫ1g(δi2). By Proposition 2.14, we have g(δi1) = g(δi2) > 0
and hence δi1 = δi2 . By (4.2), we have s˙(0) = 1. By (4.13) and (4.14), we have
xi1(t) + t(0, k) = φ
δi1
(
φ−δi2 (xi2(t) + t(0, k)) + (0, j)
)
= φδi1 ◦ φ−δi2 (xi2(t) + t(0, k)) + (0, j)
= xi2(t) + t(0, k) + (0, j). (4.19)
The second equality follows from (4.16) and (2.40) with s = δi1 . The last equality follows from1
δ1 = δ2. However, the equality (4.19) contradicts the assumption π ◦ xi1(R) 6= π ◦ xi2(R).2
Proof of Theorem 1.1. By Proposition 4.2, we have3
#{wi, 1 6 i 6 2n+ 1 | wis are geometrically distinct in the sense of (1.2).}
> max{#P1,
#P2} >
2n+ 1
2
> n.
By (iv.5) of Proposition 2.15, we have P˜(M, k) > n+ 1.4
4.2 Proof of Theorem 1.25
Since H−1(M) is contact, by (2.65) or (2.66), we obtain a Hamiltonian function H˘ : R2n−ℓ ×6
(Rℓ/Zℓ)→R which is bounded in p ∈ R2n−ℓ and possesses H−1(M) as a regular energy hyper-7
surface. Since 2n − ℓ > 1, by Theorem 1.2 of [9] and (v.3) of Proposition 2.15, there exists a8
nonconstant solution (z, T ) of (1.1) with some k0 ∈ Zℓ. If k0 = 0 then #P˜(M, 0) > 1. If k0 6= 0,9
we extend H˘ periodically in p to obtain a new Hamiltonian function Hˆ , which satisfies Proposition10
2.15. Repeating the proof of Section 4.1, we have #P˜(M, k0) > n + 1.11
12
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