We present Adaptive Instance Selection network architecture for class-agnostic instance segmentation. Given an input image and a point (x, y), it generates a mask for the object located at (x, y). The network adapts to the input point with a help of AdaIN layers [13], thus producing different masks for different objects on the same image. Adap-tIS generates pixel-accurate object masks, therefore it accurately segments objects of complex shape or severely occluded ones. AdaptIS can be easily combined with standard semantic segmentation pipeline to perform panoptic segmentation. To illustrate the idea, we perform experiments on a challenging toy problem with difficult occlusions. Then we extensively evaluate the method on panoptic segmentation benchmarks. We obtain state-of-the-art results on Cityscapes and Mapillary even without pretraining on COCO, and show competitive results on a challenging COCO dataset. The source code of the method and the trained models are available at https://github.com/saicvul/adaptis.
Introduction
While humans can easily segment objects in images, this task is quite difficult to formalize. One of the formulations is semantic segmentation which aims at assigning a class label to each image pixel. Another formulation is instance segmentation, which aims to detect and segment each object instance in the image. While semantic segmentation does not imply separating objects of the same class, instance segmentation focuses only on segmenting things (i.e. countable objects such as people, animals, tools) and does not account for so-called stuff (i.e. amorphous regions of similar texture or material such as grass, sky, road). Recently, panoptic segmentation task that combines semantic and instance segmentation together, has been introduced [15] . The goal of panoptic segmentation is to map each pixel of an image to a pair (l i , z i ) ∈ L × N , where l i represents the semantic class of pixel i and z i represents its instance id.
In this work we focus on instance and panoptic segmen- tation. We introduce AdaptIS, a fully differentiable end-toend network for class-agnostic instance segmentation. The network takes an image and a point proposal (x, y) as input and generates a mask of an object located at position (x, y). Figure 1 shows examples of the masks produced by AdaptIS for different input point proposals.
We cast the problem of generating an object mask as binary segmentation. For a given image I and a fixed point proposal (x, y) we simply optimize just one target loss function. We use a pixel-wise loss comparing AdaptIS prediction to the mask of the target object located at position (x, y) on the image I. At train time for each object we sample different point proposals. Thus, the network learns to generate the same object mask given different points on the same object (see Figure 2 ). Interestingly, AdaptIS does not use semantic labels during training, which allows it to segment objects of any class.
In contrast to the mainstream detection-first methods for instance segmentation [11, 23] AdaptIS does not rely on bounding box proposals. Instead, it directly optimizes target segmentation accuracy. In contrast to instance embedding- Figure 2 . Outputs of AdaptIS for different point proposals. For most points that belong to the same object AdaptIS by design produces very similar masks. Note that the point on the border of two objects (two persons walking hand in hand) results in a merged mask of the two objects.
based methods [8, 5, 25] which map the pixels of an image into embedding space and then perform clustering, AdaptIS does not require heuristic post-processing steps. Instead, it directly generates an object mask for a given point proposal.
Proposed approach has many practical advantages over existing methods. Compared to detection-first methods, AdaptIS is much better suited for the cases of severe occlusions. Since it provides pixel-accurate segmentation and can better handle objects of complex shape. Besides, Adap-tIS can segment objects of different size using only singlescale features. Due to its simplicity AdaptIS has very few train-time hyperparameters and therefore can be trained on a new dataset almost without fine-tuning. AdaptIS can be easily paired with standard semantic segmentation pipeline to provide panoptic segmentation. Examples of panoptic segmentation results for Cityscapes are shown in Figure 6 .
In the next sections we discuss related work and explain proposed architecture for instance segmentation. Then we describe an extension of the model to provides semantic labels and propose a greedy algorithm for panoptic segmentation using AdaptIS. We perform experiments on a toy problem with difficult occlusions which is extremely challenging for the detection-first segmentation methods like Mask R-CNN [11] . In the end, we evaluate the method on Cityscapes, Mapillary and COCO benchmarks. We obtain state-of-the-art accuracy on Cityscapes and Mapillary and demonstrate competitive performance on COCO.
Related work
Detection-first instance segmentation methods. In recent years the approach to instance segmentation based on standard object detection pipeline [11, 1, 23 ] became a mainstream, achieving state-of-the-art results on various benchmarks. However this detection-first approach has a few severe limitations. First, strongly overlapping objects may have very similar bounding boxes or even share the same bounding box. In this case, the mask branch of the network has no information about which object to segment inside a bounding box. Second, the process of mask inference is based on ROI pooling operation. ROI pooling reduces dimensionality of object features, which leads to loss of information and causes inaccurate masks for objects of complex shape. Instance embedding methods. Another interesting approach to instance segmentation is based on instance embedding [5, 8, 16] . In this approach a network maps each pixel of an input image into an embedding space. The network learns to map the pixels of the same object into close points of the embedding space, while pixels that belong to different objects are mapped into distant points of the embedding space. This property of the network is enforced by introducing several losses that directly control proximity of the embeddings. After computing the embeddings one needs to obtain instance segmentation map using some clustering method. In contrast to detection-first methods this approach allows for producing pixel-accurate object masks. However, it has it's own limitations. Usually, some heuristic clustering procedures are applied to the resulting embeddings, e.g. mean shift [5] or region growing [8] . In many cases this leads to sub-optimal results, as the network is not Figure 4 . Architecture of AdaptIS for class-agnostic instance segmentation. The network is built on top of a (pretrained) backbone for feature extraction. It introduces 1) a lightweight instance selection network for inferring object masks that adapts to a point proposal using AdaIN mechanism [12, 7, 10, 13] ; 2) a controller network that fetches the feature at position (x, y), processes it in a series of fully connected layers, and provides an input for AdaIN layers in instance selection network; 3) Relative CoordConv block that helps to disambiguate similar objects located at different positions in the image. optimizing segmentation accuracy. Currently, the methods of this group demonstrate inferior performance on standard benchmarks compared to detection-first methods.
Panoptic segmentation methods. The formulation of panoptic segmentation problem was first introduced in [15] . In this work the authors presented a strong baseline that combines two independent networks for semantic [30] and instance segmentation [11] followed by heuristic post-processing and late fusion of the two outputs. Later the same authors proposed a single model based on feature pyramid network that showed higher accuracy than the combination of two networks [14] . The other methods for panoptic segmentation base on standard instance or semantic segmentation pipelines and usually introduce additional losses that enforce some heuristic constraints on segmentation consistency [17, 28] .
Architecture overview
Schematic structure of the AdaptIS is shown in Figure  4 . The network takes an image and a point proposal (x, y) as input and outputs a mask of an object located at position (x, y). Below we explain the main components of the architecture.
Instance selection network. Let us have a closer look at the generation of an object mask. Suppose that we are given a vector that characterizes some object allowing us to distinguish it from other objects in the image.
But how can we generate an object mask based on this "characteristic" vector? Recently an elegant solution for similar problems was proposed in the literature on style transfer [12, 7, 10] and image generation [13] . Using Adaptive Instance Normalization (AdaIN) layers [12] , one can parameterize a network, i.e. vary the network output for the same input by providing different parameters to AdaIN.
In this work we propose a lightweight Instance Selection Network, which is parameterized using AdaIN. To the best of our knowledge, adaptive network architectures have not been used for object segmentation previously. "Characteristic" vector thus contains parameters for AdaIN layers of the instance selection network. Instance selection network generates an object mask using features extracted by a backbone and a "characteristic" vector.
Point proposals and controller network. The next question is: where can we get a good "characteristic" vector for an object?
Let us recall the idea behind the instance embedding methods [5, 8, 16, 25] . In these methods, a network maps image pixels into embedding space, pushing embeddings closer for the pixels of the same object and pulling them apart for the pixels of different objects. Thus, an embedding Q(x, y) of a pixel at position (x, y) can be viewed as unique features of an object located at (x, y). We exploit this idea in AdaptIS architecture and generate a "characteristic" vector from the embedding Q(x, y).
The output of a backbone Q may have lower spatial resolution compared to the input image. Thus, for each point (x, y) we obtain corresponding embedding Q(x, y) with the use of bilinear interpolation. The resulting embedding Q(x, y) is then processed in a controller network, that consists of a few fully connected layers. Controller network outputs a "characteristic" vector, which is then passed to AdaIN layers in instance selection network. Using this mechanism the instance selection network adapts to the selected object.
Note, that in contrast to instance embedding methods we do not optimize the distances between embeddings. Instead, the controller network connects backbone and instance selection network in a feedback loop, thus enforcing backbone to produce rich features characterizing each particular object. As a result, AdaptIS directly optimizes accuracy of an object mask without a need for auxiliary losses.
Relative CoordConv. [25] showed that one necessarily needs to provide pixel coordinates to the network in order to disambiguate different object instances. [22] proposed a simple CoordConv layer that feeds pixel coordinates to the network. It creates a tensor of same size as input that contains pixel coordinates normalized to [−1, 1]. This tensor is then concatenated to the input features and passed to the next layers of the network.
However, in AdaptIS we also need to provide the coordinates of an object to the network. Moreover, we would prefer not to use CoordConv in backbone, as standard backbones are pre-trained without it. Instead, we propose to use ... a Relative CoordConv block that depends on the point proposal and is used only in the later layers of AdaptIS. Similarly to original CoordConv, Relative CoordConv produces two maps, one for x-coordinates and one for y-coordinates. The values of each map vary from −1 to +1, where −1 corresponds to x − R (or y − R) and +1 corresponds to x + R (or y +R). R is a radius of Relative CoordConv that is a hyperparameter of the algorithm (it roughly sets the maximum size of an object). One may view the Relative CoordConv block as a prior on the location of an object. The output of Relative CoordConv is concatenated with the features produced by a backbone, and together they are passed to an instance selection network. Similar blocks have been used in the literature, e.g. in [9] .
Training. At train time for each image in a batch we sample K points (x i , y i ), i = 1 . . . K using object-level stratification. We pick a random object and then sample a random point at that object.
Having sampled the features Q(x i , y i ), i = 1 . . . K, we train a network to predict corresponding object masks M i , i = 1 . . . K from an input image I. In order to do that that we optimize a pixel-wise loss function that compares network output for a pair I, Q(x i , y i ) to the ground truth object mask M i . Generally, binary cross entropy is used for this type of problems. However, in our experiments we used a modification of Focal Loss [20] that demonstrated slightly better results (see appendix for more details). The gradient from the loss propagates to all components of AdaptIS and to the backbone.
Random sampling of the point proposals during training automatically enforces AdaptIS to produce similar output for point proposals that belong to the same object at test time. In contrast to instance embedding methods that directly optimize the distances between the embeddings we directly optimize the resulting object masks and provide only soft constraints on the embeddings by the similarity of the masks. Examples of the learned masks for different point proposals are shown in Figure 2 .
Class-agnostic instance segmentation
At test time AdaptIS outputs a pixelwise mask for a single object. However, the desired result is to segment all objects in the image rather than just one of them. For this purpose we provide different point proposals and obtain masks for multiple objects one by one. Since the objects are processed independently, their masks can overlap. To resolve these ambiguities, we use a greedy algorithm described below.
Aggregating the results. Let S denote a map of segmented objects. In the beginning all elements in S are initialized as "unknown". The algorithm proceeds in iterations. At each iteration we sample a point proposal (x i , y i ), compute a real-valued output of AdaptIS C i , and threshold it to obtain an object mask M i = C i > T . At the first iteration we simply add an object on the map, i.e. mark pixels in S corresponding to M 1 as "segmented". At the next iterations we compute the intersection of M i with "segmented" area in S. In case the intersection is lower than 50%, we add the new object on the map. Otherwise we simply ignore the result and move on to the next point proposal.
The algorithm terminates either when all pixels in S are marked as "segmented" or when we run out of point proposals. In the end, each pixel is assigned an instance id that has the highest confidence among all segmented objects: R(x, y) = arg max i=1,...,N C i (x, y). Figure 5 illustrates iterations of the method.
It should be noted that in the described method only a light-weight AdaptIS head needs to be run several times per image, while the backbone can be run only once. This significantly reduces the amount of computations and makes the described method quite applicable in practice.
Proposal generation. One can notice that if a point proposal (x i , y i ) is marked as "segmented" in S, then most likely it will produce an object mask M i : (x i , y i ) ∈ M i overlapping with an already segmented object. This means that all the points marked as "segmented" in S would rather not be selected as point proposals. Therefore, at each iteration of the method described above we sample a new point proposal from the set of "unknown" points.
We explore different strategies for prioritizing the choice of a point proposal at each iteration. For the toy problem in Section 6 we experiment with simple random sampling, and for panoptic segmentation in Section 5 we introduce a specialized network branch for prioritizing point proposals. 
Panoptic segmentation
Semantic segmentation branch. AdaptIS does not use semantic labels of the objects for training. However in practice we need to predict object class along with an object mask. For this we pair AdaptIS with standard semantic segmentation pipeline. In this work we train a Semantic Segmentation Branch jointly with AdaptIS on a shared backbone (see Figure 7 ). Below we explain how we use the results of semantic segmentation at test time.
Point proposal branch. We train a special Point Proposal Branch, that predicts the priority of sampling different point proposals. We formulate this task as binary segmentation: the network predicts whether a point (x, y) would make a good or a bad proposal. Point proposal branch has exactly the same structure as the semantic segmentation branch. We train it after the others with a frozen backbone.
During training we provide ground truth for the point proposal branch as follows. We pick a random object and sample several random point proposals in this object. Then we run AdaptIS with these proposals and compare the results to the ground truth object mask. After that we sort the point proposals by IoU with ground truth mask. The points that fall into top 20% are marked as positive examples and the others are marked as negative examples. We train the point proposal branch with a simple binary cross-entropy loss function.
Obtaining panoptic segmentation result. Panoptic segmentation aims at assigning class label to each image pixel, and an instance id to each pixel classified as a "thing" class [15] .
Notice that all "stuff" labels can be inferred in one pass of the semantic segmentation branch. Thus, we first run the semantic segmentation branch and obtain the map of all "stuff" classes. Then we proceed with the method for instance segmentation described in Section 4. The only difference is that instead of starting with an empty map S we mark all the "stuff" pixels in S as "segmented".
We use the output of the Point Proposal Branch as follows. We are interested in point proposals that get a high score according to the point proposal branch. Point proposal branch provides a dense output of the same size as input image. To reduce the number of proposals for evaluation we first find local maximums in the result of point proposal branch (see Figure 9 ). For that we use a standard method based on breadth-first search. In most cases, it finds about a hundred local maximums per image, which we use as point proposals. At each iteration of the method from Section 4 we remove the point proposals that have been marked as "segmented" at the previous steps. After assigning instance ids, we need to obtain semantic labels for each instance. Each pixel is assigned a class label l ∈ {1, ..., K} that has the highest average confidence among all labels for a mask M : l(M ) = arg max l=1,...,K (x,y)∈M p l x,y , where p l x,y is the softmax output of the semantic segmentation branch for the l-th class at pixel (x, y).
Experiments on toy problem
Toy data. To showcase the limitations of detection-first methods we have designed a challenging toy problem. We want to generate many overlapping objects that have very similar bounding boxes. For that we generate images of size 96x96 pixels containing from 8 to 22 elongated objects that resemble bacteria or biological cells. All of those objects are of the same color (blue with red boundary) and slightly varied sizes. The position and orientation of those objects are sampled at random. To make the problem more difficult we added random blur and random high frequency noise to the images. Train set contains 10000 images, and 2000 are left for testing.
Evaluation protocol and results. In this experiment we compared AdaptIS with U-Net backbone to Mask R-CNN with ResNet-50 ImageNet pre-trained backbone. For Mask R-CNN we upsample an image by a factor of 4, i.e. to 384x384. AdaptIS is trained and runs on original images. Mask R-CNN was trained for 55 epoch starting with SGD with learning rate of 0.001 and dropping it by factor of 10 at 35 and 45 epochs. We train AdaptIS for 140 epochs from scratch with Adam with learning rate of 0.0005, β 1 = 0.9, β 2 = 0.999. For the method described in Section 4 we used simple random sampling of point proposals. At each iteration of the method we sampled 7 random points and ran AdaptIS for each of them. Then among the 7 results we chose the one with the highest average confidence of the object mask.
We measure average precision (AP) at different IoU thresholds. Table 1 shows results of AdaptIS and Mask R-CNN. The main source of errors of Mask R-CNN is heavy overlap of bounding boxes. In our toy dataset objects often have very similar bounding boxes, hence Mask R-CNN has no way to distinguish these objects. At the same time AdaptIS can deal with severe occlusions because it is provided with query points belonging to these objects, which allows it to segment them. We notice that AP drastically drops for Mask R-CNN at high IoU thresholds that indicates inaccurate masks shapes due to reduction in feature dimensionality in ROI Pooling. See examples of the images and results of AdaptIS and Mask R-CNN in Figure 3 .
Experiments on standard benchmarks
We evaluate our panoptic segmentation pipeline on the standard panoptic segmentation benchmarks: Cityscapes [4] , Mapillary [24] and COCO [21] . We present results on validation sets for all of those benchmarks and compare to state-of-the-art. We compute standard metrics for panoptic segmentation (namely, PQ -panoptic quality, PQ st -PQ stuff, PQ th -PQ things). For Cityscapes following the other works we additionally report the mIoU and AP, which are standard for this dataset. We use DeepLabV3+ [2] architecture as backbone for all experiments, see more details in Figure 8 .
Cityscapes dataset has 5000 images of ego-centric driv- COCO dataset for panoptic segmentation task consists of 80 and 53 classes for thing and stuff respectively. We train on approximately 118k images from train2017 and present results on 5k images from val2017.
Cityscapes training. We train AdaptIS and semantic segmentation branches for 260 epochs and dropping learning rate by factor of 10 at 240 and 255 epochs. For ResNet-50 training we use 2 GPUs with batch size 8, for ResNet-101 and ResNeXt-101 [26] we use 4 GPUs with batch size 8. We sample 6 point proposals per image during training. We train networks on random crops of size of 400×800. We use scale jitter augmentation with scale factor varying from 0.2 to 1.2. Also we use random contrast, brightness and color augmentation. Point proposal network was trained for 10 epochs.
Mapillary training. We train only ResNeXt-101 model for this dataset on 8 GPUs with batch size 8 for 65 epochs and dropping learning rate by factor of 10 at 50 and 60 epochs. We scale input images by largest side varied from 500 to 2200 pixels and then perform random crop of size 400 × 800. The dataset is large enough, therefore we use only horizontal flip augmentation. We sample 6 point proposals per image during training.
COCO training. We train only ResNeXt-101 model for this dataset on 8 GPUs with batch size 16 for 20 epochs and dropping learning rate by factor of 10 at 15 and 19 epochs. We scale input images by shortest side varied from 350 to 700 pixels and then perform random crop of size 544 × 544. We use horizontal flip augmentation. We sample 8 point proposals per image during training.
Inference details. For Cityscapes we use images of original resolution. For Mapillary we downscale all images to 2000 pixels by longest side. For COCO we rescale images to 600 pixels by shortest side. The greedy algorithm from Section 4 is applied with threshold T = 0.40 for Cityscapes and T = 0.35 for COCO and Mapillary. We use only horizontal flip augmentation at test time and do not use multiscale testing for all datasets.
Implementation details. We use MXNet Gluon [3] with GluonCV [29] framework for training and inference of our models. In all our experiments we use Adam optimizer with the starting learning rate 5 × 10 −5 for pre-trained backbone and 10 −4 for all other parameters, β 1 = 0.9, β 2 = 0.999. Semantic segmentation and AdaptIS branches are trained jointly with the backbone. The point proposal network was trained afterwards with frozen backbone, semantic segmentation and AdaptIS branches. We sample 48 point proposals per object during training for all datasets. For all experiments we set the radius of Relative CoordConv to 280 pixels.
Results and discussion. Cityscapes dataset. We also add Mask R-CNN for comparison as it is the basis of many works on panoptic segmentation. Interestingly, AdaptIS shows state-of-the-art accuracy in terms of PQ even without pre-training on COCO and multiscale testing. Though we did not adapt the method for Mapillary and COCO datasets, we improve upon stateof-the-art by more than 3% in terms of PQ on Mapillary dataset (see Table 3 ) and show metrics close to the results of very recent UPSNet (see Table 5 ). The results on testdev part of the Mapillary and COCO datasets are shown in Table 6 and Table 4 .
Conclusion and future work
We introduce a novel network architecture for instance and panoptic segmentation that is conceptually different from mainstream detection-first instance segmentation methods. Presented architecture in many ways overcomes the limitations of existing methods and shows good performance on standard panoptic segmentation benchmarks. We hope that this work could serve as a strong foundation for future research.
