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ABSTRACT
The demand for clean water has seen a rapid increase in the last decade; increasing
the need for technological advancement in producing potable drinking water. Membrane
distillation (MD) is an emerging approach for producing fresh water via desalinating high-
concentration brines, brackish waters, produced waters, and seawater. Though attracting
considerable attention, several technological barriers must be solved for MD to see wide
industrial application. The underlying mechanisms for heat and mass transfer through MD
membranes remains poorly understood. This is largely due to the knowledge gap between
continuum-level transport models and MD membrane microstructure. Also, MD membranes
are typically designed for other applications such as a reverse osmosis (RO) and fuel cell
technology. Being able to characterize MD membrane microstructure can lead to enhanced
transport modeling and new design criteria for MD specific membrane production.
Focused ion beam scanning electron microscopy (FIB-SEM) technology was implemented
as a means for analyzing MD membrane microstructure and creating digital 3D membrane
reconstructions. To make FIB-SEM analysis viable, a membrane mounting, infiltration,
and preparation protocol was developed. The FIB-SEM “Slice and View” procedure was
used to collect 2D SEM images that were serially stacked to produce a 3D reconstruction of
membrane pore networks. With the 3D reconstruction, important microstructural parame-
ters such as porosity, pore size, solid fiber size, and tortuosity factor were extracted using
the reconstruction software and the MATLAB application, TauFactor. Results showed that
FIB-SEM is able to resolve major structural features within the membrane pore network
but has difficulty in resolving thin, connecting fibers causing discrepancies between the mi-
crostructural parameters given by the manufacturer. This is likely due to the membranes
soft polymer material being compromised under ion and electron beams conditions utilized
by FIB-SEM. However, obtaining high-resolution 3D reconstructions can lead to direct CFD
iii
analysis and “numerical experiments” to validate state-of-the-art transport models used for
MD systems.
1D transport models such as Dusty Gas Model (DGM) and a simple Fickian diffusion
model have been implemented to better understand underlying MD transport mechanisms
and to determine their validity for simulating MD membrane transport. Literature supports
DGM for simulating transport through porous media but has not been thoroughly validated
for materials with high porosity (> 60%), which is the case for MD membranes. Using and
modifying these models allows for an understanding about which microstructural parameters
play an important role in predicting flux. Membranes can have identical properties such as
membrane thickness, pore radius, and porosity but can yield vastly different experimental
flux measurements. Simulations using both models at various feed and permeate flow tem-
peratures and membrane parameters were performed to explore the transport mechanisms
of each model and the heat and mass transport occurring at and within the membrane.
Temperature, mole fraction, and total pressure profiles were developed to further analyze
transport mechanisms and gradients within the membrane microstructure. Simulation re-
sults indicate that tortuosity is a limiting factor and an integral parameter for determining
flux, meaning two membranes can have similar porosities, thicknesses, and pore sizes, yet
two different tortuous networks for water vapor flux transport. Fine-tuning 1D transport
models to better represent membrane tortuosity (for both the pore- and solid-space) and
direct analysis of the parameter via 3D reconstructions has the ability to provide accurate
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There are two objectives of this thesis: (1) to investigate the viability of focused ion beam
scanning electron microscopy (FIB-SEM) as a technique for developing three-dimensional
(3D) reconstructions of polymer membrane microstructures used in the membrane distilla-
tion (MD) process; and (2) develop one-dimensional (1D), continuum-level transport mod-
els of water vapor flux to investigate the influence microstructure plays in simulating flux
through MD membranes. The results establish new methods for obtaining 3D membrane
reconstructions, in turn leading to a better understanding of how pore structure influences
transport. Moreover, new insights into 1D transport modeling leads to new design criteria
and understanding of polymer membranes at the pore-scale, offering potential optimization
of the MD process.
The experimental approach is based upon the use of FIB-SEM to characterize MD poly-
mer membrane microstructures. FIB-SEM combines 2D SEM imaging with a focused ion
beam used to mill away material [1–3]. The 3D structure is obtained by taking a 2D SEM
image, milling away a thin layer of material, taking a new image, and repeating. The se-
ries of 2D images are digitally combined to reconstruct the full 3D structure, which is then
analyzed numerically to determine microstructural parameters such as porosity, tortuosity,
and mean pore diameter. The process is illustrated in Figure 1.1 which shows the recon-
struction of a nanocomposite polymer [4]. The technique provides high-resolution, detailed,
accurate microstructural information, and has been successfully applied to a range of porous
materials, including fuel cell electrodes [3], lithium ion battery electrodes [2,5], and polymer
membranes [1, 4].
Pore-scale transport is simulated for a range of boundary temperatures on the feed and
condensing sides of the membrane to elucidate the impact of pore structure on transport.
1
Figure 1.1: Schematic illustration of the 3D reconstruction process from FIB-SEM analysis.
Adopted from Sheidaei et al. [4].
Simulations are formulated as a series of differential equations integrated over a sufficiently
long time span to simulate steady-state behavior, and are validated against experimental re-
sults. By incorporating accurate microstructures from the FIB-SEM measurements, model
results will incorporate the impact of representative structure phenomena such as pore in-
terconnectivity, dead-end pores, and pore “pinch points,” allowing simulations to validate
mechanisms for mass and heat transport. Finally, the extended 1D simulations can be
evaluated for upscaling feasibility. The end goal for this work is to understand how and
which microstructure parameters significantly influence water vapor flux through MD mem-
branes and how 3D reconstructions can elicit these parameters in greater detail to fine-tune
transport modeling.
1.1 Background
Water filtration processes such as desalination have seen a rapid increase in application
in the last decade due primarily to two reasons: (1) increase in fresh water demand, which
2
Figure 1.2: Expected freshwater availability for year 2025 compared to availability seen in
2000 [6].
is expected to quadruple by 2025 from the year 2000 (see Figure 1.2) [6] and (2) significant
reduction in desalination operation costs; especially reverse osmosis (RO). RO filtration
plays a central role in addressing the water-energy climate nexus through its applications
to desalination [7], direct and indirect potable reuse [8], and water production during oil
and gas extraction [9]. However, RO water recovery typically varies between 50% and 80%;
the remaining brine is therefore left with a salt concentration around 70 g/L, and contains
contaminants such as residual pretreatment and cleaning chemicals and heavy metals from
corrosion [10]. The brine is often discharged to either the sea, surface waters, sewers, wells,
evaporation ponds, or land surfaces where it adversely affects water quality, marine life,
resources, and soils [10, 11].
MD is a thermal water filtering process in which warm, non-filtered feed and cool, purified
permeate water flow on opposite sides of a porous, hydrophobic membrane, as shown in
Figure 1.3 and Figure 1.4. The hydrophobic membrane is impermeable to liquid water, but
allows water vapor to permeate through the µm-scale pores. The vapor-filled pores are in
contact with the water on either side of the membrane, leading to a higher vapor pressure on
the feed side and a lower vapor pressure on the permeate side (because of the relationship
between water saturation pressure and temperature). The temperature difference across the
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membrane therefore causes a gradient in water vapor pressure across the membrane, leading
in turn to a net flux of water across the membrane. As water evaporates from the feed side
of the membrane, non-volatile solutes, such as dissolved salts, remain in the feed. This is
simply illustrated in Figure 1.5
Figure 1.3: Simple schematic of Membrane Distillation.
Figure 1.4: Schematic of ”plate-and-frame” MD system showing concentration polarization
(on the left), vapor flux (Jv), transmembrane heat transfer due to conduction (qc) and
evaporation (qe), and temperature polarization (on the right).
In recent years, MD has emerged as a promising means of concentrating brines up to
their saturation limit. Numerous studies suggest that MD can achieve “zero liquid dis-
charge” [12–14] and a recent study found that MD can replace a 4047 m2 evaporation pond
4
Figure 1.5: Illustration of water vapor passing through the hydrophobic membrane pores;
allowing the pure water vapor to condense into the pure, cool permeate flow.
with a 24 m2 membrane area, while concentrating the brine at a rate of 170 times faster [15].
MD also operates at comparatively low temperature for which it can take advantage of low
quality waste heat from industrial or renewable sources. MD is also being investigated as
means of removing excess boron from RO filtrate [16], and for replacing RO altogether for
small-scale desalination application for which MD’s simplicity and low capital costs make it
competitive [17]. More broadly, MD is investigated for applications to fruit juices, oil emul-
sions, whey and proteins [18]. Current technological challenges with MD are related to heat
and mass transport occurring in the membrane, feed flow, and permeate flow. Experiments
shows that current MD systems lose between 40-85% of their feed energy to heat conduc-
tion through the membrane. The drastically affects membrane permeability to vapor flow.
Previous studies recommend the development of new low-conductive membranes, however
these losses ultimately depend on complicated membrane pore structures that are poorly
understood [19, 20]. To this study’s knowledge, no systematic study has been performed
to establish ab initio MD membrane and MD system design criteria based on membrane
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microstructure.
1.1.1 Current Modeling Approaches for Membrane Phenomena
Membrane pore structures play a dominant role in determining conductive heat losses
and membrane permeability to vapor flow. However, according to a review by Shirzai et
al., most computational fluid dynamics (CFD) to date has focused on hydrodynamics, and
“fewer attempts have attempted to gain a better understanding of the mechanisms giving
rise to mass transfer enhancement inside the membrane pores” [21]. As a result, pore-scale
phenomena are poorly understood [22–25], which presents a major hurdle to developing
improved membranes. Furthermore, the inability to fully understand and predict membrane
pore-scale transport is exacerbated by incomplete characterization of 3D pore-structures.
As a result, microstructural effects are typically incorporated empirically, by fitting
against experimental data. Rather than directly incorporate membrane microstructural
effects, the transmembrane flux of water vapor Jm is typically modeled on the module level,
as opposed to the pore-scale level:
Jm = Cm (Pv,feed − Pv,cond) (1.1)
where Pv,feed and Pv,cond are the water saturation pressures on the feed and condensing sides
of the membrane, and Cm is the membrane permeability coefficient. Cm is a function of
the membrane thickness and microstructure, and is typically treated as a fitting parameter,
which prevents the use of any such models for predictive simulations in the membrane design
process. A more sophisticated approach replaces Equation 1.1 with the Dusty Gas Model
(DGM), which considers molecular diffusion (dominated by molecule-molecule collisions)
and Knudsen diffusion (dominated by molecule-wall collisions) in series, both in parallel
with Darcy flow [21–23]. This standard approach of adding diffusion resistances, however,
has recently come under question [26]. In addition, the DGM is ill-equipped to handle several
phenomena relevant to MD, such as non-isothermal effects and microstructural heterogene-
6
ity [26, 27].
1.1.2 Challenges with understanding MD microstructure
Part of the challenge with interpreting and understanding pore-scale transport processes
in MD membranes lies in the lack of sufficiently accurate and detailed microstructural infor-
mation, which is required to validate any proposed pore-scale transport model. Continuum-
level membrane transport models typically characterize the membrane pore structure via a
number of parameters, including pore radius rp, porosity (void fraction) εg, and tortuosity
τ , as shown in Figure 1.6. These parameters can be difficult to measure, particularly τ . In
practice, the tortuosity is frequently used as a fitting or tuning parameter for fits to bench-
scale measurements of filtrate flux, or is calculated via spurious empirical correlations. It
is not known how well, if at all, whether these fitted values reflect actual pore geometries.
In reality, τ represents a number of physical features, including non-axial pores, dead-end
pores, and ”pinch points” (narrow restrictions within a pore). In general, it is noted that
more accurate and complex representations of the membrane microstructure are required for
predictive membrane pore-scale models [21]. Therefore, while there is significant potential
Figure 1.6: Pore radius, rp, and tortuosity, τ .
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for increased efficiency via membrane materials that are specifically designed for MD, there
is little beyond a general understanding of what an ”ideal” membrane would look like.
Generally, high porosity membranes are preferred because they minimize conductive heat
transfer and maximize vapor permeability [28,29]. The roles of pore diameter and membrane
thickness are more complex. While large pore diameters are thought to increase permeability,
they are also thought to reduce the entry pressure above which the pores can be flooded
by liquid. That said, the definition of an ‘effective pore diameter’ is itself not obvious,
when considering the non-cylindrical pore structures observed in actual MD membranes (see
Figure 1.7). Thick membranes are understood to reduce conductive heat loss but increase
the resistance to vapor flow. While thin membranes increase vapor flux but also increase
heat conduction.
Figure 1.7: Actual pore structure of the hydrophobic membranes used for MD.
Thus while there is a general idea of what optimal membrane properties might be [30],
the effects of these properties can vary in complex ways with operating conditions [26,31,32].
Numerical simulation could play a key role in guiding membrane design, but the incomplete
understanding of transmembrane transport processes and membrane microstructures limits
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the utility of models for this purpose. Experiments and models frequently give conflicting re-
sults regarding membrane design for MD, highlighting the incomplete current understanding
of transmembrane transport processes in MD. In the absence of better design criteria, most
MD systems continue to use membranes that were originally developed for other purposes.
1.1.3 FIB-SEM design and application
Over the last decade, FIB-SEM has become a prominent method for materials charac-
terization. It can be used to solve several material science problems and has more recently
been implemented as a tool for generating 3D material representations. This application
allows for greater understanding of a material’s microstructure [33].
The FIB-SEM instrument is a dual beam microscope system in which both beam columns
are embedded in the same specimen chamber. It is comprised of a single ion beam (repre-
senting the FIB), which is used for milling sample material away from the region of interest
(ROI), and a scanning electron beam (representing the SEM), which is used to directly
observe and image the ROI. Normally, the scanning electron beam is positioned 52◦ away
from the ion beam. The ion beam is directly perpendicular to the sample’s surface so that
material can be precisely milled away parallel to the ROI. A schematic of the FIB-SEM
instrument is shown in Figure 1.8. With this arrangement, relatively quick and straight-
forward observations of the ROI can be made in situ whereas historically, sample material
from the ROI would have to be removed in a separate device before being imaged with a
scanning electron beam. This method proves tedious and the removal of the sample from
device to device can cause data collection to take much longer than when using the dual
beam setup of FIB-SEM. From FIB-SEM experimental results, 3D visualizations of material
microstructure can be made with relative ease.
With the dual beam setup, FIB-SEM is able to perform the “Slice and View” process,
which involves the ion beam milling a thin section of material (20-100nm) before imaging
the newly exposed ROI with the electron beam. This process is automatically repeated by
the instrument until the desired amount of 2D SEM images are acquired. A schematic of
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Figure 1.8: General setup of FIB-SEM instrument with the ion beam perpendicular to the
sample’s top surface and parallel to the ROI.
Figure 1.9: Schematic of the auto “Slice and View” process performed by the FIB-SEM
instrument’s software.
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the “Slice and View” process is shown in Figure 1.9. Once a serial stack of 2D SEM images
is generated, the images can digitally combined via reconstruction softwares such as Mimics
or DragonFly Pro to create a 3D reconstruction.
Liquid metals, more specifically gallium ions (Ga+) are the most common ion beam source
used. These ions are fed from the source, through the optical column, and to the sample
stage. Figure 1.10 demonstrates the flow of the gallium ions down to the sample surface.
Once the gallium ions reach the sample surface, a small amount of material is sputtered
away and leaves the sample surface as secondary ions, neutral atoms, or secondary electrons.
The signal from the sputtered ions or secondary electrons is collected to form an image.
Figure 1.11 provides visualization on how the ion beam can be used to mill away sample
material from its surface. The greater the beam current, more material can be sputtered
away. Conversely, at lower currents, less material is milled away [34].
Figure 1.10: General setup of FIB-SEM instrument with the ion beam perpendicular to the
sample’s top surface and parallel to the ROI.
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Figure 1.11: Ion beam schematic showing Ga+ (red), sputtering secondary ions (green),
neutral atoms (blue/green), and secondary electrons (e-).
1.1.4 Challenges with FIB-SEM on soft materials
Although FIB-SEM offers high resolution imaging, faster collection times, and site specific
milling, there are challenges with using FIB-SEM, especially regarding soft materials like
polymer membranes for MD. Careful attention must be given to beam currents and milling
techniques to prevent damaging artifacts such as redeposition of sputtered material, ion
implantation, and surface amorphization (See Figure 1.11 for Ga+ implantation and surface
amorphization) [35]. These artifacts and high beam currents can also cause localized heating
on the sample’s ROI. More specifically, heating occurs due to the generation of phonons
within the material during cascade collisions [36]. This can damage the sample material and
in some cases can result in unwanted chemical reactions at the surface, which can change
physical and electrical properties of materials. Tougher materials such as semiconductors and
ceramics are able to withstand higher beam currents, allowing for faster milling times while
softer materials such as polymers must use lower currents to prevent sample damaging.
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However, this results in slower milling times. Depending on the application and sample
material, the user must determine the appropriate beam current to use.
Challenges can also arise during sample preparation prior to FIB-SEM analysis, particu-
larly for soft, highly-porous structures such as MD membranes. Because polymer membranes
are susceptible to localized heating, membrane samples must be mounted in an epoxy resin
mount to gain structural integrity while also helping minimize heating by preventing the pos-
sibilities for chain scission and cross-linking in the polymeric side chains [36]. The mounting
epoxy resin also allows the final SEM image to disambiguate void space from the membrane’s
complex structure. If the epoxy resin doesn’t properly infiltrate the sample’s void space, as
in Figure 1.12, then it is impossible to obtain a true 2D representation of each FIB-SEM im-
age “slice,” which is necessary for 3D reconstruction. Polymer membranes have low thermal
and electronic conductivity, which restricts the material’s ability to dissipate induced heat
and electrons from the ion and electron beams. To help alleviate this issue, an electrically
conductive element can be added to both the polymer membrane and the mounting epoxy
resin. These conductive additives allow for electrons and local heat to be dispersed into the
Figure 1.12: Example SEM image of improper infiltration preventing an adequate 2D image.
Epoxy resin is located above and below the cross-sectioned polymer membrane but not within
the membrane void space.
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material versus letting both build up near the ROI, which can result in a distorted image.
Without proper infiltration, the SEM image is unable to display at what depth the mem-
brane fiber structure is, preventing adequate SEM images for 3D reconstruction. Figure 1.13
shows “curtaining” due to localized heating on the ROI. Because the material here is a soft
material, it is unable to withstand even low amounts of heat without reaching a point where
the material melts and becomes distorted and damaged. Both situations disallow proper 2D
SEM images to be obtained and therefore cannot be used in 3D reconstruction later.
Figure 1.13: “Curtaining” effect caused by localized heating on a soft, polymer material.
1.2 Prior work in MD heat and mass transport
To date, membrane transport models [21–26, 28, 29, 37] struggle to predict the influence
of microstructure due to poor representation of membrane pore-structures. Existing models
consider ideal, cylindrical pores [37] as represented by Figure 1.5, whereas actual membranes
have complicated pore-structure, as seen in Figure 1.7, that vary with both material and
manufacturing. Consequently, different membranes produce significantly different vapor
fluxes and heat losses in ways that are difficult to predict or explain.
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MD system performance is determined by a complicated interplay between strongly cou-
pled heat and mass transport occurring in the membrane pore structures and in the adjacent
feed and permeate flows. Transport studies for MD typically implement heat equations along
with the Dusty Gas Model (DGM) or simpler Fickian diffusion model, which are two general
models for mass transport in porous media [38,39]. Regardless of the transport model used,
all models ought to describe the mechanisms of mass transport through the membrane, tem-
perature and concentration effects located at the boundary of the membrane surfaces, vapor
flux production rate, and solute retention of the membrane [24].
1.2.1 Mass Transport in MD
Mass transport has been more widely studied as compared to heat transfer for MD
systems. Mass flow through MD membranes can be described through the occurrence of
convective and diffusive transport of a species through the membrane’s pore space with four
different mechanisms to describe mass transport in porous media: (1) Knudsen diffusion, (2)
molecular (ordinary) diffusion, (3) viscous diffusion, and (4) surface diffusion [25,40]. DGM
considers Knudsen diffusion and molecular diffusion to be in series, with both being in parallel
with viscous diffusion. Since surface diffusion only occurs in pores smaller than 0.02 µm [38],
it is often neglected from the DGM due to minimal molecule-membrane interactions [41].
Figure 1.14 shows the resistance network for the DGM.
Figure 1.14: Resistance network of the Dusty Gas Model [37].
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Viscous diffusion mass transport can be described by molecule-molecule collisions that occur
when the mean free path of a molecule is much smaller than the pore size, whereas Knudsen
diffusion (molecule-wall interactions) dominate when the mean free path of the molecule is
much larger than the pore size [41].
Since it was first described in 1860 by Maxwell [42], the DGM has been well regarded
when predicting mass transfer in porous media. In its most general form, the DGM is



























where τ , ε, and r are the tortuosity, porosity, and pore radius, respectively. R is the universal
gas constant, Tm is the average membrane temperature, Mk is the molecular weight of species
k, Pj is the pressure of air inside the membrane pore space, JDj is the diffusive flux of air,
P is the total pressure, Dkj is the ordinary diffusion coefficient, µ is the fluid viscosity, and






where JDk and JVk are the combined diffusive fluxes of Knudsen diffusion and molecular
diffusion and viscous diffusion of species k, respectively. As mentioned before, the problem
with the DGM is its inability to couple heat transfer and capture non-isothermal effects, as
is the case with MD [28]. Also, the DGM assumes the porous media to be a packed bed
of spherical particles with porosity in the range of 30–60%. As seen in Figure 1.7, such
assumptions are not particularly appropriate for MD membranes, which consist of a fibrous
network and have porosities in a range from 60–85%.
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1.2.2 Heat Transfer in MD
The effect of membrane microstructure on transmembrane heat transfer is also poorly
understood. While the membrane thermal conductivity is typically calculated as a volume-
weighted average of the polymer and gas phases, it has been noted that the typical practices of
adding resistances in series or in parallel only represents limiting cases [22,24], and neglects
any tortuosity effects. Moreover, heat and mass transfer are intimately and often non-
intuitively coupled, an interaction that is incompletely captured when the isothermal DGM
equations are used. Heat transfer effects on MD membranes occurs in three locations: (1)
the boundary layer on the feed side, (2) internally through the membrane, and (3) through
the boundary layer on the cool permeate side. Three mechanisms are involved to describe
the total heat flux through a membrane: (1) conduction via the membranes solid fibers and
gas filled vacancies, (2) latent heat from water molecules entering the vapor state [37], and
(3) convection due to bulk gas-species diffusion. Convective heat transfer can be considered
but is often regarded as negligible.
Since no mass transfer is associated with conduction through the membrane, heat transfer
via conduction is considered a heat loss mechanism. The boundary layers make a significant
contribution to the overall heat flux within the MD system; therefore heat transfer across the
boundary layers is widely considered the rate limiting step for coupled mass flux across the
membrane. This is because a significant amount of heat must be present at the membrane
surface to allow the water to enter the vapor state [28]. 50-80% of the total heat flux is
typically consumed as useful, latent heat. The remaining heat flux is lost through conduction
in the membrane [37]. To mitigate these losses through conduction, several methods (e.g.
membrane spacers to induce turbulence) have been proposed to minimize external heat
resistances and increase the heat transfer coefficients [37].
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1.3 Overview of Present Work
Although the DGM coupled with heat transfer equations has showed promise in simulat-
ing transport through MD membranes, few models have directly measured microstructural
parameters via pore-scale reconstructions to implement into said models and to attempt to
understand how microstructure influences water vapor flux. FIB-SEM offers the opportunity
to measure MD membrane microstructure at appropriate volumes and scale, allowing for 3D
microstructural reconstructions. These reconstructions can be further studied as direct nu-
merical experiments or to extract membrane microstructure parameters and profiles. The
present study extends previous modeling techniques (DGM and a simpler Fickian Diffusion
base model) to investigate transport mechanisms and address microstructural influences. A
membrane sample infiltration and preparation protocol was created to perform FIB-SEM
analysis and develop 3D pore-scale, membrane reconstructions for microstructure analysis.
The results reveal the viability moving forward with state-of-the-art 1D transport models
such as DGM and whether FIB-SEM is fully capable of resolving membrane microstructure.
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CHAPTER 2
MEMBRANE SAMPLE PREPARATION AND FABRICATION
The primary challenge of the FIB-SEM measurements in this study relates to the infil-
tration protocol such that the pores of the sample are entirely filled with a material that
provides high SEM contrast with the polymer material. Infiltration with epoxy is required
for an unambiguous picture of the 3D microstructure, for two primary reasons. (1) due to
the high degree of open porosity, the epoxy fills the open pores in the resulting SEM images,
so that multiple layers of polymer material do not appear in a single SEM “slice” image.
The epoxy therefore disambiguates membrane materials at different depths. (2) Due to the
low electronic conductivity of the polymer membrane, an epoxy with an added conductive
component is needed to prevent ‘curtaining’ (i.e. distortion) of the resulting SEM images
and also provides material stability under both the electron and ion beams of the FIB-SEM
device. Failure to attain complete infiltration with a conductive epoxy resin can lead to
sample damage under beam conditions and/or inability to perform the “Slice and View”
procedure. Both inhibit proper FIB-SEM analysis for creating 3D reconstructions.
2.1 Membrane specifications and characteristics
For this study, a membrane was chosen based on the its porosity, pore diameter, thickness,
and material. Table 2.1 shows the membrane’s specifications, which were provided by the
manufacturer, 3M. This membrane was ideal for FIB-SEM analysis because it is relatively
thick for MD membranes and has high porosity. The experimentally measured flux, as shown
in Table 2.2, for this membrane was also considerably different than other membranes with
nearly identical specifications, making it viable for studying the influence microstructure
must have on water vapor flux for MD.
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Table 2.1: Membrane specifications provided by 3M manufacturer. ⋆Bubble point pore
diameter.
Manufacturer Model Base Material Pore Size (µm) Thickness (µm) Porosity (%)
3M 0.2µm Polypropylene 0.59⋆ 110 85
Table 2.2: Experimental flux value provided by AQWATEC. Test conditions were set at
Tfeed = 60
◦, Tperm = 20◦, 1g/L NaCl feed solution, and cross velocity of 12.45 cm/s.
Manufacturer Model Base Material Water Vapor Flux (Lm−2h−1)
3M 0.2µm Polypropylene 49.01
MD membranes are hydrophobic and are typically made from soft, polymer materials
(e.g. ECTFE 1, PP 2, PVDF 3, or PTFE 4). The hydrophobic nature of the membranes
allows for water vapor to pass through the membrane pores but disallows liquid water to
pass due to the high surface tension. Despite the high porosity and large pore diameter of
MD membranes, this theoretically prevents any occurrence of pore wetting; however, one
of the challenges MD membranes still face is pore wetting due to the saline feed solution
leaking through the hydrophobic membrane and contaminating the permeate flow [43]. This
is typically caused by saline concentration polarization, fouling, and mineral scaling.
2.1.1 Sample preparation difficulties caused by membrane characteristics
While membrane distillation relies on the hydrophobicity of its membranes, this attribute
leads to several challenges when mounting and preparing membrane samples for FIB-SEM
analysis. The low viscosity epoxies needed to infiltrate the membrane void space are typically
water based, causing the membrane to reject infiltration. This leads to air gaps in the
infiltration, which results in inadequate 2D SEM imaging. Therefore, an organic solvent is






and (2) aid pore infiltration by reducing interactions between a water-based solvent and the
hydrophobic membrane. Infiltrating and curing the membrane sample under vacuum also
improves epoxy infiltration and ensures that the epoxy dries with adequate rigidity. This is
because the vacuum environment causes water and the organic solvent to evaporate out of
the epoxy once infiltration is complete, ensuring the membrane’s void space is completely
filled with epoxy only.
Conductive additives are typically added to the mounting epoxy, to improve the resulting
sample’s electronic conductivity. These additives, however, are typically suspended in water
as well. To mix the conductive additive with the epoxy, it must first be dehydrated and
resuspended in an organic solvent. This step can reduce the conductive additive’s effective-
ness if dehydration is not done with care. One must also check the conductive additive’s
affinity with organic solvents to ensure that chemical composition and conductivity aren’t
compromised when used for sample preparation. Sample staining is often necessary for elec-
tron microscopy analysis because it enables distinct contrast between the solid phase and
pore space [44, 45]. Most biological and organic samples use a heavy metal salt in an aque-
ous solution for staining [45,46], but due to the hydrophobic nature of MD membranes, the
heavy metal salt must be dissolved in the appropriate organic solvent.
Finally, the high porosity of MD membranes can cause issues during the mounting and
sample preparation process. Referring back to Figure 1.7, one can see that the fibrous
connections that make up the membrane’s structure are relatively thin compared to the
bulk size of the membrane. These thin, fibrous connections are susceptible to morphological
changes during infiltration and/or staining preparation steps, which can compromise the
accuracy of 3D reconstructions later during FIB-SEM analysis. Membrane affinity with the
organic solvents and heavy metal staining solution must be analyzed to ensure that adverse
morphological changes aren’t observed within the membrane.
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2.2 Overview of sample preparation protocol and standard operating procedure
To avoid improper infiltration and inadequate contrast, as seen in Figure 1.12 and Fig-
ure 1.13, the first task of this project was to develop a sample preparation protocol. The
exact steps used, sample ratios, resin recipes, and further bench top techniques are specified
in Appendix A. To provide complete infiltration, a commercial mounting epoxy with suffi-
ciently low mixed (resin + hardener) viscosity was needed. After several epoxy providers
were explored, it was determined that an epoxy mounting kit from Allied High Tech Prod-
ucts, Inc. provided the lowest viscosity (300 cP) while also maintaining appropriate hard-
ness levels. This epoxy proved to sufficiently infiltrate the membrane samples during each
experimental mounting test. With its low viscosity, infiltration while under vacuum was
unnecessary; therefore, the sample and epoxy together in the cup only needed to be cured
under a vacuum environment once infiltration was complete to further remove any air, wa-
ter, or organic solvents. Relative to infiltrating directly under vacuum, this step reduces
the post-infiltration sample preparation difficulty and work. Figure 2.1 demonstrates proper
infiltration results and the successful implementation of the epoxy mounting kit from Allied
High Tech Products, Inc.
Figure 2.1: Time progression of infiltration testing with Allied High Tech Products, Inc.’s
mounting epoxy. Time progression from (A)-(C) was 7-10 seconds. Notice that the mem-
brane initially starts as a white polymer sample and finishes nearly transparent. This is
caused by the membrane becoming saturated with the epoxy mixture, an attribute of full
infiltration. This demonstration is done on the 3M 0.2µm membrane.
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With an epoxy mounting kit chosen, a conductive additive must be mixed with the epoxy
to ensure that the epoxy has enough electronic conductivity to provide contrast during SEM
imaging. For this, Poly(3,4-ethylenedioxythiophene)-poly(styrenesulfonate) 1.3% in H2O
from Sigma Aldrich was used. As purchased, this conductive additive is suspended in an
aqueous solution, and must be dehydrated out of solution and resuspended in an appropriate
organic solvent. Acetone has acceptable affinity with the conductive additive and also reduces
the viscosity of the epoxy once the two are mixed. The dehydration process is completed by
taking 10mL of the conductive additive in a glass vial and placing it under vacuum for 24
hours. All suspending water evaporates out, leaving only the conductive polymer particles.
The conductive additive is then resuspended in 10mL of acetone and sonicated for 60 minutes
to ensure full resuspension. After 24 hours, the resuspended conductive additive ought to
have a yellow supernatant fluid, as demonstrated in Figure 2.2. The supernatant is used as
the conductive additive, and the excess polymer flakes left remaining in the suspension are
not needed for mixing with the epoxy or infiltration.
Figure 2.2: Yellow supernatant consisting of conductive polymer additive and acetone.
During the resuspension process, the membrane sample can simultaneously be stained
with a heavy metal salt solution and prepared for infiltration. This step was required due
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to the membrane’s soft material properties, which led to ’curtaining’ and structural damage
during FIB-SEM analysis in the absence of the heavy metal stain. Uranyl acetate was chosen
as the heavy metal salt because of its high electronic conductivity, affinity with biological
and polymer specimen [44,45,47–51], and readiness to dissolve into solution. Commercially,
uranyl acetate is available as a crystalline powder and therefore needs to be mixed into
solution with an appropriate organic solvent, which was determined to be methanol because
of its higher polarity than acetone and ethanol. Methanol also proved to have adequate
affinity with the polymer membrane during the staining procedure. Once the uranyl acetate
is in solution with methanol, the membrane sample can be stained via soaking in a vial with
approximately 3mL of the staining solution. The sample and vial are then sonicated for up
to an hour to ensure complete staining of the membrane. If the membrane is not thoroughly
stained, the resulting FIB-SEM analysis and 2D SEM images can lack proper contrast and
conductivity during the “Slice and View” process. After staining, the sample is allowed to
dry completely under room air in order to remove any methanol from within the membrane
pores.
With the conductive epoxy mixed and the membrane sample stained, infiltration can
occur. The epoxy is poured into a plastic cup, similar to that in Figure 2.1, prior to the
membrane being added. The epoxy is allowed to sit for 2-5 minutes to help remove any air
bubbles created from mixing. The membrane is then carefully added to the epoxy to begin
the infiltration process. Because the epoxy/conductive additive mixture has a low viscosity,
the bulk of the infiltration occurs at atmospheric conditions. The membrane and epoxy are
then gently swirled to allow the membrane to fully immerse into the epoxy. The cup is then
immediately placed in the vacuum oven where it is allowed to cure (with no added heat) for
24 hours. This steps ensures the removal of the acetone, which can cause FIB-SEM analysis
issues, and any remaining air bubbles in the epoxy mixture or the membrane.
After fully curing, the membrane sample is removed from the cup and prepped for cross-
sectioning. First, the sample is manually cross-sectioned with the use of a fine-toothed
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jeweler’s saw and Dremel. Cross-sectioning allows for the infiltrated membrane to be exposed
from the rest of the epoxy mount; making FIB-SEM analysis possible on the membrane.
However, manual cross-sectioning leaves the surface quite rough when viewing the cross-
section with the SEM. Further polishing is achieved via an ion cross-sectional polisher (JEOL
IB-0910CP Cross-Section Polisher). This device uses an ion beam (like the FIB) to mill away
an exposed face of a sample. The membrane sample is positioned so that the manually cross-
sectioned face is polished for an additional 7-8 hours in the device. The results is a smooth,
exposed surface that is ready for FIB-SEM analysis.
2.3 Sample preparation results
Success infiltrating the membrane and providing electronic conductivity is verified by
manually viewing the mounted sample and via SEM analysis. As stated in the previous
section, the stained membrane ought to have a yellow color once fully dried. This is demon-
strated in Figure 2.3. During infiltration, the epoxy completely fills the void space and
enhances the yellow stain, as shown in Figure 2.4. The sample shown in Figure 2.4 is now
Figure 2.3: Stained membrane compared to unstained membrane.
25
Figure 2.4: Fully infiltrated membrane sample. SEM analysis is used to confirm infiltration
result.
Figure 2.5: Manual cross-sectioning of the mounted sample. The result is an exposed section
of the membrane that can be analyzed via FIB-SEM.
ready for both manual (Figure 2.5) and ion cross-sectioning, in which the goal is to expose
a section of the membrane that can be analyzed by the FIB-SEM. The initial manual cross-
sectioning allows for ion polishing via the cross-sectional polisher and prevents the FIB-SEM
from having to mill through excess epoxy to reach the membrane.
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Figure 2.6: SEM view of 3M 0.2µm membrane after ion polishing and cross-sectioning. The
middle, “rougher” section represents the membrane space. Above and below are pure epoxy
regions.
A relatively smooth surface can be achieved by manual cross-sectioning only; however,
when viewing sample with the FIB-SEM at the micrometer scale, surface roughness can be
greatly exaggerated. Figure 2.6 offers an SEM view of the final cross-sectioned membrane.
The membrane may look insufficiently infiltrated, but this is because of the coarse beam
settings of the ion polisher, which causes slight damage to the membrane and epoxy surface.
This proved to not be an issue with further FIB-SEM analysis, as the structure below the
cross-sectioned membrane remained fully infiltrated.
SEM analysis is used to verify whether the conductive epoxy was efficient in providing
complete infiltration and electronic conductivity at the pore-scale. FIB is briefly used to mill
a section of membrane away at a ROI to expose the membrane cross-section below the surface.
Occasionally, the cross-sectioned membrane and epoxy surface may need sputter coating with
gold to enhance electronic conductivity, which prevents the sample from being damaged
during long viewings with the FIB-SEM. Because the membrane has been stained with a
heavy metal salt solution, which has a higher conductivity than the conductive polymer
additive, the membrane fibers ought to have a “whiter” contrast than the epoxy filling the
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pore space. This can be seen in Figure 2.7, which provides verification of successful contrast
and infiltration. This ROI can now undergo the “Slice and View” process. The ROI needs
to remain consistent in both infiltration and contrast to obtain successful “Slice and View”
results.
Figure 2.7: Exposed ROI of 3M 0.3µm membrane via FIB. Image taken with SEM to verify
infiltration and contrast. “White” dots represent membrane fiber cross-sections and “dark”
area represents epoxy-filled pore space.
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CHAPTER 3
FIB-SEM ANALYSIS AND 3D RECONSTRUCTION
Numerous techniques for 3D microstructure reconstructions exist, including X-Ray Com-
puted Tomography (XCT), Serial Block Face SEM (SBF/SEM), transmission electron mi-
croscopy (TEM), and FIB-SEM [4,47,49,52–55]. The spatial resolution of each is summarized
in Figure 3.1. For this project, FIB-SEM was chosen over other techniques because it of-
fers high spatial resolution and can sample reasonably large volumes. XCT can sample the
largest volume but does not provide the resolution needed to resolve the fibers making up
membranes for MD. TEM provides the highest resolution and can easily resolve membrane
fibers; however, the TEM field-of-view is too small to yield accurate reconstruction over the
length scales, as needed for this project. Of the techniques presented, FIB-SEM provides the
best combination of resolution and sampling volume for accurate reconstruction for analysis
and simulation of pore-scale phenomenon.
Figure 3.1: Comparison of image acquisition techniques [54].
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3.1 FIB-SEM “Slice and View” Analysis
Once the mounted sample has been cross-sectioned, it is ready for FIB-SEM “Slice and
View.” The sample is loaded into the evacuated chamber of the FIB-SEM instrument and is
first viewed with the SEM. This allows the user to identify a ROI in which milling can take
place. Figure 3.2 shows the ROI of the 3M 0.2µm membrane chosen for FIB-SEM analysis
(Note: all demonstrated images in this chapter are for the 3M 0.2µm membrane). Notice
the relative size of the ROI located within the red circle compared to the cross-section of the
membrane itself. The ROI here was chosen based on the relative fill and smoothness of the
conductive epoxy.
Figure 3.2: ROI chosen for FIB-SEM analysis.
The FIB then mills the ROI to expose the sampling face of the ROI, like the one shown
in Figure 2.7. This serves as an investigative step in order to determine whether the ROI
selected will yield adequate results once the “Slice and View” process begins; once the user
commences the process, the sample face and ROI can not be adjusted.
30
The SEM is now tilted 52◦ from the FIB so that the ROI can be viewed while milling
occurs. To protect the ROI from electron and ion beam damage, a platinum (Pt) pad
approximately 200-500 nm thick is deposited over the entire region to be milled. Figure 3.3
shows an example of Pt deposition over a ROI. For this deposition, the ion beam was used
at a current of 0.79 nA and a voltage of 30.0 kV. Ion beam Pt deposition provides a quicker
deposition time, compared to electron beam deposition, but can damage the ROI. Here, the
ion beam Pt deposit will only potentially damage 100 nm below the surface of the ROI,
which is reasonably shallow compared to the roughly 20 µm × 20 µm × 20 µm volume that
will be sampled during “Slice and View.”
Figure 3.3: Pt deposition on the ROI to be volumed during “Slice and View.”
After Pt deposition, trenches are milled around the ROI . This allows debris and milling
waste to be collected so that the sampling face can remain unobstructed when imaging with
the SEM. A rectangular cross-sectioning setting for the FIB is used at a high current and
voltage (9.3 nA, 30.0 kV) for fast milling. Since the trenches are not a part of the sampling
volume, it doesn’t matter if the material is damaged at such high settings. The milled
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trenches are shown in Figure 3.4. A sloping trench in front of the sampling face is also
milled at a length and depth so that the entire sampling face can be viewed at all times.
The taller the sample face, the longer and deeper the front trench needs to be. Also shown
in Figure 3.4 is a milled “X.” This is known as a ‘fiducial,’ which helps the fix the ion beam
at the ROI and prevents drifting, between slices. Without the fiducial, the ion beam would
move with each slice, causing the SEM to also move out of view of the sampling face. The
“Slice and View” program tells the ion beam to find this fiducial point and to keep it at the
exact coordinates as when the process began. After milling trenches, a cleaning rectangular
cross-section setting is used at a low current (usually a factor of 3 lower than what was used
to mill trenches) to clear any debris that may have collected on the face. A before and after
comparison is shown in Figure 3.5. The sample and ROI is now prepped and ready for “Slice
and View.” Milling parameters for the “Slice and View” process can be seen in Table 3.1
Further details for the entire process and setup are in Appendix B. For an imaged volume
of roughly 22.96 × 15.30 × 15.00 µm (x,y,z), a total of 750 SEM images were collected over
a 13 hour collection time. The first 35 images involved the ion beam slowly moving towards
the sampling face and ROI and were not used for further analysis.
Table 3.1: Milling parameters and dimensions for the automated “Slice and View” process.
Milling Volume (x, y, z) (µm3) Slice Depth (nm) Number of Slices
21× 15× 12 20 750
Ion Beam Current/Voltage Electron Beam Current/Voltage Resolution
0.79 nA/30.0 kV 2.75 nA/2.00 kV 1536× 1024
3.2 Image Processing
Before the 715 usable SEM images collected can be reconstructed into a digital 3D
volume, an extensive amount of image processing must occur:
1. During the FIB-SEM “Slice and View” data collection, the electron beam occasionally
drifts and corrects itself using the fiducial; however, these slight oscillations are pre-
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Figure 3.4: Milled trenches used to collect debris and milled waste during “Slice and View.”
Figure 3.5: Left SEM image shows before the ROI and sampling face is cleaned. Right is
SEM image post cleaning.
served when serially stacking the images as a total set. These oscillations distort the
reconstruction and are non-physical within the sampled volume. The oscillations must
therefore be removed for an accurate 3D reconstruction.
2. Minimizing “Slice and View” collection times requires stronger electron beam current
and voltage values. However, these compromise the resulting SEM image resolution.
For the 3D reconstruction, images must therefore be sharpened in order to maximize
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the image resolution for nm-scaled features such as membrane fibers.
3. Most 3D reconstruction software needs the inputted SEM images to be binary (meaning
black and white pixels only). This is so the software can properly differentiate between
solid membrane fiber and pore space. Any unresolved, gray pixels will hinder the
resulting 3D reconstruction.
This section provides an overview of the image processing techniques and software rou-
tines used to remove oscillations, fine-tune SEM images, and prepare the SEM images for
3D reconstruction.
3.2.1 Filtering, Segmentation, Binarization, and Cropping
A majority of the SEM image processing was done using a modified MATLAB GUI
provided by Ryan Collette, a Colorado School of Mines Nuclear Engineering graduate stu-
dent [56]. The GUI enables batch processing the SEM images with cropping, sharpening,
filtering, and segmenting functions, plus the ability to transform all images into binary for-
mat. An example of the interface is shown in Figure 3.6.
Cropping was performed by identifying the area on the sample face that provided the most
fiber features while eliminating erroneous edges (i.e. the edges of the troughs). Inspecting
the sample SEM image in Figure 3.6, erroneous edges, which would cause complications with
image analysis and 3D reconstruction, are evident. With the images cropped, some feature
data is lost but the resulting reconstruction will have a more accurate physical representation
of the fibrous membrane network. Next, the SEM images are contrast adjusted. This
increases the gray level gap between the pore-space and the membrane fibers, in the images.
Significant gray level gap is necessary for applying local thresholding to create binary images.
A bilateral filter is applied to smooth out ‘salt and pepper’ noise in the pore-space background
while preserving the feature boundaries. Next, a Gaussian filter is used as a redundancy
smoothing method to create a uniform blur across all features. The window size for the
Gaussian filter is kept small, so the visual effect is subtle.
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Figure 3.6: MATLAB image processing GUI.
Now that all SEM imaging filters have been applied, segmentation can occur. This
involves dividing the images into multiple parts (sets of pixels) to identify objects (i.e. solid
fibers) allowing for a simplified representation of each image that can be further analyzed.
The modified MATLAB GUI provides a Sauvola threshold, which is the most important
function in the image processing process. The Sauvola methods takes two approaches to
determine the threshold value of each local pixel: a soft decision method (SDM) and a text
binarization method (TBM) [57, 58]. The SDM is used for epoxy-filled background region
(dark region), while the TBM aides in distinguishing the fiber feature components (light
region) from the background. Therefore, the SDM is chosen by the algorithm in areas where
the pixel values are relatively uniform, and the TBM when the local pixel values appear to
be differing. In stable contrast regions, the binary image uses histogram weighting factors
for thresholding, whereas in variable contrast regions, it uses local statistics. Equation 3.1
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determines the transient pixel-by-pixel threshold [57, 58].









Where G(x, y) is the current threshold value, m(x, y) is the mean pixel value, s(x, y) is
the local standard deviation, F is the dynamic range of standard deviation, and b is a
constant used to adaptively amplify the standard deviation contribution and affects the
overall stringency of the threshold [58]. In high contrast area, s(x, y) is close in value to
F , causing the second term in Equation 3.1 to drop out and the local threshold to be
equal to the mean pixel value. This means pixels in high contrast regions likely pertain to
edges of fiber features and are identified by the algorithm as foreground objects. In low
contrast regions, the second term causes the resulting local threshold to be below the mean,
replacing background region with black pixel values. The constant, b, is user defined for the
algorithm and controls the threshold in the neighborhood being analyzed. Higher values of
b correspond to lower threshold relative to the local mean, and vice versa for lower values
of b. A range 0.2 < b < 0.5 is recommended [56–58]. With the appropriate segmentation
settings selected, the ‘Apply Sauvola Threshold’ button will transform the grayscale image
into binary form. The final steps can clean up the image before outputting final binary
results. ‘Despeckle’ applies a median filter to the image to remove any extraneous or stranded
pixel clusters that may negatively impact the results. The ‘Fill Holes’ button will fill any fully
encapsulated features in the binary image with ones white pixels. This prevents any solid
fiber sections from showing pore-space within the cross-section, which is physically impossible
for this application. Lastly, the ‘Clear Border Pixels’ button will suppress features that are
touching the image border. Figure 3.7 compares a raw, unprocessed FIB-SEM image with a
final processed SEM image. Once batch processing is complete, 715 new binary images are
exported and ready for further processing and 3D reconstruction.
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Figure 3.7: Before and after of SEM image once all processing steps are completed. Left
image has dimensions 22.96 x 15.30 µm (x, y). Right image has dimensions 16.46 x 12.72
µm (x, y).
3.2.2 Oscillation removal on post-processed images
As mentioned in Section 3.1, FIB-SEM image oscillations remaining after fiducial correc-
tion would distort the 3D reconstruction. To remove the remaining oscillations, a MATLAB
optimization script was developed and used in conjunction with an application plugin for
ImageJ, a public domain, Java-based image processing program. The MATLAB optimiza-
tion and oscillation removal code uses MATLAB’s ‘Genetic Algorithm’ to minimize the sum
of squared residuals (SSR), which evaluates the difference between any two adjacent images








(Ii,j,k − Ii+1,j,k)2 (3.2)
where Ii,j,k represents the intensity (0 = dark, 1 = light) for the pixel at the location (j, k),
summed over nj and nk, the number of pixels in the x and y directions, respectively. For each
pixel, the difference between the pixel intensity values in the two images is calculated, and
the genetic algorithm solver attempts to minimize the SSR of the pixel-matrix differences for
each image pair in the stack. The independent optimization variables are nx and ny, integer
pixel movements for image Ii+1 in the x and y directions. To illustrate, look at Figure 3.8.
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Figure 3.8: Current Image and Next Image with red sampling windows. It is the features
within the windows that are used to determined the SSR.
The current image is on the left-hand-side, with the red box indicating the sampling window.
In the next image i + 1 (right-hand side), the red sampling window is placed in the same
coordinates as in Ii, but the features within the window have moved some pixel amount in
both the x and y direction due to the oscillation. The optimization algorithm moves the
image by nx and ny pixels to minimize the SSR. Because the features change position and
size, the minimization is unable to reach absolute zero. At the end of the algorithm, the total
pixel movement values are saved and applied to Ii+1, which becomes the next Ii. The process
repeats for each image pair until all the images have been independently shifted and aligned.
This removed a majority of large oscillations present in the dataset, but small oscillations
remained. To remove finer oscillations, an ImageJ plugin called Template Matching and Align
Slices in a Stack was used. These applications were successful in removing small oscillations,
readying the dataset for 3D reconstruction.
3.3 3D Reconstruction and Analysis
All 715 binary, processed images were serially stacked and reconstructed using Dragonfly
Pro software provided by Object Research Systems, Inc. as demonstrated in Figure 3.9.
The only user inputs required by the software are the pixel dimensions in the x, y, and z
directions. Based on the sampling volume dimensions and image resolution, the size of each
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Figure 3.9: Stack of 2D SEM images are used to render 3D reconstructions.
pixel is 15 × 15 × 20 nm (x, y, z). The raw reconstruction is then 16.5 × 12.7 × 14.3 µm
(x, y, z) with a total volume of approximately 2996 µm3. The resulting 3D reconstruction is
shown in Figure 3.10.
As seen in Figure 3.10, the reconstruction appears to be made up of only ‘floating’ solids
with a spherical shape. It is hard to make out in the reconstruction whether membrane
fibers connecting these solids are present or not. The reconstruction software calculates that
the 3D volume is approximately 95% porous overall. This is roughly 10% higher than the
membrane’s reported porosity, 85%. We hypothesize that the 10% increase in pore-space,
relative to the reported value, is due to the inability to resolve the smaller membrane fibers.
The membrane is a soft polymer material and perhaps is unable to withstand the ion beam
current needed for “Slice and View” analysis. An alternate explanation is that the fiber
thickness (roughly 30 nm, as seen in Figure 1.7) is simply thinner than the SEM resolution
for this application. Therefore, physically what is present in the volume are the nodal regions
where many smaller fibrous connections come together. We hypothesize that resolving the
fibers would increase the solid space by 10% to give the sampled volume the correct porosity
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Figure 3.10: Raw 3D reconstruction of MD membrane.
value of 85%.
Without fiber connections within the volume, it becomes difficult to use the 3D recon-
struction for direct CFD simulations. Beyond the inaccurate microstructural parameters,
with no solid connections between these ‘nodal’ regions, heat transfer cannot be properly
analyzed with any validity. The conductive heat transfer through the solid material, which
may play a significant role in heat transfer, will not be properly accounted for in any such
simulation. This is, of course, in addition to the fact that the microstructure is simply
inaccurate, due to the missing solid volume.
We attempted to post-process the raw 3D reconstruction to make pseudo-fibrous connec-
tions within the volume. This was done using a Grow-and-Erode technique in the ANSYS
Fluent environment. The technique grows each feature within the volume using a surface
wrap. The user specifies the amount to grow the features (usually until surrounding solid
bodies come in contact with one another). With the features in contact, the surface wrap
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then erodes the solid bodies back to the original size while leaving solid connections be-
tween the each solid body. Figure 3.11 demonstrates the new connections made with this
technique.
Figure 3.11: 3D reconstruction after Grow-and-Erode process.
To perform this task in a reasonable amount of time, only a portion of the raw 3D volume
was used, limiting its possible utility for direct CFD analysis. Upon further examination,
the new pseudo-fibrous connections do not accurately resemble the true fibrous connections.
Considering this, the grow-and-erode 3D reconstruction in Figure 3.11 was not used for fur-
ther analysis. Although the original raw 3D reconstruction (Figure 3.10) is more porous
than specified from the membrane manufacturer, it can still provide useful insight into the
influence of microstructure on mass transport across MD membranes. Table 3.2 lists param-
eters extracted from the raw 3D reconstruction that are useful for 1D transport modeling
and flux prediction. Pore size was measured by calculating the distance between each solid
fiber and its nearest set of neighbors in 2D SEM images. The tortuosity factor was deter-
mined using a MATLAB application, TauFactor, developed by Cooper et al. [59]. TauFactor
takes a stack of 2D SEM images, directly simulates transport through the structure, and
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Table 3.2: Membrane parameters measured from raw 3D reconstruction produced through
FIB-SEM analysis.
Manufacturer Model Pore Size (µm) Tortuosity Factor Porosity (%)
3M 0.2µm 0.78 1.02 94.8
outputs the tortuosity factor τfac needed to rectify the predicted species fluxes Jk,theory with
the simulated flux Jk,sim:




Due to the very high porosity value in the reconstructed microstructure, the reported tortu-
osity factor value in Table 3.2, τfac = 1.02, is likely anomalously low.
Porosity was measured using volume analysis in the Dragonfly Pro software developed
by Object Research Systems, Inc. A porosity profile is shown in Figure 3.12. While the
porosity does vary within the 3D reconstruction, it does not deviate by more than ±3%
from the average porosity value of 94.8% (Table 3.2). Therefore, moving forward and for
implementation into transport modeling, the average porosity value is used to represent the
full microstructure.
Comparing the measured values from the 3D reconstruction, both the porosity and the
pore size are significantly higher than the manufacturer-specified values of 85% and 0.59µm,
respectively. Both of these overestimated parameters can be attributed to the unresolved
membrane fibers within the FIB-SEM analysis and 3D reconstruction. Regardless, the mea-
sured parameters in Table 3.2 are used as inputs for 1D modeling described in the next
chapter. Further refining the FIB-SEM process, or exploration of alternative 3D reconstruc-
tion techniques, is left as an extension of the present work.
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Figure 3.12: Porosity profile at each local image slice within the 3D volume.
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CHAPTER 4
1D TRANSPORT MODELING AND MICROSTRUCTURAL INFLUENCE
Water vapor transport through MD membranes takes place as a result of temperature and
composition gradients in the membrane, between the feed and permeate flows. Therefore,
the MD process must be characterized by both heat and mass transfer. It is this complicated,
simultaneous interplay between heat and mass transfer that makes simulating water vapor
flux difficult in MD systems. Also, few models have implemented direct microstructure
measurements to attempt to understand how microstructure influences water vapor flux and
heat transfer through MD membranes.
Four mechanisms have the potential to control the mass transfer within the membrane:
(1) Knudsen diffusion, (2) molecular (Fickian) diffusion, (3) viscous (Darcy) flow, and (4)
surface diffusion [25, 40]. Knudsen diffusion represents the physical interactions between
the water vapor molecules and the porous media itself (Figure 4.1(a)). Molecular diffusion
describes the molecule-molecule interactions and the relative motion of each gas species in the
domain (Figure 4.1(b)). Viscous flow occurs as a result of a pressure gradient in the laminar
regime. Because MD membranes are highly porous, surface diffusion is often neglected; the
pore area is much larger than the diffusion area of the membrane [25, 37, 40, 60].
The degree to which each of these mechanisms play a role in water vapor flux through
MD membranes depends on the Knudsen number, which compares the ratio of the mean













(a) Pure Knudsen diffusion
(b) Pure molecular diffusion
Figure 4.1: Simplified representation of Knudsen and molecular diffusion.
where kB is the Boltzmann constant (1.38× 10−23 JK−1), T is the gas temperature [K], P is
the gas pressure [Pa], and σ represents the gas molecule collision diameter (σw = 2.7× 10−10
m for water and σa = 3.7× 10−10 m for air). For the models developed herein, a mixture of
both water vapor and air are in the simulated domain; therefore, the mean free path of the
binary mixture, λa,w, can be calculated as [41, 60]:
λ =
kBT






where mw and ma are the molecular weights of water and air, respectively. When Kn >> 1,
the dominant transport mechanism is Knudsen diffusion, and both molecular and viscous
diffusion can be neglected. If Kn << 1, then molecular diffusion is dominant and Knudsen
diffusion can be neglected. However, for Kn near unity (say 0.01 < Kn < 10), a combina-
tion of all three diffusion mechanisms are needed to describe the the water vapor transport
through the membrane [41]. Understanding the Knudsen number for each particular mem-
brane and simulation is important in determining the transport mechanisms and therefore
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the model needed to accurately predict flux for MD membranes.
Because heat and mass transfer are coupled, a precise understanding of the energy trans-
ferred through the membrane is required. The major heat loss mechanism in MD systems
is conduction through the membrane’s solid phase. Significant cooling occurs at the feed
boundary due to water vaporization whereas significant heating occurs at the permeate
boundary due to the vapor condensing while exiting the membrane. Therefore, transport
models must accurately represent boundary temperatures when implementing coupled en-
ergy equations with mass transfer, as it is the temperature difference between the feed and
permeate flow that drives the vapor transport across the membrane.
4.1 Model description
Two common 1D transport models used in literature [37, 60, 61], the Dusty Gas Model
(DGM) and a simpler Fickian diffusion based model, were developed and coupled with
appropriate energy equations for this project. DGM theory considers Knudsen diffusion in
series with molecular diffusion (Figure 4.2) with the two in parallel with viscous flow and is
therefore an application of when 0.01 < Kn < 10. A simpler Fickian model considers only
molecular diffusion, making it appropriate only when Kn < 0.01. The model was written
in the MATLAB5 environment to study the water vapor flux through MD membranes and
to compare with experimental flux data provided by AQWATEC at Colorado School of
Mines. Both manufacturer specifications and FIB-SEM measurements from Chapter 3 were
implemented as microstructure parameters for both the Fickian and DGM models, to analyze
the influence of microstructure on predicted water vapor fluxes. Cantera6, an open-source
software, was used as a plugin with MATLAB for calculating fundamental thermodynamic,




Figure 4.2: Simplified representation of the combination of Knudsen and molecular diffusion.
4.1.1 Mass and species conservation of the gas-phase
To compose the overall mass and species conservation equation, ideal gas behavior was
assumed for the binary gas-phase mixture. Two state variables (temperature T and mass
density ρ) and species composition (species density ρk) were used to define the gaseous state.






where Jk is the gas flux of species k and εg is the void fraction that is occupied by the
gas-phase. Evaluation of Jk for each model presented is discussed in each model’s relevant
section below.
4.1.2 Conservation of Energy
Heat transfer in MD systems occurs at three locations via the mechanisms of conduction,
latent heat, and convection [37,40,60–63]. At both the feed and permeate boundaries, latent
heat occurs due to heat of vaporization and condensation. In the membrane, conduction
occurs due to temperature gradients in the solid and gas phases, and convection occurs









where Qi is total heat transfer at boundary i, ρs is the volume-average density of the mem-
brane solid-phase, and cv is the volume-averaged specific heat of the membrane. Qi for MD
systems is further developed in a subsequent section.
4.1.3 Dusty gas model mass transfer
The DGM [64] assumes the porous medium in the membrane is a random array of dust
particles. These particles are considered immobile and not influenced by either temperature
or pressure gradients within the domain. It is these spherical dust particles that allow for
Knudsen, molecular, and viscous diffusion to occur. Even though DGM has had success
in modeling MD mass transport, several limitations must be given attention. DGM was
derived under an isothermal assumption within the membrane and is therefore ill-equipped
to handle non-isothermal situations. Most examples in literature operate DGM assuming
relatively small thermal gradients and use an average temperature within the membrane [60].
DGM also assumes porosity ranging from 30-60% and that the solid space is represented by
spherical particles. Given that MD membrane porosities are generally > 60% and made up
of tubular fibers, it is unclear whether this significantly affects the accuracy of DGM for
MD membranes. Nonetheless, it is often used to describe the transport of gaseous species
through porous media.






















where [C1] is the molar concentration of species 1, Bg is the permeability coefficient for
the gas-phase based on the Kozeny-Carman relationship [65, 66], µg is the binary mixture
dynamic viscosity, P is the pressure, εg is porosity, τ is tortuosity of the pore-space, dp is
particle diameter of the pore medium, and Deff1,Kn is the effective Knudsen diffusion coefficient.
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where rp is the pore radius. As stated by Rao et al. [25], keeping operating conditions
and solution chemistries constant allows for only membrane parameters and properties to
affect water vapor flux. In Equation 4.9- 4.10, the ratio εg/τ affects both the ordinary
and Knudsen diffusion coefficients and therefore affecting the overall flux prediction using
Equation 4.6. In general, membranes with greater values for these quantities will have greater
flux results. Greater pore volume and larger pores reduce the resistance to mass flow, while
increasing tortuosity factors will increase the resistance. Literature reports verify this claim:
membranes with higher porosities [67–69] or a lower tortuosity [40,70] produce greater water
vapor fluxes.
The tortuosity clearly plays a significant role in determining performance of MD mem-
branes, as it arises in all three transport mechanisms. However, this membrane parameter is
not well understood and is not easily measured like porosity and pore radius. An empirical
correlation first proposed by Mackie and Meares [71] and often cited in literature [25,40,72]





More recently, Cooper et al. [59] developed an open source MATLAB application, TauFactor,
which directly fits the tortuosity factor based on segmented, 2D SEM images obtained from
FIB-SEM. With accurate 3D reconstructions from FIB-SEM, this opens the door to eliminate
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potentially spurious empirical correlations for tortuosity and to allow for direct tortuosity
determination, resulting in accurate water vapor flux predictions for various MD membranes.
4.1.4 Simple Fickian diffusion mass transfer
A Fickian diffusion model is a simpler approach to simulate mass transfer versus DGM.
While DGM assumes three mechanisms of transport, Fickian diffusion only accounts for
molecular diffusion. Fickian diffusion models scale all transport properties (mixture-average










where εm and τfac are the phase volume fraction and tortuosity factor, respectively. The
Fickian diffusion model is less computationally expensive compared to the DGM but does
not discriminate between other microstructural parameters such as polymer fiber diameter
or average pore radius, which also brings it into question for modeling MD flux transport.
Moreover, the Fickian model explicitly neglects Knudsen diffusion. Depending on the Knud-
sen number for the selected membrane, this can be a significant error.
Fick’s law calculates the diffusive flux with respect to the average velocity of the transport
fluid. If convective velocity is neglected (i.e. vconv = 0), then the diffusive flux and total flux
of all gas species in the membrane are equal. Flux then equals the mass transfer per unit
surface area normal to the transport direction. In its most general form, the water vapor
mass flux due to diffusion is:
JDk = −ρDeffk ∇Yk (4.14)
where ρ is the phase density, Deffk is the mixture-average diffusion coefficient, and Yk is the






where ρk is the mass density of species k per unit volume of the gas phase [kg-k/m3]. However,
because there will be a density gradient within the pore between the feed and permeate
sides of the MD membrane, the convective velocity cannot be neglected (i.e. vconv ̸= 0).
Simulating the diffusive flux of water vapor is inherently coupled with understanding of the
species composition gradient each point within the membrane where the flux is relevant.
Therefore, the gaseous species bulk motion causes mass transfer via convective mechanisms.
Equation 4.16 demonstrates that the total mass flux, Jk, of species i is not only determined
by the diffusive flux, JDk , but also by the mass transfer caused by bulk motion, ρkvconv.
Jk = J
D





Therefore, in its final form, the useful Fickian diffusion model and water vapor mass flux for
MD membranes is given as,
Jk = −ρDeffk ∇Yk + ρkvconv. (4.18)
It can be seen that the tortuosity factor arises in the mixture-average diffusion coefficient,
Deffk . Therefore, as with the DGM, a tortuosity factor was measured and determined using
the TauFactor application and the correlation presented in Equation 4.11.
4.1.5 Energy equations coupled with mass transfer
A thermal resistance network based on the mechanisms for heat transfer in MD mem-
branes is demonstrated in Figure 4.3. Reducing the boundary layer heat transfer and conduc-
tive heat through the solid phase of the membrane is important for optimizing membrane
flux performance. Failing to do so reduces the boundary temperature difference between
the feed and permeate flows, decreasing the driving force for trans-membrane water flux.










Figure 4.3: Heat transfer resistance network for MD system.
















where Qcond,i is the conduction through the gas- and solid-phase, Qlh,i is the heat release due
to the latent heat of water vaporization, and Qconv,i is the heat flux due to species diffusion
and convection at the interface. κ is a volume-averaged thermal conductivity, with κm, εm,
τm,fac the phase thermal conductivity, volume fraction, and tortuosity factor respectively.
T the local temperature, Jk is the flux of species k, and hk is the enthalpy of species k
[kJ/kg]. hfg is the latent heat of vaporization for water and ṁ′′H2O,vap is the vaporization
mass flux, which is set to zero for all interfaces other than those at the feed and permeate
boundaries. For modeling both DGM and Fickian diffusion, these equations are applied at
each discretized node within the membrane.
In Equation 4.21, the tortuosity factor arises due to conduction propagating through
the membrane via a tortuous path. Before, tortuosity only applied to the pore-space, but
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in this case, it pertains to the solid-phase of the membrane. Since the 3D reconstruction
from FIB-SEM analysis can’t resolve all connecting fibers within the membrane, TauFactor is
unable to determined a tortuosity factor for the solid phase. Also, it is uncertain whether the
correlation from literature applied to the pore-space is valid for the solid-phase. Therefore,
the Bruggeman correlation (Equation 4.24) often used for porous media [59,73,74], especially






The DGM and simple Fickian diffusion models were first simulated over a single temper-
ature range using the extracted membrane parameters from the FIB-SEM 3D reconstruction
to determine whether the reconstruction provides accurate predicted flux results. A compar-
ative analysis between the DGM and simple Fickian model is explored to determine whether
a robust model like DGM is preferred over a simpler Fickian diffusion model, or whether
a Fickian model suffices for predicting transport. To assist this comparison, the Knudsen
number is determined for the relevant membrane of study to assess which diffusion mecha-
nisms are present for MD systems and simulations. For both models, the role of temperature
differences across the membrane are explored. Insights to this can reveal how the relative
temperature driving force can influence predicted flux. Finally, the effects of varying mi-
crostructure between two similar membranes is investigated at various temperature ranges.
For all simulations, a binary gas mixture of water vapor and nitrogen is used.
4.2.1 Simulated flux using FIB-SEM and manufacturer parameters
The extracted parameters from the FIB-SEM 3D reconstruction were implemented into
both 1D transport models to predict flux over a range of tortuosity factor values. These pre-
dicted flux curves were then compared to the predicted flux curves using the manufacturer
specifications for the 3M 0.2µm membrane to see how the two predictions aligned. Differ-
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ences between the FIB-SEM 3D reconstruction measured parameters and the manufacturer
specifications can be seen in Table 4.1.
Table 4.1: Membrane parameters measured from the FIB-SEM 3D reconstruction and given
by the manufacturer.
3M 0.2µm Pore Size (µm) Porosity (%) Tortuosity Factor
FIB-SEM 0.79 94.8 1.02
Manufacturer 0.59 85 –
For a specified temperature range (Tfeed = 60◦C, Tperm = 20◦C), Figure 4.4 demonstrates
the predicted flux curves for both sets of membrane parameters. On this plot, multiple tor-
tuosity factors are labeled on each curve. The “square” marker corresponds to the tortuosity
factor that is directly extracted from the 3D reconstruction by the MATLAB application,
TauFactor. Each correlated tortuosity factor, “triangle” marker, uses Equation 4.11 based
on the FIB-SEM measured porosity or the given manufacturer porosity. The fitted tortu-
(a) (b)
Figure 4.4: Predicted flux curves for (a) DGM and (b) simple Fickian diffusion model with
various tortuosity factors labeled. The grey, dotted line is to help visualize where each
tortuosity factor falls over the range. Tfeed = 60◦C, Tperm = 20◦C
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Table 4.2: Various tortuosity factor values for each set of parameters and for each model
type.
TauFactor Correlation Fitted
FIB-SEM (DGM) 1.02 1.17 2.22
Manufacturer (DGM) – 1.56 1.86
TauFactor Correlation Fitted
FIB-SEM (Fickian) 1.02 1.17 1.74
Manufacturer (Fickian) – 1.56 1.54
osity factors, “circle” marker, correspond to the precise tortuosity factor value needed for
each simulation to match the experimental flux given by AQWATEC for the specific tem-
perature range. The exact tortuosity factors shown on the plot can be seen in Table 4.2.
The measured tortuosity factor from the 3D reconstruction is vastly lower than the fitted
value for both models. Therefore, the predicted flux using this tortuosity factor is extremely
high compared to the experimentally measured flux, concluding that the measured tortuosity
factor is not correct due to the unresolved fibers within the reconstruction. Resolving the
fibers within the reconstruction create a more tortuous transport network and consequently,
increase the measured tortuosity factor to align more with the fitted tortuosity factor needed
to match the experimental flux result. Figure 4.5 and Figure 4.6 also demonstrate that at a
high temperature difference (∆T = 40◦C) and a lower temperature difference (∆T = 10◦C),
the predicted flux using the measured parameters from the 3D reconstruction is overesti-
mated, which aligns with the concept that a higher porosity yields a greater flux through
the membrane.
Another comparison study using both models was done to assess the difference between
the predicted flux using the 3D reconstruction measured parameters with the correlated tor-
tuosity factor and the experimentally measured flux from AQWATEC. This simulation used
all the temperature ranges used for the experimental data collection. Results for the DGM
and simple Fickian diffusion model are shown in Table 4.3 and Table 4.4, respectively. Due
to the relatively high percentage differences between the predicted flux using the measured
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(a) (b)
Figure 4.5: DGM predicted flux curves for the high and low temperature range where Tperm
is held at (a) 20◦C and (b) 30◦C.
(a) (b)
Figure 4.6: Simple Fickian diffusion model predicted flux curves for the high and low tem-
perature range where Tperm is held at (a) 20◦C and (b) 30◦C.
parameters and the experimental flux, and the erroneous nature of the 3D reconstruction
itself, the remainder of the results shown in this chapter will only pertain to simulations
56
Table 4.3: Differences between the experimental flux results and the predicted DGM flux
using direct parameter measurements from the FIB-SEM 3D reconstruction.
Tfeed(
◦C) Tperm(
◦C) JFIB (L/m2/h) Jexp (L/m2/h) Error (L/m2/h) Error (%)
30 20 7.2 5.9 1.3 22
40 20 18.9 15.6 3.3 21
50 20 35.1 29.3 5.8 20
60 20 58.2 49.0 9.2 19
40 30 10.8 8.9 1.8 20
50 30 26.4 22.1 4.3 19
60 30 48.5 40.9 7.6 18
70 30 77.6 66.1 11.5 17
Table 4.4: Differences between the experimental flux results and the predicted Fickian diffu-
sion model flux using direct parameter measurements from the FIB-SEM 3D reconstruction.
Tfeed(
◦C) Tperm(
◦C) JFIB (L/m2/h) Jexp (L/m2/h) Error (L/m2/h) Error (%)
30 20 6.6 5.9 0.7 12
40 20 17.4 15.6 1.8 12
50 20 32.7 29.3 3.4 12
60 20 54.7 49.0 5.7 12
40 30 10.0 8.9 1.1 12
50 30 24.7 22.1 2.6 12
60 30 45.7 40.9 4.8 12
70 30 73.7 66.1 7.6 12
using the manufacturer specifications for the membrane.
4.2.2 Comparison between DGM and the simple Fickian diffusion model
For the 3M 0.2µm membrane, the average Knudsen number was determined by calcu-
lating the Knudsen number over various average temperatures within the membrane, which
is shown in Figure 4.7. The average Knudsen number for this membrane is approximately
0.18 and moreover, Kn > 0.01 for all possible average temperatures within the membrane,
making DGM seemingly the preferred model for simulating water vapor flux for this project.
However, comparing Table 4.3 and Table 4.4 shows that the Fickian model is more systematic
and has a lower percent error for each temperature range. Moreover, using DGM, Figure 4.8
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Figure 4.7: Knudsen number over selected temperature range.
and Figure 4.9 demonstrate nearly linear gradients for temperature, pressure, and compo-
sition, implying that a simpler Fickian model can be used. The Knudsen number dictates
that all three transport mechanisms are present in the system, but a Fickian based diffu-
sion model is able to more adequately describe and predict the flux compared to the DGM.
Therefore, the Knudsen number is a spurious indicator of transport mechanisms for MD
membranes.
Figure 4.9 helps reveal the convective transport applied to each gas species. As water
vapor propagates through the membrane towards the permeate boundary, its composition
decreases due to the relative decrease in the driving force temperature (refer to Figure 4.8)
and driving force pressure. This causes a “back diffusion” of the nitrogen via convective
mechanisms.
4.2.3 Effects of varying temperature feeds on simulation results
For both models, fitted tortuosity factors for the 3M 0.2µm membrane at various tem-
peratures were determined to explore the effects of boundary temperature on water vapor
flux and tortuosity factor. Results are shown in Figure 4.10. The fitted tortuosity factor
value for each temperature range for the DGM is significantly higher than the value deter-
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(a) (b)
Figure 4.8: Temperature profiles for each temperature range studied. The permeate flow
temperature is held at 20◦C and 30◦C for (a) and (b), respectively.
(a) (b)
Figure 4.9: Mole fraction and total pressure profiles for water vapor at each temperature
range studied. The permeate flow temperature is held at 20◦C for (a) and (b).
mined using the correlation (1.56), whereas for the Fickian diffusion model, the tortuosity
factor trends lower than the correlated value. As the temperature difference increases, the
DGM fitted tortuosity factor values decrease and the Fickian diffusion model fitted values
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(a) (b)
Figure 4.10: (a) DGM and (b) Fickian diffusion fitted tortuosity factor values for 3M 0.2µm
membrane at various temperature ranges.
increase. The correlation used in literature for MD membranes only depends on porosity;
however, Figure 4.10 reveals that tortuosity is also dependent on driving for temperature
for both models. Numerical results for the fitted tortuosity factor values and corresponding
predicted flux at each temperature variation are shown in Table 4.5.
Table 4.5: Fitted tortuosity factor values from DGM and Fickian diffusion simulations at
various feed and permeate temperatures for 3M 0.2µm membrane.
Tfeed(
◦C) Tperm(
◦C) JH2O (L/m2/h) Fitted τfac,DGM Fitted τfac,Fick
30 20 5.9 2.14 1.38
40 20 15.5 1.94 1.40
50 20 29.1 1.89 1.49
60 20 48.8 1.86 1.54
40 30 8.9 1.98 1.55
50 30 22.0 1.96 1.62
60 30 40.8 1.95 1.66
70 30 65.9 2.01 1.68
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4.2.4 Effects of varying microstructure on simulation results
In this section, the role of membrane parameters, such as the tortuosity factor, are
explored. A second membrane, 3M 0.45µm, that has similar bulk parameters as the 3M
0.2µm membrane, is brought into the study for comparing predicted flux and fitted tortuosity
factor values with the previous membrane. Specifications for the new membrane are shown
in Table 4.6. Between the two membranes, the only specified parameter that is different is the
pore size. As reported by Ali et al. [75], MD membranes with high porosity (> 60%) and used
in the direct contact MD system, pore size has negligible effects on water vapor flux through
the membrane. Therefore, with all other parameters listed in Table 4.6 being the same, it
is expected that the two membranes should yield the same fitted tortuosity factor at the
same operating conditions. However, Figure 4.11 shows that the two membranes have vastly
different fitted tortuosity factor values despite the similarities in other bulk parameters.
Table 4.6: Membrane specifications provided by 3M manufacturer for the two studied
membranes.
Manufacturer Model Pore Size (µm) Thickness (µm) Porosity (%)
3M 0.2µm 0.59 110 85
3M 0.45µm 0.79 110 85
Using DGM again yields fitted values that are significantly higher than the correlated
value while the Fickian diffusion model fitted values hover around the correlated value and
are significantly higher at higher temperatures. For the 3M 0.45µm membrane, there appears
to be no trend with varying temperature when using DGM, whereas when using the Fickian
diffusion model, an increasing trend in fitted values with respect to temperature is seen
again. The consistency in the trend when using the Fickian diffusion model implies that a
new correlation relating tortuosity to membrane parameters and operating conditions exists.
Table 4.7 and Table 4.8 shows that the two membranes also have different experimental
flux values, reaffirming that though the bulk parameters are similar, the microstructure is
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(a) (b)
Figure 4.11: (a) DGM and (b) Fickian diffusion fitted tortuosity factor values for 3M 0.2µm
(orange) and 3M 0.45µm (grey) membranes at various temperature ranges.
not identical. If the microstructure was identical, then so would the measured flux. All
results of the section continue to affirm the need for direct measurements of the membrane
microstructure to accurately predict water vapor flux and performance. Also, new correla-
tions need to be developed that better represent the microstructure of these highly varying
membranes. Clearly, the tortuosity of MD membranes is related to more than just the
porosity.
Table 4.7: Fitted tortuosity factor values from DGM simulations at various feed and per-
meate temperatures for 3M 0.2µm membrane and 3M 0.45µm membrane.
Tfeed(
◦C) Tperm(
◦C) J0.2 (L/m2/h) Fitted τ0.2,DGM J0.45 (L/m2/h) Fitted τ0.45,DGM
30 20 5.9 2.14 5.1 2.47
40 20 15.5 1.94 13.9 2.19
50 20 29.1 1.89 26.3 2.12
60 20 48.8 1.86 39.6 2.33
40 30 8.9 1.98 9.4 1.91
50 30 22.0 1.96 19.6 2.23
60 30 40.8 1.95 38.3 2.11
70 30 65.9 2.01 60.2 2.24
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Table 4.8: Fitted tortuosity factor values from the Fickian diffusion model simulations at
various feed and permeate temperatures for 3M 0.2µm membrane and 3M 0.45µm membrane.
Tfeed(
◦C) Tperm(
◦C) J0.2 (L/m2/h) Fitted τ0.2,Fick J0.45 (L/m2/h) Fitted τ0.45,Fick
30 20 5.9 1.38 5.1 1.59
40 20 15.5 1.40 13.9 1.57
50 20 29.1 1.49 26.3 1.65
60 20 48.8 1.54 39.6 1.94
40 30 8.9 1.55 9.4 1.48
50 30 22.0 1.62 19.6 1.83
60 30 40.8 1.66 38.3 1.79




This study explored FIB-SEM as a technique for developing 3D membrane reconstruc-
tions for microstructure analysis. Modeling efforts in this study assessed and highlighted
how microstructure plays a significant role in predicting water vapor flux through MD mem-
branes, and proposed that tortuosity is a limiting factor and needs to be carefully analyzed,
either experimentally or numerically, to accurately predict water vapor flux and develop new
design criteria for MD membranes.
5.1 Summary of efforts
An infiltration and sample preparation protocol was developed to properly mount MD
membrane samples for FIB-SEM analysis. The summarized protocol involved:
1. Staining the membrane with uranyl acetate in solution with methanol.
2. Re-suspending conductive polymer in acetone to mix with epoxy resin.
3. Infiltrating the membrane under atmospheric conditions with conductive epoxy resin.
4. Curing the infiltrated sample under vacuum to remove excess acetone and air bubbles.
5. Manually cross-sectioning mounted sample to expose cross-section of the membrane.
6. Using ion cross-sectional polisher on exposed membrane to create a smooth section to
be studied via FIB-SEM.
7. Sputter coating cross-sectional region with gold for added surface conductivity.
The protocol allowed for samples to attain adequate conductivity for both the void space
epoxy regions as well as the solid membrane fibers. This also provided the sample with
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the needed contrast to resolve both pore- and solid-space within the membrane during SEM
imaging. The technique was optimized to be performed and completed over a 24-hour period.
FIB-SEM analysis was performed on 3M 0.2µm membrane. Beam currents and voltages
were optimized to collect 750 2D SEM images in a reasonable time frame while also resolving
as many membrane features as possible. The 2D SEM images were pre- and post-processed
to be implemented in the Dragonfly Pro reconstruction software to yield a 3D reconstruction
of size 16.5 × 12.7 × 14.3 µm (x, y, z) with a total volume of approximately 2996 µm3. De-
spite the raw 3D reconstruction lacking the thin, fibrous connections that make up the full
MD membrane microstructure, the reconstruction was still analyzed to extract the follow-
ing microstructural parameters: porosity, pore size, and tortuosity. However, without the
full microstructure being represented, direct CFD analysis could not be performed on the
reconstruction.
A 1D Dusty Gas Model (DGM) and Fickian diffusion model were developed to inves-
tigate the underlying transport mechanisms and the influence membrane microstructure,
specifically tortuosity, has on flux prediction for MD membranes. A comparison analysis be-
tween manufacturer and 3D reconstruction extract membrane parameters for the 3M 0.2µm
membrane was explored to determine the validity the reconstruction had in predicting water
vapor flux. For each set of parameters, an empirically correlated and fitted tortuosity factor
from the DGM and Fickian diffusion model based on experimental flux data were used to
predict flux at various feed and permeate flow temperature ranges. Simulations were also
extended to the 3M 0.45µm membrane to explore the effects of microstructure on flux and
tortuosity factor predictions.
5.2 Key findings
Staining the membrane sample prior to infiltration proved to be a integral step for adding
conductivity and contrast to the membrane during FIB-SEM analysis. It was thought that
due to the high porosity of the membrane, only a conductive epoxy was needed for SEM
imaging stability. A staining solution of uranyl acetate dissolved in methanol has the great-
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est ability to stain the membrane while having adequate affinity with the membrane struc-
ture and hydrophobic attribute. Uranyl acetate also readily dissolved in organic solvents
whereas other heavy metal salts, such as gadolinium triacetate, had difficulty fully going
into solution with organic solvents and resisting precipitation. Re-suspending the conduc-
tive polymer (previously suspended in an aqueous solution) was successful in providing a
conductive attribute to the epoxy resin while not hindering its ability to penetrate mem-
brane pores. Conductive polymers in aqueous solutions are rejected by the membrane’s
hydrophobic nature.
FIB-SEM provides an opportunity for analyzing and measuring membrane microstruc-
ture with appropriate resolution and sampling volume; however, has difficulty resolving all
membrane features under reasonable beam settings. Sample preparation for FIB-SEM is dif-
ficult, tedious, and hard to repeat for each sample. MD membranes’ soft polymer material is
extremely sensitive to ion and electron beams, resulting in long sampling times with the risk
of damaging membrane microstructure. Other imaging and microscopy techniques lack the
resolution or sampling volume provided by FIB-SEM, but are worth exploring due to ease of
sample preparation or compatibility with membrane material. For 3D reconstruction, many
pre- and post-processing steps are required after FIB-SEM analysis, causing some structural
features to not be fully resolved. Specific processing techniques and applications are needed
to handle all the pre- and post-processing of the 2D SEM images.
1D transport modeling reveals that for MD membranes, microstructure needs to be
directly measured and better understood for accurate modeling and water vapor flux predic-
tion. DGM demonstrates that membranes with identical bulk properties, such as thickness
and porosity, must have different tortuosity values for when predicted flux results are com-
pared with experimental flux data, but does not clearly show a trend for how tortuosity
varies with temperature. The Fickian diffusion model does demonstrate a trend that implies
that tortuosity increases as temperature increases. This trend allows for new tortuosity cor-
relations to be developed for MD membranes. Moreover, since a Fickian diffusion model is
66
adequate for predicting flux, the Knudsen number is not strong identifier of which transport
mechanisms are dominant in the transport domain of the membrane. With high porosity,
molecular diffusion dominates despite the calculated Knudsen number saying that Knudsen,
molecular, and viscous diffusion are equally present. Simulation result showing differences
in membrane tortuosity also bring empirical tortuosity correlations that calculate tortuos-
ity based solely on membrane bulk porosity into question; signifying the need for new or
fine-tuned correlations for highly porous MD membranes. Regardless, for verification of 1D
transport modeling and empirical tortuosity correlations, a greater understanding of mem-
brane microstructure is needed.
5.3 Future work
The current infiltration and sample preparation protocol has only been applied to MD
membranes with porosities > 70%. Further tests on membranes with lower porosities are
needed to verify that the protocols can apply to all MD membranes. Both the 3M 0.2µm
and 0.45µm membranes infiltrated are also made of the sample material (polypropylene). To
extend the infiltration protocol to all materials, more tests are needed on MD membranes
with other materials such as, PVDF, ECTFE, and PTFE.
More FIB-SEM analysis on the sample studied and other membranes is necessary for
fully determining whether FIB-SEM is a viable technique for characterizing membrane mi-
crostructure. Analysis of 3M 0.45µm is underway to see if fine-tuning beam settings can
help resolve the fibers that are missing from the 3D reconstruction in this study. A smaller
sampling volume is needed so that beam currents can be reduced to a level that might prove
to provide this better resolution. 3D volume meshing and CFD analysis is needed to extract
membrane microstructure parameters and to perform direct flux simulation to use as “nu-
merical” experiments to validate 1D transport models, empirical correlations, and bench-top
experimental results.
Using the DGM and the Fickian diffusion model, a new correlation could be developed
specifically to implement tortuosity into these models; one that isn’t based only on bulk mem-
67
brane porosity. Further bench-top experiments can be performed in order to validate results
given in this study to help verify whether the DGM or Fickian diffusion model is capable
of predicting water vapor flux for MD membranes and also to determine whether literature
supported tortuosity correlations are valid across all MD membranes. Direct measurements
of microstructure from FIB-SEM results and 3D reconstruction can further influence the
fine-tuning of DGM and the Fickian diffusion model to be more equipped to handle mi-
crostructural properties, non-isothermal situations, and the high porosity attribute of MD
membranes. Accurate representations of boundary phenomena (e.g. interface temperature,
concentration polarization, temperature polarization) need to be implemented as well due
to the hydrophobic barrier of the membrane. Because feed and permeate flow temperatures
change at downstream locations on the membrane, 1D models need to be modified to 2D
models to further investigate the effects that temperature driving force has on membrane
microstructure and water vapor flux performance.
5.4 Outlook
For MD to become a viable water purification process that helps address potable water
demand across the world many technical barriers need to be overcome. Accurate trans-
port models for predicting MD flux are needed to help influence design criteria for new
optimized, commercial membranes, which starts with developing techniques for obtaining
accurate representations and enhancing understanding of membrane microstructure. FIB-
SEM has promise for being a viable technique for doing this; however, the process is difficult,
time-consuming, and takes strong expertise with the device. A more user-friendly method
would allow for streamlined and easily reproducible results that need minimal image pro-
cessing. This would allow users to quickly obtain 3D reconstructions. The commercial
development of a MD membrane stain and infiltration epoxy would reduce materials cost
and experimental steps needed to prepare samples for analysis.
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APPENDIX A
EXPERIMENTAL PROCEDURE AND SAMPLE PREPARATION TECHNIQUES
This document is for the standard operating procedure for staining and infiltrating polymer,
hydrophobic membranes used for Membrane Distillation.
Dehydration of conductive polymer additive
Result is 10mL of conductive polymer supernatant in solution with acetone
• Here, Poly(3,4-ethylenedioxythiophene)-poly(styrenesulfonate) 1.3% in H2O from Sigma
Aldrich is used
• Pipette 10mL of conductive polymer solution into a clean, glass vial
• Place glass vial into vacuum environment (e.g vacuum oven). During evaporation,
bubbles can cause a mess in the vacuum oven, so use a vented lid on the glass vial to
prevent mess but also allow vacuum to be effective on the solution.
• Keep under vacuum for at least 24 hours to ensure all water has evaporated
• Remove vial from vacuum oven and use a stirring rod to move all the dry conductive
polymer to the bottom of the glass vial
• Add 10mL of acetone to the vial and stir thoroughly
• Sonicate for 60 minutes to break down large polymer flakes and ensure resuspension
• Store in the same glass vial with a lid to prevent acetone evaporation
• After 24 hours, the solution supernatant should have a yellow tinge
Uranyl Acetate/Methanol staining stock solution
Result is a solution of 40mL methanol with 5g of dissolved uranyl acetate
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• Place 30mL absolute methanol into a 100mL or appropriately sized glass beaker
• Add a clean stirring bar to the beaker and place onto a magnetic stirrer
• Begin stirring at a medium pace
• If the magnetic stirrer has a temperature setting, set the temperature to approximately
35◦C. This hastens the dissolving process because the dissolution is endothermic.
• Slowly add 5g total of uranyl acetate, about 1g at a time
• Allow for 15-20 minutes between each 1g addition to allow for full dissolution
• If uranyl acetate doesn’t dissolve within 30 minutes, heat can be turned up to approx-
imately 40◦C.
• Maintain methanol volume at 30mL until all 5g of uranyl acetate has been added
• When all the chemical is dissolved, add 10mL of methanol to bring the total volume
to 40mL
• Store in an amber bottle away from light exposure
Staining the membrane
• Cut approximately a 5×5 mm membrane sample
• Take 3mL of the staining stock solution and place in a glass vial with lid
• Place membrane in the glass vial, close the lid, and lightly stir by rotating the glass
vial in hand to fully submerge the membrane in the staining solution
• Place the glass vial in a sonicator and sonicate for 45-60 minutes. This ensures that
the stain can fully penetrate all pore space within the membrane and helps prevent
precipitation of the uranyl acetate in solution
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• Remove membrane sample and allow to dry, evaporating all excess staining solution
• Store sample in a dry, closed vessel (wafer carrier tray works well)
• Membrane sample should have a thorough yellow color from stain
Conductive epoxy resin recipe
• Allied High Tech Products, Inc. EpoxySet mounting kit
• Recommended mixing ration (by weight) is 100:12 (resin:hardener)
• For mixing the epoxy with the conductive additive in acetone, use (by weight) 5:0.7-0.8
(resin:hardener). The extra hardener allows for proper curing since the resin is slightyl
diluted from the conductive additive.
• First, mix the resin and hardener together and stir thoroughly
• Add 7-10% by volume of the conductive additive and stir
• Allow final mixture to rest for 2-5 minutes to allow air bubbles to release from the
surface of the mixture
Infiltrating the membrane and prepare for cross-sectioning
• Pour conductive epoxy into a small sample cup with no covering lid
• Place membrane sample on top of the conductive epoxy and let the membrane begin
infiltration on its own under atmospheric pressure.
• If the membrane doesn’t appear to infiltrate right away, add a couple drops of the
conductive additive to further lower epoxy viscosity
• Manually stir the membrane gently into the epoxy, allowing it to fully submerge within
the epoxy mixture
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• Place sample cup into the vacuum oven and allow for it to cure for at least 24 hours
with no added heat
• Remove sample after 24 hours and continue to let the sample cure until fully hardened
if necessary




FIB-SEM PREPARATION AND “SLICE AND VIEW” PARAMETERS
Prep for “Slice and View”
Ion Beam Pt-Deposition
• X-direction = 25 µm
• Y-direction = 25 µm
• Z-direction (depth of deposition) = 0.3 µm
• Ion Beam Current/Voltage = 0.79 nA/30.0 kV
Mill Trenches
• Side Trenches:
– X = 5 µm
– Y = 20 µm
– Z = 2 µm
• Front Trench:
– X = 30 µm
– Y = 5 µm
– Z = 2 µm
• Ion Beam Parameters for Trench Milling
– Ion Beam Current/Voltage = 9.3 nA/30.0 kV
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Rectangular Cleaning Cross-Section
• X = 22 µm
• Y = 1 µm
• Z = 1 µm
• Ion Beam Current/Voltage = 0.23 nA/30.0 kV
• Material = Si New (user specific)
• 0% overlap
Auto “Slice and View”
• Milling Size Parameters
– X = 21 µm
– Y = 15 µm
– Z = 12 µm
• Material = Si New
• Ion Beam Current/Voltage = 0.79 nA/30.0 kV
• Milling depth of each slice = 20 nm
• Number of Slice = 750
• Create Fiducial in upper left-hand corner of ROI
• Dwell Time = 6 µs
• Electron Beam Current/Voltage = 2.75 nA/2.00 kV
• Electron Beam Resolution = 1536 × 1024
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