Monitoring of weak localized changes within a medium using coda waves, we can either use the decorrelation and/or the phase shift of the coda waves. The formulation for both the decorrelation and the phase shift of the coda waves due to weak changes contain a common sensitivity kernel that is needed to image the weak localized changes. We provide a novel approach to compute the sensitivity kernel which uses finite difference modelling of the wavefields from the source and the receiver with an a priori scattering model. These wavefields give the intensities needed to compute the sensitivity kernels. This approach unlike methods that computes the sensitivity kernel with analytical approximations of the scattered intensity computes the numerical solution of the scattered intensity with a prior scattering model. The numerical solution of the sensitivity kernel allows us to use an arbitrary earth model that includes a free surface without simplifying the property of the scattering model. We demonstrate the computation of the numerical sensitivity kernel within statistically heterogeneous models and models with irregular topography. The statistically heterogeneous models we explore include a simple model for vertically fractured and horizontally layered shale reservoirs. We compare the impact of either the horizontal or the vertical source-receiver configuration on the characteristics of the sensitivity kernel. All computations of the numerical kernel we present in this study use 2-D heterogeneous scattering models, however, the kernel computation is easily extended to 3-D scattering models.
I N T RO D U C T I O N
Multiple scattering of seismic waves potentially provides information about the subsurface that can be used to increase the resolution of an imaged subsurface with multiple reflected waves (Belkebir et al. 2006) , increase illumination especially within a poorly illuminated subsurface (Gaburro et al. 2007; Fleury 2013 ) and monitor weak time-lapse changes within the earth's subsurface (Poupinet et al. 1984; Snieder et al. 2002; Schaff & Beroza 2004) . Using scattered waves, especially for monitoring weak changes within the subsurface, we can increase the illumination and sensitivity to changes within a subsurface (Malcolm et al. 2009; Berkhout et al. 2012) . Multiply scattered waves are used for monitoring weak changes such as velocity changes as weak as 0.1 per cent (Snieder 2002) and monitoring defects within mechanical structures (Masera et al. 2011 ) that can be detected with waveform changes. These weak changes within the earth's subsurface (both natural and induced) are usually either gradual, weak, or localized both in space and time. Detecting these changes in many cases requires data that are highly sensitive to the changes. Vlastos et al. (2006) show that the sensitivity of multiply scattered waves to weak changes is significantly higher than the sensitivity of the ballistic or direct part of the seismic waves to weak changes. This increase in the sensitivity is due to the repeated sampling of the weak velocity changes by the scattered waves Rossetto et al. 2011) . The high sensitivity of the multiply scattered waves has led to successful detection of time-lapse velocity changes within the earth's subsurface. Poupinet et al. (1984) use coda waves generated by repeating earthquakes to observe an average S wave velocity change of 0.2 per cent after the 1979 M w 5.9 Coyote Lake earthquake on the Calaveras Fault, California. Using cross-correlation functions generated from seismic noise, Wegler & Sens-Schönfelder (2007) detect a sudden decrease in the seismic velocity of the region surrounding the 2004 M w 6.6 Mid-Niigata earthquake rupture. Using controlled-source monitoring Nishimura et al. (2000) detected a velocity decrease of 0.3-1.0 per cent due to the 1998 M w 6.1 Mount Iwate earthquake. However, Pacheco & Snieder (2005) show that the spatial sensitivity of the multiply scattered waves to the weak changes is not uniformly distributed but is dependent on the source and receiver locations, on the position of the weak changes, on the scattering medium and on the coda traveltime.
Most monitoring of weak changes within the earth's subsurface using multiply scattered (coda) waves has been limited to identifying weak changes rather than localizing these changes.
Except in very densely distributed source and receiver configurations, the velocity changes detected by coda wave interferometry are spatially averaged velocity changes. Recently, successful efforts have been made not only in identifying the weak changes using multiply scattered waves, but also in localizing the changes in a statistically homogeneous scattering medium (Rossetto et al. 2011; Obermann et al. 2013a; Planès et al. 2014) . However, to localize changes within the earth's subsurface -a scattering medium which is most likely to be inhomogeneous-we will need to appropriately handle the inhomogeneities of the earth's subsurface. Because of the prominence of surface waves, we also need to account for the presence of a free surface.
The complexity in the travel paths of the multiply scattered waves, which depends on the scattering properties of the medium of interest, makes it challenging to accurately describe the origin, travel paths and distribution of the scattered waves within the medium. In a strongly scattering medium, the multiply scattered waves for late lapse time can be described as a diffusive process (Wesley 1965; Shapiro & Kneib 1993; Page et al. 1995) . The diffusion model has been used successfully in imaging algorithms that use multiply scattered waves in medical imaging (Yodh & Chance 1995) or in imaging of missing scatterers (Rossetto et al. 2011) . But, the validity of using the diffusion intensity model in explaining the multiple scattering of waves depends on the strength of the scattering process. Even in a strongly scattering medium, the diffusion intensity model is only accurate at large lapse times, that is, for t r/c, where t is the traveltime, r is the source-receiver distance and c is the average velocity of the medium. Alternatively, the scattered intensity can be modelled using the radiative transfer intensity model, which more accurately predicts the scattered intensity for all scattering regimes (Paasschens 1997; Turner & Weaver 1994) . The diffusion and radiative transfer intensity models, however, are analytical models developed under the assumption of a stochastic wave equation. These analytical intensity models, as well as most other intensity models for the scattered waves, are based on homogeneous or simple scattering media. The scattered intensity is, however, affected by statistical changes in the scattering properties, as well as by the presence of a free surface. We show that for more realistic media, the scattered intensity of the medium can be modelled numerically using, for example, finite-difference modelling rather than using the analytical intensity models.
In this study, we explore the capability of computing the sensitivity kernel that we need for monitoring and localizing the weak changes within a medium. In the next section, we describe the theoretical connection of the sensitivity kernel to the estimated timeshifts or the decorrelations in the time lapse and perturbed scattered waves resulting from the weak changes. In Section 3, we develop a novel approach for computing the kernel numerically for any scattering model and explore the behaviour of the kernel using various sample scattering models. In Section 4, we discuss the practicality of the kernel computation.
S E N S I T I V I T Y K E R N E L
Imaging weak velocity changes in random scattering media with multiply scattered waves requires characterizing the distribution and origin of the used scattered waves. Pacheco & Snieder (2005) use the intensity of multiply scattered waves to develop a sensitivity kernel K(s, x o , r, t) which relates the mean traveltime changes τ to the localized relative velocity change δv/v(x o ) within the subsurface:
where t is the traveltime of the scattered wave, V is the scattering volume, and s and r are the source and the receiver locations, respectively. The sensitivity kernel K(s, x o , r, t) provides a link between the estimated traveltime changes with the fractional velocity change transversed by the scattered waves. The sensitivity kernel depends on the source and receiver locations, the scattering property of the medium, and the traveltime of the scattered wave. Rossetto et al. (2011) consider a different problem where the local scattering strength changes. This change is accounted for by a change in scattering cross-section δσ (x o ) within the scattering medium. Using the correlation function C(s, r, t) of the multiply scattered waves in a medium with this time-lapse change, they relate the decorrelation 1 − C(s, r, t) between the perturbed and unperturbed scattered waves to the weak change in the total scattering cross-section of the medium:
Using either the time-shifts or the decorrelation values from the time-lapse multiply scattered waves for resolving localized weak changes, the sensitivity kernel K(s, x o , r, t) forms the building block for the Frèchet derivatives needed to resolve the weak changes. The sensitivity kernel K(s, x o , r, t) is given by
where P is the normalized intensity of the multiply scattered waves (Pacheco & Snieder 2005) . The normalized intensity can be computed using different methods. The normalized intensity in a homogeneous scattering medium in the diffusion approximation is given by (Paasschens 1997 ):
where d is the dimension of the scattering medium, R sr = |r − s| is the source-receiver distance and D is the diffusion coefficient. The normalized intensity can also be described by the radiative transfer model. The 2-D radiative transfer intensity (Paasschens 1997 ) is
where l is the scattering mean free path; δ and are the Dirac delta and the Heaviside step functions, respectively. The above models of the scattered intensity assume that the statistical properties of the medium fluctuations are homogeneous. The assumption of statistical homogeneity is not realistic for the Earth, where the scattering properties change with depth or laterally. Complex heterogeneous models and arbitrary boundary conditions require a more complex mathematical model to describe the intensity of the scattered waves (Margerin & Sato 2011) . These complex heterogeneous media include heterogeneously layered media (Margerin et al. 1998; Haney et al. 2005) and media with nondiffusive regions (Ripoll et al. 2001) . In addition, one may also need to account for the presence of a free surface. To avoid the assumption of statistical homogeneity, we compute the normalized intensity by numerically simulating the waves propagating through a number of realizations of the scattering medium, and compute the intensity from these waveforms. The numerically generated scattered intensity takes the variations of the statistical properties of the medium fluctuations into account, as well as the presence of a free surface.
N U M E R I C A L C O M P U TAT I O N O F S E N S I T I V I T Y K E R N E L
For most scattering media, especially for complex heterogeneous scattering media, the sensitivity kernel K(s, x o , r, t) can be computed numerically. For these scattering media, an exact analytical formulation for either the intensity of the scattered waves or the corresponding sensitivity kernel for imaging the weak changes are usually not available. Using eq. (3) and a model of the scattering medium, we can numerically compute the sensitivity kernel by simulating the scattered wavefield with the scattering model, then compute the intensity field from the simulated wavefield. However, the numerical computation of the sensitivity kernel depends on how well one knows the statistical properties of the scattering medium. The requirement of the statistical properties of the scattering medium use for the kernel estimation is that the statistical properties explain the recorded scattered intensities (Pacheco & Snieder 2005) . The characteristics of the heterogeneous medium, such as the scattering mean free path length and the average velocity, can be estimated from the analysis of the coda waves in recorded data (Sato et al. 2012; Obermann et al. 2013b) or using additional information such as velocity values from well log measurements when available or a velocity model obtained from other geophysical methods.
We compute the sensitivity kernel using eq. (3). We generate the source and the receiver wavefields by numerical computation of waves excited at the source and receiver locations, respectively. Here, we use acoustic modelling. We also use absorbing boundary conditions at the boundaries of our models. We do not include a free-surface boundary condition except for the model with variable topography (section 3.3). The normalized intensities are the square of the envelope of the generated wavefields normalized by the spatial integral of the intensity V P(x o , t) dV(x o ) (Sato et al. 2012) . The normalization of the scattered intensity removes imprints of the source time function from the acoustic intensity field. To compute the sensitivity kernel K(s, x o , r, t), we convolve the source and the receiver intensity fields and normalize with the denominator in eq. (3). We simulate the wavefields with finite difference modelling using a realization of a von-Karman random velocity model (Sato et al. 2012) . The 2-D von-Karman power spectral density function (PSDF)P 2D is given bỹ
where κ is the von-Karman exponent, is the fluctuation strength of the scattering model, a x and a z are the correlation lengths along the x-and z-directions, respectively, and k x and k z are the wavenumbers along the x-and z-directions, respectively. The correlation length is a = a 2 x + a 2 z . A wide range of values have been associated with the von-Karman parameters for the earth subsurface. The values of the von-Karman parameters depend on the subsurface lithology and depth. Yoshimoto & Sato (1997) , using 149 waveforms in the frequency band of 8-16 Hz from 10 earthquakes occurring at depths shallower than 10 km, estimate the range of and a values to be 5-8 per cent and 0.3-0.8 km, respectively, in the Nilko area of Japan. We use the von-Karman scattering model in order to generate a variety of scattering models with earth-like parameter values solely for the numerical test of the kernel computation (Sato et al. 2012) . The examples shown can be generalized for any statistical model for the medium fluctuations.
The scattering model we use for kernel computation consists of the random velocity fluctuations defined by the von-Karman parameters and constant density. One could take fluctuations in the density into account as well, but for simplicity we perturbed only the velocity. The velocity model is given by
where v 0 (x) is the background velocity and ζ (x) is a realization of the random velocity fluctuation for the von-Karman PSDF in eq. (6) (Sato et al. 2012) .
Numerical versus analytical computation
The sensitivity kernel can be estimated from analytical models of the scattered intensity (the diffusion and radiative transfer approximation of the scattered intensity). To compare the analytical and numerical solution of the sensitivity kernel, we use a von-Karman scattering model defined by the following parameters: a x = a y = 0.01 km, = 0.1, κ = 0.5, and f = 15 Hz (λ = 0.23 km). This scattering model and the dominant scattering wavenumber correspond to ka 0.27. The scattering velocity model is given in Fig. 1 with an average velocity of 3.5 km s −1 . The theoretical scattering (l VK ) and transport (l respectively (Sato et al. 2012) . These scattering parameters, however, are not used for the computation of the numerical sensitivity kernels.
We compute the analytical solution of the sensitivity kernel using the corresponding theoretical mean free path lengths and the approximations of the scattered intensity using the diffusion (eq. 4) and the radiative transfer (eq. 5) models. We also convolve the analytical intensities with the intensity of the source wavelet used for the computation of the numerical kernel. Figs 2-4 show time snapshots 0.95, 1.20, 2.00 and 4.00 s of the sensitivity kernel for both the numerical and the analytical solutions, respectively. The numerical solution of the sensitivity kernel is bound by a kernel front which is defined as the edge of the kernel that is composed of single scattering and bounds the multiple scattering contributions. The numerical sensitivity kernel shows similar features represented in the radiative transfer model (Fig. 3) of the sensitivity kernel including the direct line-of-sight characteristic of the ballistic kernel (0.95 s) and the elliptical shape of the kernel front at lapse times after the first arrival time. The major difference between the numerical kernel and the radiative transfer kernel is the fluctuations in the numerical kernel. The numerical kernel in Fig. 2 is computed with one realization of the scattering model. The diffusion approximation of the sensitivity kernel (Fig. 4) , as expected, only reproduces the spatial features of the kernel at long lapse times (ct/R sr 1) (Paasschens 1997 ) with no clear ellipsoidal edge. Fig. 5 shows a cross-section of the kernel along the source-receiver line. The diffusion kernel fails to explain the zero or near-zero sensitivity of the kernel beyond the kernel front, evident in both the numerical and the radiative transfer kernels.
The spatial and temporal behaviour of the kernel implies that to resolve weak changes within a scattering medium with homogeneous statistical properties, the radiative transfer kernel is close to the numerical kernel solution. However, the similarity between the radiative transfer kernel and the numerical kernel breaks down within statistically heterogeneous media and in the presence of variable topography because of the homogeneity of the radiative transfer model (Paasschens 1997; Turner & Weaver 1994) . Fig. 5 shows that the numerical kernel has more fluctuations compared to the analytical solutions. This numerical kernel is computed with one realization of the scattering model. The fluctuations in the kernel are due to the details in the fluctuations of the used realization of the scattering model. We can suppress these fluctuations by averaging the kernel over a number of the realizations of the scattering model with the same statistical properties. Fig. 6 shows the averaged kernel at traveltime 2.00 s over 1, 5, 10 and 20 realizations of the scattering model. Increasing the number of realizations of the model used for the kernel computation reduces the fluctuations both at the singly scattered and multiply scattered part of the kernel. With few realizations of the random model (five realizations) we can achieve stability in the sensitivity kernel (Fig. 7) . Fig. 2 show the sensitivity to the changes in the scattering model for the scattered phases arriving at a specific traveltime t. The kernel at t = 0.95 s corresponds to the sensitivity of scattered waves dominated by direct and forward scattered waves. With increasing time, the area covered by the sensitivity kernel progressively increases. The spatial broadening of the kernel with time increases the detectability of any change in the scattering property of the medium due to multiple interaction between the scattered waves and the change, especially changes away from the path of the direct wave (which is along the source-receiver line in this case). However, the resolving power of the kernel is expected to decrease with increasing time because of the spatial broadening of the kernel. The shape of the kernel with increasing time depends on the source and receiver locations, the corresponding traveltime, and the properties of the scattering medium. At times t > 0.95 s, the kernel assumes an elliptical shape with the major axes along the source-receiver line and the minor axes perpendicular to the source-receiver line. The edge of the kernel is dominated by contributions from single scattering. The kernel for the singly scattered waves is given by (Pacheco & Snieder 2006 )
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where s and r are the distances from the point x o to the source and receiver, respectively; r s and r r are the distances from any point on the kernel front to the source and receiver, respectively. The single-scattering-dominated part of the kernel spatially bounds the multiple scattering part of the kernel. The inner part of the kernel accounts for multiple scattering, which has lower amplitude compared to the kernel contribution from the single scattering. Within the multiple-scattering-dominated part of the kernel, there are high sensitivities at the source and receiver locations which are predicted accurately by the analytical solutions in Fig. 5 . These high sensitivities at or near the source and receiver locations suggest that the dominant contribution to the multiply scattered waves recorded at receiver R due to a source S originates from scattering near the source and receiver locations.
Random non-isotropic scattering model
The scattering properties within the earth's subsurface are generally complex and inhomogeneous. The scattering characteristics of the subsurface can vary from place to place depending on both the underlying lithology and overlaying stress conditions of the local and regional subsurface. The scattering properties of the earth's subsurface also vary with depth (Shearer & Earle 2008) . The stress-and depth-dependent scattering properties of the subsurface controls the scattering process of the seismic wave travelling through the subsurface. The effective scattering of the subsurface are defined by both the scattering properties of the subsurface and the characteristics of the incident seismic phase that is scattered. The characteristics of the incident phase include the incidence angle of the wave, the spectral properties of the incident wave, and the wave mode of the incident wave (Levander 1990) .
To explore the dependence of the sensitivity kernel on the scattering medium, we test two scattering models whose background velocity is a 3-layered velocity model. In both models (Fig. 8) , the top and bottom layers have the same scattering properties given by the von-Karman PSDF. For the top layer, κ = 0.5, = 0.5, and a z = a x = 0.05 km; for the bottom layer, κ = 0.8, = 0.1, and a z = a x = 0.1 km. However, in the middle layer, one model consists of vertical velocity perturbations while the other model is composed of horizontal velocity perturbations. The model with vertical velocity perturbations mimics a highly vertically fractured reservoir while the model with horizontal velocity perturbations represents a shale-like reservoir with a thin laminated layering. The middle layer for both models is defined by the following von-Karman parameters. For the vertically fractured model, a z = 0.5 km and a x = 0.0001 km; for the shale-like model, a z = 0.0001 km and a x = 0.5 km. In both models, κ = 0.1 and = 0.5 for the middle layer. In both scattering models, we compute the sensitivity kernels using two source-receiver configurations. In one configuration, the source-receiver line is vertical (Figs 9 and 11 ) while in the second configuration the source-receiver line is horizontal (Figs 10 and 12) and is embedded within the middle layer. These sourcereceiver configurations resemble a source such as a microseismic event or an earthquake embedded within the subsurface with either a receiver at the near surface (for the vertical source-receiver line) or a receiver within a borehole (for the horizontal source-receiver line).
Figs 9 and 10 give snapshots of the sensitivity kernel in the vertically fractured model for the vertical and horizontal source-receiver configurations, respectively. In both source-receiver configurations, the kernels show many of the features present in the kernel of the random isotropic model (Fig. 2) , which include the spatial broadening of the kernel with increasing time, the high sensitivity at the source and receiver locations, and the presence of the single scattering contributions to the kernel at the kernel front. However, the heterogeneity in the scattering model introduces extra features to the kernel of the vertically fractured model which are not present in the random isotropic kernel (Fig. 2) . In both source-receiver configurations, the width of the kernel (along the minor axes of the kernel) at each layer of the model depends on the effective velocity in that layer (see Figs 9 and 10 at t = 2.50 s). In the vertical sourcereceiver configuration at t = 2.50 and 5.00 s, there are extra scattered fronts marked as S within the kernel; these fronts are secondary scattered intensity fronts due to reflections from the layer interfaces in the model. These reflected fronts lag behind the singly scattered front. In the horizontal source-receiver configuration (Fig. 10) , the direct wave refracts through the top interface of the bottom layer because of the higher velocity of the bottom layer ( Fig. 10 at t = 1.38 s). A few milliseconds later, many of the forward scattered waves are confined within the middle layer ( Fig. 10 at t = 1.40 s) . At later lapse times, the singly scattered kernel front propagates out from the middle layer into the top and the bottom layers. The extent of the front propagation depends on the average velocity of the layer. The reflected wave fronts S seen in the vertical sourcereceiver configuration are absent in the kernel with the horizontal source-receiver configuration. This is because the reflectors are parallel to the source-receiver line in the horizontal configuration. The sensitivity is dominant within the middle layer because the vertical velocity perturbations within the middle layer persistently reflect waves propagating horizontally between the source and the receiver. The orientations of the velocity perturbations are perpendicular to the dominant forward propagation of the waves which is along the source-receiver line (Fig. 10 at t = 2.50 and 5.00 s). This dominance of the kernel in the middle layer is not present with the vertical source-receiver geometry (Fig. 9) , where in the middle layer the wave propagation direction is along the direction of the velocity perturbation. The lack of the kernel dominance within the middle layer with a vertical source-receiver configuration is due to the relative orientation of the source-receiver line and the orientation of the scatterers which results to minimal scattering of the waves compared to the horizontal source-receiver configuration. Also, scattered waves recorded at the receiver have a higher probability of exploring the whole model space without being trapped within middle layer due to scattering. With the horizontal source-receiver geometry, much of the recorded scattered waves are generated within the middle layer.
Figs 11 and 12 give snapshots of the sensitivity kernel in the shale-like model using the vertical and horizontal source-receiver configurations, respectively. The kernel for the shale-like model, which uses a vertical source-receiver configuration, exhibits similar features present in the vertically fractured model with a similar source-receiver setup. Differences in the kernels are in the multiply scattered part of the kernel in the middle layer of the vertically fractured model where there are elevated scattering close to the source. However, with the horizontal source-receiver configuration (Fig. 12) , the kernel at late lapse time (t = 2.50 and 5.00 s) shows features different from those present in the kernel with the vertically fractured model using the horizontal sourcereceiver configuration. The high sensitivity present in the vertically fractured model using the horizontal source-receiver geometry is absent from the model with the horizontal velocity perturbation in the middle layer because the direction of wave propagation between the source and the receiver is parallel to the velocity layering in the middle layer, which results in relatively less scattering of the seismic wave. The effect of the source-receiver configuration on the kernel behaviour implies that the setup of the source and receiver pairs relative to the location of a particular weak change within a scattering medium has large implications for the capability of detecting the weak change. For example, given the relative magnitude of the sensitivities within the middle layer, if there is a change in the middle layer, the horizontal source-receiver geometry provides a better scenario for detecting the weak change in the middle layer than the vertical source-receiver geometry. This connection between the source-receiver configuration and the behaviour of the sensitivity kernel suggests the need for the source and receiver to be in close proximity to the location of the weak change. The relative direction of the forward scattering between the source and the receiver to the orientation of the length of the scatterers impacts the relative magnitude of the sensitivity of the scattered intensity to the monitored change. This impact is evident in a comparison of the kernel strength in the middle layers of the vertically fractured model (Fig. 10) to the kernel strength in the middle layer of the shale-like model (Fig. 12) . The relative strength of the kernel is higher in the vertically fractured model where the perpendicular alignment of the scatterers allows for a stronger generation of multiply scattered waves.
The kernels at early lapse times are almost identical in both models (Figs 9-12 at t = 1.38 and 1.40 s). The kernels at these times consist of mainly direct, refracted, and forward scattered waves.
Topography-induced scattering
Seismic waves are not only scattered by heterogeneities within the earth's subsurface, but also by near-surface heterogeneities such as variable topography or low velocity unconsolidated lithology in the near-surface layers. Due to the high impedance contrast across the free surface and the higher heterogeneities within the near-surface compared to the heterogeneities deeper in the subsurface (Shearer & Earle 2008) , the multiple scattering from variable topography and near-surface scattering effects can dominate bulk scattering.
Rough or variable topography plus the presence of the free surface can focus or defocus seismic waves and can convert seismic waves from one wave mode to another such as conversion of body waves to surface waves and vice versa (Levander 1990 ). Bouchon et al. (1996) show that a simple symmetric ridge can induce amplification of a monochromatic SH wave by up to a factor of 1.5 at the crest of the ridge. The amplification factor of the incident wave depends on the incident angle of the wave and the height to width ratio of the topography perturbation.
To explore the effect of topography on the sensitivity kernel, we simulate an acoustic wavefield using a homogeneous velocity model with a variable topography. The velocity model consists of three homogeneous layers: a top air layer with a velocity of 330 m s −1 , a thin layer under the topography with a velocity of 2000 m s −1 , and the rest of the model with a velocity of 3000 m s −1 (Fig. 13) . The free-surface is approximated using the air-subsurface interface based on the velocity discontinuity assuming a constant density (Taillandier et al. 2009) . We model the variable topography using a 1-D von-Karman PSDF in order to create a random variable topography with a correlation across the topography defined by a correlation distance of 0.5 km.
We compute the sensitivity kernel with the scattered waves induced by the variable topography using a vertical source-receiver geometry (Fig. 14) and a horizontal source-receiver configuration (Fig. 15) . At time t = 1.40 s, the kernel accounts for the direct wave between source S and receiver R. The direct wave kernel using the vertical source-receiver configuration is shown in Fig. 14 at t = 1.40 s. At later lapse time ( Fig. 14; t > 1.40 s) , the kernel expands into a singly scattered front which broadens with time. The kernel has a relatively large magnitude within the thin low velocity layer underneath the topography (Fig. 14 , t = 2.5 and 5.0 s). This part of the kernel is due to scattering contributions from the topographyinduced scattering which are trapped in the near-surface layer. The topography-induced sensitivity, however, increases and broadens away from the receiver location within the near-surface layer with an increase in time.
When the source and receiver are embedded within the nearsurface layer underneath the variable topography, the kernel of the first arrival consists of waves refracted off of the higher velocity half-space underneath the near-surface low velocity layer (Fig. 15 , t = 1.6 s). Similar to the vertical source and receiver geometry, the direct/refracted kernel with the horizontal source and receiver setup splits for t= 1.8 s into the singly scattered kernel. In Fig. 15 , only the downward section of the singly scattered kernel is present because the high velocity contrast across the topography prevents propagation of scattered waves into the air. At later lapse time (t = 2.50 and 5.00 s, Fig. 15 ), the dominant part of the kernel lies within the low velocity layer which results from the topography-induced scattering and the trapped waves within the low velocity layer. The presence of the thin low velocity layer underneath the topography induces kernels with similar behaviour at large lapse time for both source-receiver configurations.
The behaviour of the kernel in the presence of variable topography and a thin low velocity layer in Figs 14 and 15 demonstrates the need to accurately characterize the scattering properties of the medium being monitored. Incorporating both the topography and the appropriate velocity (scattering) model in the kernel computation provides the distribution and origin of the scattered waves via the kernel that can be used for monitoring weak changes. Due to the effect of variable topography and of a heterogeneous scattering medium on the kernel, we will need to use an appropriate source-receiver array geometry to image a weak change within the subsurface. For example, in a case of monitoring velocity changes within a reservoir that might be due to fluid production or injection within the reservoir, a borehole array in close proximity to the change might be a more effective source-receiver geometry for monitoring than using a surface-receiver array. In this case, the borehole array records more of the scattered waves generated within a given layer. This results in higher sensitivity to a change in that layer. Also, the borehole array, depending on its relative depth to the free-surface, is less sensitive to waves that are scattered at or near the free surface.
D I S C U S S I O N A N D C O N C L U S I O N
We propose a novel approach to compute the sensitivity kernel that can be used to resolve weak changes within the earth's subsurface or any other medium using multiply scattered waves. These are changes which are usually irresolvable with singly scattered waves. Our approach does not rely on analytical models of the scattered intensity such as the diffusion and radiative transfer models. To compute the sensitivity kernel, we compute the intensity field needed for the kernel computation from numerically generated scattered wavefield. In this paper, we use finite-difference modelling for the computation of the seismic wavefield. The numerical modelling of the scattered intensity can take advantage of various numerical methods for seismic wavefield computation. Using our approach we can incorporate any complexities of the scattering medium and any boundary conditions of the medium. With an appropriate a priori scattering model, we can obtain a more accurate and detailed estimate of the sensitivity kernel which accurately describes the intensity of the scattered wave recorded by a given source-receiver pair. This numerical estimate of the sensitivity kernel potentially allows us to resolve a more detailed localized weak changes within a scattering medium compared to changes resolved with kernel which depends on a global estimate of the sensitivity kernel. Our kernel computation approach is suitable for a medium such as the earth's subsurface where in most cases the scattering properties are heterogeneous and whose scattered intensity may not be described analytically.
The goal for the computation of the sensitivity kernel is to characterize the origin and distribution of the recorded multiply scattered waves use for imaging weak changes within a scattering medium. In Section 3.2.2, the relative orientation of the source-receiver array to the scatterers within a medium affects the distribution and amount of scattered waves generated with the medium, which changes the characteristics of the sensitivity kernel. Imaging of weak changes with a sensitivity kernel that does not embody the local characteristic of the scattering medium especially in statistically complex media might lead to errors in the retrieved velocity changes.
The caveat to the computation of the scattered intensity and in extension the sensitivity kernel for the monitoring weak changes is the computation cost of both the scattered intensity and the corresponding kernel and the need for an accurate a priori model of the statistical properties of the scattering medium. The cost of the kernel computation mostly depends on the traveltime of the scattered phase for the kernel, the sum of number of sources and receivers, the number of the scattering model realizations needed, the cost of the forward modelling of the scattered intensity for both the source and receiver intensity fields, and the cost for the convolution between the source and receiver intensity fields. The cost for the forward modelling of the scattered intensity depends on the spatial dimensions of the scattering model used for modelling the intensity field which makes a significant difference if the medium is 2-D or 3-D and the temporal or the frequency dimension of the scattered waves. All numerical examples we show in this paper are based on 2-D models but the computation of the numerical kernel in 3-D follows exactly the same procedure.
Fluctuations in the obtained sensitivity kernels due to speckle caused by the random fluctuations, can be suppressed by averaging the sensitivity kernels over several realizations of the scattering medium. A few realizations of the scattering model (for example, five realizations in the case of homogeneous model in Section 3.2) can significantly stabilize the fluctuations in the sensitivity kernel. However, the amount of realizations needed to reduce the fluctuations to a specified threshold in a given scattering medium depends on the statistical complexity of the scattering medium.
Another limitation of the numerical computation of the sensitivity kernel is the need to know the statistical scattering properties. This limitation is also inherent to the analytical computation of the kernel where the scattering parameter such the diffusion coefficient and the mean free path length are needed for the diffusion and the radiative transfer models, respectively. The details of the scattering model need not be known, as long as it explains the envelope of coda waves, which is an observable quantity, it suffices estimate the sensitivity kernels.
The numerical examples in this study are based on acoustic wave propagation with isotropic source radiation. This acoustic wave assumption can be considered valid at the equipartition regime of multiply scattered waves at which S-wave energy dominates the scattered waves (Weaver 1982; Hennino et al. 2001) . Equipartitioning of the scattered waves is achieved late in the coda (traveltimes at which diffusion approximation is usually considered). However, our recipe for computing the numerical sensitivity kernel remains valid for elastic wave propagation. For elastic waves, we can compute the sensitivities to the change in P-and S-wave velocities. The computation of the elastic sensitivity kernels involves additional considerations. Some of these considerations include, separating the P-and S-wave modes in order to get the sensitivities to P-and S-wave velocity changes and using the appropriate radiation pattern for the receiver intensity field that depends on the propagation directions of either the recorded P-or S-wave.
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