The Symmetric Delay Factorization (SDF) is introduced in 1] for synthesizing linear phase paraunitary lter banks and is applied successfully in 2] for designing Time-Varying Filter Banks (TVFB). This paper describes a minimal and complete generalized symmetric delay factorization valid for a larger class of paraunitary lter banks, and for an arbitrary (even and odd) number of channels. The approach presented here provides a unifying framework for linear phase paraunitary lter banks including linear phase Lapped Orthogonal Transforms (LOT) and for cosine-modulated lter banks, this for an arbitrary number of channels (odd or even). This approach opens new perspectives in the design of time-varying lter banks used for image and video compression, especially in the framework of region or object based coding. The generalized symmetric delay factorization relying on lattice structure representations leads also naturally to fast implementation algorithms.
I. Introduction
Notwithstanding a large number of standards for encoding audiovisual signals, compression remains a widely-sought capability especially at low bit rates (lower than 64 kbit/s), for audiovisual communications over voiceband or wireless networks. However, even if for most multimedia applications, compression remains a key issue, this is not the only one that has to be taken into account. Emerging applications in the area of interactive audiovisual services show a growing interest for interactivity, content-based capabilities, and for integration of information of di erent nature, namely of synthetic and natural type, capabilities not well supported by the existing standards. Content-based capabilities rely on audiovisual object representation and coding of the multimedia content, i.e. on the ability to encode nite support and arbitrary shape objects independently of the neighbouring regions. Hence, block transforms, such as the DCT, have been extended to 'shape-adaptive transforms'. The rst solutions introduced are based on the calculation of orthogonal basis vectors 3] and on the coding of rectangular blocks using frequency domain region-zeroing 4]. However these two transformations require high computational cost. The technique of design of shape-adaptive block transforms described in 3] has been applied to an N i N j DCT leading to a 'generalized' Shape-Adaptive DCT. The orthogonalization that must be performed for each region shape leads to a high computational complexity. A 'simpli ed' SA- DCT 5] , relying on prede ned orthogonal sets of DCT basis functions turns out to provide good results.
Similar developments have been done, in the domain of multirate lter banks, by rst considering signal extension techniques, in order to apply iterated wavelet structures to bounded support image regions 6]. Time-Varying Filter Banks (TVFB), considering in the lter design the nite size characteristics of the region, have then been developed 7] . These lter banks also called Time Bounded Filter Banks (TBFB), process a nite support region ( nite length segments), independently of neighboring regions. The transformed regions are thus autonomous objects that can be manipulated. Time-varying lter banks can also be used in the context of transform switching in order to adapt the transformation to local characteristics of a region or sub-region. For example, one may wish to vary the lters, from one region to another, the down/up sampling rates, the structures of decomposition or the number of bands. However, shifting from one arbitrary lter bank to another independently designed perfect reconstruction system normally results in a substantial amount of reconstruction distortion during the transition period. In order to preserve the exact reconstruction property in the transition area, time-varying transition lter banks are required.
Methods of design of TVFBs and TBFBs relying on a Least Square Approach are developed in 7], 8]. However, the lter banks obtained do not usually achieve the perfect reconstruction 9]. Several solutions of perfect reconstruction two-channel time-varying lter banks, that can be implemented on a lattice structure, are described in 10], 11]. Another approach, based on the redesign of the analysis time-varying lter banks in the transition and the boundary areas has been developed in 12], 13], 14], 15] for the twochannel case, and later extended to M-channel lter banks in 16] and 17]. The design problem is turned into a matrix orthogonalization problem. However, the orthogonalization procedure does not allow to obtain boundary lters with appropriate frequency or coding gain characteristics. Further optimization of the lters requiring a high computational cost is needed. Di erent optimization strategies are proposed in 17], 18]. This method has been extended to non paraunitary lter banks at the expense of a growing computational cost 16].
Lattice structures for the M-channel linear-phase paraunitary lter bank is rst introduced in 1] and is proven to be complete and minimal for even-channel and for lter length multiple of the number of channels M. In other words, even-channel linear phase paraunitary lter banks can be synthesized by decomposing lter bank analysis and synthesis matrices into their polyphase components resulting in the so-called Polyphase Transfer Matrices (PTM). The PTM, being paraunitary, can be decomposed into a series of orthogonal matrices and delay stages 1]. This decomposition is called the Symmetric Delay Factorization (SDF). An alternate form of this factorization is developed in 23], and is later on extended to the case where the lter length is not restricted to be a multiple of the number of channels M 21] and to nonparaunitary lter banks 20].
A technique for designing time-varying lter banks, based on the so-called symmetric delay factorization of linear-phase paraunitary lter banks, is developed in 2]. In comparison with other structures of decomposition of the PTM 19] , the SDF presents the advantage of decomposing the polyphase transfer matrix into only square orthonormal matrices, even at the boundary of nite length signals, simplifying signi cantly the design procedure of TVFB. The number of parameters to be optimized is signi cantly reduced and this is essential in the design of time-varying lter banks for which the number of parameters grows rapidly. The symmetric delay factorization provides also a lattice structure decomposition of the polyphase transfer matrix, leading directly to a fast implementation algorithm of the lter bank. However, the symmetric delay factorization technique, known so far, applies only to linear phase paraunitary lter banks. In addition, the approaches proposed lead to non square matrices at the boundary of nite length signals when the number of channels is odd 1]. This paper describes a new minimal and complete symmetric delay factorization of the polyphase transfer matrix valid for a large class of paraunitary lter banks. It provides a unifying framework for linear phase paraunitary lter banks including linear phase Lapped Orthogonal Transforms and for cosine-modulated lter banks, now widely used in speech, audio and image coding. A second key issue is that the approach does not make any assumption on the parity of the number of channels. It leads also for the case where the number of channels is odd to only square orthonormal matrices, even at the boundary of nite length signals. This generalized symmetric delay factorization approach opens new perspectives in the design of time-varying lter banks, and nds strong interest in the framework of image and video object-based coding.
II. Notations
In terms of notation, the following conventions are adopted: I n is a n n identity matrix. O n is a n n null matrix. 
where V n (z) is given by V n (z) = n W n 1 (z)W T n ; (2) and where 1 and where the matrices S n and T n are M=2 M=2 orthogonal matrices. This factorization leads to the lattice structured implementation shown in gure (2), where B 2i and B 2i+1 are orthogonal matrices. This polyphase transfer matrix factorization, also known as the symmetric delay Factorization (SDF) technique, has been applied in the design of time-varying lapped transform 2], 22], 23]. This leads, in the case where M is even, to a lattice implementation formed by only square orthonormal matrices, even at the boundary of nite length signals.
However, this structure of decomposition applies only to linear phase lters, and its completeness is proved only for an even number of channels.. A minimal and complete generalized symmetric delay factorization, valid for a larger class of paraunitary lter banks, and for an arbitrary number of channels, is developed in the next section. The approach provides a unifying framework for linear phase paraunitary lter banks including linear phase Lapped Orthogonal Transforms (LOT) and for cosine-modulated lter banks, now widely used in image compression, and this for an arbitrary number of channels (odd or even). 
The following theorem, providing a cascade form structure of the Polyphase Transfer Matrix of a paraunitary lter bank, is proved in di erent cases, where the paraunitary system is linear phase and also in the case where the system is a cosine-modulated lter bank. This cascade form structure represents a Symmetric Delay Factorization of the lter bank. 
then the matrix E N (z) can be decomposed as the product
where, the matrices V n (z), for n > 0, are given by with B n;1 , matrix of size M m l , and B n;2 , matrix of size M m u . In both cases, B n is a unitary matrix and B n;1 must be orthogonal to B n;2 .
Note that in practice, the matrices B i as explained in section (IV) are Givens plane rotations. Note also that in the case where the number of channels M is odd, m u being di erent from m l , a "Pseudo-Symmetric" Delay Factorization is obtained.
B. Preliminary Results
In order to prove theorem 1, let us rst demonstrate the two following preliminary results. e N (n)] k;l = h k (nM + l); (12) and P N n ] k;l = e N (n)] k;l . In 1], it is demonstrated that a linear phase paraunitary lter bank has m u symmetric lters and m l antisymmetric lters. The impulse response of the k th lter veri es h k (n) = sgn(k)h k (L ? 1 ? n), where sgn(k) = 1 if h k is symmetric, and sgn(k) = ?1 if h k is antisymmetric. As a consequence, the elements e N (n)] k;l verify e N (n)] k;l = sgn(k) e N (N ? n)] k;M?1?l : (13) So, the k th row of P N N is the time-reverse of the k th row of sgn(k)P N 0 , and
Since the lter bank is paraunitary, the matrices P N 0 and P N N verify (P N 0 ) T P N N = 0, and span two orthogonal spaces of maximum dimension M. Since P N 0 and P N N span two orthogonal spaces of the same rank, obviously they verify rank(P N 0 ) = rank(P N N ) M 2 .
Hence, by taking a linear phase paraunitary lter bank such as rank(P N 0 ) = m l or rank(P N N ) = m l ; (15) constraint which is veri ed for a large class of linear phase paraunitary lter banks useful from a practical standpoint, then this lter bank will satisfy theorem 1's assumption (equation 7). 
C o = fc k;n g 0 k M?1;M n 2M?1 :
The equations c k;n = c k;n+2M ; (20) expressing, in the modulation function c k;n , m l symmetry relations for n 2 f0; : : : ; M ?1g, and m l symmetry relations for n 2 fM; : : : ; 2M ? 1g can be veri ed easily. The ranks of the matrices C e and C o are thus rank(C e ) = m u and rank(C o ) = m l . Since the matrices P N 2i and P N 2i+1 can be obtained from C e and C o by the relations 2] P N 2i = C e g 2i (21) 
where g n is a vector of length M de ned by g n (l) = h(nM + l), then rank(P N 2i ) m u and rank(P N 2i+1 ) m l . Theorem 1 can be proved by using a degree reduction procedure. Let us consider E N (z), PTM matrix of degree N of the M-channel lter bank. The matrix E N (z) veri es E N (z) = P N n=0 z ?n P N n . Let us assume that the matrix E N (z) is such that theorem 1 assumptions (7) are satis ed. As shown in theorems 2 and 3, this is the case for linear phase paraunitary lter bank and for cosine-modulated lter banks respecting only respectively constraints (15) and (24) . The existence and the paraunitarity of the two matrices B N;1 and B N;2 can be proved from theorems 2 or 3 and from the respective constraints (15) and (24) . The proof is provided in annex (VII).
Let the matrix E N?1 (z) be
where V N (z ?1 ) = B N N (z +1 ) is de ned as follows: if rank(P N N ) m l , then V N is de ned as in equation (10) , and N (z) = e (z) if rank(P N 0 ) m l , then V N is de ned as in equation (9) , and N (z) = o (z) otherwise, V N can be de ned as in equations (9) or (10) . By replacing equations (25,9,10) in equation (26) , the noncausal term of E N?1 (z) is cancelled. From equation (25) , it appears that the degree of E N?1 (z) is lower or equal to N ? 1. Since E N (z) has degree N and V N has degree 1, E N?1 (z) cannot have a degree smaller than N ? 1. So the degree of E N?1 (z) is precisely N ? 1, and the factorization is minimal.
Since the unitary transformation V N (z ?1 ) = B N N (z +1 ) is orthogonal, the matrix E N?1 (z) is also paraunitary and we can write E N (z) = (B N N (z ?1 ))E N?1 (z): (27) In addition, the orthogonality property of V N guarantees that rank(P N?1 0 ) rank(P N 0 ); (28) rank(P N?1 N?1 ) rank(P N N ): (29) Hence E N?1 (z) veri es theorem 1 assumptions (7). Repeating the degree reduction procedure N times, we obtain the complete decomposition (8) where V 0 is a nonzero vector. Then the lter can be implemented by the lattice structure of gure (2). In the 2-channel case, we obtain the classical lattice structure, as in 19], and valid for all 2-channel paraunitary ler banks. (8) and (10) verify criteria such as the classical frequency selectivity or the maximum coding gain.
The complete design procedure consists thus in rst decomposing a time unbounded lter bank by using the symmetric delay procedure presented above. It consists then in pruning unnecessary paths and blocks, used for the segments of signal outside the bounds. For each block in each stage, the procedure consists in checking its input branches and in removing the equivalent number of output branches in order to have a square orthogonal matrix. These new orthogonal matrices provide the degrees of freedom in the transitory lter banks. The remaining blocks, those in white on gure (3), are the same as in the time-invariant SDF and are kept unchanged. All the degrees of freedom are then spanned in a search for the minimum of a given cost function, expressing for example the frequency selectivity or the coding gain. Any change of the plane Givens rotations (each block of the lattice) allows to span all perfect reconstruction solutions described by the structure. 
2 is the total number of degrees of freedom for a 1-D signal. Table (I) shows the number of degrees of freedom according to the number of bands and of lattice stages with l = r = M 2 , which turn out to be, in this particular case, similar to the number of degrees of freedom obtained in 2] for linear-phase paraunitary lter banks. Examples: Examples of frequency responses obtained for transient time varying lowpass lters of a 4-channel cosine modulated lter bank, in the case where l = r = M=2, are given in gure (4). The time-invariant lter bank has been obtained by cosine-modulation of a lowpass prototype lter of length L = 2 2 4, with the coe cients given in table (II). Figure  (4.a) gives the frequency response at the signal boundary of the rst low-pass lter. The length of the equivalent lter bank is 6 taps. Figure (4.b) shows the frequency response at the signal boundary of the second low-pass lter. The length of the equivalent lter bank is 12 taps and the third low-pass lter is the time-invariant 16 taps lter shown in gure (4.c). Time-varying lter banks are also useful in a context of lter bank switching. Indeed, instantaneous switching between two analysis lter banks, H odd and H new , illustrated in gure (5), can be obtained by juxtaposition of two bounded lattices. In order to eliminate the distortion in the transition area, a new time-varying synthesis section (T n ) has to be designed for each transition.
An alternate approach to the lter bank switching problem consists in designing 'soft' transitions also in the analysis lter banks. For example, in gure (6) the number of channels. This formalism opens new perspectives in the design of of timebounded and time-varying lter banks. The symmetric delay factorization turns out to be a very powerful tool for the design of Time-Varying lter banks useful for the processing of time bounded signals or in the transition phase when switching from one lter bank to another one to process two regions with di erent characteristics. The approach allows to use Givens rotations in the design procedure that inherently guarantee the perfect reconstruction, even in presence of quantization of the lattice coe cients, and that provide fast implementation algorithms. This approach, by preserving the square shape of the di erent blocks of the matrices of transition to be designed at the border of a nite length signal, provides a simpli ed method for synthesizing and implementing time-varying lter banks.
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This implies in particular that (P N 0 ) T P N N = 0. The existence and paraunitarity of the two matrices B N;1 and B N;2 can be proved as follows.
Let us assume that theorem 1 assumptions are verifed, hence rank(P N 0 ) m l and rank(P N N ) m l . From relation (39), the M M matrices P N N and P N 0 verify (P N N ) T 
The transformation by the matrix P can then be represented as shown in gure (7). . Each crossing section implements the transformation of relation (49).
