Abstract. We describe a setting for homogenization of convex hamiltonians on abelian covers of any compact manifold. In this context we also provide a simple variational proof of standard homogenization results.
Introduction
In this paper we propose a setting in which homogenization results for the HamiltonJacobi equation which have only been obtained on the torus T n = R n /Z n , or equivalently in R n with Z n -periodic conditions, can be carried out on arbitrary compact manifolds in a natural way. Moreover we show a simple proof of the homogenization result.
A homogenization result refers to the convergence of solutions u of a problem P with an increasingly fast variation, parametrized by , to a function u 0 , solution of an "averaged" problem P 0 .
We choose to present the simplest model of homogenization introduced in the celebrated paper by Lions, Papanicolaou and Varadhan [8] , leaving more sophisticated versions for future work. We believe that this setting will allow to translate many classical homogenization results in T n to more general manifolds.
ATonelli Hamiltonian on the torus T n = R n /Z n is a C 2 function H : R n × R n → R which is (a) Z n -periodic, i.e. H(x + z, p) = H(x, p), for all z ∈ Z n .
(b) Convex: The Hessian ∂ 2 H ∂ p 2 (x, p) is positive definite for all (x, p). In the setting of [8] one considers a small parameter ε > 0 and the initial value problem for the Hamilton-Jacobi equation
If f ε is continuous on R n with linear growth, from [3] , [4] , [7] we know that there is a unique viscosity solution of the problem (1)- (2) . Lions, Papanicolaou and Varadhan prove in [8] that if f ε → f uniformly when ε → 0 and f is continuous with linear growth, the solutions u ε converge locally uniformly to the unique viscosity solution of the problem (3)-(4):
u(x, 0) = f (x); (4) where H is a convex hamiltonian which does not depend on x and is called the effective Hamiltonian. We shall see below several characterizations of the effective Hamiltonian H.
Equation (1) is seen as the Hamilton-Jacobi equation for a modified hamiltonian
And it is said that H ε → H in the sense that the solutions of their Hamilton-Jacobi equations converge as stated by the homogenization result. The homogenization is interpreted as the convergence of solutions of Hamilton-Jacobi equations when the space is "seen from far away". Alternatively, one says that the limiting problems have a rapidly oscillating variable x ε which is "averaged" by the homogenization limit. The effective Hamiltonian H is usually highly non-differentiable, but the solutions of the problem (3)-(4) are easily written because the characteristic curves for the equation (3) are the straight lines, and p = ∂ x u is constant along them. Thus
is the effective Lagrangian. The simplicity of this limit solution and in general the possibility of using coarse grids in numerical analysis for the averaged problem are the main advantages of the homogenization in applications.
It turns out that the effective Lagrangian L is Mather's minimal action functional β and the effective Hamiltonian H is Mather's alpha function, the convex dual of β. We recall the construction of the beta function below in (23). For now, it is interesting to observe that β = L is defined in the homology group H 1 (T n , R), but in (6) it is applied on velocity vectors. Similarly α = H is defined in the cohomology group H 1 (T n , R) and in equation (3) it is applied on gradients ∂ x u. This can be done because in the case of the torus T n the groups H 1 (T n , R) ≈ R n ≈ H 1 (T n , R) can be identified with the second factor in the trivial bundle T T n = T n × R n .
Mather's alpha function α = H is related with Mañé's critical value [9] by 1 α(P ) = c(L − P ). As such, the effective Hamiltonian H = α has several interpretations, see [1] , we name some of them:
(v) α(P ) is the energy of the invariant measures µ which minimize (L − P ) dµ.
(vi) From Fathi's weak KAM theory [6], [5] , α(P ) is the unique constant for which there are global viscosity solutions of the Hamilton-Jacobi equation
(viii) From [2] , α(P ) is the minimum of energy levels which contain a lagrangian graph in T * T n with cohomology class P .
Following [8] , knowing that the homogenization theorem holds, it is easy to prove that H = α. Indeed, consider the special case of affine initial conditions, a ∈ R n , P ∈ (R n ) * ,
The solution of
Using (vi), fix a Z n -periodic viscosity solution of the Hamilton-Jacobi equation
given by the weak KAM theorem in [6] . Let
Define f ε by u ε (x, 0) = f ε (x). Then u ε solves the problem (1)- (2) . Since f ε → f and u ε → u uniformly, equation (9) must be the Hamilton-Jacobi equation for the effective Hamiltonian and hence H(P ) = α(P ). (2) In the modified hamiltonian H ε in (5) the base point changes to x ε but the moment p "remains the same". It is not clear how to do this in non-parallelizable manifolds. Similarly, the effective Hamiltonian H(P ) "does not depend on x". Again, this is not natural if the manifold is not parallelizable. (3) Mather's alpha function, the candidate for the effective Hamiltonian, is defined on the first cohomology group α : H 1 (M, R) ≈ R k → R, which may not be a cover of the manifold. Thus the (limiting) effective Hamiltonian and the Hamilton-Jacobi equations for H ε would be defined on very different spaces. In particular, these spaces usually have different dimensions.
To solve the last problem we will use an ad hoc definition of convergence of spaces very much inspired by the Gromov Hausdorff convergence. For the second problem, a change of variables in the torus allows to change the parameter ε in the space variables x ε to the momentum variables. Indeed, write
Then the problem (1)-(2) for v ε (y, t) becomes
Observe that now equation (14) makes sense in any manifold, but equation (15) does not. We will take care of this later.
Given a metric space (M, d), a family of metric spaces (M n , d n ) and continuous maps
we give a notion of convergence of M n to M through F n , F n should be interpreted as a telescope through which we look at the limit space M from M n . The definition basically requires equivalence of distances d n and the pullbacks of d under F n , with adjustments to cope with the case where F n is not injective and/or not surjective. We will say that lim
(a) There are K > 1 and A n > 0 such that lim n A n = 0 with
(b) For any y ∈ M there is a sequence x n ∈ M n such that lim n F n (x n ) = y.
Observe that condition (b) implies that for any metric ball
a kind of surjectivity statement. Similarly, using the convention diam ∅ = 0, condition (a) implies that lim
) and f n : M n → R, f : M → R, we say that f n locally uniformly F n -converges to f if for every x ∈ M and subsequences y n k ∈ M n k with
we say that f n uniformly F n -converges to f if it locally uniformly F n -converges to f and in addition
The initial Hamiltonian will be the lift of H to the maximal free abelian cover of M defined as follows. Let M be the covering space of M defined by π 1 ( M ) = ker h, where h :
Observe that the large-scale structure of the covering space M is given by G = Z k . In the homogenized problem the position space, or configuration space, is the homology group x ∈ H 1 (M, R) ≈ R k , and the momenta, and the derivatives ∂ x u, are in its dual, the cohomology group {p,
Let d be the metric on M induced by the lift of the riemannian metric on M , set for any
To be precise, fix a basis c 1 , . . . , c k of H 1 (M, R) and fix closed 1-forms ω 1 , . . . , ω k in M such that ω i has cohomology class c i . By the universal coefficient theorem
where x 0 is a base point in M and ω i is the lift of ω i to M . Since ω is exact, the integral does not depend on the choice of the path from x 0 to x. Notice that the function G depends on the choice of x 0 , on the choice of the basis {c i } and of representatives ω i in c i . However, we shall be interested in the functions εG for ε small, and these dependencies disappear in the limit ε → 0. On the points in M in the same fiber as x 0 the value of G does not depend on the chosen basis {ω i } because in that case it is an integral on a closed curve in M . In general, if x, y belong to the same fiber, then
] carrying y to x, condition which uniquely identifies it, conversely, any deck transformation admits a representation of this type. We set F ε = ε G.
1.1. Proposition. For the maximal free abelian cover we have that
We finally address the problem of initial conditions. If we want to mimic the torus case where the same initial datum can be taken for approximating as well as for limit equations, we can think of transferring a continuous datum f defined in H 1 (M, R) to M by setting f ε (y) = f (F ε (y)), which is interpreted as f "seen" on ( M , d ε ). We recognize in the relationship between f and f ε a special instance of uniform F ε -convergence, and this is indeed the way in which the matter will be presented in the forthcoming statement of the main homogenization result. The proof of this theorem will be given in Section 3.
Theorem.
Let H : T * M → R be a Tonelli hamiltonian on a compact manifold M . Let
→ R be continuous with f of at most linear growth, assume that f ε uniformly F ε -converges to f . Let H : T * M → R be the lift of H to M . Let v ε be the viscosity solution to the problem
where the effective Hamiltonian H is Mather's alpha function H = α :
Several comments are still in order: 1) The convergence destroys the differential structure of the spaces. Nevertheless we obtain convergence of solutions v ε to a solution of a partial differential equation on the limit space because the Hamilton-Jacobi equation is an encoding of a variational principle. Namely, its solutions are the minimal cost functions under the Lagrangian. This variational principle is preserved under the limit of spaces.
2) In this setting it is possible to prove the homogenization theorem using standard methods. This is very good news since we expect that many homogenization results generalize from the torus to other manifolds. However, using a result of Mather, we will provide another proof, which is essentially a change of variables in the Lax formula.
3) Motivated by possible applications we extend the result to other Abelian covers. Figure 1 . A free abelian (sub)cover of the compact orientable surface of genus 3 with group of covering transformations Z 2 .
Subcovers.
For general abelian covers, i.e. covering spaces whose group of deck transformations D is abelian, the torsion part of D is killed under the limit of M ε = ( M , ε d). Thus the limit is the same as for a free abelian cover, where D is free abelian. These coverings are subcovers of the maximal free abelian cover M . In this case we have similar results as in
It determines a complete flow ϕ on T M by ϕ t (x, v) = (γ(t),γ(t)) where γ is the solution of (22) with (γ(0),γ(0)) = (x, v). Given an invariant Borel probability µ for ϕ t with compact support define its homology class
where ω is any closed 1-form on M with cohomology class c. Mather's minimal action function is β :
where the infimum is over all ϕ t -invariant probabilities with homology ρ(µ) = h.
Free abelian covers M are obtained from normal subgroups of the fundamental group π 1 (M ) containing the commutators. If g is the canonical epimorphism from π 1 (M ) to the quotient group then π 1 ( M ) = ker g and the group of deck transformations is im g. It can be identified to Z , up to the choice of a basis. Since H 1 (M, Z) is the abelianization of
The linearization of f gives a linear epimorphism f : H 1 (M, R) → im f ≈ R . Loosely speaking, the elements of im f can be interpreted as homology classes adapted to the cover M . We denote by π the covering projection of M onto M . We record for later use that, given any norm on
The metric on M , denoted by d, induced by the lift of the riemannian metric on M , is given by
The minimal action functional for the cover M is β :
This can also be interpreted as the average action of minimizing Euler-Lagrange orbits on M with asymptotic direction z. The effective Hamiltonian for M is H = β * , the convex dual of β:
where f * is the homomorphism f * : (im f) * → H 1 (M, R) * = H 1 (M, R) induced by f.
By (24) (27)
f(G(y)) = f(G(x)) whenever π(x) = π(y).
Then f(G(·)) is the lift to M of a map from M to im f that we denote by G. We set, for any ε > 0, F ε = ε G.
The proof will be given in the next section. We proceed to give the statement of the homogenization result for general abelian covers, the proof will be provided in Section 4.
Theorem.
Let f ε : M → R, f : im f → R be continuous with f of linear growth. Assume that f ε uniformly F ε -converges to f . Let H : T * M → R be the lift of a Tonelli Hamiltonian H, defined on M , to M . Let v ε be the viscosity solution to the problem
Then the family of functions
where the effective Hamiltonian H : (im f) * → R, is H = f * α given by (26).
Convergence of Spaces
In this section we provide proofs for Propositions 1.1, 1.3, and show that some basic properties holding for usual uniform convergences are still true in our setting.
Proof of proposition 1.1:
Observe that for the finite dimensional space H 1 (M, R) we can use any norm · .
If ω = i a i ω i and ω := sup x∈M |ω(x)|,
Then there is K 0 > 0 such that
and using that F ε = ε G and d ε = ε d, we have that
, the group of covering transformations of M . Fix
. . , e k be a basis of G and let γ i be a minimal geodesic from x 0 to e i (x 0 ) =: x 0 +e i . If π : M → M is the projection, the concatenation (π• γ 1 ) n 1 * · · · * (π• γ k ) n k lifts to a curve from x 0 to x 0 + n, where n = n i e i . Let i be the length of γ i . Then
For any n, m ∈ G ≈ Z k , we have
If x, y ∈ M there are two elements x 0 + n, x 0 + m of the orbit of x 0 such that
Observe that
Using the Lipschitz property (32) for G,
Multiplying the inequality by ε, we get 
Proof of proposition 1.3:
We endow im f with the norm · f defined as
where · is any norm for H 1 (M, R).
Let x, y be in M and z, w any element in π −1 (x), π −1 (y), respectively. Exploiting the convergence proved in Proposition 1.1, we have
which implies, by arbitrariness of z, w
By B-density of H 1 (M, Z) ∩ ker f in ker f and (24), we find z ∈ π −1 (x), w ∈ π −1 (y) with
from this we derive, again using Proposition 1.1
The last inequality together with (36) gives, up to multiplying by ε, the first property of the convergence. Given q = f(h) ∈ im f, we know that there is a sequence x ε in M with ε G(x ε ) converging to h, therefore
This concludes the proof.
We go back to the abstract setting considering general metric spaces M, M n , we will assume from now on the limit space M to be locally compact, namely we require All the metric balls of M are relatively compact.
This will fit the frame of homogenization. To avoid pathological cases, we also make clear that the compact subsets of M we will consider in what follows, usually denoted by K, are understood, without further mentioning, to be with nonempty interior. This will guarantee that F −1 n (K) = ∅, at least for n large, thanks to (16). If lim n (M n , d n , F n ) = (M, d) and f n : M n → R, we say that the family f n is F nlocally equicontinuous if for any compact subset K of M and any ε > 0, there exists δ = δ(ε, K) > 0 such that
In accord to what the term uniform suggests, continuity is stable under the locally uniform F n -convergence.
, and take f n : M n → R, f : M → R with f n locally uniformly F n -convergent to f . If all the f n are continuous then f is continuous.
Proof:
We claim that the f n are F n -locally equicontinuous. In fact, if this were not true there should be, taking into account that all the f n are continuous, for a given compact
By condition (a) in the definition of spaces convergence d(F n (x n ), F n (z n )) → 0, and so, owing to compactness of K, F n (x n ) and F n (z n ) converge, up to subsequences, to the same element, say x, of M. By the very definition of local uniform convergence, we deduce lim n f n (x n ) = lim n f n (z n ) = f (x), which is in contrast with (37).
We proceed proving that f is uniformly continuous in K. Given ε > 0 let δ = δ(ε, K) > 0 be such that
where K is the constant appearing in condition (a) of the definition of spaces convergence. Let z n , y n ∈ M n with lim n F n (
Taking lim sup n on the inequality
, we say that a family of functions f n : (M n , d n ) → R converges pointwise to f : (M, d) → R if for every x ∈ M there are sequences x n ∈ M n with lim n F n (x n ) = x and lim n f n (x n ) = f (x).
We proceed deriving an result linking equicontinuity and local uniform convergence.
The family f n locally uniformly F n -converges to f if and only if it is pointwise convergent and F n -locally equicontinuous.
Proof: The implication (local uniform convergence) ⇒ (equicontinuity) has already been proved in Proposition 2.1, pointwise convergence can also be trivially derived. This shows one half of the statement. Conversely, assume that a subsequence, still indexed by n, y n ∈ M n satisfies F n (y n ) = x 0 , for some x 0 ∈ M, by pointwise convergence there is z n ∈ M n with lim n F n (z n ) = x 0 , lim n f n (z n ) = f (x 0 ), therefore x n , z n belong to F −1 n (K), for a suitable compact subset K ⊂ M and any n, in addition
Next proposition put in relation local global and uniform F n -convergence.
Conversely, if (38) holds and f is continuous then f n locally uniformly F n -converges to f .
Proof: First, assume f n locally uniformly convergent to f . If (38) were not true, there should be a compact subset of K ⊂ M, δ > 0, and a (sub)sequence y n ∈ F −1 n (K) with
Since F n (y n ) converges, up to subsequences, to some x ∈ K, we get by local uniform convergence lim n f n (y n ) = f (x), being f continuous by Proposition 2.1, we also have lim n f (F n (y n )) = f (x). These two limit relations are in contrast with (39).
Conversely, if (38) holds and a (sub)sequence F n (y n ) ∈ M n converges to x ∈ M, then y n ∈ F −1 n (K), for some compact subset of M and
the fact that f is continuous by assumption implies lim n f (F n (y n )) = f (x), this last relation, combined with (40), yields
We recall that the element G(y) − G(x) of H 1 (M, R) is characterized by the relation
and ω i are the lifts of ω i to M , see (17). We deduce from Proposition 3.1 3.2. Proposition. Let x ε , y ε be in M , for any ε > 0, and h, q in H 1 (M, R). Let t ε be a sequence of positive times converging to
Proof: Let a, b be constants estimating from below and above, respectively, t ε , at least for ε suitably small. We take A, δ, T 0 as in Proposition 3.1. For ε small we have
We derive in force of Proposition 3.1, for ε > 0 suitably small, any x ∈ F −1 ε (K), t ∈ I and y ∈ M realizing the minimum in the formula yielding v ε (x, t). By combining this last inequality (47), (48), and taking into account the very definition of v ε , we get the assertion.
Proof of theorem 1.2:
Let (h 0 , t 0 ) be in H 1 (M, R)×]0, +∞[. Let (x ε , t ε ) be a (sub)sequence in M ×]0, +∞[ with lim ε F ε (x ε ) = h 0 , lim ε t ε = t 0 , our task is to show (49) lim ε v ε (x ε , t ε ) = u(h 0 , t 0 ).
Assume a subsequence v ε k (x ε k , t ε k ) to have limit and consider y ε k optimal for v ε k (x ε k , t ε k ), then, according to Lemma 3.3, d ε k (x ε k , y ε k ) < C for ε k small, which implies that F ε (x ε k )− F ε (y ε k ) , and consequently h 0 −F ε (y ε k are bounded. We deduce that F ε k (y ε k ) converges, up to subsequences, to some element q 0 ∈ H 1 (M, R). We therefore get in force of Proposition 3.2 lim
Exploiting the uniform F ε -convergence of f ε to f , we further derive 
