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Abstract 
Simulation methods like DSMC are an efficient tool to compute rarefied gas flows. Using 
supercomputers it is possible to include various real gas effects like vibrational energies 
or chemical reactions in a gas mixture. Nevertheless it is still necessary to improve the 
accuracy of the current simulation methods in order to reduce the computational effort. 
To support this task the paper presents a comparison of the classical DSMC method 
with the so called Finite Pointset Method. This new approach was developed during 
several years in the framework of the European space project HERMES. 
The comparison given in the paper is based on two different testcases: a spatially 
homogeneous relaxation problem and a 2-dimensional axisymmetric flow problem at 
high Mach numbers. 
Keywords: Rarefied gas flows; Direct Simulation Monte Carlo (DSMC); Finite 
Pointset Method (FPM); Boltzmann equation. 
1 Introduction 
. 
The paper presents a comparison of the classical DSMC method for rarefied gases with the 
Finite Pointset SIethod (FPLI) for the Boltzmann equation, developed at the University 
of Kaiserslautern. The investigation is based on two different testcases: the first one is a 
spatially homogeneous relaxation problem, the second one a twodimensional axisymmetric 
flow problem at high iZlach numbers. In the first testcase the initial condition at time t = 0 
is a nonequilibrium distribution, which relaxes for t - 00 to equilibrium based on the col- 
lision invariants at time t = 0. The second testcase is a typical multidimensional situation 
where one wants to compute the aerodynamical characteristics of a reentry body. 
The main interest of the paper is to compare two numerical methods; consequently, the 
parameters describing the physical nature of the gas were chosen as simple as possible. 
The binary collisions between the gas particles are described by a hard sphere interaction 
law (for monoatomic gases); the gas surface interaction is assumed to be total thermal ac- 
comodation with diffusive reflection. The collision process is the most interesting part in 
a simulation procedure. Therefore in the multidimensional testcase the different collision 
routines were checked within a fixed environment, i.e. a fixed spatial discretization with 
equal parameters for all cases. 
The first method considered is the classical DSMC method as originally proposed by Bird 
([5]). The DSMC method is based on the Time Counter approach together with an 
acceptance-rejection algorithm to detect real collisions. This approach is still the mainly 
used method to compute rarefied gas flows. A modified version of the classical approach, 
the so called No Time Counter method, proposed by Bird (16)) too is also considered in this 
paper. The implementation of the FPM is based on the work given in [9]. Two different 
realizations are investigated. In the first version the collision pairs are chosen with aid of 
a randomly chosen permutation of the integer set (1, . . . . y}, where N is the number of 
particles in a given ceil. In the second version the collision pairs are chosen according to 
an ‘update’ procedure where one particle can have more than one collision during a fixed 
timestep. 
An important part of a simulation method for rarefied gas flows is the choice of the pseudo 
random generator. In [ll] it was shown that low discrepancy sequences can be created with 
the same effort as random numbers with a linear congruential method. Therefore a com- 
parision of the simulation methods with both types of generators will be also considered. 
The paper is organized as follows: First we describe briefly the two simulation methods 
used in the current investigation. Chapter 3 presents the results obtained for two different 
testcases using the DSMC: and the FPM method. Finally we discuss the results of the 
numerical tests. 
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2 Simulation methods for rarefied gas flows 
Still the most widely used simulation method for rarefied gas flows is the DSMC method 
developed by Bird in the mid seventies. The classical DSMC method is based on the Time 
Counter approach, which is used to approximate the exact collision frequency within a re- 
duced number of real gas particles. 
In order to make use of vector computer architectures Bird presented a modified version of 
his method, the so called No Time Counter approach, which should overcome the problem 
of vectorizing the collision process of the DSMC method. 
Due to the fast development of the hardware architecture it is nowadays possible to include 
much more physical effects, like vibrational energies or chemical reactions. Nevertheless the 
computational effort for such complicated calculations is very high until today and there is 
still a need to improve the numerical methods. 
The second simulation method used for the description of rarefied gases within realistic 
applications is the so called Finite Pointset Method, developed at the University of Kaiser- 
slautern. Differerit from DSMC which computes the evolution of a N-particle system, FPM 
is a numerical method for solving the Boltzmann equation. Based originally on a paper by 
Nanbu ([8]), it was first improved by Babovsky ([ 1],[2],[3]) an ex erienced afterwards a lot d p 
of modifications resulting in what we called FPM ([9],[10]). 
Both methods were several times tested versus windtunnel measurements, where the nu- 
merical results obtained by threedimensional simulation codes. 
In the first part we describe briefly the general feature of the DSMC method; the second 
part investigates the Finite Pointset Method. 
. 
2.1 Bird’s DSMC method 
The’general approach of the DSMC method is described by the following: 
‘The direct simulation Monte Carlo method is a technique for the computer modelling of a 
real gas flow by some ,thousands of simulated molecules’ (Bird ([5]), p. 118). 
Instead of consider the real number of molecules (i.e. r~ 10”/m3) the DSMC method tries 
to simulate the behaviour of the real gas flow by a much smaller number of molecules. 
Nevertheless the dynamical behaviour of the reduced riumber of molecules is based on the 
real gas flow: 
‘The velocity components and position coordinates of the simulated molecules are stored in 
the computer and are modified with time as the molecules are concurrently followed through 
representative collisions and boundary interactions in simulated physical space’ 
(Bird ([5], p. 118). 
In order to perform the simulation of the real dynamical process Bird proposed the following 
algorithm: 
‘The molecular motion and the intermolcular collisions are uncoupled over the small time 
interval1 At, by the repetition of the following procedure: 
(i) All the molecules are moved through distances appropriate to their velocity com- 
ponents and At,. Appropriate action is taken if the molecule crosses boundaries 
representing solid surfaces, lines or surfaces of symmetry, or the outer boundary of 
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the flow. SW ~mlfxul~s arc generated at boundaries across which there is an inward 
flux. 
(ii) A representative set of collisions. appropriate to St,. is computed among the molecu- 
les. The pre-collision velocity components of the molecules involved in the collisions 
are replaced by the post-collision values. Since the change in flow variables across a 
cell is small, the molecules in a cell at any instant may be regarded as a sample of 
the molecules at the location of the cell. This enables the relative positions of the 
molecules within the cell to be disregarded when choosing collision pairs.’ 
(Bird ([5]). p. 120) 
For the construction of the representative set of collisions the question remains how to 
select the appropriate collision pairs as well as how to determine the appropiate number of 
collisions. 
In order to determine the correct total number of collisions during the time step At, it 
would be necessary to compute the modulus of the relative velocity vector for all possible 
pairs of molecules (this can be directly verified by considering a N-particle system with a 
fixed .V). .In algorithm which uses this approach would have a computational effort of order 
X2, where .V is the total number of simulated molecules. This effort cannot be handled for 
realistic applications. 
To overcome this difficulty Bird proposed to introduce a parameter L’ (i.e. an upper bound 
for the exact maximum), which should be updated during a binary collision if the actual 
relative velocity is greater than C’. Furthermore the parameter C’ is used to determine a 
real collision: 
(1) Determine randomly two particles with velocities u and w out of the N* possible 
collision pairs. 
(2) If 
I c’- WI 
b 
> rand 
where rand is a uniformly distributed random number in [O,l]. 
then perform the collision. 
Otherwise go back to (1). 
This is an acceptance-rejection method for the approximation of the representative set of 
collisions. 
To get the correct number of collisions during the time step At,, every collision is provided 
with a small time increment AT, the so called time counter. The collision procedure is 
repeated as long as the sum over these increments Ar remains less than A&. 
The expression for the time increment of a single collision (based on a hard sphere model) 
is given by 
where C is a gas dependent constant. 
In the Time Counter approach the total number of collision within the given time discretiza- 
tion A& depends on the relative velocity Iv - W( of a single collision. It is not possible to 
calculate the total number of collisions at the beginning of the iteration step. Therefore a 
complete vrctorization of the collision process is not possible. 
In the So Time Counter approach ((61) the time counter is independent. of the actual relative 
velocity 1~ - ~31 and is approximated with help of the parameter C’: 
I 
In this case the parameter L’ is fixed during a time iteration and modified after performing 
all collisions. 
.A theoretical investigation of the DSMC method without the modifications which are nec- 
essary to reduce the Ar2-effort was given by Wagner ([14]). 
2.2 The Finite Pointset Method 
FPAI is a numerical method for solving the Boltzmann equation. It assumes that the 
Boltzmann equation describes the real flow behaviour accurately and that this equation has 
a unique L’-solution decaying sufficiently fast for /VI - cx. Since the Boltzmann equation 
deals with the density function f and FPhI with particles, we have toexplain in which sense 
particle systems approximate densities. The theoretical foundatioi of the Finite Pointset _ 
Alethod is the approximation of a finite probability measures by a sum of discrete measures 
of the form . . 
; 2 6( v - v, ) - dp 
1=1 
where the convergence for ,V - xj holds in the sense of the weak convergence of measures. 
The density function f(u) of the gas ensemble is interpreted as the density of a probability 
measure ~1 and the Boltzmann equation describes the dynamic behaviour of 1~. 
Based on this kind of approximation a sitnulation method for rarefied gas flows cari be 
derived from a discretized version of the Boltzmann equation. Since we are mainly interested 
in the simulation of the collision process we will only consider the spatially homogeneous 
Boltzmann equation 
(1) 
with 
J(f3f) = 
wcR3 rl~s~ t 
v’ = T,,,(r1) = c - < v - w, 11 > ‘I] 
W’ = T,*,(q)= w -< w-V,rj>.7) 
and initial condition 
f(t = 0, v) = fo(v) 
In the following we assume E = 1. Taken a discretization of the left hand side of (1) 
. af 
at” 
f(At, v)- f(& v> 
At 
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the t i nrc discret ized Boltzmann equation is given 1). 
/(At. r) = ( I + At . J )f( 0. r) (‘L) 
Since the approximation of the function f is based on the weak co~~verge~lce of 11leasures it 
is useful to’consider the weak formulation of (2) 
J a( L,)f( At. c) = JJ (R@)( L’. U’)f(O. v)/(O. U’)dIl’dL’ (3) L’E RT L’E R”U’E RX 
for all 0 E C,( R”) where 
( R@)( I’. Ii’) = 2lt . II’ - WI J o( II’ - WI. 7))aq L,‘)rl;( ‘1) 
qES2 + 
+ {I - it. IV - uq J a(lr - wpl)aqv)j. a(u) 
qES2 t 
A more compact formulation for the operator R was given b? Babovsky ([z]): 
where II-,,, is a suitable transformation of the impact parameter. 
Equation (3) is lrsed to construct a simulation method for the homogeneous Boltzmann 
equation: 
Consider a given a.pproximation of the initial condition in the form 
Then in order to construct the approximation off at time Lt according to equation (3) the 
first task is to construct an approximation of the density 
f(0, u)f( 0. w)ddudw (4) 
on B, A x R3 x R3 by a discrete measure 
The solution at time t = At is then given by the transformation 
and the discrete measure at time t = At by 
6 
The convergence of such an procedure for -1’ - x: can be proved using the convergence 
throrcms given for example in ([.I]). 
This procedure is a general concept for the construction of simulation methods for the Boltz- 
mann equation. It is clear that there exist a lot of different realizations for the approximation 
of the product measure (4) for a given approximation of f(0,~). An approximation of the 
product measure means a set of h’ collision pairs out of the given N initial points and a set 
1 of impact parameters for the X collision pairs. Two different realizations are explained in ., 
the following. 
: I 
Equation (3) includes a conservation of energy and momentum of the gas ensemble and one 
useful aspect for a realization of (3) will be to construct a numerical method which also 
includes the conservation laws. 
The standard procedure for the conservation of energy and momentum is to use the sym- 
metry of the collision probability between two particles with index i resp. j: 
If only both particles together can have a collision and the impact parameters are chosen 
such that 
bi = b, (5) 
the above relation automatically leads to a conservation of energy and momentum. 
Another way to include the conservation law is to construct the set of impact parameters 
(.rl),=l,.,..v such that the total energy and momentum is conserved. This procedure can 
be useful for the simulation of gas mixtures, where the single gas components appear in 
different concentrations in the mixture. The two different realizations presented here are 
based on the standard approach (5). 
The first one uses permutations on the index set (1, .., $} for the approximation of the 
product measure f( v)/(uy)d .d 1’ W. This realization will be called ‘FPM with permutation’: 
1st realization: FPM with permutation 
The total set of points (vi)t=l.,,.,V is divided into two disjoint sets (v:)~ =,,.., 4 and ($); =,,.., 9 
(we assume that .V is an even number). 
Based on a permutation II of the index set {l,.., $} the approximation of the product 
measure f(0, u)f(O, w)dvdw is given by the formula 
&(v- vf) x cqw - V&)) +‘& - V&)) x qw - vi)] 
1=1 i=l 
The collision pairs are given by the set 
(vi,vkti,) for i = l,..,: 
and if a real collision occurs the post-collisional velocities are given by 
i 
. 
The collision procedure for this realization can be very efficiently implemented on a vector 
computer, since no recurrence relation occurs; all collisions can be handled inside a vector 
register. 
According to equation (3) the time discretization parameter At has to be chosen small 
enough such that the term (I- At. 1~ - ~1) remains positive. For inhomogeneous flows the 
parameter At is further coupled with the space discretization AZ; the gas particles should 
move in average over a spatial length Ax during the time step Al. For inhomogeneous flows 
the first restriction on the parameter At is much more stronger. This strong restriction on 
At can be weakened by dividing the collision process into a fixed number of cycles NC and 
performing in each cycle the collision procedure as given above. 
For the spatially homogeneous Boltzmann equation the concept of collision cycles is exactly 
equal to a time discretization with parameter NC. A’ The sensiti i y v t of the numerical solution 
on the number of cycles will be studied in chapter 3. 
The second realization of equation (3), called ‘FPM with update’ in the following, is ob- 
tained in considering a fixed number of cycles equal to T: 
2nd realization: FPM with update 
b! 2 collision pairs are chosen uniformly out of the N* possible pairs where a collision pair 
may even consist of two identical particles. The set of impact parameters are chosen such 
that the conservation of energy and momentum holds for a single collision. Furthermore 
the post-collisional velocities are directly updated in the ensemble, such that if the same 
particle occurs again in a collision pair within the same time step the new velocity is used. 
0 
The connection of this update procedure with the discretized Boltzmann ,equation is as 
follows: 
If we assume that the time step At is chosen such that the term (1 -At* 1~ - W) is nonegative 
for all N* possible collision pairs, then the expected number of collisions during a time step 
of length y is less than 1. Therefore, if we consider the FPM with permutation for the 
time step At and a cycle number of $, it is not necessary to consider + different collision 
pairs; at most one real collision will actually occur. On the other hand it is very time 
consuming to determine in every cycle the set of collision pairs and to decide if the collision 
is real or fictitious. 
The computational effort for a cycle number of % can be drastically reduced in considering 
only one collision pair out of the N* possible pairs and decide if a real collision occurs only 
for this pair. This is exactly done in the realization given above. 
The total collision frequency for this realization is the same as in the FPM with permuta- 
tion. Therefore the update scheme can be regarded as the FPM with permutation based 
on the time discretization of length At and a cycle number of $. 
If the assumption on At that (1 - At. ju - ~1) is nonnegative for all N2 pairs is not valid, a 
global cycle number NC, as in the case of the FPM with permutation, can be introduced. 
Then the algorithm given above is repeated NC times during the timestep of length At. 
A difference to the FPM with permutation is that it is possible to choose two identical 
8 
. 
particle as a collision pair. This is not possible using permutations because the total set 
of particles is divided a priori into two disjoint sets: identic’al particle can ‘not constitute a 
collision pair. 
Furthermore it is clear that a higher (internal) cycle number NC * $ will give a better ap- 
proxitnation for the spatially homogeneous Boltzmann equation, because the cycle number 
is coupled with the time discretizetion. 
The disadvantage of the update approach is the efficiency on vector computers: it is not 
possible to perform the total collision procedure inside a vector register, because the actual 
velocities obey a recurrence relation. 
The following diagrams explain the four different approaches schematically: 
Bird’s Time-Counter 
(k-1) + . . . - v(k-l)twN + vk,wN Ck) = v*,w;; 
I f 
a-r I/ I/ I/ 
cp (u1, G) cp (Q! m) .-* cp (ukt “Jk) 
ATI + Ar2 + + Ark > At 
Bird’s No-Time-Counter - 
v,WN = ‘d;) - Wf,, (1) (k-1) - . . . - ‘d,,, 
l/l 
al a2 / I/ ak 
k = tyjn{i. AT >_ At} 
FPM Update 
(01 % &J( I ) d,V = d,v - ,v 
f .\I - I ) - . - J.V - .d 
(.\f) 
A’ 
= &* 
IV 
. IA,? I/ 
P (w.w) p (h* U’?) . . . p (UM>W‘b,) 
, 
FPM Permutation 
bl biu 
Notations: 
,ly’ = W$-‘) \ (Vi, UJi) U (IJ :, ?B :) M = N/2 
p( Ui ~ Wi) = fictious collision pair cP(vif W) = real collision pair 
Vi = lTUX{&-1,lUi-WiI) V’ = IIlaX{V,jWi - Wil,i = l,...,k} 
a-r = acceptence-rejection procedure C 
(li = Iui - Wil 
AT = - 
N.V 
V bi = transformed impact parameter 
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3 Numerical results. 
The first test case is a spatially homogeneous relaxation problem. We compare the influence 
of low discrepancy sequences and linear congruential generated sequences on the quality of 
the numerical solution and study the sensitivity of the numerical parameters like particle 
number and time discretization. 
Then we investigate a twodimensional axisymmetric flow problem at high Mach numbers 
and try to compare the two proposed simulation methods. 
3.1 Spatially homogeneous relaxation problem 
The relaxation problem considered here is governed by the spatially homogeneous Boltz- 
mann equation completed with a nonequilibrium distribution at time t = 0. 
f(O,v) = p 
2(2x RT): 
exp(-(w - u)2 2RT ) + exp(-(w2~~)2 1 
> 
For the limit t -+ cc the solution tends to an equilibrium distribution with prescribed den- 
sity p and temperature T. The relaxation to equilibrium is forced by the collision operator 
J(f, f) at the right hand side of the Boltzmann equation. The parameter c only leads to 
a scaling of the instationary curves. Therefore in general there exists only one relaxation 
curve; all other curves can be constructed using a linear transformation in the time variable. 
Differences in the numerical methods can occur in the instationary behaviour of the solution 
as well as in the accuracy (i.e. the fluctuations) of the stationary state. 
First we present results on the fluctuations of the moments of the different methods in the 
stationary state with respect to the required CPU-time. Then we compare the instationary 
curves given by the different methods. Furthermore we try to investigate the sensitivity of 
the numerical solution to the different parameters used in the different methods. 
‘, * 
/ 
i, Table 1: Test constellation 
i + 
.’ Table 1 shows the different constellations used in the comparison. 
The first and most important parameter in simulation methods is the number of particles 
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used for the approximation of the exact solution. This number N determines the accuracy 
of the numerical solution. With N to infinity the numerics should converge to the exact 
one. 
For a finite number of particles the fluctuations of independent samples around the averaged 
solution indicates the accuracy of the given approximation. The fluctuations are strongly 
influenced by the random numbers ‘used in the single steps of the numerical method. Re- 
ferring to chapter 2 for the actual homogeneous problem random numbers are used in the 
following steps of the calculation: 
(1) Approximation of the initial distribution function of the gas particles. 
(2) For every discrete timestep determine a potential collision pair and decide if a real 
collision occurs. 
(3) For every collision determine the post collisional velocities. 
It is obvious that using low discrepancy sequences the quality of the approximation in step 
(1) wiIl be better than using a standard linear congruential generator. Low discrepancy 
sequences always have the optimal order of approximation in the sense of discrepancy and 
an averaging procedure can be included by choosing uniformly distributed starting points 
(for a detailed description see ([I 11)). 
0.04 
0.03 
0.02 
0.01 
100 200 300 400 
Fig. 1 : Approximation quality for the 2nd moment 
In figure 1 the plotted curves show the fluctuations around the sampled value for the sec- 
ond moment in the v,-direction of the distribution function f(O,v) using low discrepancy 
sequences and standard random numbers. 
The results demonstrate the superiority of low discrepancy sequences in this case. 
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During the time iteration the approximation quality is influenced by the randon numbers 
which are necessary in step (2) and (3). After several timesteps all particles will have suf- 
fered a collision so that the error depends mainly on step (3) of the iteration procedure. 
The following results show the fluctuations around the averaged value using low discrep- 
ancy sequences in step (1) and (3) of the iteration versus standard random numbers. The 
fluctuations using low discrepancy sequences in step (1) and (3) are about 20% lower than 
using standard random numbers (see figure 2). Comparing the results with the required 
CPU-times (table 2) the gain in the CPU-time for a prescribed accuracy is about a factor 
of 2. 
.0025 
.0020 
.ooi 5 
.OOlO 
.0005 
Linear-Congruential 
Fig. 2 : Fluctuations versus particle number 
Table 2: CPU-time[s] versus particle number 
The results shown above hold for all versions used in the comparison: DSMC Time Counter, 
DSMC No Time Counter, FPM with permutations and FPM with update. 
As mentioned earlier the second interesting part in a relaxation problem is the transition 
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to equilibrium. In the following we investigate the solution obtained by the different algo- 
rithms after the first time step. The sensitivity of the solution on the various parameters is 
the main part of the investigation. 
The most important parameter in simulation methods is’the number of points used to ap- 
proximate the exact solution. The number of particles controls for example the amount of . 
.: memory necessary for the computation. For multidimensional flows the number of particles 
. 
per cell can not be extended too much because of the limited computer memory. Therefore 
the numerical results should not depend too strong on the number of particles per cell. The 
lower approximation quality with low particle numbers can be improved by increasing the 
number of averaging steps. 
1.12 
1 .08 
1 .08 
Update 
Permut 
100 200 300 400 
Fig. 3 : 2nd moment at time t = At versus particle number 
Figure 3 presents the dependence of the numerical solution on the number of particles used 
for the different simulation methods. The original Time Counter method turned out to be 
very sensitive on the number of particles. The No Time Counter approach shows also a 
dependence on the particle number as well as the Finite Pointset Method with permuta- 
tions. Only the Finite Pointset Method with update procedure is nearly independent on the 
number of particles. Furthermore the Finite Pointset Method with permutation with a fixed 
* I number of cycles do not converge to the solution of the three other methods. The follow- /’ .ing table shows the number of particles necessary with the DSMC Time Counter resp. No 
Time Counter approach to be within a given error bound of the FPM with update algorithm. 
* /’ 
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. 
i\lgorithm A = 5% A = 2% A = 1% A = 0.5% 
A or B z 24 z 64 z 100 =z 196 
C or D = 16 z 36 z 64 z 100 
Table 3: Particle number versus accuracy 
The behaviour of the Finite Pointset Method with permutation can be explained by looking 
at the time discretization of the method. In contrast to the other three approaches this 
method is the only one working with the explicit time discretization At. DSMC as well as 
FPM with update can be characterized as ‘semi implicit’ time discretization schemes with 
variable step control. In the limit N -+ 00 the FPM with permutation still works with 
the given time step At, whereas all three other methods split the time increment At in 
small parts dependent on N; one particle may have more than one collision during the time 
increment At. 
Both methods, the DSMC as well as the FPM, include a further parameter, which can 
influence the numerical solution. 
ii;:: rr- 
1.12 
2 
1.10 . 
1 .oa 
1.06 
100~ 200 300 400 
Fig. 4 : DSMC solution versus parameter V 
In the case of the DSMC the parameter is the modulus of the maximal relative velocity 
vector in a collision. By including this parameter in the DSMC method Bird overcomes the 
O(N*) effort. In the Time Counter approach the parameter V is fixed at the beginning of 
the computation. In every collision this parameter is modified if the actual value is greater 
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i 
than V. Furthermore the expression for the time counter depends on V. 
In the No Time Counter approach the parameter V is fixed over one iteration step and 
modified only after a complete iteration. The time counter depends only on V and remains 
constant over the whole timestep. 
Figure 4 shows that both methods are not sensitive against different starting values for V. 
On the other hand the CPU-time increases if the starting value increases. 
,i t *I 
Table 4: CPU-time[s] versus V 
This behaviour is obvious because the parameter V is the parameter for the acceptance- 
rejection procedure in the DSMC method and therefore the probability for the acceptance 
of a given collision pair decreases with increasing V. 
Update 
Permut, NC = 6 
Permut, NC = 4 
1 .OQ 
t 
1.06 
t/ 
Fig. 5 : FPM solution versus cycle number NC 
‘I, * ‘,’ 
jj -* 
The collision process in the Finite Pointset Method is described by the number of cycles 
IV, used for dividing the given time discretization step At into smaller parts with length 
Ar = e. For the FPM with permutation this parameter exactly presents a change in the 
explicit iime parameter At by a factor of IV,. Therefore one can expect that the solution 
will depend especially on this parameter. Figure 5 shows the results for the FPM with 
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permutation and with update. The solution for the FPM with update does not depend on 
the parameter ‘VC. 
Finally figure 6 shows some typical curves for the fluctuations during the transition to equi- 
librium. 
No-TC-R 
No-TC-LO 
10 20 30 40 
Permut-R 
Update-R 
Permut-LO 
Update-LO 
10 20 30 40 
Fig. 6 : Fluctuations during transition to equilibrium 
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3.2 Twodimensional axisymmetric flow problem 
The twodimensional axisymmetric flow problem was already investigated in connection with 
the development of an axisymmetric flow code ([13]). The body is defined by the HERMES 
windward centerline at an angle of attack of 30” degree. The comparison WM done by 
exchanging the different collision routines within the existing code. 
The main interest of this comparison is to investigate the influence of the number of parti- 
cles per cell on the numerical solution and to compare the different collision routines within 
a given environment. Focusing on these aspects’only standard random number generators 
were used in the twodimensional flow problem, except for the approximation of the initial 
condition and the boundary conditions at the artificial boundaries. 
All the calculations were done on a nCUBE 2s parallel machine with 64 nodes. The paral- 
lelized code is based on the work of Struckmeier and Pfreundt ([12]). Because the nCUBE 
2S parallel computer has no vector architecture the better performance of the FPM with 
permutations compared with the FPM with update resp. the No Time Counter scheme 
compared with the Time Counter approach cannot be investigated in this paper. 
Global and local surface quantities, like drag or heat coefficient, are the main quantities 
in the description of the aerodynamic behaviour of a space vehicle. The numerical results 
should be as accurate as possible in order to study the influence of real gas effects like 
vibrational energy or chemical reactions on the aerodynamic characteristics. 
For that reason we confine the comparison to the global surface quantities of the given 
axisymmetric body. 
The main results obtained from the relaxation problem was the strong dependence of the 
DSMC Time Counter method on the number of particles used in the calculation. Further- 
more the influence of the explicit time discretization in the FPM with permutation was an 
evident result in former investigation. 
J The following figures present results for the drag coefficient and the heat transfer coefficient 
in dependence on the number of particles per cell. Other surface quantities like pitching 
moment show the same behaviour. 
Table 5 shows the corresponding CPU-times. 
hi 
Table 5: CPU-time[min] versus particle number 
. 
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4 Conclusion 
. 
Although simulation methods for rarefied gas flows look very similar differences in the 
approximation quality can be detected. Nevertheless the DSMC approach as well ‘as the 
FPM were several times proofed against ‘real’ windtunnel measurements. 
The differences discovered in the current paper can be mainly characterized by the sensitivity 
of the numerical results on the parameters used for the computation like the particle number 
or the time discretization parameter. Only the FPM with update is independent on the 
numerical parameters. The FPM with permutations is an explicit scheme in time, such that 
the numerical results depend on the particle number and the time discretization parameter. 
The DSMC method - especially the Time Counter version - turned out to be very sensitve 
on the particle number. On the other hand the time discretization parameter only influences 
the computational effort. A further theoretical investigation on the various modifications 
of the Time Counter approach of the DSMC method seems to be necessary. 
The use of low discrepancy sequences lead to a ,higher accuracy of the numerical results 
in all methods. Nevertheless a further research on this topic is necessary to validate this 
result. 
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