



Recent Development on Slepian-Wolf Coding Problem
ネットワーク情報学部　野村亮
School of Network and Information Ryo Nomura





Codes with Uniformly Bounded Codeword Length and
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log|U|M (1)n  の長さで送信することになる．これが本符
号化方式を固定長情報源符号化と呼ぶ所以である．なお，
煩雑さを避けるために
log|U1|M (1)n  ≈ log|U1|M (1)n
として考えることが多い．
さて固定長情報源符号化においては
M (1)n < |Xn1 |, M (2)n < |Xn2 |






論から M (1)n ,M
(2)
n が大きければ大きいほど誤り確率は
小さくできそうなことが直感的に分かる．実際 M (1)n =

















る．形式的に言えば，各符号アルファベットを Ui(i = 1, 2)
としたとき
φ(1)n : Xn1 → U∗1 φ(2)n : Xn2 → U∗2
とする符号化のことである．ここで U∗i は Ui のすべての
有限文字列の集合を表す（ただし長さ 0 の文字列 Λ は含
まない）．復号化器は














εn = Pr{(Xn1 , Xn2 ) = ψn(φ(1)n (Xn1 ), φ(2)n (Xn2 ))}.
を任意に小さくできるという制約を考え，この制約のも














それぞれ M (1)n ,M
(2)





























logM (2)n ≤ R2
lim
n→∞ εn = 0.
我々が興味があるのはどのようなレートペア (R1, R2) で
あれば達成可能であるかということである:
定義 3.2 (達成可能領域)
R(X1,X2) = {(R1, R2)|(R1, R2) は達成可能 }.
SlepianとWolfの得た結果は次の通りである．
定理 3.1 (Slepian and Wolf [4]) 任意の有限アルファ
ベットを持つ定常無記憶情報源に対して次が成り立つ．
R(X1,X2)
= {(R1, R2) |R1 ≥ H(X1|X2), R2 ≥ H(X2|X1),





















Xn = (X(n)1 , X
(n)












i ≡ X(n)i (i = 1, 2, · · · ,m;m < n). (1)
前述のように Slepian-Wolf 符号化システムでは二つの
相関を有するデータ列を考えるので相関を有する二つの
一般情報源 (X1,X2) = {(Xn1 , Xn2 )}∞n=1 を考えることに
なる．X1 と X2 をそれぞれの情報源アルファベットとす
る．X1 と X2 は，一般的に加算無限集合としておく．な
お，xj = xj1, xj2, · · · , xjnを確率変数Xnj (j = 1, 2)の実
現値とし, (x1,x2)の出現確率を PXn1 Xn2 (x1,x2)と書く．
特に，この情報源ペアが定常無記憶性を有するとき，
i.i.d. 情報源と呼び，次のように書くことができる．



















Xn2 = x2 は確実に復元できる状況を考えることができる．








各符号化器 φ(i)n (i = 1, 2) に対して整数の集合M(i)n =
{1, 2, · · · ,M (i)n } を用意しておき，情報源からの出力を
M(i)n のいずれかに変換する．すなわち，符号化器は
φ(1)n : Xn1 →M(1)n , φ(2)n : Xn2 →M(2)n
のような写像と定義できる．ある情報源からの出力 x1 に













ψn : M(1)n ×M(2)n → Xn1 ×Xn2 .
注意 2.1 この符号化が固定長情報源符号化と呼ばれる理
由は次の通りである．例えば符号化器 φ(1)n により変換さ




分かる．ここで yとは y 以上の最小の整数を意味する．
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分かる．ここで yとは y 以上の最小の整数を意味する．
例えば，U1 = {0, 1} を考えると log2M (1)n  ビット必
要となる．別の言い方をすれば情報源からの出力を全て
2
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最初に相関を有する一般情報源に対する符号化定理を導
出したのはMiyake and Kanaya [11]である:




























































































だろうか．ε = 0とした場合，定理 3.1が導けることは述



























































































3.2 誤り指数の評価 - 信頼性関数






































定理 3.2 (Koshelev [8])
R1 = 1n logM
(1)














+ exp[−n (R2s− E2(s))]
+ [−n ((R1 +R2) s− E3(s))]
)
.
この結果は Nomura and Han [9] により若干強められ


















































*1 For any sequence {Zn}∞n=1 of real-valued random variables,
we define the limit superior in probability of {Zn}∞n=1 by





出したのはMiyake and Kanaya [11]である:




























































































だろうか．ε = 0とした場合，定理 3.1が導けることは述



























































































3.2 誤り指数の評価 - 信頼性関数






































定理 3.2 (Koshelev [8])
R1 = 1n logM
(1)














+ exp[−n (R2s− E2(s))]
+ [−n ((R1 +R2) s− E3(s))]
)
.
この結果は Nomura and Han [9] により若干強められ


















































*1 For any sequence {Zn}∞n=1 of real-valued random variables,
we define the limit superior in probability of {Zn}∞n=1 by
p- lim supn→∞ Zn = inf {β| limn→∞ Pr{Zn > β} = 0} (cf.
[5]) .
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ものとする．まず関数 Fn(L1, L2|a1, a2)を定義する．
Fn(L1, L2|a1, a2)
= Pr















≡ 1− Fn(L1, L2|a1, a2)
= Pr
{− logPXn1 |Xn2 (Xn1 |Xn2 )− na1√
n
< L1,
− logPXn2 |Xn1 (Xn2 |Xn1 )− na2√
n
< L2,






定理 5.1 (Nomura and Han [22]) 任意の一般情報源













n→∞ Fn(L1, L2|a1, a2) ≥ 1− ε
})
この結果は定理 4.2 を精密化した定理と考えることが
できる．実際関数 Fn(L1, L2|a1, a2) は定理 4.2 に登場す
る関数 Fn(R1, R2) と類似した形式であることが確認で
きる．一方，次節で考えるように定常無記憶情報源など
を考える時には Fn(L1, L2|a1, a2) でなくそれと双対な
Fn(L1, L2|a1, a2) を考えた方が都合が良い．これは関数
Fn(L1, L2|a1, a2) が多次元の累積分布関数を表すためで
ある．




Case I (Corner Points):
a1 = H(X1|X2) and a2 = H(X2);
a1 = H(X1) and a2 = H(X2|X1),
Case II (Non-Corner Points): For 0 < ∀λ < 1,
a1 = λH(X1) + (1− λ)H(X1|X2),
a2 = (1− λ)H(X2) + λH(X2|X1),
Case III (Full Side Points):
a1 = H(X1|X2) and a2 > H(X2);
a1 > H(X1) and a2 = H(X2|X1).
注意 5.2 (a1, a2) が 1 次達成可能領域の内部にある場
合，L(a1, a2, ε|X1,X2) = R2 であることが容易に確か
められる．同様に 1 次達成可能領域の外部にある場合，






{−logPXn1 |Xn2 (Xn1 |Xn2 )−nH(X1|X2)√
n
<T1,
− logPXn2 |Xn1 (Xn2 |Xn1 )− nH(X2|X1)√
n
< T2,
− logPXn1 Xn2 (Xn1Xn2 )− nH(X1X2)√
n



























となる．ここで y = (y1, y2, y3)は 3次元ベクトル， Σ =







PX1X2(x1, x2)zi(x1, x2)zj(x1, x2),
ただし
z1(x1, x2) = − logPX1|X2(x1|x2)−H(X1|X2),
z2(x1, x2) = − logPX2|X1(x2|x1)−H(X2|X1),
z3(x1, x2) = − logPX1X2(x1, x2)−H(X1X2),
である．さらにΦ(T1, T2, T3)の周辺分布関数Φ13(T1, T3),
Φ3(T3)を次の様に定義する．







定理 4.3 (Han [5]) 強逆性が成立するための必要十分条
件は
• H(X1X2)>H(X1|X2)+H(X2|X1)が成立するとき:
H(X1|X2) = H(X1|X2), H(X2|X1) = H(X2|X1),
H(X1X2) = H(X1|X2),
• H(X1X2)≤H(X1|X2)+H(X2|X1)が成立するとき:
H(X1|X2) = H(X1|X2), H(X2|X1) = H(X2|X1),
が成り立つことである．
定常無記憶情報源は
H(X1|X2) = H(X1|X2) = H(X1|X2),
H(X2|X1) = H(X2|X1) = H(X2|X1),

































路符号化を対象とした Hayashi [14]の論文と Polyanskiy
et al. [15]の論文が 2010年の IEEE Information Theory
Society の Paper Award を同時受賞したことにより一躍
脚光を浴びることとなった．この考え方は，有限長解析や
2次の漸近解析などと呼ばれ，現在様々な問題に適用され
ている ([16, 17, 18, 19, 20])，この立場での Slepian-Wolf
符号化システムに対する研究は，Tan and Kosut [21] や
Nomura and Han [9, 22]により行われている．ここでは
[22]の結果を紹介する．
































定義 5.2 ((a1, a2, ε)–達成可能領域)
L(a1, a2, ε|X1,X2)
= {(R1, R2)|(R1, R2) は (a1, a2, ε)-達成可能 }.
(a1, a2, ε)-達成可能領域は，2 次の達成可能領域などと呼
ばれるが，このとき従来の ε-達成可能領域（定義 4.2）は
1次の達成可能領域と呼ばれることが多い．
注意 5.1 a1, a2 は通常 1 次の 0-達成可能領域の境界を考
える．それ以外の点の 2次領域を考えることは意味を持た


























5.2 一般情報源に対する (a1, a2, ε)-達成可能領域
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5.2 一般情報源に対する (a1, a2, ε)-達成可能領域
本節では一般情報源に対する (a1, a2, ε)-達成可能領域を
述べる．以降一般情報源は加算無限アルファベットを許す
6
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定理 5.2 (Nomura and Han [22]) 任意の定常無記憶
情報源に対して次が成立する．
Case I a1 = H(X1|X2) and a2 = H(X2) (without loss
of generality):
L(a1, a2, ε|X1,X2)
= {(L1, L2) |Φ13 (L1, L1 + L2) ≥ 1− ε} .
Case II (for all 0 < λ < 1):
L(a1, a2, ε|X1,X2) = {(L1, L2) |Φ3 (L1+L2) ≥ 1− ε} .
Case III a1 = H(X1|X2) and a2 > H(X2) (without loss
of generality):
L(a1, a2, ε|X1,X2) = {(L1, L2) |Φ1 (L1) ≥ 1−ε} .
注意 5.3 ここで Φ3 (L1+L2)と Φ1 (L1)は 1次元正規分
布の累積分布関数であることに注意しよう．すなわち









































































摘している [2]．近年 Koulgi et al. [25]により，Slepian-
Wolf 符号化システムの特別な場合である補助情報つき情
報源符号化における最適な符号の構成問題が NP-困難で
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定理 5.2 (Nomura and Han [22]) 任意の定常無記憶
情報源に対して次が成立する．
Case I a1 = H(X1|X2) and a2 = H(X2) (without loss
of generality):
L(a1, a2, ε|X1,X2)
= {(L1, L2) |Φ13 (L1, L1 + L2) ≥ 1− ε} .
Case II (for all 0 < λ < 1):
L(a1, a2, ε|X1,X2) = {(L1, L2) |Φ3 (L1+L2) ≥ 1− ε} .
Case III a1 = H(X1|X2) and a2 > H(X2) (without loss
of generality):
L(a1, a2, ε|X1,X2) = {(L1, L2) |Φ1 (L1) ≥ 1−ε} .
注意 5.3 ここで Φ3 (L1+L2)と Φ1 (L1)は 1次元正規分
布の累積分布関数であることに注意しよう．すなわち









































































摘している [2]．近年 Koulgi et al. [25]により，Slepian-
Wolf 符号化システムの特別な場合である補助情報つき情
報源符号化における最適な符号の構成問題が NP-困難で
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