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Abstract
Let R be a regular local ring of dimension n  5, and p a prime ideal of height 2. Let (V ,OV ) be
the punctured spectrum of R/p. We show that if the ring Γ (V,OV ) is Gorenstein, then R/p is complete
intersection. We also show that an analog of the splitting criterion for vector bundles of small rank on
projective spaces given in [N. Mohan Kumar, C. Peterson, A. Prabhakar Rao, Monads on projective spaces,
Manuscripta Math. 112 (2003) 183–189; p. 185, Theorem 1] holds for vector bundles of small rank on
punctured spectrum of regular local rings.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is concerned with the following special case of a conjecture that R. Hartshorne
formulated in [8, p. 1027].
Conjecture. Let R be a regular local ring with dimR > 7, and p a prime ideal of height 2.
Assume that R/p is regular on the punctured spectrum. Then, R/p is complete intersection.
Affirmative answers to this conjecture have been obtained under additional hypotheses on
depthR/p. The following theorem summarizes some of these results.
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one of the following conditions hold:
(i) [15, p. 294, Theorem 5.2] R/a is Cohen–Macaulay and is complete intersection on the
punctured spectrum;
(ii) [10, p. 431, Corollary 3.4] R/a is a domain of depthR/a > 12 (dimR − 1), complete inter-
section on the punctured spectrum, and R is of equicharacteristic 0;
(iii) [2, p. 331, Theorem 2.3] R/a is a normal domain, is regular on the punctured spectrum,
and R contains a field of characteristic 0.
The ring R/a is then complete intersection.
Along the lines of this theorem, our main result in this paper is the following
Theorem 1. Let R be a regular local ring of dimension n 5, and p a prime ideal of height 2.
Let (V ,OV ) be the punctured spectrum of R/p. If the ring Γ (V,OV ) is Gorenstein, then R/p is
complete intersection.
The hypothesis in the theorem is easily seen to imply that R/p is Gorenstein, and hence
complete intersection, on the punctured spectrum.
2. Main results
Let (R,m) be a regular local ring of dimension n 2, and let (U,OU) be its punctured spec-
trum. In what follows, by a vector bundle E on U we will mean a locally free coherent sheaf
of OU -modules. We will say that such a vector bundle splits or is split, if it decomposes as
a sum of line bundles on U . Since R is a UFD with dimR  2, Pic(U) = (0) [7, Exposé xi,
Corollaire 3.10]. Thus, a vector bundle E on U splits, if and only if it decomposes as a fi-
nite sum of copies of OU . Throughout the paper we will use the notation (−)∨ to denote the
functor HomOU (−,OU), and D(−) to denote a dualizing functor for R at m in the sense of
Grothendieck [6, p. 55, Proposition 4.9]. We recall that for a vector bundle E on U , the cohomol-
ogy modules Hi(U,E) are of finite length in the range 1  i  n − 2, and that there is a local
duality Hi(U,E) ∼= D(Hn−i−1(U,E∨)) for 1 i  n− 1 [3, p. 95, Theorem 6.3].
Our first goal is to prove the following local analog of a splitting criterion given for vector
bundles of small rank on projective spaces in [14, p. 185, Theorem 1]. The proof of this local
analog is, in essence, a translation of the proof given in [14] into the local setting.
Theorem 2. Let (R,m) be a regular local ring of dimension n 5. Let (U,OU) be the punctured
spectrum of R, and E a vector bundle on U . If E is split, then Hi(U,E) = 0 for 2 i  n − 3.
The converse holds when rankE < 2(n − 1)/2.
We start with a
Lemma 1. Let 0 → E ′ → E β−→ E ′′ → 0 be an exact sequence of vector bundles on the punctured
spectrum U of a regular local ring R of dimension n 2. Assume that H 1(U,E ′) = 0, and E ′′ is
split. Then the map β is split, i.e., there is a map γ :E ′′ → E such that β ◦ γ = id.
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Since H 1(U,E ′) = 0, applying the functor Γ (U, ·) to the given sequence gives us an exact se-
quence 0 → E′ → E b−→ Rr → 0. Now, the map b is split, that is, there is a map c :Rr → E
such that b ◦ c = idRr . Since E˜|U ∼= E and E˜′|U ∼= E ′ [11, p. 690], sheafifying and restricting
everything to U gives us the result. 
We will also need the following result in proof of Theorem 2:
Theorem A. (See G. Horrocks [12, p. 199].) Let (R,m) be a regular local ring of dimension
n  2, and denote the punctured spectrum of R by (U,OU). Let E be a vector bundle on U .
Assume that H 1(U,E) 	= 0 and Hn−2(U,E) 	= 0. Then there is a vector bundle F on U , and a
monad 0 →A α−→F β−→ B→ 0, where A and B are split vector bundles and
(i) ker(β)/ im(α) ∼= E ,
(ii) H 1(U,F) = Hn−2(U,F) = 0,
(iii) Hi(U,F) ∼= Hi(U,E) for 1 < i < n− 2.
For future reference we present a quick proof of this theorem: let (g1, . . . , gp) be a minimal set
of generators of H 1(U,E), and view this system as an element of H 1(U,B⊗OU E), where B :=⊕p
1 OU . Since H 1(U,B⊗E) ∼= Ext1OU (B∨,E), and B∨ ∼= B, the system (g1, . . . , gp) determines
an extension
0 → E → E1 π1−→ B→ 0,
where E1 is a vector bundle on U with H 1(U,E1) = 0, as the gi ’s are generators of H 1(U,E). In
addition, the splitting of B implies that Hi(U,E1) ∼= Hi(U,E) for 1 < i  n − 2. This process
is known as killing of H 1(U,E). To achieve the demonstration, we need to kill Hn−2(U,E1), as
well. By local duality it suffices to kill H 1(U,E∨1 ), which we do by repeating the above process
for E∨1 . As a result we obtain an extension
0 → E∨1 →F1 α
∨−−→A→ 0, (1)
where A :=⊕s1 OU , s is the cardinality of a minimal set of generators of H 1(U,E∨1 ), F1 is a
vector bundle on U , H 1(U,F1) = 0, and for 1 < i  n − 2, Hi(U,F1) ∼= Hi(U,E∨1 ). We let
F := F∨1 and show, using local duality, that H 1(U,F) = 0, Hn−2(U,F) = 0, and for 1 < i <
n− 2, Hi(U,F) ∼= Hi(U,E). For the monad itself, we first dualize (1) to get an exact sequence
0 →A α−→F π2−→ E1 → 0, (2)
then letting β := π1 ◦ π2, we obtain a monad 0 → A α−→ F β−→ B → 0. Applying the Snake
Lemma to a commutative diagram whose first row is (2), we can check that condition (i) of the
theorem holds.
Proof of Theorem 2. If E splits, then Hi(U,E) = 0 for 1  i  n − 2. Conversely, suppose
rankE < 2(n − 1)/2 and Hi(U,E) = 0 for 2 i  n − 3. If E does not split, then at least one
of the cohomology modules H 1(U,E) and Hn−2(U,E) must be nonzero. We show that they are
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After killing H 1(U,E∨) as described in proof of Theorem A and dualizing the extension corre-
sponding to a minimal set of generators of H 1(U,E∨), we obtain an exact sequence
0 →A α−→F → E → 0,
where A and F are split vector bundles and α can be represented by a matrix. Moreover, by the
minimality of the set of generators used to write the extension, all entries of α are in the maximal
ideal m. From this short exact sequence and for any 1 r  rankE , we obtain an exact sequence
0 → SrA dr+1−−−→ Sr−1A⊗∧1F dr−→ · · · d2−→∧rF d1−→∧rE d0−→ 0,
where the map dr+1, for example, is obtained from α as
a1a2 · · ·ar →
r∑
i=1
(±a1a2 · · · âi · · ·ar ⊗ α(ai)).
We take r = rankE ; then since R is a UFD, ∧rE ∼= OU [7, Exposé xi, Corollaire 3.10]. Let
Gi := ker(di). For each 1 i  r − 1 there is an exact sequence
0 → Gi → Si−1A⊗∧r−i+1F → Gi−1 → 0.
Each Gi is locally free. Furthermore, by induction on i, and using splitting of Si−1A⊗∧r−i+1F
and
∧rE , we can show that as long as i + 1 < n − 1, Hi+1(U,Gi ) = · · · = Hn−2(U,Gi ) = 0. In
particular, if r < n− 1, one has Hn−2(U,Gr−1) = 0. On the other hand, from the exact sequence
0 → SrA dr+1−−−→ Sr−1A⊗∧1F → Gr−1 → 0
we see that Hj(U,Gr−1) = 0, for 1 j < n− 2. Hence Gr−1 is a split vector bundle. (A similar
argument shows that in fact all the Gis are split.) But then, by Lemma 1 the map dr+1 is split,
which is absurd, because no entry of the matrix α is a unit. Therefore H 1(U,E) cannot be zero.
Repeating the same argument for E∨, we show that Hn−2(U,E) 	= 0, either.
Thus, there is a monad
0 →A α−→F β−→ B→ 0 (3)
with properties described in Theorem A, and with the additional property that A, F and B are
split vector bundles, and the maps α and β can be represented by minimal matrices, i.e., matrices
with all entries in the maximal ideal m.
We claim that it suffices to prove the theorem for dimR odd. To see this, suppose we knew the
result in this case, and let E be a vector bundle on the punctured spectrum U of a regular local
ring (R,m) of even dimension n 5, with rankE < n − 2, and Hi(U,E) = 0 for 1 < i < n − 2.
Let x ∈ m − m2 be a parameter element, and consider the regular local ring R := R/xR. Let
V be the punctured spectrum of R. Then, (V ,OV ) is a closed subscheme of (U,OU). If we
let j :V ↪→ U be the corresponding closed immersion, then j∗E is a vector bundle on V with
rank equal to rankE . Moreover dimR = n − 1 5 is odd, rank j∗E < dimR − 1, and using the
cohomology long exact sequence associated with the exact sequence 0 → E x−→ E → E/xE → 0,
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our assumption on validity of the theorem for odd dimensions, j∗E is split. This forces E to split,
as well [3, p. 97, Lemma 6.6(b)].
So, from now on we will assume that n = 2k + 1 is odd. Let E be a vector bundle on U
with rankE  n − 2. By adding copies of OU to E (if necessary), we may assume that rankE =
n − 2 = 2k − 1. We will study ∧k−1E and ∧kE . Letting G be the kernel of the map β in the
monad (3), we have the following short exact sequences of vector bundles
0 → G →F β−→ B→ 0,
0 →A→ G → E → 0.
We intend to show that Hk(U,
∧k−1E) = 0: from the second exact sequence rankG = rankA+
rankE > n − 2. Fix 1  i < n − 2 < rankG and consider the following resolution of ∧iG∨ by
split vector bundles
0 → SiB∨ → Si−1B∨ ⊗∧1F∨ di−→ · · · d2−→∧iF∨ d1−→∧iG∨ d0−→ 0,
obtained from the short exact sequence 0 → B∨ → F∨ → G∨ → 0. Let Gj := ker(dj ). For each
1 j  i there is an exact sequence of vector bundles
0 → Gj → Sj−1B∨ ⊗∧i−j+1F∨ → Gj−1 → 0.
Since Sj−1B∨ ⊗∧i−j+1F∨ splits, H	(U,Gj−1) ∼= H	+1(U,Gj ), for 1  	  n − 3. Thus, for
1 	 n− i − 2
H	
(
U,
∧iG∨)∼= H	+1(U,G1) ∼= · · · ∼= H	+i−1(U,Gi−1) ∼= H	+i(U,SiB∨)= 0,
and by local duality
Hr
(
U,
∧iG)= 0, for i + 1 r  n− 2. (4)
On the other hand, from the short exact sequence 0 → A→ G → E → 0 we get the exact se-
quence
0 → Sk−1A→ Sk−2A⊗∧1G dk−1−−−→ · · · d2−→∧k−1G d1−→∧k−1E d0−→ 0.
Letting Gj := ker(di), for each 1 j  k − 1 we get an exact sequence of vector bundles
0 → Gj → Sj−1A⊗∧k−jG → Gj−1 → 0.
Since Sj−1A⊗∧k−jG is a finite sum of copies of ∧k−jG, using the vanishing of cohomology
obtained in (4), we see that Hk+j−1(U,Gj−1) ∼= Hk+j (U,Gj ). Thus,
Hk
(
U,
∧k−1E)∼= Hk+1(U,G1) ∼= · · · ∼= H 2k−1(U,Sk−1A)= 0,
which is what we intended to prove.
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∧k−1E ∼= (∧kE)∨ ⊗ ∧2k−1E . Since R is a UFD, we have∧2k−1E ∼=OU [7, Exposé xi, Corollaire 3.10]. By local duality
Hk
(
U,
∧kE)∼= D(Hk(U, (∧kE)∨))∼= D(Hk(U,∧k−1E))= 0.
Consider the following resolution of
∧kE
0 → SkA dk+1−−−→ Sk−1A⊗∧1G dk−→ · · · d2−→∧kG d1−→∧kE d0−→ 0,
and let Gj := ker(dj ). For each 1 j  k there is an exact sequence of vector bundles
0 → Gj → Sj−1A⊗∧k−j+1G → Gj−1 → 0.
Using the vanishings of (4) and that Hk(U,∧kE) = 0, we obtain
0 = Hk+1(U,G1) = Hk+2(U,G2) = · · · = H 2k−1(U,Gk−1).
Hence the map H 2k(U,dk+1) :H 2k(U,SkA) → H 2k(U,Sk−1A⊗∧1G) is an inclusion. By local
duality we get an inclusion
D
(
H 0
(
U,d∨k+1
))
:D
(
H 0
(
U,
(
SkA)∨))→ D(H 0(U, (Sk−1A⊗∧1G)∨)).
Applying the dualizing functor D(−) to this inclusion we get a surjection
DD
(
H 0
(
U,d∨k+1
))
:DD
(
H 0
(
U,
(
Sk−1A⊗∧1G)∨))→ DD(H 0(U, (SkA)∨)).
As H 0(U, (Sk−1A ⊗ ∧1G)∨) and H 0(U, (SkA)∨) are finite R-modules [11, p. 696, Theo-
rem 4.1], the functor DD(−) gives their m-adic completions and we get a surjection
H 0
(
U,d∨k+1
)⊗ idR̂ :H 0
(
U,
(
Sk−1A⊗∧1G)∨)⊗R R̂ → H 0(U, (SkA)∨)⊗R R̂.
Finally by faithfully flatness of the R-module R̂, there is a surjection
H 0
(
U,d∨k+1
)
:H 0
(
U,
(
Sk−1A⊗∧1G)∨)→ H 0(U, (SkA)∨)→ 0. (5)
Now consider the exact sequence
0 → (Sk−1A⊗∧1B)∨ → (Sk−1A⊗∧1F)∨ → (Sk−1A⊗∧1G)∨ → 0
obtained by tensoring 0 → G →F → B→ 0 with Sk−1A, and dualizing the result. It gives us a
surjective map
H 0
(
U,
(
Sk−1A⊗∧1F)∨)→ H 0(U, (Sk−1A⊗∧1G)∨).
Thus, in view of (5), the composite map
H 0
(
U,
(
Sk−1A⊗∧1F)∨)→ H 0(U, (SkA)∨) (6)
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0 → SkA→ Sk−1A⊗∧1F
is a split inclusion, and as we saw earlier, this contradicts the fact that all entries of the matrix α
are nonunits. Thus, verifying the claim will finish the proof. To verify the claim, first notice that
the cokernel Gk−1 of the above inclusion is locally free. This is because by definition of a monad,
im(α) is a subbundle of F in (3). Thus the cokernel C of α is locally free, and we have an exact
sequence of vector bundles 0 →A α−→F → C → 0, from which, we get an exact sequence
0 → SkA→ Sk−1A⊗∧1F dk−→ · · · d2−→∧kF d1−→∧kC → 0.
Starting from the right, and breaking this sequence up into short exact sequences, we see that for
i = 1, . . . , k, ker(di) is locally free. In particular, Gk−1 ∼= ker(dk−1) is locally free. Now consider
the exact sequence
0 → G∨k−1 →
(
Sk−1A⊗∧1F)∨ → (SkA)∨ → 0.
Since (SkA)∨ is split, and H 1(U,G∨k−1) = 0 by (6), we can apply Lemma 1 to conclude that the
map
(
Sk−1A⊗∧1F)∨ → (SkA)∨ → 0
is a split surjection. This proves our claim. 
The following three propositions will be needed in the proof of Theorem 1.
Proposition 1. (See [5, p. 101, Proposition 5.6.10].) Let (A,m) be a Noetherian, local, and
universally catenary integral domain. Let B be an integral domain that contains A, and is module
finite over A. Then for every maximal ideal n of B , one has dimBn = dimA.
This proposition follows from the fact that under these conditions, dimension formula [13,
p. 119] holds between A and B . In particular
dimBn + tr.degκ(m) κ(n) = dimA+ tr.degA B,
where κ(n) and κ(m) denote the residue field of B at n and that of A at m, respectively, and
tr.degA B is the transcendence degree of the field of fractions of B over that of A.
Proposition 2. Let (R,m) be a Noetherian local ring, p a nonmaximal prime ideal, (V ,OV ) the
punctured spectrum of R/p, B = Γ (V,OV ), and K the field of fractions of R/p. Then
(i) B is an integral domain, R/p ⊂ B ⊂ K , and ∀q ∈ V , (R/p)q = Bq;
(ii) if in addition R is regular, then B is module finite over R/p. Moreover, if in this case Q is a
nonmaximal prime ideal of B , and q = Q∩ (R/p), then Bq = BQ.
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I-8.2.1],
B =
⋂
q∈V
(R/p)q.
Thus, R/p ⊂ B ⊂ K . Next, let q ∈ V and consider the exact sequence
0 → R/p → B → H 1m(R˜/p) → 0
of local cohomology [6, p. 17, Proposition 2.2]. Note that R/p is a domain, and hence
H 0m(R˜/p) = 0. Since SuppHim(R˜/p) ⊆ {m} for i  0, localizing this sequence at q, gives a
ring isomorphism (R/p)q ∼−→ Bq. Since R/p is in addition a subring of B , this isomorphism is
in fact, an equality.
(ii) If R is regular, then by Grothendieck’s Finiteness Theorem [7, Exposé v, Proposition 3.5]
H 1m(R˜/p) is of finite length. Thus, in the local cohomology exact sequence, B must be module
finite over R/p, as the other two terms are. Next, let Q be a nonmaximal prime ideal of B , and
q = Q∩ (R/p). Then, since (R/p)− q ⊆ B −Q, and B is a domain, we have Bq ⊆ BQ. For the
reverse inclusion BQ ⊆ Bq, we first note that since B is integral over R/p, q is not the maximal
ideal of R/p. Thus, by part (i), Bq = (R/p)q. Next, we show that if x ∈ B , then there is an
element t ∈ (R/p) − q, such that xt ∈ R/p. This is because x/1 ∈ Bq = (R/p)q, and therefore
x/1 = r/t for some r/t ∈ (R/p)q. Since B is a domain, this means that xt = r ∈ R/p. Now, let
b/s ∈ BQ be any element. Pick t ∈ (R/p)−q such that st ∈ R/p. Since B−Q is multiplicatively
closed, we see that in fact st ∈ (R/p) − q. Thus, b/s = bt/st ∈ Bq. 
Remark 1. Under the conditions of Proposition 2, and assuming that R is regular, R/p is uni-
versally catenary [13, p. 137, Theorem 17.9], and other conditions of Proposition 1 are satisfied.
This is the setting to which we intend to apply Proposition 1, taking A to be R/p, and B to be
Γ (V,OV ).
Corollary 1. Assume the conditions of Proposition 2. To simplify notation, let B := Γ (V,OV ).
Then
(i) OV ∼= B˜|V , as OV -algebras;
(ii) if (U,OU) is the punctured spectrum of R, and j : Spec(R/p) ↪→ Spec(R) and j :V ↪→ U
are the corresponding closed immersions, then
j∗OV ∼= (j∗B˜)|U ,
as OU -algebras.
Proof. (i) This follows directly from the first part of Proposition 2.
(ii) Since j∗OV ∼= j∗(B˜|V ), it suffices to show that j∗(B˜|V ) ∼= (j∗B˜)|U , as OU -algebras.
This can be directly verified, by taking an arbitrary open subset W ⊆ U , and showing that
j∗(B˜|V )(W) ∼= (j∗B˜)|U(W). 
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the existence of canonical modules [18, p. 51, Theorem 5.12] and a property of Gorenstein local
rings [18, p. 48, Theorem 5.9].
Proposition 3. Let R be a Gorenstein local ring, and let R → B be a ring homomorphism, such
that B is module finite over R. Assume that all maximal ideals of B have equal heights. The
following conditions are then equivalent
(i) B is a Gorenstein ring;
(ii) B is Cohen–Macaulay and ExtcR(B,R) ∼= B as B-modules, where c = dimR − dimB .
Note that, when B is Gorenstein, the B-module ExtcR(B,R) is easily seen to be projective of
rank one. Then, since B is semi-local, it follows that ExtcR(B,R) is in fact free [1, Chapter II,
§5.3, Proposition 5].
We will also need the following result known as Serre–Horrocks’ construction:
Theorem B. (See [17, p. 63].) Let X be a regular Noetherian connected scheme. Let Y be a
closed subscheme of X, which is Cohen–Macaulay, of codimension two, all of whose irreducible
components have the same codimension in X. Let j :Y ↪→ X be the corresponding closed im-
mersion. Suppose there are two line bundles L1 and L2 on X with following properties
(a) Ext2OX(j∗OY ,L1) ∼= L2 ⊗OX j∗OY ,
(b) H 2(X,L∨2 ⊗L1) = 0.
Then Y is the scheme of zeros of a section of a rank two vector bundle E on X, with ∧2E ⊗OX
L1 ∼= L2, and there is an exact sequence (Koszul complex)
0 →∧2E∨ → E∨ →OX → j∗OY → 0.
We now present the proof of Theorem 1:
Proof of Theorem 1. Since R/p is a domain, depthR/p  1. If we know that depthR/p > 1,
then we would have R/p ∼= Γ (V,OV ). Thus, R/p would be Gorenstein and the result would
follow from [16, p. 31, Proposition 5]. Thus, the actual problem is to show that depthR/p > 1.
However, in the following proof we are not going to follow this line of reasoning. The proof that
we present consists of two steps. In Step 1 we show that V is the scheme of zeros of a section of
a rank two vector bundle E on the punctured spectrum of R. Then, in step 2 we apply Theorem 2
to show that E splits. This is equivalent to R/p being complete intersection.
Step 1. The scheme (V ,OV ) is a closed subscheme of (U,OU), the punctured spectrum of R. Let
j :V ↪→ U and j : Spec(R/p) ↪→ Spec(R) be the corresponding closed immersions. To simplify
notations, let B := Γ (V,OV ).
We verify that conditions of Theorem B are satisfied: V is irreducible (hence, connected) since
p is prime. It is of codimension two by assumption. Since B is Gorenstein, (V ,OV ) is locally
complete intersection by Corollary 1 and [16, p. 31, Proposition 5]. Furthermore, the assumption
that B is a Gorenstein ring implies that Ext2 (B,R) ∼= B as B-modules (Proposition 3). UsingR
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we refer the reader to [9, p. 234, Proposition 6.2] and [9, p. 238, Exercise 6.7], we obtain
Ext2OU (j∗OV ,OU) ∼= Ext2OU
(
(j∗B˜)|U , R˜|U
)∼= Ext2
R˜
(j∗B˜, R˜)|U ∼= Ext2R(B,R)∼|U
∼= (j∗B˜)|U ∼= j∗OV .
Moreover, H 2(U,OU) ∼= H 3m(R˜) = 0, since R is regular of dimension 5. Thus, by Theorem B,
V is the scheme of zeros of a section of a rank two vector bundle E on U , and there is an exact
sequence (Koszul complex)
0 →∧2E∨ → E∨ →OU → j∗OV → 0.
Step 2. Let P := p˜|U be the ideal sheaf of V in U . We break the Koszul complex into two short
exact sequences
0 →∧2E∨ → E∨ → P → 0 (7)
and
0 → P →OU → j∗OV → 0. (8)
Since
∧2E∨ ∈ Pic(U), and R is a UFD, it follows that ∧2E∨ ∼= OU [7, Exposé xi, Corol-
laire 3.10]. Thus, Hi(U,∧2E∨) = 0 for 1  i  n − 2. Using this vanishing we see from the
exact sequence (7) that
Hi
(
U,E∨)∼= Hi(U,P) for 2 i  n − 3.
On the other hand, the sequence (8) gives us
Hi(U,P) ∼= Hi−1(U, j∗OV ) for 2 i  n− 2.
Thus, for 2  i  n − 3 we have isomorphisms Hi(U,E∨) ∼= Hi−1(U, j∗OV ). Using the fact
that j∗OV ∼= (j∗B˜)|U (Corollary 1) we obtain for 2 i  n− 3
Hi
(
U,E∨)∼= Hi−1(U, (j∗B˜)|U )∼= Him(B˜).
Since local cohomology is invariant under base change [6, p. 74, Corollary 5.7], for every i there
is an R-module isomorphism Him(B˜) ∼= HimB(B˜). On the other hand, [6, p. 42, Corollary 3.6]
depthmB B = inf
n∈V (mB)(depthnBn Bn) = n− 2,
where the last equality follows from Proposition 1, and the assumption that B is Gorenstein.
Thus, for 2 i  n − 3
Hi
(
U,E∨)∼= HimB(B˜) = 0.
84 M. Majidi-Zolbanin / Journal of Algebra 312 (2007) 74–85By Theorem 2 this means that E∨ splits, which in turn, implies that R/p is complete intersection.
To see the last statement, notice that depthR/p  1, and Depth Lemma [3, p. 13, Lemma 1.1]
applied to the sequence
0 → p → R → R/p → 0
gives depthp  2. Thus, Γ (U, p˜) ∼= p, and from (7) we obtain an exact sequence 0 → R →
R2 → p → 0, which shows that p can be generated by two elements. 
Corollary 2. Let R be a regular local ring of dimension n 5, and p a prime ideal of height 2.
Assume that R/p is R1, i.e., regular in codimension one. In addition, assume that R/p is S2
on the punctured spectrum. If the integral closure of R/p is Gorenstein, then R/p is complete
intersection and integrally closed.
Proof. Let (V ,OV ) be the punctured spectrum of R/p, and B = Γ (V,OV ). It suffices to show
that under the given conditions, B is the integral closure of R/p. From Proposition 2 we know
that B contains R/p, is contained in the field of fractions of R/p, and is integral over R/p. We
only need to show that B is normal. This will be done by showing that B is R1 and S2. Since
B = Γ (V,OV ), we have depthmB B  2. The rest of the proof follows from Proposition 2. 
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