Abstract. In this paper, a new analytic method with a convergencecontrol parameter c is first proposed. The parameter c is used to adjust and control the convergence region and rate of the resulting series solution. It turns out that the convergence region and rate can be greatly enlarged by choosing a proper value of c. Furthermore, a numerical approach for finding the optimal value of the convergence-control parameter is given. At the same time, it is found that the traditional Adomian decomposition method is only a special case of the new method. The effectiveness and applicability of the new technique are demonstrated by several physical models including nonlinear heat transfer problems, nano-electromechanical systems, diffusion and dissipation phenomena, and dispersive waves. Moreover, the ideas proposed in this paper may offer us possibilities to greatly improve current analytic and numerical techniques.
Introduction
Nonlinear problems occur in almost every field in science and engineering. The exact solutions are very difficult to obtain for most strong nonlinear differential equations. To solve these problems, several analytic methods such as the traditional perturbation method [1] , Lyapunov's artificial small parameter method [2] , the δ−expansion method [3] and the Adomian decomposition method (ADM) [4] have been proposed. The Adomian decomposition method, which was first proposed by George Adomian in the 1980s, is a powerful approach for seeking series solutions to linear and nonlinear problems. With the development of computer softwares such as Maple and Mathematica, the advantages of the method for solving complicated nonlinear problems are more and more obvious. It has been successfully applied to solve many problems in physical sciences such as the nonlinear Klein-Gordon equation [5] , the Lane-Emden problem [6] , the hydromagnetic peristaltic flow [7] , the nonlinear fin problem [8] and the plate flow [9] . To make the method more effective, many researchers have done lots of improvements, for example, giving the noise terms [10] , comparing with other methods [11, 12] , discussing the convergence rate [13] , analysing the error [14] , modifying the recursive scheme [15, 16] and indicating the essence [17] . Recently, Duan and his colleagues introduced a convergence parameter into the ADM firstly [18, 19, 20] .
For many real-world problems, one expects larger convergence regions and rates for the resulting series solutions. However, the traditional ADM usually cannot reach the goal, as shown in Section 4.1 below. In the present paper, we introduce a new more general method called Adomian Decomposition Method with a convergence-control Parameter (ADMP), which can be used successfully to achieve the goal and is different with various modifications of the ADM by other researchers. Furthermore, the method offers a family of solutions depending on the convergence-control parameter c, providing a chance to choose the optimal series solution. It turns out that the convergence region and rate of the resulting series solution can be greatly enlarged by choosing a proper value of c.
In Section 2, we present a brief review of the traditional ADM. In Section 3, the ADMP is described explicitly. Moreover, a numerical approach for finding the optimal value of the convergence-control parameter is also given. To demonstrate the effectiveness and applicability, several nontrivial applications including nonlinear ODEs and nonlinear PDEs are discussed in Section 4.
Basic ideas of the traditional ADM
We shall begin to consider the nonlinear differential equation
with some initial/boundary conditions, where u = u(t), L, R, N and f (t) denote some unknown function, an easily invertible linear operator (usually the highest-order linear operator), the remainder of the linear operator, the nonlinear operator and the given source term. The linear operator L is designed for performing the inverse easily, but the choice is not unique. For example, for the Lane-Emden equation
According to the definition of integral operator, one has 
In the traditional ADM, the solution u(t) is expressed as the decomposition series
where u k (t), k ≥ 0 are determined by the recursive scheme
and
are decomposition polynomials.
To specify the decomposition polynomials in Eq. (2.7), one has
It is seen that A k depends on A i , i = 0, 1, · · · , k−1 and the nonlinear operator N . In practice, instead of finding a solution expression (2.5), one can only calculate an nth-order approximation
of which u k (t), k = 0, 1, · · · , n can be calculated recursively via (2.6).
Description of the new ADMP
Based on the traditional ADM, a convergence-control parameter c and a artificial parameter ǫ are introduced to Eq. (2.1), so a new equation is
One then set
Substituting (3.2) into (3.3) and collecting the coefficients of powers of ǫ, a new recursive scheme is obtained
where the Adomian polynomials are given by
To specify the polynomials in Eq. (3.5), one has
. . .
The relationship between the new recursive scheme (3.4) and the traditional recursive scheme (2.6) is as follows.
2), the solution u(t) with convergence-control parameter c is presented by
Similar to Eq. (2.8), one can only calculate an nth-order approximation
Next, an approach for determining the optimal value of the convergencecontrol parameter c for the nth-order approximation is given. The optimal c is determined by solving the equation
where the averaged residual error E(c) of the approximation (3.7) on Ω is defined by
and t 1 , t 2 , · · · , t M ∈ Ω are sample points.
Remark 3.1. It is easily seen that the traditional ADM is only a special case of the new approach ADMP when c = 1.
Applications 4.1. A nonlinear heat transfer problem
Consider the nonlinear heat transfer problem governed by a nonlinear ordinary differential equation [21] (1 + ǫu(t)) u
where ǫ is a physical parameter, and the prime denotes differentiation with respect to the time t. The closed-form solution is unknown, but one can get
In the following, the traditional perturbation method, the traditional ADM and the new ADMP are applied in sequence to seek series solutions to u ′ (0), and comparisons between them are made. Regarding ǫ as a perturbation parameter, one writes u(t) as a perturbation series 
The derivation of the perturbation solution (4.4) at t = 0 is
Obviously, when ǫ ≥ 1 the series (4.5) is divergent, as shown in Fig. 1 . Next, we analyse the problem by the traditional ADM. Following the procedure outlined in Section 2, one obtains u 0 (t) = 1,
The derivation of the ADM solution u(t) at t = 0 is
which is the same as Eq. (4.5) given by the perturbation method, as shown in Fig. 1 . Finally, the ADMP is used to solve the problem (4.1). By means of (3.4), one has v 0 (t, c) = 1,
. . . When c = 1, they are the same as those in (4.6) given by the ADM. The nth-order approximation of u
where v ′ k (0, c), k = 0, 1, · · · , n can be calculated via (4.8) and the prime denotes differentiation with respect to t. For example, when n = 1, 2, 3, · · · , one has ψ
. . . ; solid circle line :
It is easy to see that the 1st-order ADMP approximation ψ 
A nonlinear electrostatic cantilever NEMS model
Beam-type electrostatic actuators have been widely used to construct nanoelectromechanical system (NEMS). Over the last decades, the fundamental and applied researches as well as engineering developments in NEMS have undergone major improvements [20, 22] .
A beam-type NEMS actuator is modeled by a beam of length L, width w with a uniform cross section and thickness h, which is suspended over a conductive substrate and separated by a dielectric spacer. In this paper, we discuss the cantilever NEMS. Based on the Euler-Bernoulli beam assumptions, the governing equation for a beam actuator with the first-order fringing field correction may be expressed as
where Y, X, I, E and F k denote the deflection of the beam, the position along the beam as measured from the clamped end, the moment of inertia for the cross-sectional area of the beam, effective material modulus and intermolecular/quantum force per unit length of the beam respectively and F = ǫ 0 wV 2 /2EI with ǫ 0 = 8.854 × 10 −12 C 2 N −1 m −2 the dielectric constant of air, s the original gap between the two electrodes without deflection and V the applied voltage. The effective material modulus will become the plate modulus E/(1 − ν 2 ), when the width satisfies w ≥ 5h. The Van der Waals force [23] is
with A the Hamaker constant. The Casimir force [24] is 
, k = 3, 4, (4.13)
The boundary conditions are
Setting u(x) = 1 − y(x), then Eq. (4.13) becomes
with the boundary conditions
In this paper k = 3 is considered. It is assumed that α k = 0.2, α 2 = 0.5, α 1 = 0.25. Following the procedure outline in Section 3, one has
where
The inverse of the linear operator is taken to be 
Then the nth-order approximation is
For example, when n = 1, 2, · · · , 10th-order ADM approximation are shown in Fig. 3 . It is seen that the error remainder of the ADMP approximation is much smaller than that of the traditional ADM in the whole interval.
A nonlinear Burgers' equation
Burgers' equation is one of the significant tools for describing nonlinear diffusion and dissipation phenomena. It is widely used to model the hydrodynamic motion [25] , soil-water flow [26] and nonlinear standing waves in constantcross-sectioned resonators [27] . In this part, a burgers' equation is considered with the form and an nth-order approximation 25) where v k (x, t, c), k = 0, · · · , n can be obtained via (3.4) . For example, when n = 1, 2, · · · ,
Consider the error of the nth-order approximation For n = 10, Fig. 4 shows that the error E 10 (x, t, 1) of the ADM approximation is very large. Therefore, the ADM approximation is far away from the exact solution and it is essential to introduce a convergence-control parameter c to make the results better.
By taking 20 × 20 sample points (x i , t j ) = (i/2, j/20), i, j = 1, 2, . . . , 20 and solving Eq. (3.8), one obtains the optimal value c = 0.8. Fig. 5 shows that the error E 10 (x, t, 0.8) of the ADMP approximation is much smaller than the error E 10 (x, t, 1) of the ADM approximation. To further demonstrate the accuracy of the ADMP approximation, the two approximation methods are contrasted in Fig. 2 . Therefore, the ADMP approximation is much more accurate than the ADM approximation.
A nonlinear RLW equation
The RLW equation was first proposed by Peregrine for describing nonlinear dispersive waves. It has been used to model a large class of physics phenomena such as the regularised long wave [28] , nonlinear shallow wave and longitudinal dispersive waves in elastic rods. The RLW equation has attracted much attention. Existence and uniqueness of the solution to the RLW equation has been given in [29] . Several numerical method such as finite-difference method, a lumped Galerkin method and septic splines have been introduced in the literature [30] . Consider the RLW equation with this form
(4.27)
The problem (4.27) has an exact solution u(x, t) ex = x − t 1 + t . (4.28) Figure 6 . E 10 (x, t, 1) of the traditional ADM approximation for (4.27). . . .
Similar to the problem in Section 4.3, one obtains the optimal value c = 0.81 for the 10th-order ADMP approximation. Fig. 6 and Fig. 7 show that the error E 10 (x, t, 0.81) of the ADMP approximation is much smaller that the error E 10 (x, t, 1) of the ADM approximation. Therefore, the ADMP approximation is much more accurate than the ADM approximation.
Conclusion
We have introduced a new convergence-control parameter into the traditional ADM, which can be used to adjust and control the convergence region and rate of the resulting series solution. Furthermore, we have proposed an approach for finding the optimal value of the convergence-control parameter. The traditional ADM is only a special case of the ADMP when c = 1. Usually, the nth-order approximation ψ n (x, t, c) is not optimal when c = 1. The ADMP is significantly helpful for obtaining more accurate approximation.
