Desktop music (DTM) software is used to synthesize various instrumental sounds, whereas it was difficult to synthesize the natural singing voice because the singing voice is more complicated than other instrumental sounds. In the past, it had been object that we output more natural singing voice by analyzing the singing voice and extracting the spectrum envelope with high accuracy. Recently, since the algorithm is improved, the singing voice synthesis software is used. In the conventional method, it had been focused changing the original voice personality by controlling some parameters of spectrum envelope. However, the method can synthesize the singing voice by only particular voice personality. The quality of the synthesized singing voice also depends on accurate control of voice personality. In this study, we attempt to control user′s impression directly and investigate the control method that is focused on the singer's individuality in the singing voice. In this paper, we propose a voice personality control method based on mapping the timbre of target singer in the cepstrum domain and demonstrate the effectiveness of the proposed method. As a result of subjective experiments, we confirmed that the proposed method can control the voice personality of singers with high quality. 
INTRODUCTION
Music composition using computer has been rapidly growing from the 1990's, and it enables users to easily create their music. Music composition has been usually using the electronically synthesized sound, and the singing voice synthesis software has been recently developed. In particular, the VOCALOID [1] released by YAMAHA Co. Ltd. has been used to synthesize the natural singing voice based on lyrics and scores. Although many kinds of software have been developed, most of them synthesize the singing voice using the personality of the particular singer. A method to convert the voice personality would provide the users with singing voices based on various kinds of singers. In this paper, we propose a transformation method of voice personality by mapping the original voice personalities into the target singing voice. Specifically, we focus on that speech is represented as the fundamental frequency (F0) and the spectrum envelope. The evaluation was carried out to demonstrate the effectiveness of the proposed method. As a result, we confirmed that the proposed method can control the voice personality.
PRINCIPLE OF THE CONVENTIONAL SINGING VOICE SYNTHESIS
Vocoder [2] has been used to transform the voice personality in the speech synthesis. Vocoder had been proposed as the method that improves communication efficiency in the telecommunication fields. The vocoder analyzes the parameters which are modeled from a speech signal, transmits the parameters related the process of creating speech, and synthesizes a speech signal with transmitted parameters. In recent years, the vocoder is hardly used as high efficiency coding technology because it has difficulty in modeling a speech signal. However, the vocoder is focused because it can manipulate speech by synthesizing, and it has been actively using as the speech synthesis method. The phase vocoder currently used the most widely can independently control time length, frequency configuration, and time variation of speech signal by analyzing the speech signal in the frame of a certain length, synthesizing and stretching the obtained parameters for time series. Vocoder can transform the voice personality by individually manipulating the analyzed parameter because it uses the parameter obtained from the singing voice as the articulation filter. However, the vocoder requires the high efficiency estimation of parameter and must change the analysis condition depending on speech signal. Therefore it is the issue that the control has been complicated.
PRINCIPLE OF THE PROPOSED METHOD
The proposed method separates the singing voice into the spectrum envelope and the pitch fluctuation because these components include the voice personality. In the proposed method, we focus on the singing voice personality included to the spectrum envelope. Therefore, the proposed method achieves the individual control of the singing voice by mapping the spectrum envelope to the target singing voice in the cepstrum domain. Figure 1 shows the block diagram of the voice personality transformation by cepstrum analysis. As shown in Fig 1, the proposed method can transform the personality of the target singer (the Singer B) into that of the original singer (the Singer A). 
Cepstral analysis method
Speech signal ) (n x can be represented as convolution with the spectrum envelope ) (n e and the pulse train ) (n p . The speech signal is derived as follows:
where * is the notation of convolution. The spectrum envelope should be extracted from the singing voice because the proposed method utilizes the spectrum envelope. The cepstrum method [3] has been proposed to extract the spectrum envelope. The speech signal can be represented by using the cepstrum method as follows:
where is frequency, ) ( X is the speech signal, ) ( E is the spectrum envelope, and ) ( P is the pitch fluctuation. Figure 2 shows the example of cepstrum for a speech signal. As shown in Fig. 2 , the cepstrum method can separate the spectrum envelope and the pitch fluctuation in the cepstrum domain. Accordingly, the cepstrum analysis has the advantage that it can easily separate the spectrum envelope and the pitch fluctuation. 
Transformation of voice personality on cepstrum domain
As shown in Fig. 1 , the proposed method achieves the voice personality transformation by replacing the loworder cepstrum of the original singer with that of the target singer because the low-order cepstrum includes the voice personality. First, the proposed method calculates the cepstrum from the singing voice of both original and target singers. Secondly, the proposed method extracts the high-order cepstrum components of the original singing voice and the low-order cepstrum components of the target singing voice. This is because the spectrum envelope and the pitch fluctuation are included in the low-order cepstrum and the high-order cepstrum, respectively. Finally, the proposed method achieves the transformation of voice personality by synthesizing the low-order cepstrum components of the target singer and the high-order cepstrum components of the original singer. In the proposed method, the phase spectrum of the transformed singing voice is equal to that of the original singing voice because the phase characteristic is not controlled. Figure 3 shows an example of the cepstrum B C calculated from the target singing voice in order to extract voice personality. As shown in Fig. 3 , the cepstrum B C consists of the low-order components and the high-order components. In this paper, we focus on the spectrum envelope of low-order cepstrum and extract the cepstrum for calculating the voice personality of the singer. Figure 4 shows the cepstrum A C calculated from the original singing voice. The proposed method replaces the low-order cepstrum of A C with the low-order cepstrum of B C . In the proposed method, smooth synthesis is achieved by using Bartlett window.
Additionally, transform order determines under the order appearing the peak of the pitch fluctuation because the transform range of voice personality depends on the transform order of cepstrum. Cepstrum manipulation can represent as follows:
Ikeda et al. W is the window function for cepstrum of the target singing voice. Figure 5 shows the example of voice transformation by cepstrum analysis. The figure shows that the high-order components represent the cepstrum of the original singing voice and the low-order components represent the cepstrum of the target singing voice. Accordingly, the proposed method can achieve the transformation of voice personality from the original singer to the target singer. The proposed method can easily transform the voice personality without complicated processing. ), 
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SUBJECTIVE EXPERIMENTS Experimental conditions
Subjective evaluation was carried out to demonstrate the effectiveness of the proposed method. We carried out the experiment for perceiving the voice personality by ABX test [4] . The evaluation was also carried out to investigate the quality of the synthesized singing voices by the mean opinion score (MOS) [5] evaluation. We used the singing voices of five vowels sung by two females (pitch: B4 and C4) and two males (pitch: G3 and C4). Table 1 shows the recording conditions of singing voices used for this experiment. Table 2 shows the combinations of singing voices for mapping voice personality. Input singing voice and the model personality voice have the same pitch and phoneme in the synthesis. Table 3 shows the experimental conditions used for ABX test. Table 4 shows the listening conditions. In this experiment, we determined the mapping border of 175 orders in the cepstrum domain and smoothly connected two cepstra between 170 and 180 orders using Bartlett window because the mapping border should be determined under the order of the pitch fluctuation peak. 
Experimental results of ABX test
Figures 6 and 7 show the results of subjective experiments. The horizontal axis represents the conditions of combinations and vertical axis represents validity of ABX test. As a result of Figs. 6 and 7, the average validity was 80 % in male (pitch: G3) and female (pitch: B4), and the average validity was 80 % in male (pitch: C4) and female (pitch: C4). These results suggest that the proposed method can convert the voice personality, provided that the pitch used for the conversion is the same.
We show the ABX in the case of males below. 
Experimental results of MOS evaluation
We carried out the MOS evaluation for the quality of 40 numbers X using for ABX test at 5 stages (1. Bad, 2. Poor, 3. Fair, 4. Good, 5. Excellent). Figures 8 and 9 show the results of MOS evaluation. The horizontal axis represents the conditions of combinations, vertical axis represents MOS, and error bar represents standard deviation. As a result, the average MOS of males was 2.93, and the average MOS of females was 2.77. As a result of Figs. 8 and 9, the MOSs except female 2-1 were high-quality. The MOSs of female 2-1 were low-quality. These results suggest that the quality between female and male has slightly difference.
Discussions
As the results of evaluation experiments, we confirmed the proposed method can achieve the individual control of singing voice. As the results of MOS evaluation, on the other hand, we confirmed the method needs to improve the quality of synthesized voice. We consider the quality can improve by determining the proper cepstrum order of transformation. In this experiment, we determined the transformation order under the peak of pitch fluctuation. However, for remaining the information about the individuality, it is desired to transform the cepstrum besides the peak of pitch fluctuation. In case of the transform combination of the low accuracy, by properly determining transform order, the percentage of perceiving the difference of voice personality can increase.
FIGURE 9. Results in MOS evaluation
(female: C4, male: C4).
FIGURE 8. Results in MOS evaluation
(female: B4, male: G3).
