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We study here by stochastic calculus methods some martingale properties of a general class of measure- 
valued branching processes. The form of the cumulant semigroup determines their local characteristics 
and the explosion time. Finally, by the infinite divisibility property of these processes, we obtain a 
L&y-Khintchine representation on the paths space and we propose an interpretation of the canonical 
measures in terms of entrance laws. 
branching process + martingale problem * Ltvy-system * explosion time * Poissonian representation * 
canonical measure 
On Ctudie par des mtthodes de type calcul stochastique les propriktts de martingales d’une classe trts 
g&kale de processus de branchement a valeurs mesures. Leurs caractiristiques locales et temps 
d’explosion sont explicit& en fonction de la forme de leur cumulant. Enfin, g&e B l’infinie divisibilitt 
de ces processus, on obtient une reprtsentation de L&y-Khintchine sur I’espace des trajectoires qui 
permet d’interprkter leurs mesures canoniques comme des lois d’entrtes. 
1. Introduction, notations et cadre du probEme 
Les processus de branchement a valeurs mesures (notes dorenavant PBM) ont CtC 
introduits par Watanabe (1968) et sont une extension naturelle des processus de 
branchement a valeurs reelles positives (cf. Kawazu et Watanabe, 1971) oti a valeurs 
(rW+)d (cf. Jirina, 1958; Ryzhov et Skorokhod, 1970; Watanabe, 1969). 11s modelisent 
l’evolution de la repartition de masse dans un espace E d’un systeme dans lequel 
interviennent simultanement un phenomene de diffusion spatiale et un phenomene 
de branchement. On les utilise en etude de la dynamique des populations, en 
immunologie, etc. 
Nous nous sommes in&es&es a l’etude des proprietes de type martingale et 
d’infinie divisibilite d’une classe (Ce) de PBM X definie succintement de la faGon 
suivante, comme dans Watanabe (1968): X est un processus de Markov, homogene 
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dans le temps, a valeurs dans I’espace des mesures finies sur E jusqu’a un temps 
de mort f (eventuellement infini), de fonctionnelle de Laplace L,, (P, est la loi de 
X,), satisfaisant 
&,(f) = E(ll,<il exp-(XA)=exp-(X0, LA.0 
oti X0 est la mesure initiale et U, est un semi-groupe non lineaire, appele cumulant 
de X, associe a l’equation , 
$-~=Au+R(u), uo=f; 
avec: A, generateur infinitesimal d’un processus de Markov sur E, Ii6 au phtnomene 
de diffusion du processus; R, une fonctionnelle non lineaire, induite par le 
phenombne de branchement sous-jacent. 
Le cas particulier oti R est quadratique, et -A est une puissance fractionnaire 
de l’operateur -A, a Cte d’abord CtudiC par Dawson (1975, 1978) (cf. aussi Dawson 
et Ivanoff, 1978). Recemment, il y eut un regain d’inttr& pour les proprittes fines 
des PBM. Nous citerons entre autres, dans l’ordre chronologique, l’existence de 
resultats sur leurs temps d’occupation, leurs temps locaux, leur construction en tant 
que processus de Markov a valeurs mesures, les proprietes de leurs supports, la 
regularitt de leurs trajectoires, des equations stochastiques gtneralisees dont ils sont 
solutions, leur comportement en temps infini que l’on peut lire respectivement dans 
Iscoe (1986), El Karoui (1984), Ethier et Kurtz (1986), Perkins (1988), Dynkin 
(1988), Fitzsimmons (1989), Le Gall (1989), Le Jan (1989), MelCard et Roelly (1988), 
Dawson et Fleischmann (1985), Gorostiza, Roelly et Wakolbinger (1990), ainsi que 
dans les references incluses dans tous ces travaux. 
Nous presentons ici une version condenste, actualisee et corrigee de El Karoui 
et Roelly (1987). En utilisant des techniques de type calcul stochastique, nous 
examinons le cas d’une fonctionnelle R gtnerale, don&e dans la definition 6 
ci-dessous. Nous voudrions souligner les deux principales difficult&: 
D’une part, quand la fonctionnelle R n’est pas lipschitzienne, la masse (X,, 1) de 
la mesure aleatoire X, peut exploser au bout d’un temps fini. De plus, si le terme 
constant a de la fonctionnelle R est non nul, le temps de mort a une composante 
totalement inaccessible d’intensite (X1, a). 
D’autre part, sauf si R est quadratique, les trajectoires du PBM ne sont pas 
continues. Dans la partie 2 nous explicitons le systeme de Levy du PBM; en 
particulier, les sauts de X sont positifs et Ctroitement lies aux sauts de la masse. 
L’article s’articule de la facon suivante: 
On precise, en fin d’introduction, la classe (%?) de PBM BtudiCs et leur espace 
d’etat, puis l’on rappelle rapidement quelques theoremes d’existence deja existant 
dans la litterature. 
Dans la deuxieme partie, nous presentons dans le cadre le plus general un theoreme 
d’equivalence qui permet d’obtenir, a partir d’une martingale exponentielle, les 
caracttristiques locales de la semi-martingale X, ou encore la loi de X comme 
solution d’un probleme de martingales. 
N. El Karoui, S. Roelly / Processus de branchement ri valeurs mesures 241 
Cette formulation permet de deduire, en troisieme partie, des proprietes fon- 
damentales de la classe (%), dont un theoreme de type Girsanov. 
Enfin, en quatrieme partie, nous obtenons une representation de Levy-Khintchine 
et son interpretation en termes poissonniens pour le PBM X, g&e a son caractere 
infiniment divisible; Dawson (1978) l’avait donnee pour X,, t fix& dans le cas 
continu. Nous l’etendons aux processus de la classe (%) et notre decomposition est 
sur l’espace des trajectoires du processus (voir aussi Dawson et Perkins, 1991). 
1.1. Notations 
L’espace de base E sur lequel agit le PBM est suppose compact metrique. 
On pourrait le supposer seulement localement compact sans alterer les resultats 
de cet article; cela alourdirait cependant beaucoup le formalisme utilise: il faudrait 
notamment plonger E dans son compactifie d’Alexandrov E”, et considerer comme 
fonctions continues sur E seulement celles qui sont prolongeables par continuite a 
E”; les mesures sur E s’identifient aux mesures sur E” qui ne chargent pas le ‘point 
a l’infini’. 
Par souci de clartt, nous avons prefere ne pas detailler ce cas. 
Les espaces de fonctions et de mesures utilises sont: 
- B(E) = {f; f borelienne bornee reelle sur E}. 
- C(E) = {f; f continue rtelle sur E}. 
- D’une man&e g&t&ale, pour tout espace de fonctions reelles F(E), F+(E) 
sera le sous-espace de F(E) forme des fonctions positives et F++(E) sera le 
sous-espace de F+(E) form6 des fonctions minorees inferieurement par un reel 
strictement positif. 
D’autre part: 
- JZ%( E) = {v; v mesure de Radon signee sur E}. 
- M(E) = {m; m mesure positive finie sur E). 
- 9(E) = {p; p mesure de probabilitt sur E}. 
_ L’image par une application f d’une mesure m est notee m 0 f -‘. 
- Le crochet de dualite entre M(E) et C(E) est notee par (. , a). 
- La norme dune fonction de B(E), notee (1 11, est &gale a sa borne suptrieure 
en valeur absolue. 
_ La norme dune mesure m E M(E), notee 11~1 1 , est Cgale a sa masse (m, 1). 
1.2. L’espace d’e’tat du PBM 
M(E), muni de la topologie de la convergence etroite, est localement compact. On 
lui adjoint un point A pour le compactifier, et l’on note M,(E) = M(E) u {A}. A, 
comme d’habitude, sert de point cimetiere aux processus a valeurs dans M(E). 
Pour cette topologie, une suite (m,) E M(E) converge vers A si et settlement si 
(m,, l)+ t-00. Ainsi, la convergence vers A peut se faire selon une infinite de 
directions, l’ensemble des directions etant isomorphe a p(E), et A est identifie a 
{+co} x 9(E). En particulier, si f~ B++(E), (A,f) = +CO. 
Dans l’espace des trajectoires 0 = D( [0, +a[; Md (E)) on considtre le sous-espace 
D; forme des trajectoires cad-lag ‘tutes’ et envoyees en A CI leur instant de mort 5. 
D+ est muni de la famille de tribus canoniques (9,),z0. 
5 est un temps d’arrgt pour (9,)) de mcme que la suite (7,) de temps de 
‘localisation’ d&finis sur D+ par 
r,(m) = 1 inf{tGn, Ilm(t )I1 z n) si cet ensemble est non vide, n sinon. 
Le temps de mot-t { des trajectoires des PBM que nous ttudions est le minimum 
de 2 temps d’arrct T, et pi. 
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Nous definissons sur Md (E) la topologie introduite par Watanabe (1968) rendant 
l’application p suivante continue: 
P : [O, +a1 x B(E) + Mi(-w, 
(hP)+ d 1 
A.p si A<+a, 
sinon. 
Le temps r,, temps d’explosion, est caracterise par 
1 
t si llmGYm)Y)ll =+m, 
7, = 
+oc sinon. 
I1 est previsible par construction puisque c’est la limite des r,, sur l’ensemble oti 
ceux-ci sont strictement croissants. 
Le temps TV, temps de ‘mort subite’, est defini par 
ri = 
1 
5 si Ilm(5(m)-)ll<+m, 
+co sinon. 
Ce sera la partie totalement inaccessible de 5. 
Toute sous-probabilite Q sur M(E) peut ttre Ctendue en une probabilite sur 
Ma(E), en posant Q({A}) = 1 - Q(M(E)). On plonge ainsi de fagon naturelle 
M,(M(E)), l’ensemble des sous-probabilites sur M(E), dans p(M,(E)). 
1.3. D&nition d’un PBM 
Un PBM est un processus de Markov homogbne dans le temps, a trajectoires c&d-1ig 
dans M(E), ayant A comme trappe et satisfaisant la proprie’te’ de branchement, i.e. 
l’additivite par rapport a la condition initiale: 
La loi d’un PBM de mesure initiale m, -t m, est igale ci la loi de la somme de deux 
PBM inde’pendants de me*me probabilite’ de transition que le premier mais initialisks 
respectivement en 172, et en m2. 
Nous utilisons la caracterisation suivante, en terme de fonctionnelle de Laplace: 
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Proposition 1. Soit (0, S,, X,, f; P,) une realisation cad-lag d’un processus de 
Markov a valeurs M(E), oti 5 est le temps de mort; si, pour tout m E M,(E), 
(PBO) Er,,,(exp-(X,,f)) = exp-(m, LJrf) pourfE B++(E), 
06 U, est un semi-groupe non lineaire appele cumulant tel que U,( B++( E)) c B++(E), 
alors X est un PBM et ve’rifie de plus: 
(PBl) Et~,,,(lf,~~) exp-(X,,f)) =exp-(m, LJ,f) pourfE B++(E), m E M(E). 
Preuve. GrBce a la propriete de Markov, il suffit de verifier la proprittt de branche- 
ment sur la loi du processus pris a tout temps t fix& Mais alors, l’additivite par 
rapport a la condition initiale est Cquivalente a la propriete de multiplicativite des 
fonctionnelles de Laplace par rapport a la mesure initiale. Un processus satisfaisant 
(PBO) verifie cette propriete puisque 
exp-(m,+m2, u,f)=exp-(m,, u,f)exp-(m,, u,f>. 
D’autre part, I’hypothese de stabilite de B++(E) par U, entraine que A est bien une 
trappe car A integre les fonctionsf de B++(E) en donnant (A,f) = +a; ainsi (BPl) 
peut se deduire facilement de (BPO). 0 
1.4. Exemples 
(I) Dans le cas particulier oh E est reduit a un point, c’est a dire ou le generateur 
infinitesimal de la diffusion sous-jacente est nul, X, est alors un processus de 
branchement a valuers dans R,. Jirina (1958), Kawazu et Watanabe (1971) ont 
prouve par le thtoreme suivant que la propriete de branchement, et un peu de 
rtgularite a priori sur les trajectoires, caracterisaient completement la loi du pro- 
cessus: 
ThCorGme 2. Soit 9 = (0, %,, Yr, PV, 5) un processus de Hunt positif de temps de 
mort 5 = inf{ t, Y, = +a}. 9 est un processus de branchement si et settlement si son 
semi-groupe cumulant u, defini par 
E,,(exp-kY,)=exp-(y,(k)), y>O, k>O, 
satisfait l’equation non lineaire 







La fonction R determine de faGon unique les coejicients a, b, c et la mesure V. 0 
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Exemple 3. R(z) = -$cz’. La solution de E(R) est la fonction u,(z) = z/( 1 +&zt). 
Le processus Y, est conservatif; c’est le carre d’un processus de Bessel de 
dimension 0 et il satisfait done l’equation stochastique 
dY, =&Y, dB,, YO=y, 
oii B est un mouvement Brownien construit Cventuellement sur un grossissement 
de l’espace. 
Exemple 4. R(z) = -zI+~, 0</3 < 1. R(z) s’ecrit aussi 
K 
i 




I+0 = K 
+O” (em’* -l+~hl~~~~~~~)A~~~~*~ dh-KZ//? 
ce qui donne: 
a=c=O, .(dA),B(p+l) A- 
r(l -P) 





+“(e-^-l+A)A- (‘+*)dA =r(l-/3)//I(p+l). 
0 
Dans ce cas, le processus de branchement associe admet des moments finis d’ordre 
(Y si et seulement si cr < 1 + p. En particulier son esperance est finie mais sa variance 
infinie. 
Exemple 5. R(z)=zP, 0</3<1. Alors 
02 R(z) = -y 
I 





a=c=O 3 Y -1 = (l-e~A)A~(Pt’)dA =T(l-p)/p, 
P 
V(dA)=r(l-P) A-‘8+“dA et b=p/(l-p)r(l-p)>O. 
Le processus de branchement associe n’admet des moments finis que d’ordre 
strictement inferieur a /3; en particulier, son esperance est infinie. 
(II) Quand E est un espace fini de cardinal d, un PBM est en fait un processus 
de branchement a valeurs (rW+)d. Ryzhov et Skorokhod (1970) ont explicit6 la forme 
necessaire du cumulant associe. 
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(III) Dans le cas d’un espace E non fini, l’on ne connait pas la forme necessaire 
du semi-groupe U, pour qu’il soit cumulant d’un PBM. Dans le paragraphe suivant, 
nous dehnissons la large classe de PBM consider&, qui generalise celle introduite 
par Watanabe (1968, p. 153). 
1.5. La classe (%) 
Dkfinition 6. Soit A le generateur infinitesimal faible d’un processus droit sur E, 
de semi-groupe associe S, sur B(E), et de domaine 9(A). 
Soit, de plus, R(x, . ) une famille de generateurs de cumulants de processus de 
branchement reels, definie sur IQ+ par 
R(x, z) = a(x)+ b(x)z -+c(x)z’- 
I 
(epzA - 1 +~hl~~<,,~,)~~(x, dA). 
IO, 4 
Nous supposerons que: 
- les fonctions a, b, c appartiennent a B(E); 
- les fonctions a et c sont positives; 





et est suffisamment rtguliere pour que x + R(x, z) soit borelienne bornee, et 
z + R(x, z) soit continue, uniformement par rapport a x. 
On suppose qu’il existe une unique solution U, Q l’tquation integrale 
E(A, R) UY= Stf+ ’ S,-.sR( W) ds, J Uo=fe B++(E), 0 
oh R(f)=R(.,f(.)),ayant lartgularite: Vf~l3+(E), (t,x)+ UJ(x) estbimesur- 
able, U,(B++( E)) E B++(E) et, pour f~ B++(E), suprsr 11 UJII < +a. 
La classe (Y) est la classe des PBM dont le semi-groupe cumulant est solution 
dune equation de type E(A, R). 
Remarques. - Si l’on veut donner un sens a E(A, R) pour des fonctions f de signe 
quelconque, il suffit de prolonger z + R(x, z) par 0 sur [w-. 
- Les hypotheses de regularit& sont don&es sur la fonction R directement et non 
pas sur la mesure v car, dans la pratique, c’est R qui apparait et non sa dtcompo- 
sition. 




L’objet principal de cet article n’est pas de prouver des theorbmes d’existence de 
PBM tres gentraux mais de mettre en evidence des proprietes de martingales 
satisfaites par une tres large classe de PBM. Pour leurs constructions, nous renvoyons 
le lecteur a Watanabe (1968), Dynkin (1988) ou Fitzsimmons (1989, Theo&me 
ILll), dans les cas suivants: 
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Watanabe utilise la structure topologique de l’espace E en se placant sous des 
hypotheses de Feller pour A et de continuite pour les coefficients a, b, c de la 
fonctionnelle R. 11 considere les mesures v de la forme V(X, dh) - a(x)v(dh), oti 
(T E C(E). Nous verrons dans la partie 2 que ces hypotheses de regularitt du 
processus de Markov sous-jacent au PBM (i.e. associe a A) ne seront pas necessaires. 
C’est ce qu’avait remarque Dynkin puis Fitzsimmons en affaiblissant les 
hypotheses sur A, c’est-a-dire en le prenant generateur d’un processus droit sur un 
espace E lusinien quelconque. Cependant, ils ne considerent que le cas ou la 
fonctionnelle R est localement lipschitzienne, i.e. quand le PBM n’explose pas, ce 






Recemment Le Gall (1989) et Le Jan (1989) ont exhibe des constructions trajec- 
torielles de certains PBM, et Dynkin (1990) generalise sa construction precedente 
au cas de processus spatialement inhomogenes. 
2. Une martingale exponentielle et ses Cquivalents 
L’on constate, d’apres la forme de la fonctionnelle de Laplace d’un PBM, que son 
semi-groupe laisse globalement invariant l’ensemble des fonctions exponentielles: 
m + exp -(m,f), f~ B++(E). Ces fonctions dtfinies sur l’espace M(E) sont d’une 
importance primordiale. Ainsi, dans le thtoreme fondamental 7, nous demontrons 
qu’un PBM de la classe (%‘) est caracterise par une martingale exponentielle, dont 
nous deduisons toutes les informations sur la regularite de ses trajectoires; de plus, 
de facon Cquivalente, le PBM est exhibe comme solution d’un probleme de mar- 
tingales. 
Certaines de ces techniques de calcul stochastique ont deja ete utilisees dans 
Roelly (1986) pour traiter le cas simple continu; la formulation martingale exponen- 
tielle apparait dans Ethier et Kurtz (1986) pour des PBM sans explosion. 
La difficult6 lice a l’explosion eventuelle en temps fini du PBM est resolue en 
definissant le processus sur un ensemble aleatoire 4, limite des fermes aleatoires 
[0, r,,] oti T,, sont les temps d’arrGt de localisation. 
Precisement, en reprenant les definitions donnees dans l’introduction, l’intervalle 
4, note [[0, 511, est ouvert sur I’ensemble oh la suite 7, croit strictement vers le 
temps d’explosion T,, et est ferme sur l’ensemble on r,, est stationnaire et Cgal, a 
partir d’un certain rang, au temps imp&visible Ti. 
En suivant la definition de Jacod (1979, p. 158), nous dirons qu’un processus Z, 
est de type 9 sur l’ensemble altatoire 4 si, pour tout n, ZrnT,,, est de type T. Ainsi, 
par exemple, les objets qui Ctaient des martingales dans les modeles sans explosion, 
sont, dans notre contexte, des martingales sur l’ensemble aleatoire I<. 
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2.1. Le theortme principal 
Le th6orkme qui suit sera dCmontrC sous les hypothkses minimales sur A, g savoir 
que c’est le gkkrateur faible du semigroupe S, (si f E 9(A), (Stf-f)/t converge 
ponctuellement vers Af quand t tend vers 0, tout en restant borni). On supposera, 
de plus, que 9(A) est une algkbre. 
ThCoritme 7. Soit X un processus chid-l&g sur (0, %,, P) ci valeurs M(E) ayant A 
pour trappe et 5 pour temps de mort. Soit aussi U, solution sur [0, T], T > 0, de 
l’equation E(A, R). 
Alors les quatre conditions suivantes sont equivalentes: 
(1) ‘ilf~ R++(E), l~r<i) exp-(X,, U-,_,f) est une martingale sur [0, T]. 
(2) vf~ g(A)++, 
K(f) = exp - (X,,f) - 
( I,: 
(X7, Af+ R(f)) ds 
> 
est une martingale sur l’ensemble aleatoire [[0, 511. 
(3) (i) kx, ,I)(+m~~fi~t~- I:’ (X,, a) ds est une martingale. 
(ii) Soit fi(ds, dv) le systeme de Levy du processus X i.e. une mesureprevisible 
2 
sur R+ x A(E) telle que C l~d~,~O~l~.~<~}~(.~,a~,, (ds, dv) - N(ds, dv) soit une mesure 
martingale. 
Alors le support de fi est contenu duns IW+ x M(E) et pour tout 4 2 0, 
44s, v)fi(ds, dv) = jot ds I, X,(dx) I,,,,m, 4x2 dA)4(s, A&L 
d’ou %(ds, dv) = ds N(X,, dv) oti 
I 




(iii) Pour toutfE 9(A)+, 




+ ((X.w Af+ bf) -(XC ,f)(Xs, a)) ds 
0 
oti M:(f) est une martingale locale continue de processus croissant sFi (X,, cf2) ds 
et My(f) est une martingale locale purement discontinue. 
(4) Soit G une fonction rkelle %‘* ci support compact et f E 9(A)+, 
IA< 
h,<,~G(W,,f >) - (G’(W,,f ))K, Af + bf) 
++“((JLf))W,, cf*)- G(GC,f >)(X, a)) ds 
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-Jo*” (xs-, I,,,..., 4  ,dh)(G((X,-,S)+Af(.))-G((X,~,f)) 
-GYM-,f)M. )l~o<& ds 
> 
est une martingale locale. 
Preuve. (l)*(2) Prouvons d’abord que pour toute fonction f de 9(A)+‘, 
fAS 
Y, = &Cl exp-(X,,f)+ 
I 
(X, Af+ R(f)) exp-GLf) ds 
0 
est une P-martingale. 
Cela revient a prouver que l’expression 
E(l,k<,, exp-(X,,f)), BE %, ~4 4 
est une fonction de classe %’ en t, et de derivee continue bornee 
-E(l,l,,<,l (X,,A&exp-(X,,f)) (on note A,=A+R). 
Montrons dans un premier temps la derivabilite a droite de 
t+ E(lB&,, exp-(X,,f)): 
D’apres la propriete de martingale (l), 
F-‘E(lB(l (t+F<i~ exp -(X,+,J- k4 exp-(XJ”))) 
=E-‘E(1 1 B fr4exp-(X,, WFexp-(X,,f)). (*) 
Pour utiliser un theoreme de Lebesgue domint et passer a la limite sous l’esperance, 
nous montrons que l’expression D’(m) definie pour m E M(E) par 
DF(m)=eP’(exp-(m, UJ)-exp-(m,f)) 
est uniformement born&e en m. Or 
D’(m) = Cl exp-(m,f)(exp-(m, W-f)-1). 







sKT(f)t (K=(f), constante dependant de f). 
Cette derniere inegalite provient des hypotheses de bornitudes de U, explicitees en 
fin d’introduction. 
Mais f appartient aussi a B++(E), done est minoree par K > 0, ce qui implique, 
pour E assez petit: 
ID’(m)(~eXp-K(172, I)&-‘(eXp K,(f)&(m, 1)-l). 
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Cette derniere expression, en tant que fonction de (m, l), est effectivement bornte 
sur R, uniformement en E. D’oh l’on deduit que (*) admet une limite quand E tend 
vers 0 par valeurs superieures. Un raisonnement similaire serait valable quand F 
tend vers 0 par valeurs inferieures, ce qui prouve que f + E( 1 BII,<if exp - (X,,f)) 
est derivable. 
I1 reste A expliciter la derivte a droite: 
D’(m) = Y’ exp-(m,f)(exp-(m, LJJ-f)-l) 
=E-’ exp-(m,f) exp- SF-AN W7 -R(f)) dr 
> 
Le premier terme du membre de droite converge, quand E tend vers 0, vers 
-exp-(m,f)(m,A~)=-exp-(m,f)(m,Af+R(f)) 
et le deuxieme membre tend vers 0 grBce a l’hypothese faite sur le module de 
continuite de la fonction z + R (x, z), uniforme en x. 
On conclut par le theoreme de Lebesgue domine 
lim cPIE(l~(l~r+p<i~ exp-(X,+,,f)-l~,,i~ exp -(X,,.I?) 
F’O 
= -E(lBl{,<,] W,, &f) ew - (L.0). 
On notera que la fonction sous l’esperance est bornee, et que la dtrivee ainsi trouvee 
est continue en temps. 
Le processus V, - exp j> llsrgI(Xr, A& d s est un processus a variation finie sur 
l’ensemble aleatoire [[0, 511, car 
(X,, 1) ds G nt et V,,,, S eK”‘. 
On peut alors appliquer la formule d’Ito a la semimartingale Z, = lfl<i) exp -(X,,f) 
et au processus V, sur les intervalles [0, r,]: 
I 
1 A T?, 
I 
,ATn 
ZA,, VA,” =zovo+ -5 d K + V, dZ,. 
0 0 
Puisque 
dK = K(X,, &.171+,j ds et dZ, = -Z,(X,, &.!311,,,~ ds+dK 
oh IV’ est une martingale locale, alors Z,V, est une martingale locale sur l’ensemble 
aleatoire [[0, ((1. 
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(2)+(3) Montrons d’abord que H,(O) est aussi une martingale sur l’ensemble 
alCatoire [[O,l[[: 
Soit K un rCe1 strictment positif et BE py, 
E(~s exp-(X,..z, K)) = E(~B exp-(X,..,,, K)) 
(I 
’ A Tn 
-E l&L ARK) exp-(X,, K) du . (**) 
s A 7. > 
ARK &ant une fonction bornke, et la masse de la mesure X, Ctant bornCe par n sur 
[0, T,[, on peut faire tendre K vers 0 dans le deuxicme terme. 
D’une part, exp-(X,..n, K) croit vers l1(x,,,,,, )<++. Mais 
lw,,,“,,,=+,) = l{rnr,=i). 
D’autre part, R Ctant continue en 0 uniformkment en x, 
km, &K-&O) exp-(m, K>I = I(? R(K)- R(0)) exp-(m, K)I 
s(m, 1) eXp-(WI, K)&(K) 
avec 
lim E(K) =o, 
K’ll 
d’oti 
lim K+Orm,;;yG+ km,&-&O)exp-(m, K)I=O. 
Done 1’tgalitC (**) ci-dessus devient 
11 reste A passer A la limite en n; or 
~{SA7,<~~tA7,}~{S~~~t}~~{T,~~}~{S~~~t}~{~~T~}, 
n n 
oti 7i est le temps de mort totalement inaccessible dtfini dans l’introduction. 
(Rappelons que {t = Ti} = {(Xc-, 1) <-Cm}.) D’oh 
E(l~,<,,,~l,,=,~l.) =E 
Cela prouve que la projection duale prkvisible associke au processus croissant 
inttgrable 1~5~,11~e=,,~ est jAA5 (X,,, a) du. 
Prouvons maintenant (ii): Pour f~ B++(E), soit ZE’* dkfinie par 
N. El 
Dans le cas t~l, 
(2Tr,,f) = +m. Cela 
n et t. 
Done 
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on a deux possibilites: 5 = ri et (%‘,,f) < +CO ou bien 5 = r, et 
entraine que les mesures ST?,:,.,, sont des mesures finies pour tout 
%(.f)-exp-W,J) 
=1{,4 exp-W,,f)+ lir4 exp-W-,f) 
est une semimartingale sur l’ensemble aleatoire [[0, (11, continue a gauche en l, de 
decomposition 
d%(f) = -Ij,<JW)(Xt, &f-a) dr+dM: 
oti MF est une martingale locale. 
L’on peut obtenir aussi une autre decomposition de S,(f) en appliquant la formule 
d’lto a la semimartingale (X,,f) sur l’ensemble aleatoire [[0, <II: 
d(~,,,f)=dV,(f)+d6,(A~,,f)I,,,,,~,r.),~,,r.,,,+dM~(f)+dM~(f) 
oh 6, est la mesure de Dirac en t, MT(f) est une martingale locale continue de 
processus croissant note C,(f) et M:(f) es une martingale locale purement discon- t 
tinue sur l’ensemble aleatoire [[0, 511. 
Par la formule d’Ito sur l’ensemble [[0, CII, 
d%(f) = -S(f) d(%,f)+t~~Af) dC,W 
+~,,(f)(exp-(A~,,f)-I+(A~,,f)) d& 
=Wf)(-dv,(f)+$ dC,(f) 
+d&(exp-(A%,:,.+ I +(A~,,f)IclcJx,,r.,~~~~.lll,)) 
-~,~(f)(dMT(f)+dM~(f)). 
Le processus 
-%W = ~,~(f)(exp-(A~~:,f)-(A~,:,f)l~l~-lx,,r,~c~~,~11~) 
est localement integrable sur t < 7,. Le compensateur previsible de C,,,A,,, &lfax,+o) 
s’exprime a l’aide de la mesure de Levy de sauts du processus X,, par 
I 
’ n in 
l+&xf) 
0 i 
(exp-(xf- 1 +(V,f)l~l(v,.f),<llfll))~(dS, du). 
.M p{O) 
Nous pouvons maintenant identifier dans les deux decompositions 
-1 r,<$W-1(X,, &J-a) dt 
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De plus, le processus (X,, A,J- a) est integrable en s sur l’intervalle [0, t A T,,] et 
Considerons maintenant les fonctions if, K E R,. K + jFTfl (X,, AR( of) - a) ds a la 
forme d’un generateur de cumulant de processus de branchement reels au sens du 
Theoreme 2. Le risultat d’unicite nous permet d’identifier les coefficients et les 
mesures de Levy dans les decompositions ci-dessus 
J 
,hTH 
(K, &(~f) - a) ds 
0 
x(exP - Kf(X)h - L+ l~~<h<llf,l,.f(x)~Kf(X)A) 
=K~~~,~(f)-IK’c.,,,(f)-I”“’ J fi(ds, dv) 
0 “a(E)-{01 
pour tout K e lR+, entraine que 
’ n T1, 
C,,,,(f) = J 
* A 7,x
(X, cf*) ds, v,.,,(f) = J K, Af+ bf) ds 0 0 
et, pour @ fonction bortlienne positive sur R, x R, 
I,:*” ds I, X,(dx) j-_ 4x3 dA)@(s, A%(f)) 
t n i,, = J J fi(ds, o)@(s, (x0)0 ~M(E)HOI 
d’oii, fi(ds, du) = ds N(X,, dv) oii 
J cp(u)N(m, dv) = JJ ~(A&)m(dx)4x, dh). E 10,=x 
Cela signifie que les sauts de X d’une part appartiennent p.s. a M(E), c’est-a-dire 
sont des mesures positives, d’autre part, se ‘scindent’ entre sauts de la masse et 
sauts du support, ceci se lisant sur la forme de la mesure N. 
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De plus, nous en deduisons qu’un saut du processus X, est obligatoirement un 
saut du processus de sa masse (X,, 1) car 
I 
I,,, +orN(m, dn) = 0 
eJ li,,au,,=o,&ds, dv) = ll,,O,m(dx)v(x, dh) = 0. 
Exl%=x 
Done l’ensemble des temps oti la masse du saut de X est plus grande que 1 est un 
ensemble fini qui peut servir comme reference, independant de la fonction test f; 
dans la decomposition des semimartingales (X,,j). C’est desormais celle-ci qui sera 
utilisee. 
Finissons la preuve de (iii); par definition de %‘,, 
1, rhT.<<)(XfnTn 9 f)=(~,:n,.,f)-(X~-,f)l~7,~ln7,,) 
=(%,A,,, j)-[‘A7” (X,T, a)(X,T,f)ds+une martingale. 
0 
Nous avons ainsi obtenu la decomposition de (%‘,,f). 
Pour s’affranchir de l’hypothese que f est minoree par un reel strictement positif, 
il suffit de remarquer, en comparant les crochets de l{,,,)(X,,f+g) avec ceux de 
(Xl,_0 et (X,, g), f; g E C++(E), que 
((dW(f), dW(g))) = I,, i&X,, cfs) dt. 
On en deduit aisement que 
I,1 ..,,<ir((X,,,~,f)-(X,,,,, g))= IlrhT,~<5)(Xrh7.,f-g) 
verifie (iii). 
(3)+(4) Soit G une fonction reelle de classe %‘a, nulle a l’infini, et fE 9(A)++. 
Par la formule de Ito appliquee a 2, sur l’ensemble aleatoire [[0, 511, 
G((g,:,f)) = G((X&-))+ 
I 
rni 




+; G”((~J)) d(X,,f)) 
0 
+o<;<t lI,<,,(G((%“,,f)) - G(W-,f)) - WW-,f))WW)). 
Or 
l~,<,~G((X,f)) = G((,fC:,S)) - G(W-,f))l~,e 
I 
(A5 
= G((Z,,f)) - G(W-,.f‘)Ws, a> ds 
0 
+ une martingale locale sur l’ensemble aleatoire [[0, 511. 
254 N. El Karoui, S. Roelly / Processus de branchement ti valeurs mewres 
On obtient ainsi le rtsultat souhaite: 
I 
r&i 
lt,<,tG((X,,f)) - (G’((X,,f))(X,, Af+ W 
-I,:‘+ il”,w(l 
+tG”((X,,f))(X,, cf2>- G((X,,f))(Xw a)) ds 
v(., dh)(G((X.\m,f)+U-( *)) - G((X,m,f)) 
-G’(W~,f))V(. )lw,izs,) ))ds 
est une martingale locale sur [[0, 511. 
(4)=3(l) Nous utilisons le lemme suivant d’Ethier et Kurtz (1986, p. 176). 
Lemme 8. Soit f( t, x) une fonction continue born&e sur R, x E telle que, pour tout 
(t,x)ER+xE, f(t;)&(A)++ et t+AT(t, x) soit continue, f( ., x) E C~(lR+) et 
x + (af/at)( t, x) soit duns 9(A). Alors, pour toute fonction G rkelle (emi, 
-G’((X,~,J))A~(.)l,,,,,,) ds 
>> 
est une martingale locale. 0 
Preuve du Thborkme 7 (continuation de (4)+(l)). Introduisons la notation A= 
a/at+A; alors, si f E 9(A)++ et U,f est solution de l’equation E(A, R), 
A’( U,_,f) + R( UT-J) = 0. 
Pour appliquer le Lemme 8 aux fonctions i( t, x) = U,_,f(x) et G(x) = exp -x, on 
remarque qu’il est facile de s’affranchir de l’hypothese: x + (aT/at)( t, x) E 9(A). Le 
lemme reste vrai si (aT/a t)( t, * ) est juste mesurable. 
Ceci prouve (1) pour fE 9(A)+‘. 11 reste a generaliser la propriete de martingale 
exponentielle a toutes les fonctions boreliennes positives. Pour cela, l’on constate 
que l’ensemble des fonctions sur E telles que, pour tout temps d’arret 2+< T, 
exp-(X,, UT_&) est une version mesurable de E(l,,,,, exp-(X,,f)lg*), est un 
ensemble stable par limite monotone, par produit (9(A) est une algebre) et qui 
contient 9 (A)++. Par le theoreme de classe monotone, toute fonction borelienne 
positive appartient done aussi a cet ensemble. 
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On conclut en remarquant que t + (X,, U,_,f), pour fE B++(E), est optionnel 
et done exp - (X,, U,_,f) est la version continue a droite de la martingale exponen- 
tielle. 0 
3. Quelques applications de la formule exponentielle 
Les deux corollaires suivants se deduisent immtdiatement du Theoreme 7: 
Corollaire 9. Le processus X admet des trajectoires continues dans M(E) si et 
seulement si la mesure u( . , dh) est identiquement nulle. 0 
Corollaire 10. Le processus X admet un temps d’explosion pre’visible (5 = 7,) si et 
seulement si la fonction a est identiquement nulle. 0 
La formulation martingale exponentielle (1) permet d’obtenir simplement l’unicite 
des solutions du probleme de martingales (4): 
ThCorGme 11. I1 existe au plus une probabilite’ P sur l’espace canonique 
0=D(lQ+,M,(E)) telle que, pour mEM(E) et feB++(E), P(X,,=m)=l et 
lftCi} exp-(X,, u,-f) soit une P-martingale sur [0, T]. 
Preuve. I1 suffit de montrer que les fonctionnelles de Laplace des distributions 
finies sont determintes de facon univoque. Or, pour tout O< t, <. . . < t, et 
fi, . . . ,fn E B++(E), 
“f=fl+ u,2--l,K+ u,,-,,(* . .+ u-r,,_,.L))- 0 
Remarque 12. La formulation probleme de martingales d&rite dans l’enonce (4) 
du Theo&me 7 sert a construire les PBM comme limites de processus ponctuels 
appeles branchements spatiaux, eux-mtmes solutions de problemes de martingales; 
cf. Roelly (1986) dans le cas R quadratique, Ethier et Kurtz (1986) quand R est 
lipschitzienne. 
Remarque 13. Quand l’espace E est localement compact, l’on peut construire des 
PBM a valeurs mesures a-finies en explicitant une correspondance bijective entre 
PBM a valeurs M(E) (pour lesquels la fonction 1 est integrable) et PBM a valeurs 
dans un espace de mesures avec poids (pour lesquels une fonction 4, poids de 
reference, joue le miZme rBle que la fonction 1 prtcedemment). Cela se base sur le 
fait que le semi-groupe fiJ defini par fi,f = 4-l U,(&) est encore un cumulant, et 
utilise la caracterisation (2) du Theoreme 7. 
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Ainsi, quand l’on veut travailler avec un PBM ayant pour valeur initiale la mesure 
de Lebesgue sur E = aBd, on peut prendre 4 = &, dtfinie par 4,(x) = l/(1 + Ix[*)~‘*, 
x E Rd, avec p > d. Le PBM construit est alors a valeurs dans l’espace de mesures 
iW,={m~JU(R~),m(dx)/(1+~x~~)~M(R~)}.1 scoe (1986) s’est le premier interesse 
a cet espace et a construit, par d’autres techniques, des PBM particuliers a valeurs 
dans Mp. En particulier, il prouve l’estimation clef: 4,’ I!J,~, E B++(lRd). Voir aussi 
Dynkin (1988) ou Perkins (1988). 
3.1. Un theoreme de Girsanov 
Dawson (1978) decrit une classe de processus obtenus grace a un theoreme de type 
Girsanov a partir des PBM continus. Ce sont des processus de branchement a 
valeurs mesures comprenant un terme interprttt comme de l’immigration. 
Nous montrons ici que la classe (%) est stable quand l’on multiplie la probabilite 
de reference par une densite de type martingale exponentielle. 
Proposition 14. Soit P,,, la loi d’un PBM associe’ ti l’eqquation E(A, R), satisfaisant 
ri la Definition 6. Si tin B+(E), et C, est definie sur l’ensemble aleatoire [[0, 511 par 
C, = 5: (X,, a) ds, alors la probabilite Q,,, definie sur les tribus .!F;..,, par 
Qm = f&,,,(g) exp- CAT,, . Pm, gEg++(A), 
oti H,(g) a et.5 definie dans le Theoreme 7, est la loi d’un PBM associe’ ci l’equation 
E(A, I?), ozi l? a pour coeflcients 
&(x) = a(x), 
b”(x) = b(x)-c(x)g(x)+ 
I. 
lo ,lh(e~“P’“‘-l)v(x,dA), 
E(x) = c(x), 
C(x, dA) = e-““‘“’ v(x, dh). 
Preuve. Par la formulation (2) du Theo&me 7 il est clair que H,( f + g) est une 
martingale sur l’ensemble altatoire [[0, tll, pour f E 9(A)++. Mais 
H,(f+g)=exp- (X,,f)- (X,,Bf)ds H,(g)exp-C, 
( ld > 
Oii 
Bf=(A+R)(f+g)-(A+R)g+d=(A+I?)f: 
11 reste alors a verifier que I?(x,z)=R(x,z+g(x))-R(x,g(x))+ii, ce qui est 
clair. 0 
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Corollaire 15. Le temps de skjour jusqu’d l’instant t du PBM X, dt;Jini par 5; X, ds, 
a pour fonctionnelle de Laplace: 
oti fi,O- ti, est solution de 
I 
I 
u”, = S,_,(R(t?,)+d-a) ds. 
0 
Preuve. La Proposition 14 reste valide quand g = 0. On a alors 
I?(x, z) = R(x, z)+ a(x) - a(x). 
En utilisant la caracterisation (1) du Theoreme 7 de la loi Q,,, d’un PBM, on obtient 





li,<~lexp-l:(X.,o)ds) =exp-(m, fi,O>, 
oh U,O- ~2, est solution de 
u”, = S,_,(R(17,)+d--a)ds. 0 
Pitman et Yor (1982a) ont ttudie exhaustivement le cas des processus de branche- 
ment a valeurs lQ+, car& de processus de Bessel, et en particulier l’utilite de ces 
thtoremes de type Girsanov. 
Plus generalement, la proposition 14 permet de calculer facilement des lois de 
fonctionnelles lineaires de PBM comme le temps d’occupation ou les ‘temps locaux’, 
et les equations d’tvolution non lineaires associees; cf. le Theo&me 6 de El Karoui 
(1984) demontre par ces methodes; voir aussi Iscoe (1986), Dynkin (1988) ou Adler 
et Lewin (1989) dans des cas particuliers. 
4. Une reprksentation de L&y-Khintchine des PBM 
11 decoule directement de leur definition que les PBM sent, a temps fix& des mesures 
altatoires infiniment divisibles. Leur decomposition de Levy-Khintchine fournit des 
informations sur leur structure globale (par ex. comportement asymptotique en 
temps, Wakolbinger, 1989) ou locale (par ex. decomposition en amas, utile dans le 
calcul de la dimension de Hausdorff du support). 
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L’Exemple 3 montre que l’on peut calculer explicitement la mesure canonique 
de la projection a temps fix6 de certains processus de branchement a valeurs R,. 
Dawson (1978) donne la representation canonique, a temps fixe, du PBM dont 
la diffusion sous-jacente est brownienne et la fonctionnelle R est quadratique. Nous 
la rappellerons ci-dessous en precisant son interpretation poissonnienne. 
Notre propos est de gtneraliser ces resultats a la classe (%) et, de plus, en 
remarquant que les PBM sont aussi des lois de processus infiniment divisibles sur 
l’espace des trajectoires a valeurs mesures, d’obtenir une representation poisson- 
nienne non seulement pour les mesures aleatoires a temps t fixt, mais aussi pour 
les PBM en tant que processus. 
Les resultats recents de Dawson et Perkins (1991) permettraient d’obtenir, par 
projection, le (i) du Thtoreme 17 qui suit. Rappelons ici les outils qui nous servirons. 
Si Q est un Clement infiniment divisible de M,(M(E)) -{O}, sa fonctionnnelle 
de Laplace L, admet une unique decomposition de De Finetti de la forme 
(1-e-‘“*“)N(dm) , f~ C++(E), 
M(E)-_(OI 
06 exp- K = Q(M(E)), (Y appartient a M(E) et N(dm) est une mesure de Radon 
positive sur M(E) -{0} telle que, pour tout f~ C++(E), 
I M(E)-(O) (l -ep 
‘m’f’)N(dm) < +co. 
La decomposition de De Finetti de L, a encore un sens quand f n’est que 
mesurable bornee positive (en utilisant un argument de type classe monotone); dans 
ce cas, le cumulant associe a la fonctionnelle de Laplace L, et defini par V(f) = 
-log LQ( f) satisfait 
V(f)=K+(a,f)+ (l -e- ‘“2n)IV(dm), f E B++(E). 
La constante K peut &tre incorporee dans la mesure IV, comme masse du point A. 
Dans le cas des PBM, on a done 




dont l’interpretation est la suivante: 
Soit 7: une mesure de Poisson d’intensite Q,(x, .) sur M,(E) -{O}. Alors le PBM 
de mesure initiale S, et de cumulant U, a mtme loi que la somme de la mesure 
deterministe a: et de la moyenne de n-F, 
(Pa ) 
x, =‘ a$+ w:(du). 
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Examinons le PBM associe au cumulant U, solution de I’equation E(A, R(x, z) = 
--yz2). D’apres 1’Exemple 3, U, test6 sur les fonctions constantes z E lQ+, verifie 
VXG E, U,z(x)= u,(z)=z/(lS.yzt); 
la mesure canonique associee q,, image de la mesure 0,(x, . ) par l’application de 
M(E) dans IR,: II + (v, l), satisfait 
q,(dh) = (-~t)-~ epA’yr dh. 
Done 0,(x, M(E)-(O))= q,(Iw+) = l/yt est fini et il est aise de montrer que l’on 
obtient la representation 
(Y,,’ ” (P,,,) ” 
m 
77, = c 6,q.t et X, = C C$,’ 
i=l ,=, 
oii v est un nombre poissonien de parametre (m, l)/-yt, C:i sont des mesures 
aleatoires independantes de loi Q((x, du)/Q,(M(E)-(0)) = rtQ,(x, du), et 2, sont 
des variables aleatoires a valeurs dans E equidistribuees suivant la loi m/(m, l), 
toutes ces variables etant independantes entre elles. 
Remarquons ci-dessus le r61e specifique de la masse (m, 1) de la mesure initiale 
m. En effet, si l’on decompose m en: m =(m, l)m’, m”E Y(E), la variable poisson- 
nienne v peut s’ecrire aussi N,, oh K = (m, 1) et N est un processus de Poisson sur 
[w, de parametre l/ yt; nous obtenons alors: 
Nous generalisons maintenant ces resultats en montrant dans le Theoreme 17 que 
X a m&me loi que la moyenne d’un processus de Poisson nm sur l’espace des 
trajectoires IEJ(~W+, M (E) - (0)). Nous mettrons en evidence l’hypothese sous 
laquelle la mesure deterministe a* s’annule. 
4.1. Reprhentation en amas d’un PBM 
Dans la proposition suivante nous montrons que les mesures canoniques 
(C&(x, .)),.,“E &+(M,(E) -{O}) associees a un PBM de la classe (%) sont une 
famille de lois d’entree pour le processus de branchement tue quand sa masse 
s’annule. 
Proposition 16. Soit X un PBM de la classe (We) de cumulant U, associk ci E(A, R); 
on suppose que, pour tout t > 0, x E E, lim,,,, U,z(x) < +CO. Alors: 
(i) ZZ existe une famille de mesures$nies sur MA(E) -{O}, (Q,(x, du))l,O,xtE, qui 
intt?grent la fonction Cc, dkjinie sur M3 (E) par 
$(v) = 1 -exp-(u, l), 
et telles que 
(1 -exp-(xf))Q,(x, do). 
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(ii) Le noyau Q,(x, dv) peut gtre obtenu sur M( E) comme la limite, pour la topologie 
vague, quand E tend vers 0, de la suite de mesures (l/&) I7;(&,, dv), oti IIT est le 
semi-groupe du processus X tue’ ci T”, premier temps d’atteinte de 0, d$ini par 
C+(m) = EP,(~(X,)1~1<T”~1~,<5)). 
(iii) (Qdx, dv)),,o est une famille de lois d’entrke pour IIT, i.e. 
Q,oII;=Q,+~ Vt>O, ss0. 
Remarques. L’hypothZse limz++m U,z(x) < +CO pour tout t > 0 est fondamentale. 
En fait 
lim exp - U,z(x) = E8,( lx,=olt<i). 
z-+02 
Done 
lim U,z(x) < + Co entraine Ps,(X, = 0) > 0. 
Z’t’X 
Puisque la mesure 0 est un ktat absorbant pour tout PBM, il est inGressant d’ttudier 
le comportement du processus X quand la masse de sa mesure initiale tend vers 0 
et que X a une probabiliti non nulle de s’iteindre. 
Nous noterons dans ce qui suit E, pour EP,H. 
Preuve de la Proposition 16. (i) P ar la reprkentation de L&y-Khintchine 
appliqute Q la fonction constante z E R,, 
u,z(x)=(a:, z>+ 
I 
(1 -exp-(0, z))Q,(x, dv). 
MA(E)FiO) 
Passons B la limite quand z tend vers l’infini; puisque, par definition, Q, ne charge 
pas la mesure 0, 
lim U,z(x)= lim (cz:,z)+Q,(x, M,(E)-(O)). 
z++m z++cO 
Quand le membre de gauche est fini, cela implique non seulement que la mesure 
(~7 est &gale k 0, mais aussi que Q, est une mesure de masse totale finie. 
(ii) Soit C$ une fonction mesurable positive born&e sur M(E); 
n,@(m) = E,(~(X,)l,,,l,,.~)+E,(~(X,)l,,,l,,..) 
= l7:@( m) + @(O)P,,,( To< t < l), car (0) est absorbant. 
Enprenant 0=$* +,+EB+(M(E)),( on rapelle que (L(v) = 1 - exp - (v, 1)) puisque 
(cl(O) = 0, 
U,($. d)=%(lCI. 4). 
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D’autre part, U,(f+ l)(x) - U,j-(x) est la fonctionnelle de Laplace de la mesure de 
densitC t+h( * ) = 1 - exp - (. , 1) par rapport B Q,(x, dv), et done 
U,(f+- l)(x) - W(x) 
=lim Y’(exp-EUrf(x)-exp-EU,(f+l)(x)) 
E-f0 
=h E~‘E,,~ ($4X) * l,<i-exp-(X,f)) 
E’O 
= lim E-’ +(u) * exp-(~,S)W&, du). 
F’O 
Cela entraine que les mesure +. v, dCfinies sur M(E) par 
IL(v) . v,(du) = E~‘(CI(U)I~;(F&, dv) 
convergent vaguement, quand F tend vers 0, vers la mesure I,!J( v) + Ql(x, dv) restreinte 
A M(E). Pour finir la demonstration, il ne reste qu’ti prouver que 
lim lim v,{ V; (v, 1) s 7) = 0. (*) 
v+o F+o 
Remarquons d’abord que 
lim v,(M(E)-{O})=lim lim E-‘E~~~((I -exp-A(X,, l))lf,<l,) 
EJO c-0 A-m 
=lim&-‘(l-exp-sQ,(x,M(E)-(0))) 
F-O 
= Q,(x, M(E) -i(2). (**) 
Si 7 > 0 satisfait Q,(x, {v; (v, 1) = 77)) = 0, alors 
= QAx, {u; (u, l)> ~1); 
(**) et (***) entrainent que: 
lim v,{u; O<(u, 1)~ q}= Q,(x, {u; (u, l)G v}) 
E-O 
tend vers 0 avec r]. 
(iii) QA., CC+. 4)) = QA., K($. 4)). Mais, par (ii), 
QAx, KC+. 4)) = lim E~‘JT~(&, K(rcI * 4~)) 
F’O 
= lim E-‘U~+,(E&, *. 4) 
E’O 
(***I 
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Nous demontrons maintenant que, pour tout f > 0, la loi Q, est la projection 
au temps f dune mesure cT-finie Q” sur fi, le sous-espace de D(]O, OO[; MA(E) - (0)) 
forme des trajectoires t&es au temps d’art% [= <A T” (i.e. quand le processus 
s’annule ou devient infini). Le processus des coordonnees est note (J?,), et d est 
muni de la filtration naturelle @ gCn&Ce par (%.S; s G t). 
ThCorkme 17. Sous les hypotheses de la Proposition 16: 
(i) I1 existe une famille (Qm),tMCE, de noyaux u-finis sur fi tels que, pour tout 
m E M(E), (d, (R),, (z,),, 0”‘) est markovien de semi-groupe IT:, et satisfait 
Q” 0 2;’ = Qy = Q,(x, .)m(dx); (4.1) 
de plus, pour toute fonctionnelle de X de la forme 





auf E B++@+x E) et (X,,f)=j (X,,L)p(ds). 
(ii) Soit P”, la loi sur fi du PBM de semi-groupe II: et de mesure initiale m. Alors 
Q”, peut &re obtenue comme la limite vague, quand F tend vers 0, de la suite de 
mesures ( l/e) Pz8, . 
(iii) Soit 7”’ une mesure de Poisson sur d d’intensite 0”‘. Alors 
( p,,, ’
x = vn”(dv). 
Remarque 18. Comme dans la decomposition de X, a temps t fix&, l’on voit que 
la masse (m, 1) de la mesure initiale joue un r61e specifique, et c’est pour cela que 
la topologie de Watanabe est particulierement bien adaptee puisque elle scinde une 
mesure en le produit de sa masse par une probabilite. Soit done m = (m, ljm’, 
m”E C?(E), et q”O un processus de Poisson sur KY+ x d d’intensite dh x Q”“(dv) 
(dh, mesure de Lebesgue sur R,). Alors, si K = (m, l), P,,, = PKmO, 
vfmO(dA,dv) et nKm O(dv) = I,: jjm”(dA, dv). 
Preuve du ThCorkme 17. (i) L’existence de la mesure Q” est ttablie a partir des 
proprietes des lois d’entree comme dans Maisonneuve et Meyer (1974, Ch. II, 
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p. 209). La propriCte (4.2) dtcoule, quand p(dt) =C 6,,, O< t, < * . . <t,, de la 
propri&t de Markov et de la Proposition 16; si l’on note $ la fonction f( ti, a), on a 
=E,(exp-(X,,h+ U-,,(.h+. . .+ ~t.-r._,.LN1~t,,<d 
=exp- 
I 
(1 -exp-(%,.A+ U-,,(h+. . *+ Un-&,))) dQ” 
=exp- (1 -exp-(%;,,fA) dQ” 
+ J exp-(&,fJ(l -exp-d,, U-,,d) dQ” > 
oh g=f2+* . . + U,m_,,,_, fn. Mais 
1 -exp-h U-,,g>= 1 -&,l(exp-(*, g>)(m) 
=n&(l -exp-(0, g>)(m). 
Puisque Q, est une loi d’entrte pour IIT, nous obtenons 
J (l-exp-((~~?;,,f,)+(~~;,, &,g>))dQ"' 
= Cl-exp-&,,fJdQ”+ J J exp-(~,,,fi)(l-exp-(~,,2,g))dQ” 
= 
J 
(1 -exp-((%,,fJ+(&, d)) dQ”. 
On conclut par ithation, quand p(dt) = 1 S,,, ou plus gCnCralement quand p(dt) = 
C aYi8t,, ai E R+. Quand f est continue, les deux membres de (4.2) dipendent continue- 
ment de p, puisque X n’a pas de temps de discontinuitt fixe. La formule (4.2) peut 
done &re Ctendue par continuiti A une mesure finie p quelconque sur R,. 
(ii) La preuve est similaire 5 celle de la Proposition 16(ii). 
(iii) I1 suffit de prouver que les variables X et Jfj vqm(du) ont mEmes distributions 
fini-dimensionelles, ou encore que 
W,,,fh+Wr2,f2)+~ . .+(&f,) et J ((~,,,fi)+~ . .+(q,vfn))v"'(du) 
ont mi$mes transform&es de Laplace. 
En se restreignant au cas n = 2 pour simplifier, 
E,(exp-((X,,,f,)+(X,*,f,))l~,,,c}) = ev-(m, U,(f~+ U-,,fi)). 




(I -exp-((X,,,f,)+(X,,,f,))) dQ” 
puisque 1’intensitC de la mesure de Poisson 77”’ est Q”. 
(4.1). 0 
4.2. Les mesures Q” 
Nous concluons g&e A 
La construction de la mesure Q” et ses propriG& ClCmentaires ont quelques 
similitudes avec les lois d’excursion de processus de diffusion. 
Quand l’espace E est reduit g un point, Pitman et Yor (1982b) ont Ctudit de 
man&e exhaustive le processus de branchement rCe1 positif dont le cumulant est 
solution de E(R) avec R difinie par 
R(z) = bz-+cz2 
(la diffusion associte a pour gCn&ateur: Lf(x) = $zxf”(x)+ bxf’(x)). Dans ce cas, 
le point frontike 0 est un temps de sortie mais pas d’entrke dans la classification 
d’Itb-McKean. Done la mesure Q ne peut pas etre interprCtCe comme une loi 
d’excursion ?I partir de 0. Cela provient de ce que la variable alkatoire 1 - exp - T” 






e-’ q, dt, 
0 
oil q, est tgal 2 Q(X, E R -{O}) = lim,,, u,(z); or si b =O, q, = 2/ct, et si b # 0, 
q, = -2b/c( 1 -e”), ce qui justifie l’assertion ci-dessus. 
Dans le cas des PBM, la mesure 0 est un point front&e de l’espace d’ttat M(E) 
mais nous nous souvenons que, pour la topologie de Watanabe, on peut converger 
vers 0 suivant une infinitk de directions identifikes B des probabilitts; ainsi, par 
exemple, en reprenant les notations ci-dessus, la suite m, - Em’, mOE P(E), tend 
vers 0 dans la direction m” quand F tend vers 0. 
Nous d6duisons des rkultats de Pitman et Yor qu’un PBM dont le cumulant est 
solution de E(A, R) avec R dkfinie comme prCcCdemment par 
R(z)= bz+z2, 
n’admet pas de loi d’excursion, c’est-B-dire qu’il n’existe pas d’extension du pro- 
cessus aprbs T”, le temps d’atteinte de 0, qui rentre de nouveau dans M(E) -{O}. 
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Les Exemples 4 et 5 illustrent d’autres situations oii I’intCgrabilitC de 1 - exp - T” 
n’est pas satisfaite: dans 1’Exemple 4, 
q1 = (cut)-“” , O<cy<l, 
et, dans 1’Exemple 5, q, n’est pas dtfinie car (I, est de masse infinie. 
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