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Abstract. The paper addresses the problem of real valued detectors in ship immune
system. The task of the system mentioned is to differentiate self objects, i.e. objects
that are not dangerous to our ship, from other objects that can be a potential threat.
To this end, mechanisms adapted from artificial immune systems are used. Since in
the traditional model of artificial immune system binary strings are used to represent
detectors and objects, in this paper modifications to this model are proposed. The
modifications mentioned use real valued vectors instead of binary ones. To test the
ship immune system equipped with real valued detectors, experiments were carried
out. In the experiments, the task of the system was to differentiate self ship radio
stations from non-self ones. Results of the experiments are presented at the end of
the paper.
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1 INTRODUCTION
The “friend or foe” identification is a very important problem during a war. To date,
mistakes occur on a battlefield, when self units are destroyed by other self units. At
sea, the problem is to identify a submerged submarine. Wrong identification of the
ship can have two serious consequences. First, the ship can be self however regarded
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as non-self. As a result, it can be destroyed by self submarine killers. Second, the
ship can be non-self but considered to be a self. In this case, it can be unpunished
in fighting against our fleet.
Existing military “friend or foe” systems work in the active way. Thus, to iden-
tify a ship exchange of information between ships is necessary. The paper suggests
another solution. The solution proposed is based on the idea adapted from artificial
immune systems (AISs) [1, 3, 4, 6, 7, 9] and for that reason it has been called Ship
Immune System (SIS) [11]. In SIS, a ship is identified in the passive way. Moreover,
the identification is performed based on a signature of a ship which can be treated as
fingerprints very difficult to counterfeit. The next advantage of SIS is its construc-
tion which is based exclusively on signatures of self ships. To build the system, the
information about alien ships is not necessary. The system should detect all that
differs from signatures of self ships memorized in the system. The next beneficial
feature of SIS is its adaptability to changing conditions. This means that any change
in the own fleet does not entail the necessity of building a new system. The set of
detectors imitating alien ships should always adjust to changing signatures of self
ships.
Models of AISs created so far use signatures of objects in the form of binary
strings. However, ships are usually represented in the form of real valued vectors
(e.g. radio signals generated by ships). For this reason, to detect non-self ships, other
than classic detection schemes have to be used. In this paper, several real valued
schemes are proposed. The schemes are modifications to different binary schemes.
In order to test the schemes, experiments were carried out. In the experiments,
the task of SIS, equipped with real valued detectors, was to detect alien ship radio
stations. To compare SIS with other methods, in the experiments Probabilistic
Neural Network (PNN) [12] and k nearest neighbor method (kNN) were also used.
The paper is organized as follows: Section 2 outlines SIS; Section 3 reports the
experiments, and Section 4 summarizes the paper.
2 THE CONCEPT OF SIS
SIS works like AIS. At first the set of signatures of self ships is created. The sig-
natures from this set are used to create the so-called mature detectors imitating
antibodies from the natural immune system. Once the set of self signatures is cre-
ated the system starts to generate immature detectors which do not take part in
detection process. The immature detectors are generated at random. Each imma-
ture detector is compared to all self signatures. To survive and to become mature,
an immature detector has to be different from all self signatures. Otherwise, it is
eliminated and replaced by another randomly generated immature detector. The
process of generating the immature detectors is continued during the whole “life” of
SIS. This makes possible to adapt the system to continuous changes of signatures.
Immature detectors which passed the test become mature detectors. The mature
detectors participate in the identification of objects. To detect non-self objects, the
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mature detectors use detecting schemes (or matching rules) measuring similarity
between a detector and a signature of an unknown object. The process of detect-
ing non-self objects by means of the mature detectors is described in detail in the
following section. The lifetime of the mature detectors is not infinite. The mature
detectors can also be eliminated. This can happen in two situations. First, when
they are responsible for misclassification of a number of objects in turn. Second,
once they are selected for replacement, the replacement of the mature detectors with
new immature detectors is performed periodically and is necessary in order for the
set of mature detectors to include up-to-date detectors all the time. The detectors
for the replacement are selected at random, based on their lifetime, or based on
the frequency of detections performed by detectors. The simplified model of SIS is
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Fig. 1. Model of SIS
2.1 Detection Schemes Used in SIS
To detect non-self objects, the mature detectors use detecting schemes. The de-
tection schemes measure similarity between a detector and a signature of an object
being identified. Models of AIS created so far use detectors and signatures of objects
in the form of binary strings. Usually, to identify non-self objects the models men-












Fig. 2. a) Using Hamming distance with r = 5; strings agree on five bits b) using rcb rule
with r = 5; strings agree on five contiguous bits
In both detecting schemes mentioned above, the result of matching between two
strings depends on the value of r. If r equals the length of both strings then any
antibody string can only recognize a single antigen string. In turn, if r = 0 then
each detector string matches each antigen string. Generally, higher values of r make
a detecting scheme more specific. In turn, lower values make it more general.
The value of r has influence on discrimination errors, which AIS can make during
work. If a self string is identified as foreign then we deal with the so-called false
positive. In turn, a false negative takes place when a non-self string is classified as
normal. Both errors are dangerous. In the first case, the system attacks oneself,
while in the second case it does nothing in order to defend oneself against outside
threat.
Above, the detection schemes are discussed which can be used to compare binary
strings. However, in the case of ships we deal with signatures in the form of real
valued vectors. There are two solutions to this problem. First, we can try to
build the system based on the real valued vectors. Second, the real valued vectors
representing ships can be reduced to binary strings or integer vectors and to compare
them detecting schemes presented above can be used. In the paper, the former
solution is considered.
In SIS, and generally in all types of AIS, the very important issue is to completely
surround areas containing self objects by detectors. Using the real valued vectors
as detectors and signatures of ships can make it difficult. To surround all self
signatures, the number of detectors has to be very large. This, in turn, can make
the system very slow and, in consequence, useless. The panacea to this problem
is to maximally compress the vectors representing antigens and antibodies, and to
perform calculations in many locations (many copies of SIS, each copy with its own
database including detectors). When the distribution of calculations is impossible
the system can also be speeded up through appropriate organization of the set
of detectors. The whole set of detectors can be divided into parts. Each part
should be represented by a single average detector. To determine average detectors,
Kohonen neural network can be used. In this case, the detection process starts
from comparing an unknown object with all the average detectors. In the following
phase of the detection process, only detectors included in the zone of responsibility
of the average detector being the closest to the object being identified are used. The
remaining detectors do not take part in the detection process. If some detector from
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the set of selected detectors is similar to the object being identified the object is
treated as non-self.
In the case of real valued vectors, the following detection schemes can be used [10,
11]:
1. Detection scheme No. 1 (Euclidean distance):
xM δ(1)y ⇔ dE(x,y) ≤ δ (1)
where
• x, y are real valued vectors;
• dE is Euclidean distance;
• xM δy means that the vectors x, y match each other.
2. Detection scheme No. 2 (Partial Euclidean distance):
xM δ(2)r y ⇔ ∃ix[i, r]M
δ(1)y[i, r] (2)
where
• x[i, r] is a window of size r included in the vector x;
• the window begins from the position i.
3. Detection scheme No. 3:
xM δ(3)r y ⇔ ∃i∀j∈i...i+r |x[j]− y[j]| < δ (3)
where
• x[i] is the ith element of the vector x.
4. Detection scheme No. 4:
xM δ(4)r y ⇔ ∃ixM
δ(1)y[i, r] (4)
where
• the vector x is of size r.
5. Detection scheme No. 5:
dM δ(5)r y ⇔ d
E
#(d,y) ≤ δ (5)
where
• d is a detector including real valued elements and the so-called “don’t care
symbols” denoted as “#” (don’t care symbol is interpreted as any real value),
and
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In schemes (1)–(4), the detectors are represented in the form of real valued
vectors. In scheme (5), the detectors have similar construction to classifiers from
Learning Classifier Systems [2, 5, 8], i.e. they include real valued elements and “don’t
care” symbols. All types of the detectors were tested in the experiments reported
in the further part of the paper.
genRandomDetector1(parametr,l)
{
signatureOfSelfObject=get random signature of size l;
for i=1 to l;
{





Fig. 3. Generator No. 1 used to produce detectors for schemes (1), (4)
2.2 Generating Detectors in SIS
The key problem in SIS is the way of generating detectors. The detectors are
created at random and to generate them different random generators can be used.
To determine the best generators for each detection scheme specified in section 2.1
preliminary experiments were carried out. Pseudocode of the best generators and
example detectors generated by them are presented in Figures 3, 4, 5 and 6. All the
generators create detectors of length l.
genRandomDetector2(parametr,l)
{
for i=1 to l;
{




Fig. 4. Generator No. 2 used to produce detectors for schemes (2), (3)
3 EXPERIMENTS
The main goal of the experiments was to test whether SIS equipped with real val-
ued detectors can be an effective tool for detecting alien ships. In the experiments,
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genRandomDetector3(parametr,l)
{
for i=1 to l;
{
dont care=generate random integer from 0 to parameter;
if (dont care is equal to 0)
detector[i]=-1 //’#’;
else
detector[i]=generate random value from <0,1>;
}
}
Fig. 5. Generator No. 3 used to produce detectors for scheme (5)
SIS was compared to PNN and kNN methods. To represent ships, radio signals
generated by ship radio stations were used. Originally recorded signals were con-
verted into vectors including 1 200 and 100 samples. While vectors of size 100 were
used in the experiments with all the compared methods, i.e. with SIS, PNN and
kNN, vectors of size 1 200 were only applied to build different variants of PNN




































Fig. 6. a) pattern signature of ship used to generate the detector presented in point b), b)
example detector created by generator No. 1 (parameter = 2); c) example detector
created by generator No. 2 (parameter = 5); d) example detector created by generator
No. 3 (parameter = 5)
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and kNN. In the case of SIS, signatures of ships of size 1 200 appeared to be def-
initely too long. It was very difficult to generate random detectors of size 1 200
that would be although slightly similar to any signature of a ship of the same
size.



















Fig. 7. a) example signature of ship of size 1 200; b) example signature of ship of size 100
In the experiments, the following methods were tested:
1. PNN 1200 – PNN built with original ship signatures of size 1 200;
2. PNN 100 – PNN built with signatures of size 100;
3. 1NN 1200 (1) – kNN with k = 1, with detectors of size 1 200, and with detection
scheme (1);
4. 2NN 1200 (1) – kNN with k = 2, with detectors of size 1 200, and with detection
scheme (1);
5. 4NN 1200 (1) – kNN with k = 4, with detectors of size 1 200, and with detection
scheme (1);
6. 1NN 100 (1) – kNN with k = 1, with detectors of size 100, and with detection
scheme (1);
7. 2NN 100 (1) – kNN with k = 2, with detectors of size 100, and with detection
scheme (1);
8. 4NN 100 (1) – kNN with k = 4, with detectors of size 100, and with detection
scheme (1);
9. 1NN 100 (2) – kNN with k = 1, with detectors of size 100, and with detection
scheme (2);
10. 1NN 100 (3) – kNN with k = 1, with detectors of size 100, and with detection
scheme (3);
11. SIS (1) – SIS with detection scheme (1);
12. SIS (2) – SIS with detection scheme (2);
13. SIS (3) – SIS with detection scheme (3);
Using Real Valued Detectors in Ship Immune System 983
14. SIS (4) – SIS with detection scheme (4);
15. SIS (5) – SIS with detection scheme (5).
All the methods were tested for different values of their parameters. As for
PNN and its parameter σ determining a shape of radial functions assigned to each
neuron, it appeared that the best value for this parameter is 6.7 for PNN 1200 and
0.016 for PNN 100. In kNN and SIS, parameters δ and optionally r had to be fixed.
With regard to δ its value was always experimentally adjusted both to a method
and to the value of the parameter r. As for r, the following values were tested: 20,
40, 60, 80 for 1NN 100 (2) and 1NN 100 (3), and 10, 20, 40 for all variants of SIS.
In addition to δ and r, the influence on performance of SIS has also the number
of detectors. In the experiments, each variant of SIS was tested for 2 000, 5 000 or
10 000 detectors.
To test the methods, three sets of radio signals were used. The first set (set
No. 1) contained 919 learning signals representing three self warships. It was used
to prepare each method. The next set (set No. 2) included 900 signals representing
the same three self warships. The set was used to test all the methods. The last set
(set No. 3) was composed of 791 signals generated by next three warships considered
to be non-self. This set was also used to test all the methods specified above.
In the experiments, each variant of PNN was tested many times. Each single
run of the network was connected with a different value of the parameter σ. To find
optimal values of parameters for each variant of kNN, many runs were necessary as
well. In a single run one combination of parameters δ and r was tested. In the case
of SIS, the first activity was to find the best value of δ for each combination of the
number of detectors and the value of r. One run was performed for each tested value
of δ. In the next step, all the best configurations of SIS with fixed value of δ were
run thirty times (thirty runs were performed for each variant of SIS with a different
number of detectors and different r).
3.1 Experimental Results
The results summarizing all the experiments are presented in Table 1. The table
includes only the best results (in the case of SIS the results are averaged) for each
method tested in the experiments. Generally, the experiments showed that using
real valued detectors can be effective method to differentiate self and non-self objects
represented as real valued vectors. SIS (2) turned out to be the best solution out of
all the methods tested in the experiments. The mentioned variant of SIS made the
least mistakes when identifying ships (all in all 30.2 false positives – 3.3%, 252.4 false
negatives – 31.9%, and 282.6 of all mistakes – 16.7%, on average). The schemes (3),
(4), and (5) appeared to be somewhat less effective. Nevertheless, they were still
better than most methods compared to SIS. The worst result of all was achieved by
scheme (1).
With regard to the influence of the number of detectors on performance of SIS, it
appeared that, except the detection scheme (4), augmenting the set of detectors over
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% of false % of false % of all parameters
positives negatives mistakes
SIS (2) 3.3% 31.9% 16.7% δ = 0.6, r = 10
1NN 100 (1) 3.3% 35.2% 18.2% δ = 0.65
2NN 100 (1) 3.4% 35.1% 18.2% δ = 0.65
4NN 100 (1) 3.6% 35% 18.3% δ = 0.65
SIS (5) 2.7% 36.1% 18.3% δ = 6.8
SIS (3) 2.6% 37.9% 19.1% δ = 0.3, r = 10
SIS (4) 4.6% 36% 19.3% δ = 0.4, r = 10
PNN 1200 2.5% 39.4% 19.8% σ = 6.7
1NN 100 (2) 7.1% 34.7% 20% δ = 0.33, r = 80
2NN 1200 (1) 2.7% 40.8% 20.5% δ = 4 800
4NN 1200 (1) 2.2% 42% 20.8% δ = 4 900
1NN 100 (3) 6.7% 37.2% 21% δ = 0.1, r = 80
1NN 1200 (1) 3.2% 41.4% 21.1% δ = 4 730
PNN 100 39.4% 6.9% 24.2% σ = 0.016
SIS (1) 8% 52.4% 28.8% δ = 2.4
Table 1. Results of experiments (methods are ordered according to the fourth column,
i.e. from the best to the worst method; % of false positives – self from set No. 2
considered to be non-self; % of false negatives – non-self from set No. 3 considered
to be self; % of all mistakes – wrong identifications of signals from set No. 2 and 3)
2 000 does not entail considerable increase in SIS performance (Table 2). Usually,
using 2 000 or 5 000 detectors is equally effective as or even more effective than using
10 000 detectors.
number scheme scheme scheme scheme scheme
of detectors (1) (2) (3) (4) (5)
2 000 29.69% 17.21% 19.46% 23.65% 18.39%
5000 29.63% 17.09% 19.40% 19.34% 19.22%
10 000 28.80% 17.45% 19.16% 19.46% 19.40%
Table 2. Percentage of all mistakes for different number of detectors
The experiments showed that lower values of r yield better results than larger
values. Of course, r cannot be too low, because it can lead to great difficulties with
correct identification of ships. In the experiments, three values of r were tested, i.e.
10, 20, and 40. As presented in Table 3, the best results, regardless of the scheme,
were achieved for r equal to 10.
In the experiments, it turned out that in order for SIS to be possibly the most
effective the value of δ has to be near the maximum value (Tables 4 and 5). The
maximum value for δ is the value for which it is not possible or at least it is very
difficult to generate any detector. Most of the detectors generated at random are
similar to self objects and consequently they cannot become mature and be used to
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r scheme (2) scheme (3) scheme (4)
10 16.68% 19.04% 19.04%
20 21.11% 26.26% 21.35%
40 41.81% 45.48% 22.53%
Table 3. Percentage of all mistakes for different r
identify objects.
δ all mistakes false positives false negatives
0.2 46.66% 0% 99.75%
0.4 30.51% 3.67% 61.06%
0.6 17.09% 4.11% 31.86%
0.65 18.33% 6.67% 31.61%
Table 4. The influence of δ on performance of SIS (2) with r = 10 and with 5 000 detectors
δ all mistakes false positives false negatives
0.1 30.46% 2.89% 61.82%
0.2 22.59% 2.11% 45.89%
0.3 19.75% 2.22% 39.70%
Table 5. The influence of δ on performance of SIS (3) with r = 10 and with 5 000 detectors
The last observation from the experiments involves the ship identification itself.
It appeared that efficient identification of ships exclusively based on radio signals is
very difficult. To identify ships with greater certainty, using radio signals as the only
representation for ships seems to be insufficient. To make the identification more
reliable, using many different representations (e.g. radar signal, sound generated by
ship devices, magnetic field generated by ships) is rather inevitable.
4 SUMMARY
In the paper, SIS equipped with different types of real valued detectors is presented.
To test SIS, experiments were carried out. In the experiments, the task of SIS was
to differentiate self warships from non-self ones. To represent warships, radio signals
were used. In addition to SIS, for the purposes of comparison different variants of
PNN and kNN were also tested in the experiments. The experiments showed that
SIS with the real valued detectors is quite effective solution to the self/non-self detec-
tion problem. In the experiments, the variant of SIS with the detection scheme (2)
appeared to be the most effective detection method. However, results achieved by
the mentioned variant of SIS seem to be further unsatisfactory, being particularly
unacceptable when identifying non-self ships – 31.9% of misclassifications. This
986 T. Praczyk
result means that almost every third non-self ship would be misclassified. For the
military system, working in real conditions, it is definitely too much.
Since the results achieved by SIS seem still unsatisfactory, further experiments
are planned. One of the elements which can improve effectiveness of SIS is so-
called “vaccination”. In SIS, vaccination means introducing non-self objects, i.e.
representations of non-self ships, to the system. The objects mentioned are used to
generate a part of detectors. Since the new detectors are generated in areas where
a great chance to find non-self object occurs, they can reduce the number of false
negatives made by SIS.
Performance of SIS can be further enhanced by using detectors in the form of
integer or binary strings. Such form of detectors is usually used in traditional models
of AIS and for that reason it should also be tested in SIS.
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