Abstract. Non-invasive ultrasound imaging of carotid plaques allows for the development of plaque image analysis in order to assess the risk of stroke. In our work, we provide reliable confidence measures for the assessment of stroke risk, using the Conformal Prediction framework. This framework provides a way for assigning valid confidence measures to predictions of classical machine learning algorithms. We conduct experiments on a dataset which contains morphological features derived from ultrasound images of atherosclerotic carotid plaques, and we evaluate the results of four different Conformal Predictors (CPs). The four CPs are based on Artificial Neural Networks (ANNs), Support Vector Machines (SVMs), Naive Bayes classification (NBC), and k-Nearest Neighbours (k-NN). The results given by all CPs demonstrate the reliability and usefulness of the obtained confidence measures on the problem of stroke risk assessment.
Introduction
Visual classification of high-resolution ultrasound has made the non-invasive visualisation of the carotid bifurcation possible, and has thus been used in the study of arterial wall changes. Clinical applications of carotid bifurcation ultrasound include: i) identification and grading of stenosis of extracranial carotid artery disease often responsible for ischemic strokes, Transient Ischemic Attacks (TIAs) or Amaurosis Fugax (AF); ii) follow-up after carotid endarterectomy; iii) evaluation of pulsatile neck mass; iv) investigation of asymptomatic neck bruits where severe internal carotid artery stenosis is used as a predictive factor for future stroke; v) cardiovascular risk assessment where the presence of carotid bifurcation atherosclerotic plaques is associated with increased cardiovascular mortality. During the last 20 years, the introduction of computer aided methods and image standardisation has improved the objective assessment of carotid plaque echogenicity and heterogeneity [1] , and has largely replaced subjective assessment that had been criticized for its poor reproducibility [2] .
In this work, we propose the use of Conformal Prediction for assigning reliable confidence measures to the classification of plaques into symptomatic or asymptomatic, based on ultrasound images. To our knowledge, no other method which provides any type of confidence measures has been used before on this problem. Unlike most classification techniques, Conformal Predictors (CPs) can provide predictive regions which guarantee, under the i.i.d. assumption, that the error rate of the predictive regions will be bounded by a desirable significance level. Several machine learning classifiers can be incorporated into the Conformal Prediction framework. Work in [3, 4, 5, 6, 7, 8] has been conducted for building and evaluating CPs using Support Vector Machines, k-Nearest Neighbours, Artificial Neural Networks, and Ridge Regression. Moreover, the Conformal Prediction framework has been applied to medical diagnostic problems with success for breast cancer [9] , acute abdominal pain [10] , ovarian cancer [11] , and leukemia diagnosis [12] .
We experiment on a real-world dataset which consists of morphological features derived from ultrasound images of atherosclerotic carotid plaques [13] . We apply the Conformal Prediction framework using four different classifiers: Artificial Neural Network (ANN); Support Vector Machine (SVM); Naive Bayes Classification (NBC); and k-Nearest Neighbours (k-NN). We compare the results and we show the reliability and practicality of the confidence measures obtained for the classification of atherosclerotic carotid plaques.
The rest of the paper is structured as follows. In section 2, we describe the data used, we give an overview of the Conformal Prediction framework, and explain how we have transformed four machine learning classifiers into CPs. In section 3, we describe our experimental settings and we give the results we have achieved. In section 4, we conclude and we outline our plans for future work.
Material and Methods

Atherosclerotic Carotid Plaque Data
A total of 274 carotid plaque ultrasound images associated with retinal or hemispheric symptoms (33 stroke, 60 TIA, and 44 AF) were used in this work. Patients with cardioembolic symptoms or distant symptoms (>6 months) were excluded from the study. Asymptomatic plaques were truly asymptomatic if they had never been associated with symptoms in the past, or symptomatic if they had been associated with retinal or hemispheric symptoms (Stroke, TIA or AF).
The ultrasound images were collected in the Irvine Laboratory for Cardiovascular Investigation and Research, Saint Mary's Hospital, UK, using an Advanced Technology Laboratories (ATL model HDI 3000 -Seattle, USA) duplex scanner with a linear broadband width 4-7 MHz (multifrequency) transducer, at a resolution of 20 pixels/mm. The gray scale images (gray levels 0-255) were normalized manually by adjusting the image linearly. The plaque identification and segmentation tasks are quite difficult and were carried out manually by a physician or vascular ultrasonographer who are experienced in scanning, both actions are described in [14] . The morphological features derived from the images are motivated from the need to study the structure of the plaque. In this work, we have used the group of L-images as described by the Multilevel binary morphological analysis in [13] . This group gave the best accuracy results.
Conformal Prediction
The Conformal Prediction framework provides a way for assigning reliable confidence measures to predictions, based on an underlying machine learning algorithm. Typically, we are given a training set of the form {(x 1 , y 1 ), ..., (x n , y n )} , where x i is a vector of real-valued attributes and y i ∈ {Y 1 , Y 2 , ..., Y c } is a label given to the instance x i . For a new instance x n+1 , we intend to predict the label y n+1 (i.e. the class of the instance). In order to make a prediction, we assume all possible classes Y h ∈ {Y 1 , Y 2 , ..., Y c } for the new instance, and we test for each one how likely the prediction is of being correct. In order to test each assumption, we append the new instance x n+1 in our training set together with the assumed class Y h , and we train the underlying machine learning algorithm on the extended training set
We then calculate a non-conformity score for each instance in (1) . A nonconformity score indicates how different (or strange) an instance x i is for its label y i , compared to the other instances in (1). In section 2.3, we explain how we have modified four underlying algorithms in order to generate non-conformity scores. Once we have non-conformity scores for the instances in (1), we measure how likely the extended training set is of being i.i.d., using the p-value function
which compares the non-conformity score a n+1 of (x n+1 , Y h ) with all the other non-conformity scores. We call the output of this function the p-value of the class Y h . For the wrong prediction Y h , we expect that a n+1 will be relatively higher than most of the non-conformity scores. In such cases, we will get low p-values, whereas for the correct prediction we expect a higher p-value.
For the true label of x n+1 , the p-value function in (2) satisfies the following property for all probability distributions P , and for any significance level : The property describes that when the given training set contains i.i.d. instances, the probability of the p-value of the training set to be less than or equal , is less than or equal . Consequently, we may output a set of possible predictions (i.e. a predictive region), which contains all the predictions with p-values greater than the significance level . Moreover, we always include the highest prediction in order to ensure that the predictive region will contain at least one prediction:
Because of the property in (3), the probability of each set S not containing the correct prediction will be less than or equal to . As a result, the error of the predictive regions will be bounded to , and thus we can say that we have 1 − confidence in our predictions. Alternatively, the CP may output a single prediction, which is the prediction with the highest p-value, complemented with a confidence measure, which is one minus the second highest p-value, and a credibility value which is the p-value of the prediction. The confidence measure shows how likely the output classification is of being correct, compared to all other possible classes. The credibility value gives an indication of how suitable the training set is for classifying the current instance (i.e. if the credibility value is very low, then the training set is not i.i.d. or the current instance is strange).
In Table 1 , we give an example of a predictive region which contains a single label (certain prediction) and a predictive region which contains both labels for 95% confidence level. For instance x 1 , the second p-value is 0.0145, which is less than the significance level of 0.05. Therefore, we can discard the second label at 95% confidence, and give a certain prediction which is the label that gives the highest p-value. In contrast, for instance x 2 , the second largest p-value is 0.1920 and is greater than the significance level of 0.05. In this case, we cannot discard the second largest p-value at 95% confidence, and thus we have an uncertain predictive set, which contains both possible labels. Nevertheless, if we decrease confidence at 80.80% (or lower), we then have a certain prediction.
Non-conformity Measures
We describe how we derive non-conformity measures from four classical machine learning algorithms. Specifically, we give non-conformity measures for Artificial Neural Networks, Support Vector Machines, the Naive Bayes Classifier, and kNearest Neighbours.
Artificial Neural Networks. Artificial Neural Network (ANN) classifiers are usually trained on a training set to re-adjust the weights of the connections between the units inside the network. The output layer of a neural network has a unit o j for each possible class, and given an instance x i we predict the class Y j corresponding to the unit which gives the highest value. We expect that, the more conforming an instance is for its class, the higher the corresponding o j value would be. As proposed in [3] , we can build a CP based on ANNs (ANN-CP), using the non-conformity measure
for any (x i , y i ) where y i = Y t . Alternatively, we can use the following nonconformity measure which is again defined in [3] :
That is, we use the maximum of the output units which do not correspond to the label of the given instance as the numerator, since a higher value from those units would also indicate a more strange instance, and would give a higher non-conformity score when divided by o t .
Support Vector Machines. Support Vector Machines (SVMs) identify boundary instances for each class, and fix a separating hyperplane that maximises the margin between them. For the purpose of building a CP using SVM (SVM-CP), we use the distance of each instance from the separating hyperplane, and the class it belongs to, in order to produce non-conformity scores. For Y = {−1, 1}, we use the non-conformity measure
where h(x i ) is the output of the SVM for the given instance x i . The output of h(x i ) is negative if the instance belongs to class −1, and positive if it belongs to class 1. If the prediction is correct, then the further the instance is from the hyperplane, the less the non-conformity score will be. In contrast, if the prediction is incorrect, the non-conformity score will increase as the distance from the hyperplane increases.
Naive Bayes Classifier. The Naive Bayes Classifier (NBC) is named after Bayes' theorem, and the "naive" assumption of attribute independence. The classifier multiplies the probabilities of the attributes given their class, and outputs the probability of label y i given instance x i . We can use the output probability to define a non-conformity measure and build a CP based on NBC (NBC-CP):
Nearest Neighbours. The k-Nearest Neighbours (k-NN) method computes the distance of a test instance from the other instances that are provided in the training set, and finds its k nearest instances. The prediction of the algorithm is the class which is the majority of the k instances. In the case of building a CP based on k-NN (k-NN-CP), we use the distances of the k nearest instances to define a non-conformity measure. The simplest approach is to calculate the total of distances of the k instances that belong to the class of instance x i , since the nearer the instance is to its class, the less strange it is. Nonetheless, for a more accurate non-conformity measure we also take into consideration the distances of the k nearest instances that belong to other classes, since the nearer the instance x i is to other classes the more strange it is. We build our k-NN-CP using the non-conformity measure defined in [4, 8] :
where s ij is the jth shortest distance of x i from the instances of the same class, and o ij is the jth shortest distance of x i from the instances of other classes.
Experiments
We have applied Principal Component Analysis (PCA) on the dataset and selected its 6 features which accounted for 98% of its variance. For evaluation, we have applied the Leave-One-Out (LOO) method. Both these choices were made in order to be able to compare our results with [13] . The ANN-CP was structured with one hidden layer consisting of 3 units, and the output layer consisting of 2 units (one for each class). All units had a sigmoid activation function. We have used a learning rate of 0.3 and a momentum rate of 0.2. The ANN was trained for 500 epochs with 10% validation set, which was used to stop training when the performance on the validation set was deteriorating. For the SVM-CP, we used a Radial Basis Function (RBF) kernel mapping with a spread parameter of 0.1, and for the k-NN-CP we set the parameter k = 10.
Results
In Table 2 , we compare the accuracy achieved by the four CPs with their corresponding machine learning algorithms. The difference of accuracy of each method with the corresponding CP is not significant, as expected. We would like to highlight that our aim is not to improve the accuracy level of the classification task, but rather to produce more informative predictions. On average all methods have an accuracy of 70.48%, while the SVM provides the best accuracy which is 73.72% (reported in [13] ). In the left part of Table 3 , we compare the certainty rates of the CPs, for given confidence levels 95%, 85%, and 75%. The certainty rates are calculated as the rate of predictive regions that contain only a single label. We do this in order to measure the quality of the p-values provided by each CP, and therefore the efficiency of the confidence measures. Although the SVM Table 3 . Certainty and error rates for 3 levels of confidence k k has the best accuracy, it is the ANN-CP that provides the best certainty rates. The ANN-CP gives a 33.9% of certain predictive regions with 95% confidence. This is due to the difficulty of the classification task, which is reflected by the low 73.72% accuracy. Nevertheless, a 33.9% of patients will have a certain prediction and the error of such predictions will be at most 5%. Given the difficulty of the task, the 33.9% of certainty is arguably a useful result. Moreover, as we decrease the confidence level, the certainty rates increase dramatically. For example, at 85% confidence, the certainty rate given by the ANN-CP has increased to 66.4%. In the right part of Table 3 , we provide the error rates of all CPs for confidence levels 95%, 85%, and 75%. The error rates are calculated as the rate of the predictive regions that did not contain the true label. We confirm the validity of our confidence measures, as the error rates are below the significance level.
Conclusion
The classification of symptomatic and asymptomatic atherosclerotic plaques is a crucial task as it can be used to predict the risk of stroke. The accuracy levels are low since plaques with clear symptomatic features might have not given an event for reasons that need to be investigated. In this work, we have applied the Conformal Prediction framework on four machine learning algorithms in order to assign reliable confidence measures to the recognition of symptomatic or asymptomatic plaques; thus assess the risk of stroke. Our results demonstrate the validity of the produced confidence measures and their practicality. We believe that our contribution is suitable for the classification of plaques, as valid confidence measures may increase the quality of the decision-making process.
In the future, we aim to improve our confidence measures using meta-learning methods, such as boosting and ensemble algorithms. Moreover, we would like to experiment with different non-conformity measures for optimising further the accuracy and confidence measures of our methods.
