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Abstract
A Mendelsohn triple system (MTS) corresponds to an idempotent semisymmetric Latin square (quasigroup) of the same order.
A holey MTS is called frame self-orthogonal, brieﬂy FSOMTS, if its associated holey semisymmetric Latin square is frame self-
orthogonal. In this paper, we use FSOMTS(hn) to denote an FSOMTSwith n spanning holes of size h. The existence of FSOMTS(hn)
for h3 has been known with a few exceptions. We extend the existing results and determine the necessary and sufﬁcient conditions
for the existence of FSOMTS(hn) for any h and n with some possible exceptions.
© 2007 Published by Elsevier B.V.
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1. Introduction
A Mendelsohn triple system of order v, brieﬂy MTS(v), is a pair (X,B) where X is a v-set (of points) and B is a
collection of cyclic triples (or blocks) on X such that every ordered pair of distinct points from X appears in exactly one
cyclic triple of B. The cyclic triple (a, b, c) contains the ordered pairs (a, b), (b, c) and (c, a). It is well known [16]
that an MTS(v) exists if and only if v ≡ 0 or 1 (mod 3) and v = 6.
A quasigroup is an ordered pair (Q, ◦), where Q is a set and (◦) is a binary operation on Q such that the equations
a ◦ x = b and y ◦ a = b (1)
are uniquely solvable for every pair of elements a, b in Q. It is well known (e.g., see [6]) that the multiplication
table of a quasigroup deﬁnes a Latin square; that is, a Latin square can be viewed as the multiplication table of a
quasigroup with the headline and sideline removed. For a ﬁnite set Q, the order of the quasigroup (Q, ◦) is |Q|.
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A quasigroup (Q, ◦) is called idempotent if the identity
x ◦ x = x (2)
holds for all x in Q. A quasigroup (Latin square) satisfying the identity
x ◦ (y ◦ x) = y (3)
is called semisymmetric.
Two quasigroups (Q, ◦) and (Q, ∗) are said to be orthogonal if x ◦y=z◦ t and x ∗y=z∗ t together imply that x=z
and y = t . We remark that when two quasigroups (Q, ◦) and (Q, ∗) are orthogonal, then their corresponding Latin
squares are orthogonal in the usual sense. A quasigroup (Q, ◦) is self-orthogonal if it is orthogonal to its transpose,
that is, if
x ◦ y = z ◦ t and y ◦ x = t ◦ z together imply x = z and y = t . (4)
An idempotent semisymmetric quasigroup (Q, ◦) of order v corresponds to an MTS(v) (Q,B), where (x, y, z) is a
cyclic triple of B if and only if x ◦ y = z and x ◦ x = x for all x ∈ Q. In the following, we will use MTS as a synonym
for an idempotent semisymmetric quasigroup of the same type. This way, many concepts of quasigroups are carried
over to MTSs. For instance, we can say an MTS(v) is self-orthogonal, denoted by SOMTS(v), if its corresponding
semisymmetric quasigroup is self-orthogonal.
LetH = {S1, S2, . . . , Sk} be a set of subsets of Q. A holey MTS having hole setH is a triple (Q,H, ◦), which
satisﬁes the following properties:
(i) (◦) is a binary operation deﬁned on Q; however, when both elements a and b belong to the same set Si , 1 ik,
there is no deﬁnition for a ◦ b;
(ii) Eqs. (1) hold when a and b are not contained in the same set Si , 1 ik;
(iii) identity (2) holds for any x /∈⋃1 ikSi and
(iv) identity (3) holds when x and y are not contained in the same set Si , 1 ik.
In a holey MTS (Q,H, ◦), if constraint (4) holds when neither the pair {x, y} nor {z, t} is contained in any set Si ,
1 ik, then we get a holey SOMTS and denote it by HSOMTS(n; s1, s2, . . . , sk), where n = |Q| is the order and
si = |Si |, 1 ik. Each Si is called a hole. IfH= ∅, we obtain an SOMTS(n). IfH= S1, we call HSOMTS(n; s1)
an incomplete SOMTS, and denote it by ISOMTS(n, s1).
IfH = {S1, S2, . . . , Sk} is a partition of Q, then an HSOMTS is called a frame SOMTS (FSOMTS). The type of
the FSOMTS is deﬁned to be the multiset {|Si | : 1 ik}. We shall use an “exponential” notation to describe types:
so type sn11 s
n2
2 · · · sntt denotes ni occurrences of si , 1 i t , in the multiset. We brieﬂy denote an FSOMTS of type
s
n1
1 s
n2
2 · · · sntt by FSOMTS(sn11 sn22 · · · sntt ).
We observe that the existence of an SOMTS(n) is equivalent to the existence of an FSOMTS(1n), and the existence
of an ISOMTS(n, h) is equivalent to the existence of an FSOMTS(1n−hh1).
The following are necessary conditions for the existence of an FSOMTS(hn).
Theorem 1.1. If there exists an FSOMTS(hn), then n4 and hn(n − 1) ≡ 0 (mod 3).
Proof. The necessity of n4 comes from [21, Theorem 1.3].
If there exists an FSOMTS(hn), then it is obvious that (nh)2 − nh2 ≡ 0 (mod 3). This implies that hn(n − 1) ≡ 0
(mod 3). 
For the known FSOMTSs of type hn, the following is a restatement of [2, Theorem 5.1; 22, Theorem 1.4].
Theorem 1.2. (i) There exists an FSOMTS(1n) if and only if n ≡ 0 or 1 (mod 3) except for n = 3, 6, 9, 10, 12 and
possibly excepting n = 18.
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(ii) There exists an FSOMTS(2n) if and only if n ≡ 0 or 1 (mod 3) and n> 5 with possible exceptions that n ∈
{9, 27, 33, 39}.
(iii) There exists an FSOMTS(3n) if and only if n4, with possible exceptions of n ∈ {6, 14, 18, 19}.
In the remaining of this paper, we will extend the above existence results to general h and prove the following
theorem.
Theorem 1.3. (i) Suppose that h ≡ 0 (mod 3). Then there exists an FSOMTS(hn) if and only if n4, with possible
exceptions that (h, n) ∈ {(6, 4), (3, 6), (21, 6)}.
(ii) Suppose that h ≡ 1 (mod 6). Then there exists an FSOMTS(hn) if and only if n ≡ 0 or 1 (mod 3) and n4, except
that (h, n) ∈ {(1, 6), (1, 9), (1, 10), (1, 12)}, and possibly except that h> 1 and n ∈ {6, 12, 18}, and (h, n) ∈ {(1, 18),
(7, 10), (13, 9), (19, 9), (25, 9), (37, 9), (61, 9), (73, 9), (97, 9), (109, 9), (121, 9)}.
(iii) Suppose that h ≡ 2 (mod 6). Then there exists an FSOMTS(hn) if and only if n ≡ 0 or 1 (mod 3) and n4,
except that (h, n)= (2, 4), and possibly except that n=9 and (h, n) ∈ {(2,27), (2,33), (2,39), (14,27), (14,33), (20,27),
(26,27), (26,33), (38,27), (38,33), (62,27), (62,33)}.
(iv) Suppose that h ≡ 4 (mod 6). Then there exists an FSOMTS(hn) if and only if n ≡ 0 or 1 (mod 3) and n4, with
possible exceptions that (h, n) ∈ {(4, 6), (10, 12), (10, 18), (22, 9), (28, 6)}.
(v) Suppose that h ≡ 5 (mod 6). Then there exists an FSOMTS(hn) if and only if n ≡ 0 or 1 (mod 3) and n4, with
possible exceptions that n ∈ {6, 18} and (h, n) ∈ {(5, 10), (5,21), (5,24), (5,27), (5,30), (5,39), (5,42), (5,51), (5,66),
(11,9), (11,12), (17,9), (17,12), (35,27), (35,39)}.
2. Direct construction
Our direct construction is a modiﬁcation of the starter-adder type constructions. The idea has been described by
several authors including Horton [12], Hedayat and Seiden [10], Zhu [23], Heinrich and Zhu [11].
Construction 2.1. Let e = (∅, a01, a02, . . . , a0(n−1), ∅, a0(n+1), . . . , a0(2n−1), . . . ,∅, a0(hn−n+1), . . . , a0(hn−1)) be a
vector of length hn with entries in Zhn\{0, n, . . . , (h−1)n}∪X, where X={x1, x2, . . . , xu}, “∅” means that the cell it
occupies is empty. Let f = (a0x1 , a0x2 , . . . , a0xu) and g = (ax10, ax20, . . . , axu0) be two vectors of length u with entries
in Zhn\{0, n, . . . , (h− 1)n}. These vectors are used to construct an FSOMTS(hnu1) with row and column indices and
entries in Zhn ∪X. Its hole set isH={H0, H1, . . . , Hn−1, X}, whereHi ={i, n+ i, . . . , hn−n+ i} (0 in−1).We
denote the FSOMTS(hnu1) by A= (aij ). The array is constructed as follows, where all the elements including indices
are calculated modulo hn and xi acts as “inﬁnite” elements.
(1) If aij = ∅, 0 i, jhn − 1, then a(i+1)(j+1) = ∅.
(2) If aij ∈ Zhn, 0 i, jhn − 1, then a(i+1)(j+1) = aij + 1.
(3) If aij ∈ X, 0 i, jhn − 1, then a(i+1)(j+1) = aij .
(4) If 0 ihn − 1, and j ∈ X, then a(i+1)j = aij + 1.
(5) If 0jhn − 1, and i ∈ X, then ai(j+1) = aij + 1.
The sufﬁcient conditions for the vectors e, f and g can be used to construct an FSOMTS(hnu1) are as described in
the following. As mentioned above, all the elements including indices are calculated modulo n.
To be a Latin square: (1) {a0j : 0jhn − 1, j /∈ {0, n, . . . , (h − 1)n}} ∪ {a0xi : 1 iu} =(Zhn\{0, n, . . . ,
(h − 1)n}) ∪ X.
(2) {a0j − j : 0jhn − 1, j /∈ {0, n, . . . , (h − 1)n}} ∪ {axi0 : 1 iu} = (Zhn\{0, n, . . . , (h − 1)n}) ∪ X.
Self-orthogonality: {a0j − a0(hn−j) + (hn − j) : 0jhn − 1, j /∈ {0, n, . . . , (h − 1)n}, a0j /∈X, a0(hn−j) /∈X} ∪
{±(a0xi − axi0) : 1 iu} = (Zhn\{0, n, . . . , (h − 1)n}).
Semisymmetry: Suppose that j ∈ Zhn\{0, h, 2h, . . . , (n − 1)h}. Then:
(1) if a0j = z, z /∈X, then a0(z−j) = hn − j , a0(hn−z) = j − z.
(2) if a0j = z ∈ X, then a0z = hn − j and az0 = j .
Lemma 2.2. There exist FSOMTS of types 49, 59, 512 and 79.
5052 Y. Xu et al. / Discrete Mathematics 308 (2008) 5049–5063
Proof. Apply Construction 2.1, the parameters and vectors are listed in the following.
FSOMTS(49): h = 4, n = 8, u = 4, e = (∅, 10, 22, 21, 3, 11, 27, x4, ∅, 31, 12, 14, 5, 4, x3, 2, ∅, x1, 29, 17, 30, 26,
23, 19, ∅, 20, x2, 7, 9, 1, 13, 28), f = (15, 6, 18, 25), g = (17, 26, 14, 7).
FSOMTS(59): h = 5, n = 8, u = 5, e = (∅, 26, 13, 25, 3, 14, 2, 20, ∅, 35, 28, 38, 22, 33, 15, 18, ∅, 5, 30, x5, 27, 11,
37, x1, ∅, 39, 31, 29, 23, 10, 19, x4, ∅, x2, x3, 12, 34, 1, 4, 36), f = (17, 7, 6, 9, 21), g = (23, 33, 34, 31, 19).
FSOMTS(512): h = 5, n = 11, u = 5, e = (∅, 6, 26, 1, 45, 54, 41, 23, 5, 37, 14, ∅, 35, 40, 20, 28, 48, x1, 27, 7, 32,
17, ∅, 43, 53, 9, 18, 42, 46, 31, x2, 21, 39, ∅, 10, 49, x3, 8, 4, 30, x4, 51, x5, 36, ∅, 24, 16, 29, 12, 50, 3, 34, 47, 52, 2),
f = (38, 25, 19, 15, 13), g = (17, 30, 36, 40, 42).
FSOMTS(79):h = 7, n = 8, u = 7, e = (∅, 15, 33, x6, 19, 23, 44, 36, ∅, x2, 6, 30, 18, x5, 55, 52, ∅, 7, 51, 45, 27, 12,
2, 25, ∅, 22, 37, 13, 17, 49, x1, 54, ∅, 38, 3, x4, 34, 41, 50, 11, ∅, 42, 29, 14, 9, 28, 39, 35, ∅, 10, 4, x7, 46, 31, 20, x3),
f = (26, 47, 1, 21, 43, 53, 5), g = (30, 9, 55, 35, 13, 3, 51). 
3. Recursive constructions
The ﬁrst recursive construction is a modiﬁcation of [2, Construction 3.1].
Construction 3.1 (Filling in holes). Suppose there exists an FSOMTS of type {si : 1 in}, and for 1 in, si =∑ti
j=1sij . Let a0 be an integer. For 1 in, if there exists an FSOMTS of type {sij : 1j ti} ∪ {a}, then there is
an FSOMTS of type {sij : 1j ti , 1 in} ∪ {a}.
The next recursive construction for FSOMTS uses group divisible designs (GDDs). A GDD is a triple (X,G,B)
which satisﬁes the following properties:
(1) G is a partition of X into subsets called groups;
(2) B is a set of subsets of X (called blocks) such that a group and a block contain at most one common point and
(3) every pair of points from distinct groups occurs in a unique block.
The group type of the GDD is the multiset {|G| : G ∈ G}. A GDD (X,G,B) will be referred to as a K-GDD if |B| ∈
K for every block B in B. A TD(k, n) is a GDD of group type nk and block size k. It is well known that the existence
of a TD(k, n) is equivalent to the existence of k − 2 MOLS (mutually orthogonal Latin squares) of order n and that for
any prime power p, there exist p − 1 MOLS of order p. From [5] we have the following theorem.
Theorem 3.2. (1) There exists a TD(r,m) if r5 and m /∈E5 = {2, 3, 6, 10}.
(2) There exists a TD(r, p) if p is a prime power and rp + 1.
(3) There exists a TD(r, 5h) if r8, h ≡ 2 (mod 3) and h /∈ {2, 11}.
(4) There exists a TD(7, 12).
(5) There exists a TD(6, t) for t ∈ {5, 20, 26, 35, 38, 62}.
Construction 3.3 (Weighting). Suppose (X,G,B) is a GDD and let w be a mapping: X → Z+ ∪ {0}. Suppose there
exists an FSOMTS of type {w(x) : x ∈ B} for every B ∈ B. Then there exists an FSOMTS of type {∑x∈Gw(x) :
G ∈ G}.
To apply the weighting construction we need the “master designs” provided in the following theorems.
Theorem 3.4 (Kreher and Stinson [13]). Let h and n be positive integers. Then there exists a {4}-GDD of type hn if
and only if the conditions in Table 1 are satisﬁed.
Theorem 3.5 (Ge and Ling [7, Theorem 3.18]). There exists a {4}-GDD of type 4mu1 for every m6, m ≡ 0 (mod 3)
and u ≡ 1 (mod 3) with 1u2(m − 1).
Theorem 3.6 (Ge and Ling [7, Theorem 3.16]). There exists a {4}-GDD of type 12mu1 for every m4 and u ≡ 0
(mod 3) with 0u6(m − 1).
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Table 1
Existence of {4}-GDDs of type hn
h n Necessary and sufﬁcient conditions
1, 5 (mod 6) 1, 4 (mod 12) n4
2, 4 (mod 6) 1 (mod 3) n4, (h, n) = (2, 4)
3 (mod 6) 0, 1 (mod 4) n4
0 (mod 6) no constraint n4, (h, n) = (6, 4)
Theorem 3.7 (Brouwer et al. [4]). There exists a {4}-GDD of type 2m51 for every m ≡ 0 (mod 3) with m9.
Theorem 3.8 (Bennett et al. [2, Example 2.2]). There exists an FSOMTS of type 1731.
A pairwise balanced design (PBD) with parameters (v,K, 1) is a K-GDD of type 1v . We shall employ the following
known existence results for PBDs on v points with blocks of size four and a distinguished block of size w, which are
denoted by (v, {4, w∗}, 1)-PBDs.
Lemma 3.9 (Colbourn and Dinitz [5]). There exists a (v, {4, w∗}, 1)-PBD if and only if v3w + 1, and
1. v ≡ 1 or 4 (mod 12) and w ≡ 1 or 4 (mod 12) or
2. v ≡ 7 or 10 (mod 12) and w ≡ 7 or 10 (mod 12).
Lemma 3.10. There exists a {4, 7}-GDD of type 3n for all n> 6 and n ≡ 2, 3 (mod 4).
Proof. From Lemma 3.9 we have a (v, {4, 7∗}, 1)-PBD for all v > 19, where v ≡ 7, 10 (mod 12). By deleting one
point not in the unique block of size 7 from this PBD, we readily obtain a {4,7}-GDD of type 3n for n> 6 where
n = 2, 3 (mod 4). 
As an application of Construction 3.3, we ﬁrst improve Theorem 1.2(iii). Combining Construction 3.3 and Lemma
3.10 we get an FSOMTS of type 3n for n = 14, 18, 19. So we improve Theorem 1.2(iii) as follows.
Theorem 3.11. There exists an FSOMTS(3n) if and only if n4 except possibly that n = 6.
4. Enhanced self-orthogonal quasigroup and the inﬂation construction
The recursive construction in this section is referred to as the Inﬂation Construction. It essentially “blows up”
every occupied cell of an FSOMTS into a Latin square such that if one cell is ﬁlled with a certain Latin square, then
its symmetric cell is ﬁlled with the transpose of an orthogonal mate of the Latin square. We cannot always get an
FSOMTS by inﬂating a smaller one with an MOLS or an SOLS (self-orthogonal Latin square). For example, inﬂate
an FSOMTS(14) with a SOLS(5) (in Fig. 1) we get an FSOLS(54) (in Fig. 2). It is easy to check that the FSOLS(54)
is not an FSOMTS(54).
If (Q,
) is a quasigroup, we deﬁne on set Q six binary operations 
(1,2,3), 
(1,3,2), 
(2,1,3), 
(2,3,1), 
(3,1,2),

(3,2,1) as follows:
a 
 b = c if and only if
a
(1,2,3)b = c, a
(1,3,2)c = b, b
(2,1,3)a = c,
b
(2,3,1)c = a, c
(3,1,2)a = b, c
(3,2,1)b = a.
These six (not necessarily distinct) quasigroups (Q,
(i,j,k)), where {i, j, k} = {1, 2, 3}, are called the conjugates of
(Q,
) (see [19]). The Latin square deﬁned by the multiplication table of (Q,
(i,j,k)) is denoted by L(i,j,k). It is well
known (e.g., see [14]) that the number of distinct conjugates of a quasigroup (Latin square) is always 1, 2, 3 or 6.
A quasigroup (Latin square) which is orthogonal to its (i, j, k)-conjugate is called (i, j, k)-conjugate orthogonal.
It is obvious that (2,1,3)-conjugate orthogonal is self-orthogonal. Suppose that (Q,
) is an idempotent quasigroup.
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Fig. 1. An FSOMTS(14) and an SOLS(5).
Fig. 2. An FSOLS(54).
Let P1 = {(1, 2, 3), (2, 3, 1), (3, 1, 2)} and P2 = {(2, 1, 3), (3, 2, 1), (1, 3, 2)}. For every pair ((i, j, k), (p, q, r)) ∈
P1 × P2, if (Q,
(i,j,k)) and (Q,
(p,q,r)) are orthogonal, then we say that (Q,
) is an enhanced self-orthogonal
quasigroup and denoted by ESOQ(v), where v = |Q|. The idempotent Latin square deﬁned by the multiplication table
of an ESOQ(v) is called an enhanced self-orthogonal Latin square and denoted by ESOLS(v).
Let q be a prime power, GF(q) be a ﬁnite ﬁeld of q elements, and Q be the set of elements of the GF(q). We deﬁne
x 
 y = x + (1 − )y, , x, y ∈ GF(q). If  = 0, 1, then (Q,
) is an idempotent quasigroup based on Q. Each of
the six conjugate operations has the form x
(i,j,k) y = x + (1 − )y as follows:
x
(1,2,3)y = x + (1 − )y, x
(2,1,3)y = (1 − )x + y,
x
(2,3,1)y =
(
1 − 1

)
x + 1

y, x
(3,2,1)y = 1x +
(
1 − 1

)
y,
x
(3,1,2)y = 11 − x −

1 − y, x
(1,3,2)y = −

1 − x +
1
1 − y.
It is easy to see that the conjugates of (Q,
) are all idempotent. The orthogonality between (Q,
(i,j,k)) with
x
(i,j,k) y = x + (1 − )y and (Q,
(p,q,r)) with x
(p,q,r)y = x + (1 − )y is then equivalent to  = 
(e.g., see [3]).
If  = 2−1, then
 = 1 − , 1 − 1

= − 
1 −  ,
1
1 −  =
1

.
If  = −1, then
 = 1

, 1 − 1

= 1 − , 1
1 −  = −

1 −  .
Y. Xu et al. / Discrete Mathematics 308 (2008) 5049–5063 5055
If  = 2, then
 = − 
1 −  , 1 −
1

= 1

,
1
1 −  = 1 − .
Hence, if q > 5 and  /∈ {0, 1,−1, 2, 2−1}, then (Q,
) is an ESOQ(q). So we have the following result.
Lemma 4.1. Suppose that q is a prime power exceeding 5, then there exists an ESOQ(q).
Lemma 4.2 (Direct product). Suppose thatmand n are positive integers and there exist anESOQ(m) and anESOQ(n).
Then there exists an ESOQ(mn).
Proof. Suppose that (Q1, ◦) is an ESOQ(m) and (Q2, •) is an ESOQ(n). Let Q=Q1 ×Q2, deﬁne a binary operation
“
” on Q as follows: ∀(a, x), (b, y) ∈ Q, let
(a, x) 
 (b, y) = (a ◦ b, x • y).
It is easy to see that (Q,
) is an idempotent quasigroup of order mn and
(a, x)
(i,j,k)(b, y) = (a◦(i,j,k)b, x•(i,j,k)y).
If (Q1, ◦(i,j,k)) and (Q1, ◦(p,q,r)) are orthogonal, (Q2, •(i,j,k)) and (Q2, •(p,q,r)) are orthogonal, then it is well
known (e.g., see [18]) that (Q,
(i,j,k)) and (Q,
(p,q,r)) are orthogonal. So (Q,
) is an ESOQ(mn). 
Lemma 4.3. Suppose that v is an integer, v=pn11 pn22 · · ·pnkk , and pnii 7 for 1 ik. Then there exists an ESOQ(v).
Proof. Combine Lemma 4.2 and the induction. 
Suppose that K is a set of positive integers. We say that K is PBD-closed if the existence of a (v,K)-PBD implies
that v ∈ K .
Lemma 4.4. Let K∗ = {v : there exists an ESOQ(v)}. Then K∗ is PBD-closed.
Proof. Let (X,B) be any (v,K∗)-PBD. We need to prove that v ∈ K∗. In other words, we need to show that there
exists an ESOQ(v).
For every blockB ∈ B, there exists an ESOQ(|B|) on set B. We denote it with (B,

B
). We deﬁne a binary operation
“
” on set X as follows. ∀x, y ∈ X, if x = y, we deﬁne
x 
 x = x.
If x = y, then x, y occur in a unique block B ∈ B, we deﬁne
x 
 y = x

B
y.
Since ESOQ(|B|) on B is idempotent and each pair of different elements of X, x and y, occur in a unique block B ∈ B,
“

B
” can be written as “
” for every B ∈ B.
For each pair of elements a, b in X, we consider the following equations:
a 
 x = b and y 
 a = b. (5)
If a = b, then a and b occur in a unique block B, and Eqs. (5) are uniquely resolvable in both B and X. If a = b, then
the equations only have solution x = y = a. So, Eqs. (5) are uniquely resolvable in X for every pair of elements in X.
Hence, (X,
) is an idempotent quasigroup of order v.
Suppose that (i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)} and (p, q, r) ∈ {(2, 1, 3), (3, 2, 1), (1, 3, 2)}. For x, y, s, t ∈
X, we also suppose that
x
(i,j,k) y = s
(i,j,k) t = z1,
x
(p,q,r) y = s
(p,q,r) t = z2
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and x, y ∈ B1, s, t ∈ B2. If B1 = B2, then B1 and B2 intersect at z1 and z2. This implies that z1 = z2 and x
(i,j,k) y =
x
(p,q,r) y. Since (B1,
(i,j,k)) and (B1,
(p,q,r)) are orthogonal and idempotent, we have x = y = z1. Similarly, we
have s = t = z1. If B1 = B2 = B, since (B,
(i,j,k)) and (B,
(p,q,r)) are orthogonal, we have x = s and y = t . This
implies that (X,
(i,j,k)) and (X,
(p,q,r)) are orthogonal. So, (X,
) is an ESOQ(v) and K∗ is PBD-closed. This
completes the proof. 
It is obvious that if (Q,
) is a SOMTS(v), then (Q,
) is an ESOQ(v) with the following identities:
(Q,
(1,2,3)) = (Q,
(2,3,1)) = (Q,
(3,1,2)),
(Q,
(2,1,3)) = (Q,
(3,2,1)) = (Q,
(1,3,2)).
From Theorem 1.2 and Lemma 4.1 we know that K = {4, 7, 8, 9} ⊂ K∗. So, from [17] and Lemma 4.4 we have the
following lemma.
Lemma 4.5. If v > 3 and v /∈ {5, 6, 10, 11, 12, 14, 15, 17, 18, 19, 20, 21, 23, 24, 26, 27, 30, 35, 38, 39, 41, 42, 44,
47, 48, 51, 54, 59, 62, 110, 143, 150, 159, 161, 164, 167, 173, 174}, then v ∈ K∗.
Lemma 4.6. If v > 3 and v /∈ {5, 6, 10, 12, 14, 18, 20, 26, 35, 38, 62}, then v ∈ K∗.
Proof. If v ∈ {15, 19, 21, 24, 27, 30, 39,42, 48, 51, 54, 150, 159, 174}, then from Theorem 1.2 we know there exists
an ESOQ(v) (SOMTS(v)).
If v ∈ {11, 17, 23, 41, 47, 59, 143, 161, 167, 173}, we have an ESOQ(v) by applying Lemma 4.3.
Apply Lemma 4.2 with m= 4, n= 11 and m= 4, n= 41, ESOQ(4) is from Theorem 1.2, ESOQ(11) and ESOQ(41)
are from Lemma 4.1, we obtain an ESOQ(44) and an ESOQ(164).
Start with a TD(9, 13) from Theorem 3.2, delete ﬁve points from the ﬁrst group, two points from the second group,
then we can get a (110, {7, 8, 9, 11, 13})-PBD.
From Lemma 4.1 we know that {7, 8, 9, 11, 13} ⊂ K∗. Since K∗ is PBD-closed, we have 110 ∈ K∗.
Combine with Lemma 4.5 we complete the proof. 
We cannot always get an FSOMTS by inﬂating a smaller one with an MOLS or a SOLS (self-orthogonal Latin
square) as we have mentioned, but we can get an FSOMTS by inﬂating a smaller one with an ESOQ.
Construction 4.7 (Inﬂation). Suppose there exist an FSOMTS(mn) and an ESOQ(v), then there exists an
FSOMTS((mv)n).
Proof. Suppose that (Q1, ◦) is an FSOMTS(mn) with hole setH1 = {S1, S2, . . . , Sn} and (Q2,
) is an ESOQ(v).
Let A = (axy) be the FSOLS(mn) deﬁned by the multiplication table of the FSOMTS(mn) and L be the ESOLS(v)
deﬁned by the multiplication table of the ESOQ(v).
Suppose that (x, y) ∈ Q21\
⋃n
i=1S2i . If axy = z, then ayz = x, azx = y. In the Latin square A, we replace the element
axy = z with a Latin square L=L(123) indexed by z, replace the element ayz = x with L(231) indexed by x, replace the
element azx=y withL(312) indexed by y.We repeat the above process until every occupied cell inA is replaced by a Latin
square of order v. Then we get an holey Latin square of ordermvnwith hole setH={S1×Q2, S2×Q2, . . . , Sn×Q2}.
We denote the holey Latin square by B. From the self-orthogonality of A and the enhanced self-orthogonality of L we
know that B is an FSOLS((mv)n).
Let Q = Q1 × Q2. We consider the holey quasigroup (Q, ∗) corresponding to B. For (x, a), (y, b) ∈ Q, where
(x, y) /∈⋃ni=1S2i , if axy = z was replaced by L(i,j,k) = (ab) index by z in the construction of B, where (i, j, k) ∈{(1, 2, 3), (2, 3, 1), (3, 1, 2)}, then we have
(x, a) ∗ (y, b) = (x ◦ y, a
(i,j,k)b),
(y, b) ∗ (z, c) = (y ◦ z, b
(j,k,i)c),
(z, c) ∗ (x, a) = (z ◦ x, c
(k,i,j)a).
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If axy = z, ab = c, then x ◦ y = z, y ◦ z = x, z ◦ x = y; a
(i,j,k)b = c, b
(j,k,i)c = a, c
(k,i,j)a = b, and then
(x, a) ∗ (y, b) = (z, c),
(y, b) ∗ (z, c) = (x, a),
(z, c) ∗ (x, a) = (y, b).
It is obvious that the multiplication table of (Q, ∗) is B. Since
(y, b) ∗ ((x, a) ∗ (y, b)) = (y, b) ∗ (z, c) = (x, a),
so (Q, ∗) is semisymmetric. The self-orthogonality of (Q, ∗) is from that of B. Now we have proved that (Q, ∗) is an
FSOMTS((mv)n). 
Since an SOMTS(v) is also an ESOQ(v), we have the following corollary.
Corollary 4.8. Suppose that there exist an FSOMTS(mn) and a SOMTS(v), then there exists an FSOMTS((mv)n).
The following is a generalization of Construction 4.7.
Construction 4.9. Suppose that there exist an FSOMTS(mn11 m
n2
2 · · ·mnkk ) and an ESOQ(v), then there exists an
FSOMTS((m1v)n1(m2v)n2 · · · (mkv)nk ).
Construction 4.10. Suppose that there exist an FSOMTS(hn) and an FSOMTS(tmu1). Suppose also that there exist
an FSOMTS((ht)n) and an FSOMTS((hu)n). Then there exists an FSOMTS((htm + hu)n).
Proof. Apply Inﬂation Construction, start with an FSOMTS(hn) as an initial square, replace each of the occu-
pied cell with an FSOMTS(tmu1) indexed by the element in that cell, then we get an FSOMTS((htm + hu)n)
with m sub-FSOMTSs of order htn and a sub-FSOMTS of order hun missing. Fill each of the holes of size htn
with an FSOMTS((ht)n), and ﬁll the hole of size hun with an FSOMTS((hu)n), then we obtain an
FSOMTS((htm + hu)n). 
5. Existence of FSOMTS(hn) for h ≡ 0 (mod 3)
Lemma 5.1. (i) Let h ≡ 0 (mod 6) and n4. Then there exists an FSOMTS of type hn for (h, n) = (6, 4).
(ii) Let h ≡ 3 (mod 6), n ≡ 0, 1 (mod 4) and n4. Then there exists an FSOMTS of type hn.
Proof. Apply Construction 3.3 with the {4}-GDD(hn) from Theorem 3.4, give every point weight one, the input design
FSOMTS(14) is from Theorem 1.2(i), we then obtain the desired FSOMTS(hn). 
Lemma 5.2. There exists an FSOMTS(9n) for n ≡ 2, 3 (mod 4) and n6.
Proof. Apply Construction 2.1 with h = 9, n = 5, u = 9, e = (∅, x9, 31, 2, 17, ∅, 37, x1, 14, x2, ∅, x7, x5, 41, 16, ∅,
x8, 8, x3, 7, ∅, 3, x4, 4, 11, ∅, 22, 24, 32, 43, ∅, 39, 21, 26, 13, ∅, 28, 9, 12, x6, ∅, 19, 18, 1, 42), f = (38, 36, 27, 23, 33,
6, 34, 29, 44), g = (7, 9, 18, 22, 12, 39, 11, 16, 1) we get an FSOMTS(96).
Apply Construction 3.3 with a {4, 7}-GDD of type 3n from Lemma 3.10, give each point of the GDD weight three.
The input designs, FSOMTS of types 34 and 37, are from Theorem 1.2. We then obtain an FSOMTS(9n). 
A double GDD (DGDD) is a quadruple (X,H,G,B) where X is a set of points,H and G are partitions of X (into
holes and groups, respectively) and B is a collection of subsets (blocks) of X such that
(i) for each block B ∈ B and each hole Y ∈H, |B ∩ Y |1 and
(ii) any pair of points from X which are not in the same hole occur together in some group or in exactly one block,
but not both.
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A K-DGDD of type (g1, hw1 )
u1(g2, h
w
2 )
u2 . . . (gs, h
w
s )
us is a DGDD in which every block has size from the set K and
in which there are ui groups of size gi , each of which intersects each of the w holes in hi points. (Thus, gi = hiw for
i = 1, 2, . . . , s. Not every DGDD can be expressed this way, of course, but this is the most general type that we will
require.) Thus, for example, a modiﬁed GDD K-MGDD of type gu is a K-DGDD of type (g, 1g)u. The existence of a
{k}-MGDD of type mn is equivalent to the existence of a {k}-MGDD of type nm (see [1, Lemma 1.3]).
Theorem 5.3 (Assaf andWei [1], Ge et al. [9], Ling and Colbourn [15]). There exists a {4}-MGDD of type mn if and
only if m, n4, (m − 1)(n − 1) ≡ 0 (mod 3), except that {m, n} = {6, 4}.
Lemma 5.4. Suppose that h ≡ 3 (mod 6), h15, n ≡ 2, 3 (mod 4) and n4. Then there exists an FSOMTS(hn) for
n = 6.
Proof. FromTheorem 5.3 we have a {4}-MGDDof type (2t+1)m form=4 or 7 with an integer t2. Apply Construc-
tion 3.3 with the MGDD, give each point weight one, the input design is FSOMTS(14), we get an FSOMTS((2t +1)m)
with 2t + 1 sub-FSOMTSs of order m missing. Fill each of the holes of size m with an FSOMTS(1m) from Theorem
1.2, we ﬁnally obtain an FSOMTS((2t + 1)m) for m = 4 or 7 with an integer t2.
Again apply Construction 3.3 with a {4,7}-GDD of type 3n (n ≡ 2, 3 (mod 4)) from Lemma 3.10, give each point
in the GDD weight 2t + 1. The input designs are the FSOMTS of types (2t + 1)4 and (2t + 1)7 in the above paragraph.
We then get an FSOMTS(6t + 3)n. 
An incomplete GDD (IGDD) is a quadruple (X, Y,G,B) where X is a set of points, Y is a subset (called hole) of X,
G is a partition of X (into groups) and B is a collection of subsets (blocks) of X such that:
(1) for each block B ∈ B intersect each group G ∈ G in at most one point,
(2) no pair of distinct points of Y occurs in any block and
(3) every pair of points {x, y} from distinct groups with the exception of those in which both x and y lie in Y occurs
in exactly one block of B.
Roughly speaking, an IGDD is a GDD from which a sub-GDD is missing. In fact, the missing sub-GDD does not
need to exist.
The multiset {(|G|, |G ∩ Y |) : G ∈ G} is deﬁned to be the type of the IGDD. As with GDDs and DGDDs, we use
an “exponential” notation for its description. We say an IGDD is a K-IGDD if |B| ∈ K for every block B ∈ B. The
following theorem is from the combination of Theorems 1.1 and 7.5 in [20].
Theorem 5.5. There exists a {4}-IGDD of type (h, u)n if and only ifn4,h3u,h(n−1) ≡ 0 (mod 3), (h−u)(n−1) ≡
0 (mod 3), and n(n−1)(h2−u2) ≡ 0 (mod 12), except for (n, h, u) ∈ {(4, 2, 0), (4, 6, 0), (4, 6, 1)} and except possibly
for (n, h, u) ∈ {(14, 15, 3), (14, 21, 3), (14, 93, 27), (18, 15, 3), (18, 21, 3), (18, 93, 27)}.
Lemma 5.6. Suppose that h ≡ 3 (mod 6). Then there exists an FSOMTS(h6) for h15 and h = 21.
Proof. Apply Construction 2.1 with h = 15, n = 5, u = 15, e = (∅, 68, 46, x5, 42, ∅, 19, 8, x14, x2, ∅, 7, 43, 69, 36,
∅,33, 59, x4, 2, ∅, 49, 61, x3, 18, ∅, 47, 24, 54, 31, ∅, 63, 44, 37, x13, ∅, 27, 14, 71, 53, ∅, 13, 58, x12, 73, ∅, x6, 34, 9,
x1, ∅, 3, 38, x11, x10, ∅, 62, 6, 56, x9, ∅, 23, 28, x8, x7, ∅, 39, 74, 4, 51, ∅, 64, 48, 17, x15), f = (26, 66, 52, 57, 72, 29,
11, 12, 16, 21, 22, 32, 41, 67, 1), g = (49, 9, 23, 18, 3, 46, 64, 63, 59, 54, 53, 43, 34, 8, 74) we get an FSOMTS(156).
From Theorem 5.5 we have a {4}-IGDD of type (h, 9)6 for h ≡ 3 (mod 6) and h27. Apply Construction 3.3
with the {4}-IGDD, give each point weight one, the input design FSOMTS(14) from Theorem 1.2, then we get
an FSOMTS(h6) with a sub-FSOMTS of order 54 missing. Fill the hole of size 54 with an FSOMTS(96) from
Lemma 5.2, we ﬁnally obtain an FSOMTS(h6) for h27. 
Combine Theorem 3.11, Lemmas 5.1, 5.2, 5.4 and 5.6 we have the following theorem.
Theorem 5.7. Suppose that h ≡ 0 (mod 3) and n4. Then there exists an FSOMTS(hn) for (h, n) /∈ {(6, 4), (3, 6),
(21, 6)}.
Y. Xu et al. / Discrete Mathematics 308 (2008) 5049–5063 5059
6. Existence of FSOMTS(hn) for h ≡ 1 (mod 3)
Lemma 6.1. Suppose that h ≡ 1 (mod 3), n ≡ 0, 1 (mod 3) and n4. Then there exists an FSOMTS(hn) for n /∈ {6,
9, 10, 12, 18}.
Proof. From Theorem 5.3 we have a {4}-MGDD of type hn. Apply Construction 3.3 with the {4}-MGDD, give each
point weight one, the input design is FSOMTS(14), we get an FSOMTS(hn)missing h spanning sub-FSOMTSs of order
n. Fill each of the holes of size n with an FSOMTS(1n) from Theorem 1.2, we ﬁnally obtain an
FSOMTS(hn). 
Lemma 6.2. If h is a positive integer and h /∈ {1, 5, 7}, then there exists an FSOMTS(h10).
Proof. If h ≡ 0 (mod 6), an FSOMTS(h10) exists in Theorem 5.7.
If h ≡ 2 or 4 (mod 6), from Theorem 3.4 we have a {4}-GDD of type h10. Apply Construction 3.3 with the {4}-GDD,
give each point weight one, the input design FSOMTS(14) comes from Theorem 1.2, then we get an FSOMTS(h10).
Now, we suppose that h is odd and h> 1. An FSOMTS of type 310 exists in Theorem 1.2. From Theorem 5.5 we
have a {4}-IGDD of type (h, 3)10 for h9. Apply Construction 3.3 with the {4}-IGDD, give each point weight one,
the input design is FSOMTS(14), then we get an FSOMTS(h10) with a sub-FSOMTS of order 30 missing. Fill the hole
of size 30 with an FSOMTS(310), we then obtain an FSOMTS(h10) for h ≡ 1 (mod 2) and h9. 
Lemma 6.3. Suppose that h ≡ 1 (mod 6) and h> 1:
(1) If h ≡ 1 (mod 12), then there exists an FSOMTS(h9) for h ∈ {49, 85} and h133.
(2) If h ≡ 7 (mod 12), then there exists an FSOMTS(h9) for h31.
Proof. (1) Apply Corollary 4.8 with an FSOMTS(79) fromLemma 2.2 and a SOMTS(v) for v ∈ {7, 19} fromTheorem
1.2 we get an FSOMTS(h9) for h = 7v ∈ {49, 133}.
Apply Construction 4.7 with an FSOMTS(59) from Lemma 2.2 and an ESOQ(v) for v ∈ {17, 29} from Lemma 4.6
we get an FSOMTS(h9) for h = 5v ∈ {85, 145}.
From Theorem 3.5 we have a {4}-GDD of type 43k491 for k9. Start from the 4-GDD of type 43k491, give each
point weight nine by ﬁlling in each of blocks with the {4}-MGDD of type 94 from Theorem 5.3, we get a {4}-DGDD of
type (12k + 49, 43k491)9. Apply Construction 3.3, give each point weight one, the input design is FSOMTS(14), then
we get FSOMTS((12k + 49)9) with 3k Sub-FSOMTSs of order 36 and a sub-FSOMTS of order 49 × 9 missing. Fill
each of the holes of size 36 and the hole of size 49 × 9 with an FSOMTS(49) from Lemma 2.2 and an FSOMTS(499),
respectively, we then obtain an FSOMTS(h9) for h = 12k + 49157.
(2) From Theorem 3.5 we have a {4}-GDD of type 43k71 fork2. Use the same method as above, FSOMTS(79) is
from Lemma 2.2, we can obtain an FSOMTS(h9) for h = 12k + 731. 
Lemma 6.4. Suppose that h ≡ 4 (mod 6) and n ∈ {6, 12, 18}. Then there exists an FSOMTS(hn) for h /∈ {4, 10, 28,
40, 52, 70, 76, 124}.
Proof. Apply Construction 4.9 with k = 1, m1 = 2, n1 = n ∈ {6, 12, 18} and v = h/2. FSOMTS(2n) and ESOQ(v)
are from Theorem 1.2 and Lemma 4.6, respectively. 
Lemma 6.5. There exists an FSOMTS(h6) for h ∈ {10, 40, 52, 70, 76, 124}; there exists an FSOMTS(hn) for h ∈ {4,
28, 40, 52, 76, 124} and n ∈ {9, 12, 18}; and there exists an FSOMTS(70n) for n ∈ {12, 18}.
Proof. ApplyConstruction 3.3, start with a TD(6, t) for t ∈ {5, 20, 26, 35, 38, 62} fromTheorem3.2(5), give each point
weight two, the input design, FSOMTS(26) is from Theorem 1.2, we then obtain an FSOMTS(h6) for h = 2t ∈ {10,
40, 52, 70, 76, 124}.
FSOMTS(49) is from Lemma 2.2. Use Construction 2.1 with the following parameters and vectors we can get
FSOMTS of types 412 and 418.
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FSOMTS(412): h = 4, n = 11, u = 4, e = (∅, 21, 28, 12, x4, 3, x1, 1, 25, 41, x2, ∅, 30, 4, 26, 8, 18, 36, 32, 27, 43,
16, ∅, 24, x3, 10, 42, 13, 5, 19, 17, 14, 35, ∅, 15, 31, 7, 29, 37, 23,9, 2, 39, 6), f = (38, 34, 20, 40), g = (6, 10, 24, 4).
FSOMTS(418): h = 4, n = 17, u = 4, e = (∅, 10, 40, 52, x4, 18, 26, 3, 54, 67, x2, 36, 42, 63, 22, 39, 19, ∅, 7, 5, 62,
8, 2, x1, 53, 57, 38, 21, 30, 44, 56, x3, 43, 32, ∅, 12, 1, 9, 66, 24, 31, 25, 48, 16, 15, 33, 60, 6, 46, 65, 55, ∅, 27, 29, 49,
47, 23, 50, 59, 28, 13, 11, 41, 14, 61, 4, 20, 35), f = (45, 58, 37, 64), g = (23, 10, 31, 4).
Start with an FSOMTS(4n) for n ∈ {9, 12, 18}, apply Construction 4.7 with an ESOQ(v) for v ∈ {7, 13, 19, 31},
then we obtain an FSOMTS(hn) for h = 4v ∈ {28, 52, 76, 124} and n ∈ {9, 12, 18}.
Start with an FSOMTS(5n) for n ∈ {9, 12} from Lemma 2.2, apply Construction 4.7 with an ESOQ(8), then we
obtain an FSOMTS(40n) for n ∈ {9, 12}.
Start with a 4-GDD of type 410 from Theorem 3.4, give each point weight 18 by ﬁlling in each of blocks with the
{4}-MGDD of type 184 from Theorem 5.3, we get a {4}-DGDD of type (40, 410)18. Apply Construction 3.3, give
each point weight one, the input design is FSOMTS(14), then we get FSOMTS(4018) with 10 sub-FSOMTSs of order
4 × 18 missing. Fill each of the holes of size 4 × 18 with an FSOMTS(418), we then obtain an FSOMTS(4018).
Start with a 4-GDD of type 412221 from Theorem 3.5, give each point weight n ∈ {12, 18} by ﬁlling in each of blocks
with the {4}-MGDD of type n4 from Theorem 5.3, we get a {4}-DGDD of type (70, 412221)n. Apply Construction
3.3, give each point weight one, the input design is FSOMTS(14), then we get FSOMTS(70n) with 12 sub-FSOMTSs
of order 4n and a sub-FSOMTS of order 22n missing. Fill each of the holes of size 4n with an FSOMTS(4n), and ﬁll
the hole of size 22n with an FSOMTS(22n) from Lemma 6.4 , we then obtain an FSOMTS(70n) for n ∈ {12, 18}. 
Lemma 6.6. Suppose that h ≡ 4 (mod 6). Then there exists an FSOMTS(h9) for h = 22.
Proof. FSOMTS(49) is from Lemma 2.2. Use Construction 2.1 with the following parameters and vectors we can get
an FSOMTS(109): h = 10, n = 8, u = 10, e = (∅, x9, 39, x3, 75, 9, 23, 35, ∅, x8, 21, 70, 10, 33, 41, x1, ∅, 74, x2, 50,
67, 47, 3, 1, ∅, 12, 59, 66, 73, 25, 49, 61, ∅, 54, 14, x4, 6, 78, 31, 53, ∅, 43, 5, 38, 29, 52, 18, 60, ∅, 7, 44, 15, 34, x5,
x6, 4, ∅, 63, 57, 69, 46, 58, 28, x10, ∅, 36, 20, 55, 13, x7, 2, 76, ∅, 42, 30, 37, 51, 19, 68, 22), f = (65, 62, 77, 45, 27,
26, 11, 71, 79, 17), g = (15, 18, 3, 35, 53, 54, 69, 9, 1, 63).
Apply Corollary 4.8 withm=4, n=9, v=4, the initial square and the input design are FSOMTS(49) and SOMTS(4),
respectively, we then obtain an FSOMTS(169).
Start with a 4-GDD of type 43t u1 for t2 and u ∈ {4, 10} from Theorem 3.5, give each point weight nine by ﬁlling in
each of blocks with the {4}-MGDD of type 94 from Theorem 5.3, we get a {4}-DGDD of type(12t +u, 43t u1)9. Apply
Construction 3.3, give each point weight one, the input design is FSOMTS(14), then we get FSOMTS((12t + u)9)
with 3t sub-FSOMTSs of order 36 and a sub FSOMTS of order 9u missing. Fill each of the holes of size 36 with an
FSOMTS(49), and the hole of size 9u with an FSOMTS(u9) (u = 4 or 10), we then obtain an FSOMTS((12t + u)9)
for t2 and u ∈ {4, 10}. 
Combine Lemmas 6.1–6.6 and Lemma 2.2 we have the following theorem.
Theorem 6.7. (1) Suppose that h ≡ 1 (mod 6), h> 1, n ≡ 0 or 1 (mod 3) and n4. Then there exists an FSOMTS(hn)
forn /∈ {6, 12, 18} and (h, n) /∈ {(7, 10)}∪{(13, 9), (19, 9), (25, 9), (37, 9), (61, 9), (73, 9), (97, 9), (109, 9), (121, 9)}.
(2) Suppose that h ≡ 4 (mod 6), n ≡ 0 or 1 (mod 3) and n4. Then there exists an FSOMTS(hn) for (h, n) /∈ {(4, 6),
(10, 12), (10, 18), (22, 9), (28, 6)}.
7. Existence of FSOMTS(hn) for h ≡ 2 (mod 3)
Lemma 7.1. Suppose that h ≡ 2 (mod 6), h> 2, n ≡ 0 or 1 (mod 3) and n4. Then there exists an FSOMTS(hn) for
n = 9 and (h, n) /∈ {(14, 27), (20, 27), (26, 27), (38, 27), (62, 27), (14, 33), (26, 33), (38, 33), (62, 33)}.
Proof. First, for every n ≡ 1 (mod 3) and n4, from Theorem 3.4 we have a {4}-GDD of type hn. Apply Construc-
tion 3.3, give each point of the GDD weight one, the input designs are FSOMTSs of type (14), then we obtain an
FSOMTS(hn).
Second, for every n ≡ 0 (mod 3), n6, if n /∈ {9, 27, 33, 39}, apply Corollary 4.8 with an FSOMTS(2n) and an
SOMTS(h/2) from Theorem 1.2, then we obtain an FSOMTS(hn) (h = 20).
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Apply Construction 4.10 with h = 2, t = 1, m = 7 and u = 3. The initial square, FSOMTS(2n) is from Theorem
1.2. The input designs, FSOMTS(1731) is from Theorem 3.8, FSOMTS(2n) is from Theorem 1.2 and FSOMTS(6n)
is from Lemma 5.1(i). Then we obtain an FSOMTS(20n) for every n ≡ 0 (mod 3), n6 and n /∈ {9, 27, 33, 39}.
Apply Construction 3.3, start with a TD(8, 5h) from Theorem 3.2(3), give each point in the ﬁrst seven group weight
one. In the last group, give each of h points weight three and 4h points weight zero. The input designs are FSOMTS(17),
and FSOMTS(1731) coming from Theorems 1.2 and 3.8, respectively. We then get an FSOMTS of type (5h)7(3h)1.
Fill each of the holes of size 5h with an FSOMTS(h6), and the hole of size 3h with an FSOMTS(h4) we obtain an
FSOMTS(hn) for n = 5 × 7 + 3 + 1 = 39.
Apply Construction 4.9, start with an FSOMTS(1n) for n ∈ {27, 33} as an initial square, replace each occupied cell
with an ESOQ(h) from Lemma 4.6, where h ≡ 2 (mod 6) and h /∈ {14, 20, 26, 38, 62}, we then obtain an FSOMTS(hn)
for n ∈ {27, 33}.
Apply Corollary 4.8, start with an FSOMTS(59) from Lemma 2.2, ﬁll each cell with a SOMTS(4) we get an
FSOMTS(209).
Apply Construction 3.3, start with a TD(4, 8), give each point of the TD(4, 8) weight 20, the input design is
FSOMTS(204), we then get an FSOMTS(1604). Fill each of the holes of size 160 with an FSOMTS(209) we obtain
an FSOMTS(20n) for n = 8 × 4 + 1 = 33. 
Lemma 7.2. Suppose that h ≡ 5 (mod 6), h /∈ {5, 35}. There exists an FSOMTS(hn) for n ≡ 0 or 1 (mod 3), n4 and
n /∈ {6, 9, 12, 18}.
Proof. For n ≡ 0 or 1 (mod 3) and n /∈ {6, 9, 10, 12, 18}, start with an FSOMTS(1n) from Theorem 1.2, apply
Construction 4.7 withm=1 and v=h, the input design, ESOQ(h), is fromLemma 4.6, we then obtain an FSOMTS(hn).
There exists an FSOMTS(h10) from Lemma 6.2. 
Lemma 7.3. Let n ≡ 0, 1 (mod 3) and n /∈E, where E = {6, 10, 15, 18, 19, 21, 24, 27, 30, 39, 42, 51, 54, 66, 75,
87, 102, 111, 114, 138, 147, 150, 159, 174, 183, 195, 210}. Then there exists an (n, {4, 7, 9, 12})-PBD.
Proof. From [5, Table 3.23, p. 250] we have an (n, {4, 7, 9})-PBD for n ≡ 0, 1 (mod 3) and n /∈ {6, 10, 12, 15, 18,
19, 21, 24, 27, 30, 39, 42, 48, 51, 54, 60, 66, 69, 75, 78, 84, 87, 93, 96, 102, 111, 114, 138, 147, 150, 159, 174,
183, 195, 210}, and an (n, {4, 9, 12})-PBD for n ≡ 0, 1, 4, 9 (mod 12) and n /∈ {21, 24}.
Add a point to TD(7, 11) we can obtain a (78, {7, 12})-PBD. 
Lemma 7.4. There exists an FSOMTS(5n) for n ≡ 0, 1 (mod 3), n4 and n /∈E.
Proof. From Lemma 7.3 we have an (n, {4, 7, 9, 12})-PBD. Note that an (n, {4, 7, 9, 12})-PBD is equivalent to a {4,
7, 9, 12}-GDD of type 1n. Apply Construction 3.3, give each point of the (n, {4, 7, 9, 12})-PBD weight 5, the input
designs, FSOMTS(54) and FSOMTS(57) are from the ﬁrst paragraph of the proof of Lemma 5.4, FSOMTS(59) and
FSOMTS(512) are from Lemma 2.2, we then obtain an FSOMTS(5n) for n ≡ 0, 1 (mod 3), n /∈E. 
Lemma 7.5. There exists an FSOMTS(5n) for n ∈ {15, 19, 54, 75, 87, 102, 111, 114, 138, 147, 150, 159, 174, 183,
195, 210}.
Proof. Apply Construction 2.1 with h = 5, n = 15, u = 5, e = (∅, 22, 33, 50, 59, 64, 11, 1, x5, 7, x2, 15, 27, 45, ∅, 58,
13, 52, 35, 46, 23, 69, 12, x3, 43, 38, x1, 51, ∅, 9, 5, 68, 57, 4, 8, 53, 19, 39, x4, 18, 24, 37, ∅, 55, 36, 40, 16, 67, 49,
31, 41, 17, 21, 34, 30, 66, ∅, 3, 10, 65, 48, 20, 26, 2, 63, 25, 29, 54, 61, 6), f = (44, 60, 47, 32, 62), g = (26, 10, 23, 38,
8) we get an FSOMTS(515).
From Theorem 5.3 we have a {4}-MGDD of type 519. Apply Construction 3.3 with the MGDD, give each point
weight one, the input design is FSOMTS(14), we get an FSOMTS(519) with ﬁve sub-FSOMTSs of order 19 missing.
Fill each of the holes of size 19 with an FSOMTS(119) from Theorem 1.2, we ﬁnally obtain an FSOMTS(519).
From Lemma 5.6 we have an FSOMTS(456). Fill each of the holes of size 45 with an FSOMTS(59), we then obtain
an FSOMTS(554).
From Theorem 3.6we have a {4}-GDD of type 12m151 for every m ∈ {5, 6, 8, 11, 12, 14, 15}. Apply Construction
3.3, give each point weight ﬁve, the input design is FSOMTS(54), we get an FSOMTS(60m751). Fill each of the holes
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Table 2
m a b n = 15m + 3a/5 + 3b/5
7 15 0 114
8 15 15 138
10 0 0 150
11 15 0 174
14 0 0 210
of size 60 with an FSOMTS(512), the hole of size 75 with an FSOMTS(515), we then obtain an FSOMTS(5n) for
n = 12m + 15 ∈ {75, 87, 111, 147, 159, 183, 195}.
We have a TD(8, 55) since we have six MOLS of order 55 (see http://www.emba.uvm.edu/∼dinitz/newresults.html).
Apply Construction 3.3, give each point weight one in the ﬁrst seven groups of the TD(8, 55). In the last group, give
40 points each weight three and 15 points each weight zero. The input designs, FSOMTS(17) and FSOMTS(1731) are
from Theorems 1.2 and 3.8, respectively. Then we get an FSOMTS(5571201). Fill each of the holes of size 55 with an
FSOMTS(512), the hole of size 120 with an FSOMTS(525), we obtain an FSOMTS(5n) for n=11×7+24+1=102.
Start from a TD(m + k, 25) with m ∈ {7, 8, 10, 11, 14} and k ∈ {0, 1, 2}, apply Construction 3.3, give each
point in the ﬁrst m groups weight three, give each of 15 or 20 points weight three in each of the last k groups,and the
remaining points weight zero. The input designs are FSOMTS(3n) (7n14) from Theorem 3.11. Then we get an
FSOMTS(75m(3a)1(3b)1), where a, b ∈ {0, 15, 20}. Fill each of the m holes of size 75 with an FSOMTS(515), the
holes of size 3a and 3b with an FSOMTS(53a/5) and an FSOMTS(53b/5) respectively, we then obtain an FSOMTS(5n)
for n = 15m + 3a/5 + 3b/5. We list the integers m, a, b and the corresponding n in Table 2. 
Lemma 7.6. There exists an FSOMTS(35n) for n ≡ 0, 1 (mod 3), n4 and n /∈ {6, 9, 12, 18, 27, 33, 39}.
Proof. Apply Construction 4.10 with h = 1, t = 2, m = 12, u = 11, and n ≡ 0, 1 (mod 3), n6, and n /∈ {6, 9, 10,
12, 18, 27, 33, 39}, we obtain an FSOMTS(35n). The initial square, FSOMTS(1n) is from Theorem 1.2. For the input
designs, FSOMTS(212111) is obtained from a {4}-GDD of the same type from [7, Theorem 5.21], FSOMTS(2n) from
Theorem 1.2, and FSOMTS(11n) from Lemma 7.2.
There exist an FSOMTS(3510) from Lemma 6.2 and an FSOMTS(354) from the ﬁrst paragraph of the proof of
Lemma 5.4. 
Lemma 7.7. There exists an FSOMTS(hn) for h ≡ 5 (mod 6), h23 and n ∈ {9, 12}.
Proof. Start from a 4-GDD of type 23k51 with k3 from Theorem 3.7, give each point weight n by ﬁlling in each
of blocks with the 4-MGDD of type n4 from Theorem 5.3, we get a 4-DGDD of type (6k + 5, 23k51)n. Apply
Construction 3.3, give each point weight one, the input design is FSOMTS(14), then we get FSOMTS((6k + 5)n) with
3k sub-FSOMTSs of order 2n and a sub-FSOMTS of order 5n missing. Fill in each of the holes of size 2n and the hole
of size 5n with an FSOMTS(2n) and an FSOMTS(5n), respectively, then we obtain an FSOMTS((6k + 5)n). 
Lemma 7.8. There exists an FSOMTS(3533).
Proof. Apply Construction 3.3, start with a TD(4, 8), give each point weight 35, the input design, FSOMTS(354) is
from Lemma 7.6, we then get an FSOMTS((8 × 35)4). Fill each of the holes of size 8 × 35 with an FSOMTS(359)
from Lemma 7.7, we then obtain an FSOMTS(35n) for n = 4 × 8 + 1 = 33. 
Combine Lemmas 7.2–7.8 we have the following theorem.
Theorem 7.9. Suppose that h ≡ 5 (mod 6), n ≡ 0 or 1 (mod 3) and n4. Then there exists an FSOMTS(hn) for
n = 6, 18 and (h, n) /∈ {(5,10), (5,21), (5,24), (5,27), (5,30), (5,39), (5,42), (5,51), (5,66), (11,9), (11,12), (17,9),
(17,12), (35,27), (35,39)}.
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8. Concluding remarks
We are now in a position to prove the main results of this paper.
Proof of Theorem 1.3. The necessity comes from Theorems 1.1 and 1.2(ii). The sufﬁciency comes from Theorems
1.2, 5.7, 6.7, 7.9 and Lemma 7.1. 
We have some more FSOMTSs in the following theorem.
Theorem 8.1. There exists an FSOMTS(hn) for (h, n) ∈ {(8, 9), (11, 6), (20, 9), (85, 12), (121, 6)}.
Proof. Apply Construction 2.1 with h= 8, n= 8, u= 8, e = (∅, 19, 23, x3, 10, 4, 60, 54, ∅, 39, 17, 30, 41, 27, 51, 37,
∅, x6, 63, 53, 9, 62, 49, 35, ∅, 34, 12, 42, 22, 52, 55, 28, ∅, x7, 45, 20, 3, 50, 13, 26, ∅, 43, 6, x5, 15, 46, x2, 57, ∅, 29,
38, 25, 14, 44, 58, 11, ∅, x8, 36, x1, 1, 33, x4, 59), f=(5, 18, 61, 2, 21, 47, 31, 7), g=(59, 46, 3, 62, 43, 17, 33, 57) we
get an FSOMTS(89).
Apply Construction 2.1 with h = 11, n = 5, u = 11, e = (∅, 27, 51, 14, 6, ∅, 38, x1, 42, 7, ∅, 52, 39, 21, x7, ∅, 28,
23, x10, 1, ∅, 17, x2, x4, x3, ∅, 54, 43, 29, 16, ∅, 22, 49, 9, 47, ∅, x6, 36, 4, 13, ∅, 44, 26, x9,x8, ∅, 24, x5, 2, 53, ∅,
34, x11, 46, 18), f = (48, 33, 31, 32, 8, 19, 41, 11, 12, 37, 3), g = (7, 22, 24, 23, 47, 36, 14, 44, 43, 18, 52) we get an
FSOMTS(116).
There exists an FSOMTS(209) from the sixth paragraph of the Proof of Lemma 7.1.
Apply Construction 4.7, start with an FSOMTS(512) from Lemma 2.2, ﬁll each cell with an ESOQ(17) from Lemma
4.6, we then get an FSOMTS(8512).
Apply Construction 4.7, start with an FSOMTS(116), ﬁll each cell with an ESOQ(11) from Lemma 4.6, we then get
an FSOMTS(1216). 
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