Introduction
Following Drinfeld's suggestion in [11] , the study of set-theoretic solutions to the Yang-Baxter equation started in the seminal papers of Etingof, Schedler and Soloviev [12] and Gateva-Ivanova and Van den Bergh [16] . Since then, different aspects of this combinatorial problem have been developed [4, 14, 15, 21, 22, 27] and several interesting connections have been found. In pure mathematics, some of these connections are with braid and Garside groups [7, 10] , (semi)groups of I-type [16, 20] , matched pairs of groups [21, 28] , Artin-Schelter regular algebras [13] , Jacobson radical rings and generalizations [5, 23] , regular subgroups and Hopf-Galois extensions [26] , affine manifolds [24] , orderability [1, 8] and factorizable groups [30] . In mathematical physics, the connections include Yang-Baxter maps [29] , discrete integrable systems, cellular automata, crystals and tropical geometry (see [18] and references therein). As a result of all these relationships, there has been intensive study of set-theoretic solutions to the quantum Yang-Baxter equation.
Recall that a pair (X, r), where X is a set and r : X × X → X × X is a bijective map, is a set-theoretic solution to the quantum Yang-Baxter equation if 1 (r × id)(id × r)(r × id) = (id × r)(r × id)(id × r).
The solution (X, r) is said to be non-degenerate if it is possible to write r(x, y) = (σ x (y), τ y (x)) for bijective maps σ x , τ x : X → X for all x ∈ X. As usual, the solution (X, r) will be called involutive if r 2 = id X×X .
If R is a ring, the operation x • y = x + y + xy is always associative with neutral element 0 R . In the case when this operation • turns R into a group, then R is a Jacobson radical ring [19] . As it was observed by Rump [23] , Jacobson radical rings produce highly non-trivial set-theoretic solutions to the Yang-Baxter equation. More precisely, if R is a Jacobson radical ring, then r : R × R → R × R, r(x, y) = (xy + y, (xy + y) ′ xy), is a non-degenerate involutive solution to the Yang-Baxter equation, where (xy + y) ′ denotes the inverse of the element xy + y with respect to the Jacobson circle operation •. Rump observed that Jacobson radical rings can be generalized to braces. With braces one produces non-degenerate involutive solutions very similar to those coming from radical rings. These new solutions are universal in the sense that each non-degenerate involutive solution is isomorphic to the restriction of a solution constructed from a left brace. To study non-involutive solutions one replaces left braces by skew left braces [17] . Skew left braces still share several properties with left braces and of course with Jacobson radical rings, so techniques and tools from ring theory are available to study arbitrary set-theoretic solutions.
Recently, there has been considerable interest in the reflection equation, which first appeared in the study of quantum scattering on the half-line by Cherednik [6] . The role of parameter dependent solutions to the reflection equation in the description of quantum-integrable systems with open boundaries was formulated by Sklyanin [25] . Just as for the theory of the Yang-Baxter equation, it also turns out to be interesting to study a combinatorial version of the reflection equation. For a map k : X → X, and (X, r) as above, this combinatorial reflection equation is
The study of solutions of this equation was initiated by Caudrelier, Cramp and Zhang in [2] .
In this work we use ring-theoretic methods, and more generally methods coming from the theory of skew left braces, to produce families of new solutions to the reflection equation. Our purely combinatorial approach is different to that of [9] , where actions of skew left braces are used to produce reflections.
The paper is organized as follows. In Section 1 we give the main definitions and examples and then prove that for involutive solutions to the YBE one only needs to check one of the coordinates to prove that a certain map is a reflection. Theorem 1.9 shows that each map invariant under the action of the permutation group of an involutive solution yields a reflection; this result easily produces several reflections. Section 2 contains several reflections constructed from the theory of left braces and Jacobson radical rings. Section 3 explores reflections associated with the solutions of the YBE constructed by Weinstein and Xu from factorizable groups. In Section 4 we show a way of introducing parameter dependence in both r and k to yield solutions of the respective parameter dependent quantum Yang-Baxter and reflection equations.
Preliminaries
A set-theoretic solution to the YBE is a pair (X, r), where X is a set and r : X × X → X × X is a bijective map such that r 1 r 2 r 1 = r 2 r 1 r 2 , where r 1 = r × id and r 2 = id × r. By convention, we write r(x, y) = (σ x (y), τ y (x)).
If the solutions is said to be non-degenerate, then σ x , τ x : X → X are assumed to be bijective. The solution (X, r) is finite if X is finite and it is involutive if r 2 = id.
for all x, y ∈ X. In particular, if furthermore (X, r) is non-degenerate, then
for all x, y ∈ X.
Let us first recall the basic definitions from [2] .
The reflection k is said to be involutive if k 2 = id.
If X = {1, . . . , n} and k : X → X, we the one-line notation for k which is simply the string k(1)k(2) · · · k(n). For example, the identity would be id = 123 · · · n. Example 1.3. Let X = {1, 2, 3} and r(x, y) = (ϕ y (y), ϕ y (x)), where ϕ 1 = ϕ 2 = id and ϕ 3 = (12). There are five reflection maps:
Moreover, k j is involutive if and only if j ∈ {1, 3}. Example 1.4. Let X be a set and σ, τ : X → X be permutations such that στ = τ σ. Then (X, r), where r(x, y) = (σ(y), τ (x)) is a solution to the YBE. Each map k : X → X that commutes with στ is a reflection map. Example 1.5. Let X = {1, 2, 3, 4} and r(x, y) = (σ x (y), τ y (x)), where
Moreover, k j is involutive if and only if j ∈ {3, 5, 7, 10}.
Lemma 1.7. Let (X, r) be a non-degenerate solution to the YBE. The map k : X → X is a reflection of (X, r) if and only if
Proof. It is straightforward.
The following theorem shows that for involutive solutions one needs to check only one of the formulas of Lemma 1.7. Theorem 1.8. Let (X, r) be a non-degenerate involutive solutions to the YBE and let k : X → X be a map. Then k is a reflection of (X, r) if and only if
for all x, y, ∈ X.
Proof. One of the implications follows directly from Lemma 1.7. Let us then assume that (1.1) holds for all x, y ∈ X. Let x, y ∈ X. We need to prove that u(x, k(y)) = k(u(x, y)). Let
A straightforward calculation shows that σ d (e) = t(a, k(b)). Since (X, r) is involutive, σ a (b) = x and τ b (a) = y. These facts and Equality (1.1) imply that
2) and the definition of u(x, y). Now let
Applying r 2 = id to the pair (σ x (k(y)), k(τ y (x))) one gets
Then Lemma 1.7 implies the claim.
The involutive Yang-Baxter group of an involutive non-degenerate solution (X, r) is the group G(X, r) generated by {σ x : x ∈ X}. Clearly this group acts on X by evaluation. A map k : X → X is said to be G(X, r)-equivariant if k(gx) = gk(x) for all g ∈ G(X, r) and x ∈ X. Thus k is G(X, r)-equivariant if and only if kσ x = σ x k for all x ∈ X. Theorem 1.9. Let (X, r) be an involutive non-degenerate solution to the YBE. Each G(X, r)-equivariant map k : X → X is a reflection of (X, r).
Proof. Let x, y ∈ X and u = σ x (k(y)) and v = τ k(y) (x). Using Remark 1.1 and that k is G(X, r)-equivariant, we write
for some β ∈ X. Similarly, we write
for some γ ∈ X. Hence the claim follows from Theorem 1.8.
The converse of Theorem 1.9 does not hold: Example 1.10. Let X = {1, 2, 3, 4} and r(x, y) = (σ x (y), τ y (x)), where
A direct calculation shows that G(X, r) is isomorphic to the dihedral group of eight elements. Moreover, k j is G(X, r)-equivariant if and only if j ∈ {3, 5}.
Reflections and left braces
A left brace is a triple (A, +, •) such that (A, +) is an abelian group, (A, •) is a group and
holds for all a, b, c ∈ A. If A is a left brace, the multiplicative group (A, •) of A acts by automorphism on the additive group (A, +), i.e. the map λ : (A, •) → Aut(A, +) given by a → λ a , where λ a (b) = −a + a • b, is a group homomorphism. For a, b ∈ A one defines the operation
Left braces produce solutions to the YBE. The map
where
where x ′ denotes the inverse of the element x with respect to the circle operation, is an involutive non-degenerate solution to the YBE. We refer to [3] for an introduction to the theory of left braces.
A left ideal of a left brace A is a subgroup X of the additive group of A such that A * X ⊆ X. An ideal I of A is a left ideal I of A such that a + I = I + a and a • I = I • a for all a ∈ A. The socle of a left brace A is defined as
and it is an ideal of A. 
for all x, y, z ∈ X. Let f : X → X be a G(X, r)-equivariant map and k : X → X be given by
. Then k is a reflection of (X, r) if and only if
Proof. Write r = r X . Let x, y ∈ X and
Then by Remark 1.1 and using that (2.1) holds and f is G(X, r)-equivariant,
for some β ∈ X. Let a, b ∈ X be such that k 2 r(x, y) = k 2 (a, b) = (a, k(b)). As we did before,
for some γ ∈ X. Using (2.1),
and therefore the first coordinate of (2.2) is equal to the first coordinate of (2.3). Now the claim follows from Theorem 1.8.
As an application of Theorem 1.9 we construct reflections using two-sided braces and left ideals. As was mentioned before, Rump observed that twosided braces are equivalent to Jacobson radical rings. This equivalence is based on the following lemma of [23] . We provide a proof for completeness.
Lemma 2.2. Let A be a left brace. Then Proof. Let a, b, c ∈ A. To prove (2.4) we compute
We now prove (1) . Using the commutativity of the additive group of A,
for all a, b, c ∈ A. To prove (2) we use (1) to obtain
from where (2) follows. Now we prove (3). On the one hand,
On the other, using (2) and (2.4), Proof. Since X is a left ideal, (X, +) is a subgroup of (A, +) and (X, •) is a subgroup of (A,
Now we obtain several corollaries of Theorem 2.1 in the case of Jacobson radical rings.
Corollary 2.4. Let A be a two-sided brace, X be a left ideal of A and f, g : X → X be maps such that f is G(X, r)-equivariant and
for all x, y ∈ X. Then k :
, is a reflection of (X, r X ).
Proof. It follows from Theorem 2.1 with x ⊙ y = x * y.
Corollary 2.5. Let A be a two-sided brace, X be a left ideal of A and g : X → X be a map such that g(µ k(y) (x)) = g(µ y (x)) for all x, y ∈ X.
is a reflection of (X, r X ).
Proof. It follows from Corollary 2.4 with f = id.
Corollary 2.6. Let A be a two-sided brace and a ∈ A. Then k(x) = x * a is a reflection of (A, r A ).
Proof. Use Corollary 2.4 with f = id and g(x) = a for all x ∈ A.
Corollary 2.7. Let A be a two-sided brace, X be a left ideal of A and g : X → X be a map such that g(µ k(y) (x)) = g(µ y (x)) for all x, y ∈ X.
Proof. It follows from Theorem 2.1 with f = id and x ⊙ y = x + x * y.
Corollary 2.8. Let A be a two-sided brace, X be an ideal of A and g : A → A be such that g(A) ⊆ X and g(a + x) = g(a) for all a ∈ A and x ∈ X. Then
is a reflection of (A, r A ).
λx(y) (x) = µ y (x) in the quotient A/X, it follows that λ x (k(y)) = λ x (y) + z for some z ∈ X. Hence g(µ k(y) (x)) = g(µ y (x) + z) = g(µ y (x)) and the claim follows from Theorem 2.1 with f = id and a⊙b = a+a * b.
Corollary 2.9. Let A be a two-sided brace, X be an ideal of A, f : A → A be a G(X, r)-equivariant map such that f (x) − x ∈ X for all x ∈ A and g : A → A be such that g(A) ⊆ X and g(a + x) = g(a) for all a ∈ A and
Proof. It is similar to the proof of Corollary 2.8. We only need to write in the first line k(x) − x = f (x) * g(x) ∈ X for all x ∈ X.
For some type of solutions (X, r) all the reflection maps are as those of the previous corollaries as the following example shows: Example 2.10. Let (A, +, * ) be a nilpotent algebra over a field of characteristic two and let z ∈ A. Then S = {z * r, z * r + z : r ∈ A} is a nilpotent ring. Let X = {λ s (z) : s ∈ S} and let (X, r) be the associated solution to the YBE. We will show that if a, b ∈ X then b = λ a (c) for some c ∈ A. Indeed, if a = λ s (z), for s ∈ S then b = λ s (λ s −1 (b)) and λ s −1 (b) ∈ X, thus λ s −1 (b) = z * r + z for some r ∈ R. It follows that b = λ s (z * d + z) = a * d + a, consequently any function k : X → X can be written as k(x) = x * g(x) + x for some g(x) ∈ Az.
Therefore any reflection k on (X, r) satisfies assumptions of Theorem 2.1 with x ⊙ y = x * y + x for x, y ∈ X and Y = Az. In particular k(x) is a solution of the reflection equation on (X, r) if and only if k(x) = x * g(x) + x for some g : X → Az such that g(τ y (x)) = g(τ k(y) (x)) for all x, y ∈ X.
The following modification of Theorem 2.1 is sometimes useful for describing solutions of the reflection equation related to two-sided braces.
Theorem 2.11. Let A be a two-sided brace, X ⊆ A be a subset such that the restriction r X = r A | X×X is a solution to the YBE and g i : X → A be a map for every i ≤ n where n is some natural number. Let f i : X → A be a G(X, r)-equivariant map for every i ≤ n and k : X → X be given by
Proof. It is similar to the proof of Theorem 2.1. Proof. We only need to prove the non-trivial implication. The assumption is equivalent to σ x (y) = σ x (k(y)) and k(τ y (x)) = τ k(y) (x) for all x, y ∈ X.
σ(y) (x) = τ y (x) and the claim follows since (X, r) is non-degenerate. Proposition 2.13. Let (X, r) be a non-degenerate solution and k : X → X be such that either k 2 r = r −1 k 1 or k 1 r −1 = rk 2 . Then k is a reflection of (X, r).
Proof. Let us first assume that k 2 r = r −1 k 1 . Then rk 2 rk 2 = rr −1 = k 1 k 2 and k 2 rk 2 r = k 2 rr −1 k 1 = k 2 k 1 . Since k 1 and k 2 commute, the claim follows. Similarly one proves the case where
Proposition 2.13 of course applies in the particular case of involutive solutions.
Proposition 2.14. Let (X, r) be a non-degenerate solution and k : X → X be such that k 2 r = rk 1 and k 1 r = rk 2 . Then k is a reflection of (X, r).
Proof. We compute k 2 rk 2 r = rk 1 k 2 r = r 2 k 2 k 1 = r 2 k 1 k 2 and similarly rk 2 rk 2 = r 2 k 1 k 2 .
Theorem 2.15. Let (X, r) be a non-degenerate involutive solution to the YBE and k : X → X be a map. The following statements are equivalent:
Proof. Let us first prove that (1) and (2) are equivalent. Assume first that (2) holds. This means that λ x (k(y)) = k(λ x (y)) and µ k(y) (x) = µ y (x) hold for all x, y ∈ X. Since
λx(y) (x), holds for all x, y ∈ X, by writing y = λ −1
x (z) one concludes that λ
λx(y) (x) = k(µ y (x)) and hence (1) holds. The implication (1) =⇒ (2) is similar.
Now we prove that (1) and (2) imply (3). Let x, z ∈ X and y ∈ X be such that z = λ x (y) ′ . Since z * x = k(z) * x and X generates additively the group G(X, r), it follows that z * g = k(z) * g for all g ∈ G(X, r). Thus λ z = λ k(z) and hence, in the quotient G(X, r)/Soc(G(X, r)), one has z = k(z). Moreover,
Finally we prove that (3) =⇒ (2) . We need to show that both
hold for all x, y ∈ X. Notice that µ k(y) (x) = µ y (x) holds because k(y) − y ∈ Soc(G(X, r)) (by the definition of µ). By the definition of k we have k(λ x (y)) = λ x (k(y)), which concludes the proof.
The following example shows that there are reflections that do not fit into the context of Theorem 2.15.
Example 2.16. Let F 2 be the two-elements field and let A be the free (nonunital) F 2 -algebra generated by one generator x subject to relation x 4 = 0, then A is a nilpotent algebra. Let X = {x + xf : f ∈ A}, and let r be a restriction of the Yang-Baxter map associated to A. Let g, h ∈ A and i, j, m, n ∈ Z/2. For u = x + ix 2 + jx 3 and v = x + mx 2 + nx 3 we have
Note that k(u) − u = x / ∈ Soc(A).
Reflections from factorizable groups
In [30] Weinstein and Xu produced set-theoretic solutions to the YBE by using factorizable groups. Using the language of skew braces we use group factorizations to construct reflections.
We say that an additive (and not necessarily abelian) group G admits an exact factorization through subgroups A and B if
and A ∩ B = {0}. This means that for x ∈ G there are unique a ∈ A and b ∈ B such that x = a + b.
By [26, Theorem 3.3 ] the group G with circle operation x • y = a + y + b whenever x = a + b ∈ AB is a skew left brace. By [17] , the pair (G, r G ), where
is a non-degenerate solution to the YBE. Note that
for all y ∈ G. We collect some useful formulas in the following lemma:
Lemma 3.1. Let G be a group that admits an exact factorization through subgroups A and B and z = cd ∈ AB for c ∈ A and d ∈ B central elements of G. Then
for all x, y ∈ G.
Proof. Write x = ab with a ∈ A and b ∈ B. Then
The other formulas are proved similarly. Now we prove the main result in this section:
Theorem 3.2. Let G be a group that admits an exact factorization through subgroups A and B and let (G, r G ) be its associated solution to the YBE. For each elements c ∈ A, d ∈ B which are central in G and z = cd, the map k(x) = xz is a reflection of (G, r G ).
Proof. Let x, y ∈ X. Write x = ab with a ∈ A and b ∈ B and z = cd with c ∈ A and d ∈ B central elements of G. Now
Therefore µ yz (x) = µ y (x). This implies that rk 2 (x, y) = r(x, k(y)) = r(x, yz) = (λ x (yz), µ yz (x)) = (λ x (y)z, µ y (x)) = k 1 r(x, y).
By Theorem 2.15, rk 1 = k 2 r and hence k is a reflection by Proposition 2.14.
Parameter-dependent solutions
In the application to quantum integrable systems, the interest is usually in solutions to the following parameter-dependent quantum Yang-Baxter and reflections equations r(u) ⊗ id id ⊗ r(u + v) r(v) ⊗ id = id ⊗ r(v) r(u + v) ⊗ id)(id ⊗ r(v) , where u and v are in C. Here r(u) : V ⊗V → V ⊗V and κ(u) : V → V , where V = CX is the vector space spanned by elements of X. These parameter dependent solutions r(u) and κ(u) are used to define transfer matrices which are certain maps T (u) : V ⊗N → V ⊗N . The details may be found in the paper [25] , but the key point to note is that the properties (4.1) and (4.2) lead to the result that T (u)T (v) = T (v)T (u) for all (u, v) ∈ C × C. This commutativity is the key defining property of a quantum integrable system. In this section, we describe a very simple way in which rational parameter dependence may be introduced into our r and k matrices.
Let (X, r) be an involutive non-degenerate set-theoretic solution and write r(x, y) = (σ x (y), τ y (x)), x, y ∈ X.
Let V = CX be the linear space over the field of complex numbers spanned by elements from X. For u ∈ C define r(u) : V ⊗V → V ⊗V by r(u) = id+ur, where r : V ⊗ V → V ⊗ V is defined by the linearization of r(x ⊗ y) = σ x (y)⊗τ y (x) for x, y ∈ X. Then r(u) is a rational solution of the (parameter dependent) Yang-Baxter equation (r(u) ⊗ id)(id ⊗ r(u + v))(r(v) ⊗ id) = (id ⊗ r(v))(r(u + v) ⊗ id)(id ⊗ r(v)).
Let k : X → X be a function. We can extend this function linearly to a linear map k : V → V . Proposition 4.1. Let (X, r) be an involutive non-degenerate solution to the YBE and k be an involutive reflection of (X, r). Let κ 1 (u) = κ(u) ⊗ id and k 2 (u) = id ⊗ κ(u), where κ(u)(x) = u k(x) for u ∈ C and x ∈ X. Then κ 2 (v)r(u + v)κ 2 (u)r(u − v) = r(u − v)κ 2 (u)r(u + v)κ 2 (v).
