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The Lieb-Robinson bound sets a theoretical upper limit on the speed at which information can
propagate in non-relativistic quantum spin networks. In its original version, it results in an expo-
nentially exploding function of the evolution time, which is partially mitigated by an exponentially
decreasing term that instead depends upon the distance covered by the signal (the ratio between the
two exponents effectively defining an upper bound on the propagation speed). In the present paper,
by properly accounting for the free parameters of the model, we show how to turn this construction
into a stronger inequality where the upper limit only scales polynomially with respect to the evolu-
tion time. Our analysis applies to any chosen topology of the network, as long as the range of the
associated interaction is explicitly finite. For the special case of linear spin networks we present also
an alternative derivation based on a perturbative expansion approach which improves the previous
inequality. In the same context we also establish a lower bound to the speed of the information
spread which yields a non trivial result at least in the limit of small propagation times.
I. INTRODUCTION
When dealing with communication activities, informa-
tion transfer speed is one of the most relevant param-
eters in order to characterise the communication line
performances. This statement applies both to Quantum
Communication, obviously, and Quantum Computation,
where the effective ability to carry information, for in-
stance from a gate to another one, can determine the
number of calculations executable per unit of time. It ap-
pears therefore to be useful being able to estimate such
speed or, whenever not possible, bound it with an up-
per value. In the context of communication via quantum
spin networks [1] a result of this kind can be obtained ex-
ploiting the so called Lieb-Robinson (L-R) bound [2, 3]:
defining a suitable correlation function involving two lo-
cal spatially separated operators Aˆ and Bˆ, a maximum
group velocity for correlations and consequently for sig-
nals can be extrapolated. In more recent years this bound
has been generalised and applied to attain results in a
wider set of circumstances. Specifically, among others,
stick out proofs for the Lieb-Schultz-Mattis theorem in
higher dimensions [4], for the exponential clustering the-
orem [5], to link spectral gap and exponential decay of
correlations for short-range interacting systems [7], for
the existence of the dynamics for interactions with poly-
nomial decay [6], for area law in 1D systems [8], for the
stability of topological quantum order [9], for informa-
tion and entanglement spreading [10–13], for black holes
physics and information scrambling [24, 25]. Bounds on
correlation spreading, remaining in the framework set by
L-R bounds, have been then generalized to different sce-
narios such as, for instance, long-range interactions [14–
18], disordered systems [19, 20], finite temperature [21–
23]. After the original work by Lieb and Robinson the
typical shape found to describe the bound has been the
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exponentially growing in time t and depressed with the
spatial distance between the supports of the two opera-
tors d(A,B), namely:
‖[Aˆ(t), Bˆ]‖ . ev|t| f(d(A,B)) , (1)
with v positive constant, and f(·) being a suitable de-
creasing function, both depending upon the interaction
considered, the size of the supports of Aˆ and Bˆ and the
dimensions of the system [4–7]. More recently instances
have been proposed [23, 26] in which such behaviour can
be improved to a polynomial one
‖[Aˆ(t), Bˆ]‖ .
(
t
d(A,B)
)d(A,B)
, (2)
at least for Hamiltonian couplings which have an explic-
itly finite range, and for short enough times. Aim of
the present work is to set these results on a firm ground
providing an alternative derivation of the polynomial ver-
sion (2) of the L-R inequality which, as long as the range
of the interactions involved is finite, holds true for arbi-
trary topology of the spin network and which does not
suffer from the short time limitations that instead af-
fects previous approaches. Our analysis yields a simple
way to estimate the maximum speed at which signals
can propagate along the network. In the second part
of the manuscript we focus instead on the special case
of 1D linear spin chain models. In this context we give
an alternative derivation of the t-polynomial L-R bound
and discuss how the same technique can also be used to
provide a lower bound on ‖[Aˆ(t), Bˆ]‖, which at least for
small t is non trivial.
The manuscript is organized as follows. We start in
Sec. II presenting the model and recalling the original
version of the L-R bound. The main result of the pa-
per is hence presented in Sec. III where by using simple
analytical argument we derive our t-polynomial version
of the L-R inequality. In Sec. IV we present instead the
perturbative expansion approach for 1D linear spin chain
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2models. In Sec. V we test results achieved in previous sec-
tions by comparing them to the numerical simulation of a
spin chain. Conclusions are presented finally in Sec. VI.
II. THE MODEL AND SOME PRELIMINARY
OBSERVATIONS
Adopting the usual framework for the derivation of
the L-B bound [5] let us consider a network N of quan-
tum systems (spins) distributed on a graph G := (V,E)
characterized by a set of vertices V and by a set E of
edges. The model is equipped with a metric d(x, y) de-
fined as the shortest path (least number of edges) con-
necting x, y ∈ V (d(x, y) being set equal to infinity in the
absence of a connecting path), which induces a measure
for the diameter D(X) of a given subset X ⊂ V , and a
distance d(X,Y ) among the elements X,Y ⊂ V ,
D(X) := min{d(x, y)|x, y ∈ X} ,
d(X,Y ) := min{d(x, y)|x ∈ X, y ∈ Y } . (3)
Indicating withHx the Hilbert space associated with spin
that occupies the vertex x of the graph, the Hamiltonian
of N can be formally written as
Hˆ :=
∑
X⊂V
HˆX , (4)
where the summation runs over the subsets X of V with
HˆX being a self-adjoint operator that is local on the
Hilbert space HX := ⊗x∈XHx , i.e. it acts non-trivially
on the spins of X while being the identity everywhere
else. Consider then two subsets A,B ⊂ V which are dis-
joint, d(A,B) > 0. Any two operators Aˆ := AˆA and
Bˆ := BˆB that are local on such subsets clearly commute,
i.e. [Aˆ, Bˆ] = 0. Yet as we let the system evolve under
the action of the Hamiltonian Hˆ, this condition will not
necessarily hold due to the building up of correlations
along the graph. More precisely, given Uˆ(t) := e−iHˆt the
unitary evolution induced by (4), and indicating with
Aˆ(t) := Uˆ†(t)AˆUˆ(t) , (5)
the evolved counterpart of Aˆ in the Heisenberg represen-
tation, we expect the commutator [Aˆ(t), Bˆ] to become
explicitly non-zero for large enough t, the faster this hap-
pens, the strongest being the correlations that are dy-
namically induced by Hˆ (hereafter we set ~ = 1 for sim-
plicity). The Lieb-Robinson bound puts a limit on such
behaviour that applies for all Hˆ which are characterized
by couplings that have a finite range character (at least
approximately). Specifically, indicating with |X| the to-
tal number of sites in the domain X ⊂ V , and with
MX := max
x∈X
dim[Hx] , (6)
the maximum value of its spins Hilbert space dimension,
we say that Hˆ is well behaved in terms of long range
interactions, if there exists a positive constant λ such
that the functional
‖Hˆ‖λ := sup
x∈V
∑
X3x
|X|M2|X|X eλD(X) ‖HˆX‖ , (7)
is finite. In this expression the symbol
‖Θˆ‖ := max
|ψ〉
‖Θˆ|ψ〉‖ , (8)
represents the standard operator norm, while the sum-
mation runs over all the subset X ⊂ V that contains
x as an element. Variant versions [5, 7, 27] or general-
izations [3, 28] of Eq. (7) can be found in the literature,
however as they express the same behaviour and substan-
tially differ only by constants, in the following we shall
gloss over these differences. The L-R bound can now be
expressed in the form of the following inequality [5]
‖[Aˆ(t), Bˆ]‖ ≤ 2|A||B|‖Aˆ‖‖Bˆ‖(e2|t|‖Hˆ‖λ − 1)e−λ d(A,B) ,
(9)
which holds non trivially for well behaved Hamiltonian
Hˆ admitting finite values of the quantity ‖Hˆ‖λ. It is
worth stressing that Eq. (9) is valid irrespectively from
the initial state of the network and that, due to the de-
pendence upon |t| on the r.h.s. term, exactly the same
bound can be derived for ‖[Aˆ, Bˆ(t)]‖, obtained by ex-
changing the roles of Aˆ and Bˆ. Finally we also point
out that in many cases of physical interest the pre-factor
|A||B| on the r.h.s. can be simplified: for instance it can
be omitted for one-dimensional models, while for nearest
neighbor interactions one can replace this by the smaller
of the boundary sizes of Aˆ and Bˆ supports [28].
For models characterized by interactions which are ex-
plicitly not finite, refinements of Eq. (9) have been ob-
tained under special constraints on the decaying of the
long-range Hamiltonian coupling contributions [5, 7]. For
instance assuming that there exist (finite) positive quan-
tities s1 and µ1 (s1 being independent from total number
of sites of the graph G), such that
sup
x∈V
∑
X3x
|X| ‖HˆX‖[1 +D(X)]µ1 ≤ s1 , (10)
one gets
‖[Aˆ(t), Bˆ]‖ ≤ C1|A||B|‖Aˆ‖‖Bˆ‖ e
v1|t| − 1
(1 + d(A,B))µ1
, (11)
with C1 and v1 positive quantities that only depend upon
the metric of the network and on the Hamiltonian. On
the contrary if there exist (finite) positive quantities µ2
and s2 (the latter being again independent from total
number of sites of G), such that
sup
x∈V
∑
X3x
|X| ‖HˆX‖eµ2D(X) ≤ s2 , (12)
we get instead
‖[Aˆ(t), Bˆ]‖ ≤ C2|A||B|‖Aˆ‖‖Bˆ‖(ev2|t| − 1)e−µ2d(A,B) ,
(13)
3where once more C2 and v2 are positive quantities that
only depend upon the metric of the network and on the
Hamiltonian. The common trait of these results is the
fact that their associated upper bounds maintain the ex-
ponential dependence with respect to the transferring t
enlightened in Eq. (1).
III. CASTING THE LIEB-ROBINSON BOUND
INTO A t-POLYNOMIAL FORM FOR
(EXPLICITLY) FINITE RANGE COUPLINGS
The inequality (9) is the starting point of our analysis:
it is indicative of the fact that the model admits a finite
speed v ' 2‖Hˆ‖λ/λ at which correlations can spread out
in the spin network. As |t| increases, however, the bound
becomes less and less informative due to the exponential
dependence of the r.h.s.: in particular it becomes irrele-
vant as soon as the multiplicative factor of ‖Aˆ‖‖Bˆ‖ gets
larger than 2. In this limit in fact Eq. (9) is trivially
subsided by the inequality
‖[Aˆ(t), Bˆ]‖ ≤ 2‖Aˆ(t)‖‖Bˆ‖ = 2‖Aˆ‖‖Bˆ‖ , (14)
that follows by simple algebraic considerations. One way
to strengthen the conclusions one can draw from (9) is
to consider λ as a free parameter and to optimize with
respect to all the values it can assume. As the functional
dependence of ‖Hˆ‖λ upon λ is strongly influenced by the
specific properties of the spin model, we restrict the anal-
ysis to the special (yet realistic and interesting) scenario
of Hamiltonians Hˆ (4) which are strictly short-ranged.
Accordingly we now impose HˆX = 0 to all the subsets
X ⊂ V which have a diameter D(X) that is larger than
a fixed finite value D¯, i.e.
D(X) > D¯ =⇒ HˆX = 0 , (15)
which is clearly more stringent than both those presented
in Eqs. (10) and (12). Under this condition Hˆ is well
behaved for all λ ≥ 0 and one can write
‖Hˆ‖λ ≤ ζ eλD¯, ∀λ ≥ 0 , (16)
with ζ being a finite positive constant that for sufficiently
regular graphs does not scale with the total number of
spins of the system. For instance for regular arrays of
first-neighbours-coupled spins we get ζ = 2CM4‖hˆ‖,
where C is the maximum coordination number of the
graph (i.e. the number of edges associated with a given
site),
‖hˆ‖ := sup
X⊂V
‖HˆX‖ , (17)
is the maximum strength of the interactions, and where
M := maxx∈V dim[Hx] is the maximum dimension of the
local spins Hilbert space of the model. More generally for
graphs G characterized by finite values of C it is easy to
show that ζ can not be greater than CD¯MC
D¯‖hˆ‖.
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FIG. 1: Plot of the function F(x) entering into the derivation
of Eq. (19): for x = d(A,B)
D¯
≥ 1 it is monotonically increasing
reaching the value 1/e ' 0.37 for x = 1 and quickly approach-
ing the asymptotic value 1 for large enough x.
Using (16) we can now turn (9) into a more treatable
expression
‖[Aˆ(t), Bˆ]‖ ≤ 2|A||B|‖Aˆ‖‖Bˆ‖(e2|t|ζeλD¯ − 1)e−λ d(A,B) ,
(18)
whose r.h.s. can now be explicitly minimized in terms of
λ for any fixed t and d(A,B). As shown in Sec. III A the
final result is given by
‖[Aˆ(t), Bˆ]‖ ≤ 2|A||B|‖Aˆ‖‖Bˆ‖
(
2 e ζ D¯ |t|
d(A,B)
)d(A,B)
D¯F(d(A,B)
D¯
)
≤ 2|A||B|‖Aˆ‖‖Bˆ‖
(
2 e ζ D¯ |t|
d(A,B)
)d(A,B)
D¯
, (19)
where in the second inequality we used the fact that the
function F(x) defined in the Eq. (31) below and plotted
in Fig. 1 is monotonically increasing and bounded from
above by its asymptotic value 1. At variance with Eq. (9),
the inequality (19) contains only terms which are explicit
functions of the spin network parameters. Furthermore
the new bound is polynomial in t with a scaling that
is definitely better than the linear behaviour one could
infer from the Taylor expansion of the r.h.s. of Eq. (9).
In particular, fixing a (positive) target threshold value
R∗ < 1 for the ratio
R(t) := ‖[Aˆ(t), Bˆ]‖/(2|A||B|‖Aˆ‖‖Bˆ‖) , (20)
equation (19) predicts that it will be reached not before
a time interval
t∗ =
d(A,B)R
D¯/d(A,B)
∗
2eζD¯
, (21)
has elapsed from the beginning of the dynamical evolu-
tion. Exploiting the fact that limz→∞R
1/z
∗ = 1, in the
4asymptotic limit of very distant sites (i.e. d(A,B) D¯),
this can be simplified to
t∗ ' d(A,B)
2eζD¯
, (22)
that is independent from the actual value of the target
R∗ 6= 0, leading us to identify the quantity
vmax := 2eζD¯ , (23)
as an upper bound for the maximum speed allowed for
the propagation of signals in the system.
A. Explicit derivation of Eq. (19)
We start by noticing that by neglecting the nega-
tive contribution −e−λ d(A,B), we can bound the r.h.s.
Eq. (24) by a form which is much easier to handle, i.e.
‖[Aˆ(t), Bˆ]‖ ≤ 2|A||B|‖Aˆ‖‖Bˆ‖e2|t|ζeλD¯−λ d(A,B). (24)
One can observe that for t > d(A,B)/(2ζD¯) the ap-
proach yields an inequality that is always less stringent
than (14). On the contrary for |t| ≤ d(A,B)/(2ζD¯), im-
posing the stationary condition on the exponent term,
i.e. ∂λ(e
2 ζ eλD(X)|t|−λ d(A,B)) = 0, we found that for the
optimal value for λ is provided by
λopt :=
1
D¯
ln
(
d(A,B)
2 |t| ζ D¯
)
, (25)
which replaced in Eq. (24) yields directly (19). More gen-
erally, we can avoid to pass through Eq. (24) by looking
for minima of the r.h.s. of Eq. (9) obtaining the first
inequality given in Eq. (19), i.e.
‖[Aˆ(t), Bˆ]‖ ≤ 2|A||B|‖Aˆ‖‖Bˆ‖
(
2 e ζ D¯ |t|
d(A,B)
)d(A,B)
D¯ F(d(A,B)
D¯
) .
(26)
For this purpose we consider a parametrization of the co-
efficient λ in terms of the positive variable z as indicated
here
λ :=
1
D¯
ln
(
zd(A,B)
2 |t| ζ D¯
)
. (27)
With this choice the quantity we are interested in be-
comes
2|A||B|‖Aˆ‖‖Bˆ‖(e2|t|ζeλD¯ − 1)e−λ d(A,B) (28)
= 2|A||B|‖Aˆ‖‖Bˆ‖
(
2etζ
x
)x
fx(z) ,
where in the r.h.s. term for easy of notation we intro-
duced x = d(A,B)/D¯ and the function
fx(z) :=
exz − 1
zxex
. (29)
For fixed value of x ≥ 1 the minimum of the Eq. (29) is
attained for z = zopt fulfilling the constraint
x = − ln(1− zopt)
zopt
. (30)
By formally inverting this expression and by inserting it
into Eq. (28) we hence get (26) with
F(x) := zopt(x)
1− zopt(x)
(
1
ezopt(x)
)x
, (31)
being the monotonically increasing function reported in
Fig. 1.
IV. PERTURBATIVE EXPANSION APPROACH
An alternative derivation of a t-polynomial bound sim-
ilar to the one reported in Eq. (19) can be obtained by
adopting a perturbative expansion of the unitary evo-
lution of the operator Aˆ(t) that allows one to express
the commutator [Aˆ(t), Bˆ] as a sum over a collections
of “paths” connecting the locations A and B, see e.g.
Eq. (41) below. This derivation is somehow analogous to
the one used in Refs. [23, 26]. Yet in these papers the
number of relevant terms entering in the calculation of
the norm of [Aˆ(t), Bˆ] could be underestimated by just
considering those paths which are obtained by concate-
nating adjacent contributions and resulting in corrections
that are negligible only for small times t. In what fol-
lows we shall overcome these limitations by focusing on
the special case of linear spin chains which allows for a
proper account of the relevant paths. Finally we shall see
how it is possible to exploit the perturbative expansion
approach to also derive a lower bound for ‖[Aˆ(t), Bˆ]‖.
While in principle the perturbative expansion ap-
proach can be adopted to discuss arbitrary topologies of
the network, in order to get a closed formula for the final
expression we shall restrict the analysis to the case of a
N -long, 1-D spin chain with next-neighbour interactions.
Accordingly we shall write the Hamiltonian (4) as
Hˆ :=
N−1∑
i=1
hˆi , (32)
with hˆi operators acting non trivially only on the i-th
and (i+ 1)-th spins, hence fulfilling the condition
[hˆi, hˆj ] = 0 , ∀|i− j| > 1 . (33)
Furthermore we shall assume that Aˆ and Bˆ operate lo-
cally on two individual spins of the chain (i.e. |A| =
|B| = 1) separated by d ≥ 1 lattice steps.
5A. Upper bound
Adopting the Baker-Campbell-Hausdorff formula we
write
[Aˆ(t), Bˆ] = [Aˆ, Bˆ] +
∞∑
k=1
(it)k
k!
[
[Hˆ, Aˆ]k, Bˆ
]
, (34)
where for k ≥ 1,
[Hˆ, Aˆ]k := [
k times︷ ︸︸ ︷
Hˆ, [Hˆ, [· · · , [Hˆ, [Hˆ, Aˆ]] · · · ]] , (35)
indicates the k-th order, nested commutator between Hˆ
and Aˆ. Exploiting the structural properties of Eqs. (32)
and (33) it is easy to check that the only terms which may
give us a non-zero contribution to the r.h.s. of Eq. (34)
are those with k ≥ d. Accordingly we get
[Aˆ(t), Bˆ] =
∞∑
k=d
(it)k
k!
[
[Hˆ, Aˆ]k, Bˆ
]
, (36)
which leads to
‖[Aˆ(t), Bˆ]‖ ≤
∞∑
k=d
|t|k
k!
‖[[Hˆ, Aˆ]k, Bˆ]‖ , (37)
via sub-additivity of the norm. To proceed further we
observe that
‖[[Hˆ, Aˆ]k, Bˆ]‖ ≤ 2‖Aˆ‖‖Bˆ‖‖2Hˆ‖k , (38)
which for sufficiently small times t yields
‖[Aˆ(t), Bˆ]‖ ' |t|
d
d!
‖[[Hˆ, Aˆ]d, Bˆ]‖
≤ 2‖Aˆ‖‖Bˆ‖
(
2‖Hˆ‖|t|
)d
d!
≤ 2‖Aˆ‖‖Bˆ‖√
2pid
(
2 e‖Hˆ‖ |t|
d
)d
, (39)
where in the last passage we adopted the lower bound on
d! that follows from the Stirling’s inequalities
(d/e)d
√
e2d ≥ d! ≥ (d/e)d
√
2pid , (40)
Equation (39) exhibits a polynomial behaviour similar
to the one observed in Eq. (19) (notice that if instead
of next-neighbour we had next-D¯-neighbours interaction
the first not null order will be the d d
D¯
e-th one and accord-
ingly, assuming d/D¯ to be integer, the above derivation
will still hold with d replaced by d/D¯). Yet the deriva-
tion reported above suffers from two main limitations:
first of all it only holds for sufficiently small t due to the
fact that we have neglected all the terms of (37) but the
first one; second the r.h.s of Eq. (39) has a direct depen-
dence on the total size N of the system carried by ‖Hˆ‖.
Both these problems can be avoided by carefully con-
sidering each “nested” commutator [[Hˆ, Aˆ]k, Bˆ] entering
(37). Indeed given the structure of the Hamiltonian and
the linearity of commutators, it follows that we can write
[[Hˆ, Aˆ]k, Bˆ] =
N−1∑
i1,i2,··· ,ik=1
[Cˆ
(k)
i1,i2,··· ,ik(Aˆ), Bˆ] , (41)
where for i1, i2, · · · , ik ∈ {1, 2, · · · , N − 1} we have
Cˆ
(k)
i1,i2,··· ,ik(Aˆ) := [hˆik , [hˆik−1 , · · · , [hˆi2 , [hˆi1 , Aˆ]] · · · ]] .(42)
Now taking into account the commutation rule (33) and
of the fact that Aˆ and Bˆ are located at distance d, it
turns out that only a limited number
nk ≤
(
k
d
)
dk−d =
k! dk−d
d!(k − d)! , (43)
of the Nk terms entering (41) will have a chance of being
non zero. For the sake of readability we postpose the ex-
plicit derivation of this inequality (as well as the comment
on alternative approaches presented in Refs. [23, 26]) in
Sec. IV C: here instead we observe that using
‖[Cˆ(k)i1,i2,··· ,ik(Aˆ), Bˆ]‖ ≤ 2‖Aˆ‖‖Bˆ‖(2‖hˆ‖)k , (44)
where now ‖hˆ‖ := max
i
‖hˆi‖, it allows us to transform
Eq. (37) into
‖[Aˆ(t), Bˆ]‖ ≤ 2‖Aˆ‖‖Bˆ‖
∞∑
k=d
nk
(2|t|‖hˆ‖)k
k!
≤ 2‖Aˆ‖‖Bˆ‖
(
2|t|‖hˆ‖
)d
d!
∞∑
k=0
(
2|t|‖hˆ‖d
)k
k!
= 2‖Aˆ‖‖Bˆ‖
(
2|t|‖hˆ‖
)d
d!
e2|t|‖hˆ‖d ,
which presents a scaling that closely resemble to one ob-
tained in Ref. [29] for finite-range quadratic Hamiltoni-
ans for harmonic systems on a lattice. Invoking hence
the lower bound for d! that follows from (40) we finally
get
‖[Aˆ(t), Bˆ]‖ ≤ 2‖Aˆ‖‖Bˆ‖√
2pid
(
2 e‖hˆ‖ |t|
d
)d
e2|t|‖hˆ‖d , (45)
which explicitly shows that the dependence from the sys-
tem size present in (39) is lost in favour of a dependence
on the interaction strength ‖hˆ‖ similar to what we ob-
served in Sec. III. In particular for small times the new
inequality mimics the polynomial behaviour of (19): as
a matter of fact, in this regime, due to the presence of
the multiplicative term 1/
√
d, Eq. (45) tends to be more
strict than our previous bound (a result which is not sur-
prising as the derivation of the present section takes full
6advantage of the linear topology of the network, while the
analysis of Sec. III holds true for a larger, less regular,
class of possible scenarios). At large times on the con-
trary the new inequality is dominated by the exponential
trend e2|t|‖hˆ‖d which however tends to be overruled by
the trivial bound (14).
B. A lower bound
By properly handling the identity (36) it is also possi-
ble to derive a lower bound for ‖[Aˆ(t), Bˆ]‖. Indeed using
the inequality ‖Oˆ1 + Oˆ2‖ ≥ ‖Oˆ1‖ − ‖Oˆ2‖ we can write
‖[Aˆ(t), Bˆ]‖ =
∥∥∥ ∞∑
k=d
(it)k
k!
[[Hˆ, Aˆ]k, Bˆ]
∥∥∥ (46)
≥ |t|
d
d!
‖[[Hˆ, Aˆ]d, Bˆ]‖ −
∥∥∥ ∞∑
k=d+1
(it)k
k!
[[Hˆ, Aˆ]k, Bˆ]
∥∥∥ ,
(notice that the above bound is clearly trivial if
[[Hˆ, Aˆ]d, Bˆ] is the null operator: when this happens how-
ever we can replace it by substituting d on it with the
smallest k > d for which [[Hˆ, Aˆ]k, Bˆ] 6= 0). Now we ob-
serve that the last term appearing on the r.h.s. of the
above expression can be bounded by following the same
derivation of the previous paragraphs, i.e.∥∥∥ ∞∑
k=d+1
(it)k
k!
[[Hˆ, Aˆ]k, Bˆ]
∥∥∥
≤ 2‖Aˆ‖‖Bˆ‖
∞∑
k=d+1
nk
(2|t|‖hˆ‖)k
k!
≤ 2‖Aˆ‖‖Bˆ‖
(
2|t|‖hˆ‖
)d
d!
∞∑
k=1
(
2|t|‖hˆ‖d
)k
k!
= 2‖Aˆ‖‖Bˆ‖
(
2|t|‖hˆ‖
)d
d!
(e2|t|‖hˆ‖d − 1)
≤ 2‖Aˆ‖‖Bˆ‖
(
2e|t|‖hˆ‖
d
)d
e2|t|‖hˆ‖d − 1√
2pid
.
Hence by replacing this into Eq. (46) we obtain
‖[Aˆ(t), Bˆ]‖ ≥ |t|
d
d!
‖[[Hˆ, Aˆ]d, Bˆ]‖
−2‖Aˆ‖‖Bˆ‖
(
2e|t|‖hˆ‖
d
)d
e2|t|‖hˆ‖d − 1√
2pid
≥ 2‖Aˆ‖‖Bˆ‖√
2pid
(
2e|t|‖hˆ‖
d
)d (
Γd − (e2|t|‖hˆ‖d − 1)
)
,
(47)
where in the last passage we used the upper bound for d!
that comes from Eq. (40) and introduced the dimension-
less quantity
Γd :=
√
pi
2e2
‖[[Hˆ, Aˆ]d, Bˆ]‖
‖Aˆ‖‖Bˆ‖(2‖hˆ‖)d , (48)
which can be shown to be strictly smaller than 1 (see
Sec. IV C).
It’s easy to verify that as long as Γd is non-zero (i.e.
as long as [[Hˆ, Aˆ]d, Bˆ] 6= 0), there exists always a suf-
ficiently small time t¯ such that ∀ 0 < t < t¯ the r.h.s.
of Eq. (47) is explicitly positive, implying that we could
have a finite amount of correlation at a time shorter than
that required to light pulse to travel from A to B at
speed c. This apparent violation of causality is clearly
a consequence of the approximations that lead to the ef-
fective spin Hamiltonian we are working on (the predic-
tive power of the model being always restricted to time
scales t which are larger than d(A,B)c ). More precisely,
for sufficiently small value of t (i.e. for 2|t|‖hˆ‖d  1)
the negative contribution on the r.h.s. of Eq. (47) can be
neglected and the bound predicts the norm of [Aˆ(t), Bˆ]
to grow polynomially as td, i.e.
‖[Aˆ(t), Bˆ]‖ & 2‖Aˆ‖‖Bˆ‖√
2pid
(
2e|t|‖hˆ‖
d
)d
Γd , (49)
which should be compared with
‖[Aˆ(t), Bˆ]‖ . 2‖Aˆ‖‖Bˆ‖√
2pid
(
2e|t|‖hˆ‖
d
)d
, (50)
that, for the same temporal regimes is instead predicted
from the upper bound (45).
C. Counting commutators
Here we report the explicit derivation of the inequal-
ity (43). The starting point of the analysis is the recursive
identity
Cˆ
(k)
i1,i2,··· ,ik(Aˆ) = [hˆik , Cˆ
(k−1)
i1,i2,··· ,ik−1(Aˆ)] , (51)
which links the expression for nested commutators (42) of
order k to those of order k−1. For ease of notation let us
assume that the operator Aˆ is located on the first site of
the chain (generalization to case of an arbitrary location
being straightforward). Accordingly, from Eq. (33) it
follows that
Cˆ
(1)
i (Aˆ) = [hˆi, Aˆ] = 0 , ∀i ≥ 2 , (52)
i.e. the only possibly non-zero nested commutator of
order 1 will be the operator Cˆ
(1)
1 (Aˆ) = [hˆ1, Aˆ] which acts
non trivially on the first and second spin. From this
and the recursive identity (51) we can then derive the
7following identity for the nested commutator of order k =
2, i.e.
Cˆ
(2)
1,i2
(Aˆ) = 0 , ∀i2 ≥ 3 , (53)
Cˆ
(2)
i1,i2
(Aˆ) = 0 , ∀i1 ≥ 2 and ∀i2 ≥ 1 , (54)
the only terms which can be possibly non-zero being now
Cˆ
(2)
1,1(Aˆ) and Cˆ
(2)
1,2(Aˆ) = [hˆ2, [hˆ1, Aˆ]], the first having sup-
port on the first and second spin of the chain, the second
instead being supported on the first, second, and third
spin. Iterating the procedure it turns out that for generic
value of k, the operators Cˆ
(k)
i1,i2,··· ,ik(Aˆ) which may be ex-
plicitly not null are those for which we have{
i1 = 1 ,
ij ≤ max{i1, i2, · · · , ij−1}+ 1 , ∀j ∈ {2, · · · , k} ,
(55)
the rule being that passing from Cˆ
(k−1)
i1,i2,··· ,ik−1(Aˆ) to
Cˆ
(k)
i1,i2,··· ,ik(Aˆ), the new Hamiltonian element hˆik enter-
ing (51) has to be one of those already touched (except
the first one [hˆ1, A]) or one at distance at most 1 to the
maximum position reached until there. We also observe
that among the element Cˆ
(k)
i1,i2,··· ,ik(Aˆ) which are not null,
the one which have the largest support are those that
have the largest value of the indexes: indeed from (51)
it follows that the extra commutator with hˆik will create
an operator whose support either coincides with the one
of Cˆ
(k−1)
i1,i2,··· ,ik−1(Aˆ) (this happens whenever ik belongs to
{i1, i2, · · · , ik−1}), or it is larger than the latter by one
(this happens instead for ik = max{i1, i2, · · · , ik−1}+1).
Accordingly among the nested commutators of order k
the one with the largest support is
Cˆ
(k)
1,2,··· ,k(Aˆ) = [hˆk, [hˆk−1, · · · , [hˆ2, [hˆ1, Aˆ]] · · · ]] , (56)
that in principle operates non trivially on all the first k+1
elements of the chain. Observe then that in order to get
a non-zero contribution in (41) we also need the succes-
sion hˆi entering Cˆ
(k)
i1,i2,··· ,ik(Aˆ) to touch at least once the
support of Bˆ. This, together with the prescription just
discussed, implies that at least once every element hˆi be-
tween A and B has to appear, and the first appearance of
each hˆi has to happen after the first appearance of hˆi−1.
In summary we can think each nested commutator of or-
der k as a numbered set of k boxes fillable with elements
hˆi (see Fig. 2 (a)) and, keeping in mind the rules just dis-
cussed, we want to count how many fillings give us non
zero commutators. Starting from k = d, we have only
one possibility, i.e. the element Cˆ
(d)
1,2,··· ,d(Aˆ), see Fig. 2
(b). This implies
[[Hˆ, Aˆ]d, Bˆ] = [Cˆ
(d)
1,2,··· ,d(Aˆ), Bˆ] (57)
= [[hˆd, [hˆd−1, · · · , [hˆ2, [hˆ1, Aˆ]] · · · ]], Bˆ] ,
and hence by sub-additivity of the norm, to
‖[[Hˆ, Aˆ]d, Bˆ]‖ ≤ 2‖Aˆ‖‖Bˆ‖(2‖hˆ‖)d , (58)
Cˆ
(k)
i1,i2,··· ,ik(Aˆ)
123k-1k
hˆi1hˆi2hˆi3hˆik 1hˆik
(a)
3d-1d
hˆ2hˆ3hˆd hˆ1
(b)
Cˆ
(d)
1,2,··· ,d(Aˆ) =
12
hˆ2hˆ3hˆd hˆ1=
d+n 123
* * *
… 4
(c)
…
Cˆ
(d+n)
i1,i2,··· ,id+n(Aˆ)
FIG. 2: Panel (a): Pictorial representation of the nested com-
mutator Cˆ
(k)
1,2,··· ,k(Aˆ) as a set of boxes, each one fillable with a
hˆi; Panel (b): representation of the only nested commutator
which for the case k = d admits a non-zero value for the com-
mutation with Bˆ; Panel (c): case k = d+n with n ≥ 1. Here
the boxes indicated with the asterisk can be filled depending
on their position, for instance here the box before hˆ1 could
contain only hˆ1 while the one after hˆd could contain any.
which leads to Γd ≤
√
2pi/e2 ' 0.923 as anticipated in
the paragraph below Eq. (48). Consider next the case
k = d+n with n ≥ 1. In this event we must have at least
d boxes filled with each hˆi between Aˆ and Bˆ. Once we
fix them, the content of the remaining k = n − d boxes
(indicated by an asterisk in panel (c) of Fig. 2) depends
on their position in the sequence: if one of those is before
the first hˆ1 it will be forced to be hˆ1, if it’s before the first
hˆ2 it will be hˆ1 or hˆ2 and so on until the one before the
first hˆd, which will be anyone among the hˆi. So in order
to compute the number nk of non-zero terms entering
(41) we need to know in how many ways we can dispose
the empty boxes in the sequence: since empty boxes (as
well as the ones necessarily filled) are indistinguishable
there are
(
k
n
)
=
(
k
d
)
ways. For each way we’d have to
count possible fillings, but there’s not a straightforward
method to do it so we settle for an upper bound. The
worst case is the one in which all empty boxes come after
the first hˆd, so that we have d
n fillings, accordingly we
can bound nk with
(
k
n
)
dn =
(
k
d
)
dk−d leading to Eq. (43).
As mentioned at the beginning of the section a tech-
nique similar to the one reported here has been presented
in the recent literature expressed in [23, 26]. These works
also results in a polynomial upper bound for the commu-
tator, yet it appears that the number of contributions en-
tering in the parameter nk could be underestimated, and
this underestimation is negligible only at orders k ' d or,
equivalently, at small times. Specifically in [26], which
exploits intermediate results from [6, 30], the bound is
8obtained from the iteration of the inequality:
CB(t,X) ≤ CB(0, X) + 2
∑
Z∈∂X
∫ |t|
0
ds CB(s, Z)‖HˆZ‖,
(59)
where CB(t,X) = ‖[A(t), Bˆ]‖, X is the support of A and
∂X is the surface of the set X. The iteration adopted
in [26] produces an object that involve a summation of
the form
∑
Z∈∂X
∑
Z1∈∂Z
∑
Z2∈∂Z1
· · · . This selection however
underestimates the actual number of contributing terms.
Indeed in the first order of iteration Z ∈ ∂X takes ac-
count of all Hamiltonian elements non commutating with
Aˆ, but the next iteration needs to count all non com-
muting elements, given by Z1 ∈ ∂Z and Z ∈ ∂X. So
the generally correct statement, as in Ref. [6], would
be
∑
Z∩X 6=∅
∑
Z1∩Z 6=∅
∑
Z2∩Z1 6=∅
· · · . The above discrepancy
is particularly evident when focusing on the linear spin
chain case we consider here. Taking account only of sur-
face terms in the nested commutators in Eq. (37), among
all the contributions which can be non-zero according
to Eq. (55), we would have included only those with
ij+1 = ij + 1. This corrections are irrelevant at the first
order in time in Eq. (37) but lead to underestimations in
successive orders. In [26] the discrepancy is mitigated at
first orders by the fact that the number of paths of length
L considered is upper bounded by N1(L) := (2(2δ− 1))L
with δ dimensions of the graph. But again at higher
orders this quantity is overcome by the actual numbers
of potentially not null commutators (interestingly in the
case of 2-D square lattice N1(L) could be found exactly,
shrinking at the minimum the bound, see [31]). Simi-
larly is done in [23], where, in the specific case of a 2-D
square lattice, to estimate the number of paths of length
L a coordination number C is used, which gives an upper
bound N2(L) := (2C−1)L that for higher orders is again
an underestimation. To better visualize why this is the
case, let’s consider once more the chain configuration.
Following rules of Eq. (55) we understood that nested
commutators Cˆ
(k)
i1,i2,··· ,ik(Aˆ) with repetitions of indexes.
So with growing k the number of possibilities for succes-
sive terms in the commutator grows itself: this is equiva-
lent to a growing dimension δ(k) or coordination number
C(k). For instance we can study the multiplicity of the
extensions of the first not null order Cˆ
(d)
1,2,··· ,d(Aˆ). Since
the support of this commutator has covered all links be-
tween A and B we can choose among d possibilities (not
taking into account possible sites beyond B and before A,
depending on the geometry of the chain we choose), we’ll
have then dL−d possibilities at the L-th order: for suit-
able d and n we shall have dL−d > N1(L), N2(L). This
multiplicity is relative to a single initial path, so we do
not even need to count also the different possible initial
paths one can construct with d+ l steps s.t. d+ l < L.
In summary, the polynomial behaviour found previ-
ously in the literature is solid at the first order but could
not be at higher orders.
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FIG. 3: (Color online): Simulation of ‖[Aˆ(t), Bˆ]‖ for different
chain lengths L for the Heisenberg XY linear spin-chain.
V. SIMULATION FOR A HEISENBERG XY
CHAIN
Here we test the validity of our results presented in
the previous section for a reasonably simple system such
as a uniformly coupled, next-neighbour Heisenberg XY
chain composed by L spin-1/2, described by the following
Hamiltonian:
Hˆ = J
L−1∑
i=0
σˆxi σˆ
x
i+1 + σˆ
y
i σˆ
y
i+1 . (60)
As local operators Aˆ and Bˆ we adopt two σˆz operators,
acting respectively on the first and last spin of the chain,
so that ‖Aˆ‖ = ‖Bˆ‖ = 1. Employing QuTiP [32, 33] we
perform the numerical evaluation for ‖[Aˆ(t), Bˆ]‖ varying
the length of the chain L. (Fig. 3).
We are interested in the comparison between these re-
sults with the expressions obtained for the upper bound
(45), the lower bound (47), and the simplified lower
bound at short times (49). The time domain in which
the simplified lower bound stands depends also on the
value of the parameter Γd specified in Eq. (48), which we
understood to be ≤ √2pi/e2 but which we need reason-
ably large in order to produce a detectable bound in the
numerical evaluation. In Fig. 4 values of Γd for different
chain lengths L (s.t. d = L− 1) are reported. The mag-
nitude of Γd exhibits an exponential decrease with the
size of the chain L. The results of our simulations are
presented in Fig. 5 for the cases L = 4 and L = 10. The
upper bound (45), as well as the lower bound (47) should
result to be universal, i.e. to hold for every t, although
being the latter trivial at large times. This condition is
satisfied for every L at every t analysed (we performed
the simulation for 2 ≤ L ≤ 12). For what concerns the
simplified lower bound (49), we would expect its validity
to be guaranteed only for sufficiently small t and as a
matter of fact we find the time domain of validity to be
90 2 4 6 8 10 12 14 16 18
L
10−6
10−5
10−4
10−3
10−2
10−1
100
Γd
FIG. 4: (Color online): Plot of the value of Γd defined in
Eq. (48) for different values of the chain length L, d being
fixed equal to L−1. Notice that all values are below√2pi/e2
(dashed line) which is provably the largest value this param-
eter can achieve.
limited at relatively small times (see e.g. the histograms
in Fig. 5).
VI. CONCLUSIONS
The study of the L-R inequality we have presented
here shows that for a large class of spin-network mod-
els characterized by couplings that are of finite range,
the correlation function ‖[Aˆ(t), Bˆ]‖ can be more tightly
bounded by a new constraining function that exhibits a
polynomial dependence with respect to time, and which,
for sufficiently large distances, allows for a precise defini-
tion of a maximum speed of the signal propagation, see
Eq. (23). Our approach does not rely on often compli-
cated graph-counting arguments, instead is based on an
analytical optimization of the original inequality [2] with
respect to all free parameters of the model (specifically
the λ parameter defining via Eq. (7) the convergence of
the Hamiltonian couplings at large distances). Yet, in the
special case of linear spin-chain, we do adopt a graph-
counting argument to present an alternative derivation
of our result and to show that a similar reasoning can
be used to also construct non-trivial lower bounds for
‖[Aˆ(t), Bˆ]‖. Possible generalizations of the present ap-
proach can be foreseen by including a refined evaluation
of the dependence upon λ of Eq. (7), that goes beyond
the one we adopted in Eq. (16).
We point out that during the preparation of this
manuscript the same result presented in Eq. (50) for a
chain appeared in Ref. [34].
The Authors would like to thank R. Fazio and B.
Nachtergaele for their comments and suggestions.
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