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In the present study, flight regimes of hypersonic vehicles are identified in which the lack
of thermal equilibrium between the vibrational-electronic and the electron translational en-
ergy modes plays an important role in the determination of the flow field character. The
effect of the nonequilibrium of the electron translational and vibrational-electronic modes
on the flow field parameters of interest such as plasma density, electron temperature, and
radiative heat flux is quantified. Additionally, the importance of the selection of the con-
trolling temperature when modeling the ionization source terms in the flow field equations
is investigated. The RAM-C II and Stardust vehicles and their associated missions are used
as test cases. At the flight conditions investigated in this study, it appears that significant
differences in the prediction of electron number density and temperature exist mainly for
the lower energy, RAM-C II flight conditions. At the higher energy Stardust flight condi-
tions, the differences in both the electron properties and the predicted radiation spectra
are generally small between the electron equilibrium and nonequilibrium simulation results.
The results of this study indicate that the selection of controlling temperature is important
when modeling the associative ionization and reverse dissociative recombination reactions
at these flight conditions.
Nomenclature
CV,e electron specific heat at constant volume, J/kg/K
ee electron energy, J/kg
e’e modified electron energy, J/kg
Ee electron energy, J/m
3
Ea threshold energy for chemical reaction, J
Je electron mass diffusion flux, kg/m
2/s
k Boltzmann constant, J/K
me mass of an electron, kg
ne electron number density, m
−3
pe electron partial pressure, Pa
qe electron heat flux, J/m
2/s
Tc controlling temperature for chemical reaction, K
Te electron translational temperature, K
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Ttr translational and rotational temperature, K
Tv vibrational temperature, K
Tve vibrational-electronic temperature, K
u,v,w flow velocity components, m/s
κ reaction rate coefficient, m3/particle/s
ρe electron density, kg/m
3
ρs density of species s, kg/m
3
ρ flow density, kg/m3
τe electron viscous stress, Pa
I. Introduction
Recently, there has been increased interest both in the development of hypersonic cruise vehicles on the
part of USAF, as well as in the development of a next-generation reentry vehicle to replace the Space Shuttle
on the part of NASA. The design of such vehicles relies heavily on computational tools to predict the flow
field characteristics at various points along the flight or reentry trajectory. The numerical prediction of the
flow field about a hypersonic vehicle flying in the atmosphere is a complicated task that requires solving
the Navier-Stokes equations while accounting for the presence of multiple species, thermal and chemical
nonequilibrium, and in some cases a simultaneous, coupled calculation of flow field radiation and vehicle
surface ablation. If descriptions of the onset and duration of interference with radio-frequency communication
to the vehicle are needed, an important consideration for the design of a future hypersonic cruise vehicle,
then the accurate prediction of electron properties (density, temperature) is required.
In this work, the focus is on the modeling of the electron translational energy mode using Computational
Fluid Dynamics (CFD). The degree of nonequilibrium between the electron translational and the vibrational-
electronic energy modes is investigated at a flight condition that is realistic for a future hypersonic cruise
vehicle, as well as at higher energy, reentry flight condition. The sensitivity of the flow field predictions
to the choice of controlling temperature for the ionization reactions is investigated. The importance of
including at least an eleven species chemistry model and modeling the catalycity of the vehicle surface to ion
recombination is demonstrated. As adding an electron translational energy equation to the Navier-Stokes
system of equations adds complexity and computational cost to the solution process, it is important to know
when it can be neglected from the analysis. Thus, the primary goal of this study is to provide guidelines
for when a separate electron translational energy mode should be accounted for during the simulation of
hypersonic flow fields. The RAM-C and Stardust flights are chosen as test cases because measurements
of electron number density, electron translational temperature and radiation spectra were made during the
reentry of those vehicles. Additionally, these missions span a wide range of flight energies, with RAM-C II
reentering from low Earth orbit at approximately 7.7 km/s, and Stardust performing a direct entry from an
interplanetary trajectory at 12.6 km/s.
The paper is organized as follows. First, the various flow field conditions examined in this work are
presented. Details are provided about the numerical methods used, and specific attention is paid to the
implementation of the electron translational energy equation, the method of simulating the effects of finite
rate chemistry, and the method used to obtain predictions of radiation spectra from the simulation results
for the Stardust reentry. Flow field results are then presented for both the Stardust and RAM-C II vehicles,
obtained with and without the use of a separate electron translational energy equation. Next, results are
presented to illustrate the sensitivity of the chemistry modeling to the selection of controlling temperature.
The results of the study are then summarized and conclusions are presented.
II. Flow Conditions
II.A. RAM-C II
The Radio Attenuation Measurement (RAM) program was a series of hypersonic experiments performed in
the 1960’s to study communications blackout. From all the flights performed, the RAM-C II flight is the
most useful for numerical purposes due to the large amount of data collected during the reentry. During
the flight, measurements were taken of the maximum electron number density normal to the surface at
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four different locations along the body using reflectometers. Additionally, a rake of electrostatic probes
measured the variation of electron number density normal to the vehicle, at a location close to the rear of
the spacecraft.1,2 The flight conditions simulated in this study are given in Table 1. The vehicle surface is
assumed to be at a constant temperature of 1200 K in all simulations. The geometry of the vehicle is shown
in Figure 1(a), and the mesh used to obtain the solution at the 61 km trajectory point is given in Figure
1(b).
Table 1: Free stream conditions for the RAM-C II simulations.
Altitude, km Velocity, m/s Mach No. Density, kg/m3 Temperature, K Knudsen No.
61 7651 24 2.73×10−4 244 1.5×10−3
71 7661 26 7.20×10−5 217 5.7×10−3
(a) Vehicle geometry. (b) Mesh for the 61 km simulation.
Figure 1: RAM-C II.
Because experimental measurements of plasma density obtained during hypersonic flight are rare, multiple
CFD3–5 and direct simulation Monte Carlo (DSMC)6,7 numerical studies have utilized the RAM-C II data
for code validation. This study is unique because to the authors’ knowledge, a comparison of plasma density
predictions obtained from a CFD code that includes an eleven species air model to the measured data has
not been previously published. Additionally, an assessment has not yet been made of the need to model a
separate electron translational energy mode using continuum simulation techniques at this type of hypersonic
flight condition.
II.B. Stardust
The Stardust payload was launched in 1999 on a mission to collect samples from the interstellar dust and
the tail of the Comet Wild-2 and return them to Earth. It reentered and landed in the Utah desert in
January of 2006. The Stardust spacecraft then continued its travel through the solar system, on a mission
to image Comet Tempel-1. It was decommissioned after completing that final mission in March 2011. The
original Stardust mission represents the first ever return of a sample from a comet; a significant milestone
in the human exploration of space. With its entry velocity of 12.6 km/s, the capsule was also the fastest
man-made object ever to enter the Earth’s atmosphere, providing a unique test case to evaluate predictions
from numerical simulations. Radiation emitted from the shock-heated air during the entry was measured
at altitudes between 82 km and 69 km by a number of different instruments onboard a remotely located
aircraft. The radiation spectra measured using the Echelle spectrograph8 is used to provide an assessment
of the numerical results presented in this work. The flight conditions simulated in this study are given in
Table 2. The vehicle surface was assumed to have a temperature of 2000 K at the 81 km trajectory point,
and 3244 K at the 71 km trajectory point. The geometry of the vehicle is given in Figure 2(a), and the mesh
used to obtain the solution at the 81 km trajectory point is given in Figure 2(b).
Because experimental data obtained at very high energy reentry conditions, such as those of the Stardust
capsule, are rare, many numerical studies of the Stardust flow field at various altitudes have been performed
using both continuum CFD9–14 and noncontinuum DSMC9,11,12,15 simulation techniques. Again, this study
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Table 2: Free stream conditions for the Stardust simulations.
Altitude, km Velocity, m/s Mach No. Density, kg/m3 Temperature, K Knudsen No.
71 12 063 40 5.55×10−5 222 1.4×10−3
81 12 385 42 1.27×10−5 218 6.4×10−3
(a) Capsule geometry.9 (b) Forebody mesh for the 81 km simulation.
Figure 2: Stardust.
is unique, as a comparison of radiation spectra obtained from a CFD code that treats the electron trans-
lational energy mode separately to the measured data has not been previously published. Additionally, an
assessment has not yet been made of the need to model a separate electron translational energy mode using
continuum simulation techniques at this type of high-energy flight condition.
III. Numerical method
The Navier-Stokes equations are solved using an existing CFD code called LeMANS, which is developed
at the University of Michigan.5,16 The finite-volume method is used to solve the set of differential equations,
using a modified Steger-Warming Flux Vector Splitting approach which has low dissipation and is appropri-
ate to calculate boundary layers. A point or line implicit method is used to perform the time integration.
It is assumed that the translational and rotational energy modes can be described by a single tempera-
ture. The viscous stresses are modeled assuming a Newtonian fluid and Stokes’ hypothesis, and the species
mass diffusion fluxes are modeled using a modified version of Fick’s law. Mixture transport properties are
calculated using Gupta’s mixing rules with species viscosities and thermal conductivities calculated using
collision cross section data. Heat fluxes are modeling according to Fourier’s law for all temperatures. An
eleven species air finite rate chemistry model (N, O, N2, O2, NO, N
+, O+, N+2 , O
+
2 , NO
+ and e) is used
for all simulations unless noted otherwise, using the forward reaction rates given in Refs. 17 and 18. The
reverse reaction rates are calculated using a curve-fit to tabulated values of the equilibrium constant for each
reaction.18 The surface of the vehicles are modeled using both a noncatalytic boundary condition, and one
that models the complete catalycity of the surface to ion recombination.
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III.A. Modeling the Electron Translational Energy Mode
Thermal nonequilibrium is accounted for with two different approaches. In the first approach, the electron
translational temperature is assumed to be equal to the vibrational-electronic temperature, and only the
latter is solved for using a conservation equation for the vibrational, electronic and electron translational
energy. This is the most common approach in the hypersonic CFD community. In the second approach,
a separate electron translational energy equation, given below, is solved to obtain an independent electron
translational temperature.
∂Ee
∂t
+
∂
∂xj
(
Eeu
j
)− ∂
∂xj
(−qje + τ ije ui − Jjeee) = Se (1)
This equation was first suggested by Lee.19 The electron translational energy per unit volume, Ee = ρeee,
is defined as
Ee = ρeCV,eTe +
1
2
ρe
(
u2 + v2 + w2
)
, (2)
where CV,e = 3/2(k/me).
The source term on the right hand side is given as follows.
Se = Strans−e + Sinelastic,e + Schemical,e + Spressure,e (3)
Here Strans−e models the energy transfer between the flow translational and electron translational energy
modes, Sinelastic,e models the energy transfer between electrons and the vibrational-electronic energy mode
and the rotational energy mode of molecules, and Schemical,e is the energy gained or lost by electrons during
chemical reactions. The last term, Spressure,e = −pe∇ · ~u, is an approximation to the energy gained by
electrons as they travel through the electric field set up by the presence of both the ions and the electrons
in the flow field. In the ambipolar diffusion approximation, this electric field is proportional to the gradient
of the electron pressure. These terms are described in much more detail in Ref. 14.
Additionally, the electron energy per unit volume, Ee = ρeee is modified and expressed as follows:
Ee = ρe
′
e (4)
where e′ is the modified energy per unit mass, e′e =
ρe
ρ ee.
14 This step is taken to ensure that the derivative
of the electron energy for species other than electrons, ∂Ee∂ρs , is not zero, as this would cause the Jacobian
matrix to become singular.
III.B. Chemistry Modeling
The chemical reaction rates are functions of different mode temperatures; in principal, this functional de-
pendence is determined by the details of the reaction mechanics. A controlling temperature, Tc, is used
to evaluate the reaction rate coefficients, κ = AT ηc e
− EakTc , in each cell and at each iteration of the simula-
tion. When vibrational-electronic-electron translational equilibrium is considered, Te is equal to Tv and the
controlling temperature for each reaction is modeled as follows:
Tc = T
a
trT
b
ve (5)
where the parameters a and b can be adjusted to place a greater importance on either the translational-
rotational temperature or the vibrational-electronic-electron translational temperature. When a separate
electron translational energy equation is solved, Equation 5 is modified as given below.
Tc = T
a
trT
b
vT
c
e (6)
The baseline values of the parameters a, b and c used in the electron nonequilibrium simulations are
given in Table 3 for both the forward and backward rates of each type of reaction mechanism. There is some
ambiguity in the choice of controlling temperature for most types of reactions. As an example, for associative
ionization reactions such as N +O ↔ NO+ + e, the controlling temperature is currently set completely by
the flow translational-rotational temperature. However, a recent DSMC study,20 suggests that the rate of
this reaction could be strongly affected by the electronic energy of the colliding atoms.
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Table 3: Parameters used to define the controlling temperature for various reaction types.
Reaction
Forward Backward
a b c a b c
Dissociation 0.67 0.33 0.0 1.0 0.0 0.0
Neutral exchange 1.0 0.0 0.0 1.0 0.0 0.0
Associative ionization 1.0 0.0 0.0 0.0 0.5 0.5
Charge exchange 1.0 0.0 0.0 1.0 0.0 0.0
Electron impact dissociation 0.0 0.5 0.5 0.5 0.0 0.5
Electron impact ionization 0.0 0.0 1.0 0.0 0.0 1.0
In this study, the controlling temperature for reactions involving electrons and electronically excited
particles such as associative ionization (AI) and the reverse reaction, dissociative recombination (DR), charge
exchange reactions, and electron impact ionization and electron impact dissociation is varied systematically
while considering the mechanics of the reactions. For example, the forward and reverse reaction rates for
the electron impact ionization mechanism were originally determined solely by the electron translational
temperature. However, a recent study shows that in near-continuum hypersonic flow fields, the use of
electron impact ionization cross section data that is a function of the electronic state of the colliding atoms
has a non-negligible effect on the predicted flow field properties.21 So, the rate for this reaction is modified
such that it is computed using both the vibrational-electronic temperature and the electron translational
temperature. The modified parameters for this and the other reaction mechanisms are given in Table 4.
The effect of these changes on the predicted electron properties is investigated for both test cases. This
procedure will not identify the correct parameters to use in Equation 6, if such parameters even exist, but it
will identify reactions for which further investigation into a means by which to determine these parameters
is necessary.
Table 4: Modified parameters used to define the controlling temperature for various reaction types.
Reaction
Forward Backward
a b c a b c
Neutral exchange 0.5 0.5 0.0 0.5 0.5 0.0
Associative ionization - 1 0.5 0.5 0.0 0.0 0.5 0.5
Associative ionization - 2 0.5 0.0 0.5 0.0 0.5 0.5
Associative ionization - 3 0.0 0.0 1.0 0.0 0.5 0.5
Associative ionization - 4 1.0 0.0 0.0 0.5 0.0 0.5
Charge exchange 0.5 0.5 0.0 0.5 0.5 0.0
Electron impact dissociation 0.0 0.0 1.0 0.5 0.0 0.5
Electron impact ionization 0.0 0.5 0.5 0.0 0.0 1.0
III.C. Radiation Model
Line-of-sight radiation spectra are obtained from the converged flow field results for the Stardust case by post-
processing the data using the NASA NEQAIR nonequilibrium radiation code.22 NEQAIR takes as inputs
the species number densities, temperatures of the translational, rotational and vibrational modes, and the
electron translational temperature. It allows the population of excited states to be computed using both the
equilibrium assumption (Boltzmann distribution), and well as the quasi-steady-state (QSS) assumption. In
this work, they are populated using the QSS assumption. Data are extracted from the flow field solutions
along lines of constant radial location at r = 0.0m, r = 0.2m, r = 0.3m, and r = 0.42m, and spectra are
computed for each. The spectral results are then averaged considering the area of the flow field visible to
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the Echelle instrument to obtain the spectra that are presented in the following sections. Further details
regarding the use of NEQAIR in conjunction with flow field results in this type of situation are found in
Ref. 12.
IV. Results
IV.A. RAM-C II
Contours of the electron number density at an altitude of 61 km are shown in Figure 3, in order to illustrate
the general character of the flow field. These results are obtained from the simulations computed assuming
electron nonequilibrium (Te 6=Tv). This figure shows that the peak electron number density occurs in the
region of the stagnation streamline in front of the nose of the vehicle, with a value of 1.9×1020m−3.
Figure 3: Contours of electron number density around the RAM-C II vehicle at an altitude of 61 km.
Figure 4(a) shows the maximum predicted electron number density normal to the vehicle surface as
a function of position along the vehicle at the 61 km flight condition. Also shown on this figure is data
from both the reflectometers and the electrostatic probes that were employed on the vehicle. Activating
ion recombination at the vehicle surface reduces the peak electron density at most axial locations, and
increases the level of agreement between the simulation results and the experimental data. Solving the
electron energy equation rather than assuming vibrational-electronic-electron translational equilibrium has
a significant effect on the magnitude of electron number density at the 61 km condition. Finally, reducing
the complexity of the chemistry model to include only the NO+ ion and the first associative ionization
mechanism, N +O → NO+ + e (results labeled “7 species chemistry” in Figure 4(a)), further increases the
level of agreement between the simulation results and the data at the 61 km flight condition. The latter is
a counter-intuitive result, and suggests that the modeling of physical phenomena needs to be improved in
order to reproduce the experimental data.
Similar trends are seen in Figure 4(b), which shows the maximum electron number density at the 71 km
altitude, as well as the experimental data at that flight condition. Again, activating ion recombination at the
vehicle surface increases the level of agreement between the simulation results and the experimental data.
However, allowing for electron nonequilibrium has a much less significant effect on the predicted maximum
electron number density at this flight condition. This may be because the electron impact ionization reactions,
the rates of which are determined by the electron translational temperature, produce a larger portion of the
ionization events at the more dense 61 km flight condition than at the 71 km flight condition. In this case,
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changes to the electron temperature model would be expected to have a larger effect on the predicted electron
number density at the 61 km condition than at the 71 km condition. In general, the agreement between the
simulation results and the flight data is better at the 71 km altitude.
During the reentry of RAM-C II, measurements of the electron number density were made using a rake
of electrostatic probes located near the rear of the vehicle at approximately x = 1.2 m. Figures 5(a) and 5(b)
show a comparison of the data from those measurements at both the 61 km and 71 km flight conditions with
the results of the simulations. At both flight conditions, activating ion recombination at the vehicle surface
significantly increases the level of agreement between the simulation results and the experimental data.
Additionally, accounting for electron translational nonequilibrium further improves the level of agreement
between the experimental data and the simulation results in the region less than 0.03 m away from the
vehicle surface. At the 61 km flight condition, the deficiency of the seven species chemistry model is clear,
as the results from that simulation under-predict the experimental measurements.
The importance of accounting for electron translational nonequilibrium when performing these calcula-
tions is further illustrated by comparing flow field properties along the stagnation streamline in front of the
blunt nose of the vehicle. Figure 6 shows a comparison of the temperatures along the stagnation streamline
at both the 61 km and 71 km flight conditions. This figure illustrates that failing to account for electron
translational nonequilibrium when simulating this type of flight condition results in an under-prediction of
the translational temperature, and an over-prediction of the vibrational temperature. Figure 7 shows a
comparison of the electron number density along the stagnation streamline at both the 61 km and 71 km
flight conditions. Allowing for electron translational nonequilibrium in the simulation results in a decrease
in the predicted peak degree of ionization along the stagnation streamline by as much as a factor of two
in some locations downstream of the shock, and a factor of ten in the boundary layer at the 71 km flight
condition.
The magnitude of the surface heat flux did not change appreciably at either flight condition when the
electron translational energy equation was included in the simulations and surface ion recombination was
implemented. This is not surprising, since the specified wall temperature for the electron translational mode
is the same as that of vibrational energy mode, and the contribution to the total heat flux from diffusion of
ion and electron species at the wall is a small fraction of the total value.
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(a) 61 km flight condition. (b) 71 km flight condition.
Figure 4: Maximum electron number density normal to the RAM-C II vehicle surface at the both flight
conditions.
(a) 61 km flight condition. (b) 71 km flight condition.
Figure 5: Electron number density normal to the RAM-C II vehicle surface at the location of the electrostatic
probe rake for the each flight condition.
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(a) 61 km flight condition. (b) 71 km flight condition.
Figure 6: Temperatures computed along the stagnation streamline for RAM-C II at both flight conditions.
(a) 61 km flight condition. (b) 71 km flight condition.
Figure 7: Electron number density computed along the stagnation streamline for RAM-C II at both flight
conditions.
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IV.B. Stardust
Contours of the electron number density at the 81 km flight condition are shown in Figure 8. These results
are obtained from the simulations computed assuming electron nonequilibrium (Te 6=Tv). Due to the blunted
shape of the capsule, the peak electron density occurs in the shoulder region, rather than at the stagnation
point as is typically seen with blunted-cone type geometries, such as RAM-C II. The peak electron density
is approximately 7.0×1019m−3.
Figure 8: Contours of electron number density around the Stardust capsule at an altitude of 81 km.
Figure 9 shows the predicted translational, vibrational, and electron translational temperatures along the
stagnation streamline for both flight conditions, from both the electron thermal equilibrium and nonequi-
librium simulations. In the case of the simulation employing electron thermal equilibrium, the electron
translational temperature is given by the vibrational temperature, as the two modes are assumed to be in
equilibrium. There is a significant difference between the predicted electron temperature in the two simula-
tions, with the nonequilibrium results showing a flatter electron temperature profile, in strong nonequilibrium
with the rest of the modes upstream of the shock.
Figure 10 shows the predicted electron number densities along the stagnation streamline for both flight
conditions, again for simulations computed with and without the assumption of electron thermal equilibrium.
At the 71 km altitude flight condition, the simulation employing the electron equilibrium assumption over-
predicts the electron number density by a factor of approximately five at the start of the shock layer and
under-predicts it by approximately 60% near the surface of the vehicle. At the 81 km altitude flight condition,
the simulation employing the electron equilibrium assumption under-predicts the electron number density
by approximately 60% near the surface of the vehicle, and slightly over-predicts it in the shock layer.
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(a) 71 km flight condition. (b) 81 km flight condition.
Figure 9: Temperatures computed along the stagnation streamline for Stardust at both flight conditions.
(a) 71 km flight condition. (b) 81 km flight condition.
Figure 10: Electron number density computed along the stagnation streamline for Stardust at both flight
conditions.
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Again, the level of surface heat flux did not change appreciably at either flight condition when the
additional electron translational energy equation was included in the simulations. Figures 11(a) and 11(b)
show the radiation spectra computed using NEQAIR over the entire range of the Echelle instrument, along
with the data from that instrument, for the 71 km and 81 km flight conditions. Note that the underlying
continuum signal from the heated surface of the Stardust sample return capsule is not included in the
computed spectra.
(a) 71 km flight condition. (b) 81 km flight condition.
Figure 11: Full radiation spectra for Stardust at both flight conditions.
To better assess the differences between the predicted spectra, narrower bandwidth ranges are examined.
In Figure 12, spectra are shown in the range of 370-420 nm at both flight conditions. In this region, there
is a strong cyanide (CN) signal that partially overwhelms some of the emission at 391.4 nm attributed to
the bandhead of the N+2 molecular system. At the 81 km flight condition, both the electron equilibrium
and nonequilibrium results slightly over-predict the N+2 bandhead, however they are in good agreement with
each other. At the 71 km flight condition, the electron nonequilibrium result is in slightly better agreement
with the data from the Echelle instrument. Figure 13 shows the number density of N+2 along the stagnation
streamline from the simulations at this flight condition. The predictions from the electron nonequilibrium
simulation are almost an order of magnitude lower than those from the equilibrium simulation in the high
density region located around 0.01 m. Figure 9(a) shows a large decrease in the predicted translational
temperature at this location when the electron nonequilibrium model is used. Since the associative ionization
rate for the N + N ↔ N+2 + e reaction is completely determined by the translational temperature (see
Table 3), the decrease in temperature leads to a decrease in the production of N+2 and a reduction in the
radiative emission from the N+2 molecular system. Since the maximum degree of ionization in the flow field
is approximately 26% at the 71 km flight condition and only 2% at the 81 km flight condition, electrons
account for a much larger portion of the flow field composition at the lower altitude condition. This means
that the choice of method used to model the electron translational mode may have a more pronounced effect
on the prediction of certain flow field properties and radiation signals at the 71 km flight condition. This
appears to be the case with the prediction of radiative emission from the N+2 molecular system.
In Figure 14, spectra are shown in the range of 810-880 nm that contain several lines of atomic nitrogen
and oxygen. Figure 15 shows computed and measured spectra in the 740-780 nm range that also contain
atomic oxygen and nitrogen lines, as well as two potassium lines. In both ranges, there is only a small
difference between the predictions of the electron equilibrium and nonequilibrium cases at the 71 km flight
condition, and the results from the electron equilibrium calculation are in slightly better agreement with the
Echelle data. At the 81 km flight condition, modeling electron nonequilibrium reduces the agreement with
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the measured spectra more significantly than at the higher density flight condition. The predicted number
densities of atomic oxygen and nitrogen are very similar between the two simulations, so this result is likely
due to the slight reduction in electron number density with the addition of electron nonequilibrium (see
Figure 10(b)) over the majority of the shock layer at this flight condition.
IV.C. Chemistry Modeling
The 71 km RAM-C II flight condition and the 81 km Stardust flight condition are chosen as test cases to
examine the importance of the selection of the controlling temperature. At higher altitudes, a larger portion
of the shock layer is in thermal nonequilibrium and the chemical state of the shock layer should be further
from equilibrium. For these reasons, it is expected that the choice of controlling temperature will play a
more important role in determining the flow field character in these cases than in the lower altitude cases.
Of all of the combinations of modified temperature parameters listed in Table 4, only the use of the com-
binations involving the associative ionization and dissociative recombination reaction mechanisms resulted
in any appreciable change in the flow field parameters of interest. There are two possible reasons for this
result. In some reactions, for example electron impact ionization, the controlling temperature is already
set by the electron translational or vibrational/electronic temperatures of the flow field. Since the coupling
between the vibrational/electronic and the electron translational modes is very strong, these two modes are
nearly in equilibrium. Thus, the electron impact ionization and electron impact dissociation rate does not
change appreciably from the baseline value when the parameters specified in Table 4 are used. Additionally,
for some reactions, the lack of response to the modified parameters may indicate that a particular reaction
mechanism does not play a large role in determining the flow field character at the conditions examined in
this study.
Three different combinations for the temperature parameters a, b and c in Equation 6 were investigated
with respect to the associative ionization reactions. This reaction mechanism is given below for air species.
N +O ↔ NO+ + e
N +N ↔ N+2 + e
O +O ↔ O+2 + e
The reaction cross sections for the N + O ↔ NO+ + e reaction of this type are a strong function of the
electronic states of the colliding atoms.23,24 It stands to reason that similar trends exist for the other
two associative ionization reactions, and this approach is adopted here. The baseline parameters specify a
controlling temperature determined entirely by the translational-rotational temperature of the flow, a = 1,
b = c = 0, which gives no weight to the value of the electronic temperature of the flow field. The temperature
parameters are denoted by bracket notation, for example (1 0 0), in the Figures that follow. Two different
parameter combinations are tested, that allow the electronic temperature (which in these simulations is equal
to the vibrational temperature but realistically should be closer to the electron translational temperature)
to determine the rate of reaction with equal weight. These cases are denoted (0.5 0.5 0) and (0.5 0 0.5).
Additionally, a simulation is conducted in which the rate of reaction is governed solely by the electron
translational temperature, denoted (0 0 1).
With respect to the reaction proceeding in the opposite direction, the dissociative recombination reaction,
there is inconclusive information regarding the dependence of the reaction cross sections on the vibrational
or electronic state of the molecules.25–30 However, it is reasonable to assume that while there will be some
dependence on the internal energy of the molecule, there will also be a dependence on the translational
energy of the molecule. Thus, one simulation is run with the parameters (0.5 0 0.5) for the dissociative
recombination reactions to assess any changes in the flow field structure.
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(a) 71 km flight condition. (b) 81 km flight condition.
Figure 12: Comparisons of measured and computed spectra focusing on air molecular bands.
Figure 13: Number density of N+2 along the stagnation streamline for Stardust at an altitude of 71 km.
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(a) 71 km flight condition. (b) 81 km flight condition.
Figure 14: Comparisons of measured and computed spectra focusing on air atomic lines.
(a) 71 km flight condition. (b) 81 km flight condition.
Figure 15: Comparisons of measured and computed spectra focusing on air and potassium atomic lines.
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The effect of these modifications on the predicted electron temperature and number density for the RAM-
C II, 71 km flight condition is shown in Figures 16(a) and 16(b). Similar plots for the Stardust 81 km flight
condition are shown in Figures 17(a) and 17(b). The results for the simulation with associative ionization
parameters of (0.5 0 0.5) are omitted from these Figures, since they were nearly identical to those obtained
with the parameters of (0.5 0.5 0). This is not surprising, as the coupling between the vibrational and
electron translational modes is very strong, and results in those two temperatures being nearly equal over
the majority of the high density region of the flow.
For both combinations of modified associative ionization parameters and both flight conditions, the pre-
dicted electron density is lower than the baseline value over the entire shock layer. In these cases, the
predicted electron translational temperature is either similar to, or lower than, the baseline value. Since the
baseline parameters of (1 0 0) for the associative ionization reaction result in the determination of the reac-
tion rate by the translational temperature only, it makes sense that the reaction rate will be reduced when it
is determined partially by the lower vibrational-electronic or electron translational temperatures. Of course,
the AI (0 0 1) case is the most extreme, as none of the translational energy participates in determining the
reaction rate. This case results in the lowest predicted electron densities. Conversely, when the transla-
tional temperature participates in the determination of the reaction rate for the dissociative recombination
reactions, the computed rates are higher than those from the baseline simulations. Counterintuitively, this
results in a slight increase in the predicted electron number density throughout the shock layer for both
flight conditions. This may be the result of interplay between the associative ionization and electron impact
ionization reaction mechanisms. While these results do not point conclusively to “correct” temperature pa-
rameters for use with thermal nonequilibrium CFD simulations, they identify a set of reaction mechanisms
for which further investigation of the modeling procedures is warranted when detailed predictions of electron
properties are desired.
V. Conclusions
A separate electron translational energy conservation equation was included in CFD simulations of the
flow around the RAM-C II reentry vehicle and the Stardust reentry capsule at different altitudes. The results
of the simulations were compared to results from the baseline simulations in which the electron translational
energy mode was coupled to the vibrational-electronic energy mode.
In all simulations, the electron translational temperature remained in equilibrium with the vibrational-
electronic temperature over almost the entire shock layer, except for in the low density region upstream of
the shock where the electron density is very low.
At both flight conditions simulated for the RAM-C II vehicle, the separation of the electron transla-
tional mode from the vibrational-electronic mode resulted in a significant decrease in the predicted electron
number density in the shock layer, by as much as an order of magnitude at the 71 km flight condition.
Additionally, the predicted translational temperature increased, and the vibrational-electronic temperature
decreased in the simulation that included the electron translational energy equation. In general, inclusion
of a separate electron translational mode resulted in better agreement of the simulation results with the
available experimental data from the RAM-C II flight.
For the Stardust simulations, the differences in flow field predictions between the electron equilibrium
and nonequilibrium cases were generally less significant, although at both flight conditions, the predicted
electron number density in the boundary layer increased by a factor of more than two when the electron
nonequilibrium model was used. When the separate electron translational energy mode was added to the
simulation, there was a slight decrease in the level of agreement between the computed and measured
radiation spectra in the region of the atomic air lines. At the 71 km flight condition, there was an improvement
in the prediction of the N+2 bandhead feature when the electron translational energy mode was modeled.
For both sets of simulations, the level of disagreement between the electron equilibrium and nonequi-
librium results did not consistently correlate with differences in the free stream Knudsen number. At the
61 km RAM-C II flight condition, there was a significant decrease in the maximum predicted electron num-
ber density in the flow field when the electron nonequilibrium model was used, and the results obtained
using that model provided the best agreement with the measured flight data. This could be because a larger
portion of the electrons are created in electron impact ionization events at this altitude, and that reaction is
very sensitive to the modeling of electron translational temperature. At the 71 km Stardust flight condition,
there was a significant decrease in the predicted radiative emission from the N+2 molecular system when the
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(a) Electron translational temperature. (b) Electron number density.
Figure 16: Effect of the modified reaction rate parameters on electron properties for the RAM-C II, 71 km
flight condition.
(a) Electron translational temperature. (b) Electron number density.
Figure 17: Effect of the modified reaction rate parameters on electron properties for the Stardust, 81 km
flight condition.
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nonequilibrium electron model was used. This was the result of a large change in the translational temper-
ature in the shock layer at this altitude, which in turn resulted in a decrease in the rate of the associative
ionization reaction that leads to the production of N+2 and a corresponding decrease in the predicted N
+
2
density in the shock layer. This effect was not observed in the results of the simulations conducted at the
81 km altitude flight condition, likely because the degree of ionization is an order of magnitude lower in that
case, rendering some of the flow field properties less sensitive to the choice of electron temperature model.
Additional investigation into the cause of these phenomena is necessary.
The sensitivity of the different chemical reaction mechanisms in air to the use of the electron transla-
tional temperature for determining the controlling temperature was investigated. The associative ionization
and dissociative recombination reaction mechanisms were sensitive to the use of the electronic or electron
translational temperature in the definitions of the controlling temperature. At the higher altitude flight
conditions of both vehicles, variations in electron number density of up to an order of magnitude in some
regions of the flow field were predicted. This may be significant for flow field simulations where the prediction
of electron properties is the primary concern, and further research regarding the modeling of these reaction
mechanisms may be warranted in these cases. Additionally, while the method for evaluation of the rates of
these reactions were varied in this study, the way in which energy was added or removed from the various
energy modes as a result of the reactions was not examined. This is also an area where further research is
required.
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