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Abstract
We discuss the approximation of integrals of type I(f; t)=
R
R f(x)K(x; t)e
−x2 jxj dx; >−1, where K is the weakly
singular algebraic kernel jx − tj; −1<< 0; for \large" value of the parameter t: Moreover, we consider strongly
oscillatory kernels of type K1(x; t) = sin(tx2); K2(x; t) = cos(tx2): Weighted error estimates in uniform and L1 norm are
stated and numerical examples to conrm the eciency of the proposed procedures are given. c© 2000 Elsevier Science
B.V. All rights reserved.
1. Some remarks on the Gaussian formulae
Let f2C0LOC(R), that is f is a continuous function in any [a; b]R, and let w(x) = e−x
2
be the
Hermite weight. The Gauss{Hermite rule takes the form
I(f) =
Z
R
f(x)w(x) dx =
mX
k=1
f(xm; k(w))m; k(w) + em(f;w); (1)
where fxm; k(w)gmk=1 are the zeros of the mth orthonormal Hermite polynomial with positive leading
coecient and fm; k(w)gmk=1 are the Cotes numbers.
For entire functions f, geometric convergence of the Gaussian rule has been proved in [6,1].
Regarding the behaviour of the Gaussian rule for non-smooth functions, i.e., if f2C0LOC(R) and
lim
jxj!1
jf(x)jpw(x) = 0;
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the error can be expressed in terms of the best uniform weighted approximation error, i.e.,
jem(f;w)j6CE2m−1(f)pw;
where
Em(f)pw = inf
P 2Pm
k(f − P)pwk1
and k  k1 is the sup norm.
Estimates of Em(f)pw are well known (see [3]). For instance, if kf(r)
p
wk<1, then
Em(f)pw6C
kf(r)pwk1
mr=2
:
More generally, we consider the generalized Hermite weight w(x) = e−x
2 jxj; > − 1, where
w0(x)=:w(x) = e−x
2
. In this case the Gaussian rule is
I(f) =
Z
R
f(x)w(x) dx =
mX
k=1
f(xm; k(w))m; k(w) + em(f;w)
=:Gm(f;w) + em(f;w); (2)
where fxm; k(w)gmk=1 are the zeros of the mth generalized Hermite polynomial pm(w) and
fm; k(w)gmk=1 are the Cotes numbers. The zeros and the weights in (2) are computable using some
relations with generalized Laguerre zeros and weights, since the computation of the latter can be
performed by standard software. Such relations can be found in Section 4. Regarding the estimate
of the error em(f;w) in (2), if the parameter  of the weight w is nonpositive, it can be proved
that em(f;w) is bounded by the best uniform weighted approximation error again, i.e.,
jem(f;w)j6CE2m−1(f)pw;
under the assumption
lim
jxj!1
jf(x)jpw(x) = 0:
Here we consider the case of positive  for which error estimates of the Gaussian rule are not
available in the literature. This last case is interesting since the function jfj; besides an exponential
growth at innity, could have an algebraic singularity at the origin.
Then we can state the following:
Theorem 1.1. Let be > 0; f2C0LOC(R− f0g) such that
lim
jxj!1
jf(x)j
q
w(x) = 0 = limjxj!0
jf(x)j
q
w(x):
Then
je2m(f;w)j6CE4m−1(f)pw ;
where
Em(f)pw = infP 2Pm
k(f − P)pwk1
and C is a positive constant independent of m and f:
N. Mastronardi, D. Occorsio / Journal of Computational and Applied Mathematics 115 (2000) 433{450 435
Remark. If kf(r)pwk1<1; r>1, a very recent result [7] shows that
Em(f)pw6C
kf(r)pwk1
mr=2
:
Similar estimate holds if the weight e−x
2 jxj is considered, for any xed 0<< 1.
Until now we have stated error estimates of the Gaussian rule in uniform norm and under suit-
able assumptions on the growth of the function f. Now, we want to give some results about the
convergence in weighted L1 norm and under more general assumptions on f. Denote by Em(f)w;1
the L1 weighted approximation error dened as
Em(f)w;1 = infP 2Pm
k(f − P)wk1:
We state the following:
Theorem 1.2. Let be > 0; ~w+1=3 = e−x
2
(1 + jxj)+1=3 and let f such that kf0 ~w+1=3k16C: Then
jem(f;w)j6C
E2m−2(f0) ~w+1=3 ;1p
m
;
where C is a positive constant independent of m and f:
Remark. Under the assumption kf(r) ~w+1=3k16C; r>1; an estimate of the L1 weighted approxima-
tion error can be found in [3, p. 182].
Now, we give some numerical results obtained by using the Gaussian rule. We precise that all
the computations have been performed in 16-digits arithmetic. In the tables the columns denoted by
m and by Gm will contain the number of the Gaussian knots and the signicant digit of the values
obtained by applying Gaussian rule.
Example 1.
f(x) = x sinh(x); w(x) = jxj−0:5e−x2 ;
Z
R
x sinh(x)jxj−0:5e−x2 :
In this example f is an analytical function and for m = 16 machine precision is obtained (see
Table 1).
Example 2.
f(x) = ex log
e
jxj ; w(x) = jxje
−x2 ;
Z
R
ex log
e
jxj jxje
−x2 :
Numerical results for this example are given in Table 2. In this case, as we may expect by the
theoretical estimate, the Gaussian rule gives a very poor approximation. Indeed in this case it is
veried that Em(f)w1 ;1m−1=2, where Em(f)w1 ;1 is the best L1 weighted approximation error.
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Table 1
m Gm
4 1.118
8 1.118225857
16 1.11822585766575
Table 2
m Gm
16 1.69
32 1.7117
64 1.7213
128 1.7261
256 1.7286
1024 1.7304
Table 3
m Gm
16 1.2
32 1.22
64 1.2283
128 1.2257
256 1.2268
1024 1.2273
Example 3.
f(x) = jx − 0:5j5=4; w(x) = e−x2 ;
Z
R
jx − 0:5j5=4e−x2 :
Table 3 contains the approximate solutions obtained for this test. Also in this case numerical
results agree with the theoretical estimate Em(f)pw  m−5=8.
Now we consider integrands with a weakly algebraic singularity, i.e.,
I(f; t) =
Z
R
f(x)jx − tje−x2 jxj dx; −1<< 0;  + >− 1:
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In general the Gaussian rule with respect to w(x) = e−x
2 jxj does not give an acceptable approxi-
mation of I(f; t). In fact, numerical cancellation happens whenever the singularity t is \close" to a
Gaussian knot and also the convergence is not assured.
Here we want to suggest a very easy procedure based on a shrewd application of the Gaussian rule
for \large" value of t (\large" in the sense we specify in the next). To introduce the above-mentioned
procedure, rst we recall that the zeros fxm; k(w)gmk=1 of pm(w) are inside to (−
p
2m;
p
2m), i.e.,
−
p
2m<xm;1(w)<   <xm;m(w)<
p
2m; (3)
(see [5]).
Fixed t, we apply the Gaussian rule for values of m in such a way
m<
(jtj − 1)2
2
(4)
and this choice of m implies
jtj>
p
2m+ 1:
Setting gt(x) = f(x)jx − tj;
I(f; t) =
mX
k=1
gt(xm; k(w))m; k(w) + em(gt; t) = :Gm(gt; t) + em(gt; t):
Since for m given in (4)
jxm; k(w)− tj > 1;
the drawback of the numerical cancellation is avoided.
About the error, an estimate is given in the following:
Theorem 1.3. If f(r) 2C0LOC(R); r>1 with Mr :=max06i6rkf(i)pwk1<1 and choosing 16m
< (jtj − 1)2=2; then
jem(gt; t)j6C Mrmr=2 ;
where C is a positive constant independent of m and t.
We observe that this procedure can be successfully applied for smooth functions f and for a large
value of t; in the sense specied in the theorem. Moreover, smoother is the function f smaller is
the value of m to obtain an assigned precision. This means that t can be \large" but not necessarily
too much.
We remark that, obviously, the given error bound in the previous theorem is for xed m and
therefore the limit on m of em(gt; t) has no meaning.
Now we give a numerical example. ConsiderZ
R
f(x)e−x
2 jx − 100j−1=8;
where f(x) = xjxj7=2.
By applying the Gaussian the rule we obtain Table 4.
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Table 4
m Gm
50 1:79217E − 3
100 1:792172E − 3
250 1:7921727E − 3
350 1:79217278E − 3
550 1:792172782E − 3
950 1:7921727821E − 3
In this case the singularity t = 100 is outside the interval (−p2m;p2m) until m< 5000. On the
other hand by theoretical estimate we expect 6 signicant digits for m= 950.
Finally, we want to draw attention to a \bad" behaviour of the Gaussian rule, even though the
function f is very smooth.
Example 4. Consider the integral
I(f) =
Z
R
jxj sin(x2)
1 + x2
e−x
2
dx; (5)
where
w(x) = jxje−x2 ; = 25; f(x) = sin(x
2)
1 + x2
:
In this case, the function f is an analytical function of highly oscillatory type, since  is \big". The
integrand in (5) is displayed in Fig. 1.
By applying the Gaussian rule we obtain Table 5. Whereas the exact value is
I(f) = 3:96863606455 10−2:
(This example can be found in [10].) In the next section we consider a dierent approach to evaluate
integrals of the previous type, in order to exactly integrate the oscillating factor.
2. Oscillating integrands
Consider
I(f; t) =
Z
R
f(x)K(x; t)e−x
2 jxj dx; >− 1; (6)
where K(x; t) denotes one of the following kernels:
K1(x; t) = sin(x2t); K2(x; t) = cos(x2t): (7)
Integrals of highly oscillating functions appear in many applied sciences and many special proce-
dures exist in the literature. (For a wide bibliography the interested reader can consult [9,10].) Here
we will approximate integrals of type (6) by product rules. The same technique we used in a recent
paper [8] to approximate integral on the positive real line of highly oscillating functions.
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Fig. 1.
Table 5
m Gm
4 4:535E − 001
8 4:050E − 001
16 −4:231E − 001
32 −6:708E − 002
64 2:280E − 001
128 2:769E − 001
256 −6:197E − 002
512 9:218E − 002
1024 3:057E − 002
Let w(x) = e−x
2
be the Hermite weight and let fpmg1m=0 be the corresponding sequence of or-
thonormal polynomials with positive leading coecient.
Denote by Lm(w;f) the Lagrange polynomial interpolating the function f at the zeros fxm; kgmk=1
of pm, i.e.,
Lm(w;f; x) =
m−1X
j=0
Ajpj(x);
where
Aj =
mX
k=1
f(xm; k)m; k(w)pj(xm; k): (8)
Replacing the function f in (6) by Lm(w;f), we get
I(f; t) =
Z
R
f(x)K(x; t)e−x
2 jxj dx = Im(f; t) + Rm(f; t); (9)
where Im(f) is the product rule
Im(f; t) =
m−1X
j=0
Aj
Z
R
pj(x)K(x; t)e−x
2 jxj dx=:
m−1X
j=0
AjM
(K)
j (t); (10)
fM (K)j (t)gm−1j=0 are the so-called modied moments and Rm(f) is the error.
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The rule in (10) has a degree of exactness m− 1. In particular, for K(x; t)jxje−x2 = w(x), (10)
reduces to the Gaussian rule, with positive coecients and degree of exactness 2m− 1.
The coecient fM (K)j (t)gm−1j=0 can be valuated by recurrence relations which depend on the function
K . For the kernels K1 and K2 in (7) we will give the details of such recurrence relations in Section 4.
Now we state some results about the stability and the rate of convergence for the previous product
rule.
The product rule in (10) can be rewritten as
Im(f; t) =
mX
k=1
wKm; k(t)f(xm; k); w
K
m; k(t) = m; k(w)
m−1X
j=0
pj(xm; k)M
(K)
j (t): (11)
We have the following:
Theorem 2.1. Let K be as in (7) and let fw(K)m; k(t)gmk=1 the coecient of the quadrature rule. Under
the assumption 06< 1; then
sup
m2N
mX
k=1
jwKm; k(t)j<1;
where C is a positive constant independent of t.
Remark. The last theorem assures us that the rule is numerically stable, uniformly on t 2R.
For 06< 1; r>1 and 0<< 1 we introduce the space of functions
Cr:=ff: f(r) 2C0LOC(R− f0g); kf(r)k;1<1g; (12)
equipped with the following weighted uniform norm:
kf(r)k;1:= sup
x2R
jf(r)(x)je−x2 jxj=2:
About the convergence we can state the following:
Theorem 2.2. Let be f2Cr and let K be as in (7). Then the following error estimate holds:
jRm(f; t)j6C
kf(r)k;1
mr=2
; (13)
where C denotes a positive constant independent of f; m and t.
Now we state some numerical results obtained by using the product integration rule (10). In
Tables 6 and 7 we denote by AF the amplication coecient, i.e.,
AF:=
mX
i=1
jwKm; i(t)j
and by Im the values obtained by the product rule.
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Table 6
t = 25
m Im AF
20 3:9E − 2 6:48E − 2
40 3:968E − 2 5:69E − 2
100 3:9686E − 2 1:06E − 1
150 3:968636E − 2 1:55E − 1
200 3:9686360E − 2 1:19E − 1
300 3:96863606E − 2 2:24E − 1
350 3:9686360645E − 2 2:03E − 1
Table 7
t = 100
m Im AF
20 9:9E − 3 1:73E − 2
40 9:99E − 3 1:92E − 2
100 9:995E − 3 1:96E − 2
150 9:995006E − 3 1:68E − 2
200 9:9950064E − 3 1:37E − 2
250 9:99500648E − 3 1:64E − 2
350 9:995006480E − 3 2:97E − 2
Example 5.
Z
R
sin(tx2)jxje−x2f(x) dx; f(x) = 1
1 + x2
:
For t = 25 we have the same integral of Example 4. As we can see the rule is fast convergent
and numerically stable also for t = 100.
Remark. Following a standard procedure, we have checked the stability of the proposed recurrence
relations comparing the values of the modied moments computed in single and double arithmetic
precision. More precisely, denoted by M (S)i and M
(D)
i the ith modied moment computed in single
and in double precision, respectively, we have evaluated
M (t) = max
16i6200
M
(D)
i (t)−M (S)i (t)
M (D)i (t)
 :
In the case of the function K1 and = 0:5 the results are summarized in Table 8. As we can see
the computations appear stable, even though t takes \large" values.
Similar results have been obtained for K2.
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Table 8
t 25 100 1000 10000
M1 1:2793  10−4 7:2922  10−5 8:4029  10−5 1:1692  10−5
3. The proofs
Proof of Theorem 1.1. From (2), for any polynomial P 2P4m−1 we have
je2m(f;w)j6
Z
R
jf(x)− P(x)jw(x) dx +
2mX
k=1
j(f − P)(x2m; k(w))j2m; k(w)
6 k[f − P]pwk1
(Z
R
q
w(x) dx +
2mX
k=1
2m; k(w))p
w(x2m; k(w))
)
: (14)
Now we use the following estimate:
2m; k(w)p
w(x2m; k(w))
 x2m; k(w)
q
w(x2m; k(w)); (15)
where x2m; k(w) = x2m; k+1(w) − x2m; k(w), which can be deduced by the well-known relations
between zeros and Christoel numbers with those of generalized Laguerre weight (see the Appendix).
A proof of (15) can be found in [7].
Therefore we get
je2m(f;w)j6Ck[f − P]pwk1
2mX
k=1
x2m; k(w)
q
w(x2m; k(w)):
Since
p
w(x) is a piecewise monotone function and
x2m; k(w)  x2m; k−1(w);
we have
x2m; k(w)
q
w(x2m; k(w))6
Z x2m; k+1(w)
x2m; k (w)
q
w(x) dx;
or
x2m; k−1(w)
q
w(x2m; k(w))6
Z x2m; k (w)
x2m; k−1(w)
q
w(x) dx;
according to the increasing or decreasing behaviour of the function. Therefore, we have
je2m(f;w)j6Ck[f − P]pwk1
Z
R
q
w(x);
and taking the inmum on P 2P4m−1 the theorem follows.
Proof of Theorem 1.2. To prove the theorem we introduce the auxiliary function fm in this way
fm(x) =
8><
>:
f(−
p
2m); x6−
p
2m;
f(x); jxj6
p
2m;
f(
p
2m); x>
p
2m:
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Taking into account (3), Gm(f;w) = Gm(fm; w) and therefore
em(f;w) =
Z
R
(f(x)− fm(x))w(x) dx + em(fm; w): (16)
First, we considerZ
R
(f(x)− fm(x))w(x) dx =
Z 1
p
2m
(f(x)− f(
p
2m))w(x) dx
+
Z −p2m
−1
(f(x)− f(−
p
2m))w(x) dx
=: I1 + I2; (17)
jI1j6
Z 1
p
2m
Z x
p
2m
jf0(t)j dt

w(x) dx
=
Z 1
p
2m
jf0(t)j
Z 1
t
w(x) dx

dt
6
Z 1
p
2m
jf0(t)je−t2=2t
Z 1
t
e−x
2=2 dx

dt
6
Z 1
p
2m
jf0(t)je−t2=2t−1
Z 1
t
e−x
2=2d(x2=2)

dt (18)
6
Cp
2m
kf0wk1: (19)
Similarly we can prove
jI2j6 Cp
2m
kf0wk1; (20)
and thenZ
R
jf(x)− f(
p
2m)jw(x) dx6 Cp
2m
kf0wk1: (21)
Now we estimate em(fm; w). As it is known,
em(fm; w) =
Z
R
em(( − t)0+; w)f0m(t) dt; (22)
where
em(( − t)0+; w) =
Z
R
(x − t)0+w(x)−
mX
k=1
m; k(w)(xm; k(w)− t)0+:
Since there exist two polynomials Qt 22m−2 such that
Q−t (x)6(xm; k(w)− t)0+6Q+t (x);Z
R
(Q+t (x)− Q−t (x))w(x) dx6Cm(w; t);
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where m(w; t) is the mth Christoel function related to w, it follows
jem(( − t)0+; w)j =

Z
R
[(x − t)0+ − Q−t (x)] w(x) dx
−
mX
k=1
m; k(w)[(xm; k(w)− t)0+ − Q−t (xm; k(w))]

=: jA− Bj: (23)
Since Z
R
[(x − t)0+ − Q−t (x)]w(x) dx6
Z
R
[Q+t (x)− Q−t (x)]w(x) dx6Cm(w; t);
and
mX
k=1
m; k(w)[(xm; k(w)− t)0+ − Q−t (xm; k(w))]
6
mX
k=1
m; k(w)[Q+t (xm; k(w)− Q−t (xm; k(w))]6Cm(w; t); (24)
it follows by (22), taking into account (23),
jem(fm; w)j6
Z
R
m(w; t)jf0m(t)j dt =
Z p2m
−p2m
m(w; t)jf0(t)j dt:
Recalling that for jxj6p2m [7]
m(w; x)6C
w(x)
p
2m
q
1− jxj=p2m+ 1=p2m2=3
;
we have for any xed positive ,
jem(fm; w)j6C
Z p2m
−p2m
w(t)
p
2m
q
1− jtj=p2m+ 1=p2m2=3
jf0(t)j dt
= C
(Z −p2m
−p2m
+
Z p2m
−p2m
+
Z p2m

p
2m
)
w(t)
p
2m
q
1− jtj=p2m+ 1=p2m2=3
jf0(t)j dt
=:A1 + A2 + A3: (25)
Consider A1; A3. Since for −
p
2m6t6− p2m and p2m6t6p2mvuut1− jtjp
2m
+
1p
2m
2=3 > (
p
2m)−1=3  t−1=3;
we have
A1; A36
Cp
m
Z
R
jf0(t)j ~w+1=3(t) dt; (26)
where ~w+1=3(x) = (1 + jxj)+1=3 e−x2 :
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Now we consider A2: Since for jtj6
p
2mvuut1− jtjp
2m
+
1p
2m
2=3 >C;
we have
A26
Cp
m
Z
jtj6p2m
w(t)jf0(t)j dt: (27)
Combining (26), (27) with (25) we can conclude
jem(fm; w)j6Ckf
0 ~w+1=3k1p
m
: (28)
Taking into account the last inequality and (21), by (16), we conclude
jem(f;w)j6Ckf
0 ~w+1=3k1p
m
: (29)
Let Q2P2m−1; such that Q0 = P2m−2. We have by (29)
jem(f;w)j = jem(f − Q;w)j6 Cpm
Z
R
j(f0 − P2m−2)(x)j ~w+1=3(x) dx
6
Cp
m
E2m−2(f0) ~w+1=3 ;1; (30)
and the theorem is completely proved.
Proof of Theorem 1.3. In order to prove the theorem, we introduce the auxiliary function
fm; r; t(x) =
8><
>:
~Pr−1(x) if x6−
p
2m;
f(x)jx − tj if jxj6
p
2m;
Pr−1(x) if x>
p
2m;
where ~Pr−1(x) and Pr−1(x) are the Taylor polynomials of degree r−1 of the function gt(x)=f(x)jx−
tj with starting point −p2m and p2m, respectively. We have
I(f; t) =
Z
R
[gt(x)− fm; r; t(x)]w(x) dx +
Z
R
fm; r; t(x)w(x) dx:
Applying the Gaussian rule to the second integral on the right-hand side and taking into account
that the choice of jtj>p2m assures Gm(gt; w) = Gm(fm; r; t ; w), we get
em(gt; t) = I(f; t)−
mX
k=1
m; k(w)gt(xm; k(w))
=
Z
R
[gt(x)− fm; r; t(x)]w(x) dx + em(fm; r; t ; t)=:A+ B: (31)
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By the denition of fm; r; t we have
jAj6
Z
jxj>p2m
jgt(x)jw(x) dx +
Z
x<−p2m
j ~Pr−1(x)jw(x) dx
+
Z
x>
p
2m
jPr−1(x)jw(x) dx:=A1 + A2 + A3: (32)
First we consider the case t >
p
2m + 1. To give a bound to A1 we consider the following
decomposition:
A1 =
(Z −p2m
−1
+
Z t−1=2
p
2m
+
Z t+1=2
t−1=2
+
Z 1
t+1=2
)
jgt(x)jw(x) dx=:A11 + A21 + A31 + A41: (33)
Since t − x> 2p2m+ 1, we have
A116Ckf
p
wk1(
p
2m)
Z 1
p
2m
q
w(x) dx6e−m(
p
2m)+=2kfpwk1: (34)
Consider A21: In this case, since t − x> 1=2; it follows
A216Ckf
p
wk1
Z t−1=2
p
2m
q
w(x) dx6Ckfpwk1(
p
2m)=2e−m: (35)
Similarly proceeding we obtain
A416Ckf
p
wk1(
p
2m)=2e−m: (36)
Now we consider A31. By adding and subtracting f(t)
p
w(t) and by applying the mean value
theorem, we have
A316
∥∥(fpw)0∥∥1
Z t+1=2
t−1=2
jx − tj+1
q
w(x) dx +
∥∥fpw∥∥1
Z t+1=2
t−1=2
jx − tj
q
w(x) dx
6 [
∥∥(fpw)0∥∥1 + ∥∥fpw∥∥1 ]
Z t+1=2
t−1=2
jx − tj
q
w(x) dx: (37)
Since Z t+1=2
t−1=2
jx − tj
q
w(x) dx6e−m(
p
2m)=2
Z t+1=2
t−1=2
jx − tj dx6Ce−m(
p
2m)=2; (38)
by easy computations, we have
A316Ce
−m(
p
2m)=2+1fkf0pwk1 + kf
p
wk1g: (39)
Combining (34){(39) with (33) and (32) we have
A16Ce−m(
p
2m)=2+1fkf0pwk1 + kf
p
wk1g6Ce−m(
p
2m)=2+1Mr (40)
Now we consider A3:
A36
r−1X
k=0
(gt(x)(k))x=p2m
k!
Z 1
p
2m
(x −
p
2m)kw(x) dx=:
r−1X
k=0
(gt(x)(k))x=p2m
k!
Bk: (41)
Since
Bk6e−m(
p
2m)
Z 1
p
2m
(x −
p
2m)ke−x
2=2 dx6e−2m(
p
2m)
k!
(
p
2m)k+1
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and
(
p
2m)=2gt(
p
2m)(k)6em max
06i6r−1
kf(i)pwk1
kX
i=0

k
i

j(− 1)   (− i + 1)j;
it follows
A36Ce−m(
p
2m)=2 max
06i6r−1
kf(i)pwk1: (42)
Similarly we can prove
A26Ce−m(
p
2m)=2 max
06i6r−1
kf(i)pwk1: (43)
It can be easily seen that f(r)m; r; t 2C0LOC(R) and
max
06i6r−1
kf(i)m; r; t
p
wk1<1;
that is fm; r; t belongs to the same class of f. Then
B62E2m−1(fm; r; t)pw
Z
R
q
w(x) dx6CE2m−1(fm; r; t)pw : (44)
The theorem follows combining (40){(44) with (31).
Proof of Theorem 2.2. In order to prove (13) we rst show that for any t 2R
kLm(w;f)K(; t)wk16Ckf
q
wk1: (45)
We denote by gm(x) = sgn(Lm(w;f; x)K(x; t)); for any xed t. Taking into account (8), we get
kLm(w;f)K(; t)wk1 =

mX
i=1
m; i(w)f(xm; i(w))Sm(w; gmK(; t)j  j; xm; i(w))
 :
Then by applying Holder’s inequality, we rst obtain
kLm(w;f)K(; t)wk16
 
mX
i=1
m; i(w)f2(xm; i(w))
! 
mX
i=1
m; i(w)f2(xm; i(w))
!
6
 
mX
i=1
m; i(w)f2(xm; i(w))
!1=2 mX
i=1
m; i(w)S2m(w; gmK(; t)j  j); xm; i(w))
!1=2
(46)
and then
kLm(w;f)K(; t)wk16Ckfkw;1
∥∥∥∥∥
s
w
w
∥∥∥∥∥
2
kpwSm(w; gmK(; t)j  j)k2:
Since, we have for K given in (7)
K(x; t)e−x
2=2jxj 2L2(R); 8t 2R (47)
(45) follows.
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Now, for any polynomial P 2Pm we have
jRm(f; t)j6k[f − Lm(w;f)]K(; t)wk16k[f − P]K(; t)wk1 + kLm(w;f − P)K(; t)wk1:
(48)
Since
k[f − P]K(; t)wk16Ckf − Pkw;1
∥∥∥∥∥K(; t)wpw
∥∥∥∥∥
1
taking into account 0<< 1,
K(; t)w=
q
w 2L1([−1;1)); 8t 2 I (49)
by (45) and (48) we get
jRm(f; t)j6Ckf − Pkw;1:
Taking the inmum on P 2Pm, it follows
jRm(f; t)j6CEm(f)w;1;
and taking into account the remark of Theorem 1.1, (13) follows.
Proof of Theorem 2.1. Consider
(t):=
mX
i=1
jM (K)m (t)j=
mX
i=1

Z 1
0
lm; k(w; x)K(x; t)w(x) dx
 :
Setting g(t) = sgn(M (K)m (t)) we have
Z
R
Lm(w; g; x)K(x; t)w(x) dx
6kLm(w; g)K(; t)w(x)k1;
and by (45) the theorem follows.
Appendix
In this section we give the details for the practical construction of the rules previously introduced.
Gaussian rule. Let w(x) = e−x
2 jxj > − 1 be the generalized Hermite weight and denote by
fxm; k(w)gmk=1 the zeros of pm(w; x) and by fm; k(w)gmk=1 the weights of the Gaussian rule. Intro-
ducing the generalized Laguerre weights
u+(x) = e−xx(+1)=2; u−(x) = e−xx(−1)=2;
fm; k(u+)gmk=1 and fm; k(u−)gmk=1 are the corresponding Christoel numbers.
By fm; k(u+)gmk=1 we denote the zeros of pm(u+; x) and by ftm; k(u−)gmk=1 the zeros of pm(u−; x),
where fpm(ug1m=0 are the sequence of orthonormal Laguerre polynomials corresponding to u.
Setting n= [m=2], the following relations hold:
− xm; k(w) =
8>>><
>>>:
xm;m−k+1(w) =
q
tn;n−k+1(u−); k = 1; : : : ; n; m even;
xm;m−k+1(w) =
q
n;n−k+1(u+); k = 1; : : : ; n;
xm;(m+1)=2(w) = 0; m odd:
(A.1)
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m; k(w) =
8><
>:
m;m−k+1(w) = 12n;n−k+1(u−); k = 1; : : : ; n; m even;
m;m−k+1(w) = 12
n;n−k+1(u+)
n;n−k+1(u+)
; k = 1; : : : ; n; m odd;
(A.2)
m; (m+1)=2(w) =  

 + 1
2

− 2
mX
k=1
m; k(w):
Previous relations can be found in [2] (note an error in the expression of the weights of the Gaussian
rule). We remark also that the computation of zeros and Christoel numbers for the generalized
Hermite case is reduced to that of generalized Laguerre case, since standard software generally
includes the latter, but not the former.
Product rules. As we have announced in the introduction, we shall construct recurrence relations
for the modied moments related to the functions Ki given in (7). To introduce such recurrence
relations it will be convenient to change slightly our notation. More precisely, we denote the modied
moments in (10) corresponding to the functions Ki given in (7) by fM (i)j gm−1j=0 ; i = 1; 2:
The modied moments for the kernels in (7) are obtained by applying the integration-by-part rule,
and the following relations:
 three term recurrence relation:
p−1(x) = 0; p0(x) =
1
4
p
 ;
n+1pn+1(x) = 2xpn(x)− npn−1(x); n>1;
(A.3)
where here and in the following,
n =
p
2n; n2N;
 derivative:
d
dx
[e−x
2
pn(x)] =−n+1pn+1(x)e−x2 : (A.4)
Thus, for the kernels
K1(x; t) = sin(x2t); K2(x; t) = cos(x2t)
the modied moments are
M (1)0 (t) =
2
4
p

 (=2 + 1=2)
(1 + t2)=2+1=2
sin


2
+
1
2

arctan(t)

;
M (2)0 (t) =
2
4
p

 (=2 + 1=2)
(1 + t2)=2+1=2
cos


2
+
1
2

arctan(t)

;
cnM
(2)
n+1(t) = (n − t2dn)M (2)n−1(t)− t[dn + n]M (1)n−1(t)− tn−1n−2[M (1)n−3(t) + tM (2)n−3(t)];
cnM
(1)
n+1(t) = (n − t2dn)M (1)n−1(t) + t[dn + n]M (2)n−1(t) + tn−1n−2[M (2)n−3(t)− tM (1)n−3(t)];
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where
n =
p
2n; cn = n+1n(1 + t2);
n = 2(+ 1)− 2n; dn = 2n + 2n−1
and  (t) is the gamma function. The starting moments can be derived from the integrals nos. 5 and
6 p. 524 in [4].
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