Abstract-Merging in congested freeway traffic is a significant challenge toward realizing fully automated (level 4) driving. Merging vehicles need to decide not only how to merge safely into a spot, but also where to merge. We present a method for freeway merge based on multipolicy decision making coupled with a reinforcement learning technique called passive actor-critic (pAC), which learns with less knowledge of the system and without active exploration. The multipolicy decision making selects a candidate spot for merging by using the state value learned by pAC. Together, these techniques yield a method that first decides where to merge and then realizes safe merging. We evaluate our method using real traffic data. Our experiments show that pAC achieves an overall success rate of 92% for merging into a predetermined spot on a freeway, which is comparable to human decision making.
I. INTRODUCTION
T HE DARPA Urban Challenge in 2007 [1] spurred serious effort in developing highly autonomous self-driving vehicles [2] - [5] . Safety and comfort are the most important metrics in assessing the performance of self-driving cars. These are not limited to just the passenger(s) of the self-driving car, but also consider safety and comfort of the passengers of surrounding cars and nearby pedestrians, cyclists, road workers, and others. However, these metrics by themselves promote extreme caution, and are usually balanced by a third metric of usability that may involve trading off the first two so that the car reaches its target in a reasonable amount of time. Several challenging traffic situations remain where usability takes a backseat. These include smoothly merging into a congested freeway or a roundabout [6] , taking an unprotected left turn, or executing a right turn on red. Current self-driving cars either take excessively long or are brought back to manual driving to navigate these situations. Humans often take on risk while compromising a small amount of safety and comfort in successfully navigating these situations.
In this article, we focus on the problem of merging in congested traffic, which remains a key challenge toward realizing fully automated driving. The difficulty is caused by three issues: how to model ambient vehicles, how to decide on a merging spot between other vehicles in the merging lane, and how to merge into the spot. Indeed, these issues are inter-dependent and cannot be tackled separately. Maneuvers to merge into each spot are different, and is also affected by the behaviors of ambient vehicles. Consequently, the preferred merging spot varies based on the ambient vehicles and self-driving car's merging behavior. Therefore, we must consider these issues simultaneously.
Multipolicy decision making (MPDM) [7] offers a principled method to decide on a merging spot. MPDM simulates each situation with possible policy candidates and calculates the total cost of each situation according to a given cost function. The policy with the lowest cost is chosen as the preferred policy in the situation. Modeling of ambient vehicles is necessary for the forward simulation but this becomes challenging in situations that are deeply dependent on each vehicle, such as congested traffic. Another challenge for the use of MPDM is computation time, which is proportional to the time horizon and the number of policy candidates.
Model-free reinforcement learning is a powerful framework to learn a high-quality policy without prior knowledge of the environmental model by using active exploration [8] . The cost calculated with the forward simulation in MPDM can be replaced to a cumulative expected reward, called state value, when we use value-based reinforcement learning approach such as Qlearning [9] because the cost and state value should be same under an optimal policy. Thus MPDM without forward simulation can be realized by using the reinforcement learning. However, an exhaustive exploration of the state and action spaces is not plausible because it would be unacceptable for an autonomous vehicle to try maneuvers which lead to a crash or even a nearmiss, leaving unexplored a significant portion of the state and action spaces.
Batch reinforcement learning is a promising framework for such safety-sensitive domains [10] . The approach learns policies from data collected in advance instead of utilizing the explorations. We introduced a batch reinforcement learning method called the passive Actor Critic (pAC), to optimize the policy without active exploration. The pAC optimizes the policy using data collected under passive dynamics and knowing the dynamics model of the ego-vehicle.
We combine MPDM with pAC and present a new method for learning merge maneuvers in congested freeway traffic. The policy that guides merging into each candidate merging spot is learned using pAC from collected data and an ego-vehicle dynamics model. Subsequently, MPDM can choose a policy without forward simulation using instead the state-value estimated by pAC. First, we demonstrate that pAC learns freeway merging maneuvers to merge into a given spot using numerical experiments and real-world traffic data. The results show that the learned policies achieve more than 90% success rate using data collected in advance. Second, we demonstrate that MPDM with pAC finds merging spots and merges into the spots in simulations of the real-world traffic data. The results show that our algorithm achieves a comparable success rate to merging maneuvers learned by pAC and merging spots chosen by human drivers.
To summarize, this article makes the following contributions:
r We propose a novel method which combines MPDM with reinforcement learning. Our approach selects a policy with state value function trained by reinforcement learning instead of using forward simulation.
r We also introduce a batch reinforcement learning called pAC by using ego-vehicle dynamics and data collected in advance under passive dynamics instead of using active explorations.
r We apply MPDM with pAC to merging into congested freeway traffic.
r We demonstrate that our algorithm achieves a success rate that is comparable to merging maneuvers learned by pAC to merge in spots chosen by human drivers in real-world freeway traffic.
II. RELATED WORK

A. Advanced Driver Assistance Systems
Various advanced driver assistance systems (ADAS) have been developed by automakers to reduce the number of traffic accidents [11] . For example, the Adaptive Cruise Control (ACC) is one of the most widely deployed advanced driver assist systems [12] . The system mainly focuses on following a leading vehicle smoothly. Lane changing assist is also available to enhance human driving comfort and safety on freeways [13] - [16] . These approaches mainly focus on generating maneuvers to merge into a predetermined spot. In contrast, our approach seeks to find a preferable merging spot by comparing learned costs to merge into all possible spots.
B. Decision Making for Autonomous Vehicles
Okumura et al. [5] show how support vector machines can be used to merge into a roundabout. The method learns whether the ego-vehicle should enter the roundabout or not, with demonstrations on a real-world autonomous vehicle. A limitation is that the approach is based on supervised learning thereby needing training labels. This approach also requires us to prepare each policy (e.g., entering the roundabout and stopping at yield line) in advance. Also in the context of entering roundabouts, Bojarski et al. [17] developed an end-to-end method for learning to merge into a roundabout. The method learns the policy using a deep neural network. The approach has potential to learn any maneuver from collected data if we can make available a very large amount of training data, especially in the context of complex scenarios.
Rios-Torres and Malikopoulos [6] survey various early techniques for coordinating vehicles that are merging on highway on-ramps. In particular, some of these methods assume specific rules [18] , [19] . For example, Davis [18] presented a method to generate merging trajectories by assuming that vehicles on major roads always slow down to create enough gap to let an on-ramp vehicle merge. A slot-based approach [19] has also been suggested. It decides the slot's status -free or occupiedby using information (e.g., position, speed, and acceleration) of the vehicles on a major road. These rule-based approaches require that rules covering all possible situations be specified in advance, which is infeasible. These methods may also be hazardous when it encounters situations which are outside the domain of its predefined rules.
The cooperative merging approaches have also been proposed [20] , [21] . The cooperative merging paths are generated by using model predictive control.
C. Reinforcement Learning and Freeway Merging
Model-free reinforcement learning (RL) [8] is a powerful framework to learn high quality policies without prior knowledge of the environmental. Recently, RL using deep neural networks has gained popularity after the success of deep Q networks in the game of Go [22] - [25] . These methods learn to optimize the policy using active explorations. However, active explorations may not be plausible in some domains. For example, it would be unacceptable for an autonomous vehicle to try maneuvers which would lead to a crash or even a near-miss, leaving unexplored a significant portion of the state and action spaces.
In contrast to active exploration, batch RL methods learn policy from data collected in advance. A recognized batch RL method, called fitted Q-iteration [26] , updates the estimated state-action value function by using the temporal difference error with data sampled from an available data set. An extension to the fitted Q-iteration method generalizes the discrete actions to continuous ones [27] . This approach learns the distribution of action probabilities for each state. However, the actions tend to generate jagged trajectories due to sampling actions from the distribution.
Of particular relevance to this article is a batch RL method called the passive actor critic (pAC) [28] , which optimizes the policy without active explorations for linearly-solvable MDPs (L-MDPs) [29] . A subclass of general MDPs, L-MDPs allow us to quickly solve the continuous Bellman equation exactly under a class of structured dynamics and rewards. The pAC optimizes the deterministic policy using data collected under passive dynamics (state transitions without actions) and knowing the active dynamics model of the ego-vehicle instead of exploring. pAC learns the policy with lesser knowledge of the model than previous RL techniques for L-MDPs [30] - [32] .
RL has been previously applied to freeway merging. The approach developed by Fares et al. [33] learns a policy to control the number of vehicles merging into a major road from the entry ramp. Yang et al. apply RL to the freeway-merging domain at weaving sections to increase the capacity. A key limitation of these approaches is that they cannot generate precise vehicle maneuvers because they use discrete state and action spaces. Subsequently, Wang et al. [34] developed a method to learn freeway merging maneuvers using RL with a continuous action space. The merging maneuvers to predetermined spots, which are steering angles and longitudinal accelerations, were trained with Deep Q network by using ambient/ego vehicles position and their velocity as inputs. However, the approach needs a simulator of the environment as it performs active exploration using random noise. Nishi et al. [28] also demonstrate that pAC learns effective policies for the vehicle in the highway merging domain both in simulation and using a real traffic data set. However, the method also requires that the merging spot be given in advance.
D. Inverse Reinforcement Learning for Freeway Merging
Inverse RL [35] is another approach to learn a policy from demonstrations by experts. Levine et al. [36] proposed inverse RL for a continuous state and action space and demonstrated automated driving on the freeway with a simple simulator. Other works also apply inverse RL for path planning of automated vehicles [37] , [38] . An accurate state transition model is required in advance. But, this would be challenging to obtain for complex traffic situations such as traffic jams.
III. PRELIMINARIES
A. Linearly Solvable MDPs
We focus on a discrete-time system with a real-valued state x ∈ R n and control input u ∈ R m , whose stochastic dynamics are defined as follows:
where Δω is differential Brownian motion simulated by a Gaussian N (0, IΔt), where I is the identity matrix. A(x k ), Bu k , and σ ∈ R n denote the passive dynamics due to nature, control dynamics due to action, and the transition noise level, respectively (B is an input-gain matrix). Δt is a step size of time and k denotes a time index. System dynamics structured in this way are quite general: for example, models of many mechanical systems including vehicles conform to these dynamics. L-MDP [31] is a subclass of MDPs defined by a tuple, X , U , P, R , where X ⊆ R n and U ⊆ R m are continuous state and action spaces. P := {p(y|x, u) | x, y ∈ X , u ∈ U} is a state transition model due to action, which is structured as in Eq. (1), and R := {r(x, u) | x ∈ X , u ∈ U} is an immediate cost function with respect to state x and action u. A control policy u = π(x) is a function that maps a state x to an action u. The goal is to find a policy that minimizes the following average expected cost:
Grondman et al. [39] notes that the Bellman equation for MDPs can be rewritten using the value function V (x) called Vvalue, state-action value function Q(x, u) called Q-value, and average value V avg under a policy.
We may write Eq. (2) more concisely as,
As we may expect,
denotes expectation over a probability distribution of state transition under the passive dynamics. Here and elsewhere, subscript k denotes values at time step k.
An L-MDP defines the cost of an action (control cost) to be the amount of additive stochasticity:
Here, q(x) ≥ 0 is the state-cost function and is given; KL(·||·) is the Kullback-Leibler (KL) divergence; p(x k+1 |x k ) models the passive dynamics while p(x k+1 |x k , u k ) represents the active or control dynamics of the system. L-MDPs further add a condition on the dynamics as shown below.
This condition ensures that no action introduces new transitions that are not achievable under passive dynamics. In other words, actions are seen as simply contributing to the passive dynamics. The stochastic dynamical system represented by Eq. (1) satisfies this assumption naturally because the dynamic is Gaussian. However, systems that are deterministic under passive dynamics remain so under active dynamics. This condition is easily met in robotic systems. Taking the exponential on both sides of Eq. (2) and replacing r(x k , u k ) therein with Eq. (3), the standard Bellman equation for MDPs can then be recast in L-MDPs to be a linearized differential equation for the exponentially transformed value function (hereafter referred to as the linearized Bellman equation) [30] :
where
Here, Z k and Z avg are exponentially transformed value functions called the Z-value and the average cost under an optimal policy, respectively.
Because the passive and control dynamics with the Brownian noise are Gaussian, the KL divergence between these dynamics becomes
where 
Choose the best policy π * ∈ Π : π * ← arg min π∈Π C return π * Then, the optimal control policy for L-MDPs can be derived as,
B. Multi-Policy Decision Making
Multi-policy decision making (MPDM) is a method to select the best policy in a set of applicable policies. MPDM uses a forward simulation such as the model predictive control to calculate a cost-based score for each policy and selects a policy with the best score. We show the pseudo code of the policy selection with MPDM in Algorithm 1. The algorithm uses set Π of applicable policies in a current state x k . A score c for each candidate, which is calculated using forward simulation, is added to the set of scores C. Finally, the policy associated with the minimum score is returned as the best policy.
IV. MULTI-POLICY DECISION MAKING WITH PASSIVE ACTOR-CRITIC
We present a novel MPDM algorithm that utilizes pAC. MPDM determines control input by selecting a policy among multiple candidates using the scores of each policy. While the previous MPDM algorithm requires forward simulation to score each policy candidates, our algorithm scores the candidates without the simulation, instead using state values estimated with pAC. We provide details on the policy selection and pAC in Algorithm 2.
A. Algorithm
The MPDM policy selection returns the best policy from a given set of policy candidates and the observed current state. We show the pseudo code of MPDM with pAC in Algorithm 2. As in the original algorithm, it populates the set Π of available policies. A score c for each candidate, which is calculated using state value estimated with pAC, is added to the set of scores C. Finally, the policy associated with the minimum score is returned as the best policy.
B. Passive Actor-Critic for L-MDP
We introduce an actor-critic method for continuous L-MDP, which we label as passive actor-critic (pAC). Figure 1 shows a detailed schematic of pAC. While the actor-critic method usually operates using samples collected actively in the environment Fig. 1 . Visualization of steps in pAC. Critic estimates the Z-value and the average cost using the linearized Bellman equation from samples under passive dynamics, and the actor improves on the Z-value using the known control dynamics, the Z-value and cost from the critic.
Algorithm 2: MPDM Policy Selection with pAC.
Set Π of available policies.
Calculate score of a policy π learned by pAC:
Choose the best policy π * ∈ Π : π * ← arg min π∈Π C return π * [40] , pAC finds a converged policy without exploration. Instead, it uses samples of passive state transitions and a known control dynamics model. The pAC follows the usual two-step approach of actor-critic: a state evaluation step (critic), and a policy improvement step (actor): 1) Critic: Estimate the Z-value and the average cost from the linearized Bellman equation using samples under passive dynamics; 2) Actor: Improve a control policy by optimizing the Bellman equation given the known control dynamics model, and the Z-value and cost from the critic. We provide details about these two steps below.
1) Estimation by Critic Using Linearized Bellman:
The critic step of pAC estimates Z-value and the average cost by minimizing the least-square error between the true Z-value and estimated one denoted byẐ.
where ν is a parameter vector of the approximation and C is a constant value used to avoid convergence to the trivial solutionẐ(x; ν) = 0 for all x. The second constraint comes from ∀x, Z(x) := e −V (x) > 0 and ∀x, q(x) ≥ 0. The latter implies that V + V avg > 0, and note that Z avg Z(x) := e −(V +V avg ) , which is less than 1.
We minimize the least-square error in Eq. (7) , where the superscript i denotes the iteration.Ẑ avg here is updated using the gradient as follows:
where α i 1 is the learning rate, which may adapt with iterations. In this work, we approximate the Z-value function in two ways: (i) using a linear combination of weighted RBFs, and (ii) using a neural network (NN). When a NN with an exponentiated activation function of output layer is used, the parameters ν are updated with the following gradient based on backpropagation.
where e i k is the TD error as defined previously. On the other hand, when weighted RBFs are used,Ẑ(x; ν) := ν f (x), and a Lagrangian relaxation of the objective function is useful as it includes the three constraints weighted using Lagrangian parameters λ 1 , λ 2 and λ 3 . For convenience, denoteν 
where we utilize x f (x)dx = 1 and replace the constraint ∀x Z(x; ν) > 0 by ν > 0 because the constraint on ν always satisfies the former. 1 is a vector of all ones. Lagrangian parameters λ 1 , λ 2 and λ 3 in each iteration are obtained by ensuring that the updated parameter vector ν i+1 satisfies the three constraints in Eq. (7) 
2) Actor Improvement Using Standard Bellman: The actor improves a policy by computing S Eq. (5) using the estimated Z-values from the critic because we do not assume knowledge is ignored in practice because convergence to ∀x,Ẑ(x; ν)=0 is rare. of noise level σ. It is estimated by minimizing the least-square error between the V-value and the state-action Q-value:
where V is the true V-value andQ is the estimated Q-value under the estimated actionû(x). Notice from Eq. (6) that a value for S results in a policy as B is known. Thus, we seek the S that yields the optimal policy by minimizing the least-square error because the Q-value equals V-value iffû is maximizing.
Analogously to the critic, we minimize the least-square error given above,Q i k − V k , with TD-learning. To formulate the TD error for the standard Bellman update, let x k+1 be a sample at the next time step given state x k under passive dynamics, and letx k+1 := x k+1 + Bû k Δt be the next state using control dynamics. Rearranging terms of the Bellman update given in Eq. (2), the TD error
We may use Eqs. (3) and (5) to replace the reward function,
The last step is obtained by noting thatû
The estimated V-value and its derivative is calculated by utilizing the approximate Z-value function from the critic.Ŝ is updated based on standard stochastic gradient descent using the TD error,
where β is the learning rate. The actor mitigates the impact of error from estimated Z-value by minimizing the approximated least-square error between V-and Q-values under the learned policy.
3) Algorithm:
We show a pseudo code of pAC in Algorithm 3. Z(x) and Z avg are estimated in the critic with samples, and S is done in the critic with samples, estimatedẐ(x) and Z avg . In the critic, feedback from the actor is not needed (unlike actor critic methods for MDPs) because the Z-value is approximated with samples from passive dynamics only. We emphasize that the actor and critic steps do not use the functions A and σ but does indeed rely on B, of Eq. (1). As such, the updates use a sample (x k , x k+1 ) of the passive dynamics, and the state cost q k .
V. FREEWAY MERGING BASED ON MPDM WITH PAC
We apply Algorithm 2 to the problem of properly merging into a freeway. The algorithm learns a policy and a state value function to merge into a predetermined spot using pAC on a collected data set in advance. The algorithm then determines a merging spot from a set of candidates and control input with the learned model when an autonomous vehicle is driving on a merging ramp. We provide details on learning the policy and merging based on the learned policy below. 
Update ν i+1 with 2e
end for
A. Merging Into a Predetermined Spot
We model the merging problem using a 3-car system as shown in Figure 2 . Cars that occupy the roles of following vehicle and leading vehicle may change as the ego-vehicle travels on the ramp, until it is close to beginning of merging. The state of the problem is sufficiently modeled using the following variables: x = [dx 12 , dv 12 , dx 10 , dv 10 ] where dx ij and dv ij denote the horizontal signed distance and relative velocity between cars i and j ∈ [0, 1, 2]. Figure 2 illustrates these variables. The action space is one-dimensional and pertains to the ego-vehicle's acceleration without any limitations on its range. The dynamics model is specific to the context -which particular freeway and the amount of traffic on it. We present it when we discuss the experiments. The state cost is designed to motivate Car-0 to merge midway between Car-1 and Car-2 and with the same velocity as Car-1: 
B. Choosing the Merging Spot
Where should the car merge in the freeway based on the learned policy? Figure 3 shows a typical freeway-merge situation. In this situation, there are three possible mergeable spots: Spot-1, 2, and 3. First, the algorithm finds the three mergeable spot candidates: Spot-1, 2 and 3. Three car systems associated with each of these spots are then extracted: {Car-0, Car-1, Car-2}, {Car-0, Car-2, Car-3}, and {Car-0, Car-3, Car-4} in the context of Figure 3 . The pAC is utilized to learn the policy for merging into one of these spots, and the corresponding value function for that state is obtained.
The best policy is then selected as in Algorithm 2. The value function learned to merge into a predetermined spot can be used to calculate the score of any spot candidate because the MDP is the same and only the states are different between these candidates. As a value function represents the cumulative cost under the policy, the decision to choose a merging spot considers the whole merging process.
VI. EXPERIMENTS
We evaluate the performance of our proposed approach with numerical experiments and real traffic data. First, we demonstrate that pAC can learn a policy to merge into a predetermined spot without active exploration by using ego-vehicle dynamics and collected data. Second, we confirm that MPDM with pAC can find merging spots and merge into the spot properly evaluated on real traffic data.
A. Evaluation of pAC With Numerical Experiment
We model the dynamics of the ambient cars in a simulated freeway for our numerical experiment using Eq. (1). Specifically,
The dynamics presume that the leading vehicle is driven with a constant speed v 2 = 30 [m/sec], and the following vehicle is driven by a known car-following model [42] . If the following vehicle is slower than the leading vehicle (dv 02 < 0), α = 1.55, β = 1.08, γ = 1.65, otherwise α = 2.15, β = −1.65, γ = −0.89. These assumptions are used to simulate maneuvers of ambient vehicles in the simulated freeway only. Vehicles in the merging lane are generated at random positions. The performance of pAC is compared with two other methods 2 : model-based learning based on quadratic programming (QP) and Z-learning [29] . QP requires all system dynamics and approximates the Z-value with quadratic programming [31] . Z-learning assumes that B and σ are available to approximate Zvalue using the critic, but not the passive dynamics represented by A(x). QP and Z-learning calculate the policy with Eq. (6). We are unaware of any fully model-free method for L-MDPs. Table I gives the prior knowledge requirement on components of the system dynamics in Eq. (1) .
Gaussian RBFs are used to approximate the Z-value function in all methods and neural networks (NN) are additionally used in Z-learning and pAC. RBFs were spaced uniformly in the range of sampled data: 4,096 RBFs were used. The standard deviation of the bases was 0.7 of the distance between the closest two bases in each dimension.
A three-hidden layer perceptron with 200, 200, and 50 units in the first, second, and third hidden layers is used as the NN. The number of nodes in the input is same as the dimensions of the state space and one output for the Z-value, respectively. The rectified linear function [43] is used as the hidden layers' activation function. The activation function in the output layer is exp(−softplus(x)). We estimated S as a constant in pAC. Inputs of the perceptron were normalized to the range [0, 1]. Figure 4 shows the rate of learning in terms of reducing average cost for pAC and Z-learning. We note that all methods except for Z-learning with RBFs are considered converged after 60,000 iterations, and pAC converges slightly faster than Z-learning when comparing them with the same function approximators: NN or RBFs.
We evaluated the rate of merging successfully within 30 seconds starting from 125 different states in the freeway simulator. We defined success as being between the following and leading vehicles after 30 seconds. Figure 5 shows the success rate: pAC with RBFs and NN achieved 93% and 97% success rate respectively, which is comparable to Z-learning that requires knowing more components of the model compared with pAC.
We find that function approximation with NN improves the performance over RBFs for both pAC and Z-learning. NNs are more effective for Z-learning than for pAC because the function approximation error more directly impacts the performance of Z-learning as pAC mitigates its effect by the actor. This result is significant as it indicates that pAC could be more robust to various function approximators.
B. Evaluation of pAC on Real-World Traffic
The NGSIM dataset contains vehicle trajectory data recorded for 45 minutes by cameras mounted on top of a building on eastbound Interstate-80 in the San Francisco Bay area in Emeryville, CA. It is segmented into three 15-minute periods around the evening rush hour [44] . In these periods, one can observe a transition from non-congested to moderately congested to full congestion. Vehicle trajectories were extracted using a vehicle tracking method from collected videos [45] . We extracted 3-Car systems (Figure 2 ) representing 637 freeway merge events and applied a Kalman smoother to mitigate vehicle tracking noise. Figure 7 shows scatter plots of the extracted 3-Car systems: ego Car-0's relative position and velocity from Car-1 (Left) and Car-0's relative position and velocity from Car-2 (Right). We observe that the extracted data have imbalance and sparseness in some regions. We resampled data using the following procedure to mitigate these limitations: 1) Sample randomly a state within the above range; 2) Choose a nearest data from the state using the approximate nearest neighbor method (ANN). We compared pAC with Z-learning based on RBFs and NN on the extracted data from NGSIM. Z-learning calculated a policy with transition noise σ estimated from the data using a Gaussian process due to unknown true dynamics. We used the same state variables, action variable, and reward function as used in the simulated freeway merge domain. A total of 4,096 RBFs were spaced equally within −50 < dx 12 Success was defined as being between Car-1 and Car-2 at the merging point, for those instances in the data set where Car-0 on entry ramp completed its merging. Trajectories of Car-1 and Car-2 were played back from recorded logs, and trajectories of Car-0 were simulated with the control dynamics and learned policies. The data set was randomly partitioned into five smaller data sets where an almost equal number of trajectories were included. Four data sets were used as training data and the remaining data set was used as the test data for testing the policy. Each method was evaluated five times for each different test data in a form of 5-fold cross-validation. Figure 8 shows the success rate for each method. Firstly, we note the significant performance improvement when NN is used as the function approximator. Both pAC and Z-learning with RBFs simply do not perform well. Specifically, pAC with NN achieved a 93% success rate significantly outperforming Z-learning with NN. This is because pAC optimizes a policy directly with actor step while Z-learning does the policy indirectly through learning Z-value functions. Figure 9 shows Z-value functions of pAC with respect to dx 12 and dv 12 approximated using each of the function approximations -RBFs or NN -and the sampling method, which is ANN or Raw (unchanged). The results demonstrate that the method with RBFs could not learn good policies due to poor function approximation, and the one with raw samples suffered from the imbalance and/or sparseness. Figure 10 shows examples of maneuvers using the learned policy based on pAC over the following iterations: 1,000, 50,000 and 100,000. Notice that the merging maneuvers become better as the learning progresses. The locations of the actual merging vehicle from the NGSIM dataset are superimposed as well for comparison.
Our analysis of the NGSIM dataset and associated videos revealed that vehicles in roles of Car-1 and Car-2 would slow down or speed up if they see a car on the ramp. As the freeway is quite congested, we did not observe many lane changes by cars in these roles. Our experiments in this paper take interactions of ambient vehicles into account implicitly because the pAC takes a single-agent approach and does not model, nor predicts, such interactions.
C. Evaluation of MPDM With pAC
We implemented Algorithm 2 and evaluated its performance on simulated real-world traffic using the NGSIM data set. We extracted 5-Car systems {Car-0 ,Car-1, Car-2, Car-3, and Car-4} (Figure 3) , where Car-0 merged into Spot-2, from NGSIM dataset. 637 freeway merging events were represented and a Kalman smoother was applied to mitigate vehicle tracking noise. We divided the 5-Car systems into three 3-Car systems associated with each candidate merge spot: {Car-0, Car-1, Car-2}, {Car-0, Car-2, Car-3}, and {Car-0, Car-3, Car-4}. The policy merging into Spot-2 in the 3-Car system {Car-0, Car-2, Car-3} and its state value function were learned using pAC with NN and ANN by from the data set. We used the same parameters as used in Sec. VI-B. The learned policy and its state value function were modified for use to merge into the other two spots because the MDPs are the same and only the states are different between the 3-Car systems. Fig. 10 . Example trajectories with the policy learned over 1,000, 50,000 and 100,000 iterations based on pAC. Car-0 seeks to merge into the spot between Car-1 and Car-2. Car-0 succeeds in merging to the spot by using the policy at 50,000 or 100,000 iterations while Car-0 fails when using the policy at 1,000 iterations. The semi-transparent vehicle (in translucent pink) denotes the merging vehicle from the NGSIM dataset. (a) Trajectory using the policy learned over 1,000 iterations (b) Trajectory using the policy learned over 50,000 iterations (c) Trajectory using the policy learned over 100,000 iterations. Fig. 11 . Average costs of each policy. The policy with the proposed method(gray) is comparable to a policy to merge into Spot-2 (orange) chosen by human drivers. (Right) Success rate of each policy. Our method achieved a 92% success rate. The performance is comparable to a success rate of the policy to merge always into Spot-2.
We compared the policy obtained from the presented method to three other policies, which always merged into a predetermined spot: Spot-1, 2, and 3, respectively. Success was defined as merging into Spot-1, Spot-2, or Spot-3. Trajectories of ambient vehicles were played back from recorded logs, and trajectories of Car-0 were simulated with the control dynamics and learned policies because it is hard to simulate interaction with ambient vehicles precisely due to the congested traffic. In congested traffic like NGSIM, vehicles on a major road interact with each other deeply. For example, preceding/following vehicles often suddenly brake due to some reasons but it is hard to simulate such behaviors with any car-following models.
The left chart of Figure 11 shows average costs of each policy to merge into Spot-1, 2, and 3. Our method achieved an average cost that is comparable to the policy to merge into Spot-2 as chosen by the human drivers, and it outperforms other policies. The right chart of Figure 11 shows a success rate of freeway merging into each spot. The result also shows that our method can select proper merging spots because the rate was comparable to the policy of merging into Spot-2. Figure 12 shows rates of spots chosen by our approach. The result denotes that the approach achieved comparable performance to human spots selection by choosing the spots flexibly. Cases when the approach chose same spots as human selections were only less than 60%. In other cases, our approach selected different spots to reduce merging costs. Figure 13 shows an example of freeway merging behavior with our algorithm. The merging vehicle tried to merge behind Car-2 at T = 0 seconds. The vehicle then switched to merge behind Car-1 and succeeded merging into the spot. The switching would be reasonable because the vehicle would have needed hard braking if the vehicle had merged behind Car-2 due to the large velocity gap between Car-0 and Car-2. Our approach can switch the merging spots smoothly by comparing state values to each spot, which are considered how to merge. 
VII. CONCLUDING REMARKS
We presented a novel method allowing self-driving cars to merge into congested freeways using MPDM with pAC. The method does not require forward simulation because it uses estimated state values learned with pAC, unlike prior MPDM methods. This feature is preferable when we install our MPDM method on autonomous vehicles because less computational resources are needed to calculate the score with the estimated state value function than for an approach employing forward simulations. The pAC itself is also a promising reinforcement learning approach because the method can learn the policy without active explorations by using an ego-vehicle dynamics model and collected data sets. The pAC uses the 3-Car systems to learn the merging policy. Therefore, the ego-vehicle cannot always cope with the condition changes due to the maneuvers for the adjacent vehicles except for Car 1 and 2. However in reality, the ego-vehicle would be able to handle such changes to some extent if the situations are included in the collected data set. The results in VI B, which the ego-vehicle succeeds to merge into the spot in real-world traffic, shows that the ego-vehicle can handle such situations even if the leading and the following vehicles are affected by other adjacent vehicles.
We illustrated the combined method on a freeway merging task. The algorithm determines a merge spot in a set of possible merge spots and a policy to merge into the determined spot by using the policy and its state value function pre-learned based on pAC with 3-car systems. We just need to learn a single policy and its state value function for merging into a predetermined spot in 3-Car systems because the trained policy and its state value function can be reused for merging into any desired spot (see Figure 3) .
We demonstrated that pAC could learn a policy to merge into a predetermined merging spot using numerical experiments and real-world congested traffic data. The pAC with the neural network achieved 97% success rate on the numerical experiments. In the real traffic data, pAC with the neural network achieved 93% by combining an approximate nearest neighbor to mitigate data imbalance and sparseness.
Evaluating on real-world congested traffic data, the combined MPDM with pAC achieved a 92% success rate, which is comparable to merging success when the spot is selected by human drivers. The success rate of our method is much higher than that of merging into a fixed spot specified in advance. We also confirmed that our method could flexibly switch the merging spots according to situations. We considered only longitudinal maneuvers because longitudinal and lateral maneuvering can be handled independently of each other in almost all freeway merging or lane changing cases. After the longitudinal positioning is completed, the ego-vehicle can start its lateral positioning.
In addition to freeway merging in congested traffic, we are also interested in applying our approach to various other challenging scenarios such as properly entering roundabouts, dealing with intersections and other scenarios. Another challenge is, of course, to test our approach deployed on a real automated vehicle. Extending pAC to multi-agent reinforcement learning is a promising algorithmic research direction to expand its applicability. Our approach select the policy under expectation that surrounding vehicles behave the same on average. Therefore, our approach would not be able to cope with situations when a surrounding vehicle deviates significantly from the average. This is also important future challenge to consider.
