environment.
The rates were used. As seen in Fig. 3 , the simulation environment is able to control various environmental and node parameters such as location, speed of mobility, and transmit power of radio. Based upon these parameters, the channel model determines and tranamits packets between appropriate nodes. The simulation environment provides several unique abilities including the ability of each node to dejine its own virtual operating environment where parameters such as transmit power, code, and mobility~attem_ can be set interactively while the simulation is running.
To facilitate the transition of simulation models into implementations, the interfaces of the modeling environment components must be designed with care.
The OSM is responsible for process scheduling, communication, and synchronization as well as for interactions between the applications and the communication device's packet driver. By isolating the interface among these modules, it is possible to interface the packet driver on the node with various network algorithms and operating systems like the KA9Q NOS kernel, the Mach kernel, and Windows.
Given a compatible design for these interfaces, it is possible to automatically and transparently migrate the detailed simulation models to operational implementations of network algorithms with different operating system kernels and communication devices. This is a potentially significant achievement as it would provide a direct path for the network model to evolve into operational software.
The rapid prototyping ability of the environment was demonstrated by porting the synchronization, TDMA, and clusterhead election algorithmof the instant infrastructure models to a real system. The rfined models used in the simulation study described in the next section were ported, without any redesign or programming, to a set of four 486 laptops running WAMISNOS using two different radios: the UCLA Direct Sequence Spread Spectrum radio operating at 32Kbps (Jain, et al. 1995) , and the Proxim Range-LAN2 Frequency Hop Spread Spectrum radio operating at 1.6Mbps.
Hierarchical Modeling
The integrated design, evaluation, and implement tion of the instant infrastructure protocols uses a multi-level modeling methodology where initial abstract or coarse models are refined into detailed jike models and eventually into protocol implementations. The coarse simulation model is used to develop and teat network algorithms in a large, multicluater network setting.
Various routing policies and virtual circuit maintenance issues are investigated in the presence of node mobility.
In order to o~tain run time efficiency and to support interactive protocol de sign, many implementation details of the protocol are omitted.
At this level, the performance measures of intereat are the ones related to efficient support of the target multimedia applications, namely: delay (both average and variance), throughput, packet loss, out of sequence packet delivery, and net~work connectivity (both physical and logical). These performance mew surea depend not only on network algorithms, traflic pattern and physical network parameters, but are also impacted by the hardware and software characteristics of the mobile node which are typically omitted to keep the models simple and the run-times reasonable. 
EXPERIMENTAL STUDY
This section describes a performance study that used the multi-level modeling methodology described in the previous section.
In the sequel, we show an example of the interplay between the coarse and refined models. More specifically, we show how experiments with the refined models can be used to evalnate link failure rate due to loss of TDM frame synchronization. The latter can be caused by three independent events: (a) CPU overload; (b) control packet loss due to channel propagation effects or interference; and (c) radio mobility. The coarse model can accept as input the link failure rate, but does nd include enough detail to compute, for example, the CPU loading caused by the applications, and its effect on link failure rate.
We first describe the detailed experiments which were executed for a 4-node cluster to compute link failure rate due to each of the preceding factors. The first set of experiments studies the impact of CPU load on link failure rate. We recall that in the TDMA access control algorithm, when it is time for a node to transmit a packet, the TDMA process selects and transmits the next packet in the queue. V the CPU is heavily loaded, then the TDMA process will be delayed before it can gain access to the CPU to transmit the packet. To compensate for this delay,, a "guard" time is added to the TDMA slot time.
In order to study the effects of CPU loading for a given guard time, a model of the CPU scheduler is used, which simulates the effect of the CPU load on frame synch loss. When packets are delayed so that synchronization can no longer be maintained, then a link failure occurs. In Fig. 4 , CPU load (assumed to be uniform was experimentally determined to be adequate for most applications.
However, if the maximum CPU holding time by an application increases beyond 20 ms, the effect on the link failure rate can be quite dramatic (as shown in F,ig. 4). Based on these considerations, slot guard time should be set to the maximum CPU holding time. However, this is not possible in practice because a slot guard time increase contributes directly to channel overhead. A proper compromise must be found via simulation, using the approach here described.
Another
set of experiments relates channel packet loss to link failure rate. Fig. 5 shows the impact of a packet loss in a channel on the failure rate of the corresponding link. Every 300ms a node transmits This is done during each node control slot period.
With 4 nodes synchronized, each node sends out its control information every 1.2 seconds. This control packet can be lost for several reasons including radio channel factors such as background interference, multipath fading or shadowing which frequently cause bit errors, and packet collision (interference from another radio). Based upon Fig. 5 nodes (radios) placed randomly inside a 100x100 square. During the simulation, in every time frame, a node may randomly move X units in each" direction or stay where it is. If a node tries to move beyond the boundary, its position is set at the boundary ("sticky boundary" model). Two nodes can communicate directly with each other if they are within hearing range, which 'can be modified by adjusting the power level.
The following parameters were used in this study:
CPU load = 23 ms, mobility(X) = 5 units/frame, control packet loss rate = 1670, transmission range varying between 20 and 30 units (note that to make 4 node and 20 node experiments consistent the range must be scaled down by a factor~when moving from 4 to 20 nodes, since in both cases the nodes are distributed over a 100x100 area, and yet must have the same average number of neighbors).
From There is good agreement between the two sets of results, thus verifying the consistency of the assumption. 
Wireless Net works 569
OPNET has a number of drawbacks that make it unsuitable for mobile wireless: limited support for node mobility patterns (for instance specifying random node movements), restrictive channel models, rigid modeling methodology which forces the user to specify the models at a much greater level of detail than may be appropriate or feasible for the analyst (the three level methodology must be followed), and long execution times for even moderate sized models. The last and significant problem is that there is no path towards implementation.
Although many university projects are aimed at simulation and analysis of networking protocols, relatively few addreas integrated network simulation and prototyping (Abbott and Peterson 1992; Montz, et al. 1994) .
For instance, the approach used in the x-kernel and Scout projects at the University of Arizona is to develop an operating system which can support the implementation of networking protocols (possibly automatically 
