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1. INTRODUCTION 
To carry out the numerical solutions to many problems, one faces the 
space limitation of the fast storage of the computer system used. In this 
paper, we shall present a technique for reducing the dimensionality of a class 
of dynamic programming problems. Clearly, there are other methods to 
handle the problem. 
In Section 2, we shall show a reduction method which is applicable in any 
problem, and in Section 3 the problem of partitioning the state space will be 
discussed. In Section 4, we shall show how the method given in Section 3 
works, and in Section 5 we shall how to obtain an approximate solution to a 
case where there are a large number of stages. We shall have some remarks 
in the last section. 
2. PRELIMINARY REDUCTION 
Let us consider the equation 
f(P) = ,Jn;;, 1 dP7 9) + MA q)f(mJ- 4))l. (1) 
where p is the state variable and q is the decision variable which may depend 
upon p; we shall denote this by q E s(p). The classical approach to solve this 
problem is to compute a sequence of functions by the recurrence relation 
f” + I(P) = ,::;, [ !dP7 4) + NP, 4MmP, @)I 
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for n = 0, 1,2 ,.... (2) 
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Let us assume that the state space is discrete and we have enough space to 
store all the functions for all the points in the state space. In order to 
compute f(p,), we need only have g(p,, q), Q,, q), and T(P,, q). Thus, 
instead of storing all three matrices in the primary memory, we shall only 
store one column of each matrix for computing each component of the vector 
j Note that here we are exchanging storage for time because it is time 
consuming to transfer the columns back and forth from fast memory and the 
auxiliary memory. 
3. KEY OBSERVATION 
Now let us assume that the number of points in the state space is too 
large, which is to say it exceeds the capacity of the primary memory. We 
shall partition the state space s into n equal sets s, , s2 ,..., s, depending upon 
the size of the state space and the capacity of the fast memory. Thus any 
maximization over the whole state space is equal to the maximum over a set 
of maximization over each set s,, s, ,..., s,. Namely, 
max = max(max, max ,..., max), 
s SI 52 S” 
4. DESCRIPTION OF THE METHOD 
Let us assume for simplicity that the number of points in state space is 
equal to 2N, where N is the total capacity of the fast memory available to us 
(not that we have neglected the capacity required for storage of the 
instructions and the generated function for simplicity). We divide the state 
space into two equal size sets s, and s2. In general, q is much smaller than p 
(not too many decisions to make). Particularly the more important the 
process becomes, fewer decisions there are to be made. 
In some applications, we have to partition the decision space too. In order 
to compute, e.g., f(p,), we need to know g(p,, 4). h(p,, q), and T(P,. sX 
but T(p,, q) which transfers a point in state space to another point in state 
space may be in the set s, or s2. We need a preliminary technique in order to 
determine where different elements of T(p, q) are in s, or s2. Hence, we have 
f(p,) = max(max, max). 
SI S? 
Then repeat the process for all points in the state space. Once again note that 
the time to carry out the problem has increased, but we have overcome the 
space limitation problem. In many cases the time is so short that the 
foregoing method is feasible to use when necessary. 
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5. SAVING OF TIME 
Now let us consider a case where we not only have a large state space but 
there is a large number of stages. Hence, using the method given in the 
previous section each stage consumes a lot of time and as a result a 
tremendous amount of time is required for the computations. Let us consider 
a particular case, where h(p, 4) is a generalized discount factor, namely, 
IUq)lG~ < 1 for all p, q. 
Which is to say it is uniformly less than one. Hence, the infinite-stage 
process is meaningful. In general, the infinite-stage process is a good approx- 
imation to the solution of the problem when there are a large number of 
stages. The reason we can use approximation is that dynamic programming 
equations are stable. Consider the recurrence equation (2) once again, 
f”,,(P) = m;;, LdP, 4) + fo, qlf”mJ~ 4))l. 
Let us also assume that the transfer function T(p, q) is nonnegative. 
Considering the foregoing assumption, the infinite stage equation is as 
follows: 
K(p) = mm;, [ g(p, 4) + Qh 4) W(p, q))l. (3) 
Let us now show that Eq. (3) is a good approximation to (2). Let 9 and 4’ 
represent the decision which yields the maximum for f,, + ,(p) and K(p). 
respectively. Thus we have 
fn, I(P) =dn 9) + w, 4ux-(P7 9)) 
2 aA 9’) + h(P? 4’)f”(W7 4’)) 
K(P) = .LT(P, 9’) + m% 9’) wlP7 9’)) 
2 g(n 9) + 07 4) WQL 4)). 
Subtracting (4) and (5), we obtain 
Im-f”+,(P)l GA Im-fn(P)l. 
Now by iterating (6), we obtain 
(4) 
(5) 
(6) 
IK(P) -fn+ ,@)I <n”A, (7) 
where A is a constant. Noting that ,I < 1, then if n -+ co, K(p) is a good 
approximation for f, + ,(p). 
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Note once again that T(p, q) is a function which transforms a point in the 
state space to another point in state space for any p and q. 
We can also use an infinite-stage approximation when T(p, q) is a 
shrinking transformation which is to say 1) T(p, q)11 <A I[pIJ, where the )I ... I( 
is some suitable norm. 
The infinite-stage equation (3) may be solved by another approximation 
method such as polynomial approximation or the policy-improvement 
method. 
6. DISCUSSION 
There are many techniques to reduce the dimensionality of a problem. 
Some of these methods are applicable, in general. Others are problem 
dependent. Here we showed one of these methods. What we are doing is 
trading time for storage. Theoretically, there is no limitation for the state 
space, but practically, in order to obtain the numerical results by use of a 
computer one should have in mind the space limitation of the fast memory of 
the computers. 
