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により分析が行われているが，その 1つにゲーム理論 [4,5]，特に進化ゲーム理論 [6{11]を
用いた分析がある．進化ゲーム理論とは，従来のゲーム理論に対して動学を導入し，集団
































ると 2人ともRの利得を獲得し，互いに裏切ると 2人ともP の利得を獲得する．自分に協
力してくれた相手を一方的に裏切ったプレイヤーは最高利得 T を，逆に協力した相手に裏
切られたプレイヤーは最低利得 Sを獲得する．これらの利得は，不等式 T > R > P > S


















ループ選択」「ネットワーク互恵」の 5つを挙げている [15]．血縁選択 [16{19]とは，個人
（個体）が血縁関係のある他者を助け，自分の遺伝子を次の世代に残そうとすることによ



































































































ネットワーク [47,48]と呼ぶ．複雑ネットワークの 1つにスケールフリーネットワーク [48]
があり，これはネットワークにおける各点（これをノードと呼ぶ）の持つリンクの数の分














5囚人のジレンマゲームは利得が T > R > P > S を満たすのに対して，スノードリフトゲームは
T > R > S > P を満たす．なお，囚人のジレンマゲームの進化的安定戦略は第 1.1節に述べたとおり裏切戦
略であるが，スノードリフトゲームの進化的安定戦略は，協力戦略と裏切戦略を確率 ((T R)=(T R+S P )，



























プレイヤー i は自身の隣人の中からランダムに 1 人のプレイヤー j を選び，Pj > Pi であれば，確率
(Pj   Pi)=(maxfki; kjgk>)でプレイヤー j の戦略を模倣する．このような戦略更新を，全プレイヤーにつ
いて行う．なお，Pi及び Pj はプレイヤー i及び jの総利得，ki及び kj はプレイヤー i及び jの次数である．

















































































ある．なお，プレイヤー同士を繋ぐリンクの重みは式 wij = (kikj) で定義される．ここ




隣人の中からランダムに 1人のプレイヤー jを選び，確率 1=f1 + exp[(Pi   Pj=gでプレ
イヤー jの戦略を模倣する．このような戦略更新を，全プレイヤーについて行う．なお，


























































































































































































































































































図 2.2.2のように，次数 2の 1次元レギュラーネットワーク上にプレイヤーを配置する．
なお，集団サイズは 1,600人とする．各プレイヤーは重み 1.0+wのリンクと重み 1.0 w
（w 2[0，1)）のリンクを 1本ずつ有し，左右の 2人のプレイヤーと繋がりを持つ．なお
ネットワークは，周期的境界条件を仮定した円環型とする．即ち，集団の右端のプレイ
ヤーは左端のプレイヤーと繋がっているものとする．










ラウンド tにおけるプレイヤー i及び j のそれぞれの戦略（協力または裏切）を si(t)
及び sj(t)，プレイヤー i及び j を繋ぐリンクの重みを wij と表す．また，リンクの重み
を対戦に考慮しない場合，ラウンド tにおいてプレイヤー iがプレイヤー jとの対戦によ
り獲得する利得を si(t)sj(t)とする．表 1.1.1に示す囚人のジレンマの利得行列に従えば，
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レイヤー iがラウンド tにおいて模倣する戦略 si(t+ 1)は，以下のように表される2．
1T > R > P = Sという設定は，厳密には囚人のジレンマゲーム（T > R > P > S）とスノードリフト
ゲーム（T > R > S > P）との境界ゲームである．囚人のジレンマの条件 P > S に反するが，P=S とし









si(t) （i(t)  maxk2Vi fk(t)gのとき）
sj(t) （j(t) = maxk2Vi fk(t)g > i(t)のとき）
一方，リンク重みを戦略の更新に考慮する場合，各プレイヤーは隣人達の総利得を比較
する際，相手とのリンクの重みを乗じた値を用いて比較を行うこととする．このとき，プ
レイヤー iがラウンド tにおいて模倣する戦略 si(t+ 1)は，以下のように表される．
si(t+ 1) =
(
si(t) （i(t)  maxk2Vi fwikk(t)gのとき）











































このときの結果は図 2.3.1に示すとおりであり，図 2.3.1(a)は b=1.2のときの結果を，図


















































































































































































































































































ない場合は自身の戦略を保持する．彼らの総利得を比較すると，もし 1.0+w > b(1.0 w)，













































ため，彼は左から 6番目のプレイヤーの総利得 2.0と左から 8番目のプレイヤーの総利得
b(1.0+w)を比較し，総利得が高い方のプレイヤーの戦略を模倣する．彼らの総利得を比












































































戦略分布パターン 3, 6, 8, 9, 12, 15, 17, 20, 22, 24, 25, 27, 28, 29, 30, 33, 36, 37, 38,
（短期） 39, 40, 43, 46, 49, 50, 53, 55, 58, 59, 61, 63, 66, 67, 69, 71, 73, 75,
76, 78, 79, 80, 81, 83, 84, 85, 86, 87, 88, 89, 90
戦略分布パターン 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21,
（最終） 22, 24, 25, 27, 28, 29, 30, 32, 33, 35, 36, 38, 39, 40, 42, 43, 45, 46,
48, 49, 50, 52, 53, 55, 57, 58, 59, 61, 63, 65, 66, 67, 79, 84, 85, 86,
87, 88, 89, 90
wの条件 条件 2（維持条件）
条件式 w <2.0/b 1.0
戦略分布パターン 5, 6, 14, 16, 17, 18, 19, 20, 32, 33, 38, 42, 48, 50, 51, 52, 53, 54,
（短期） 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66
戦略分布パターン 2, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22,
（最終） 24, 25, 27, 29, 30, 32, 33, 35, 36, 38, 39, 40, 42, 43, 45, 46, 48, 49,
50, 52, 53, 55, 57, 58, 59, 61, 63, 65, 66, 67, 79, 84, 85, 86, 87, 88,
89, 90















































である．(b，w)が図の Region I内にあるとき，w >(b 1.0)/(b+1.0)かつ w <2.0/b 1.0
が成り立ち，条件 1と条件 2の両方が満たされる．(b，w)が図のRegion II内にあるとき，
w >(b 1.0)/(b+1.0)は成り立つがw <2.0/b 1.0とはならないため，条件 1のみが満たさ
れる．同様に，Region IIIは条件 2のみが満たされる領域を，Region IVはいずれの条件
も満たされない領域を示す．
小集団で導出した協力戦略の拡大や維持の条件と大集団における集団協力率との関係
を調べるため，集団協力率と wの関係を示した図 2.3.1(a)及び (b)に着目し，図 2.3.4と
比較する．まず図 2.3.4のグラフについて b=1.2と固定し，wの値を 0から増加させてい
くと，(b，w)はRegion IIIから始まり，条件 1の閾値 w=(b 1.0)/(b+1.0)を通過した後，
Region Iへと遷移する．このwの値の変化に合わせて図 2.3.1(a)を見ると，条件 1を満た
すときの値をwが超えたところで集団協力率は階段状に上昇している．これは，図 2.3.4





は階段状に下降している．これは，図 2.3.4においてwが「条件 1と 2の両方を満たす領
域」から「条件 2だけ両方を満たす領域」に遷移していることに対応する．
b=1.8の場合についても同様である．図 2.3.4のグラフについて b=1.8と固定し，wの値
を 0から増加させていくと，(b，w)はRegion IIIから始まり，条件 2の閾値w=2.0/b 1.0
を通過し，更にRegion IVを超え，条件 1の閾値w=(b 1.0)/(b+1.0)を通過した後，最終
的にはRegion IIまで遷移する．このときの wの変化に合わせて図 2.3.1(b)を見ると，w
が図 2.3.4の Region IIIから Region IVへ遷移するときに図 2.3.1(b)では集団協力率が不












である条件 1と条件 2の線が図 2.3.4内に存在していることが分かる．先程の図 2.3.4の
Region I，II，III，IVのそれぞれの領域が，図 2.3.5のRegion I'，II'，III'，IV'のそれぞれ
に対応していることが分かる．例えば (b，w)が図 2.3.4において条件 1と条件 2の両方を
満たすRegion Iに存在するとき，図 2.3.5では (b，w)はRegion I'に存在し，集団協力率
は 4領域の中では最大となっている．同様に，(b，w)が図 2.3.4において条件 1だけ満た
すRegion II，条件 2だけ満たすRegion III，いずれの条件も満たさないRegion IVに存在
するとき，図 2.3.5においては (b，w)はRegion II'，Region III'，Region IV'に存在してお
り，集団協力率はこの順番で低下していることが分かる．
以上より，図 2.3.5における各領域（Region I'IV'）が，小集団で導出された条件式
w >(b 1.0)/(b+1.0)及びw <2.0/b 1.0により分けられた領域Region I，II，III，IVのそ
れぞれに対応していること，また図 2.3.5における各領域の間の境界線が，導出した条件
37
 1.1  1.3  1.5  1.7  1.9















































Region IIV'の 4領域に属する各 (b，w)について，前述の 120種類の戦略分布パターン
を初期分布とする小集団を考え，これらがどのようなパターンへ推移していくのかを観察
する．












次に，図 2.3.6(d)（いずれの条件も満たされない場合）と図 2.3.6(b)（条件 1のみ満た
される場合）の状態推移を比較することで，w が条件 1 を満たすか否かで戦略分布の
推移にどのような違いがあるのかを確認できる（(c)と (a)の比較でも，確認できる）．
また，図 2.3.6(d)（いずれの条件も満たされない場合）と図 2.3.6(c)（条件 2 のみ満た














図 2.3.6: 120個の戦略分布パターンの時間経過に伴う推移．図 2.3.5におけるRegion II
V'の 4領域に属する各 (b，w)について，120個の戦略分布パターンの推移先を示す．(a)
は (b，w)がRegion I'に属する（条件 1と 2の両方が満たされるとき）とき，(b)はRegion




まず図 2.3.6(d)と (b)を比較すると，wが条件 1を満たさない場合は分布パターン 3は
他の分布パターンへ推移しないが，満たす場合はパターン 1へ推移することが分かる．
















ない場合）を見ると，パターン 37は短期的にはパターン 119（協力者数 1/10）へ推移し
ている．一方，図 2.3.6(b)（条件 1のみ満たされる場合）を見ると，パターン 37は短期的
にはパターン 114（協力者数 2/10）へ推移している．よって，wが条件 1を満たす場合，
初期戦略分布がパターン 37である小集団は，条件 1を満たさない場合よりも短期的な協
力者数の割合は多くなる．しかし，その後のラウンド経過により，パターン 119もパター








件 1を満たすか否かに関わらず，パターン 11は短期的にはパターン 30へと推移している
ことが分かる．しかし，wが条件 1を満たす場合，その後のラウンド経過により，戦略分
44
布パターンがパターン 19と 30を交互に推移し続けることが図 2.3.6(b)から分かる．集団
協力率の計算は第 2.3.1節及び付録Bに基づいて行われるため，このときの小集団の協力












例として，wが条件 1「w >(b 1.0)/(b+1.0)」（図 2.3.5のRegion II'）のみを満たす場
合について述べる．図 2.3.6(b)から分かるとおり，例えば初期の戦略分布がパターン 2で
ある場合，最終的にはパターン 6「 CC CC CC CD DD 」に推移するた





率の期待値を計算すると，wが条件 1と 2の両方を満たす場合（Region I'）は 0.254，条
件 1のみを満たす場合（Region II'）は 0.205，条件 2のみを満たす場合（Region III'）は
0.141，いずれの条件も満たさない場合（Region IV'）は 0.062となる．これらの結果を図
































































を算出する．このときの結果は図 2.4.1に示すとおりであり，図 2.4.1(a)は b=1.2のとき
の結果を，図 2.4.1(b)は b=1.8のときの結果を表す．




























































































戦略分布パターン 11, 12, 34, 35, 36, 37, 38, 39, 40, 67, 68, 69, 70, 71, 72, 73, 74, 75,
（短期） 76, 77, 78, 79, 80, 81, 82, 83
戦略分布パターン 11, 12, 32, 33, 34, 35, 36, 37, 38, 39, 40, 42, 48, 50, 51, 52, 53, 54,
（最終） 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72,
73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83
wの条件 条件 2（維持条件）
条件式 w >(b 1.0)/(b+1.0)
戦略分布パターン 2, 4, 7, 8, 10, 12, 13, 16, 18, 21, 22, 23, 24, 25, 26, 27, 28, 31, 32,
（短期） 33, 34, 37, 38, 39, 40, 41, 44, 47, 51, 54, 56, 59, 60, 62, 64, 67, 69,
71, 73, 75, 76, 78, 79, 80, 81, 83, 84, 85, 86, 87, 88, 89, 90
戦略分布パターン 2, 4, 7, 8, 10, 13, 16, 18, 21, 22, 23, 24, 25, 26, 27, 28, 31, 32, 33,
（最終） 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51,
52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 79, 84, 85,
86, 87, 88, 89, 90
wの条件 条件 3（維持条件）
条件式 w <(2.0 b)/(2.0+b)
戦略分布パターン 5, 6, 14, 16, 17, 18, 19, 20, 32, 33, 38, 42, 48, 50, 51, 52, 53, 54,
（短期） 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66
戦略分布パターン 2, 4, 5, 6, 7, 8, 10, 13, 14, 16, 17, 18, 19, 20, 22, 24, 25, 27, 32, 33,
（最終） 38, 42, 48, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64,
65, 66
wの条件 条件 4（拡大条件）
条件式 w > b 1.0
戦略分布パターン 5, 6, 14, 16, 17, 18, 19, 20, 24, 32, 33, 38, 42, 44, 48, 50, 51, 52,
（短期） 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 70, 71, 72, 73,
75, 88, 92, 96, 98, 99, 101, 103, 107, 109, 110, 111, 114, 118
戦略分布パターン 5, 6, 14, 16, 17, 18, 19, 20, 32, 33, 38, 42, 48, 50, 51, 52, 53, 54,



























る．同様に，左から 6番目のプレイヤーは 2b，左から 8番目のプレイヤーは 1.0の総利得
を得る．戦略更新においてリンク重みが考慮されるため，左から 7番目のプレイヤーは
左から 6番目のプレイヤーの総利得を 2b(1.0 w)，左から 8番目のプレイヤーの総利得を
1.0+wと評価し，これらを自身の総利得 1.0と比較する．よって，もし 2b(1.0 w)<1.0+w，



























































b (Temptation to defect from a cooperator)
図 2.4.3: 導出した協力戦略の拡大／維持条件（維持条件 13及び拡大条件の，計 4条
件）．グラフの横軸は協力者を裏切る利得 bを，縦軸はリンク重みの異質性 w を表す．
図の 4本の線は，導出した w の各条件が成り立つか否かの境界線を示す．なお，条件
1「w >(2b 1.0)/(2b+1.0)」を赤の線，条件 2「w >(b 1.0)/(b+1.0)」を青の線，条件 3
「w <(2.0 b)/(2.0+b)」を緑の線，条件 4「w > b 1.0」を紫の線で示す．
図 2.4.3は，導出した 4つの条件について，wが満たすか否かの境界線を図示したもの
である．第 2.3.3節のときと同様に，大集団における集団協力率を示した図 2.4.1(a)及び














力率は，w <(2.0 b)/(2.0+b)のときの結果と w >(2.0 b)/(2.0+b)のときの結果の間の値を取る（試行回




2.4.3においてwが条件 4を満たす，即ちw > b 1.0を満たすとき，図 2.4.1(b)では集団
協力率が変化していない．導出したwの条件が 4つあるにも関わらず，b=1.8の場合，集
団協力率の変化をもたらすような閾値がwに 3つしか存在しないことが分かる．
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不連続に変化させる (b，w)の閾値であり，対応する (b，w)の値について 4条件の線が図
2.4.3内に存在することが分かる．(b，w)が図 2.4.4の青い領域内にあるとき，集団協力率
が全領域で最低となっているが，図 2.4.3では (b，w)が 4条件のいずれも満たされない領










w > b 1.0を満たすことで集団協力率は上昇しているが，p5 1.0< b <1.5の範囲では逆
に下降している．また，b >1.5の範囲では，wが条件 w > b 1.0を満たしても集団協力
率に違いが見られない．この原因を探るため，最終的な集団協力率ではなく，1ラウンド
経過時の短期的な協力者数の割合を算出する．
 1.1  1.3  1.5  1.7  1.9







































5 1.0< b <1.5の場合を例に取り，第 2.3.3節と同様に 120ケー
スのパターンを初期の戦略分布とするような小集団を考え，これらの時間推移を観察す
る．そして，wが条件 w > b 1.0を満たすことで最終的な集団協力率が何故低下するの
かを調べる．




















































































































を算出する．このときの結果は図 2.5.1に示すとおりであり，図 2.5.1(a)は b=1.2のとき
の結果を，図 2.5.1(b)は b=1.8のときの結果を表す．

























































































5つの条件 w >(b 1.0)/(b+1.0)，w >  (b+1.0)+pb2 + 4b，w >(b+1.0 2pb)/(b 1.0)，















戦略分布パターン 2, 4, 7, 8, 10, 13, 16, 18, 21, 22, 23, 24, 25, 26, 27, 31, 32, 33, 34,
（短期） 37, 41, 44, 47, 51, 54, 56, 60, 62, 64
戦略分布パターン 2, 4, 7, 8, 10, 13, 16, 18, 21, 22, 23, 24, 25, 26, 27, 31, 32, 33, 34,
（最終） 37, 41, 44, 47, 51, 54, 56, 60, 62, 64
wの条件 条件 2（維持条件）
条件式 w >  (b+1.0)+pb2 + 4b
戦略分布パターン 11, 12, 34, 35, 36, 37, 38, 39, 40, 67, 68, 69, 70, 71, 72, 73, 74,
（短期） 75, 76, 77, 78, 79, 80, 81, 82, 83
戦略分布パターン 11, 12, 34, 35, 36, 37, 38, 39, 40, 67, 68, 69, 70, 71, 72, 73, 74,
（最終） 75, 76, 77, 78, 79, 80, 81, 82, 83
wの条件 条件 3（維持条件）
条件式 w >(b+1.0 2pb)/(b 1.0)
戦略分布パターン 12, 28, 37, 38, 39, 40, 59, 67, 69, 71, 73, 75, 76, 78, 79, 80, 81,
（短期） 83, 84, 85, 86, 87, 88, 89, 90
戦略分布パターン 7, 10, 13, 16, 18, 21, 22, 24, 25, 27, 28, 32, 33, 35, 36, 38, 39, 40,
（最終） 42, 43, 45, 46, 48, 49, 50, 52, 53, 55, 57, 58, 59, 61, 63, 65, 66,
79, 84, 85, 86, 87, 88, 89, 90
wの条件 条件 4（維持条件）
条件式 w < ( (b+1.0)+p4b+ 1)/b
戦略分布パターン 5, 6, 14, 16, 17, 18, 19, 20, 32, 33, 38, 42, 48, 50, 51, 52, 53, 54,
（短期） 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66
戦略分布パターン 2, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 22, 23,
（最終） 24, 25, 26, 27, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41,
42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58,
59, 60, 61, 62, 63, 64, 65, 66, 79, 84, 85, 86, 87, 88, 89, 90
64
wの条件 条件 5（拡大条件）
条件式 w > b 1.0
戦略分布パターン 6, 9, 15, 20, 24, 27, 29, 30, 33, 38, 39, 43, 49, 53, 58, 59, 61, 66,
（短期） 69, 73, 75, 78, 80, 83, 84, 85, 87, 88, 89, 90
戦略分布パターン 4, 5, 6, 7, 8, 9, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 23, 24, 25,
（最終） 26, 27, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43,
44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60,
61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77,











































































2.5.1(a)及び (b)を図 2.5.3と比較する．まず b=1.2の場合について図 2.5.3を見ると，wの




























b (Temptation to defect from a cooperator)
図 2.5.3: 導出した協力戦略の拡大／維持条件（維持条件 14及び拡大条件の，計 5条
件）．グラフの横軸は協力者を裏切る利得 bを，縦軸はリンク重みの異質性 w を表す．
図の 5本の線は，導出した wの各条件が成り立つか否かの境界線を示す．なお，条件 1
「w >(b 1.0)/(b+1.0)」を赤の線，条件 2「w >  (b+1.0)+pb2 + 4b」を青の線，条件 3
「w >(b+1.0 2pb)/(b 1.0)」を緑の線，条件 4「w < ( (b+1.0)+p4b+ 1)/b」を紫の線，






続に変化させる (b，w)の閾値であり，対応する (b，w)の値について 5条件の線が図 2.5.3
内に存在することが分かる．(b，w)が図 2.5.4の青い領域内にあるとき，集団協力率が全
領域で最低となっているが，図 2.5.3では (b，w)が 5条件のいずれも満たされない領域に
存在していることが確認できる．一方，図 2.5.3において (b，w)が条件 1，2，3，5の 4条
件または条件 1，3，4，5の 4条件を満たすような値を取るとき，図 2.5.4において集団協
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集団協力率の差 正（>0） 負（<0） =0 協力率の差の全体平均
Fc(u)  Fc(i) 0.58 0.27 0.16 0.008
Fc(i; u)  Fc(i) 0.82 0.10 0.08 0.047












ある（集団協力率の計算要領は，それぞれ第 2.3.1節，第 2.4.1節及び第 2.5.1節に記載の
とおり）．リンク重みの異質性を対戦に考慮する場合の集団協力率をFc(i)，戦略更新に考
慮する場合の集団協力率を Fc(u)，対戦と戦略更新の両方に考慮する場合の集団協力率を
Fc(i; u)とし，図 2.6.1(a)はFc(u) Fc(i)を，図 2.6.1(b)はFc(i; u) Fc(i)を，図 2.6.1(c)
はFc(i; u) Fc(u)を表す．また，b 2(1.0，2.0)及びw 2[0，1)（0.01刻み）の組合せの全
パターンにおいて，上記の差分が正となるケース，負となるケース，0となるケースがそ
れぞれどれだけあるかの割合，そしてそれぞれの差分の全体平均を表 2.6.1に示す．
図 2.6.1(a)及び表 2.6.1より，Fc(u) > Fc(i)となるようなケース数が多く，Fc(u) < Fc(i)
となるケース数の 2倍程度存在することが分かる．但し，Fc(u) > Fc(i)を満たすケース




2.6.1から，Fc(i; u) > Fc(i)となるような (b，w)のケース数は，Fc(i; u) < Fc(i)となる
ケースよりも非常に多いことが分かる．また，Fc(i; u) > Fc(i)を満たすケースにおける
両者の差は 0.10.15程度であり，(b，w)の全領域における Fc(i; u)  Fc(i)の平均値につ
71
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団協力率を Fc(u)，対戦及び戦略更新の両方に考慮する場合の集団協力率を Fc(i; u)とす


























































































































































































































次数 4 の 2 次元格子ネットワーク上にプレイヤーを配置する．なお，集団サイズは










































ラウンド tにおけるプレイヤー i及び j のそれぞれの戦略（協力または裏切）を si(t)
及び sj(t)，プレイヤー i及び j を繋ぐリンクの重みを wij と表す．また，リンクの重み
を対戦に考慮しない場合，ラウンド tにおいてプレイヤー iがプレイヤー jとの対戦によ
り獲得する利得を si(t)sj(t)とする．表 1.1.1に示す囚人のジレンマの利得行列に従えば，
si(t) = fC;Dg，CC = R，DC = T，CD = S，DD = P となる（C は協力戦略，D
は裏切戦略を意味する）．なお，前章の 1次元レギュラーネットワークの場合と同様（表
2.2.1を参照）に，R=1.0，T=b 2(1.0，2.0)（0.01刻み），P=S=0とする．よって，前章
と同様に CC = 1:0，DC = b，CD = DD = 0となる．
リンク重みを対戦に考慮する場合，Duら [58]，Maら [59]及びCaoら [62]に従い，各
プレイヤーが対戦で得る利得は，囚人のジレンマゲームの利得行列に従い得る利得に対
戦相手とのリンクの重みを乗じたものとする．従って，リンク重みを対戦に考慮する場
合，ラウンド tにおいてプレイヤー iが jとの対戦で得る利得はwijij(t)で表される．ま
た，プレイヤーが各ラウンドで得る総利得は，自身の隣人と 1回ずつゲームを行い獲得し














レイヤー iがラウンド tにおいて模倣する戦略 si(t+ 1)は，以下のように表される．
si(t+ 1) =
(
si(t) （i(t)  maxk2Vi fk(t)gのとき）
sj(t) （j(t) = maxk2Vi fk(t)g > i(t)のとき）
一方，リンク重みを戦略の更新に考慮する場合，各プレイヤーは隣人達の総利得を比較
する際，相手とのリンクの重みを乗じた値を用いて比較を行うこととする．このとき，プ
レイヤー iがラウンド tにおいて模倣する戦略 si(t+ 1)は，以下のように表される．
si(t+ 1) =
(
si(t) （i(t)  maxk2Vi fwikk(t)gのとき）


























































































































































































































































































































































































































































































































るときの集団協力率とすると，max0w<1 Fc(w) > Fc(0)であれば，リンク重みに異質性
がない場合（w=0）よりも集団協力率が高いような wの値（w >0）が存在するという
ことになる．一方，max0w<1 Fc(w)  Fc(0)であれば，リンク重みに異質性がない場合
（w=0）よりも集団協力率が高いような wの値（w >0）は存在しないことになる．bの
95
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イント (b0，w0)の色は Fc(b0; w0)  Fc(b0; 0)が 0より大きいか，小さいか，0と等しいかの
区分を示す．各ポイントは Fc(b0; w0)  Fc(b0; 0) > 0の場合は赤，Fc(b0; w0)  Fc(b0; 0) = 0
の場合は緑，Fc(b0; w0)  Fc(b0; 0) < 0の場合は青で色分けされている．
96
各値（1.02.0の計 99通り）について集団協力率を調べ，以下に示す結果を得た：(i) リ
ンク重みの分布がパターンAの場合，max0w<1 Fc(w) > Fc(0)が 92/99ケースにおいて
成り立ち，max0w<1 Fc(w)  Fc(0)が 7/99ケースにおいて成り立つ. (ii) リンク重みの
分布がパターン Bの場合，max0w<1 Fc(w) > Fc(0)が 97/99ケースにおいて成り立ち，















































































条件 1 w <4/b-3.0
条件 2 w <2/b-1.0
条件 3 w >3.0-4/b
条件 4 w <(3.0-2b)/(2b-1.0)
条件 5 w >3(b-1.0)/(b+1.0)
条件 6 w >2b-3.0
条件 7 w >(2b-3.0)/(2b+1.0)
条件 8 w >(3b-2.0)/(b+2.0)
条件 9 w > b-1.0
wの条件 条件式
条件 10 w >(b-1.0)/(b+1.0)
条件 11 w <(3.0-2b)/(2b+1.0)
条件 12 w <3.0-2b
条件 13 w <(3.0-b)/(b+1.0)
条件 14 w >(2b-3.0)/(2b-1.0)
条件 15 w >1.0-1/b
条件 16 w >(2b-1.0)/(2b+1.0)
































と，彼の上方に位置するプレイヤーの総利得w + 3:0が 1番高い．よって，図中の点線の
丸を付したプレイヤーは，自身の総利得 b(3:0 w)とその上方の隣人の総利得w+ 3:0を






































b (Temptation to defect from a cooperator)
















図 3.3.8(a)及び (b)は，パラメータ bとwの組合せ（0.01刻み）に対する集団協力率を
示す．なお，集団協力率の計算要領は，第 3.3.2節のとおりである．グラフの横軸は協力
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ン Bで重みに異質性がある場合，図 3.4.1(d)は重みの分布がパターン Cで重みに異質性
がある場合，図 3.4.1(e)は重みの分布がパターンDで重みに異質性がある場合の戦略分布
をそれぞれ示す．図 3.4.1(f)は，重みの分布がパターンDの集団（図 3.4.1(e)に相当）に






















































































































































































































































































































































































































































の異質性が wであるときの集団協力率とすると，max0w<1 Fc(w) > Fc(0)であれば，リ
ンク重みに異質性がない場合（w=0）よりも集団協力率が高いようなwの値（w >0）が
存在するということになる．一方，max0w<1 Fc(w)  Fc(0)であれば，リンク重みに異質
性がない場合（w=0）よりも集団協力率が高いようなwの値（w >0）は存在しないこと
になる．bの各値（1.02.0の計 99通り）について集団協力率を調べ，以下に示す結果を
得た：(i) リンク重みの分布がパターンAの場合，max0w<1 Fc(w) > Fc(0)が 99/99ケー
スにおいて成り立ち，max0w<1 Fc(w)  Fc(0)が 0/99ケースにおいて成り立つ．(ii) リ
ンク重みの分布がパターン Bの場合，max0w<1 Fc(w) > Fc(0)が 98/99ケースにおいて
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イント (b0，w0)の色は Fc(b0; w0)  Fc(b0; 0)が 0より大きいか，小さいか，0と等しいかの
区分を示す．各ポイントは Fc(b0; w0)  Fc(b0; 0) > 0の場合は赤，Fc(b0; w0)  Fc(b0; 0) = 0












条件 1 w <2/b-1.0
条件 2 w >1.0-1/b
条件 3 w >1.0-3/(4b)
条件 4 w >(b-1.0)/(b+1.0)
条件 5 w >(4b-3.0)/(4b+3.0)
条件 6 w >(2b-1.0)/(2b+1.0)
条件 7 w >(3b-2.0)/(3b+2.0)
条件 8 w <(2.0-b)/(2.0+b)
条件 9 w <(3.0-b)/(3.0+b)
条件 10 w > b-1.0
条件 11 w >(3b-4.0)/(3b+4.0)
条件 12 w <3/(2b)-1.0
wの条件 条件式
条件 13 w >1.0-3/(2b)
条件 14 w >2b/3-1.0
条件 15 w >(2b-3.0)/(2b+3.0)
条件 16 w <1.0-2b/3
条件 17 w <(3.0-2b)/(3.0+2b)
条件 18 w <3/b-1.0
条件 19 w >4b/3-1.0
条件 20 w <(4.0-3b)/(4.0+3b)
条件 21 w >3b/2-1.0
条件 22 w >1.0-2/(3b)
条件 23 w >(3b-1.0)/(3b+1.0)















































































































































The number of conditions w satisfies
(b)



















































































































































































論 [4, 5]，特に進化ゲーム理論 [6, 8{11]を用いた分析がある．協力の進化を促すメカニズ
ムとして，Nowakは血縁選択 [16{19]，直接互恵 [7, 8, 20, 21]，間接互恵 [22{25]，グルー
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(xCC + xDD + xCD + xDC = 800)
ここで，各クラスタの個数をXCC 20,50,...,800，XDD 20,50,...,800 XCC，XCD 2
0,50,...,800 (XCC +XDD)，XDC 20,50,...,800 (XCC +XDD +XCD)の範囲で 50個刻み
で変化させ，初期状態において各クラスタがそれぞれの個数を取る確率を求める．例えば
「CCクラスタ」，「DDクラスタ」，「CDクラスタ」，「DCクラスタ」がそれぞれ 350
個，150個，100個，200個となる確率は，上記の式よりP (XCC = 350; XDD = 150; XCD =




















































以降はラウンド t1  t2における集団内の協力者数が周期的に繰り返されることが明らか
であるため，ラウンド t2で協力者数の計算を打ち切って良いものと考えられる．
あるラウンド t1（t1 >100）において，このときと協力者数が等しいようなラウンド t3
（100< t3 < t1）が存在するか否かを確認する．もし Sc(t1) = Sc(t3)を満たすような t3が
存在するとき，ラウンド t1における集団の戦略分布（全プレイヤーの戦略）を記録する．










































ラウンド周期を s（s 21,...,20）とすると，Sc(t  ks  1) = Sc(t  (k + 1)s  1)が全て
の t 2T ,...,T   (s  1)及び k 20,...,8について成り立つとき，ラウンド T を周期 sにおけ

























よって，j Sc(t)  Sc(t  k) j 8があるラウンド T において，全ての k 21,...,99について
成り立つとき，集団における協力者の数は一定値に収束もしくは微小な振動状態になった
ものと判定され，これを満たすラウンド T が計算打ち切り時刻となる．
なお，当該試行における集団協力率はラウンド T   1  T   100までの協力者数の割合
の期間平均とし，即ち Fc =
PT 1










t=1;000 Sc(t)=(1; 600 100)で与えることとする．なお，集団のネットワーク
構造が 2次元格子である場合，各ラウンドが計算打ち切り条件を満たさず，2,000ラウン
ドで計算を打ち切るようなケースも存在した．但し，この場合も集団における協力者の数





































































図C.1は，集団サイズ 6，8，10，12，14，16のときの，Region I'（条件 1と 2の両方が
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