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SUMMARY 
 
This paper studies the effects of information and communication technology (ICT) on 
production and productivity. Using a Transcendental Logarithmic (translog) variable cost 
function model, our empirical study analyses ten major industries from both the non-
service and service oriented sectors across the Australian economy from 1975-2002, 
where labour and ICT capital are considered to be variable inputs and non-ICT capital the 
quasi-fixed factor input.  
 
The regression results were then used to derive price elasticity of substitution between 
labour and ICT capital. The own and cross price elasticity allowed us to investigate the 
impact of ICT on the production structure. The results suggest that input substitution 
effect is present in all our industries except the “communications” industry that had 
continuous but declining labour and ICT complementarity relationships, throughout the 
period of analysis.  
 
As for the ICT own-price elasticity of substitution, the service sector had a neutral 
relationship, where the price of ICT has almost a negligible effect on ICT demand. The 
non-service sector has positive own-price elasticities in our sample and again, the 
COMM industry was the exception that suggess a fall in ICT demand when its own price 
increased.  
 
  vi 
This study then took a modest attempt at estimating productivity effects. Using regression 
estimates, short-run primal and dual productivity effects were measured. Our productivity 
measures are not measures of multifactor productivity (MFP) or spillover and network 
effects, but are strict output growth and input cost reduction annual estimates. Those 
industries that displayed positive productivity effects were also the same industries that 
embarked on early ICT capital accumulation from the seventies.  
 
  1 
1. INTRODUCTION 
  
“We have made major investments in computers and in other information-processing 
equipment…why has this not translated itself into visible productivity gains…productivity 
effects, which are likely to be quite real, are largely invisible in the data.” 
              Z. Griliches, 1994. 
 
The prevalence of information and communications technology (ICT) is seen widely 
across many OECD countries and it has encroached into almost every business’s way of 
conducting trade, so much so that trying to function without the use of any ICT can prove 
detrimental to a firm’s growth potential. Through the use of ICT also come spillover and 
network effects, which can translate to economy-wide total factor productivity (TFP). 
 
This paints a rosy picture for many developed countries. The continued investment in 
ICT should eventually bring about higher economic growth for them, however in a study 
by Schreyer and Colecchia (2001), it reported that the U.S. had the highest contribution 
of ICT capital to annual gross domestic product (GDP) growth, at 1.71 out of 4.4 from 
the period 1995-00 but the U.S.’s economic growth had been slowing down from 2000 
onwards (Bart van Ark, 2002). The high investment in ICT had not translated into faster 
economic growth for the U.S. during the turn of the century.  
 
In comparison, although Australia showed a lower contribution of ICT capital to its 
annual GDP growth of 0.68 out of 4.6, economic growth grew steadily at an average of 
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2.8% per annum from 2000-05 (OECD, 2004). This is a far cry from the OECD average 
of 1.6% for the same time period. The interest in Australia stems from its consistent high 
economic growth and low inflationary rates coupled with the high use of ICT and sound 
government policies that support it. As was reported in a 2001 OECD report, Australia 
was identified as one of the countries that have been implementing policies to foster the 
use of ICT rather than concentrating on ICT production (OECD, 2001). The report cited 
these government policies as crucial in order for countries to reap the benefits from the 
usage of ICT. 
 
However, majority of Australia’s ICT use is concentrated in the service industries, where 
the benefits gained are difficult to assess and quantify (Simon and Wardrop, 2002). The 
Australian Productivity Commission reported that “it is difficult to accept that the 
benefits of new technologies could be sweeping Australia to such effect, without doing 
the same in other economies” (Praham, Cobbold, Dolamore and Roberts, 1999). Australia 
has not been the only country that has rigorously adopted ICT, but yet has been one of the 
few economies that have sustained impressive growth rates through the turbulent times of 
the late 1990s (Banks, 2001).  
 
The pertinent question to ask now would be how productive has Australia’s ICT 
investments been to growth expansion and cost reduction? Sustained high growth rates 
could be a result of the effective use of ICT or microeconomic reforms made in the 1990s 
as the relatively small economy rode the wave of good fortune that came from more 
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industrial tax concessions, removal of regulatory barriers and greater opening of the 
economy to enhance global competitiveness.  
 
ICT has a wide range of applications and both its production and usage complement new 
innovations and produce spillover effects. While we see the prolific penetration of ICT in 
almost all sectors of the economy, we are also seeing a rapid decline in the price of ICT 
peripherals. This has led to the substitution of conventional factors of production, like 
non-ICT capital and labour, for more ICT-intensive capital (Jorgenson and Stiroh, 1999).  
 
This substitution effect does not however translate to higher technical growth. As was 
explained in Solow’s (1957) economic framework, substitution effects cause a movement 
along a production function curve but technical growth results in a shift of the entire 
curve. Only when output increases given the same amount of inputs, can we conclude 
that technical progress has occurred. So does the employment of more ICT-intensive 
capital cause a movement along the curve or a complete shift?  
 
For the U.S. economy, Jorgenson and Stiroh (1999) found evidence of massive input 
substitution for computers in both businesses and households, but TFP growth showed a 
decline from 1990 onwards, compared to its previous decades. This “productivity 
paradox” has generated voluminous literature where many economists have tried to 
“explain” this paradox. Triplett (1999) identified that of all the computers that are owned 
by businesses, 78% are concentrated in the service industries. And they are these service 
industries where output and the use of ICT are the most difficult to account for (Griliches, 
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1994).  
 
Zooming in on Australian productivity in for the past 4 decades, the country started with 
high labour productivity, where a small population was benefiting from its land’s 
abundant natural resources. However, post-war years later saw an inadvertent reduction 
in labour productivity as the government promoted greater population expansion, income 
redistribution and diversification in economic activity. All the way through the eighties, 
productivity growth remained lacklustre until policy reforms kicked-in from the mid-
1980s. Thereafter, productivity growth surged continuously till a peak in 2000. The 
government, instead of targeting industry-specific productivity growth, introduced 
reforms that removed barriers to competition across the board. This was coupled with 
strict macro policies to control its budget deficit and to keep inflationary pressures low 
(Parham, 2002).  
 
How much of Australia’s economic growth can now be attributed to enhanced 
productivity from ICT investment? As Senator Alston had put it, productivity growth 
cannot be sustained without prudent investments occurring jointly with sound 
government policies and good economic fundamentals (Alston, 2003). Salgado (2000) 
confirmed the politician’s remarks with a positive correlation found at the aggregate level 
between policy reforms and productivity growth, but what about the productivity effects 
from ICT use or the time effects of ICT use on costs of production? 
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This paper’s first step is to try and identify the elasticities of substitution between ICT 
capital and labour, with traditional non-ICT capital entering the model as a quasi-fixed 
input. We will attempt to analyze the various elasticities for a ten-sector aggregated 
economy. The sectors will be further aggregated into service and non-service sectors 
where it would be interesting to see the differences, if any, in input substitution effects in 
ICT heavily concentrated service sectors and the less ICT-using sectors. In a later section, 
we will derive the short-run primal and dual productivity estimates, based on regression 
results and time series observations. This will give us a better perspective of productivity 
growth from input factors and output over time. Further analysis of direct time effects of 
ICT use on costs will be done together with capacity utilisation biasedness. 
 
Most studies on the effects of Australia’s ICT investments have employed growth 
accounting methods (Simon and Wardrop, 2002, Tohey, 2000, Wilson, 2000), where the 
fairly restrictive Cobb-Douglas production function is utilised, but here we will use a 
Transcendental Logarithmic (translog) cost function to assess the cost impacts from 
various factors of production and output. Thereafter, we will attempt to explain the input 
substitution possibilities of ICT capital and its effect on productivity through our chosen 
1975 to 2002 time period. 
 
The paper will be presented as follows. Chapter Two will give a brief account of 
empirical evidence found on the contributions of ICT capital to productivity growth and 
specifically evidence from the Australian economy. It will discuss the various models 
that have been used in the past to try and assess productivity and how our results will 
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complement them. Chapter Three then introduces our Transcendental Logarithmic 
(translog) variable cost function model and the estimation methods that we will be using 
to derive our price elasticities and primal and dual productivity effects. Following this 
will be the detailed discussion of our data in Chapter Four. It will also include the 
analysis of the changing patterns of our most interested variables – output of labour, ICT 
capital and non-ICT capital. Chapter Five then presents our regression tables and our 
discussion on the implications of our results on input elasticity substitution and 
productivity effects. The policy implications and limitations of our study are done in 
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2. ACCOUNTING FOR PRODUCTIVITY GROWTH – 
CONTRIBUTIONS FROM ICT 
 
“…conventional estimates of productivity growth are either much too large or much too 
small, depending on one’s view of the matter.” 
    Charles Hulten, 2000 
 
It is widely acknowledged that ICT investments have changed Australia’s economy. 
From the year 1993, 50% of firms had computers while 30% had Internet access and by 
2000, these figures had ballooned by 85% and 70% respectively. Smaller firms were 
encouraged to participate in high-technology accumulation after the introduction of the 
goods and services tax (GST) in 2000, as it assisted them with reporting requirements, 
while larger firms had already started their rapid accumulation from the mid-1980s 
onward (Productivity Commission, 2004) 1. 
 
The direct productivity gains are, however inconclusive. The Productivity Commission 
has attributed the lack of evidence of positive productivity to several factors. Firstly, 
adjustment costs for firms to retrain and re-supervise their employees may take several 
years to complete and skills reallocation may not be efficient, depending on the extent of 
wage rigidities and intra-industry labour demand restrictions.  
 
                                               
1 High-technology hereafter will be used synonymously with ICT; referring generally to computers, 
electronics and software. 
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Secondly, the costs of investing in ICT and ICT related products can take a while to be 
recovered, again dependent on firms’ ability to assimilate their ongoing production line 
with the new factor input. Other firms may even require new product innovations after 
the introduction of more sophisticated ICT, particularly in the Finance and 
Communications industries. 
 
And thirdly, productivity gains could be undermined when complements to ICT-use are 
not readily available. This refers to the proper human capital required to operate the ICT 
and the organisational skills necessary in identifying the technical potential that high 
technology has to offer and combining that with prudent investments for higher future 
growth. A lot of these “intangible” skills have to do with experience garnered from 
“learning-by-doing”, where success sometimes has an element of luck.  
 
We are interested in addressing the following questions: Is there productivity growth 
associated with more ICT-use and what are the input substitution effects on firms and 
industries? Is the increased use of ICT capital causing traditional labour input to be 
redundant? If the latter is true, then investments in high technology have lower marginal 
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2.1 Evidence of Productivity Gains from ICT 
 
Stiroh (2001) found that information technology (IT) using sectors in the U.S., from early 
1990s onwards, had on average a 1% point higher productivity growth in the late 1990s, 
than other less intensive using sectors, while non-IT using sectors showed no gain at all2. 
This indicates a positive correlation between ICT investment and future productivity 
gains in the U.S. economy. 
 
Similar conclusions were reached by Bailey (2002), Oliner and Sichel (2002) and OECD 
(2001) for the U.S.. All found accelerated productivity growth in the late 1990s after 
rapid ICT accumulation in the early 1990s, with higher gains appearing in more ICT-
intensive industries. Ark, Inklaar and McGuckin (2003) later explained that the 
discrepancy between productivity gains in the U.S. and other OECD countries like 
neighbouring Canada and Europe lies mainly in the ICT-intensive service industries. The 
latter industries contributed to majority of the U.S. aggregate productivity growth and 
differences between countries can be explained by differences in these service industries’ 
contributions to their respective aggregate economy. Although ICT-producing sectors did 
contribute to productivity gains, it was the lead in ICT-using service sectors that U.S. 
had, which widened the productivity gap.  
 
For the case of Australia, from 1990-1995 to 1995-2001, ICT contribution to economic 
growth grew by 0.2% and its use, together with other complementary factors like policy 
                                               
2 Non-ICT and non-IT using sectors are defined as sectors of the economy that employ less ICT, relative to 
the identified ICT and IT-intensive sectors. 
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reforms, increased Australia’s productivity growth by 1.1% (Productivity Commission, 
2001). However, it is ambiguous whether increased productivity growth was a direct 
consequence of more ICT-use or traditional “old economy” capital deepening. From 
1991-1995, Toohey (2000) found that ICT contributed 0.57% to an aggregate 1.7% 
annual labour productivity growth and in the period 1996-1999, ICT’s contribution was 
0.68% to 2.75% annual productivity growth. His conclusion was that during the nineties, 
majority of Australia’s productivity growth was from non-ICT capital. 
 
During this decade of accelerated productivity growth, it can also be argued that even 
though ICT did contribute to productivity, Australia would still have experienced positive 
growth rates but of a lower magnitude. This stems from the idea that post government 
reforms would bring about greater competition in the market and in turn would promote 
technical efficiency. This efficiency gain or “dynamic gain” from competition would be 
in addition to the direct gains already experienced from the government’s removal of 
barriers to trade in the market (Quiggin, 1998). 
 
Simon and Wardrop (2002) from the Reserve Bank of Australia concur that 
microeconomic reforms played a role in increasing productivity but during the 
economy’s fastest growth period, from 1996 onwards, industries’ multifactor productivity 
(MFP) growth could be attributed mostly to increased ICT and labour use. They 
presented the results that large price falls in computer prices fuelled the use of more ICT 
and gave rise to greater MFP growth. 
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Little however has been said about the input substitution effects between ICT and non-
ICT capital. Since traditional capital deepening still contributes to labour productivity 
growth, we should have an understanding of the two factor inputs’ substitution effects on 
productivity. Firms should weigh the benefits with the costs of substituting for high-
technology capital and analyse their productivity implications. The use of ICT can either 
be labour complementing or substituting, depending on the sophistication of the 
technology and the human capital required to implement the technology. This can affect 
the demand of labour and as a result, labour productivity as well. The input substitution 
effects between labour and ICT capital have also not had the deserved attention. As 
commonly believed ICT capital substitutes for menial labour and if there is statistical 
evidence to support this belief, what should the government body do to ensure 
employability and efficient intra and inter-industry resource allocation?  
 
2.2 Measurement and Estimation Issues 
 
After much discussion about productivity growth and contribution from ICT capital, we 
now cannot ignore a bigger underlying problem – can ICT capital be efficiently 
measured? The measure of output and estimation of productivity has always been of 
controversy. Melvin (1996) indicated that productivity improvements might only be seen 
either through lower costs or lower marginal prices to consumers. The greater 
convenience and wider choice of products, resulting from more sophisticated technology, 
are difficult for statistical agencies or firms to define and quantify; hence they may not be 
accurately captured in statistical data. The difficulty in properly accounting for the 
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benefits of ICT usage may be one of many reasons for underestimating or inaccurately 
reporting weaker productivity gains.  
 
Other effects such as that of price, as suggested by Diewert and Fox (1999), could cause 
the exacerbation of the inaccuracy in measurement. They suggested that measurement 
problems could be associated with escalating inflation in the eighties. New innovations 
and products were entering the market at this same time, and correctly pricing such goods 
had its difficulties in the midst of rising inflationary pressures.  
 
Price adjustments also need to be made on “information” equipment in order to account 
for quality improvements, but majority of the investments of ICT were going into the 
service sectors, which is the most difficult sector to measure accurately (Griliches, 1994).  
Although quality-adjusted price deflators are used to provide a clearer picture of the 
impact that ICT goods have on productivity growth, Pakko (2002) from the St. Louis 
Federal Reserve Bank warned that such price deflators may at times be erroneously 
applied, causing an overestimation of productivity measurements, by over adjusting for 
quality change. The proposition that higher economic growth in the U.S., associated with 
high-technology investments, is a result of the new methodology being used in 
calculating quality improvements cannot be ignored. It may be possible that rather than 
having real gains from these investments, productivity gains are appearing due to 
calculation changes. 
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2.3 Accounting for Quality in Australia 
 
Data collected by the International Data Corporation (IDC) and published in the “IMF 
World Economic Outlook” (2001) showed that Australia is the heaviest net importer of 
information technology goods.3 Moreover, it is the service-related industries that are the 
dominant adopters of IT usage (Simon and Wardrop, 2002). Therefore when economists 
want to predict the impact that IT capital investments have on gross value added (GVA) 
by each sector of the economy, much of the scrutiny should be directed to the service 
sectors.  
 
The Australian Bureau of Statistics (ABS) has been adjusting prices for quality changes 
since the late 1980s, but little research on hedonic price indexes for computers has been 
done on Australian data, and of those that are done, the scope of the data extends to 
barely two years. 
 
Data employed for IT hedonic price indexes is from the IDC, who “tracks personal 
computer prices and specifications applicable to the Australian maker for major vendors” 
(Lim and Mckenzie, 2000). Only data after April 2000 is available, limiting the detailed 
econometric analysis that can be done. The data by IDC also lacks in quality, and the 
researchers at the Australian Bureau of Statistics (ABS) have to spend much time sorting 
the inconsistencies out. 
 
                                               
3 Data was compiled in 1997 across all OECD countries (Simon and Wardrop, 2002). 
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At present, the ABS uses the U.S. computer price index as a proxy for deflating 
Australian computer prices (Mannheim, 2001). The proxy may be an inappropriate one as 
Australian price movements may be uncorrelated with that of the U.S., especially when 
70% of imported computers into the country come from Asia.4  
 
2.4 Substitution Effects and the Aggregated Economy 
 
Jorgenson and Stiroh (1999) emphasized that technical efficiency is embedded into ICT 
capital and users of such capital are reaping immense benefits. Firms are able to mobilize 
resources more efficiently and restructure their economic activities through the swift 
deployment and substitution of high-technology capital. Unfortunately, these benefits, 
particularly found in the service sectors, are not helping in ushering in a period of high 
output and TFP growth. They stressed that the “computer revolution” is an era of fast 
paced input substitution rather than a period of positive network and spillover effects. 
 
Following the burst of the dot com bubble in the late nineties, Stiroh (2002) found that 
across the U.S. manufacturing industries, ICT’s primary impact on the economy was 
greater capital deepening and accelerated labour productivity, but little evidence of 
correlation between ICT-use with TFP growth. In fact, the telecommunications sector 
showed consistent negative correlation between output and TFP, reflecting possibly high 
adjustment costs or mismeasurement of output, associated with ICT-use. Therefore, since 
ICT has little impact on TFP and is only linked to average labour productivity growth 
                                               
4 Source from Mannheim, 2001, ABS sources of computer imports into Australia from 1999-2000. 
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through capital deepening, it can be said that ICT capital is a substitute for non-ICT 
capital and has the same economic impacts. Otherwise, it could imply that standard 
measurement tools used to capture the productivity gains from ICT capital are 
ineffective. 
 
Stiroh (2002) also underlined the importance of accounting for heterogeneity across 
industries when trying to identify linkages between ICT-use and productivity. The use of 
economy-wide aggregated data should be minimised as certain industries have higher 
productivity growths than others and if industry differences were ignored, it could lead to 
incorrect inferences being drawn. 
 
Although the service sectors have the highest concentration of ICT capital, they have the 
most difficult problem of measuring output. The U.S. economy had robust growth in the 
early nineties but the service sectors showed stagnant productivity growth estimates 
(Gordon, 1996). Hence, aggregating data across the economy may cause inaccurate 
productivity measurements to be made.  
 
Systematic bias may also arise when economists try to apply microeconomic firm theory 
to aggregated economy-wide data. This was concluded from McGuckin and Stiroh’s 
(2002) results when they found that there was greater variation in their regression results 
when using inter-industry data compared to intra-industry data. 
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2.5 Methodology Used in Australian Studies 
 
Until now, majority of studies on Australian productivity have utilised production 
functions. Connolly and Fox (2006) utilised the Cobb-Douglas production function to 
calculate MFP estimates. The Cobb-Douglas production function is an easy and common 
function that most researchers use, albeit restrictive in its assumption of unity elasticity of 
substitution. Simon and Wardrop (2002) also used a similar growth accounting 
production function framework to derive MFP growth estimates and Otto (1999) used the 
same set-up to measure the Solow residual. Otto found that not all the variation in the 
Solow residual is attributed to technology shocks; 30% was caused by demand shock 
fluctuations, which are also the primary source of capacity utilisation fluctuations. 
Madden and Savage (1998) concluded that investments in ICT was the main source of 
labour productivity from 1950-1994. They too employed a production function.5 Firm 
level data was used and it was found that positive ICT gains were linked to productivity 
growth in the manufacturing and several service sectors (Gretton, Gali and Parham, 
2002). 
 
In this paper we will look at the primal and dual measures of productivity from the 
service and non-service sectors and analyse the correlation, if any, between the changing 
trend of ICT accumulation and positive productivity effects. This is in addition to the in 
depth scrutiny of the various industries’ changing pattern of input price elasticity effects 
                                               
5 Madden and Savage’s (1998) model is based on the supply side approach used in Aschauer (1989) and 
Romer (1989). 
  17 
over the two and one half decades. The presence of biases in technological change and 
capacity utilisation will also be assessed, as was done in Shebeb (2002), where he used 
Australian gold mining industry data.  
 
Instead of utilising the common production function, a short-run (variable cost) translog 
function will be used to estimate short-run changes in substitution elasticities and 
productivity. If firms are profit maximising then the dual to the production function 
would be the total cost function. However, capital inputs may not be variable in the short-
run and a firm may not be minimising costs with respect to all inputs. When this occurs, 
the total cost function will not exist and a variable cost function should be employed.  
 
Most studies done on the Australian economy have tried to measure MFP growth, 
however since the extent of embodied technological change in capital is not reported and 
MFP only measures disembodied technological growth, much information is left to be 
desired (Pakko, 2002). We want to try and explain the effects of technology from a cost 
reduction and input substitution point of view. This paper does not discount the 
usefulness of MFP measures but attempts to complement them with a clearer 
understanding of the substitution relationship between labour and ICT capital across the 
various industries. We are hoping to gain insights to the changing input substitution 
effects and the possible labour attrition and wage variability impacts that might arise 
from an increased use of ICT capital.  
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3. METHODOLOGY 
 
“Econometric production functions are not an alternative to our methods for measuring 
total factor productivity, but rather supplement these methods in a number of important 
respects.”       
D.W. Jorgenson, Z. Griliches, 1967 
 
We will be estimating a non-homothetic translog cost function. The translog cost function 
specification is preferred to the translog production function as the former function is 
more flexible. In addition, it does not impose any a priori restrictions on the model and it 
allows scale economies to vary with output. Utilising this cost function, we are able to 
observe the effects of ICT capital on other factor inputs and output.  
 
Unfortunately, when firms do not minimise their input costs a total cost function would 
be inappropriate. A variable cost function should be used instead when firms minimise a 
subset of inputs (variable inputs) conditional on the levels of remaining quasi-fixed 
inputs. The variable cost function is also able to provide all the information required to 
infer the structure of the production function (Caves, Christensen and Swanson, 1981). In 
comparison to the commonly used Cobb-Douglas production function, a translog cost 
function does not ignore the role that input prices play in firms’ decision making process. 
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3.1 Variable Cost Function by Industries 
 
In our model, non-ICT capital input is quasi-fixed in the short-run and costs are 
minimised with respect to labour and ICT capital inputs, conditional on the levels of non-
ICT capital and output. 6 Following Brown and Christensen (1981), a variable cost 











































                            (1). 
 
Since price indices for Australian intermediate inputs are not available, the cost function 
only includes input prices of labour and ICT capital hence, i, j = labour and ICT capital 
and total cost is defined as 
 
T KNKNICTICTLL QPQPQPC               (2) 
 
where PKN is the rental price of non-ICT capital. The variable lnPi is the logarithmic price 
of labour and ICT capital, Y = output, t = level of technology represented by the index of 
time. In order for the translog cost function to correspond to a well-balanced production 
                                               
6 Non-ICT capital is defined as total capital less ICT capital, which consists of electronics, computers and 
software. 
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function, it must be homogeneous of degree one in input prices. This implies that given a 
fixed amount of output, when input prices increase proportionally, total cost must also 
















        
(3). 
 
The above, together with symmetric restrictions of βij = βji gives us 
 
 
    




























































































                 (4). 
 
















                      (5) 
  21 
 













 lnlnln           (6). 
 
The SICT equation is arbitrarily dropped since the estimation of a system of equation that 
includes both SL and SICT will give a disturbance covariance matrix that is singular; 
because of the unity summation of the two factor share equations (Berndt, 1996). The 
omitted parameters can be indirectly estimated from the directly estimated coefficients in 
the model since the latter are linear combinations of the indirectly estimated parameters. 
 
The cost function (4) and the labour cost share equation (6) are jointly estimated using 
Zellner’s iterative seemingly unrelated regressions (SUR) procedure.7 The reason why a 
SUR estimator is preferred to the ordinary least squares (OLS) equation-by-equation 
estimator is because of the expectation that the error terms between the input-output 
equations are contemporaneously correlated, which will cause the estimator to be biased 
and inconsistent (Berndt, 1996). It might also be possible that input prices are not 
exogenous and the problem of simultaneity may arise, but due to the lack of suitable 
instrumental variables available, input prices are therefore assumed to be fixed. 
                                               
7 SUR procedure will first run OLS to obtain residuals, iiii X bye ˆ and use results to calculate 






' ˆˆ1ˆˆ1ˆ ee and then compute the 
estimated generalized least square estimator ˆˆ  using the estimates ijˆ , which is a biased but consistent 
estimator (Griffiths, Hill and Judge, 1993). 
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Before we can use the above model to represent a cost minimizing production function, 
we have to ensure that the cost function is linear, homogeneous and concave in input 
prices. Since the first two conditions have already been imposed in the model, the last 
concavity condition must then be tested empirically. The theory of cost and production 
also requires that the second order condition of the Hessian matrix be negative 
semidefinite with respect to input prices (Brown and Christensen, 1981).8 
 
After the model parameters have been estimated, Allen partial elasticity of substitution 






















             (7). 
 
We are also able to measure the extent of factor substitution by calculating the price 
elasticities of substitution.  The own and cross price elasticities can be derived from the 
AES estimates through the relationship: 
 
,jijij S               
ICTLiS iiiii ,,                       (8), 






 must be negative semidefinite and own-price elasticities of the variable factors be negative. 
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where εij and εii are cross and own-price elasticities of demand for the ith input factor of 
production respectively. Since the values of the cost shares vary, we would also not 
expect the values of these price elasticities to be constant and εij ≠ εji (Reynaud, 2002). 
The own-price elasticity measures the responsiveness of demand to changes in its own 
price while cross-price elasticity is the responsiveness of demand to price changes in the 
other inputs. From these estimates, we are able to analyse the substitution effects, if any, 
between labour and ICT capital for separate industries of the economy. Positive price 
elasticity estimates imply that an increase in price of the ith input will cause the demand 
of the jth input to decrease, whereas negative price elasticity implies that under the same 
scenario, demand of the jth input will increase. 
 
We are also interested in the short-run primal (PGY) and dual (PGX) productivity growth 
measures. PGY is the productivity growth of output holding all inputs constant and PGX 
reflects the rate at which all inputs can be reduced, keeping output unchanged, over the 
process of time (Callan, 1988). While calculating the short-run primal and dual 
productivity effects, the short-run quasi-fixed capital is taken. When the optimal level of 
KN is used, total costs will be minimised, however when a non-optimal level of the quasi-
fixed input is used, total costs are not minimised and KN  is said to be either over or 
under utilised for a given amount of output Y.  Both PGY and PGX can be derived from 
the formulae: 
 


















             (8). 
 
When calculating productivity growth, caution should be taken that firms do not violate a 
constant returns to scale production function and a static equilibrium assumption; 
otherwise productivity growth estimates may be misinterpreted. If firms do violate the 
above assumptions, growth estimates will henceforth include scale economy effects, 
movements toward or away from equilibrium and shifts in the structure of production 
(Caves et. al., 1981). The short-run translog cost function is therefore employed to tackle 
the possible violation of the above assumptions mentioned and PGY and PGX should 
give measures of productivity that do not reflect scale economies and movements 
converging or diverging to equilibrium. 
 

































         (9). 
 
Long-run productivity estimates will be misinterpreted when firms are not utilising their 
optimal levels of non-ICT capital. Particularly for the heavy manufacturing industries like 
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mining, construction and communications, the planning and construction time can be 
long resulting in slow capital expansion toward their optimal levels (Callan, 1988). At the 
same time, different industries may be at different stages of their expansion paths to long-
run optimality, and it would be difficult to assume that every industry is operating at their 
optimal levels between our time period of 1975 to 2002. Therefore PGY and PGX 
estimates are appropriate for our discussion since they give short-run productivity 
measures using non-optimal quasi-fixed input. The negative signs prefixed to the 
productivity estimators are to account for the cost diminution effects. 
 
Scale economies can also be calculated from PGY and PGX estimates through the 
relationship suggested in Caves et. al. (1981). 
 
    








ln/ln1                 (10) 
 
however, it should be noted that the above relationship requires the optimal level of KN* 
to be used in order for us to obtain scale economies estimates at full equilibrium.9 This is 
because proportionate changes in total costs can only be captured by KN* (Nemoto and 
Asai, 2002). When the optimal level of KN* is employed in production, the envelope 
condition of 0* 

KN
TC  must hold true. There is no closed form solution to the equation 
and KN* can only be derived from iterative techniques, which are beyond the scope of 
our paper but explained more extensively in Brown and Christensen (1981). 
                                               
9 At the optimal level of non-ICT capital, the envelope condition holds hence, NK* can be calculated by 
solving the inequality ∂ln(TC)/∂ln(NK*)= ∂ln(VC)/∂ln(NK*) + PNK =0 (Callan, 1988). 
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The ratio of KN* to KN is the degree of capacity utilisation in the short-run. When the 
ratio is 1, implying that KN* =KN, equilibrium capacity of non-ICT capital is reached, 
but in most general cases, KN* <KN. This excess capacity is necessary in the short-run to 
deal with unexpected fluctuations in demand. When we evaluate returns to scale using 
KN values, we will end up “underestimating the degree of returns to scale found along the 
expansion path” because KN* <KN (Nelson, 1985). Therefore, since we do not know 
what long-run equilibrium KN* values are, we should refrain from trying to measure any 
kind of scale economies as it might result in erroneous reporting of returns to scale.  
 
3.2 Pooled Regression Model 
 
In order to achieve more efficient estimates, we can make use of pooled data. Cyclical 
effects felt throughout the economy and experienced by all industries the same, will 
become part of the unobservable effects found in the error processes. When equations are 
estimated separately, information from the same set of parameters that appear in all the 
equations will be wasted (Berndt, 1996). Therefore by using a multivariate type 
regression structure, common but unobserved factors will be utilised in the variance-
covariance matrix to produce more precise estimates. 
 
For the variable cost function equation, SUR with identical regressors is used, where the 
assumption that Xi=Xj=X is imposed, X being a matrix of identical explanatory variables 
for an aggregated economy. This will reduce the parameters to be estimated and increase 
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the number of observations, possibly reducing the sampling variability. The translog 
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where Y and Z are the stacked logarithmic variable costs and explanatory variables 
respectively, of all the N=10 industries. Similarly the input factor share equation will be a 
stacked matrix of the same ten industries and will be estimated jointly with the variable 
cost equation (Griffiths et al, 1993). 
 
Following from the same rationale of pooling industry data, we will segregate the pooling 
into two sectors of the economy – non-service and service industries. As was discussed in 
the previous chapter, service industries are usually the biggest adopters of ICT capital 
reserving the traditional non-ICT capital intensive usage to the non-service industries; 
hence certain sectoral wide effects may impact some industries more than others. These 
sectoral wide effects could be manifested in the form of oil or commodities price shocks, 
which commonly affect the mining, manufacturing and public utilities industries more 
than the service sectors; or in the form of a burst in the dot com bubble, causing ICT 
prices to plummet and ICT-using industries to absorb the greater part of its ramifications.    
 
Apart from the widely accepted agriculture, mining and manufacturing industries, it is 
somewhat difficult to categorise some industries as strictly non-service or service. The 
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United Nations International Standard Industrial Classification (ISIC) categorises 
transport, storage and communications (Division 7) as services but does not include in its 
categories – construction. For some firms that fall under the “manufacturing” industry, 
their business may include both the production of material and sale of services, 
particularly in the New Economy era where contract manufacturers customise, market 
and sell their HT products to consumers. Since this discussion may be extensive and is 
extraneous to the purpose of this paper, our discussion remains parsimonious, but it 
should be noted that pooled estimation results can be variant to the industries of choice. 
 
Our non-service industries will include agriculture, mining, manufacturing, construction 
and communications, leaving the remaining five industries – wholesale and retail trade, 
finance and insurance, accommodation, cafes and restaurants, transport and storage and 
cultural and recreational services – to be pooled as service industries.  
 
3.3 Specification Tests 
 
Studies on productivity growth normally assume constant returns to scale in their 
observed data and hence the popularity of the Cobb-Douglas model that also has the 
advantage of being easy to implement and estimate. We will test the restriction of 
constant returns to scale on equation (4), and again with a Cobb-Douglas model 
specification, which will determine the statistical significance of choosing a translog cost 
specification over the conventional Cobb-Douglas one. This can be tested through the 
imposition of the following restrictions: 
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H0: 0,1  YtiYYYY           
H0: 0 itiNKiYYYii  , i = L, ICT              (12). 
 
A Likelihood ratio test will be used to carry out the above hypotheses tests. The test 
statistic will have a chi-square (χ2) asymptotically distributed random variable under the 
null, with degrees of freedom equal to the difference in free parameters between the 
restricted and unrestricted models. Now using a Wald test, the hypothesis of Hicks 
neutrality of technological change will be performed. The null hypothesis is constructed 
as: 
             
H0: 0it ,  i = L, ICT             (13). 
 
In the event that the above null hypothesis is rejected, indicating a rejection of Hicks 
neutrality of technological change, marginal rates of substitution between inputs are 
changing. This will cause cost isoquants to rotate (as compared to shifts in isoquants), 
resulting in changes in proportions of inputs factor shares over time. If there is evidence 
to suggest technological input-specific biased, the extent of the biasedness can either be 
input-saving or using, depending on the sign and magnitude of the γit coefficient from the 
regression results (Shebeb, 2002). 
 
Given that the γit coefficient is positive (negative), we can then conclude, at a certain 
specified statistical level of significance, that pure technological change will result in an 
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increase (decrease) in the share cost of the input. This could mean that the technologies 
employed, by the industry of interest, are improvident in reducing input costs over time. 
 
The neutrality of capacity utilisation will also be tested using the Wald test: 
 
H0: 0iKN , i = L, ICT            (14). 
 
If there is no statistical reason to reject the null hypothesis in equation (14), this implies 
that changes in the quasi-fixed non-ICT capital stock have no effect on the factor shares 
of the variable inputs. However, when increasing the non-ICT capital stock increases 
(decreases) the cost share of the ith-input, then the quasi-fixed capital is said to be ith-
input using (saving). For this, we refer to the γiKN coefficient to see if it is positive 
(negative).  
 
The preclusion of the time trend is evident in some translog cost function models, 
however since our data uses a relatively long time series data, it is possible that the time 
variables pick up certain trending patterns, which are not captured by the other variables 
but will affect our production cost analysis. A joint Wald test will be used to test for the 
significance of the two time variables. The null hypothesis is set up as: 
 
H0: 0 ttt                    (15). 
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4. DATA CONSTRUCTION AND TRENDS 
 
“Why don’t we know more after all these years? Our data have always been less than 
perfect. What is it about the recent situation that has made matters worse? … the 
economy has changed and that our data-collection efforts have not kept pace with it.” 
Z. Griliches, 1994 
 
In our process of trying to understand the contributions and usefulness of ICT capital, 
forethought must be given to the many conclusions that we draw. Voluminous literature 
has tried to explain the lack of productivity growth following the two successive oil 
shocks in the seventies and many have drawn attention to measurement errors. Then 
when quality adjustments were being made in the booming computer and Internet era, 
over-adjustment for quality was the next problem that economists had to tackle. To 
succinctly sum what was going on in data collection in the past few decades, “quality 
change is the bane of price and output measurement” (Griliches, 1994). 
 
The Australian Bureau of Statistics (ABS) calculates output, net capital stocks and total 
number of hours worked by labour for the Australian industries. The data that we are 
using are from “agriculture, forestry and fishing”, “mining”, “manufacturing”, 
“construction”, “communications”, “wholesale and retail trade”, “cultural and 
recreational services”, “accommodation, cafes and restaurants”, “finance and insurance” 
and “transport and storage” industries. Our data for the ten industries, used to represent 
the Australian economy, will span from the years of 1975 to 2002. They have all been an 
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extraction from Connolly and Fox’s (2006) data set, which they used to calculate MFP of 
HT capital utilisation. 10  
 
Our annual data starts from July 1 of the previous year up to June 30 of the current year. 
We will refer all yearly data according to the year where June 30 ends. The year 1975 
then refers to data from July1 1974 to June 30 1975. 
 
4.1 Measurement of Output 
 
Data for output for each of the ten industries and for the quasi-fixed non-ICT capital will 
be required for our translog cost estimation. The output for labour will also be needed to 
calculate wages. 
 
4.1.1 Industry Output 
 
Industry gross value added is derived by taking the value of the goods and services 
produced by the industries and deducting the costs of producing such goods and services 
through the entire intermediation process. All the information on data collection 
procedures is collected from the Australian Bureau of Statistics (ABS) “Methods, 
Classification, Concepts and Standards” explanation write-up (ABS, 2005). 
 
                                               
10 Connolly’s data was from data compiled by the ABS and from work done during his time at the Reserve 
Bank of Australia (RBA) in 2002 and were used in the Economic Inquiry (2006) publication. Price data are 
formulated in a similar fashion to how ABS estimates rental price of capital (ABS, Australian National 
Accounts: Concepts Sources and Methods, Chapter 27). 
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Various industries collect their data through different methods. Majority of them rely on 
the industry census conducted by the Government on regular intervals. For the 
“agriculture” industry, the Agriculture Census is the main source of information on inputs 
of production, output value and cost issues. This census was conducted on an annual 
basis until 1997, where the Government amended it to a five-year cycle. Aggregated 
industry data is collected and compiled from various area and local divisions around the 
nine states. 
 
Data for the “mining” industry is now collected as an integrated part of the ABS’s 
Economic Activity Survey, which is an annual event that started in 2001. It was 
previously collected under the Mining and Utilities survey. Prior to 1993, items in the 
industry were classified under the Australian Standard Industrial Classification (ASIC), 
which has since changed to the Australian and New Zealand Standard Commodity 
Classification (ANSCC). A note of caution with regards to the two different 
classifications is that mining statistics may be compiled differently and its data’s method 
of collection and calculation are inconsistent. 
 
Key variables data for the “manufacturing” industry was collected as a census on an 
annual basis at the industry sub-division level by states and territories till 1991. After 
which, the census was conducted in 1994, 1997 and 2002. The excluded years had data 
collected as a sample survey and from 2001, state specific data ceased to be available. 
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The Construction Industry Survey used to be conducted on a five-yearly basis but from 
1997, the frequency was changed to be on an ad-hoc basis. It covers all public and private 
businesses on the ABS business register. This is combined with the Australian Housing 
Survey, which gathers construction data of private dwellings, to give aggregated 
“construction” industry data. 
 
As for the service industries, the Retail and Services Census is done on a 5 to 6 year 
interval, similar to the Wholesale Industry Survey, which concentrates mainly on 
businesses with wholesaling activities. The Economic Activity Survey then supplements 
all the industries’ data.  
 
Within the “wholesale” industry, there are three subdivisions: wholesale of basic 
material, machinery and motor vehicles and personal and household goods. The latter 
subdivision employs up to 46.8% of the total employed in the “wholesale” industry. 
Under “retail”, the three subdivisions again are: food, personal and household goods and 
motor vehicle retailing and services. The personal and household goods retailing 
subdivision again employs the highest proportion of labour in the industry of 40.8% 
(ABS Labour Force Survey, 2003). 
 
The “finance” industry’s statistical data is collected from several advisory or regulatory 
bodies and directly from sample surveys done by the ABS. It does not include 
superannuation funds, where data collection only started in 1993 for funds in excess of 
$10 million under the Survey of Superannuation Funds. The “cultural and recreational 
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services” industry has classified data collected at different periods in time, hence an 
increase in output does not just capture increases in business transactions, but may also 
have previously precluded data from the industry.  
 
4.1.2 Capital Stock 
 
The net capital stock is calculated by the ABS, which also provides data for ICT capital. 
The latter includes electronics, which encompasses “electronics, electrical machinery and 
communications equipment”, computers, comprising of “computer equipment and 
peripherals” and “software”. All these measurements are provided in current prices and 
chain value measurements. The net capital stock consists of six types of gross capital 
stock that has been written down for accumulated depreciation. The six types of capital 
include equipment, dwellings, non-dwelling construction, government expenditure on 
defence, livestock and intangible fixed assets. All descriptions of the formation of capital 
stock are taken from the ABS Australian National Accounts: Concepts, Sources and 
Methods, 2000 (ABS Cat. No. 5216.0, 2000). 
 
Depreciation is done under the perpetual inventory method (PIM) and the continuous 
price indexes used in its calculation are the same as the indexes used in deriving chain 
value measurements of capital stock. Most of these price indexes change their base years 
every five years but the calculation of real values is done only after reflation of constant 
prices back to current prices. The price index used to reflate constant prices will be the 
same as the index first used to deflate them (ABS, 1997). 
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The most critical assumption of PIM is the estimate of mean asset lives, which the ABS 
has assumed to be constant over time, with full knowledge of the weaknesses that come 
along with such an assumption. The asset life schedules used to depreciate various capital 
are obtained from the Australian taxation office and an arbitrary reduction rate of 5% per 
decade has been set for equipment; asset lives for dwellings, non-dwelling construction 
and real estate expenses are assumed to be unchanged over time. A straight line 
depreciation function is used to depreciate capital, which the ABS accords that is the 
common practice for most other countries using PIM, as it is the most “reasonable 
compromise solution, and has a practical advantage” to calculating capital stock, net 
depreciation (ABS, 1997). Rate of depreciation is according to a Winfrey distribution 
function about the mean asset life. 
 
It was only in 1997-98 when the ABS started to decompose ICT capital into “computers”, 
“electronic and electrical machinery and communications equipment” and “software”, 
and using this adjustment of capital, ABS recalculated data back to 1960. Data on the 
importation of computers only began in 1978 and the price index used to revalue the 
computer stock is the Import Price Index. For computers that are produced within the 
country, the Price Indexes of Articles Produced By Manufacturing Industry is utilised.  
  
Australia does not have its own software price index and is presently still using an index 
devised by Statistics Canada that declines at a rate of 6% per annum. This index tracks 
the movement of popular personal computer software prices and may therefore be an 
unsuitable price index for Australia since computer and software demand may be 
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different for both nations. The asset life of software is also important before accurate 
depreciation and be undertaken, however there is no formal rule that the ABS abides by. 
For example, purchased software had an asset life of up eight years for data before 1989 
and after which, the average mean asset life was re-adjusted and dropped to six years. 
This has remained to date.  
 
The non-ICT capital stock (KN) is calculated using the Törnqvist index using the 
relationship that half of the shares of ICT and KN sum to one. The share of ICT, in period 












). From Fox and Kohli (1998), the value of KN stock can be interpreted as a 
measurement of GDP (C + I + G + X – M), where the value of K stock captures the (C + I 

















For our translog cost function, where non-ICT capital is taken as the quasi-fixed input 
factor of production, chain value measurements of capital will be used to derive output 
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4.1.3 Labour Output 
 
The statistics on the total number of hours worked are published by the ABS, and will be 
used as the proxy for total labour stock. The total number of hours worked data is 
classified under the Labour Force Survey (ABS Cat. No. 6102.0). Since the population is 
not enumerated and the data collected is based on a sample survey, data estimates are 
subjected to sample variability (ABS, 2005).  
 
The total number of hours worked data comprises of all labour engaged in production of 
goods and services and all self-employed workers, working with or without pay, who 
clock more than one hour of work (ABS Cat. No. 5204.0). Seasonally and trend adjusted 
data were available from 2003 onwards but is available for our use now. After ABS did a 
reanalysis of all its past data collections and revised them back to 1978, they accounted 
for seasonal and trend labour variations over time. 
 
4.2 Cost and Price Data 
 
In order for us to measure price elasticities and primal and dual cost-based measures of 
productivity, price indexes are required. However, due to the lack of extensive data for all 
the industries of interest, estimates of labour prices (wages) are taken. The Labour Price 
Index (LPI) is an index number approach used to gather information about the changing 
trends of wages and it does not account for changes in quality and quantity of labour. 
Data on this was not available till after 1997, prior to which the award rates of pay index 
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was the main labour price index. Its importance diminished as the award wage system 
became less popular in the nineties and several changing industrial relations altered the 
structure of wage setting.  
 
Data for the compensation of employment (CoE) can be found in various ABS (various 
b) Cat. No. 5204.0 and the price of labour can be obtained by
WorkedHours
CoEPL  .  The 
data for CoE is a Wage Cost Index (WCI) and is a chained Laspeyres index that measures 
changes in wage costs. The index is calculated from hourly and salaried wages of a 
sample group of employees in their respective sectors of the economy and does not take 
into account changes in the quality of work performed. 
 
The data for compensation of capital (CoK) is calculated by taking the price of ICT (PICT) 
multiplied by the output of ICT capital. As for ICT price, they are unpublished estimates, 
derived from a Törnqvist index formulated by Connolly (2002).11 The price of ICT 
differs, albeit only slightly, across the industries since the software and various electronic 
equipment used is specific to the type of business in each industry. For example, software 
used in agriculture caters to farmers’ crop and weather analysis whereas software in the 
financial sector would be pertaining to financial calculations. The complexity of each 
software type differs and of course the price, depending on supply and demand pressures, 
again will also differ, giving us different ICT prices among major industries.  
 
                                               
11 Refer to footnote number 10. 
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Variable cost is therefore the first two terms on the right hand side of (2), which is (PLQL 
+ PICTQICT) also equivalent to (CoE + CoK). The factor cost shares of labour and ICT 
capital are then the ratios of cost of labour (compensation of employment) and cost of 
ICT capital (compensation of ICT capital) to total variable cost respectively.  
 
4.3 Capital Trend Changes  
 
It can be seen in Figure 4.1 that “transport and storage” (TS) has the highest investment 
in non-ICT capital and it has had the lead from the beginning of our data sample in 1975 
to 2002. The air, rail, sea and freight industry is the backbone of the economy, providing 
delivery of service and goods from one access point to another. It is obvious that this 
industry, which covers the building of railway and road systems, development of inner 
city public transportation, domestic and international airline investments is a highly 
capital intensive  service industry.  
Figure 4.1: Output of Non-ICT Capital 
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The calculation of productivity in the TS industry does not reflect the social costs or 
indicate the progress of the sectors from a socio-economic point of view. Although output 
and growth in the industry has been increasing, the increase in prices, traffic congestion 
and environment detriments in the form of greenhouse gas emissions, can result in 
increased social costs. These costs may outweigh the economic benefits to producers and 
hence, causing the measurement of the “true” social productivity of the industry to be 
difficult.  
 
The other non-service industries, following after TS, then dominated in non-ICT capital 
procurement until around 1988, after which “wholesale and retail trade” (WHR) overtook 
the “agriculture” (AGRI) industry. Two years later, “finance and insurance” (FI) also 
overtook the AGRI industry in terms of amount of non-ICT output. In general, output of 
non-ICT capital had been on a gradual incline, with some industries at a faster rate than 
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fact that the industry was shifting towards a more technology-based form of agriculture 
or that it was riding on its scale economies, we will have to analyse the proportion of ICT 
capital to total capital and the results from our parametric approach. 
 
Looking at the proportion of ICT capital investment to total capital in Figure 4.2, it is the 
service oriented industries that have the highest proportion. Even then, we can observe 
from the graph that this prominence occurred only from the mid-eighties onwards. The 
“cultural and recreation services” (CRS) industry took the lead all the way until year 
2000 when the “communications” (COMM) industry surpassed it.  
The Post Master General (PMG) was appointed to oversee all communications services 
throughout Australia, which dates back to 1901. From the sixties onwards, the PMG 
started to implement huge development projects to bring Australia’s communication 
services on par with international standards. The critical step in communications 
advancement came in 1985 when Australia’s first geostationary communications satellite 
was launched by AUSSAT, the organisation set up in 1981 to oversee Australia’s satellite 
systems (Year Book Australia, 2001).   
 
As can be observed in Figure 4.2, the big jump in proportion of ICT capital to total 
capital came in the mid-eighties for the COMM industry. This increase in ICT capital 
came almost exponentially (refer to Figure 4.3) and the speed of increment continued to 
rise at very steep rates, exceeding the rate of all the other nine industries. This continued 
through the advent of the Internet in the nineties and the gradual opening up of the 
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market. As Telstra went on to being privatised in 1997 and new competitors like Optus 
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Figure 4.3: ICT Capital Investments  
                                               
12 Prior to 1993, Telstra was the single government player in the market and was known as the Australian 
and Overseas Telecommunications Corporation (Year Book of Australia, 2001). 
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We are also able to see accelerated growth in proportion of ICT capital in the FI industry, 
which began only in the late nineties. Their rate of growth of ICT capital relative to total 
capital was the fastest during the new millennium and by 2002, 84% of the FI industry 
had Internet access and was using the world wide web (www) as a portal to expedite 
business transactions and to reach out to a wider market of consumers (ABS Feature 
Article No. 1377.0). 
 
Looking again at the AGRI industry, we see that the proportion of ICT capital to total 
capital had remained relatively unchanged. This trend is reflected again in Figure 4.3, 
which shows a rather flat level of ICT capital investments. Although total capital 
investments for the twenty-seven years did not alter significantly much, total output did 
increase slightly in the same period. The Australian Bureau of Agricultural and Resource 
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farm costs increased alongside with total farm output, resulting in net output to be fairly 
constant till after 1995. Thereafter, net output remained steady again until the onslaught 
of government reforms in 1999, to educate farmers on technology-based farming 
methods. There were also fewer farm establishments but each farming establishment 
became larger and more intensive, allowing for possible scale economies and cost 
savings. 
 
Evidence from Figure 4.3 shows that the service-oriented industries had the highest level 
of investments in ICT capital, but something interesting to note is the “manufacturing” 
industry (MAN). From the mid-nineties onward, there had been accelerated accumulation 
of ICT capital. Although Australia is not a producer of ICT goods, it imports ICT capital 
and re-manufactures them into more sophisticated, high technology goods. This can 
include computer and communication consumables, customised software packages, 
hardware products, computer consultancy etcetera. What we are experiencing is a merger 
of industries, where manufacturing encompasses the production of goods, marketing of 
product and provision of after sale service.  
 
Manufacturing per se is hard to define; therefore conclusions from parametric 
approaches, using industry data, must be done after some circumspection. In present 
times, many firms conduct their businesses electronically or formally known as 
electronic-commerce (E-Commerce). This will include both business-to-business (B2B) 
and business-to-consumer (B2C) transactions. Many manufacturing firms now make use 
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of this technology to trade or to source for business. Extranets or designated portals are 
usually developed for this sole purpose, hence increasing investments in ICT capital.  
 
The surge in ICT investments from after the nineties has been phenomenon. It has been 
increasing at such an astounding rate that ICT deficit reached almost $16 billion in 2001 
(Australian Computer Society, 2001)13. Its president, John Ridge, announced that ICT 
imports now cost more than “cars and fuel combined, and more than our imports of food, 
textiles, clothing footwear, civil aircraft, chemicals, pharmaceuticals, books, toys, leisure 
goods combined” (ACS, 2001). Even after the “tech wreck”, where many ventures in new 
electronic commerce failed, hit Australia in early 2000, the nation did not see a wane in 
ICT purchases (Dunt and Harper, 2002). 
 
Although this paints a rosy picture of the Australian economy entering the “tech smart” 
era, many industry players have their apprehensions of the huge costs thrown in to ICT 
investments. Again, John Ridge points out that the economic benefits from ICT goods do 
not justify and cannot surpass the massive spending thrown into its importation. He 
reasoned that the ICT deficit will only worsen if Australia does not start expanding its 
own ICT industry and exporting ICT goods. Within the OECD countries, Australia’s 
ranking for the proportion of ICT goods to total exports is 23rd out of 29 nations (ACS, 
2001).  
 
                                               
13 The Australian Computer Society (ACS) is the public voice for all IT professionals around Australia and 
on a per capita basis is the largest computer society in the world. It was inaugurated in January 1966 
(http://www.acs.org.au). 
  47 
4.4 Changes in Sectoral Output 
 
As with many countries around the world, the manufacturing sector remains the 
backbone of their economy. True to the role that manufacturing plays in a country’s 
development phase, where poorer developing nations start to grow by increasing output 
growth in their manufacturing industries, then gradually shifting that growth emphasis 
away from manufacturing toward the service or higher value-added industries, 
Australia’s  relative increase in manufacturing output started falling, giving way to the 
service oriented sectors. The Productivity Commission (2002) identified that it was 
enhanced labour productivity throughout the years that resulted in a continuous increase 
in manufacturing output, in absolute terms. 
 
Faced with tougher competition from emerging economies like China and India, nations 
are re-orientating themselves. Some areas of businesses are outsourced to keep costs low 
and manufacturers are focusing on their core competencies, exploiting their comparative 
advantage in order to sustain high growths. This may therefore be the reason that 
Australia’s manufacturing sector has seen an increase in the proportion of goods 
produced from Australia’s natural endowment. Back in 1969, products that depended on 
Australia’s natural endowment of food, forest and mineral accounted for 36.5% of the 
manufacturing sector, but by 2001 this percentage increased to 43.8% (Productivity 
Commission, 2002).  
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From Figure 4.4 below, we observe that output growth took a turn of decline in the late 
eighties and early nineties, which could have been attributed to structural changes that 
was occurring within the industry or to the recession that Australia was in during the turn 
of the decade. Although Australia’s relative growth in the manufacturing sector has 
fallen, this is a common phenomenon in most developed countries, where with progress 







Figure 4.4: Gross Sectoral Value-Added Output 
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Before we discuss the service industries, which have been experiencing high output 
growth and are the biggest contributors to Australia’s gross domestic product (GDP) 
growth, let us turn our attention to the “mining” (MIN) industry first. Australia is and has 
always been a country rich in natural resources such as coal, copper, other mineral ores 
and natural gas but the industry has been predominantly “Crown” owned and has suffered 
from several inadequacies arising from government regulations (Banks, 2003).  However, 
due to the abundance in natural resources, relative growth has remained strong. From 
1975 to 2002, the ABS reported that relative annual growth for the MIN industry was one 
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(COMM) industry. From Figure 4.5 below, this growth is higher than all the service 
industries.14 
 


























AGRI MIN MAN CON COMM WHR FI ACR TS CRS
 
 
In a speech by Gary Banks, the Chairman of the Productivity Commission (2003), he 
mentioned that the MIN industry still has a lot of potential for growth as the government 
takes the path to reduce the costs of regulation inefficiencies. Once the factors that are 
inhibiting faster growth in the industry are properly addressed, Australia’s MIN industry 
could start enjoying higher profits and improved productivity. Banks stated that at 
present, there is a suboptimal level of access to railroads and roads, for mining purposes, 
therefore delays are common and lag time is long. Moreover, the extent of bureaucracy in 
                                               
14 Data source is from ABS National Accounts, 2001-2002, Cat. No. 5204.0 where growth rates were 
derived by regressing log(Real Value Added) against a constant and time trend (ABS, 2001). 
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day-to-day operations is putting a strain on productivity since mining operations are 
prescribed by the Government rather than left to the mining managers.  
 
When the Fraser Institute, an International think-tank based in Canada, did an 
independent survey on the potential that certain countries have for mine exploration, 
taking into account political and social factors, Australia was ranked number 3 
Unfortunately, when land issues with Australia’s indigenous people and environmental 
regulations were brought into consideration, it caused Australia’s ranking to fall to 
number 37 (Gary Banks, 2002). One of the Minerals Council’s senior representatives 
once commented that even after a legislative amendment to the MIN industry in 1998, 
“they still leave the minerals industry with a legislative framework that is cumbersome, 
inflexible, time-consuming and costly” (Address to Minerals Council of Australia’s 
Annual Industry Seminar, 2003). 
 
Taking a general glance of the trend of the “construction” (CON) industry’s output 
growth performance, we can safely conclude that the industry follows the economy’s 
cyclical movements closely. In 1982, 1990 and 2000, we observe three turning points 
where growths were in the red compared to its pervious period. These are periods when 
the Australian economy entered into recession, with the exception of 2000. The latter 
year’s turn in output growth can be explained by the end of the construction period for 
the Sydney 2000 Olympics. Construction of the Sydney Homebush Bay Olympic Park, 
Olympic Village, Sydney showground, mega aquatic centre and new hotels around 
Sydney all contributed to the surge in aggregated output. After which the “CON” industry 
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slowed down its pace of growth and then went back into the black the following year 
after in 2001. Even then, the extent of gross output did not match up to the pre-Olympic 
period. 
 
The “communications services” (COMM) industry is the fastest growing industry, as 
seen in Figure 4.5 above and its contribution to national GDP which increased from 3% 
in 1998-1999 to 16% in 1999-2000, amounting to a total of $19.5 billion. The Service 
Revolution is marked by the intensified investment in telecommunication infrastructure 
(Barras, 1990), hence the accelerated growth performance in the nineties, which only 
slowed down a little come the new millennium.  
 
The Telecommunications Act of 1997 is the most recent and significant milestone for the 
COMM industry. The Act opened up the industry to almost any player that was able to 
comply with the provision of the Act. This saw the increase in telecommunication 
carriers from 3 to 72 for the years 1997 to 2000 respectively and the number of Internet 
service providers from 411 to 815 in the same period (ABS Year Book, 2002).  The 
Australian Communications Authority (ACA) regulates this industry as well as helps 
promote technological advances and enhance competition. Output growth is expected to 
continue on its path of expansion and unlike the MAN industry, which has now matured, 
is only at the growth stages of development. This hopefully is the start of more years of 
high growth and output expansion. 
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The service sector is the New Economy’s sector to be paying attention to and in 
Australia, it contributed 64% to total country GDP in 1990 and rose by another 4% by 
1997 (Lee and Sheperd, 2002). It is an important sector of the economy and the larger 
industries play a critical role in determining the wealth of the nation. The output of two 
main service industries namely “wholesale and retail trade” (WHR) and “finance and 
insurance” (FI) have been increasing at very fast rates, especially in the time of the late 
nineties.  
 
For the FI industry, an industry that covers all local and foreign financial institutions that 
offer loans, deal with financial products, restructure debts and offer insurance or 
superannuation services, the pace of its output growth tracks the economic health of the 
country. The last decade saw GDP growth above the OECD average and the country’s 
most populous cities, namely Sydney and Melbourne, saw hikes in their property prices. 
The Department of Parliamentary Library (2001) then reported that the average annual 
house mortgage also increased significantly by the end of the nineties. This translated to 
accelerated output in the FI industry between the years 1998-2000 (refer to Figure 4.4 
above). 
 
There is also a strong inter-industry dependence for the FI industry, particularly with the 
COMM industry. The FI industry relies heavily on the services provided by the COMM 
industry in the form of electronic trading, e-banking and cross-country deliverance of 
financial products offered via cable or telephony transfer (ABS Cat. No. 5611.0, 2000). 
This relationship therefore fuels greater output in the COMM industry and vice versa and 
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such industry inter-dependence should be taken into account when performing 
econometric, data-based analysis. 
 
The FI industry is one of the fastest growing industries in the service sector and this is not 
exclusive to the Australian economy. Comparing the FI industry to others around the 
region, the Australian FI industry is fairing above average. It dominates the Asia Pacific 
region for the highest share in investment fund assets. Australia has a 3.8% share of the 
Asia Pacific region’s 10.1% share of the global market, which amounts to AUD$547 
billion (Moutspoulos, 2005).  
 
Unlike the MIN and COMM industries that had continual high productivity growth in the 
eighties and nineties, the “wholesale and retail trade” (WHR) industry only experienced 
strong productivity growth from the nineties onwards. This jump in productivity growth 
in WHR contributed almost 100% to the Australian market sector’s productivity growth 
pick-up rate between the two decades (Reserve Bank of Australia, 2001). The change in 
productivity growth was the result of the change in productivity growth in the WHR 
industry, and the measure of productivity growth was the measure of multifactor 
productivity (MFP) growth. MFP measures the change in output over time given the 
same amount of input sets. 
 
From Figure 4.4, we can see that the WHR industry saw sharp changes in gross value-
added output after 1992. The slight dip in output in the years from 1990-92 was most 
likely a result of the Australian recession, but the pick-up after 1992 was at a far greater 
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pace than its pre-1990 period. The increase in output growth can be attributed to a string 
of reasons. In an address by Dr. Gruen (2001), he noted the change in WHR output 
growth to a culmination of trade openness that had been occurring, albeit gradually but 
continuously, from the 1960s onward. However, he stressed that there was no empirical 
evidence to back this causality or to refute the vice versa relationship that productivity 
growth had been promoting greater openness in the economy.  
 
An important result from Johnston et. al. (2000) is that ICT products had played a critical 
role in the industry’s improved output performance. They pointed out that from the early 
nineties, barcode and scanning devices had permeated the market and were used in 
almost all wholesale and retail outlets. This helped to reduce the frequency of inventory 
stock take and at the same time freeing up excess labour. Wholesale businesses also 
started to realign their warehouse management systems with their products at every stage 
of the supply chain, allowing for greater accountability and efficiency in rolling out 
warehouse stocks.  
 
Looking at the “transport and storage” (TS) industry, we see a gradual increase in output 
and at a relatively constant rate (refer to Figure 4.4). The biggest contributor to gross 
value output of the industry in 1995 was road freight. This amounted to more than 
AUD$18 million, far from the second largest contributor to the industry, which was air 
passenger transport, generating a gross value of AUD$9.8 million. These values are taken 
from the ABS Input-Output Tables Product (Cat. No. 5215.0, 1995).  
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From the period 1998-2002, gross value added in the TS industry rose by 18.9%, far 
exceeding the overall growth rate of the economy (Year Book Australia, 2005). This may 
be a result of the country pooling resources together to prepare for the Sydney 2000 
Olympics, where the majority of growth then was concentrated mostly in roads 
construction and pipelines.  
 
Now, with more travellers taking on to the idea of flying with budget airlines, like Virgin 
Blue, Regional Express plus other smaller regional carriers with limited service areas like 
Airnorth, Eastern Australia Airlines and Macair to name a few, competition has 
increased, driving prices down and carriers are forced to be more efficient. This coupled 
with expected increase in tourism, the TS industry should continue on its path of 
sustained output growth. 
 
Figure 4.6: Australian Tourism Growth Trend  
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From Figure 4.6 above, we can observe that the growth in tourism fluctuates 
considerably. It took a nose dive during the Asian Financial Crisis that peaked in 1998 
then gradually climbed up again as the Australian Tourism Commission (ATC) received 
AUD$50 million to capitalise on the Sydney 2000 Olympics (Department of Industry, 
Tourism and Resources, 2005). After the Olympics, tourism growth fell again and didn’t 
revive till 2003. It has since been on this path of growth. However capricious the rate of 
international tourism growth might be, growth generated from tourism expenditure, 
which includes tourism marketing, new employment, spillover effects to other related 
industries has been estimated to be increasing steadily, causing enhanced output in the TS 
industry, “cultural and recreational services” (CRS) and “accommodation, cafes and 
restaurants” (ACR) (Industry Commission, 2005). 
 
The first largest allowance allocated to ATC by the Government’s Budget was in 1993 
under the Keating administration. ATC was given $80 million for “international 
marketing and regional tourism development” over the next four years (Department of 
Industry, Tourism and Resources, 2005). But the most recent and significant budget 
given to ATC, laid out in the November 20 Tourism White Paper, was back in 2002. The 
tourism industry saw an increased contribution of $235 million from the Coalition 
Government. This expenditure should generate multiplier effects around and across 
industries dependent on both international and domestic tourism.  
 
Observing the upward trend of output growth in almost all sectors of the Australian 
economy, we can continue to be fairly optimistic about the future. However, in this era of 
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the Service Revolution, it is getting harder to attribute specific events in time to specific 
industry’s growth. For example, the Industrial Revolution was marked by extensive 
expansion in railway systems, Manufacturing Revolution saw the construction of more 
roads, buildings and power grids but the Service Revolution stems from the greater 
sophistication in communications infrastructure (Barras, 1990). This is transcending all 
understanding of traditional industries as boundaries become less defined and inter-
industry dependence becomes an integral part of day-to-day business.  
 
Now, the next important question to ask is whether this Service Revolution is also 
generating greater productivity. Also, have changes in the composition of factor inputs 
caused factor biasedness in some industries? In other words, will changes in certain factor 
inputs result in production cost variations? Every industry is investing in ICT, but could 
they be doing it at the expense of higher costs and does the increase in output offset the 
investment costs of ICT capital? The next chapter will attempt to address these issues 
empirically as well as to draw attention to possible caveats associated to conclusions 
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5. REGRESSION RESULTS 
 
“The paradigmatic shift from electromechanical automation to information technologies 
might require major changes in the organizational structure of companies before the new 
technology can be realised in the form of measured productivity gains…a substantial 
amount of new technology is used for product differentiation rather than productivity 
enhancement.” 
 E.N. Wolff, 2002 
 
Our non-linear estimation results of the translog variable cost function, defined in 
equation (4), and its factor share equation, shown in equation (6), are presented in Table 1 
and Table 2 with their standard errors in parentheses. There are coefficients that are 
calculated directly from our model restrictions imposed in equation (3) and they possess 
the same standard errors as the regression coefficients that they are derived from. For 
example, βLICT = -βLL and have the same standard errors as -βLL.  
 
The first table presents sectoral regression results, obtained from the estimation of 
individual industry data while the second table are results from pooled regression 
estimations. There are three pooled regression estimations: sector-wide pool (Pool), non-
service industry pool (NonSVS) and service industry pool (SVS). All the cost function 
and labour cost share equations had high R-squares (R2) and low regression standard 
errors, revealing that the models provide a good fit for our sample data.  
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The presence of auto-correlation may sometimes pose a problem in time series 
regressions, where the residuals are correlated with their own lagged values, hence 
creating biased results in the regressions. Therefore we tested for this using the Durbin-
Watson (DW) test statistic and for most of our sectors, the DW statistic laid between 1.6 
and 2.2. For cases when the DW statistic fell outside this range, which we consider to be 
auto-correlation too high to be ignored, we transformed the model by first-differencing 
the equation then used a non-linear Gauss-Newton iterative procedure to deal with the 
problem, giving estimates that are then asymptotically efficient (Eviews 3 User’s Guide, 
1997). 15 Other techniques used to correct for autocorrelation such as the Cochrane-Orcutt 
and Prais-Winsten procedures are less sophisticated in dealing with non-linear models 
and models with higher-order autocorrelation, hence the Gauss-Newton procedure is 
preferred (Eviews 3 User’s Guide, 1997). For all our models, a higher level of 
autocorrelation was also tested, but all rejected a process of a higher order than one.  
 
5.1 Interpreting Empirical Results 
 
Analysing the results from the seemingly unrelated regression (SUR) estimation, we are 
able to observe several trends in industries from similar sectors of the economy. This is 
particularly true for the non-service oriented industries. The parameters that would be of 
                                               















 is used. When d ≈ 2, the probability 
of the existence of first-order autocorrelation is low. Refer to Eviews 3 User’s Guide for the procedure that 
Eviews uses to correct for first-order autocorrelation. 
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interest are all the time-specific coefficients. Parameters γYT and γLT are such parameters 
that will provide us with information on whether the industry of interest has significant 
input biased technical change or output augmenting technological change. Direct 
technical change effects can be observed from the φT and φTT regression coefficients. A 
negative sign on the φT coefficient indicates positive technical progress and the reverse is 
true for a positive φT sign.  
 
A positive φT sign represents time related technological change that is cost expansive and 
this coefficient appears to be statistically significant for majority of the industries. The 
φTT parameter shows the rate of technical progress, where a negative sign indicates a 
decelerating rate of progress and a positive sign represents accelerating rate of progress. 
For majority of the non-service industries, the φT coefficient is negative, indicating 
positive technological change over time. However, for the service industries, all had 
negative technological change over time and this result is repeated again in the service 
sector pooled regression result, as can be seen from Table 5.2. This should not be 
conclusive evidence used to judge the technological health of the Australian economy as 
using a time trend to proxy technical change is too simplistic and crude a way to properly 
measure technical advancement. The purpose of including the time trend in our Translog 
model is to try and capture both technical change and possible industry-specific trends 
through time, trends which are difficult to identify and specify into our model.  
 
The all industry pooled results and the non-service sector pool results gave us positive 
time coefficients, representing negative technological time effects but at decreasing rates 
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(φTT = -0.001). However, the non-service sector pool’s φT coefficient was insignificant, 
which could signify that time process alone does not play a statistically significant role in 
production cost effects. 
 
The model was re-estimated without trend components (φT = φTT =0) and the R2 and 
regression standard error results are presented below the tables. It can be observed that in 
the model without the trend components its R2 values were generally, albeit very slightly, 
lower and regression standard errors higher. A joint coefficient Wald test will be carried 
out to test the joint significance of including both the time trending components and will 
be reported in section 5.4 below. 
 
Table 5.1: Sectoral Regression Results 
  AGRI MAN MIN CON COM 
σ0 -1.742 -12.033 -2.654 0.496 15.099 
 (0.478) (2.454) (0.879) (1.232) (5.131) 
σL    0.730 0.787 0.549 -0.140 0.732 
 (0.051) (0.034) (0.104) (0.235) (0.085) 
σY      1.015 3.767 2.266 0.750 -43.789 
 (0.575) (0.698) (1.031) (0.498) (12.897) 
σKN       -0.117 -1.997 -1.187 -0.298 46.724 
 (0.494) (0.512) (0.882) (0.638) (13.133) 
βYY      0.680 9.605 1.827 -0.452 -21.809 
 (0.369) (2.168) (0.693) (0.906) (6.323) 
βLL       0.139 0.198 0.143 0.212 0.183 
 (0.015) (0.020) (0.023) (0.010) (0.020) 
γLY  0.037 0.085 0.117 0.103 -0.014 
 (0.026) (0.103) (0.066) (0.028) (0.122) 
γLKN   -0.113 -0.147 -0.160 -0.083 -0.030 
 (0.023) (0.103) (0.052) (0.022) (0.092) 
γLT   0.005 -0.019 0.010 -0.018 -0.031 
 (0.003) (0.004) (0.004) (0.002) (0.008) 
φTT  -0.010 -0.026 -0.110 0.103 3.180 
 (0.022) (0.012) (0.047) (0.023) (0.791) 
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φTTTT   -0.001 0.005 0.001 0.001 0.042 
 (0.001) (0.001) (0.002) (0.001) (0.011) 
γYT    -0.016 -0.072 -0.011 -0.030 0.736 
 (0.010) (0.025) (0.015) (0.012) (0.235) 
βLICT = -βLL  -0.139 -0.198 -0.143 -0.212 -0.183 
γICTY= -γLY   -0.037 -0.085 -0.117 -0.103 0.014 
γICTKN= -γLKN    0.113 0.147 0.160 0.083 0.030 
γYKN= -βYY  -0.680 -9.605 -1.827 0.452 21.809 
γKNT= -γYT  0.016 0.072 0.011 0.030 -0.736 
γICTT= -γLT -0.005 0.019 -0.010 0.018 0.031 
Cost Function     
R2  0.998 0.996 0.999 0.999 0.999 
Std. Error (0.062) (0.049) (0.065) (0.087) (0.117) 
Labour Cost Share     
R2  0.994 0.993 0.995 0.991 0.890 
Std. Error (0.018) (0.016) (0.022) (0.012) (0.021) 
Model Without time trend (φT=φTT=0) 
Cost Function     
R2  0.997 0.996 0.998 0.998 0.999 
Std. Error (0.041) (0.037) (0.046) (0.077) (0.082) 
Labour Cost Share     
R2  0.993 0.989 0.993 0.973 0.901 
Std. Error (0.019) (0.021) (0.024) (0.019) (0.021) 
  
  WHR FI ACR TS CRS 
σ0 1.235 -4.620 -3.495 -1.277 -8.109 
 (1.953) (0.886) (1.433) (1.563) (3.10) 
σL    0.362 0.453 0.505 0.607 0.819 
 (0.171) (0.092) (0.117) (0.064) (0.08) 
σY      0.223 2.124 1.403 0.596 -2.088 
 (0.580) (0.496) (0.756) (2.641) (1.04) 
σKN       0.259 -1.105 -0.579 0.220 3.545 
 (0.436) (0.405) (0.604) (2.260) (1.37) 
βYY      -1.608 2.996 2.640 0.290 6.248 
 (1.793) (0.754) (1.217) (1.245) (2.69) 
βLL       0.214 0.234 0.210 0.176 0.205 
 (0.010) (0.015) (0.017) (0.013) (0.03) 
γLY  -0.090 -0.137 0.253 0.034 -0.081 
 (0.040) (0.059) (0.078) (0.080) (0.10) 
γLKN   0.035 0.087 -0.280 -0.106 -0.017 
 (0.037) (0.051) (0.071) (0.063) (0.10) 
γLT   -0.015 -0.025 -0.014 -0.002 -0.011 
 (0.002) (0.003) (0.003) (0.004) (0.01) 
φTT  0.139 0.178 0.140 0.021 0.109 
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 (0.031) (0.016) (0.049) (0.074) (0.07) 
φTTTT   -0.001 -0.001 -0.002 -0.001 0.004 
 (0.001) (0.001) (0.002) (0.001) (0.00) 
γYT    0.014 0.050 -0.005 -0.010 0.193 
 (0.024) (0.013) (0.038) (0.030) (0.08) 
βLICT = -βLL  -0.214 -0.234 -0.210 -0.176 -0.205 
γICTY= -γLY   0.090 0.137 -0.253 -0.034 0.081 
γICTKN= -γLKN    -0.035 -0.087 0.280 0.106 0.017 
γYKN= -βYY  1.608 -2.996 -2.640 -0.290 -6.248 
γKNT= -γYT  -0.014 -0.050 0.005 0.010 -0.193 
γICTT= -γLT 0.015 0.025 0.014 0.002 0.011 
Cost Function     
R2  0.997 0.996 0.996 0.999 0.999 
Std. Error (0.052) (0.076) (0.075) (0.052) (0.110) 
Labour Cost Share     
R2  0.996 0.982 0.985 0.997 0.972 
Std. Error (0.010) (0.015) (0.018) (0.013) (0.022) 
Model Without time trend (φT=φTT=0) 
Cost Function     
R2  0.997 0.995 0.996 0.999 0.998 
Std. Error (0.035) (0.055) (0.069) (0.033) (0.078) 
Labour Cost Share     
R2  0.995 0.964 0.981 0.997 0.958 
Std. Error (0.011) (0.021) (0.020) (0.0193) (0.027) 
 
Table 5.2: Pooled Regression Results 
  Pool  NonSVS SVS 
σ0 -1.083 -1.266 -0.985 
 (0.048) (0.074) (0.043) 
σL    0.936 0.992 0.880 
 (0.014) (0.022) (0.023) 
σY      0.254 0.463 -0.144 
 (0.047) (0.068) (0.045) 
σKN       0.551 0.648 0.757 
 (0.037) (0.045) (0.037) 
βYY      0.162 0.117 0.197 
 (0.008) (0.010) (0.008) 
βLL       0.215 0.127 0.196 
 (0.012) (0.013) (0.014) 
γLY  -0.060 -0.022 -0.082 
 (0.011) (0.011) (0.009) 
γLKN   -0.042 -0.066 -0.015 
 (0.010) (0.010) (0.007) 
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γLT   -0.005 0.004 -0.014 
 (0.001) (0.002) (0.002) 
φTT  0.062 0.001 0.126 
 (0.010) (0.010) (0.010) 
φTTTT   -0.001 -0.001 0.002 
 (0.001) (0.001) (0.001) 
γYT    0.009 0.002 0.041 
 (0.003) (0.004) (0.003) 
βLICT = -βLL  -0.215 -0.127 -0.196 
γICTY= -γLY   0.060 0.022 0.082 
γICTKN= -γLKN    0.042 0.066 0.015 
γYKN= -βYY  -0.162 -0.117 -0.197 
γKNT= -γYT  -0.009 -0.002 -0.041 
γICTT= -γLT 0.005 -0.004 0.014 
Cost Function   
R2  0.995 0.997 0.998 
Std. Error (0.089) (0.053) (0.052) 
Labour Cost Share     
R2  0.978 0.985 0.987 
Std. Error (0.031) (0.029) (0.019) 
Model Without time trend (φT=φTT=0) 
Cost Function   
R2  0.994 0.998 0.997 
Std. Error (0.093) (0.053) (0.078) 
Labour Cost Share     
R2  0.976 0.985 0.965 
Std. Error (0.034) (0.031) (0.033) 
 
For our sectoral estimation (results reported in Table 5.1), most of our regression results 
are significantly different from zero, with the exception of “transport and storage” (TS) 
industry, where ten of its coefficients are insignificant at the 5% level of significance. 
This may be troubling especially when these coefficients will be used for price elasticity 
calculations in later sections of the paper. Fortunately, when the data was pooled, 
significance of the coefficients improved dramatically, with all the coefficients from the 
pooled service sector being significantly different from zero. 
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We will discuss the regression coefficients briefly but our main interest lies in the price 
elasticity of substitution effects between labour and ICT capital, which will be calculated 
using our regression results and factor shares from our raw data. The regression results 
will give us insights to direct relationship issues between several inputs and output, 
through the signs of the regression coefficients, but the magnitude of their absolute values 
will not be pertinent until our discussion on elasticities.  
 
The ln(PL)ln(KN) coefficients, or γLKN, all have negative signs, save for “wholesale and 
retail” (WHR) and “finance and insurance” (FI) industries. The WHR industry’s γLKN was 
insignificant, leaving only FI to be the single industry with a positive γLKN value. This 
may indicate that both the price of labour and price of ICT capital have a role to play in 
determining the shadow price of non-ICT capital (KN). Under cost minimisation 
conditions, shadow price of KN represents the “one-period reduction in variable costs 
attainable if, holding output quantity and variable input prices constant, the quantity of 
capital services were increased by one unit” (Berndt, p.484, 1996). Here, price of labour 
has cost reducing effects, for majority of the industries, on the shadow price of KN while 
the price of ICT capital has the reverse effects.  
 
The price of labour’s impact on the shadow price of KN is the same in all the non-service 
industries with the “communications” (COMM) industry having the least cost-saving 
effects. The “accommodation, cafes and restaurants” (ACR) industry has the biggest cost-
savings, with an absolute value of 0.280. The other two service-oriented industries with 
negative γLKN coefficients were insignificant. Various factors and external environmental 
  67 
components affect the shadow price of KN, here we have only accounted for inter-
relationship issues between price of labour and price of ICT capital on the shadow price 
of KN. The extent of the impacts, however, on shadow price of KN from the two factor 
input prices are undeterminable and not particularly pertinent for this paper’s objective. 
 
Although the interpretation of our regression results is important, the coefficients alone 
are not able to tell a clear input substitution story. The coefficients’ signs give us an 
insight to the cost effects and cost relationships between variable inputs and non-ICT 
capital and output, but we are most interested in finding out the substitution effects 
between the two variable inputs in our model – labour and ICT capital. Their substitution 
effects can only be properly analysed through their elasticity of substitution estimates, 
which will be calculated using our regression coefficient results and the industries’ labour 
and ICT capital share costs. 
 
All the three pooled regression γLKN coefficients were negative and significant. This 
means that for the aggregated economy, changes in the price of labour have cost reducing 
effects on the shadow price of KN while changes in price of ICT capital have cost 
spending repercussions. The magnitude of the effects are smaller than most of the 
individual industry coefficients, ranging only from -0.066 to -0.015 for the three different 
pool models.  
 
An interesting finding from the γLT coefficient, which represents the effect that labour 
prices have on technological change over time, is that for all the industries, wages have a 
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positive effect on the growth rate of technological change.16 Only the “agriculture” 
(AGRI) and “mining” (MIN) industries had negative impacts from labour costs on 
technological growth rates, but AGRI’s γLT coefficient was insignificant. This shows that 
the industries have positive input biased technological change over time. From the 
general upward trend in industry wages in Figure 5.1 below, it is a possibility that cost-
reducing effects from technological change over time is the result of higher wages that 
give employees a higher incentive to innovate; however causality of higher wages cannot 
be established from interpretation of the γLT coefficient alone. It could also be that 
technical advancement within the industry is driving wages up, which in turn brings 
about greater technological growth.   
 
Figure 5.1: Australian Wage Trends by Industry  
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Now, looking at the trend of wage changes in the AGRI and MIN industries, these are the 
two industries with the least labour price movements. Wages had remained relatively 
stable and did not increase much over the years. Since these two industries have very 
little wage variation, results from our analysis on the effects of labour price movements, 
in the AGRI and MIN industries, on technological change will be innocuous.  
 
The opposite then applies to the impacts of price of ICT capital on technological change 
since from our homogeneity conditions imposed, γLT + γICTT =0. Changes in technological 
growth rates over time have been affected by changes in price of ICT capital. The 
impacts have had negative variable cost advantages, where changes in price of ICT 
capital caused decline in growth rates of technical change. However, the extent of the 
impact is undeterminable and could be very small. Moreover, we are unable to ascertain 
the direction of ICT price movements that is causing negative cost effects from 
technological change over time.  
 
Since various factors can affect technological growth rates, it is difficult to gain much 
insight from this result but nonetheless has some notable implications. There may be 
policy issues involved to stabilise ICT capital prices as too capricious price movements 
can have high obsolescence rates and new capital integration costs on firms. When the 
price of ICT capital falls too rapidly, firms will have to incorporate a higher price 
depreciation rate, and the market value of their ICT capital is less. The continuous price 
fall may also cause the salvage value of their capital to be negligible, forcing firms to 
write-off their ICT capital sooner and resulting in higher capital expenditure costs.  
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For the pooled regression results, the industry-wide pool and service sector pool had 
negative γLT coefficients but the non-service sector pool generated a positive value of 
0.004. All three coefficients were significant. This also means that price changes of ICT 
capital have positive effects on technological growth in the non-service sector. A possible 
explanation could be that the non-service sector concentrates mainly in the production or 
innovation of ICT and the frequent drop in ICT capital prices would mean shorter 
profitable life cycles for their products; hence new technologically advanced products 
have to be churned out at a faster pace to keep the manufacturers’ profit sales steady over 
time.  
 
The output augmenting effect on technological change, represented by the γYT coefficient, 
has positive effects on technological change over time for all the industries, except WHR, 
FI and “cultural and recreational services” (CRS), that had a positive γYT coefficient, with 
only the WHR coefficient being insignificant. It should be expected that changes in 
output over time have positive impacts on technical change; as when output increases 
(refer back to Figure 4.4) as time increases, holding other factors of production constant, 
it can only happen under enhanced labour productivity or technological efficiency. 
Sometimes it is difficult to segregate labour and technological productivity because 
increase in labour productivity could have stemmed from more educated workers with 
better expertise at utilising the firm’s available capital to its highest potential. However, 
without more sophisticated capital, these same workers would not have otherwise been 
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able to increase their productivity from being more educated about the available 
technology in the market.   
 
Majority of the γYT coefficients turned out to be insignificant and while the pooled and 
service sector pooled results had significant γYT coefficients, they had a positive sign, 
indicating the negative technological effects that output changes had. The absolute value 
was however very small in magnitude, between 0.009 to 0.041, which almost nullifies the 
significance of our pooled results. 
 
As for the βYY coefficient, which gives us insight to the γYKN coefficient, all are positive, 
including the pooled regression results. And for those that are negative, they are 
insignificant. From our restriction conditions imposed, - βYY is also the effect that gross 
value-added output has on the shadow price of non-ICT capital. For those industries with 
significant γYKN coefficients, changes in output have cost reducing effects on the shadow 
price of non-ICT capital. The absolute value of the γYKN coefficients are higher for the 
individual industry regressions, with values ranging from 0.68 to 9.605, whereas the 
pooled regression results gave absolute values in the range of 0.117 and 0.197. 
 
5.2 Calculating Price Elasticity of Substitution 
 
Incorporating our regression result estimates into price elasticity of substitution 
equations, we obtain price elasticity of substitution estimates for all the industries. This is 
the main focus of our paper where we use our regression results to evaluate the own and 
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cross price elasticity effects between labour and ICT capital. Our results are again 
segregated into individual industry results, presented in Table 5.3; all sectors pooled 
results in Table 5.4; non-service sector pool in Table 5.5; and service oriented sector pool 
results in Table 5.6. All the variables, except the regression parameter estimates, entering 
the elasticity calculations are taken to be constants equal to their mean values. In our 
tables, the first column shows the mean values from the period when our data begins 
through the 27 years till our data ends (1975-2002) and the subsequent columns have 
mean values of the years indicated, from 1975-79, 1980-89, 1990-99 and the last column 
only the first three years from the twenty-first century.  
 
These estimates will provide us with information on the complementarity or 
substitutability of labour and ICT capital, labour and itself and ICT capital and itself. 
How this is of interest, particularly in our present high-technology, fast information 
dissemination era, is that many believe that ICT capital is fast making labour redundant. 
This may not necessarily be true because take for example the decade new Australian 
Electronic Funds Transfer and Point of Sale (EFTPOS) technology, which frees up the 
necessity for people to carry cash, hence freeing up the number of bank teller attendants 
needed to dispense cash frequently, but requiring a new and different group of skilled 
labour to install and maintain the efficiency and security of the system. The introduction 
of EFTPOS technology may reduce the number of bank tellers but may have introduced 
more technical assistant jobs.  
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The technology saw not only the reallocation of labour but probably also the creation of 
new jobs in other areas of business. It also saw a fall in bank transaction fees as now 
depositors are able to withdraw cash while using EFTPOS to pay for their purchases. 
This has been a significant advancement for the “finance and insurance” (FI) industry, 
which in 2002 generated AUD$48.366 billion from 767 million EFTPOS transactions, 
where one in four of these transactions had bank depositors withdrawing money during 
their purchase transactions (RBA, 2003). Whether the introduction of EFTPOS 
technology contributed to higher productivity in the FI industry is uncertain, but it is 
evident that although banks lose out in transaction fees, the process of money withdrawal 
has been expedited for consumers and the need for more automated teller machines 
(ATMs) has been reduced. Financial institutions merely transferred transaction costs to 
participative EFTPOS retailers and at the same time decreased average face-to-face 
customer time.  
 
Having a better understanding of the relationship between price of ICT capital and 
demand for labour can help policy makers and institutional trend setters to either push out 
new and cheaper technology at a faster rate or invest more into research and development 
(R&D) so as to create more sophisticated but not necessarily cheaper innovations and at a 
slower pace. The trade off between the two ways that new ICT capital is introduced into 
the industry has either labour attrition or labour creation effects, depending on the degree 
of substitutability or complementarity between labour and ICT. 
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Gordon Moore, Intel’s co-founder, in 1975 predicted that the growth of transistors in 
integrated circuits would double every two years (Wikipedia, http://en.wikipedia.org). 
Although Australia is not an ICT-producing country, it is one of the biggest ICT-users in 
OECD countries and following large quality-adjusted price fall in semi-conductor 
components, many ICT products also saw a fall in prices from the early nineties onward 
and this may have resulted in many firms amassing ICT capital, which may or may not 
have had labour demand implications. All of this will be addressed in the following 
sections. 
 
5.2.1 Interpreting Industry Price Elasticity 
 
First, we look at the own-price elasticity of substitution. For four of the industries (AGRI, 
MIN, FI and CRS), own-price elasticity of labour (εLL) are positive, which is not in 
accordance with cost-minimising economic theory, but is sometimes common in capital, 
labour, energy and materials (KLEM) elasticity of substitution models (Koschel, Paper 
No. 00-31). Since there have been no prior studies on Australian labour and ICT capital 
elasticity substitution, with quasi-fixed non-ICT, we have no basis for comparison.  
 
However, for the MIN and FI industries, their mean absolute values are relatively small, 
0.041 and 0.019 respectively and the AGRI industry had an own-price elasticity of labour 
value of -0.065 for the period 2000-02, which shows that the industry in the new 
millennium started to abide by economic neo-classical theory of a downward sloping 
demand curve. 
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There are various reasons why positive own-price elasticity of substitution appears in our 
calculation. The first reason is that the underlying cost-minimising behaviour of 
industries may have been violated. This could be the result of government regulations, 
barriers to entry or physical constraints within the market that inhibit factor inputs from 
adjusting to their optimal quantity levels. A second reason would be that there are 
erroneous assumptions and restrictions imposed in our model, which may hold true for 
some industries but differ in others. Lastly, there could be errors in the data. This is most 
likely the case, where input factors are not properly accounted or quality-price adjusted 
for (Koschel, Paper No. 00-31). In practice, it is rather arduous to try and identify these 
possible problems but at least the positive values are small and our results will improve 
when we pool our industries and estimate elasticities at a more aggregated level (to be 
discussed in the later sections). 
 
As for the own-price elasticity of ICT capital, four of the industries had positive mean 
own-price elasticity, displaying complementarity. There is no common trend observable 
across the industries’ mean own-price elasticity of substitution, however looking across 
the segmented periods in time, we are able to note a clear and consistent behaviour in 
price elasticity changes. Almost all the industries move from negative to positive own-
price elasticity by the period 2000-02. This is true for all the industries except AGRI and 
COMM, where own-price elasticity of ICT capital remained negative. 
 
  76 
When transitioning economies are trying to catch up on their speed of technology 
adoption, many usually first have government owned enterprises take the lead in 
providing the necessary telecommunication foundation, for example laying of more 
telephony and fibre optics cables around the country followed by developing the 
infrastructure and network required for efficient transmission of information. This also 
allows government-owned enterprises to penetrate as many towns within the country as 
possible and to achieve economies of scale (International Telecommunication Union, 
1998). When these enterprises engage in such large scale expansion of ICT infrastructure, 
they will be more sensitive to price changes; since slight price variations will result in 
greater cost implications for them. 
 
Then after the initial set-up costs, more firms will start adopting the new high-technology 
and the positive own-price elasticity of substitution is probable due to the fact that after 
the initial hardware has been purchased, firms might be more willing to spend on more 
sophisticated software. It can be argued that firms are more willing to spend on dearer 
ICT products because some may perceive more expensive ICT goods to be more superior 
in quality. Especially in the 21st century where imitation software is rampant, 
corporations may be prepared to pay a higher price for their ICT products in order to 
guarantee authenticity and have a longer warranty period.  
 
The AGRI industry became more price sensitive through the time periods, from 0.835 to -
1.215 between 1975-79 and 2000-02. This industry has always been heavily government 
subsidised, as with most rural sectors in other developed countries, particularly in water 
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irrigation, which may have caused increased salinity in water to other farms downstream. 
The result was increased land degradation and reduced productivity. Regional municipals 
had to invest in new technology to improve on environmental conditions in order for 
farms to increase their net revenues (Hyberg and Pascoe, 1991). Since the investment in 
advanced technology in the early nineties was for the purpose of environmental 
protection, which if ignored could have adverse effects on farm productivity in the future, 
price of technology would be the deciding factor for investors. Environmental protection 
is always a secondary consideration, trailing behind greater stock output and increased 
production at lower costs, hence the steeper ICT demand curve for AGRI.  
 
Through the decade, farmers became more receptive to the use of ICT capital and by 
1999, 20% of the recorded farm establishments had Internet access. The use of ICT 
however, remained straightforward. Majority of establishments that had Internet access 
utilised it mainly for electronic-banking (e-banking), to update themselves on the latest 
weather conditions and for general surfing. The larger the establishments, the higher their 
take up rate in the use of computers for day-to-day business and from the late seventies 
farms were consolidating, hence the increase use and importance of computers. (Eustace, 
2004). As can be seen from our results in Table 5.3, εICTICT for AGRI was highest in the 
1990-99 period, value equal to -1.224, which coincided with the time where research 
institutions came into the market with new and advanced agriculture software packages.  
 
Although these packages were not highly received by the general farming population, 
farm establishments were not entirely closed to the idea and would consider purchasing 
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them under suitable prices, which could explain the industry’s relatively high negative 
ICT own-price elasticity of demand (Eustace, 2004). Referring back to our raw data, 
AGRI was one of the industries with the highest ICT to total capital ratio in the initial 
years (Figure 4.2), portraying the importance that ICT played in the industry. As defined 
in our earlier chapter, ICT capital here includes not just computers and software but also 
electronics, electrical machinery and communications equipment, which could be the 
type of ICT capital that AGRI invests in.  
 
Some of these software packages that were designed for farmers were useful, like 
GrassGro that enables farmers to efficiently take stock of their crops and live stock and 
GrazFeed, which predicts animals’ growth potential to feed availability and MaNage 
Wheat and MaNage Rice, which provides the optimal crop produce with the level of 
nitrogen used. Unfortunately, although farmers were surveyed to not to be 
“computerphobic”, the rate of agriculture computer packages available in the nineties did 
not match up to the uptake by farmers (Eustace, 2004).  
 
Even though farm establishments increased their computer and software investments, still 
a majority of farmers did not have Internet access and did not think that it was pertinent 
in increasing their profits. The federal government still has to play a critical role of being 
an ICT-user educator, not just to disseminate information on the importance of 
technological farm advancement but to encourage training and even subsidise the courses 
meant specifically for agriculture technological progression.  
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Another industry that had consistent negative εICTICT coefficients was the COMM 
industry. This is an industry predominantly government owned, which only underwent 
partial privatisation in the nineties. The mobile phone sector is the biggest contributor to 
the COMM industry’s growth, accounting for over AUD$5 billion worth of annual 
revenue to the economy. However, the infrastructure used by the other over 94 licensed 
carriers is still provided by Telstra, the one carrier that retains its ubiquitous presence 
over Australia. Although the renting of basic communications infrastructure from Telstra 
and satellite and wireless facilities from government agencies are price inelastic, other 
hardware and software required for the proper transmission of information remain very 
price competitive in the COMM industry (Australian Year Book, 2001). 
 
The negative own-price elasticity of ICT capital in the COMM industry is due to the 
percentage of ICT capital invested by the industry, as a proportion of total invested 
capital. Due to the prodigious availability of telecommunication technology available in 
the world market, Australian telecommunication service carriers have a wider selection of 
relevant ICT capital to choose from. And since the percentage of capital invested into 
ICT is high, price differential can have significant cost implications on these carriers. 
Particularly in the twenty-first century, where research and development in global 
telecommunications is advancing phenomenally, the choices available to ICT importers, 
countries like Australia, are more.  
 
From the 2005 World Intellectual Property Organisation (WIPO) press release, it was 
stated that in the years following the burst of the ICT bubble, the number of patents that 
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they received under the Patents Cooperation Treaty (PCT) had been on a continuous rise, 
with the year 2004 receiving a record number of worldwide patents. The growth in 
patents did not come only from the ICT think-bank of the world – United States but other 
Asian countries were making record growth in the number of patents submitted to WIPO 
as well. These included Japan and developing nations like South Korea and India. And 
the “networking and telecommunication” patents saw one of the highest growth rates by 
year 2004 (WIPO, 2005).  
 
Now as expected, when we turn to look at the εLICT and εICTL coefficients, all of them 
display substitutability relationships. The mean values of εICTL range from -0.280 to          
-0.104, with the exception of the “construction” (CON) industry that had mean price 
elasticity of substitution between ICT and labour of -0.672. The general trend through our 
time periods is that all the industries displayed increasing substitutability between ICT 
capital and labour, with the non-service sectors showing the sharpest increase in the 
extent of price elasticity substitution. From Table 5.3 below, we are able to see this 
growing sensitivity of demand for ICT capital as the price of labour changes, seen from 
the increasing negativity of the εICTL coefficients. This is likely due to the increased 






  81 
Table 5.3: Price Elasticity of Substitution (Sectoral) 
Obs Mean 1975-79 1980-89 1990-99 2000-02 
AGRI_εICTL -0.206 -0.138 -0.155 -0.311 -0.966 
AGRI_εLICT -0.896 -3.549 -1.178 -0.586 -0.628 
AGRI_εLL 0.396 3.392 0.843 0.036 -0.065 
AGRI_εICTICT -0.679 0.835 -0.522 -1.224 -1.215 
MAN_εICTL -0.280 -0.040 -0.175 -0.743 -1.183 
MAN_εLICT -0.182 -0.084 -0.119 -0.241 -0.282 
MAN_εLL -0.096 -0.022 -0.104 -0.106 -0.106 
MAN_εICTICT 0.079 -0.060 -0.029 0.398 0.796 
MIN_εICTL -0.242 -0.117 -0.122 -0.759 -2.444 
MIN_εLICT -0.557 -1.502 -0.379 -0.513 -0.723 
MIN_εLL 0.041 1.351 0.038 -0.125 -0.039 
MIN_εICTICT -0.048 -0.014 -0.182 0.136 1.685 
CON_εICTL -0.672 -0.252 -0.628 -0.960 -2.349 
CON_εLICT -0.332 -0.259 -0.285 -0.388 -0.427 
CON_εLL -0.065 -0.040 -0.073 -0.066 -0.075 
CON_εICTICT 0.305 -0.036 0.270 0.510 1.849 
COMM_εICTL -0.104 -0.049 -0.108 -0.128 -0.142 
COMM_εLICT -0.213 -0.144 -0.185 -0.256 -0.277 
COMM_εLL -0.015 0.046 -0.055 -0.004 -0.001 
COMM_εICTICT -0.109 -0.036 -0.128 -0.132 -0.137 
WHR_εICTL -0.220 -0.110 -0.185 -0.311 -0.603 
WHR_εLICT -0.167 -0.210 -0.171 -0.155 -0.161 
WHR_εLL -0.045 0.043 -0.060 -0.066 -0.024 
WHR_εICTICT 0.019 -0.046 -0.039 0.090 0.418 
FI_εICTL -0.239 -0.120 -0.172 -0.362 -0.589 
FI_εLICT -0.263 -0.247 -0.203 -0.295 -0.371 
FI_εLL 0.019 0.114 0.014 -0.004 -0.005 
FI_εICTICT 0.023 -0.007 -0.018 0.064 0.215 
ACR_εICTL -0.141 -0.056 -0.095 -0.188 -0.678 
ACR_εLICT -0.126 -0.110 -0.090 -0.132 -0.223 
ACR_εLL -0.068 0.008 -0.077 -0.082 -0.075 
ACR_εICTICT -0.023 -0.034 -0.066 -0.022 0.380 
TS_εICTL -0.124 -0.115 -0.099 -0.123 -0.474 
TS_εLICT -0.240 -1.062 -0.309 -0.123 -0.178 
TS_εLL -0.013 1.002 0.104 -0.149 -0.151 
TS_εICTICT -0.047 0.061 -0.083 -0.142 0.145 
CRS_εICTL -0.238 -0.125 -0.202 -0.322 -0.624 
CRS_εLICT -0.502 -0.541 -0.448 -0.547 -0.488 
CRS_εLL 0.166 0.414 0.157 0.146 0.001 
CRS_εICTICT -0.041 0.012 -0.083 -0.070 0.139 
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The COMM industry had the smallest increase in cross-price elasticity of substitution 
between ICT capital and labour, smaller than any of the other service-oriented industries 
as well. From the period 1980-89 to 2000-02, εICTL changed from -0.108 to -0.142. This 
could be a reflection of the high human capital required to manage the ICT invested by 
the industry. From our data, the COMM industry has the highest accruement of ICT 
capital and they are not always labour substituting capital. The use of HT products must 
be coupled with competent labour in order to reap their full benefits and efficiency 
contributions to production, therefore even if the price of labour increased, it would not 
result in greater substitution for ICT capital. 
 
In the nineties when the COMM industry was intensifying its accumulation of 
telecommunications capital, demand for labour was not affected significantly, relative to 
the other industries. Also, the more negative values of εLICT compared to the εICTL 
coefficients only drive home the point that labour is as crucial in enhancing productivity 
as technology is. More negative values of εLICT relative to εICTL imply that the industry 
producers are more reactive to price changes in ICT capital than they are to labour price 
changes. In other words, they are more willing to substitute ICT capital for labour than 
they are to substitute labour for ICT capital, when the price of the other increases. Only 
one industry displayed this consistent trend from 1975-79 through to 2000-02 – COMM. 
 
The trend of increasing cross-price elasticity of substitution is not consistent in the 
elasticity of substitution between labour and ICT capital (εLICT), and the mean absolute 
values have a wider range from -0.896 to -0.126, with AGRI having the highest 
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substitutability effect. With the exception of the MAN, CON and COMM industries, the 
rest of the industries had highly sensitive cross-price elasticity of demand beginning in 
1975-79, which by the 1980-89 period dropped then picked up again in the later years of 
our time period. This is particularly true for three industries, namely AGRI, MIN and TS, 
which had εLICT coefficients that ranged from-3.55 to -1.06 in the 1975-79 period, -0.59 to 
-0.12 in the 1990-99 period and then rose slightly again to be between -0.72 to -0.18 
come the 2000-02 period. These three industries had the highest ICT capital price 
sensitivity in the 1975-79 period because for the rest of industries, their εLICT coefficients 
ranged only from -1.06 to -0.08. 
 
It is understandable especially in the early periods, where procurement of ICT capital was 
deemed a novelty and firms were still apprehensive about accruing ICT goods. If the 
price of ICT rose, they would be more willing to quickly substitute ICT capital for more 
labour because the effectiveness of ICT products had not be tried and tested. And if the 
price of ICT fell, demand for labour would fall as firms take the opportunity to purchase 
more new technology goods when the price is low. Through the eighties and nineties the 
price of ICT plummeted and soon price alone became less relevant to labour demand, but 
with the advent of the Internet and high rates of HT innovation, newer products were 
introduced in to the market at astounding rates, allowing producers to be spoilt for choice. 
This therefore helped to increase the price sensitivity of ICT capital on labour demand 
again as ICT capital became more sophisticated and capable of replacing labour. 
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This was also occurring at the time where human capital was increasing. The number of 
high-school graduates was increasing and labour was becoming more “valuable” too. 
From 1971 to 2001, the percentage of the Australian population with higher level 
education increased from 3% to 16%.17 It would be interesting to note the elasticity 
measures of human capital and ICT capital and compare that with elasticity measures of 
labour with below high-school level education. Here, labour includes people with all 
levels of education but cross-price elasticity with ICT capital could be heterogeneous if 
labour was able to be segregated into human capital and non-human capital.  
 
Another fact to note about the cross-price elasticity measures is that the service-oriented 
industries had a smaller degree of substitutability compared to the non-service industries. 
Taking the mean cross-price elasticities, both the εLICT and εICTL coefficients are more 
negative for the non-service industries. The latter industries have a smaller proportion of 
ICT capital to total capital, compared to the service-oriented industries, therefore when 
the price of ICT capital increases, they can either choose to substitute for more labour or 
for more non-ICT capital. The importance of ICT capital can be viewed to be higher in 
the service oriented industries, hence their relative lower responsiveness to ICT price 





                                               
17 Higher level education refers to people holding at least one Bachelor degree or higher, which includes 
degrees conferred upon graduates from universities and other institutions (ABS Cat. No. 4102.0). 
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5.2.2 Interpreting Pooled Data Price Elasticity 
 
After pooling the industries’ data, we have increased our number of observations and we 
are hoping that this will provide us with more information, which we otherwise would 
not have at a lower level of aggregation. Cross-price elasticities have the same trends as 
the individual industries’ results where both the εICTL and εLICT coefficients exhibit 
substitutability effects for majority of the industries. The εICTL coefficients are again 
increasing in negativity for all the sectors with the non-service sectors increasing at a 
faster rate compared to the service-oriented sectors.  
 
The difference in the pooled results is that three industries, MAN, FI and ACR showed 
positive εICTL and εLICT coefficient values in the 1975-79 period, but the values are small, 
within the positive boundaries of 0.004 and 0.05. Only the ACR industry continued to 
have positive εICTL and εLICT coefficients in the following 1980-89 period, but of a lower 
magnitude compared to the previous sub-period.  
 
As for εLICT coefficients, again it’s fairly inconsistent across the industries. The same 
three industries (MAN, FI and ACR) had positive εLICT coefficients, implying the 
complementarity between labour and ICT capital. Unlike the individual industries’ 
elasticity measures where the majority of the industries started with high negative cross-
price elasticity between labour and ICT capital in the early 1975-79 period, which later 
fell through the eighties then picked up again in the later years, in our pooled elasticities, 
only AGRI, MIN and TS industries had labour demand that followed this similar trend. 
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From Table 5.4, εLICT coefficients for these three industries ranged from -4.27 to -0.91 in 
the 1975-79 period, -0.73 to -0.08 in the 1990-99 period and by the 2000-02 period, their 
cross-price elasticities rose slightly again to be between -0.83 to -0.15 boundaries.  
 
Once again, AGRI, MIN and TS are the industries that were most sensitive to ICT price 
changes in the initial 1975-79 years. As for the rest of the industries, their εLICT 
coefficients ranged only from -0.28 to 0.05, showing their relative unresponsiveness of 
labour demand to ICT prices. Referring to Figure 5.2 below, we can observe the trend of 
the percentage of ICT capital investments to gross value added industry output and for 
the first ten years of our data, AGRI, MIN and TS industries are leading in their 
proportion of ICT capital investments to their total industry output. Even though the 
COMM industry is ahead of MIN during this ten year period, the COMM industry did not 
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A C R A G R I C O M M C O N C R S F I
M A N M IN TS W H R
 
 
This higher proportion of ICT investments to industry output may be the reason why the 
three industries have a higher price elasticity of substitution to labour demand. Moreover, 
these are relatively labour-intensive industries, therefore the high price elasticity of 
substitution could be a reflection of the start of the mechanisation era amidst falling ICT 
prices. When looking at the ratio of ICT capital to total number of workers in Figure 5.3  
below, we can see that AGRI, MIN and TS & COMM industries lead in the twenty over 
years from 1975. Due to the lack of labour data for all our industries of interest, TS and 
COMM had to be reviewed together, under the ISIC – Rev. 2 major division 7 
classification (International Labor Organization). The ACR industry was also omitted 
from our graph for the same reason but its preclusion is impertinent in drawing attention 
to the increasing ICT capital per worker trend. ACR data observations had been 
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incorporated into “WHR&ACR” due to the lack of “number of workers” data in the ACR 
industry prior to 1988.  
 










































AGRI MIN MAN CON WHR&ACR TS&COMM FI CRS
 
 
All the industries were increasing their proportion of ICT capital to labour, with MIN and 
TS & COMM increasing their ICT investments per worker at a faster average rate than 
the other industries. This drives home the point that the falling ICT prices were pushing 
these industries to invest in more ICT capital at a rate faster than the rest of the economy, 
which extends from our elasticity results of more negative εLICT coefficients. The TS 
industry only had high negative εLICT coefficient values in the 1975-79 sub-period, which 
plummeted quickly in the following decades ahead. It is definitely the case that the 
majority of the ICT investments in TS & COMM came from the COMM industry, 
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causing the steep rise in proportion of ICT capital to labour from the mid-eighties 
onwards.  
 
Once again, when we look at the own-price elasticity of substitution of ICT capital, the 
εICTICT coefficients follow the same pattern as the εICTICT coefficients from the individual 
industry elasticity calculations. Only AGRI did not follow its same increasing 
substitutability effect, as did the COMM industry. The latter industry increased its own-
price substitutability from 0.009 to -0.07 in the sub-periods 1975-79 to 2000-02. 
Although the increase is miniscule, the trend through the decades remains unchanged, 
accentuating my earlier point about the growing competitiveness of the international 
COMM industry. The prolific amount of communications technology available has given 
firms in the COMM industry a greater array of selection and has resulted in them having 
more negative own-price elasticity of substitution.  
 
As for the other remaining industries, from 1990-99 to 2000-02 their εICTICT coefficients 
became more positive, indicating increasing complementarity of ICT capital. This is the 
same pattern reflected in our earlier individual industry elasticity estimations. The 
absolute elasticity values in this pooled estimation are also generally higher. Excluding 
AGRI and COMM, the positive εICTICT coefficients in the pooled estimation ranged from 
0.18 to 3.02, whereas the individual industry elasticities in the 2000-02 sub-period ranged 
from 0.14 to 1.85.  
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Now as we turn to look at the own-price elasticity of substitution of labour, the εLL 
coefficient is again positive for some industries. The pooled sectoral results have more 
positive εLL coefficients than the individual industries results and also have higher mean 
values ranging from 0.06 to 1.09. Looking across all the industries, majority of the 
industries have mean own-price labour elasticity that display greater complementarity 
compared to the individual industry elasticity calculations. This could be attributed to the 
pooling of our data, where a higher degree of aggregation over generalises the cost 
structure of all the industries. The diffusion of technology and its application to 
production is heterogeneous across all industries and our method of aggregation, done by 
summing each industry’s inputs and output to obtain an aggregated measure of economy-
wide inputs and output, is rather stringent. However, when dummy variables were 
included into our pooled SUR estimation, to try and capture some of the industry-specific 
effects, there were more insignificant coefficients and the regression R2 and standard 
errors were lower and higher respectively, therefore they were omitted. 
 
As was discussed in the previous section, several reasons can cause εLL coefficients to be 
positive. Nevertheless, given the restrictiveness of a pooled translog cost function, 
curvature conditions are still satisfied and pooling is done only to see if we are able to 
obtain empirically better results. This is the impetus to conduct yet another pooled data 
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Table 5.4: Price Elasticity of Substitution (Pooled) 
Obs Mean 1975-79 1980-89 1990-99 2000-02 
AGRI_εICTL -0.254 -0.166 -0.193 -0.388 -1.156 
AGRI_εLICT -1.104 -4.270 -1.469 -0.730 -0.752 
AGRI_εLL 1.088 5.796 1.813 0.517 0.348 
AGRI_εICTICT -0.046 -0.087 -0.029 0.037 0.910 
MAN_εICTL -0.157 0.019 -0.062 -0.519 -0.878 
MAN_εLICT -0.102 0.040 -0.042 -0.168 -0.209 
MAN_εLL -0.056 0.039 -0.066 -0.070 -0.070 
MAN_εICTICT 0.140 -0.031 0.027 0.509 0.946 
MIN_εICTL -0.292 -0.141 -0.159 -0.888 -2.793 
MIN_εLICT -0.670 -1.805 -0.494 -0.600 -0.826 
MIN_εLL 0.475 2.509 0.477 0.210 0.356 
MIN_εICTICT 0.141 0.076 -0.041 0.630 3.020 
CON_εICTL -0.419 -0.111 -0.376 -0.639 -1.689 
CON_εLICT -0.207 -0.114 -0.171 -0.258 -0.307 
CON_εLL -0.058 -0.031 -0.066 -0.058 -0.068 
CON_εICTICT 0.320 -0.028 0.285 0.530 1.889 
COMM_εICTL -0.061 -0.016 -0.061 -0.082 -0.094 
COMM_εLICT -0.124 -0.047 -0.105 -0.164 -0.185 
COMM_εLL 0.060 0.204 -0.026 0.197 0.133 
COMM_εICTICT -0.049 0.009 -0.063 -0.069 -0.072 
WHR_εICTL -0.067 -0.015 -0.044 -0.108 -0.298 
WHR_εLICT -0.051 -0.028 -0.040 -0.054 -0.080 
WHR_εLL -0.043 0.047 -0.057 -0.064 -0.022 
WHR_εICTICT 0.022 -0.044 -0.036 0.094 0.425 
FI_εICTL -0.057 0.004 -0.006 -0.130 -0.288 
FI_εLICT -0.062 0.008 -0.007 -0.106 -0.181 
FI_εLL -0.034 0.047 -0.038 -0.054 -0.055 
FI_εICTICT -0.025 -0.039 -0.062 0.003 0.136 
ACR_εICTL -0.016 0.024 0.023 -0.041 -0.402 
ACR_εLICT -0.015 0.047 0.021 -0.028 -0.132 
ACR_εLL -0.055 0.026 -0.064 -0.070 -0.064 
ACR_εICTICT -0.008 -0.025 -0.052 -0.005 0.413 
TS_εICTL -0.096 -0.098 -0.075 -0.084 -0.396 
TS_εLICT -0.186 -0.907 -0.236 -0.084 -0.149 
TS_εLL 0.133 1.425 0.305 -0.041 -0.071 
TS_εICTICT 0.028 0.107 -0.019 -0.035 0.359 
CRS_εICTL -0.143 -0.064 -0.113 -0.206 -0.430 
CRS_εLICT -0.302 -0.277 -0.249 -0.351 -0.336 
CRS_εLL 0.210 0.473 0.201 0.190 0.035 
CRS_εICTICT -0.020 0.025 -0.063 -0.044 0.182 
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5.2.3 Interpreting Non-Service and Service Sectors Price Elasticities 
 
Let us first consider the non-service sector. When analyzing the εLICT coefficients, all the 
three different data pooling estimations give the same trending results in price elasticity 
of substitution between labour and price of ICT capital. The AGRI and MIN industries 
started in 1975-79 with the most negative ICT price elasticity of substitution of -2.86 and 
-1.09 respectively, which then dropped in negativity by the eighties and rose again 
through the nineties and new millennium. This differs from the other three industries in 
our non-service sector, which started with low labour and ICT complementarity 
relationships then becoming substitutes with increasing ICT price sensitivity through the 
next two decades. 
 
Although MAN, CON and COMM industries exhibit complementarity between labour 
and ICT in the initial four years of our data sample, the trend of increasing price 
sensitivity and substitution effects remains the same with the individual industries and 
pooled industries estimations. Their εLICT coefficients are also small in absolute values, 
with their 2000-02 sub-period values ranging only from -0.20 to -0.0009, compared to 
AGRI and MIN’s values of -0.51 and -0.58 respectively in the same sub-period. These 
two industries have consistently had the highest mean εLICT coefficients. And as was 
shown in Figure 5.3, at least from 1975-1985, we can observe that these are the two 
industries with the highest proportion of ICT capital per worker.  
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They embarked early on their path to computerisation and coupled with the falling ICT 
prices, labour demand fell alongside. As was reported in the Australian Culture and 
Recreation Portal, the peak of agriculture production occurred in the seventies, after 
which farm establishments became fewer but larger in size. A similar scenario was 
evolving in the MIN industry but with a very different driving force. Unlike the AGRI 
industry that had 10% effective assistance from the Government, the MIN industry had 
negative assistance with a plethora of industry regulations (Banks, 2003). In addition to 
the abundant raw materials that was being supplied in the international market, the 
Australian MIN industry was forced to be cost-conscious and to innovate itself in order to 
remain competitive.  
 
Looking at the mean elasticity values, εLICT coefficients were more negative than the εICTL 
coefficients for the AGRI and MIN industries, indicating that the price changes in ICT 
capital had a greater effect on labour demand than did the price changes in labour had on 
ICT demand. When we analyse our sub-period elasticities, MIN industry’s εICTL 
coefficient became more negative than its εLICT coefficient by 1990-99, whereas this 
occurred for the AGRI industry only in 2000-02. This reversion in price sensitivity 
relationship emphasizes the increasing importance of ICT capital and the willingness of 
producers to substitute more labour for ICT. 
 
Once more, the εICTL coefficients for the non-service sector showed increasing 
substitutability effect between ICT capital and labour. The MIN industry again had the 
highest εICTL value in 2000-02 of -1.97 and the COMM industry with the lowest of -
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0.0005. This is a reflection of the importance of labour in ICT investment and when the 
price of labour rises, it cannot be easily substituted for more ICT capital due to the 
complexity of the technology used in the COMM industry and the necessity for 
complementing human capital. 
 
The CON and MIN industries had one of the most negative εICTL coefficients in the past 
fifteen years, showing the increasing substitutability effects between labour price and ICT 
demand. Technology used in such industries can be thought to be labour substituting 
rather than labour augmenting as in the COMM industry.  
 
In this non-service sector pool, all the industries had negative εLL coefficients except the 
AGRI industry. Positive εLL coefficients for the AGRI industry is repeated in the first two 
estimations as well but this data pool can be seen to be more desirable than the all 
industry pool estimation because it has produced results that show consistent negative εLL 
coefficients in all the other industries, which is also consistent with economic theory of a 
downward sloping demand curve. Even for the AGRI industry, by the 1990-99 sub-
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Table 5.5: Price Elasticity of Substitution (Non-Service Industries) 
Obs Mean 1975-79 1980-89 1990-99 2000-02 
AGRI_εICTL -0.160 -0.111 -0.118 -0.238 -0.783 
AGRI_εLICT -0.698 -2.859 -0.900 -0.448 -0.509 
AGRI_εLL 0.292 3.031 0.698 -0.036 -0.127 
AGRI_εICTICT -0.137 -0.020 -0.176 -0.256 0.179 
MAN_εICTL -0.002 0.093 0.080 -0.238 -0.497 
MAN_εLICT -0.002 0.194 0.055 -0.077 -0.118 
MAN_εLL -0.253 -0.263 -0.255 -0.249 -0.248 
MAN_εICTICT -0.162 -0.175 -0.251 -0.042 0.199 
MIN_εICTL -0.175 -0.085 -0.072 -0.582 -1.965 
MIN_εLICT -0.401 -1.087 -0.222 -0.393 -0.581 
MIN_εLL -0.051 1.103 -0.056 -0.196 -0.123 
MIN_εICTICT -0.088 -0.033 -0.213 0.030 1.399 
CON_εICTL -0.194 0.015 -0.152 -0.354 -1.103 
CON_εLICT -0.096 0.015 -0.069 -0.143 -0.200 
CON_εLL -0.276 -0.284 -0.265 -0.284 -0.276 
CON_εICTICT -0.121 -0.274 -0.154 -0.030 0.739 
COMM_εICTL 0.025 0.050 0.033 0.009 0.000 
COMM_εLICT 0.052 0.149 0.056 0.018 -0.001 
COMM_εLL -0.239 -0.201 -0.259 -0.235 -0.234 
COMM_εICTICT -0.218 -0.120 -0.246 -0.247 -0.256 
 
As for the εICTICT coefficients, it ranged from -0.27 to -0.02 in 1975-79 and by 2000-02 it 
was between -0.26 to 1.40, with COMM being the only industry that had negative εICTICT 
coefficients throughout all our sub-periods; results similar to the first two estimations. 
This reiterates our initial argument about the COMM industry being exposed to a greater 
supply of high-technology goods and hence able to be more sensitive to ICT price 
changes. All the other industries had decreasing substitutability and becoming 
complementing by 2000-02. The complementarity relationship evident in majority of the 
non-service sectors by the new millennium is likely a consequence of more producers 
being willing to increase their expenditure on more sophisticated and expensive software 
after the initial installation and integration of hardware infrastructure. The εICTICT 
  96 
coefficient values are small save for the MIN industry with a positive value of 1.40. More 
expensive ICT capital is deemed to be more sophisticated and therefore should also be 
more effective with fewer software bugs and glitches. Especially for the MIN industry 
which invests heavily in technology and machinery, it relies critically on their efficient 
operations; producers will spend more because a breakdown in their machines could lead 
to a potential standstill in ore extraction, hence their high complementarity relationship. 
 
The AGRI industry’s εICTICT coefficients follow a different trend in the pooled results 
compared to the individual industry own-price elasticity estimates. This discrepancy is 
hard to explain and interpret and is the only industry that has this inconsistency when we 
compare elasticity results across the three types of regression models. 
 
All the service oriented sectors also had the same εICTICT coefficient movements through 
our sub-periods, from negative values to more positive values by 2000-02. Although the 
TS industry’s εICTICT coefficients did become more positive, it started off with an own-
price elasticity of substitution of 0.08 in 1975-79, which became negative in the eighties 
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Table 5.6: Price Elasticity of Substitution (Service Industries) 
Obs Mean 1975-79 1980-89 1990-99 2000-02 
WHR_εICTL -0.169 -0.078 -0.139 -0.244 -0.502 
WHR_εLICT -0.129 -0.150 -0.128 -0.121 -0.134 
WHR_εLL -0.084 -0.017 -0.103 -0.099 -0.051 
WHR_εICTICT -0.032 -0.077 -0.086 0.023 0.318 
FI_εICTL -0.145 -0.056 -0.086 -0.242 -0.434 
FI_εLICT -0.159 -0.115 -0.102 -0.198 -0.273 
FI_εLL -0.085 -0.018 -0.088 -0.102 -0.103 
FI_εICTICT -0.071 -0.071 -0.105 -0.056 0.059 
ACR_εICTL -0.107 -0.035 -0.064 -0.149 -0.605 
ACR_εLICT -0.096 -0.068 -0.060 -0.104 -0.199 
ACR_εLL -0.098 -0.034 -0.107 -0.110 -0.099 
ACR_εICTICT -0.056 -0.055 -0.098 -0.062 0.307 
TS_εICTL -0.164 -0.140 -0.133 -0.180 -0.588 
TS_εLICT -0.317 -1.286 -0.416 -0.180 -0.221 
TS_εLL -0.064 1.226 0.211 -0.092 -0.109 
TS_εICTICT -0.007 0.085 -0.049 -0.085 0.259 
CRS_εICTL -0.219 -0.113 -0.185 -0.299 -0.586 
CRS_εLICT -0.462 -0.489 -0.408 -0.508 -0.458 
CRS_εLL 0.126 0.362 0.117 0.107 -0.029 
CRS_εICTICT -0.060 -0.001 -0.101 -0.093 0.101 
 
Although the mean εICTICT coefficients for the five service sectors are negative, they range 
only from -0.07 to -0.007. It seems like the price of ICT capital is immaterial in 
determining the demand of ICT in the service sectors, but when we consider the sub-
period results it is apparent that there is an increasing complementarity effect. In 1975-
79, the εICTICT coefficients laid between -0.08 to 0.08 and by 2000-02 their values rose to 
be between 0.06 to 0.32 (refer to Table 5.6 above). As was cited in Gretton, Gali and 
Parham (2003), many firms were investing heavily in ICT capital from the nineties 
onwards and partly were under their “defensive expenditure to forestall the threat of the 
‘Y2K’ bug”.  
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Yet another explanation that can be used for the increasing positive values of the εICTICT 
coefficients in both the non-service and service sectors is the growing awareness of 
intellectual property (IP) rights. Penalties for the infringement of IP are heftier in 
corporate companies and if a certain version of software product is sold too cheaply, 
companies may fear the possibility of the product being pirated. After the 2004 Australia 
and U.S. Free Trade Agreement (FTA) was signed and Australia was forced to include in 
the FTA an IP Chapter, it is expected that institutions will become more cautious on the 
type of ICT product that they purchase, for fear of facing severe infringement penalties 
(Department of Foreign Affairs and Trade, 2004).  
 
Other than the MIN industry, positive εICTICT coefficient values only arose for the 
majority of the industries in the 2000-02 sub-period, with only a minority of industries 
having positive values from 1990-99 onwards. These own-price elasticity of substitution 
values are also relatively low, showing low ICT demand reactions to its own price 
changes, but we believe would have changed to be more sensitive post 2002.   
 
The service sector regression results produced a majority of negative εLL coefficients with 
“cultural and recreational services” (CRS) displaying positive values till the 1990-99 sub-
period. The CRS industry also had positive εLL coefficients for the earlier two regressions. 
As for the remaining four industries, their mean εLL coefficient values were all negative 
but relatively small, falling within the range of -0.09 to -0.06. Our service sector results 
produced more consistent own-price elasticity of labour substitution, where labour 
demand abides by a downward sloping curve. A point to note however is that the εLL 
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coefficients are all rather small. This may be the nature of the sector where labour is 
critical to production, hence labour price has small effects on labour demand. 
 
Both the εICTL and εLICT coefficients for the service sector pool results were negative, 
reaffirming the substitutability relationship between labour and ICT capital in the service 
industries. The mean εICTL coefficient values are similar to those estimated from 
individual industry results, within the boundaries of -0.22 and -0.11. All the industries 
displayed increasing substitutability effects from 1975-79 to 2000-02 sub-period. In 
1975-79, εICTL coefficients ranged from -0.14 to -0.03 and by 2000-02 they laid in the 
range of -0.60 to -0.43. The service sector invests the most in ICT capital and is the most 
intensive user of high technology, therefore ICT investments can be used to offset 
fluctuations in labour prices. The elasticity results for this third regression model 
produced εICTL coefficients that were most negative for the “accommodation, cafes and 
restaurants” (ACR) and CRS industries from the year 2000 onwards. The ACR industry 
had a high ICT price elasticity of substitution of -0.605 in the 2000-02 sub-period while 
CRS had an elasticity of -0.59 in the same period. This is a reflection of the growing 
reliance that these two industries have on ICT capital and the high labour substitution 
effects. 
 
From Figure 5.3, we are able to observe that CRS has the slowest rate of ICT per labour 
growth from 1975-2002. Even though its εICTL coefficients are negative, the industry has 
not been accruing ICT capital at an equally fast pace as the other service industries. 
Looking at Figure 5.4 below, CRS is the industry with the sharpest increase in labour 
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growth and this is probably the result of the slow wage changes occurring over the 
decade. In Figure 5.1 we see that CRS has the least wage movement in the service sector, 
which most likely explains the increasing labour demand amidst high labour and ICT 
capital substitution effects. However, if wages started to climb, it may prove detrimental 
to labour as producers start substituting the more expensive labour for the cheaper ICT 
capital. 
 
As we move on to evaluate the εLICT coefficients, which measures the elasticity of 
substitution between price of ICT capital and labour demand, we are again met with high 
elasticity of substitution for the TS industry in the initial four years of our data sample 
before it falls in the next two decades then rises again in 2000-02. This trend was 
repeated in the first two estimations and TS was amongst the other two industries – AGRI 
and MIN that followed this same consistent pattern for all three different pooling 
estimations. The results in the service sector pool are closely following the results from 
the individual industry regression. The εLICT coefficients for the remaining four service 
industries started with slightly elevated negative ICT price elasticity in the 1975-79 sub-
period, which fell slightly come the eighties then rose again in the nineties and new 
millennium. Only WHR and TS industries had falling εLICT coefficient values through to 
the nineties, before picking up again in 2000.  
 
This pattern in εLICT coefficients is indicative of the higher ICT capital price sensitivity to 
labour demand in the service sectors from the early sub-periods. As the price of ICT 
capital continued to fall, the effect of ICT prices on labour demand became less important 
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till the nineties where price sensitivity increased again. This is most likely attributed to 
the increased sophistication of ICT products and its enhanced ability to substitute labour. 
 
When we look at the total number of workers hired per major industry in Figure 5.4 
below, we are able to observe that the number of workers is on the gradual increase, 
particularly for the service-oriented sectors. A note of caution when evaluating actual 
labour in the industries is that here, several industries are categorised differently from our 
data’s industries but I have tried to match the economic activities as closely to those 
defined in our data. However, labour statistics presented in Figure 5.4 below are not 
entirely consistent with our data’s industry classification.  For example, here CRS from 
1975-1988 covers “community, social and personal services” which include defence, 
categorised under ISIC—Rev.2, Major Division 9. Defence covers a significant number 
of actual labour, therefore the graph would not be an accurate depiction of number of 
workers from only the “cultural and recreational services” industry. Then to continue 
with this similar categorisation, from 1988-2002 CRS covered five different tabulations 
as defined under ISIC—Rev.3. The discrepancy is due to the International Labour 
Organisation (ILO) changing their economic activities categorisation, which 
disaggregated the service sector data in the eighties. Another point to note is the dip in 
WHR&ACR data in 1988. Before the date, ACR was included in the same category as 
WHR and after the change in categorisation, ACR was reported separately, but we have 
combined the two industries’ labour statistics in order to keep with the categorisation 
consistency pre-1988. TS and COMM industries are also considered together under the 
same ISIC—Rev.3 tabulation. 
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Having understood this data discrepancy between this paper’s definition of industries and 
the definitions under the ISIC categorisation, we are still able to extract some useful 
insights from Figure 5.4. The increasing trend in the total number of workers hired is 
clearly more prominent in the service sector compared to the non-service sector. AGRI, 
MIN, MAN industries displayed stagnant and even decreasing growth, whereas 
TS&COMM and CON had slight total labour increment while CRS and FI displayed the 
sharpest growth in total number of workers. 
 
The mean εLICT coefficient values are relatively lower in the service sectors compared to 
the non-service sector, indicating the lower price sensitivity of ICT capital on labour 
demand. Hence, amidst falling ICT prices actual labour was not falling in the service 
sector since the substitutability effect between the two inputs is small. As for the non-
service sector, AGRI and MIN have the most negative εLICT coefficients and from Figure 
5.4, we can observe that their curves’ gradients are flat or slightly sloping, displaying 
stagnant or declining labour growth and substantiating our elasticity results of ICT capital 
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The individual industries and non-service and service sector pool results produce rather 
similar conclusions. The all industry pool estimation may be over-generalising industry 
differences and for our next section below on productivity measures, we will only 
consider results from the individual industry regressions and the non-service and service 
sector pool results. 
5.3 Measuring Primal and Dual Productivity Estimates 
 
Our measures of productivity here are following the formulas presented in equation (8). 
They are measures of productivity growth of output (primal approach) and the rate at 
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which inputs can be reduced given unchanged output and cost measures (dual approach). 
Our productivity estimates are taken from the short-run variable cost function’s 
parameter estimates and variables’ mean values. The productivity effects on output 
growth and input cost reductions are reported in Table 5.7, where both the primal and 
dual measures provide rather dissimilar estimates. However, majority of them possess the 
same signs, indicating the same direction of productivity growth. Only AGRI had 
positive output productivity growth but negative input cost savings and CRS had the 
reverse signs from AGRI. When we turn to examine our results from our non-service and 
service sector pools (Table 5.8), AGRI had both positive primal and dual measures of 
0.020 and 0.018 respectively, whereas CRS had negative corresponding values of -0.251 
and -0.158. From our equation specification of primal and dual productivity effects, 
negative values indicate declining output growth and increasing input costs while positive 
values represent increasing output growth and decreasing input costs, ceteris paribus.  
 
Table 5.7: Productivity Effects from Output Growth and Input Cost Reduction  
Obs Primal Dual 
AGRI 0.724 -0.082 
MAN 0.023 0.182 
MIN 0.278 3.262 
CON -0.068 -0.035 
COM 0.044 0.056 
WHR -0.203 -0.055 
FI -0.094 -0.074 
ACR -0.368 -0.442 
TS -1.166 -0.065 
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Table 5.8: Productivity Effects (Sector Pool Measure) 
Non-Service Pool 
Measure  
Service Pool Measure 
Obs 
Primal Dual   
Obs 
Primal Dual 
AGRI 0.020 0.018  WHR -0.569 -0.110 
MAN -0.135 -0.08  FI -0.203 -0.136 
MIN 0.018 0.014  ACR -0.061 -0.136 
CON -0.010 -0.075  TS 0.056 0.008 
COM 0.015 0.011   CRS -0.251 -0.158 
 
The slight variation between the primal and dual estimates in the individual industry 
estimation can be disconcerting in our short-run variable cost study of productivity. Since 
our productivity measures do not include scale economies or any convergence to long-run 
equilibrium values, we should expect our primal and dual estimates to be similar but this 
is not necessarily true. Differences between the two productivity measures can be a result 
of capacity utilisation bias (Morrison, 1986). Their differences though, are not 
consistently large across all the industries and are even highly similar in the sector pool 
results, which can be seen in Table 5.8. All the estimates in the non-service sector pool 
results have smaller variations between their primal and dual productivity measures and 
also have the same signs. The service-sector pool too has smaller differences between 
their primal and dual measures, compared to their productivity effects obtained from the 
individual industry regression in Table 5.7. The discrepancies between our primal and 
dual measures in the service sector are however, still larger than the non-service sector. 
Primal measure of productivity for the FI industry was -0.203 but its dual measure was    
-0.136, while WHR had primal and dual estimates of -0.57 and -0.11 respectively.   
 
This may be attributed to data issues involving service industries, which are notorious for 
having output that are difficult to quantify and measure. Due to the sector’s heavy 
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investment in ICT capital, input costs are also challenging to calculate amidst falling ICT 
prices; this was also occurring at a time where the ABS was readjusting their HT price 
deflators and experimenting on using hedonic price indexes. 
 
Another possible explanation lies with the service sector’s higher capacity utilisation 
deviation from unity, which was noted in Morrison (1986) to cause differences in primal 
and dual estimates. In this sector, the use of non-ICT capital could be having a heavier 
impact on the cost shares of the other variable inputs, resulting in the revaluation of the 
weights given to each input factor. While measuring the primal productivity effects, all 
input factor shares are taken to be constant, as average annual growth in output is 
assessed. This explains how our dual estimates can vary from the primal estimates since 
the former takes into account the growth effects of all production inputs, whereas the 
primal estimates consider the inputs as constant values.   
 
5.3.1 Productivity Effects in the Non-Service Sector 
 
When we give a closer examination to our results in Table 5.8, the non-service related 
sector, AGRI, MIN and COMM had positive primal and dual productivity effects, 
averaging between 0.02 to 0.015 and 0.018 and 0.011 respectively. These are also the 
industries with one of the highest elasticity of substitution between labour and ICT 
capital. From Figure 5.4, AGRI, MIN and TS & COMM industries had the highest 
proportion of ICT capital to total number of workers from 1975 onwards. Although the 
rate of increase of this proportion, throughout the twenty-seven years, was low for the 
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AGRI industry, because the high concentration of ICT capital started early in the 
seventies, relative to the other industries, there were productivity gains to be reaped 
twenty years down the road, albeit their average productivity effects were small. 
 
Although only 20% of the farming establishments had Internet access by 1999, due to the 
nature of their business, Internet per se was unessential to productivity growth. There is a 
strong correlation between the size of farm establishments and the uptake of HT products 
and from the seventies farms were already consolidating, resulting in a higher general 
acceptance of HT goods (Eustace, 2004). For the AGRI industry, the impact of ICT 
investments on productivity laid more in the purchasing of computers, HT machineries 
and their complementing software, rather than in the use of Internet access. 
 
As was discussed in the earlier section about the MIN industry, it is one of the earliest 
industries to embrace HT, due to the competitive nature of their business environment. It 
lacked government protection and faced harsh competition from neighbouring mining 
countries, hence cost competitiveness and labour efficiency were its only survival tools. 
From Figure 5.4, MIN had the highest proportion of ICT capital per worker until 1991 
where it was overtaken by COMM industry, and from our industry pool productivity 
growth estimates (Table 5.8 below), the MIN industry had an average output side 
productivity measure of 0.018 and average input cost savings of 0.014, while COMM 
industry had primal and dual growth rates of 0.015 and 0.011 respectively.  
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The COMM industry also started early in its high proportion of ICT capital to labour, but 
only in the nineties did it overtake MIN to be the industry with the highest concentration 
of ICT capital per worker. This could be the reason as to why COMM has a slightly 
lower average annual productivity growth than AGRI and MIN. It is possible that if we 
estimated sub-period productivity growth, COMM would surface as the industry with 
highest productivity levels in the nineties and new millennium.  
 
Both MAN and CON showed negative average productivity growths. MAN had output 
productivity of -0.014 and input cost productivity of -0.008 while CON had -0.01 growth 
in output and -0.008 reduction in input costs. From an ABS National Accounts report on 
relative sectoral growth rates (Figure 4.5), these two industries had the lowest level of 
industry output growth. Although they had positive annual growths, they were the lowest 
amongst all the industries reviewed. However, our primal and dual estimates reflect that 
pure time related technical advancement alone did not contribute to output productivity or 
to input cost reduction. This does not eradicate the presence of technical efficiency, 
which could be showing up in the form of capital embedded technology, improved 
customer satisfaction, increased labour efficiency from the use of embedded technology, 
and other intangible social benefits. For example, improved machinery which is more 
reliable and efficient will not be regarded as ICT capital, but will bring significant 
improvements to production and labour working hours. Looking at Figure 5.5 below, we 
can see the distinct downward sloping pattern in number of hours worked by workers in 
the MAN industry. The Productivity Commission announced in 2003 that the MAN 
industry “missed out on the (multifactor) productivity surge apparent in the market 
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sector” in the nineties, which could be why our primal estimates too are showing negative 
productivity growth effects.  
 















AGRI MIN MAN CON WHR ACR FI TS COMM CRS
 
 
5.3.2 Productivity Effects in the Service Sector 
 
Analyzing the service sector pool is more challenging than the non-service sector. All the 
industries have negative primal and dual productivity growth rates, save for TS industry 
that had average primal rates of 0.056 and dual rates of 0.008. From primal and dual 
productivity rates themselves it is impossible for us to conclude that ICT capital has been 
unproductive in these sectors. The primal measure accounts for growth in output, holding 
all other production variables constant while the dual measure calculates the average 
reduction in all inputs, ceteris paribus. Negative productivity may very well be an 
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indication of declining labour productivity or non-performing non-ICT capital. The 
positive productivity rates of the TS industry could be attributed to the increasing 
productivity of its non-ICT capital, especially since this industry had the highest gross 
amount of non-ICT capital for all twenty-seven years of our observations and its change 
in the proportion of ICT capital to total capital (Figure 4.2) remained almost flat. This 
does not understate the importance or ICT capital investments to the TS industry but 
using this primal and dual productivity measure we are unable to isolate the productivity 
contributions from ICT capital. 
 
Other than the COMM industry that had an exponential increase in its proportion of ICT 
capital to total capital investments that started from the mid-eighties (Figure 4.2), the 
other remaining industries had rather gradual increments till the mid-nineties where FI’s 
proportion started to increase steeply. WHR also had an increasing proportion of ICT 
capital to total capital but at a more consistent pace throughout our time period. It could 
be the case that the service sector is not experiencing output productivity gains and input 
cost reductions like the non-service sector is. Also, productivity gains from the use of 
ICT input may not be showing up yet especially since the service sector did not start its 
rapid ICT capital accumulation till the nineties, whereas for the AGRI and MIN 
industries, ICT accumulation was already on path in the seventies. 
 
Both the “cultural and recreational services” (CRS) and “accommodation, cafes and 
restaurants” (ACR) industries have one of the highest negative productivity in all our 
industries combined. Several reasons can be attributed to this. One is that these two 
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industries are actually facing barren productivity gains from output and factor inputs 
reduction. The ACR industry is dominated by small and medium enterprises (SME) and it 
may not be possible to reduce factor inputs while at the same time keeping output and 
costs constant, without compromising on quality. From Figure 5.5 above, CRS and ACR 
industries had on average twenty hours work week, even till the nineties, the lowest 
number of working hours in our ten industries. We are not able to obtain data on actual 
number of workers specific to the CRS and ACR industries. As reported in Figure 5.4, 
CRS includes “defence services” and ACR is grouped together with WHR, therefore we 
are unable to calculate the relative change in number of hours worked per labour over the 
twenty-seven years. Nonetheless, this is an industry that relies heavily on reputation and 
quality, intangible assets that help enhance their profitability, which come mainly from 
services provided by its labour. An increase in labour productivity can also be viewed as 
a decline in service quality as less time and attention is given to each customer. 
 
This brings us to the second point. It is difficult to accurately account for all the output 
generated from services provided by these industries. For example in CRS industry, 
which also maintains the national parks and recreational areas, access to the use of 
several facilities is free and holiday-makers gain considerable satisfaction from it, but all 
at a cost to a growing team of employees from the Parks and Recreational Services. The 
number of employees hired cannot be reduced if all the parks need to be maintained but 
the output generated by these same employees is almost negligible, deeming them to be 
unproductive under our primal definition of productivity. The ABS also does not have 
“meaningful measures of labour productivity” for these public goods related sector 
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because output growth is measured using labour input indicators, due to the lack of 
proper output indicators (ABS, Year Book Australia, 2002). 
 
Three, there may be scale economies or spill-over effects that these two industries are 
enjoying but are not captured in the primal and dual productivity measures. The 
contribution of ICT capital to productivity gains is not clear either as factor inputs here 
include labour and non-ICT capital as well. This same argument applies to all the other 
industries. Just because they have negative average annual primal and dual productivity 
growths does not mean that multi-factor productivity or network effects from the 
increasing use of ICT capital are not present. Our strict measure of productivity here 
accounts only for increases in output and reduction in input costs, ceteris paribus. Pure 
technological advancement however, will affect our primal and dual productivity 
measures. Its effect will be discussed in the following section on Hick’s neutrality of 
technological change. 
 
Similar to the elasticity of substitution estimates, results of our primal and dual 
productivities are more consistent in the sectoral pool regression than in the individual 
industry regression. When similar industries are grouped, the heterogeneity problem is 
reduced while at the same time we stand to gain from additional inter-industry 
relationship information.   
 
After conducting three different regressions: individual industry regression, all industry 
pool regression and non-service sector pool and service sector pool regressions, the latter 
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has provided us with the most consistent results, in both our elasticity estimates and 
productivity measures.  
 
5.4 Specification Tests 
 
Following from the null hypothesis set up in equation (15), a joint Wald test was 
conducted to determine the significance of including two time trend variables in our 
regression models and all but two industries, AGRI and TS, rejected the null hypothesis 
of both time variables being jointly insignificant.18 The individual industry results are 
presented in Table 5.9 below. Although the absolute coefficient values of the t and t2 
parameters are small, they cannot be omitted from our regressions. They capture certain 
trends through time and may have joint significance with the other parameters of the 
regression model. Table 5.10 reports our time hypothesis tests for our pooled regressions, 
the all industry pool, non-service sector pool and service sector pool. Only the non-
service sector pool could not reject our null hypothesis of joint time coefficients 
significance at the 5% level. The χ2 value was 2.07, falling short of the critical χ2 (2) 
value of 5.99.  
 
In Tables 5.11 and 5.12, they are results from our specification tests for all three 
regression models. A likelihood ratio test was conducted, where its test statistic had a χ2 
distribution with its degree of freedom equal to the number of restrictions.19 As can be 
                                               
18 Appendix A gives the formulation of the Wald test as described in Griffiths et. al. (1993). 
19 A more thorough explanation of the likelihood test is provided in Griffiths et. al. (1993) and is briefly 
explained in Appendix A. 
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seen from their chi-squared values, all the industries rejected a constant returns to scale 
model specification. These industries may be experiencing some form of increasing 
returns to scale but we have not attempted to measure that and could be an interesting 
extension from this paper’s results, especially since our productivity measures here do 
not take economies of scale into account. However, as was explained, economies of scale 
have to be measured using the long-run value of our quasi-fixed capital, which we do not 
have, and with only short-run quantity values of capital, we will not be able to measure 
actual scale economies.  
 
The more commonly used Cobb-Douglas model was also rejected for all our industries 
and in all three regression model variations. Our results do not undermine the 
effectiveness of the Cobb-Douglas model but rather justifies the use of our translog cost 
function, given our available data and our regression model specification. The translog 
cost function is more flexible and allows for varying returns, while at the same time 
allowing for varying elasticity of substitution to be calculated. Comparing this to another 
more frequently used constant elasticity of substitution (CES) model, this translog 
function may be more suited for our study of ICT and labour complementarity.  
 
Table 5.9: Time Trend Wald Test (Individual Industry) 
  H0: φT= φTT=0 
 χ2 (2) Values  Probability 
AGRI 2.49 0.28 
MAN 35.55 0 
MIN 12.31 0.002 
CON 148.32 0 
COMM 48.93 0 
WHR 118.82 0 
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FI 187.46 0 
ACR 9.39 0.009 
TS 0.45 0.79 
CRS 23.58 0 
 
Table 5.10: Time Trend Wald Test (Pool Regression) 
  H0: φT= φTT=0 
 χ2 (2) Values  Probability 
Pool 50.34 0 
NonSVS 2.07 0.35 
SVS 371.44 0 
 
Table 5.11: Specification Tests (Individual Industry Regression) 
 Constant Returns to Scale Cobb-Douglas Specification 
 H0: αY = 1, βYY = γLY = γYT = 0 H0: βLL = βYY = γLY = γLK = γLT = 0 
 χ2 (4) Values  Probability χ2 (5) Values  Probability  
AGRI 766.38 0 284.48 0  
MAN 32.39 0 189.34 0  
MIN 201.57 0 95.73 0  
CON 36.49 0 505.97 0  
COM 43.28 0 111.30 0  
WHR 41.59 0 440.32 0  
FI 46.16 0 263.58 0  
ACR 58.53 0 199.23 0  
TS 55.92 0 338.25 0  
CRS 37.42 0 113.56 0   
 
Table 5.12: Specification Tests (Pool Regression) 
 Constant Returns to Scale Cobb-Douglas Specification 
 H0: αY = 1, βYY = γLY = γYT = 0 H0: βLL = βYY = γLY = γLK = γLT = 0 
 χ2 (4) Values  Probability χ2 (5) Values  Probability  
Pool 1891.14 0 3669.38 0  
NonSVS 866.08 0 2442.33 0  
SVS 2793.44 0 4488.87 0   
 
The hypothesis of Hick’s neutrality of technological change will provide us with 
statistical evidence on the presence of any input related bias that technological 
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advancement is having on the industries. All the tests are carried out with a Wald test that 
is asymptotically χ2 distributed under the null hypothesis. At a 5% level of significance 
and a 1 degree of freedom, the test statistic critical value is 3.841. 
 
All our industries are able to reject our null hypothesis of Hick’s neutrality technological 
change, except for AGRI and TS from the individual regression results. First considering 
the individual industry results, majority of our industries displayed labour-saving 
technological change. The labour-saving effects are however, small in absolute values. 
Across those industries that had negative γLT coefficients, their values ranged from -0.032 
to -0.01. There was only one industry that had labour-using technical change over time 
and that was MIN with a γLT coefficient of 0.01.  
 
The converse would then hold true when we look at time-related technological change on 
the effects of ICT capital use. For those industries that had labour-saving effects, they 
also had ICT capital-using effects. Time specific technical advancement required the use 
of more ICT capital but less labour. Again, only MIN had ICT capital-saving bias. 
Technological change has caused a biased shift in the industries’ isoquants, resulting in 
the marginal rates of substitution between labour and ICT capital to change over time.  
 
MIN industry’s labour-using and ICT-saving results are contrary to Shebeb’s (2002) 
results from the Australian gold mining industry. However, it should be noted that 
Shebeb’s data included only the gold mining industry, not the aggregated mining industry 
and his variable inputs were labour, energy and intermediate inputs, with capital stock as 
  117 
a quasi-fixed input. The labour-saving effect was significant and had a value of -0.024. 
Shebeb also found positive productivity growth in the sixties and seventies but by the 
eighties and early nineties, the gold mining industry faced declining technological change 
and increasing costs of production. 
 
Now as we look at our pool results, all three pool regressions could not accept the null of 
Hick’s neutrality again, at the 5% level of significance. Both the all industry pool and 
service sector pool had labour-saving effects of -0.005 and -0.014 respectively, while the 
non-service sector pool had labour-using effects of 0.004. This implies that under 
technological advancement, factor share cost of labour increased for all our five 
industries in the non-service sector, while share cost of ICT capital fell. The AGRI and 
MIN industries could have caused this input-biased swing for the MAN, CON and 
COMM industries in the non-service sector, because the three latter industries were faced 
with decreasing share cost of labour using individual industry regression results to 
estimate the significance of Hick’s neutrality of technological growth. 
 
Technological changes can be viewed to be labour productive for the majority of the 
industries except MIN, and for the non-service sector pool. This may also be an 
indication of the advanced technologies used by the majority of the industries, that they 
are inefficient in reducing the share costs of ICT capital. On the flip side of the coin, 
positive γLT coefficients are a result of increasing cost expenditure on ICT capital, or 
rather in order for technical change to take place, investments in HT products are 
essential, hence the increasing share cost of ICT capital. This is most likely the case 
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scenario where technological advancement has caused a cost bias in the industries’ 
inputs. Technological change over time has resulted in a general reduction in labour share 
cost but an increase in ICT share cost, which is expected since much technological 
advancement is embedded in ICT capital. 
 
For majority of our individual industry results, technical changes through time have been 
efficient in reducing the share cost of labour; and in order for technical effects to 
continuously have a positive influence on industries’ cost of production, share cost of 
ICT capital has to increase alongside. The non-service sector results show that technical 
changes through time have labour-using and ICT capital-saving effects, but this may be 
due to AGRI and MIN’s stronger labour-using factors that are out-weighing the 
remaining three non-service industries’ labour-saving factors. 
 
From Table 5.13 at the 5% level of significance, we are unable to reject the null 
hypothesis of any input capacity utilization bias for six of our industries. When an extra 
unit of quasi-fixed capital is added into production, there is no consequence on the share 
costs of the other variable inputs, or rather there is neutral capacity utilization effects for 
MAN, COMM, WHR, FI, TS and CRS industries. For those industries that rejected the 
null hypothesis, employing an additional unit of non-ICT capital had labour-saving 
effects that ranged from -0.28 to -0.083. The converse would be that utilizing more non-
ICT capital causes the share cost of ICT capital to increase. This could be attributed to 
the complementarity of the two types of capital. In our era of sophisticated automated 
machineries, it is likely that they are coupled with equally sophisticated software or 
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requires the functionality of some form of ICT capital to effectively operate them. 
Therefore, for AGRI, MIN, CON and ACR industries that had significant capacity 
utilization bias, demand for labour fell but demand for ICT capital increased.  
 
Table 5.13: Hick’s and Capacity Utilization Neutrality (Individual Regression) 
  Hick's Neutrality Capacity Utilization Bias 
 H0: γLT = 0 H0: γLKN = 0 
 χ2 (1)   Prob χ2 (1)   Prob 
AGRI 2.318 0.13 24.96 0 
MAN 24.07 0 2.04 0.15 
MIN 5.15 0.02 9.45 0.002 
CON 135.53 0 14.59 0 
COMM 16.70 0 0.10 0.75 
WHR 89.79 0 0.88 0.35 
FI 80.86 0 2.914 0.08 
ACR 21.33 0 15.68 0 
TS 0.004 0.95 2.79 0.09 
CRS 4.45 0.035 0.029 0.86 
 
In our pooled regression results in Table 5.14, again at the 5% level of significance, the 
all industry pool, non-service sector pool and service sector pool found statistical reason 
to reject the null of neutral capacity utilization bias. All our three results consistently 
displayed labour-saving and ICT capital-using effects that ranged from -0.066 to -0.015. 
The pooled effects are however small, but our capacity utilization biasedness conclusion 
is consistent.  
Table 5.14: Hick’s and Capacity Utilisation Neutrality (Pool Regression) 
  Hick's Neutrality Capacity Utilisation Bias 
 H0: γLT = 0 H0: γLKN = 0 
 χ2 (1)   Prob χ2 (1)   Prob 
Pool 13.80 0 18.25 0 
NonSVS 4.54 0.03 44.79 0 
SVS 73.11 0 4.20 0.04 
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When the individual industry regression results were used, majority of the service-
oriented industries faced neutral capacity utilization input bias, but when the data was 
pooled, the service sector showed labour-saving biasedness at the 5% level of 
significance. However, when we changed our χ2 critical value to 5.02, at the 2.5% level 
of significance, the service sector would find no reason to reject the null hypothesis. The 
majority of non-service oriented industries in the individual industry results displayed 
labour-saving capacity utilization biasedness, just as what was shown in our non-service 
sector pool results. This is reason for us to conclude that in the short-run ICT capital and 
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6. POSSIBLE POLICY IMPLICATIONS AND EXTENSION 
 
“Australia’s efficiency gains have predominantly come from restructuring and 
modernising production. This is consistent with the view that Australia has embarked on 
a much-delayed process of catch-up, rather than found some technological 
breakthrough(s) as a source of rapid productivity growth.” 
 D. Parham, 2002 
 
Our results have shown that in almost all sectors of the economy, labour and ICT capital 
are substitutes. However, labour demand is not as reactive to changes in ICT prices as 
ICT demand is to changes in labour prices, as we move further into the future. Based on 
our sub-period elasticity of substitution estimates, the increasing negativity of the εICTL 
coefficients is an indication of the necessity to stabilize wages; otherwise industries can 
quickly substitute their labour for more ICT capital. This is the time of the New Economy 
where if labour is too expensive, it can be easily made redundant and substituted for high 
technology goods that are as efficient in producing output as labour itself. 
 
A consoling thought to this New Economy input substitution paradigm is that labour 
demand is not highly sensitive to changes in ICT capital prices. This is evident through 
our relatively stable εLICT coefficient values. Amidst falling computer and semiconductor 
chip prices, total number of workers participating in the work force has not fallen, and 
this is likely due to the importance of labour, or human capital in having the ‘know how’ 
to maximise ICT to its full potential.  
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There are several policy options that government bodies can consider to undertake. Since 
it is becoming easier and faster to substitute ICT capital for labour, there should be an 
increased awareness for shaping a more skilled and higher-trained workforce. As workers 
become redundant due to the overtaking of high technology products, agencies have to be 
formed to help re-train and re-skill this set of labour. Otherwise, subsidies can be offered 
to encourage firms to assist their employees in remaining employable. Already there are 
programmes meant for such purposes, like the Training Guarantee Levy so government 
bodies can leverage off them and refocus their policies to stress the growing importance 
of human capital (Department of Industry, Technology and Commerce, 1993).  
 
Since we know that too high labour prices can result in labour attrition, wages given by 
firms can be restructured to minimise the burden on firms during recession times but yet 
beneficial to employees during boom times. With a variable factor pegged to a worker’s 
annual pay, firms are then given greater flexibility to reallocate their funds depending on 
revenue variability. This can mitigate the problem of highly paid senior employees that 
are no longer efficient; so instead of rendering them unproductive, with a variable wage 
component the firm can continue to retain them without accruing a huge liability. At least 
‘expensive’ workers are not replaced and are given the chance to re-learn and to 
accumulate knowledge so as to complement the new technology used, rather than be 
replaced by it.  
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From our productivity measures, the non-service sector provides positive productivity 
effects, both in cost savings and input reduction. As was explained in the 1993 
Department of Industry, Technology and Commerce study, many non-service industries, 
particularly in manufacturing, have not only adopted new technology but they have also 
incorporated new management and organisational structures that accompany the efficient 
use of such HT goods. They have flattened their organisational hierarchies and re-shaped 
their distributional functions, and are moving toward a skills-based paradigm. 
 
All of this will not be possible without consensual industrial relations, which again can be 
encouraged and fostered by certain government agencies. Gretton, Gali and Parham 
(2003) found that the take-up of ICT capital was correlated to firms that were undergoing 
organisational restructuring. When firms are more receptive to change they are more 
likely to benefit from the use of ICT capital.  
 
The next important aspect to efficient take-up and diffusion of ICT capital is a structured 
and competitive environment built and maintained by the Australian economy. This 
responsibility inevitably lies with the Government. They do not necessarily have to take 
on the cost burdens but their planning on nation-wide capability to support advanced 
telecommunication facilities and to promote innovation is essential. There has to be 
technology adaptability and standards across all industries that will assist in the effective 
diffusion of knowledge and information. Undoubtedly, a conducive economic 
environment with a stable political system and sound policy management is critical in 
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attracting new investments and new technology into the country, especially since 
Australia is a big net importer of ICT goods.  
 
As was explained by the Chairman of the Productivity Commission, Government 
intervention is not warranted at this stage as firms already have the sound foundation  
required to absorb and implement ICT goods effectively. However, if Australia decides to 
be a net exporter of ICT goods, Government intervention would then be inevitable. 
Incentives would first need to be dished out to attract the skilled and high-order 
management required to develop and innovate the new technology before a sustainable 
market of advanced technological development and thought, as like the Silicon Valley in 
the US, is established. This could be a costly and time consuming process, which may not 
bring about net economic benefits in the long-run.  
 
The introduction of new technology goes through a long process, starting from the 
recognition of the need for ICT use to the purchasing of the right software programmes to 
the implementation and integration of the new technology into the company’s business 
structure. At times government owned enterprises are slow to restructure and implement 
change, compared to smaller and more competitive companies (Radulovic, 2003). This is 
reason to foster a more competitive market in order to assist the dynamic diffusion and 
share of technology ‘know-how’, so as to maximise potential inter and intra industry 
network effects.   
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The Australian government has to expedite their legislative reforms as their tax revenue 
comes under threat. This is occurring at a time where local enterprises are moving their 
logistics and business transactions to lower cost countries, which are also usually, 
associated with lower corporate tax brackets. As new industrialising Asian countries 
emerge strong in the regional markets, Australia has to pick up its pace and start 
promoting a multimedia platform and commercial marketplace that is “based on an open 
access and open standards environment” (Buckeridge, 1997). This will bring the country 
a notch above its offshore competitors, but the Commonwealth Government still has to 
work closely with the business community to facilitate and provide the infrastructure for 
such a commercial structure, without market boundaries, to be in play. 
 
There are several avenues of extension from our paper. First, we can make use of human 
capital data and include that in our translog cost function as another variable input, 
together with non-human capital labour and ICT capital. This will definitely give us a 
clearer perspective of the elasticity of substitution between human capital and ICT 
capital. We will most likely expect human capital to be at least slightly complementary 
with ICT capital, where the rise in human capital price will not result in an increase in 
ICT demand. It will also shed light on the own-price elasticity of substitution of human 
capital, where there could be a possibility of the conventional downward sloping demand 
curve being violated. Some employers might perceive workers who demand more pay to 
be more skilled than another who demands less, especially when the job requires a highly 
skilled worker to do technically rigorous tasks. Human capital data has not been 
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disaggregated into the industries that we have considered in this paper and it does not 
extend to as far back as 1975.  
 
In a survey on Japanese manufacturing firms, it was found that “information networks 
complement white-collar jobs but substituted for blue-collar job” (McGuckin and Stiroh, 
2001). This is likely the effect of high technology products, where technology skills are 
crucial for job security in the new millennium, and the hard reality of it is that if workers 
are holding jobs that can be substituted by machines, they will be. The social effects to 
this changing trend should also be explored, where the older, less skilled workers are 
being threatened by technology. Facing an ageing population, Australia must address the 
adjustment issues for those displaced from traditional jobs.  
 
A second area of extension will be to include energy input that includes electricity and 
fuel and intermediate inputs into the cost function. Australia, rich in its natural resources 
and with the largest mining firm, BHP, in the world under its belt, these are two critical 
inputs which we cannot ignore. Our sufficient restrictions imposed will no longer be valid 
and our input elasticity substitution effects could be altered, perhaps even changing the 
substitutability relationship between labour and ICT capital.  
 
Another branch from this paper would be to calculate the long-run optimal level of non-
ICT capital, or KN*. As was discussed in section 3.1, with only the short-run level of KN, 
we are unable to accurately derive estimates for scale economies. Employing iterative 
techniques to solve the envelope condition, the equilibrium capacity level can be derived 
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and long-run scale economies can be found for all our respective industries.20 Also, we 
would be able to measure the extent of capacity utilisation in the short-run and determine 
the equilibrium path for non-ICT capital. It is unlikely that industries will be on their 
optimal capital stock path, but knowing their shortfalls or over investments in 
conventional capital stock can help assist in bringing the industries closer to resource 
allocation efficiency. 
 
Our measure of productivity growth does not include clear technological improvements. 
It does not accurately capture multifactor productivity either, which will include spillover 
effects and the commonly expected network effects reaped from increased Internet usage 
and similar software integration. Our primal and dual estimates have capacity utilisation 
deviating from its long-run value, hence our productivity estimates will include this 
capacity utilisation bias, producing measures of productivity that may be inaccurate. As 
proposed by Morrison (1986), dynamic optimisation can produce productivity estimates 
that preclude quasi-fixed capital’s adjustment costs, giving a “pure” productivity growth 
measure for the long-run. However, for the purpose of finding out short-run output and 
input reduction productivity effects, our primal and dual measurements will suffice.  
 
A caveat to using aggregated industry data is that there are wide differences in 
productivity gains from ICT use among firms, and industry averages can disguise this 
disparity. Also, aggregate productivity is not a mere aggregation of all firms within the 
industry but it combines inter-industry reallocation issues as well (Diewert, 2000). 
                                               







will give us long-run equilibrium levels of KN*. 
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Therefore sometimes during periods of structural unemployment where labour may be 
moving between industries, this issue of reallocation of resources arises and it can cause 
distortions in productivity estimates and imprecise cross-industry comparisons.   
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7. CONCLUDING REMARKS 
 
“Not all change is positive, and not all change is positive for everyone…the largest effect 
may come from our physical, social and economic environment which impose on us 
higher expenditures necessary to keep up with our previously achieved utility levels.” 
R.J. Gordon, Z. Griliches, 1997 
 
Understanding our past can help us tackle certain issues encountered in the future. When 
we analyse the average industries’ price elasticity of substitution, we are introduced to 
just one jigsaw in the whole picture. As we delve further into sub-periods’ input 
substitution relationships, the jigsaw begins to tell a truer story. The main focus of our 
paper lies in our analysis of the changing patterns of the substitutability relationship 
between labour and ICT capital through the twenty-seven years of our observation.  
 
All our three regression methods – individual industry, all industry pool, non-service 
sector and service sector pool gave similar price elasticity estimates, however the pooled 
data produced more significant regression coefficient estimates, compared to the 
individual industry estimates. Within the pooled results, although the elasticity estimates 
are similar and the trends are the same, the non-service and service sector pools are 
preferred to the all industry pool results. The different methods of regression are to 
ensure robustness and the segmented pool results are preferred because of higher 
regression R2 values and lower regression standard errors. For this reason, we will 
conclude with our results from the two segments of the economy. 
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Both the two sectors of the economy faced increasing substitutability effects between the 
price of labour and the demand of ICT capital, with the exception of the COMM industry 
that had a complementary relationship between the price of labour and ICT capital. 
Although the COMM industry displayed positive average price elasticity of substitution, 
over our sub-periods this complementarity effect is diminishing, seeing the εICTL 
coefficient fall from 0.05 in sub-period 1975-79 to 0 by the 2000-02 sub-period. The 
positive cross-price elasticity of substitution substantiates our earlier argument on the 
importance of skilled labour on the effective use of ICT capital. The COMM industry is 
the only industry where there is empirical evidence to suggest that ICT capital has labour 
augmenting effects. And from 1990 onwards, we can observe that labour and ICT capital 
began to have a neutral relationship in the COMM industry, where price changes in one 
of the inputs have almost no effect on the demand of the other input factor.  
 
Analyzing the sub-period elasticity measures, majority of the industries have more 
negative εLICT coefficients compared to their εICTL coefficients in the 1975-79 sub-period, 
but by 2000-02 the εICTL coefficients become more negative. This change in the degree of 
negativity of the εICTL coefficients through the sub-periods is a reflection of the growing 
labour price sensitivity to ICT demand. Price changes in labour have a greater 
substitutability effect on ICT demand than the price changes of ICT capital have on 
labour demand. This highlights the importance of wage consistency across all the 
industries since the fluctuations in wages can have possible labour attrition effects. 
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Now as we turn to look at the mean values, both the εLICT and εICTL coefficients across all 
industries, safe for the COMM industry, have very small absolute values, compared to 
their 2000-02 sub-period values, implying that their mean substitution effects are 
relatively low. These weak mean substitution effects are in vast contrast to the industries’ 
2000-02 sub-period cross-price elasticity effects. As the Australian economy entered the 
new millennium, substitution effects between labour and ICT capital became more 
prominent, with the variation in labour prices having an increasingly greater effect on 
ICT capital demand.  
 
An interesting point to note from the AGRI, MIN and TS industries is that they started 
with highly elevated εLICT coefficient values of more than one in the 1975-79 sub-period, 
which fell gradually through the years before picking up again in the later years. This 
phenomenon in these three industries is probably attributed to their early investment in 
ICT capital and their early realisation of the ability of new technology to substitute labour 
effectively. These are also very labour intensive industries where high substitution effects 
occurred early in the 1975-79 sub-period then waned through the sub-periods. 
 
There is a clear general trend in all the εICTICT coefficient values except for the COMM 
industry. Majority of the industries started with negative ICT own-price elasticity of 
substitution then ICT demand became less and less sensitive to its own price changes 
until 2000-02 where own-price elasticity measures turned positive. This could have been 
the lead up to preparations for the “Y2K” bug, where companies across all industries 
were equipping themselves with the technology to tackle the potential new millennium 
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computer software glitch. Therefore regardless of how dear certain sophisticated software 
was, companies were willing to incur the additional costs to prevent a possible 
information systems crash (Gretton, Gali and Parham, 2003). Analysing the mean εICTICT 
coefficient values for the service oriented sector, they ranged from -0.071 to -0.007. From 
these estimates we can conclude that price changes in ICT capital has close to a 
negligible effect on its own demand.  
 
As for the COMM industry, εICTICT coefficient values were always negative, increasing 
gradually through our sub-periods. The increasing sensitivity of ICT demand to its own 
prices underscores the competitive nature of the industry, where the supply of high 
technology goods pertaining specially to the COMM industry is abundant and producers 
have the pick of their choice.  
  
The use of our primal and dual measures of productivity is ineffective in painting an 
accurate picture of the contribution from ICT capital. Nonetheless, for our short-run cost 
study, it is sufficient in highlighting the short-run output growth from the various 
industries and the total input cost savings in terms of average annual reduction in input 
costs. We are able to conclude that from the years 1975 to 2002, the non-service sector 
experienced higher positive productivity effects and for those industries that were faced 
with declining productivity, they were low compared to the service sector industries.  
 
Of those industries that had increasing average productivity growth over two and half 
decades, they were industries that embarked on early accumulation of ICT capital. Again, 
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it must be stressed that even though the penetration of Internet use in the AGRI industry 
is comparatively low, producers in this industry started to invest in computers and 
computer peripherals like joint weather and production analysis software from the 
eighties; which is likely the reason why positive productivity effects were showing up in 
both our primal and dual measures. The AGRI, MIN, COMM and TS industries had the 
highest ICT capital per labour ratio from 1975 to 1995 and these were the only industries 
that had positive primal and dual productivity effects in the sectoral pool measurement. 
 
On average, primal productivity measures were more positive than their corresponding 
dual results, which is most likely attributed to capacity utilisation bias. As explained in 
Morrison (1986), quasi-fixed inputs such as non-ICT capital can cause productivity 
measures to be under or over-estimated, depending on the direction of the bias on the 
variable inputs. In our study, there is a diminishing effect of non-ICT capital investments 
on short-run productivity measures, hence the lower dual productivity effects.  
 
As explained, there are limitations to our short-run Translog cost function, where our 
variable inputs only include labour and ICT capital, however with insufficient industry 
data our study cannot be extended further. Nevertheless, this is the first paper where the 
KLEM model has taken a bold step in incorporating the use of high technology as an 
input in the production function. This has shone light on the price elasticity of 
substitution effects between our traditional factor input – labour and ICT capital. Our 
study did not look at the large economy as a whole but considered ten major industries 
that make up at least 60% of the Australian market economy.  
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We have seen the substitutability effects between labour and ICT capital across all the 
industries and most importantly, have analysed the changing pattern in price elasticities 
as the economy progressed from the mid-seventies to the new millennium. Mean 
elasticity measures provide little insight to price sensitivity effects on input demand 
because as seen from our results, there is a clear and consistent trend across the 
industries, which is not evident in the mean estimates. Specification tests were also 
conducted and there was no empirical evidence to support both a constant returns to scale 
assumption or the more commonly used Cobb-Douglas model. We then proceeded to 
estimate productivity effects and found a strong correlation between positive short-run 
productivity effects and early accumulation of ICT capital.  
 
There are many avenues for future study pertaining to price elasticity of substitution 
between ICT capital and other factor inputs of production. This is important for policy 
makers to consider the input price variability effects on input substitution and the 
corresponding productivity impacts. However, further research should be done to analyse 
the returns to scale across the industries as we expect that to vary considerably. And as 
future data become available, it would be interesting to compare the new millennium sub-
period results to that of the past, especially with technology becoming more sophisticated 


















where SSER is the sum of squared errors under the H0 and SSEU is the sum of squared 
errors from the original regression results. At the 5% level of significance, when λW > 
2
)(c , we reject H0 and the critical value is where   05.022 )(  cjP  (Griffiths et al., 1993, 
p454). 
 
Likelihood ratio test 
The likelihood ratio test statistic is given as λLR = 2[L(H1)-L(H0)], which has a 2 )( j  
distribution, where j is the number of restrictions and the null hypothesis is, H0: No 
evidence to refute the restricted model in favour of the unrestricted. We will reject the 
null in favour of the alternative when λLR > 2 )(c  where 
2
)(c  is the chosen critical value 
(Griffiths et al., 1993, p455). 
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