We consider an optimal control problem subject to a semilinear elliptic PDE together with its variational discretization. We provide a condition which allows to decide whether a solution of the necessary first order conditions is a global minimum. This condition can be explicitly evaluated at the discrete level. Furthermore, we prove that if the above condition holds uniformly with respect to the discretization parameter the sequence of discrete solutions converges to a global solution of the corresponding limit problem. Numerical examples with unique global solutions are presented. (2000): 49J20, 35K20, 49M05, 49M25, 49M29, 65M12, 65M60
Introduction
Let us consider the following optimal control problem (P) min
subject to the semilinear elliptic PDE −∆y + φ(y) = u in Ω ⊂ R 2 , y = 0 on ∂Ω, (1.1) and the pointwise state constraints
We will formulate the precise assumptions on the data of the problem in Section 2. Since the state equation is in general nonlinear, the control problem is nonconvex and there may be several solutions of the necessary first order conditions. These can be examined further with the help of second order conditions but those will only give local information and usually do not allow a decision on whether the given point is a global minimum of (P). It is exactly this question which is the starting point of our work. Assuming that we have an admissible controlū which satisfies the necessary first order conditions we will formulate a condition on the adjoint variable that guarantees thatū is a solution of the control problem (P). This condition requires a certain L q -norm to be bounded by a constant that only depends on the data and that is known explicitly. While this approach is only of limited use at the continuous level, the situation is different when we apply our methods to a suitable discretisation (P h ) of (P). It turns out that we can obtain an analogous result for a discrete stationary pointū h and the corresponding discrete adjoint state. But since now the discrete adjoint is available to us as a result of a numerical computation, we can check whether our condition is satisfied. If the answer is yes,ū h is a global minimum of (P h ). Moreover we are able to make the connection back to the original control problem in that we show that a sequence of solutions of (P h ), that satisfy our condition uniformly in h converge to a global solution of (P).
To the best of the author's knowledge this is the first contribution to the study of uniqueness of solutions to semilinear elliptic optimal control problems. However, concerning the analysis, numerical treatment and implementation of semilinear optimal control problems many contributions can be found in the literature. Here we exemplarily mention the work [1] of Arada et al., [2] of Casas, and the work [11] of Neitzel et al. Further references can be found in [9, Chapter 3] , [8] , and in [3] , where the role of second order conditions in PDE constrained optimization is discussed.
The optimal control problem (P)
Let Ω ⊂ R 2 be a bounded, convex and polygonal domain. We assume that φ : R → R is of class C 2 and monotonically increasing. For our analysis we require the following structural assumption on φ: so that (2.1) is satisfied if we chose r = q−2 q−3 . Solving this relation for q yields q = 3r−2 r−1 , which is an expression that we will encounter in our analysis below.
Using the theory of monotone operators one can show that for every u ∈ L 2 (Ω) the boundary value problem (1.1) has a unique solution y ∈ H 1 0 (Ω) ∩ H 2 (Ω) which we denote by y = G(u). Moreover, there exists a constant c > 0 such that
Next, suppose that K is a (possibly empty) compact subset of Ω and define Y ad := {z ∈ C(K) : y a (x) ≤ z(x) ≤ y b (x) for all x ∈ K}.
Here, y a , y b ∈ C 0 (Ω) are given functions that satisfy y a (x) < y b (x), x ∈ K.
We consider the semilinear optimal control problem (P) min
subject to y = G(u) and y |K ∈ Y ad , where U ad := {u ∈ L 2 (Ω) : u a ≤ u(x) ≤ u b a.e. in Ω} and −∞ ≤ u a ≤ u b ≤ ∞ are given. By classical arguments Problem (P) has a solutionū ∈ U ad .
Remark 1
We note that the choice K =Ω also is possible, if the bounds satisfy the compatibility condition y a < 0 < y b on ∂Ω, which only requires minor modifications in the analysis.
3 The variational discretization of (P)
In this section we approximate Problem (P) using the variational discretization approach introduced in [7] . To this end, let T h be an admissible triangulation of Ω so thatΩ =
We define the space of linear finite elements,
v h is a linear polynomial on each T ∈ T h and v h|∂Ω = 0}
and approximate (1.1) as follows: for a given u ∈ L 2 (Ω), find y h ∈ X h0 such that
Using a fixed point argument one can show that (3.1) has a unique solution y h ∈ X h0 which we denote by G h (u). Finally, let us define
The variational discretization of Problem (P) now reads:
We note that Problem (P h ) is still an infinite dimensional optimization problem since the controls are sought in U ad . If a feasible point for (P h ) exists, standard techniques yield the existence of a solutionū h ∈ U ad for Problem (P h ). The typical approach in order to find an optimum of (P h ) consists in trying to determine solutions of the necessary first order conditions. A formal analysis shows that these conditions read in our case: there exist multipliersp h ∈ X h0 andμ j ∈ R, x j ∈ N h such that
3)
Note that condition (3.4) is equivalent to the relationū h = P [ua,
that the control variable is implicitly discretized and (3.2)-(3.5) amounts to solving a nonlinear finite-dimensional system. In order to state our main result of this section we introduce the following constant:
Here, q := 3r−2 r−1 , ρ := r + q rq , while M and r appear in (2.1). Furthermore, C q is an upper bound on the optimal constant in the Gagliardo-Nirenberg inequality
. For our purposes it will be important to specify a constant C q that is as sharp as possible. Lemma 6.3 in the Appendix will give three such bounds, two of which can be found in the literature, while the third is new to the best of our knowledge. Let us now formulate the main result of this section.
thenū h is a global minimum for Problem (P h ). If the inequality (3.7) is strict, thenū h is the unique global minimum. 8) by (3.5) . Using (3.1) for y h andȳ h with test functionp h we get
Using this in (3.8) and recalling (3.4) we arrive at
where
The aim is now to estimate R h (u h ). To begin, Lemma 6.2 implies that
where L r = M r − 1 2r − 1 (r−1)/r . Next, Hölder's inequality with exponents
and r together with Lemma 6.3 yield
Here we also made use of the relation
we obtain
Using again (3.1) for y h ,ȳ h , this time with test function y h −ȳ h yields
Inserting this estimate into (3.10) and observing that 4r−4 qr +ρ = 2−ρ we deduce
Applying again Lemma 6.1, this time with the choices
Using (3.11) in (3.9) we get
By direct calculations, we have
Hence, using the above result and the value of L r from Lemma 6.2 we can rewrite (3.12) as
which is the desired result.
Since the adjoint statep h and the quantity η(α, r) can be computed explicitly, Theorem 3.1 allows us to decide whether a functionū h which satisfies the necessary conditions of first order is a global minimum of (P h ). A natural question then is, whether a sequence (ū h ) 0<h≤h0 of minima satisfying (3.7) uniformly in h converges to a global minimum of (P). We shall address this problem in the next section and it will be useful to have a continuous analogue of Theorem 3.1. A functionū ∈ U ad satisfies the necessary first order conditions for problem (P) if there existp ∈ L 2 (Ω) and a measureμ ∈ M(K) such that
It is well-known that the functionp then belongs to W 1,s 0 (Ω) for any 1 < s < 2 and hence to L q (Ω) for any q < ∞ (recall that Ω ⊂ R 2 ). Arguing in almost the same way as in the proof of Theorem 3.1 we obtain:
thenū is a global minimum for Problem (P). If the inequality (3.17) is strict, thenū is the unique global minimum.
Convergence analysis
Let (T h ) 0<h≤h0 be a quasiuniform sequence of triangulations ofΩ. We consider the corresponding sequence of control problems (P h ) and suppose thatū h ∈ U ad satisfies the hypotheses of Theorem 3.1 uniformly in 0 < h ≤ h 0 . Thus there existp h ∈ X h0 and (μ j ) xj ∈N h satisfying (3.2)-(3.5) as well as
It is convenient to introduce the measureμ h ∈ M(Ω) bȳ
where δ xj is the Dirac measure at
Applying a smoothing procedure to
Let us denote by R h :
Since R h w → w uniformly inΩ, we may assume after choosing h 1 smaller if necessary that
Our first step in the convergence analysis are uniform bounds on the optimal controlū h as well as onȳ
Proof: To begin, fix a function u 0 ∈ U ad . Inserting u 0 into (3.4) we infer
Since q = 3r − 2 r − 1 ≥ 3 we deduce with the help of (4.1)
Testing (3.2) withȳ h , using the monotonicity of φ and Poincaré's inequality we infer
Furthermore, (2.2), (2.3) along with the continuous embedding
In order to verify the uniform boundedness of μ h M(K) we first observe that (3.5) impliesȳ
As a result we deduce with the help of (4.5)
.
If we let v h =p h in (3.2) we obtain with the help of (4.7) and (4.1)
Next, the definition of the Ritz projection and integration by parts yields
Hölder's inequality along with (4.7), (4.1) and (4.6) implies that
Finally,
Inserting the above estimates into (4.8) yields the bound on μ h M(K) . Now, we are in position to formulate the main theorem in this section:
is a sequence satisfying (3.2)-(3.5) as well as (4.1). Then
whereū is a global minimum for Problem (P). If
for some 0 < κ < 1, thenū is the unique global solution of (P) and the whole sequence (ū h ) 0<h≤h1 converges toū.
Proof: From Lemma 4.1, we deduce the existence of a subsequence h → 0 and
Our aim is to show that (ū,ȳ,p,μ) is a solution of (3.13)-(3.16). It is easy to see thatū ∈ U ad and thatȳ = G(ū), so that (3.13) is satisfied. Furthermore, the fact that dist(
for every sequence (z h ) 0<h≤h1 ⊂ C(K) converging uniformly to z onK. Next, we claim thatȳ
To see this, denote by
We deduce from Lemma 4.1 and (4.7) that (y h ) 0<h≤h1 is bounded in H 2 (Ω), so that there exists a further subsequence and a functionŷ ∈
(Ω) we find that −∆ŷ = −∆ȳ a.e. in Ω. Henceŷ =ȳ and y h →ȳ in C(Ω). On the other hand, the definition of y h implies thatȳ h = R h y h , so that standard interpolation and inverse estimates imply
This proves (4.15). Let us check thatȳ |K ∈ Y ad . For a fixed point x ∈ K we can choose a sequence
) we obtain y a (x) ≤ȳ(x) ≤ y b (x) by passing to the limit h → 0 and using (4.15). Next, let us fix z ∈ Y ad and extend z to a functionz ∈ C(K) satisfying y a (x) ≤ z(x) ≤ y b (x), x ∈K. We obtain from (3.5), (4.14) and (4.15)
which yields (3.16). In order to derive (3.14) we fix
Using the definition of R h and integration by parts we may write
so that (3.14) follows from passing to the limit h → 0 taking into account (4.13), (4.15) and (4.14). Our next goal is to show thatū h →ū in L 2 (Ω). Insertingū into (3.4) and rearranging we infer
The second integral can be rewritten with the help of (3.2) and (3.3), namely
This relation allows us to pass to the limit in a similar way as above to give
where we used (3.14) and the fact thatȳ = G(ū). We can now pass to the limit in (4.16) and deduce that
Combining this with the weak convergencep
, one can pass to the limit in (3.4) to obtain
which is (3.15). In conclusion we see that (ū,ȳ,p,μ) is a solution of (3.13)-(3.16). Furthermore, the lower semicontinuity of the L q -norm implies that
and we infer from Theorem 3.2, thatū is a global minimum of Problem (P). If (4.9) holds, thenp satisfies p L q (Ω) ≤ κη(α, r) < η(α, r) andū is the unique global minimum of (P). A standard argument then shows that the whole sequence (ū h ) 0<h≤h1 converges toū.
Before we go to the numerical examples, we make the following general remarks.
Remark 2
1. We do not require a constraint qualification such as a Slater condition to deduce that (ū,ȳ,p,μ) satisfies the system (3.13)-(3.16), which represents the first order necessary optimality conditions for Problem (P).
2. It is well known that (3.2)-(3.5) can be rewritten equivalently as a system of semi-smooth equations and thus can be solved by a semi-smooth Newton method, see for instance [4] , [6] , [12] . In particular, we can avoid the use of relaxation methods such as Moreau-Yosida relaxation, interior point methods, or Lavrentiev-type regularization.
3. Since we solve (3.2)-(3.5) in practice on the computer, we considerū h a global minimum if the inequality (3.7) is satisfied up to machine precision. Here, the integral p h L q on the left hand side of this inequality is assumed to be calculated exactly. However, this assumption can be achieved easily whenever q is an integer because in this case the function |p h | q restricted to every triangle in the mesh is a (possibly piecewise) polynomial of degree q. Hence, one can use an appropriate quadrature rule to evaluate such an integral exactly.
Numerical Examples
In this section we consider variational discretization of the optimal control problem (P) for different choices of the nonlinearity φ and the data y 0 , u a , u b , y a , y b , α, while Ω := (0, 1) × (0, 1) is kept fixed in all considered examples. For the desired state y 0 we consider the following two choices
We note that in choice A1 the desired state y 0 vanishes on the boundary ∂Ω of the domain, while in choice A2 it doesn't, see Figure 1 . The numerical solution of the corresponding systems (3.2)-(3.5) is performed with the semismooth Newton method proposed in [4] , whose extension to the treatment of finite element approximations of semilinear PDEs ist straightforward. All the computations are performed on a uniform triangulation ofΩ with mesh size h = 2 
Case 1 (unconstrained problem) In this case we set
In Table 1 we provide the values of p h L 4 , η(α) and J(ū h ) for different values of α where we consider the choice A1 for the desired state y 0 . The findings are illustrated graphically in Figure 2 . We see that for all values of α we can claim thatū h is a global minimum since p h L 4 is less than its corresponding η(α).
On the other hand, if we consider the choice A2 for y 0 we can claimū h is a global minimum only for approximately α greater than 10 −2 as it can be seen from Figure 3 . The numerical values are provided in Table 2 .
Case 2 (constrained control) In this case we consider constraints only on the control, we set u a = −5, Table 3 shows the values of p h L 4 , η(α) and J(ū h ) computed for different values of α while considering the choice A1 for y 0 . The graphical illustration of these findings are shown in Figure 4 . We see thatū h is a global minimum for α approximately greater than 10 −5 . The numerical results associated with the choice A2 are given in Table 4 and illustrated in Figure 5 . In this caseū h is a global minimum for α approximately greater than 10 −1 .
Case 3 (constrained state) In this case we consider constrains only on the state, we set
The numerical findings associated with choice A1 are provided in Table 5 and illustrated in Figure 6 . For the choice A2 the results are given in Table 6 and illustrated in Figure 7 . In both cases we see thatū h is a global minimum for all available values of α. 
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Case 4
The following example is taken from [11, Section 7] . In particular, φ(s) = s 3 and
The numerical findings for this case are given in Table 7 and they are illustrated graphically in Figure 8 . It is clear thatū h is a global minimum for the given values of α. Case 1 (unconstrained problem) In this case we set
The values of p h L 6 , η(α) and J(ū h ) for different values of α with choice A1 for y 0 are given in Table 8 . The findings are illustrated graphically in Figure 9 . We see thatū h is a global minimum for all values of α since p h L 6 is less than its corresponding η(α). On the other hand, with choice A2 for y 0 we can claim thatū h is a global minimum only for approximately α greater than 1 as it can be seen from Figure 10 . The numerical values are provided in Table 9 .
Case 2 (constrained control) In this case we consider constraints only on the control, we set Table 10 shows the values of p h L 6 , η(α) and J(ū h ) computed for different values of α with choice A1 for y 0 . The graphical illustration of these findings are shown in Figure 11 . We see thatū h is a global minimum for α approximately greater than 10 −3 . The numerical results associated with the choice A2 are given in Table 11 and illustrated in Figure 12 . In this caseū h is a global minimum for α approximately greater than 1.
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Theorem 6.3 (Gagliardo-Nirenberg interpolation inequality)
For 2 ≤ q < ∞ we define θ = 1 − 2 q as well as
Then GN q ≤ C q := min(C
q , C
q , C Proof: The bounds (6.1) and (6.2) can be found in the paper [13] by Veling. We remark that GN q = λ where the latter bound has been proved by Nasibov in [10] .
Let us now turn to the proof of (6.3). To begin, we claim that for all k ∈ N 0
where q k = 2 −k q + 2(2 k − 1) .
The inequality clearly holds for k = 0. Suppose that (6.4) is true for some k ∈ N 0 . We infer from Theorem 1 in [5] for the case d = 2 that
Here, A = y(p − 1)
Elementary calculations show that
which implies (6.4) for k + 1. The result now follows by sending k → ∞ in (6.4) and by observing that lim k→∞ q k = 2.
