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Chapter 1
Introduction
1.1 Research Objective
Information retrieval (IR) deals with the representation, storage, organisation of,
and access to information items such as documents, Web pages, online catalogs,
structured and semi-structured records, and multimedia objects (Baeza-Yates
and Ribeiro-Neto, 2011). Many universities and public libraries use IR systems
to provide access to books, journals and other documents, but Web search engines
are by far the most popular and heavily used IR applications.
Let’s try to find a particular piece of information using a Web search engine.
The search process, depicted in Figure 1.1, starts with a user looking to fulfil an
information need, which can vary in complexity. In the simplest case the user
wants to go to a particular site that he has in mind, either because he visited
it in the past or because he assumes that such a site exists (Broder, 2002). An
example of such a navigational information need is:
I want to find the homepage of the Simpsons.
In more complex cases the user will be looking for some information assumed to
be present on one or more Web pages, for example:
A friend of mine told me that there are a lot of cultural references
in the ‘Simpsons’ cartoon, whereas I was thinking that it was ‘just’ a
cartoon like every other cartoon. I’d thus like to know what kind of
references can be found in Simpsons episodes (references to movies,
tv shows, literature, music, etc.)1
The next step in the search process is to translate the information need into a
query, which can be easily processed by the search engine. In its most common
form, this translation yields a set of keywords which summarises the information
1This is INEX ad hoc topic 464 (Fuhr et al., 2008), see Section 1.3.1.
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Figure 1.1: Main components of the search process, adaptation of the classic IR
model of Broder (2002).
need. For our first simple information need formulating a query is also simple, i.e.,
the keyword query ‘the simpsons’ is a good translation of the information need.
For our second, more complex information need also formulating the keyword
query becomes a more complex task for the user. A possible keyword query is
‘simpsons references’.
Given the user query, the key goal of an IR system is to retrieve information
which might be useful or relevant to the information need of the user. For our
first simple information need, there is only one relevant result: the homepage of
the Simpsons, that is http://www.thesimpsons.com. When the keyword query
‘the simpsons’ is entered into Web search engines Google2 and Bing3, both these
search engines will return the homepage of the Simpsons as their first result,
thereby satisfying the user information need.
Continuing with our more complex information need, entering the keyword
query ‘simpsons references’ into Google and Bing, leads to the results as shown
2http://www.google.com/
3http://www.bing.com/
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in Figure 1.2. The results of the two searches look similar. The search engines
return ranked list of results. Each result consists of the title of the Web page, a
short snippet of text extracted from the page, and the URL. Clicking on a result
will take you to the Web page and hopefully the desired information. Indeed,
clicking on the first Google result takes you to a page4 with references to movies
like ‘Apocalypse Now’, ‘Batman’ and ‘Ben Hur’ with side by side images from
various episodes of the Simpsons besides the image from the movie scene they
refer to. While this document is relevant to the information need, it does not
lead to a complete fulfilment of the information need. It does for example not
contain information on references to literature or music. Actually, most of the
results are about references to movies, and the user has to inspect quite some doc-
uments, including documents containing redundant information and non-relevant
documents, to find all the types of references he is looking for.
The primary goal of an IR system is to retrieve all the documents which
are relevant to a user query while retrieving as few non-relevant documents as
possible. To achieve this goal IR systems must somehow ‘interpret’ the contents
of the documents in a collection, and rank them according to a degree of relevance
to the user query. The ‘interpretation’ of a document involves extracting syntactic
and semantic information from the document and using this information to match
the user information need. The difficulty lies not only in the extraction of this
information but also how to use it to decide relevance. The notion of relevance is
at the center of information retrieval. An issue when evaluating the relevancy of
search results for a query, is that relevance is a personal assessment that depends
on the task being solved and its context. For example, relevance can change with
time when new information becomes available, or it can depend on the location
of the user, e.g., the most relevant answer is the closest one (Baeza-Yates and
Ribeiro-Neto, 2011).
The search process we just described and is depicted in Figure 1.1 consists
of three main elements: query, documents, and results. While for simple naviga-
tional information needs the search process is straightforward, for more complex
information needs we need focused retrieval methods. The notion of ‘focused
retrieval’ can be defined as providing more direct access to relevant information
by locating the relevant information inside the retrieved documents (Trotman
et al., 2007). In this thesis we consider the following, broader notion of focused
retrieval. There is a loss of focus throughout the search process, because keyword
queries entered by users often do not suitably summarise their complex informa-
tion needs, and IR systems do not sufficiently interpret the contents of documents,
leading to result lists containing irrelevant and redundant information. Focused
retrieval methods aim to solve these problems.
4http://www.neenja.com/articles/4/40_movie_references_from_the_simpsons
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(a) Google results, retrieved on 9-3-2011.
(b) Bing results, retrieved on 9-3-2011.
Figure 1.2: Web search results for the query ‘simpsons references’
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Our main research objective is:
Research Objective Exploit query context and document structure to provide
for more focused retrieval
In the remainder of this section we examine opportunities that can help to
achieve our research objective by looking at each of the three main elements of
the search process (query, documents, and results) in more detail.
Query
The first element of the search process is the query. Shallowness on the user side
is a major bottleneck for delivering more accurate retrieval results. Users provide
only 2 to 3 keywords on average to search in the complete Web (Jansen et al.,
2000; Lau and Horvitz, 1999; Jansen et al., 2007). In an ideal situation this short
keyword query is a suitable summarisation of the information need, and the user
will only have to inspect the first few search results to fulfil his information need.
To overcome the shallowness of the query, i.e., users entering only a few keywords
poorly summarising the information need, we add context to the query to focus
the search results on the relevant context. We define context as: all available
information about the user’s information need, besides the query itself. The first
opportunity we explore is:
Queries are posed in a search context
Different forms of context can be considered to implicitly or explicitly
gather more information on the user’s search request. Potential forms
of query context are document relevance, and category information.
Documents
The second element of search we examine are the documents. Documents on
the Web are rich in structure. Documents can contain HTML structure, link
structure, different types of classification schemes, etc. Most of the structural
elements however are not used consistently throughout the Web. A key question
is how to deal with all this (semi-)structured information, that is how IR sys-
tems can ‘interpret’ these documents to reduce the shallowness in the document
representation.
Structured information on the Web exists in various forms. The semantic
Web tries to give meaning to everything on the Web to create a web of data that
can be processed directly or indirectly by machines. While they may not have
succeeded for the whole Web, a large enough semantic Web has indeed emerged,
capturing millions of facts into data triples (Bizer et al., 2009). A structured
information resource on the Web is Wikipedia5. Wikipedia is a free encyclopedia
5http://www.wikipedia.org/
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that anyone can edit, consisting of millions of articles that adhere to a certain
structure. Another structured resource on the Web is the DMOZ directory6.
This Web directory contains a large collection of links to Web pages organised
into categories.
These structured resources provide the following opportunities:
Documents categorised into a category structure
We can use the category structure of Web resources to retrieve docu-
ments belonging to certain categories.
Absence of redundant information in structured Web re-
sources
A problem in Web search is the large amount of redundant and dupli-
cate information on the Web. Web pages can have many duplicates
or near-duplicates. Web pages containing redundant information can
be hard to recognise for a search engine, but users easily recognise
redundant information and this will usually not help them in their
search. Most structured Web resources have organised their informa-
tion in such a way that they do not contain, or significantly reduce
redundant information.
Results
The third and final element of search we examine are the results. While a query
can have thousands or millions of results, e.g., our example query ‘simpsons ref-
erences’ has 848,000 results on Google, and 9,920,000 results on Bing, most users
only look at the first result page (Jansen and Spink, 2006). Looking at the results
of our search for ‘simpsons references’, we see that 4 out of the 6 Google search
results in Figure 1.2(a) are Web pages containing movie references. Also, 2 out
of 4 of Bing Web search results (excluding the video results) in Figure 1.2(b) are
pages containing movie references. While these are all relevant pages, we are also
interested in other types of references, such as references to tv shows, literature,
and music. Again we face the problem of redundant and duplicate information.
Search results are often dominated by the single most popular aspect of a query.
Instead of showing single documents in the result list, documents relevant to the
same aspects of a query can be grouped and summarised to provide more focused
results. The shallowness on the result side lies in the combination of users only in-
specting the first result page, and search engines returning redundant information
on this first results page. The last opportunity we explore is:
Multiple documents on the same topic
Result lists often contain redundant information. We study how we
6http://www.dmoz.org/
1.2 RESEARCH PLAN 7
can summarise multiple (parts of) documents on the same topic into
a single summarised result to create a topically more diverse result
list.
Summary
To summarise this section, the main research objective of this thesis is to exploit
query context and document structure to provide for more focused retrieval. To
tackle this problem we examine each of the three main elements of the search
process: query, documents and results. The challenges to face are:
• Shallowness on the query side, i.e., users provide only a short keyword query
to search in a huge amount information.
• Shallowness in the document representation, i.e., documents contain struc-
ture which is hard to extract and exploit for computers.
• Shallowness on the results side, i.e., users only pay attention to the first 10
or 20 results that often contain redundant information, while a Web search
can return millions of documents.
The opportunities described provide ample possibilities to face the challenges
and explore our main research objective. The next section will describe the key
points that we will focus on in this thesis. Section 1.3 gives information on the
methodology, the test collections and evaluation measures, we use. To conclude
this chapter in Section 1.4 we give an outline of the contents of the remaining
chapters in this thesis.
1.2 Research plan
This section describes the separate components of this thesis and highlights the
areas we will focus on. First of all, we study how to add and exploit query
context. Secondly, we examine how we can exploit structured resources. Finally,
we explore methods to summarise documents in search results.
1.2.1 Adding Query Context
In the first part of this research, we examine how we can use query context to
improve retrieval results. Query context is obtained by feedback. In this thesis
we consider context obtained together with the query also as feedback, that is if
a user for example provides a topical category at the same time as the input of
the query, we still consider this feedback on the query. We distinguish between
two types of feedback:
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• Implicit feedback techniques unobtrusively obtain information about queries
and users by watching the natural interactions of the users with the system.
Sources of implicit feedback include clicks, reading time, saving, printing
and selecting documents (Kelly and Teevan, 2003).
• Explicit feedback techniques require users to explicitly give feedback through
user interaction, such as marking documents or topic categories relevant, or
clicking on a spelling suggestion.
Feedback or the context of a search can entail a number of things related to
the user, the search session, and the query itself. We will focus on the individual
query context, and do not consider the user context, e.g., his search history, a
personal profile or location, or session context, e.g., previously issued queries and
clicks in the same search session. Although general Web search engines store and
maintain more and more information about the user and session context, this
type of information is not publicly available.
The most common and well studied form of query context is relevance feed-
back, consisting of documents marked by users as relevant to their informa-
tion needs, or pseudo-relevant documents from the top of the ranking. Pseudo-
relevance feedback techniques, also known as blind feedback techniques, generate
an initial ranking of documents using the query from the user, and then assume
the top ranked documents to be relevant. Relevance feedback can be used for
query expansion. From the (pseudo-)relevant documents the most frequent and
discriminating words are extracted and added to the initial query and a new doc-
ument ranking is generated for presentation to the user (Ruthven and Lalmas,
2003).
We found the standard relevance feedback approach works quite well (Kaptein
et al., 2008), and think that there is not a lot of room for improvement. Rele-
vance feedback techniques have also been studied extensively (see e.g. (Rocchio,
1971; Salton and Buckley, 1990; Zhai and Lafferty, 2001a; Ruthven and Lalmas,
2003; Buckley and Robertson, 2008)), so in this thesis we will focus on a less
common form of feedback: topical feedback. Instead of using (pseudo-)relevant
documents as feedback, we use topical categories, i.e., groups of topically related
relevant documents as feedback. Topically related documents can be extracted
from knowledge sources on the Web such as the Web directory DMOZ or the
Web encyclopedia Wikipedia, where documents are organised in category struc-
ture. DMOZ topic categories containing sets of documents can be used as topical
feedback for queries. This feedback can then be used for query expansion in a
similar way as is done for relevance feedback.
Providing topical feedback explicitly might also be more appealing to users
than providing relevance feedback. Marking documents as relevant can become
a tedious task. Other types of explicit feedback are less static, i.e., the required
input from the user depends on the query and the system supports the user
by providing intelligent suggestions. For example, Googles spelling suggestions
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detect possible spelling mistakes; when your query is ‘relevence’, on top of the
result list Google asks: ‘Did you mean: relevance’. Or, when we want to use
topical feedback, questions like ‘Do you want to focus on sports?’ or ‘Are you
looking for a person’s home page?’ can be asked. When these follow-up questions
are relevant to the query and easy to answer these kinds of interaction might be
more appealing to users than simply marking relevant documents.
1.2.2 Exploiting Structured Resources
In the second part of the thesis we study how we can exploit the information
that is available on the Web as structured resources. One of the main structured
information resources on the Web is Wikipedia, the internet encyclopedia created
and maintained by its users. Wikipedia is a highly structured resource: the
XML document structure, link structure and category information can all be
used as document representations. INEX (Initiative for the Evaluation of XML
retrieval) provides a test collection for search in Wikipedia (described in more
detail in Section 1.3.1), and in this framework the value of the different sources of
information can be explored. Continuing the work in the previous part, adding
query context, we focus on the use of category information as query context. We
obtain category information through explicit and pseudo feedback.
Structured resources provide two interesting opportunities: ‘Documents cate-
gorised into a category structure’ and ‘Absence of redundant information’. Cate-
gory information is of vital importance to a special type of search, namely entity
ranking. Entity ranking is the task of finding documents representing entities of
an appropriate entity type that are relevant to a query. Entities can be almost
anything, from broad categories such as persons, locations and organisations to
more specific types such as churches, science-fiction writers or CDs. Searchers
looking for entities are arguably better served by presenting a ranked list of en-
tities directly, rather than a list of Web pages with relevant but also potentially
redundant information about these entities. Category information can be used to
favour pages belonging to appropriate entity types. Similarly, we can use category
information to improve ad hoc retrieval, by using Wikipedia categories relevant
to the query as context.
Furthermore, the absence of redundant information is of great importance for
the entity ranking task. Since each entity is represented by only one page in
Wikipedia, searching Wikipedia will lead to a diverse result list without dupli-
cate entities. When searching for entities on the Web, the most popular entities
can dominate the search results, leading to redundant information in the result
list. By using Wikipedia as a pivot to search entities, we can profit from the
encyclopedic structure of Wikipedia and avoid redundant information.
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1.2.3 Summarising Search Results
In the third and final part of this thesis we study summarisation of sets of search
results. The Web contains massive amounts of data and information, and infor-
mation overload is a problem for people searching for information on the Web. A
typical query returns thousands or millions of documents, but searchers hardly
ever look beyond the first result page. Furthermore, even single documents in
the result list can be sometimes as large as complete books. Here, we explore
opportunity ‘Multiple documents on the same topic’. In the previous section we
introduced the problem of entity ranking where the goal is to find documents rep-
resenting entities. Very often we will find multiple documents that represent one
entity. Since space on the result page is limited, we cannot show each document
(summary) in the result list. Therefore we study whether we can summarise these
sets of search results into a set of keywords. Similarly, using the context of doc-
uments, e.g., category information from DMOZ or Wikipedia, search results can
be clustered and summarised. Through user interaction, that is the user selecting
the cluster of interest, we can then provide more focused search results.
In this thesis we do not focus on the clustering of the documents, but we
focus on how we can reduce (sets of) documents into a set of keywords which can
give a first indication of the contents of the complete document(s). The social
Web, part of Web 2.0, allows users to do more than just retrieve information and
engages users to be active. Users can now for example add tags to categorise
Web resources and retrieve your own previously categorised information. By
sharing these tags among all users large amounts of resources can be tagged
and categorised. These generated user tags can be visualised in so-called tag
clouds where the importance of a term is represented by font size or colour. To
summarise sets of search results we will use word clouds. Word clouds are similar
to tag clouds, but instead of relying on users to assign tags to documents, we
extract keywords from the documents and the document collection itself.
1.3 Methodology
We describe the methodology used to study our research objective. The infor-
mation retrieval community has developed standard test collections that fit our
purposes. This section provides information on the test collections and evaluation
measures used in this thesis.
1.3.1 Test Collections
To evaluate retrieval methods standard test collections have been developed in
the information retrieval field. We use data from two of the main evaluation
forums: TREC (Text Retrieval Conference) and INEX (Initiative for the Eval-
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uation of XML retrieval). The purpose of TREC7 is to support research within
the information retrieval community by providing the infrastructure necessary
for large-scale evaluation of text retrieval methodologies. Each year NIST (Na-
tional Institute of Standards and Technology) provides test collections consisting
of search topics for different tasks. Participants run their own retrieval systems
on the data, and return to NIST a list of the retrieved top-ranked documents.
NIST chooses a set of documents from the submitted result lists for evaluation
(a technique known as pooling), judges the retrieved documents for correctness,
and evaluates the results.
INEX8 provides a forum for the evaluation of focused retrieval. The goal of
focused retrieval is to not only identify whole documents that are relevant to a
user’s information need, but also to locate the relevant information within the
document. The documents in their test collections contain (XML) structure to al-
low for focused retrieval. In contrast to TREC where topics are created by NIST,
at INEX the participants themselves provide search topics they believe are suit-
able for experimental purposes. These are collected, verified, and de-duplicated
by INEX before being distributed back to the participants. Participants run their
own retrieval systems, and return their results to INEX. After pooling the results,
the documents are distributed back to the original authors of the topics to make
judgments as to which documents are relevant and which are not for each topic.
Finally, all participant’s results lists are evaluated.
TREC and INEX consist of multiple tracks, in each track certain tasks and/or
document collections are explored. We discuss here only the tasks and document
collections relevant for this thesis.
Tasks
TREC and INEX run a number of tracks each year in which different tasks related
to information retrieval are explored. Ad hoc retrieval is the most standard
information retrieval task, where a system aims to return all documents from
within the collection that are relevant to an user information need.
TREC ad hoc topics consist of three components, i.e., title, description and
narrative. The title field contains a keyword query, similar to a query that might
be entered into a Web search engine. The description is a complete sentence
or question describing the topic. The narrative gives a paragraph information
about which documents are considered relevant and/or irrelevant. An example
query topic is shown in Figure 1.3. Ad hoc topics at INEX also consist of a title,
narrative and description, but in addition also structured queries and phrase
queries can be included in the topic (Fuhr et al., 2008; Kamps et al., 2009).
7http://trec.nist.gov/
8http://www.inex.otago.ac.nz/
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<top>
<num> Number: 701
<title>
U.S. oil industry history
<desc> Description:
Describe the history of the U.S. oil industry
<narr> Narrative:
Relevant documents will include those on historical exploration and
drilling as well as history of regulatory bodies. Relevant are history
of the oil industry in various states, even if drilling began in 1950
or later.
</top>
Figure 1.3: TREC ad hoc query topic 701
Document Collections
In this thesis we use the following document collections in our experiments:
.GOV2 This collection is meant to represent a small portion of the general Web
and consists of Websites crawled in the “.gov” domain.
Wikipedia ’06 and ’09 These document collections consist of dumps of the
complete Wikipedia. The ’09 collection is annotated with semantic con-
cepts.
ClueWeb Cat. A and Cat. B This collection is meant to represent the general
Web. Cat. B is a subset of the pages in Cat. A, i.e., the first 50 million
English pages. The complete Wikipedia is also included in the collection.
DMOZ This document collection we created ourselves. It consists of all the
Web pages from the top four levels of the DMOZ directory we were able to
crawl.
Parliamentary debates This document collection consist of the proceedings
of plenary meetings of the Dutch Parliament, on data from 1965 until early
2009. For our experiments we use only an example document that contains
the notes of the meeting of the Dutch Parliament of one particular day
(September 18, 2008).
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Table 1.1: Document Collection Statistics
Name Forum Year Size # Documents
.GOV2 TREC 2004 42.6GB 25 million
Wikipedia ’06 INEX 2006 4.5GB 659 thousand
Wikipedia ’09 INEX 2009 50.7GB 2.7 million
ClueWeb (Cat. A) TREC 2009 5TB (compressed) 1 billion
ClueWeb (Cat. B) TREC 2009 230GB (compressed) 50 million
DMOZ 2008 1.8GB (compressed) 460 thousand
We only use the English language parts of all the document collections, except
for the collection of parliamentary debates that is completely in Dutch. Some
basic collection statistics of these collections can be found in Table 1.1.
1.3.2 Evaluation Measures
To evaluate the quality of a ranking we use different performance measures. The
two basic measures for information retrieval effectiveness are:
• Precision: the fraction of retrieved documents that are relevant.
• Recall: the fraction of relevant documents that are retrieved.
For Web search it is important to measure how many good results there are on
the first result page, since this is all most users look at (Jansen and Spink, 2006).
Precision is therefore measured at fixed low levels of retrieved results, such as 10
or 20 documents, so-called Precision at k, e.g precision at 10 (P10).
A standard measure in the TREC community is Mean Average Precision
(MAP), which provides a measure of the quality of the ranking across all recall
levels. For a single information need, average precision is the average of the
precision values obtained for the set of top k documents in the ranking after each
relevant document is retrieved. MAP is the average of the average precision for
a set of information needs. MAP is calculated as follows (Manning et al., 2008):
MAP =
1
|Q|
|Q|∑
j=1
1
mj
mj∑
k=1
Precision(Rjk) (1.1)
where the set of relevant documents for an information need qj ∈ Q is {d1, . . . , dmj}
and Rjk is the set of ranked retrieval results from the top result until you get to
document dk.
A relatively novel performance measure that handles graded relevance judge-
ments to give more credit to highly relevant documents is Discounted Cumulative
Gain (DCG) (Croft et al., 2009). It is based on two assumptions:
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1. Highly relevant documents are more useful than marginally relevant docu-
ments.
2. The lower the position of a relevant document in the ranking, the less useful
it is for the user, since it is less likely to be examined.
The gain or usefulness of examining a document is accumulated starting at the
top of the ranking and may be reduced or discounted at lower ranks. The DCG
is the total gain accumulated at a particular rank k and is calculated as:
DCGk = rel1 +
k∑
i=2
reli
log2i
(1.2)
where reli is the graded relevance level of the document retrieved at rank i. To
facilitate averaging across queries with different numbers of relevant documents,
DCG values can be normalised by comparing the DCG at each rank with the DCG
value for the perfect or ideal ranking for that query. The Normalised Discounted
Cumulative Gain (NDCG) is defined as:
NDCGk =
DCGk
IDCGk
(1.3)
where IDCG is the ideal DCG value for that query. NDCG can be calculated at
fixed cut-off values for k such as NDCG5, or at the total number of R relevant
documents for the query (NDCGR).
Finally, the reciprocal rank measure is used for applications where there is
typically a single relevant document, such as a homepage finding task. It is
designed as the reciprocal of the rank at which the first relevant document is
retrieved. The mean reciprocal rank (MRR) is the average of the reciprocal
ranks over a set of queries.
For a more extensive treatment of performance measures and a complete in-
troduction to the field of information retrieval, we refer to (Baeza-Yates and
Ribeiro-Neto, 2011; Bu¨ttcher et al., 2010; Croft et al., 2009; Manning et al.,
2008).
1.4 Thesis Outline
In this section we give a short outline of the research problems and questions for
each chapter.
Chapter 2: Topical Context
In this chapter we explore how topical context can be used to improve ad hoc
retrieval results. In particular, we study the use of the DMOZ Web directory.
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Category information from DMOZ is used for topical feedback in a similar fashion
as document relevance feedback. We study how to assign topical categories to
queries automatically and manually by users. We analyse the performance of
topical feedback on individual queries and averaged over a set of queries. We also
study the relations between topical feedback and document relevance feedback.
This chapter is based on work published in (Kaptein and Kamps, 2008, 2009c,
2011a). In this chapter we want to answer the following research question:
RQ1 How can we explicitly extract and exploit topical context from the DMOZ
directory?
Chapter 3: Exploiting the Structure of Wikipedia
In this chapter we investigate the problem of retrieving documents and enti-
ties in a particular structured part of the Web: Wikipedia. First, we examine
whether Wikipedia category and link structure can be used to retrieve entities
inside Wikipedia as is the goal of the INEX Entity Ranking task. Category infor-
mation is used by calculating distances between document categories and target
categories. Link information is used for relevance propagation and in the form of
a document link prior.
Secondly, we study how we can use topical feedback to retrieve documents
for ad hoc retrieval topics in Wikipedia. Since we only retrieve documents from
Wikipedia, we can use an approach similar to the entity ranking approach. We
study the differences between entity ranking and ad hoc retrieval in Wikipedia by
analysing the relevance assessments and we examine how we can automatically
assign categories to queries.
Finally, we examine whether we can automatically assign target categories
to ad hoc and entity ranking queries. Automatically assigning target categories
relieves users from the task of selecting a particular category from the large col-
lection of categories.
This chapter is based on work done for the INEX Entity Ranking track and
is published in (Kaptein and Kamps, 2009a,b; Koolen et al., 2010; Kaptein and
Kamps, 2011b) In this chapter we want to answer the following research question:
RQ2 How can we use the structured resource Wikipedia to retrieve entities and
documents inside of Wikipedia?
Chapter 4: Wikipedia as a Pivot for Entity Ranking
In this second entity ranking chapter, we use Wikipedia as a pivot to retrieve
entity homepages outside Wikipedia. To rank entities inside Wikipedia we use
the techniques described in the previous chapter. Then, as a second step we try
to find entity homepages on the Web corresponding to the retrieved Wikipedia
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pages. Web pages are retrieved by following external links on the Wikipedia
pages, and by searching for Wikipedia page titles in an anchor text index.
This chapter is based on work published in (Kaptein et al., 2010b). In this
chapter we want to answer the following research question:
RQ3 How can we use the structured resource Wikipedia to retrieve documents
and entities on the Web outside of Wikipedia?
Chapter 5: Language Models and Word Clouds
In this chapter we study how we can create word clouds to summarise (groups or
parts of) documents. First, we investigate the similarities between word clouds
and language models, and specifically whether effective language modelling tech-
niques also improve word clouds. We then examine how we can use structure
in documents, in this case meeting notes of parliamentary debates, to generate
more focused word clouds. These meeting notes are long and well structured doc-
uments, and are therefore suitable for summarisation in the form of a word cloud.
This chapter is based on work published in (Kaptein et al., 2010a; Kaptein and
Marx, 2010). In this chapter we want to answer the following research question:
RQ4 How can we use language models to generate word clouds from (parts of)
documents?
Chapter 6: Word Clouds of Multiple Search Results
In this chapter we study how well users can identify relevancy and topic of search
results by looking only at summaries in the form of word clouds. Word clouds
can be used to summarise search results belonging to the same subtopic or in-
terpretation of a query, or to summarise complete search result pages to give an
indication of the relevancy of the upcoming search results.
This chapter is based on work published in (Kaptein and Kamps, 2011c). In
this chapter we want to answer the following research question:
RQ5 How can we use word clouds to summarise multiple search results to convey
the topic and relevance of these search results?
Chapter 7: Conclusions
In the final chapter we draw our overall conclusions. We summarise each chapter
by looking at the answers to our research questions, draw overall conclusions on
how we exploited the opportunities to solve our main research objective: to ex-
ploit query context and document structure to provide for more focused retrieval.
Finally, we look forward to how this work can be continued in further research.
Part I
Adding Query Context
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Part I
Adding Query Context
In the first part of this thesis, we study how we can we use query context to
improve retrieval results. We associate topical context with queries. We use
a structured part of the Web i.e., DMOZ to improve retrieval results from the
unstructured part of the Web. Topical context consists of categories on different
levels in the DMOZ directory. From these categories we extract terms for query
expansion, similar to relevance feedback techniques.
This first part of the thesis consists of one chapter, Chapter 2, in which we
explore the use of topical context in the form of DMOZ categories.
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Chapter 2
Topical Context
In this chapter we study how to extract and exploit topical context. We explore
whether the DMOZ directory (also known as ODP Open Directory Project) can
be used to classify queries into topical categories on different levels and whether
we can use this topical context to improve retrieval performance.
2.1 Introduction
One of the main bottlenecks in providing more effective information access is
the shallowness on the query side. With an average query length of about two
terms, users provide only a highly ambiguous statement of the, often complex,
underlying information need. This significantly restricts the ability of search
engines to retrieve exactly those documents that are most relevant for the user’s
needs. To overcome this problem we associate the query with topical context.
If query topics can successfully be associated with topic categories, this topical
context can be used in different ways i.e., to improve retrieval effectiveness, to
filter out results on non-relevant topic categories or to cluster search results. In
this chapter we will investigate how to get and use topical context on different
levels of granularity.
We make use of a Web directory to obtain a hierarchy of topically organised
Websites to use as a source of topical context. Two large Web directories which
have organised their information into hierarchical topical categories are DMOZ1
and Yahoo! Directory2. Also Wikipedia3 has an extensive category hierarchy
to classify its articles. In the early days of the internet Web directories were
used a starting point for most activities. Nowadays, browsing in these types of
directories is largely replaced by search. Yet, in China directories are still popular
(Lee, 2008).
1http://www.dmoz.org/
2http://dir.yahoo.com/
3http://www.wikipedia.org/
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Figure 2.1: DMOZ directory homepage.
There has been a stream of papers (Bai et al., 2007; Chirita et al., 2005;
Haveliwala, 2002; Liu et al., 2002; Ravindran and Gauch, 2004; Trajkova and
Gauch, 2004; Wei and Croft, 2007) that use some form of topical model or context
and use the DMOZ directory to represent topical categories. Figure 2.1 shows
the homepage of DMOZ containing amongst other things the top level categories.
DMOZ has a lot of attractive features. It is hierarchical, large, and it covers
a wide range of topics. The sites in the DMOZ directory are of high quality
and selected by human editors, thus providing us with potentially good feedback
documents. A disadvantage of using a topic directory is that not for every query
there is an applicable topic category. The DMOZ directory is very general how-
ever, and if there is no topic category that applies to the query, there is usually
a higher level category under which the query can be placed. Effectively commu-
nicating the category to the user is essential, and topical feedback using DMOZ
categories by design generates clear intelligible labels (in contrast with, for ex-
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ample, clustering techniques such as Hearst and Pedersen, 1996). In this chapter
we therefore use the DMOZ directory to represent topical categories.
Queries can be associated with a topical category by using implicit or explicit
techniques. Implicit techniques unobtrusively obtain information about users by
watching their natural interactions with the system (Kelly and Teevan, 2003).
Topical context can be elicited implicitly by using a user profile built on previous
information seeking behaviour, previously issued queries, selection and reading
time of documents, et cetera. We elicit the context explicitly as a first step, i.e.,
ask the user to classify a query into a topical category. Eliciting the context im-
plicitly is another challenge, which is only useful to explore once we can ascertain
topical context can indeed be used to improve retrieval effectiveness.
The DMOZ directory consists of hundreds of thousands categories, so for
users it might not be so easy to find the DMOZ category that applies best to
their query. There is a trade-off between the specificity of the user categorisation
and the effort that is needed to select this category. Searching or browsing the
complete directory requires the most effort from the user, but can result in finding
more specific categories. Another option is to aid the user by a list of suggested
categories. Choosing from a list of suggested categories requires less effort from
the user, but there is a risk that the best possible category is not included in the
list of suggestions.
Once the queries are associated with topical context, we experiment with using
this topical context to improve retrieval results. We use the topical context in a
similar way as relevance feedback, that is we expand the query with terms from
documents from the associated DMOZ category. We examine whether there is also
a trade-off between the level of categorisation, and retrieval effectiveness when the
topical context is used. We expect that low level and thus specific categories will
prove most beneficial for retrieval effectiveness, because for low level categories
the specificity of the category will be more similar to the specificity of the query
than for high level categories. The closer the topic of the query is to the topic of
the category, the more likely the documents in this category will contain terms
relevant to the query, and thus the more likely these are beneficial query expansion
terms.
In this chapter we address the following main research question:
RQ1 How can we explicitly extract and exploit topical context from the DMOZ
directory?
This main research question consists of two parts, the first part deals with the
extraction of topical context:
RQ1.1 How well can users classify queries into DMOZ categories?
We conduct a user study to answer our first research question. We explore whether
the DMOZ categories are representative for queries, that is whether the DMOZ
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directory contains categories into which queries can be classified. The DMOZ
directory contains a large number of categories, 590,000 in our test collection.
This equals the amount of words in the Oxford English Dictionary(Oxford English
Dictionary, 2011). Although we have to keep in mind that categories can be
composed of multiple words, the amount of categories in DMOZ seems to be a
promising repository to classify queries. Furthermore, we compare two different
forms of extracting context explicitly, i.e., free search or browsing of the categories
on the DMOZ site, and evaluation of categories from a list of suggestions.
To answer the second part of our main research question, we use the results
from our user study to look at the effects of using topical context on retrieval
performance:
RQ1.2 How can we use topical feedback to improve retrieval results?
We compare performance of runs using topical context in addition to the query.
The topical context consists of categories on different levels in the DMOZ direc-
tory. In our work topical feedback is feedback in the form of a (DMOZ) category
and relevance feedback is feedback in the form of a document. Both types of
feedback can be either true feedback, i.e., a user has explicitly marked a category
or document as relevant or non-relevant, or blind feedback, i.e., it is assumed that
top ranked categories or documents are relevant to the query.
A question that arises when applying feedback techniques is how they relate
to blind as wells as true relevance feedback, the most common use of feedback.
Our third research question therefore is:
RQ1.3 Does topical feedback improve retrieval results obtained using relevance
feedback?
The rest of this chapter is organised as follows. In the next section we discuss
related work. In Section 2.3 we describe the data, i.e., the queries, the test
collection and the DMOZ directory. We describe the language models that we
are using for topic categorisation and retrieval in Section 2.4. In Section 2.5
we discuss the user study we have conducted to categorise queries into DMOZ
categories. In Section 2.6 we describe the retrieval experiments where we use
the topical context elicited in our user study to improve retrieval effectiveness.
Finally, in Section 2.7 we draw our conclusions.
2.2 Related Work
In this section we discuss related work on relevance feedback and topical feedback,
other sources of context including user profiles, cluster-based retrieval and latent
semantic analysis.
As we mentioned in the previous chapter, the most common form of exploiting
query context is through relevance feedback. When relevance feedback is applied,
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documents that are considered relevant, either because the documents are top-
ranked in the initial ranking, or because users marked them as relevant, are
exploited in a second iteration of the retrieval process.
Relevance feedback has been around for a long time already. In the seventies
Rocchio (1971) first applied relevance feedback on a vector space retrieval model.
This relevance feedback approach maximises the difference between the average
vector of the relevant documents and the average vector of the non-relevant doc-
uments by adding query terms and by the reweighing of query terms to reflect
their utility in discriminating relevant from non-relevant documents. After that
also feedback methods based on the probabilistic feedback model were introduced.
Probabilistic retrieval models rank documents in decreasing order of probabilities
of relevance, where initial probabilities of relevance are estimated by a constant
for the query terms for the relevant documents and by the probabilities of terms in
the whole background collection for non-relevant documents. Relevance feedback
is applied by substituting the initial estimated probabilities of terms by using
the accumulated statistics relating to the relevance or non-relevance of previously
retrieved items (Salton and Buckley, 1990).
A widely used relevance feedback model was introduced by Lavrenko and Croft
(2001). This so-called relevance model provides a formal method to determine
the probability P (w|R) of observing a word w in the documents relevant to a par-
ticular query. They are using the top-ranked documents retrieved by the query
as implicit feedback, but the same model can be used when explicit relevance
judgments are available. The method is a massive query expansion technique
where the original query is completely replaced with a distribution over the en-
tire vocabulary of the feedback documents. An overview of relevance feedback
techniques can be found in (Ruthven and Lalmas, 2003).
A problem with systems incorporating relevance feedback is that they gener-
ally do not give the user enough context on which to base their relevance decisions,
e.g., how many documents should be marked as relevant, how relevant should a
document be before being marked as relevant, and what does not relevant mean?
Getting the user to provide explicit feedback is not easy, and making the pro-
cess of assessing relevance more difficult may result in less interaction not more
(Ruthven and Lalmas, 2003). Another factor that influences the interaction of
the user with the system is the user’s experience with searching in general, and
the experience with the system at hand. More experienced users are more flexible
and are more likely to use different search strategies according to the familiarity
to the search topic (Hsieh-Yee, 1993).
Instead of using previously retrieved documents for feedback, we aim to use
other sources of information that are topically related to the query. There is a
range of studies that use topical context similar to our approach, i.e., by exploiting
an external knowledge source to group topically related documents into categories
and associate these categories with the query. Categories can be associated with
queries explicitly by users, or implicitly by a query categorisation method.
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Wei and Croft (2007) manually assign DMOZ categories to queries according
to some basic rules. A topic model is built from the documents in the selected
category, and queries are smoothed with the topic model to build a modified
query. A query likelihood model using this modified query does not outperform
a relevance model using pseudo-relevance feedback. A combination of applying
the relevance model for queries with low clarity scores, meaning clear queries,
and the topic model smoothing otherwise, leads to minor improvements over the
relevance model.
Ravindran and Gauch (2004) designed a conceptual search engine where users
can input DMOZ categories as context for their search. Document scores for re-
trieval are a combination of the keyword match and the category match. This im-
proves the precision of the search results. Additionally, search results are pruned,
i.e., documents that do not match any of the categories provided with the query
are removed, leading to further significant improvements of the retrieval results.
Topical categories as a source of query context have also been used in TREC
for ad hoc retrieval. The topics in TREC 1 and 2 include a topical domain
in the query descriptions, which can be used as topical context. It has been
shown that these topical domains can successfully be used as query context for
ad hoc retrieval (Bai et al., 2007). In this paper the automatic and the manual
assignment of categories is compared. Category models are created by using the
relevant documents or the top 100 documents retrieved for the in-category queries.
The top terms in the category models are used to expand the query. Automatic
query classification is done by calculating KL-divergence scores. Although the
accuracy of the automatic query classification is low, the effectiveness of retrieval
is only slightly lower than when the category is assigned manually. Both lead to
significant improvements over a baseline that does not incorporate topical context.
Haveliwala (2002) considers two scenarios to assign categories to queries. In
the first scenario, unigram language models are used to calculate the class prob-
abilities given a query for each of the 16 top-level DMOZ categories. The three
categories with the highest probabilities, are selected to compute topic-sensitive
PageRank scores. Offline a set of PageRank scores has been calculated for each
page and each category. In the second scenario context of the query is taken into
account. For example, users can highlight a term in a Web page, and invoke a
search. The context, in this case the Web page, is then used to determine the
category. Instead of only the query terms, the terms of the whole page are used
to rank the 16 top-level DMOZ categories. Two other sources of query context
are also suggested. First, using the history of queries issued leading up to the
current query. Second, if the user is browsing some sort of hierarchical directory,
the current node in the directory that the user is browsing at can be used as con-
text. Potential query independent sources of context include browsing patterns,
bookmarks, and e-mail archives.
Another option to categorize queries automatically is to exploit the search
engine of a category hierarchy itself. When a query is submitted to the DMOZ
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homepage it is classified into DMOZ categories, as well as DMOZ sites. A similar
approach is taken in (Mishne and de Rijke, 2006). They classify queries from
a blog search log into Yahoo! directory categories by using the category of the
top page retrieved by the Yahoo! directory as the category for that query. The
coverage and the accuracy of the classifications are reported to be satisfying.
Successful, domain-specific applications of exploiting topical context can be
found in the social science and genomics domain. Meij et al. (2010) leverage
document-level concept annotations for improving full-text retrieval using the
Medical Subject Headings thesaurus to improve genomics information retrieval
and annotations of the CLEF collections to improve results in the CLEF domain-
specific track. The original query is translated into a conceptual representation
by means of relevance feedback, which is subsequently used to expand the query.
Trieschnigg et al. (2009) automatically annotate queries with MeSH concepts.
A K-Nearest Neighbour classifier classifies documents by looking at the manual
classification of similar or neighbouring documents. Combining the textual and
conceptual information leads to significant improvements on the TREC Genomics
test collection.
Besides topical context other forms of context can be explored e.g., entity type
information (Demartini et al., 2009b; Balog et al., 2009), which will be discussed
in more detail in the next chapters, document type information (Kim and Croft,
2010), genres of Web pages or lexical context. Rosso (2008) explores user-based
identification of Web genres. He defines genre as: a document type based on
purpose, form, and context, e.g., genres can be resumes, scientific articles or tax
income forms. In the study users develop and agree upon a genre ontology or
palette for the edu domain. Lexical context of query terms can for example be
extracted from Wordnet (Miller, 1995), which contains all kind of lexical relations
to terms like synonyms, hyponyms and antonyms. Voorhees (1994) finds query
expansion by lexical-semantic relations provides the potential to improve short,
imprecise queries, but on average little improvement is achieved.
Instead of using groups of documents that are topically related to the query
as context, the context can also consist of documents that are associated with a
user. In this case, a user profile independent of the query is created and used at
retrieval time to personalise and improve the retrieval results. These user profiles
can be built in different ways, e.g., by monitoring the user’s search behaviour or
by asking the user for explicit feedback. When explicit feedback is requested from
the user, topical categories from Web directories such as DMOZ can be used to
represent the user’s search profile. Chirita et al. (2005) let users pick multiple
DMOZ categories to create user profiles that fit their interests. At run-time the
output of a search engine is reranked by considering the distance between a user
profile and the sets of DMOZ categories covered by each URL returned in the
regular Web search. Trajkova and Gauch (2004) build user profiles implicitly
based on the user’s search history. Web pages that a user has visited for at least
a minimum amount of time are classified into a category from the top 3 levels of
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the DMOZ directory by using the highest weighted 20 words are to represent the
content of the Web page.
Liu et al. (2002) combine user profiles with query specific profiles to map a
user query to a set of categories. User profiles are created automatically by using
the search history, which consists of the issued queries, relevant documents and
related categories. A new incoming query is mapped to a set of categories using
the user profile, the query specific profile, or a combination of both. Categories
from DMOZ are ranked, and the top three categories are shown to the user who
can select the category that best fits his search intention. Although this work
provides a promising method to determine the categories associated with a query
for a specific user, no method to exploit this information to improve the search
results is suggested.
Another area of related work does not use an external knowledge source to
identify groups of topically related documents. Instead, groups of topically related
documents or terms to the query are identified implicitly by using search log
and click data, by using the document collection at hand, so-called cluster-based
retrieval, or by latent semantic analysis.
An example of the use of search logs for topical search can be found in (Sondhi
et al., 2010). Contextual keywords derived from topic-specific query logs are
added to the initial query and submitted to a standard search engine. The al-
tered queries help focus the search engines results to the specific topic of interest.
Cluster-based retrieval is a retrieval method inspired by the cluster hypothesis:
“closely associated documents tend to be relevant to the same requests” (Van Ri-
jsbergen, 1979). Documents are grouped into clusters, which can be used in differ-
ent ways during the retrieval stage, i.e., clusters can be returned in their entirety
in response to a query, or they can be used as a form of document smoothing.
Document clustering can be performed online at retrieval time, depending on the
query, which can be expensive, or offline and query independent, which may be
based on factors irrelevant to the user information need (Liu and Croft, 2004).
Effectively communicating the category to the user is essential in user interaction.
In contrast with clustering techniques, our topical feedback method will by design
generate clear intelligible labels, because we use the DMOZ category labels.
A more mathematical approach using topic models is latent semantic analysis
(Deerwester et al., 1990). Latent semantic indexing uses linear algebra techniques
to learn conceptual relations in a document collection. An underlying or latent
structure is assumed in the document-term matrix. This latent semantic struc-
ture is modelled based on topics rather than individual terms. The result is a
much smaller representation space, which can retrieve documents that share no
words with the query. Two more latent topic models have since been developed,
both applicable retrieval tasks. Hofmann (1999) introduced probabilistic latent
semantic indexing, which is based on the likelihood principle and defines a gen-
erative model of the data. Each document is modelled as a mixture of topics.
Latent Dirichlet allocation (LDA) (Blei et al., 2003) is similar to probabilistic la-
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tent semantic indexing, but the topic distribution is assumed to have a Dirichlet
prior resulting in a better mixture of topics in a document. Latent Dirichlet al-
location does not outperform a relevance model using pseudo-relevance feedback,
but it can be calculated offline, which could be an advantage for some applica-
tions (Wei and Croft, 2006). Azzopardi et al. (2004) use a document specific term
prior based on inferred topics induced from the corpus using LDA. The method
achieves results comparable to the standard models, but when combined in a two
stage language model, it outperforms all other estimated models.
Comparing our work to the related work described in this section, our contri-
butions are:
• We conduct a user study to have test persons explicitly assign DMOZ cat-
egories to queries shedding light on the (im)possibility of using topical con-
text.
• Our approach is tested on a larger test collection with a larger number of
queries than in previous work. All previous work uses either small document
collections, or a small number of queries created by the authors, which leads
to questionable results and also avoids issues with efficiency.
• Most related work does not take into account the relation of topical feedback
to relevance feedback. We do take this into account and can therefore
measure the additional value of topical feedback.
2.3 Data
In this chapter we investigate whether we can use the DMOZ directory as a source
of topical context. We use topics from the TREC 2008 Terabyte and Relevance
Feedback tracks as test data. The TREC Terabyte track ran for three years, and
provides us with 150 ad hoc topics that consist of three components, i.e., title,
description and narrative. To retrieve documents we will only use the title part
of the query and not the description and the narrative. The relevance feedback
track reuses topics from the terabyte track, but adds sets of known relevant and
non-relevant documents to the query topics that can be used for feedback.
The DMOZ directory is organised as a tree, where the topic categories are
inner nodes and pages are leaf nodes. An example of a typical page in DMOZ
can be found in Figure 2.2. As you can see the page for the category Amsterdam
contains a number of links to subcategories, as well as two links to pages about
Amsterdam. Nodes cannot only have multiple child nodes, but by using symbolic
links, nodes can appear to have several parent nodes as well. Since the DMOZ
directory is free and open, everybody can contribute or re-use the data-set, which
is available in RDF. Google for example uses DMOZ as basis for its Google
Directory service (Chirita et al., 2005).
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Figure 2.2: Page of category ‘Amsterdam’ in the DMOZ directory.
Table 2.1: Size of our DMOZ test collection
Level # Categories # Sites
1 15 86
2 574 6,776
3 6,501 128,379
4 29,777 379,619
All over 590,000 4,830,584
At the moment of writing, the complete DMOZ directory contains one million
categories. At the time of our data dump in the beginning of 2008, it consisted of
over 590,000 categories. The number of sites included in the directory is however
stable at 4.8 million sites. In our experiments we exclude categories under the
“World” category, because it contains categories in languages other than English.
The number of categories and sites at different levels in the DMOZ directory is
given in Table 2.1. For levels one to four these numbers are calculated using our
test collection, for the complete directory (row ‘All’ ) the numbers are taken from
the DMOZ homepage.
We use the DMOZ corpus as the background collection for our language mod-
els. It consists of the raw text of all Web pages up to level 4 we were able to crawl
(459,907 out of 600,774). For efficiency reasons, all words that occur only once
are excluded from the background corpus. The corpus consists of a total number
of 350,041,078 words.
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The Web collection that is used to search relevant pages for these topics is
the .GOV2 collection, a collection of Web data crawled from Web sites in the
.gov domain during early 2004. Topics are only created if the .GOV2 collection
contains relevant pages for the topic. The DMOZ directory is intended to cover
the whole Web, thereby also including the .gov domain. In total, 5,339 sites, i.e.,
around 1% of the sites in our test collection consisting of levels one to four of
the DMOZ directory is from the .gov domain. Some of the DMOZ categories
hardly contain any sites from the .gov domain, e.g., games, shopping and sports.
The categories health, regional and science contain the most sites from the .gov
domain. We expect therefore that also most topics will be categorised into the
categories health, regional and science.
2.4 Models
Throughout this thesis we will use the language modelling approach for retrieval,
feedback, query categorisation and other tasks. We start this section by a short
introduction to the language modelling approach. We continue by introducing an
extension of the language modelling approach: the parsimonious language model.
After describing these models, we explain how we use these models for query
categorisation to generate a list of suggested categories, and finally we describe
the model we use to incorporate topical and relevance feedback in our retrieval
model.
2.4.1 Language Modelling
The language modelling approach to information retrieval models the following
idea: A document is a good match to a query if the document model is likely to
generate the query, i.e., if the query words occur frequently in the document.
The term language models originates from probabilistic models of language
generation developed for automatic speech recognition systems in the early 1980s
(see e.g., Rabiner, 1990). Language models have become a major research area in
information retrieval research since their first application to information retrieval
in 1998 by Ponte and Croft (1998), Hiemstra (1998) and Miller et al. (1999). The
notation we use in this thesis is based on the notation used by Hiemstra (2001).
The basic method for using language models is the query likelihood model.
Given a query Q and a document D, we are interested in estimating the con-
ditional probability P (D|Q), i.e., the probability the document D generates the
observed query Q. After applying the Bayes’ formula and dropping a document
independent constant since we are only interested in ranking documents, we get:
P (D|Q) ∝ P (Q|D)P (D) (2.1)
The prior probability of a document P (D) is often treated as uniform across all
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documents, but it can also be implemented as a genuine document prior (de-
scribed later in this section). Using a uniform document prior, taking query Q
as input, retrieved documents are ranked based on the probability that the doc-
ument’s language model would generate the terms of the query, P (Q|D). From
each document D in the collection a language model is constructed. The proba-
bility of generating the query using maximum likelihood estimation (MLE) is:
P (Q|D) =
∏
t∈Q
Pmle(t|D) =
∏
t∈Q
tft ,D
LD
(2.2)
where tft,D is the raw term frequency of term t in document D, and LD is the
total number of terms in document D.
The problem with the above equation is the estimation of the probabilities of
terms that appear very sparsely or not at all in documents. Documents will only
receive a nonzero probability if all of the query terms appear in the document. The
probability of words occurring once in the document is normally overestimated,
because their occurrence was partly by chance. Therefore we smooth probabilities
in the document language models to discount nonzero probabilities and to give
some probability mass to unseen words.
Smoothing
Linear smoothing, also called Jelinek-Mercer smoothing, uses a mixture or linear
interpolation of the document maximum likelihood model with the collection
model, using the parameter λ to control the influence of each model:
P (Q|D) =
∏
t∈Q
(λP (t|D) + (1− λ)P (t|C)) , (2.3)
where
Pmle(t|D) = tft,D
LD
(2.4)
Pmle(t|C) = tft,C
LC
(2.5)
LD is the total number of terms in document D, and LC is the total number of
terms in the whole collection. Instead of the term frequency (the total number
of occurrences of the term in all documents in the collection), also the document
frequency (the number of documents from the whole collection in which a term
occurs) can be used. In that case LC equals the total number of documents in
the whole collection.
Another popular smoothing method is Dirichlet smoothing. Dirichlet smooth-
ing estimates P (t|D) as follows:
P (t|D) = tft,D + µP (t|C)
LD + µ
(2.6)
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where the parameter µ and the length of the document determines the amount
of smoothing. The assumption is that longer documents, containing more terms
require less smoothing than short documents. Both of these smoothing methods
are described and compared in (Zhai and Lafferty, 2001b). For a more extensive
introduction of the language modelling approach, we refer to (Zhai, 2008).
Document Priors
Document priors can be used to set the prior probability of a document being
relevant to any query. Priors can include criteria such as authority, length, genre,
number of links, newness and popularity. A document length prior for example
can be estimated as:
P (D) =
LD
LC
(2.7)
where the length of the document LD is divided by the total number of terms in
the collection LC .
Document Preprocessing
Before the language models of documents are created the text of the documents
is preprocessed. If the documents are Websites, the HTML tags will be stripped
to extract the textual content. Two techniques that can be used to further pre-
process the documents are stopping and stemming. Stopping is the removal of
common words from the documents that will most likely not contribute to re-
trieval, such as “the”, “be” and “to”. One strategy for the removal of stop words
is to exclude the words which occur most frequently in the document collection.
Also standard stop word lists have been constructed which list stop words for
a certain language or document collection. Removing stop words significantly
decreases the size of documents allowing for faster indexing and retrieval.
A second preprocessing step is stemming. The goal of stemming is to reduce
inflectional forms and sometimes derivationally related forms of a word to a stem
or common base form, e.g., cats to cat, or walking to walk. The most common
algorithm for stemming English is the Porter stemmer (Porter, 1980). The Porter
stemmer sequentially applies rules in five phases to reduce words to their base
form by matching suffixes to certain patterns, e.g., reduce suffix “-sses” to “s”.
A somewhat lighter stemmer is the Krovetz stemmer (Krovetz, 1993). In three
steps this stemmer transforms plural to singular forms, past to present forms,
and removes the suffix “-ing”. A dictionary lookup performs any transformations
that are required to convert any stem produced into a real word, whose meaning
can be understood.
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2.4.2 Parsimonious Language Model
The parsimonious language model overcomes some of the weaknesses of the stan-
dard language modelling approach. Instead of blindly modelling language use
in a (relevant) document, we should model what language use distinguishes a
document from other documents. The exclusion of words that are common in
general English, and words that occur only occasionally in documents, can im-
prove the performance of language models and decrease the size of the models.
This so-called parsimonious model was introduced by Sparck-Jones et al. (2003)
and practically implemented by Hiemstra et al. (2004).
Instead of using maximum likelihood estimation to estimate the probability
P (t|D), it can also be estimated using parsimonious estimation. The parsimo-
nious model concentrates the probability mass on fewer terms than a standard
language model. Terms that are better explained by the general language model
P (t|C) (i.e., terms that occur about as frequent in the document as in the whole
collection) can be assigned zero probability, thereby making the parsimonious
language model smaller than a standard language model.
The model is estimated using Expectation-Maximization:
E-step : et = tft,D · αP (t|D)
αP (t|D) + (1− α)P (t|C)
M-step : P (t|D) = et∑
t et
, i.e., normalize the model (2.8)
In the initial E-step, the maximum likelihood estimates are used to estimate
P (t|D). The E-step benefits terms that occur relatively more frequent in the
document as in the whole collection. The M-step normalises the probabilities.
After the M-step terms that receive a probability below a certain threshold are
removed from the model. In the next iteration the probabilities of the remaining
terms are again normalised. The iteration process stops after a fixed number
of iterations or when the probability distribution does not change significantly
anymore. For α = 1, and a threshold of 0, the algorithm produces the maximum
likelihood estimate Pmle(t|D) as defined before. Lower values of α result in a
more parsimonious model. We will denote the resulting estimate by Ppars(t|D).
2.4.3 Query Categorisation
In this section we discuss three methods to generate a list of suggested categories
for a query to display to the user. The first method we use to categorise the query
is the simplest.
1. Title match: Match query words with the label of the DMOZ category.
When all query words are present in the category label, this category is assigned
to the query. The label of the category consists of the whole path of categories
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in the hierarchy, e.g., “Regional: Europe: Netherlands: North Holland: Amster-
dam”. Not all words from this label have to be present in the query, e.g., the
queries “Amsterdam” and ”Amsterdam Netherlands” are matches to the given
example category. When a category matches all query words, all its descendants
automatically also match all query words, we then only assign the highest level
matching category to the query, e.g., if the query is ”Netherlands”, only the cat-
egory “Regional: Europe: Netherlands” is assigned to the query. Both the query
words and the category labels are stemmed using a Porter stemmer (Porter, 1980).
The next two categorisation methods use topic models of the DMOZ categories
to generate a list of suggested categories. Categories are assigned to each query
by using either the query title, or the top 10 retrieved documents. We first
create topic models of the DMOZ categories. We start by crawling the sites from
each category and of all its available direct sub categories. All HTML markup
is stripped from the sites, since we are only interested in the textual content.
Stopwords are removed according to a standard stopword list. Stemming is not
applied. If at least 10 sites are found, a parsimonious language model of the
category is created. For the parsimonious model we have to set the parameters
α and the threshold parameter. We set the threshold parameter at 0.0001, i.e.,
words that occur with a probability less than 0.0001 are removed from the index.
We set α = 0.1 for the parsimonious model, based on initial experiments with a
part of the test collection.
We create a topic model for a category from the concatenation of all textual
content of the Websites belonging to the category. The Websites used to create
the topic model include the sites of the category as well as the sites in all its
subcategories. To produce the list of suggestions, we focus on a part of the
DMOZ directory in order to reduce complexity. That is, we use the categories
from the first four levels of DMOZ, which comprise around 30,000 categories.
Since we have crawled only the upper four levels of the DMOZ directory, we
can create topic models up until the third level of the hierarchy using also the
subcategories. The topic models on the fourth level are created using only the
links on that level.
After the creation of the topic models for the categories, we can start assigning
categories to queries as follows. Our second method for query categorisation is
based on classifying documents.
2. Top ranking documents similarity We use the top 10 results of a baseline
model run, and select categories whose topic model is most similar to these
documents.
The documents are classified into a category as follows. First, the documents are
scored on DMOZ top level categories by scoring each of the top level topic models
on the documents:
S(TM |Dtop) =
∑
d∈Dtop
∏
t∈d
(λP (t|TM) + (1− λ)P (t|C)) (2.9)
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where TM is a topic model, d is a document, Dtop is the set of top retrieved doc-
uments, t is a term, and C is the background collection. The prior probability of
a topic model P (TM) is treated as uniform across all topic models, and therefore
omitted in this equation. The topic models are ranked by their scores and saved.
The documents are then classified into the second-level categories. Similarly, the
documents are classified into the third and fourth level categories, but for compu-
tational efficiency here only subcategories from the 20 highest ranked categories
are used. When the topic models up to the fourth level have been estimated, all
topic models are ranked according to their scores, where the highest ranked topic
model is the most probable category associated with the query.
Our last method directly classifies the query.
3. Query similarity We classify the query, that is the short topic statement in
the title field Q, by selecting categories whose topic model is most similar
to the query.
In this case, the top level topic models are scored on the query.
S(TM |Q) =
∏
t∈Q
(λP (t|TM) + (1− λ)P (t|C)) (2.10)
The topic models are ranked by their scores, and the process continues down the
category hierarchy in the same way as the top 10 result classification.
To produce a list of suggestions for a topic, we merge the top 10 ranked
categories from the three categorisation methods. The list of suggestions is shorter
than 30 categories, because some of the categories will be in the top 10 of more
than one query categorisation method, and the title match is not likely to generate
more than one matching category.
2.4.4 Retrieval
For retrieval we use the language modelling approach. We extend a baseline
retrieval model to incorporate topical as well as relevance feedback.
Baseline Retrieval Model
Our baseline retrieval model is a standard language model, as described in the
first chapter in Section 2.4.1. For retrieval we make use of Indri (Strohman et al.,
2005), an open source search engine, which incorporates the language modelling
approach. The baseline model uses Jelinek-Mercer smoothing to smooth the
probability of a query term occurring in a document with the probability of the
query term occurring in the background corpus as follows:
P (Q|D) =
∏
t∈Q
((1− λ)P (t|D) + λP (t|C)) (2.11)
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where Q is the query, D the document, and C the background collection.
The standard value of the smoothing parameter λ in the language model is
0.15. From the TREC Terabyte tracks however, it is known that the .GOV2
collection requires little smoothing i.e., a value of 0.9 for λ gives the best re-
sults (Kamps, 2006).
Topical Feedback
To retrieve documents using topical feedback, the input is not only a query Q,
but also a topic model TM of a category assigned to the query. The topic model
for a category is created as described in Section 2.4.3. To produce a ranking a
mixture of the query model and the topic model is calculated as follows:
P (Q, TM |D) = (1− β)P (Q|D) + βP (TM |D) (2.12)
β determines the weight of the topic model. P (TM |D) is estimated similarly to
P (Q|D) as described before.
P (TM |D) =
∏
t∈TM
(λP (t|D) + (1− λ)P (t|C)) (2.13)
For efficiency reasons we rerank the top 1,000 results retrieved by the baseline
retrieval model. To estimate P (t|D) we use a parsimonious model with the same
parameter settings as used for the query categorisation in the previous section.
Relevance Feedback
Besides topical feedback we also apply the more standard relevance feedback,
instead of a topic model of a category, a model of (pseudo)relevant documents
to the query is used. Relevance feedback is applied using an adaptation of the
relevance model of Lavrenko and Croft (2001). Their relevance model provides
a formal method to determine the probability P (w|R) of observing a word w in
the documents relevant to a particular query. The method is a query expansion
technique where the original query is completely replaced with a distribution over
the entire vocabulary of the relevant feedback documents. Instead of completely
replacing the original query, we include the original query with a weight Worig
in the expanded query. We make use of the weight operator provided by Indri
(Strohman et al., 2005). This operator forms a single score for a document using
weights (wi)to indicate which terms (ti) should be trusted most. The weight
operator has the following form:
#weight(w1t1 w2t2 . . . wntn) (2.14)
Our relevance feedback approach only uses positive relevance feedback. The
approach is similar to the implementation of pseudo-relevance feedback in Indri,
and takes the following steps:
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1. P (t|R) is estimated using the given relevant documents either using maxi-
mum likelihood estimation, or using a parsimonious model.
2. Terms P (t|R) are sorted. All terms in the parsimonious model are kept,
but in case of MLE only the 50 top ranked terms are kept.
3. In the original baseline query Qorig each query term gets an equal weight of
1
|Q| . The relevance feedback part, QR, of the expanded query is constructed
as:
#weight(P (ti|R) ti ... P (tn|R) tn) (2.15)
4. The fully expanded Indri query is now constructed as:
#weight(Worig Qorig (1−Worig) QR) (2.16)
5. Documents are retrieved based on the expanded query
Adjusting the query is a simple and efficient way to implement parsimonious
relevance feedback. When MLE is used to estimate P (t|R), our feedback approach
is equal to the feedback approach implemented in Indri. When pseudo relevance
feedback, also known as blind relevance feedback, is applied, we use the top 10
documents of the initial ranking for feedback.
Weighted Topic Query Expansion
A general problem of feedback approaches is that they work very well for some
queries, and that they degrade the results for other queries. In our experiments
we analyse the performance of all approaches on individual queries. To tackle
this problem we experiment with an alternative query expansion method, we call
weighted topic query expansion. This method reweighs the original query terms
according to the inverse fraction of query terms that occur in the category title. If
the query terms are equal to the category title, this topic model is a good match for
the query, so the weight of the topic model terms can be high. On the other hand,
if none of the query terms occur in the category title, it is unlikely that the topical
feedback will contribute to retrieval performance, so the weight of the topical
feedback is lowered. The original weights of the query words are 1|Q| , the adjusted
weights of the query terms are 1/(|Q| ∗ fraction of query terms in category title).
A fraction of 1/5 is used when none of the query terms occur in the category title.
Since we do not want to divide by zero, and the large majority of queries consists
of less than 5 query terms, this is an approximate lower bound on the range of
fractions.
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2.5 Categorising Queries
In this section we describe the user study we conducted to let test persons assign
topic categories to query topics.
2.5.1 User Study Set-Up
The user study is designed as follows. Test persons first read an instruction,
and do a training task. Before starting the actual tasks, test persons fill out a
pre-experiment questionnaire that consists of some demographic questions. The
main part of the study consists of 15 tasks. Each task corresponds to one query
like the example query shown in Figure 1.3.
The queries in the user study are taken from the three TREC Terabyte tracks
2004, 2005 and 2006 (.GOV2 collection of 25M documents) (Bu¨ttcher et al.,
2006). Queries from topics 801-850 are categorised and evaluated by two to
four test persons, all other queries are covered by one test person. The TREC
query topics are created by American government employees. From our study we
exclude the queries that require specialized knowledge. We use 135 out of the 150
Terabyte queries. The order and the selection of queries is randomised.
At the beginning of each task the query, consisting of query title, description
and narrative, is given. Each task is then divided into four subtasks:
1. Pre-task questions
2. The evaluation of a list of suggested categories.
In subtask 2 the test person evaluates a list of suggested categories. The list
of suggestions is composed of the categories resulting from the three query
categorisation methods described in Section 2.4.3. For each suggestion the
test person evaluates how relevant the category is to the query by answering
the question: “For each suggested category evaluate how relevant it is to
the query”. The four options are: “Not at all”, “Relevant, but too broad”,
“Relevant, but too specific”, and “Excellent”.
3. Search or browse on the DMOZ site to find the best category.
In subtask 3 the test person is free to select a category from the DMOZ site
that he or she thinks applies best to the query. Categories can be found
by browsing the DMOZ site or by using the search function on the DMOZ
site. Besides the category label the test persons can use the information
available on the DMOZ pages to determine the relevancy of the category
such as a description of the category, the sites belonging to the category,
related categories, and subcategories. If the test person finds more than
one category that applies best to the query, there is a possibility to add a
second DMOZ category. Also in this subtask the test person evaluates the
relevance of the selected category to the query.
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Table 2.2: Coverage of queries
N/A Not relevant Too broad Excellent Too specific
Free Search - 1.5% 9.0% 54.1% 35.3%
Categorisation Method
Title Match 89.6% 0.0% 0.0% 8.9% 1.5%
Top Docs Sim. 0.0% 11.1% 60.7% 12.6% 15.6%
Query Sim. 0.0% 14.1% 45.2% 25.2% 15.6%
All Suggestions 0.0% 1.5% 45.2% 35.6% 17.8%
4. Post-task questions
In the second and third task also some questions are asked on how easy the task
was, and how confident the test persons are about their categorisation. After the
15 tasks each test person fills out a post-experiment questionnaire that consists
of questions on how they experienced and liked the different tasks. At each stage
of the user study, there are open questions for comments of any kind.
We do not rotate subtask 2 and 3 because our goal is to obtain good human
feedback. Seeing the list of suggestions first means there is a learning effect which
can improve the quality of the categories selected in the free search.
The online user study records all answers, and also the time it takes test
persons to do the different tasks. The open text answers, i.e., copying the URL
from the DMOZ site, are manually preprocessed before the analysis to ensure
they are all in the same format.
2.5.2 User Study Results
In this section we discuss and analyse the results of the user study.
Demographics
The user study has been filled out by 14 test persons, of which 9 male and 5 female.
Two test persons participated twice in the user study, so they did 30 instead of 15
topics. The majority of the test persons is studying or working within the field of
information retrieval. The average age is 31 years. Half of them are familiar with
the DMOZ directory, and three quarters of them are familiar with the subject of
topic categorisation.
Query Categorisation Statistics
We first look at the question: does an appropriate DMOZ category exist for the
queries?
In Table 2.2 we present the coverage of the queries. To determine the coverage
of a query for the query categorisation methods, we take only the best evaluation
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Table 2.3: Evaluations of List of Suggested Categories
Categorization Method Not relevant Too broad Too specific Excellent
Title Match 17.9% 17.9% 21.4% 42.9%
Top Docs Sim. 77.2% 19.8% 1.9% 1.1%
Query Sim. 78.7% 15.8% 3.6% 2.0%
All Suggestions 80.1% 15.8% 2.6% 1.6%
per query, e.g., if one category from the list of suggested categories is evaluated
as ‘Excellent’ by a test person in the study, the query is counted as an excellent
match. This percentage is therefore an upper bound on the coverage of the
queries. When free search is used, only for 1.5% of the queries no relevant category
is found. For more than half of the queries (54.1%) an excellent matching category
is found. In the retrieval experiments described in the next section we check
whether the categories perceived as excellent by the test persons are also excellent
in terms of system performance.
When the list of suggestions is used, for only 1.5% of the queries no relevant
DMOZ category is found. When the category is relevant, it is usually too broad
(45.2% of the topics). Still, for 35.6% of the queries an excellent matching cat-
egory is found. The query similarity categorisations provide better suggestions
than the categorisations based on top ranking documents similarity. Using the
query leads to more focused categorisations, while using the top ranking docu-
ments results in some topic drift leading to more ‘Too broad’ evaluations. Using
the title match method does not lead to any suggested categories for 110 out
of the 135 queries (81,5%), but when a category is found, this is an excellent
category in the majority of the cases.
Besides looking at the best evaluation per query, we look at all evaluations of
suggested categories in Table 2.3. In this table we take into account each evalu-
ation from all test persons in the user study. Keep in mind that the title match
categorisation method only provides a small number of suggested categories. We
see here that the large majority (80%) of categories in the list of suggested cat-
egories is not relevant. Only 1.6% of all suggested categories is evaluated as
excellent. Fortunately these excellent categories are spread over a large number
of queries, that is we saw in Table 2.2 that an excellent category is found for
35.6% of the queries.
Next, we look at the question: what is the level in the DMOZ hierarchy where
the most suitable DMOZ categories reside? With free search the test persons
can select a category on any level of the DMOZ directory. Figure 2.3 shows the
distribution of categories over the level of the DMOZ hierarchy. We see that
the deepest level that is chosen is 11, the median level is 5. Levels one and two,
which are often used in systems to reduce the complexity, are hardly ever selected.
Our query categorisation methods based on similarity of the documents in the
category and either the query or the top ranked documents generate categories up
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Figure 2.3: Levels of DMOZ categories selected by free search
Table 2.4: Free search vs. Suggestions list results
Free Search Suggestions
Avg. Post exp. Avg. Post exp.
Time in min. 2.0 1.3
Speed 3.5 3.5
Confident 3.5 3.4 3.5 3.4
Easy 3.0 3.2 3.2 3.5
to level 4 in the hierarchy, thereby still missing out of a large number of relevant
categories.
Test Persons Preferences
We now turn to compare the preferences of the test persons of the two ways of
eliciting explicit category feedback: either by evaluating a list of suggestions, or
by freely searching the DMOZ hierarchy.
Table 2.4 compares free search with the evaluation of the suggestions on dif-
ferent variables. Variables ‘Speed’ (I directly found the selected category(ies),
and did not browse in several categories), ‘Confident’ (I am confident I selected
the best possible category(ies)) and ‘Easy’ (It was easy to select categories) are
measured on a Likert-scale from 1 to 5, where 1 means ‘Strongly Disagree’ and
5 means ‘Strongly Agree’. Averages are calculated over all test persons and all
queries. The post experiment numbers in the second and fourth column are
averages over all test persons on answers in the post-experiment questionnaire.
When comparing free search with the evaluation of suggested categories, we have
to consider a bias that occurs because the test persons always first evaluate the
list of suggested categories and then do the free search. In close to 50% of the
cases, the test persons say the list of suggestions helped them to select a category
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from the DMOZ site using free search. In 55% of the cases the test persons think
that the category they selected freely from the DMOZ site is better than all the
suggestions in the list.
How easy and how efficient are both methods of eliciting explicit topical con-
text? The average time spent per topic for the free search is significantly higher
than the average time spent for the evaluation of the suggested categories (2.0
minutes and 1.3 minutes respectively). The test persons however perceive both
methods to be equally fast. The confidence in their classifications is the same on
average, and in the final evaluation for both methods. The test persons find the
evaluation of the suggestions list slightly easier than the free search.
When asked what method the test persons prefer, the replies are mixed. 3 test
persons prefer free search, 4 test persons prefer evaluation of a list of suggested
categories and 7 test persons prefer to look at a list of suggested categories, and
then search freely on the DMOZ site.
Agreement between Test Persons
We now look at the agreement between different test persons categorising the
same query. Although it is shown that people do not agree much on tasks like
this (Furnas et al., 1987; Saracevic and Kantor, 1988), we can still assume that
the easier the task, the higher agreement between test persons will be. We cal-
culate pairwise agreement between test persons. Strict agreement means there is
agreement on the relevant categories, and on the degree of relevance (‘Relevant,
but too broad’, ‘Relevant, but too specific’, and ‘Excellent’). Lenient agreement
means there is agreement on the relevant categories, but the degree of relevance
is not taken into account. Categories that are evaluated as not relevant by all
test persons are not included.
For the list of suggested categories two types of agreements are calculated.
‘All evaluations’ calculates agreement for each category on the suggestions list
when at least one test person considers the category relevant. ‘Best match’ only
calculates agreement for the category of the list of suggested categories with
the best agreement, i.e., there is an overlap between the categories evaluated as
relevant for a query by two test persons. Similarly, when free search is used, and
two categories are selected, only the best matching categories are used to calculate
agreement. For the majority of cases test persons select only one category in the
free search, therefore we omit the calculation of all evaluations of the free search.
The results are presented in Table 2.5.
Strict agreement for all evaluations of the list of suggested categories is low
(0.14), and is comparable to strict agreement for the best matching categories
selected using free search which has an agreement of 0.15. Agreement on the
best matching categories from the list of suggested categories is high, i.e., a strict
agreement of 0.61. This means that for most queries the test persons agree on at
least one relevant category. This relevant category will be used in our retrieval
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Table 2.5: Strict and lenient agreement between test persons over all relevant
judgments, and over best matching relevant judgements.
# queries Strict agr. Lenient agr.
All evaluations
Title Match 6 0.69 0.89
Top Docs Sim. 49 0.14 0.18
Query Sim. 44 0.12 0.22
List of Suggested Categories 50 0.14 0.20
Best match
List of Suggested Categories 50 0.61 0.75
Free Search 50 0.15 0.34
Table 2.6: Lenient agreement on different levels between test persons over best
matching relevant judgements.
List of Suggested Categories Free Search
# queries Lenient agr. # queries Lenient agr.
Level 1 50 0.75 50 0.74
Level 2 50 0.73 50 0.64
Level 3 48 0.67 50 0.58
Level 4 37 0.48 50 0.50
Complete 50 0.75 50 0.34
experiments that follow. Categories selected by free search receive somewhat
higher lenient agreement than all evaluations of the list of suggested categories,
0.20 and 0.34 respectively.
What is the difference in agreement over the different category suggestion
methods? From the three methods used to produce categories for the list of
suggestions, the query title match produces the categories that best cover the
query, and that receives the most agreement. The drawback of this method, is
that only for a small percentage of queries (10.4%), there is an exact match with
a DMOZ category label. Expanding this method to include nearly exact matches
could be beneficial. Differences between the top docs similarity method and the
query similarity method are small.
We also calculate agreement over best matching categories on different levels,
e.g., agreement on level 1 means that the categories have the same top level
category. Results are presented in Table 2.6. The ‘Complete’ row gives agreement
on the complete categories.
A problem in DMOZ is that category names are ambiguous when the full
path in the category hierarchy is not taken into account. For example, in DMOZ
there are four fruit categories in different places in the directory: (“Shopping:
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Home and Garden: Plants: Fruit”, “Home: Gardening: Plants: Fruit”, “Science:
Agriculture: Horticulture: Fruits” and “Shopping: Food: Produce: Fruit”).
On the positive side, every chosen category in the DMOZ hierarchy is subcat-
egory of a whole path up to the root node. So different categories may still share
the same top-level categories. What is the agreement over levels of the DMOZ
hierarchy? We look here at the best matching relevant category only. For the free
search, agreement on levels 1 to 4 of the DMOZ directory is much higher, from an
agreement of 0.74 on the first level, to an agreement of 0.50 on the fourth level.
For the list selection, the agreement for the best matching relevant category is
very similar with 0.75 at the top-level, and 0.48 at level 4.
2.5.3 Discussion
We conducted this user study to answer our first research question: How well can
users categorise queries into DMOZ categories? We conclude that the DMOZ
directory can be considered suitable to categorise queries into categories. Using
either free search or the suggestions list for 98.5% of the queries a relevant DMOZ
category is found. This category can however be too broad or too specific. When
test persons evaluate categories from a list of suggestions, only 19.9% of the
categories is evaluated to be relevant. The relevant categories are usually too
broad. For many queries, the categories till level 4 of the DMOZ category are not
specific enough to categorise queries appropriately, because when we look at the
categories selected by the free search, in 61% of the cases, the selected category
is at level 5 or deeper.
Considering the method to use to elicit the topical context, there is no clear
preference from the test persons point of view. In our set-up there is however a
difference in the quality of the query categorisation. The list of suggestions only
retrieves categories until level 4, thereby excluding a large part of the DMOZ
directory. When free search is used, most often a category on level 5 is selected.
Extending the automatic categorisation used to produce suggestions to the fifth
or a even deeper level, thus has clear potential to improve the quality of the list of
suggested categories. The test persons in our user study now consider evaluation
of suggested categories easier, and they are also faster. It would be interesting to
see if these advantages still hold when deeper level categories are also shown in
the suggested categories list.
Looking at the different methods of automatic query categorisation, the title
match of the query words with DMOZ category labels produces high quality sug-
gestions, but not for many queries. Using a more lenient title match, where not
all query words have to occur in the category title could provide us with more
possible relevant categories. The categories produced by the classification of the
query differ substantially from the categories produced by the classification of the
top 10 documents. Differences in agreement and the coverage of queries, are how-
ever still small. To make the list of suggestions classification of the query, the top
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10 retrieved documents, and the query title match, can all three produce different
useful suggestions. We do not have to choose between these methods, since users
can easily review the list of suggestions and make decisions on relevance.
What is the agreement on the relevance of DMOZ categories between different
test persons? Considering the test persons can choose from 590,000 categories,
the lenient agreement of 0.34 for the free search is quite good. For the list based
suggestions, the lenient agreement over all categories deemed relevant by any of
the test persons is 0.20. A problem with the evaluation of the list of suggested
categories is that some test persons tend to select only one or two categories,
while other test persons evaluate substantially more categories as relevant, but
too broad, leading to a lot of disagreement. That is, if we consider only the best
matching category assigned by both judges, the lenient agreement is as high as
0.75.
Since best matching categories can be deeply nested in DMOZ, getting the ini-
tial levels of these categories right can be very important. That is, each category
also represents all their ancestors’ categories in the DMOZ’s hierarchy. Agree-
ment on levels 1 to 4 of the directory is much better, so at least test persons start
out on the same path to a category. They may only in the end select different
categories at different levels of granularity.
Overall, free search results in the best and most specific categories, considering
agreement and coverage of the query. However, the categories in the list of sug-
gested categories can still be improved by including more of the DMOZ hierarchy.
From the test persons point of view, there is no agreement on a preference for one
of the methods. So, a good option will be to use a combination of both methods so
that users can decide for themselves per query how they want to select a category.
Summarising, from our user study we can conclude that for nearly all queries
a relevant DMOZ category can be found. Categories selected in the free search
are more specific than the categories from the list of suggestions. For the test
persons there are no large differences between selecting categories from a list
of suggestions and the free search considering speed, confidence, difficulty and
personal preference. Agreement between test persons is moderate, but increases
considerably when we look only at the top-level categories.
2.6 Retrieval using Topical Feedback
In this section we report on our experiments that exploit the topical context as
retrieved from our user study.
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2.6.1 Experimental Set-Up
To test our topical feedback approach, we use Terabyte topics 800 to 850 that
have been classified by at least two test persons in our user study. All parameters
for the topic models are the same as used in the user study. Only for retrieval we
do use a Porter stemmer, because our initial results indicate that stemming leads
to better results. In some of our experiments we also use a document length prior
to favour longer documents. For parameter β we try values from 0 to 1 with steps
of 0.1. For computational efficiency we rerank results. The run we are reranking
is created by using a standard language model, with Jelinek-Mercer smoothing
(λ = 0.9). We rerank the top 1,000 results.
From our user study we extract query classifications on three levels. The
deepest level topic models are based on the categories selected most frequently in
the free search, so on any level in the directory (Free Search). The middle level
consists of the categories selected most frequently from the suggested categories
of levels one to four of the directory (Suggestions). We add a third classification
on the top level, where one of the thirteen top level categories is picked. For the
top level category we use the top category that occurs most frequently in the list
of suggested categories (Top Level). When there is a tie between categories, we
decide randomly.
We want to know if applying topical feedback can improve results obtained
with relevance feedback. We therefore compare the results of topical feedback
with relevance feedback results, and combine topical feedback with relevance
feedback to see if that leads to additional improvements. To compare topical
feedback with relevance feedback we use odd-numbered topics 800–850 from the
terabyte track, which have been used as training data in the TREC relevance
feedback track. Besides the standard topic query expansion (Topic QE), we also
give results of the weighted topic query expansion (W. Topic QE). To create a
parsimonious topic model we use a λ of 0.01, and a threshold of 0.001. When
blind feedback is used, the top 50 terms from the top 10 documents are used. We
also experiment with applying a document length prior.
2.6.2 Experimental Results
In this section we describe our experimental results. They are split into two parts,
first we discuss the influence of the query categorisation, secondly we discuss the
relation between topical feedback and relevance feedback.
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Table 2.7: Retrieval results using topical context
Topical Context Beta MAP P10
Baseline 0.0 0.2932 0.5540
Top Level 1.0 0.0928• 0.1000•
Suggestions 1.0 0.1388• 0.2160•
Free Search 1.0 0.2179•◦ 0.3640•◦
Top Level 0.7 0.2937 - 0.5700 -
Suggestions 0.6 0.2984 - 0.5720 -
Free Search 0.6 0.3238• 0.6140•◦
Influence of Query Categorisation
Table 2.7 shows the retrieval results4. The baseline run does not use topical
context. First, we look at how well the topical context captures the information
need of the topics. As expected, when only the topical context is used (β = 1.0),
results are significantly worse than the baseline. The free search categories do
still perform quite reasonably, showing that the DMOZ categories can capture
the information request at hand to some degree. Secondly, we look at combining
the baseline run with topical context. In the table only the best runs are shown.
We show MAP and P10 over different values of β in Figure 2.4. The results start
degrading only at a high value of β at around 0.8 or 0.9, suggesting that the
topical context is quite robust. There is however no clear optimal value for β
which leads to best MAP and P10 results.
Topical context using the top level categories or the suggested categories only
leads to small, not significant improvements in early precision. We see that topical
context on the deepest level retrieved using free search in the DMOZ directory
leads to the best results with significant improvements over the baseline where no
topical context is used. There is no difference in performance between categories
evaluated as excellent by the test persons and categories evaluated as relevant,
but too broad or too specific.
Topical context in the form of a DMOZ category significantly improves re-
trieval results when the DMOZ categories are selected using free search allowing
categories at any level of the directory to be selected. It is difficult to compare our
results to previous work, since the test collection is different. Similar to previous
work (Wei and Croft, 2007; Ravindran and Gauch, 2004; Bai et al., 2007), we
achieve significant improvements in average precision.
4In all tables significance of increase/decrease over baseline according to t-test, one-tailed is
shown: no significant difference( -), significance levels 0.05(◦), 0.01(•◦), and 0.001(•)
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Figure 2.4: Topical context: MAP and P10
Topical Feedback vs. Relevance Feedback
We conduct experiments to get a better idea of the value of topical feedback
compared to (blind) relevance feedback. First of all we take a look at the relation
between topical feedback and blind relevance feedback. Results of runs with and
without topical as well as blind relevance feedback can be found in Table 2.8. In
the first column the type of topical feedback is given, in the second column is
shown whether additional blind relevance feedback is also applied. On average
the topical feedback only leads to a small improvement of MAP over the baseline
without blind relevance feedback. Applying only blind relevance feedback (second
row in the table), leads to better results than applying only topical feedback
(third row in the table). In the run Weighted Topic QE, we reweigh the original
query terms according to the inverse fraction of query terms that occur in the
category title, i.e., if half of the query terms occur in the category title, we
double the original query weights. These runs lead to better results and to small
improvements over blind relevance feedback, but they are not significant on our
set of 25 queries.
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Figure 2.5: MAP improvement correlations
Table 2.8: Results topical and blind relevance feedback
QE Blind FB Prior MAP P10
None No No 0.2902 0.5680
None Yes No 0.3267 0.6120
Topic No No 0.2694 0.5560
Topic No Yes 0.2789 0.5160
Topic Yes No 0.3069 0.5760
W. Topic No Yes 0.3023 0.5560
W. Topic Yes Yes 0.3339 0.6360
The weighted topic query expansion works because there is a weak (non-
significant) correlation between improvement in MAP when topic query expan-
sion is used, and the fraction of query terms in either the category title, or the
top ranked terms of the topical language model. as can be seen in Figure 2.5.
Applying a document length prior does not lead to consistent improvements or
declines in retrieval performances. In the results table we show the runs that gave
the best results.
Furthermore, it is interesting to see that topical feedback and blind relevance
feedback are complementary. Applying blind relevance feedback after topical
feedback is applied, leads to performance improvements similar to runs where
only blind relevance feedback is applied.
Besides blind relevance feedback, we also consider explicit relevance feedback,
where one or more documents are marked as relevant by the users. It is difficult
however to make a fair comparison between topical feedback and explicit relevance
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Table 2.9: Number of queries for which a feedback method gives the best results.
Model Baseline Relevance FB Topical FB
Blind Relevance FB No Yes No Yes No Yes
# Queries with best MAP 1 5 3 8 6 2
# Queries with best P10 4 7 9 12 4 10
feedback because of the evaluation. If the given relevant documents for relevance
feedback are included in the ranking that is evaluated, it gives an unfair advan-
tage to the relevance feedback approach. But if the given relevant documents are
excluded from the ranking to be evaluated, it gives an unfair disadvantage com-
pared to topical feedback. To compare explicit relevance feedback with topical
feedback, we will therefore not look at the average retrieval scores, but look at it
per query. As explicit relevance feedback we use one relevant document, which is
provided in the relevance feedback track.
To compare the results of implicit and explicit relevance feedback and topical
feedback, we look at what type of feedback gives the best results on our test
set of 25 queries. Again we also consider the option to apply blind relevance
feedback in combination with the other feedback methods. As can be seen in
Table 2.9, each of the retrieval techniques works best for some of the queries. In
case multiple retrieval techniques have the same best P10, they are all counted
as best. Although additional blind feedback leads to significant improvements on
average, there is a considerable number of queries where applying blind feedback
leads to lower values of MAP and P10. It is hard to predict which kind of feedback
will work best on a particular query. If we would be able to perfectly predict which
feedback should be used, MAP would be 0.3917—an improvement of 42.3% over
the baseline. This almost doubles the improvement that is achieved with the best
single feedback technique.
We do find indicators to predict whether topical feedback technique will im-
prove over the baseline results or not. It turns out the user provided factors
“confidence” and the “fit of the category” (based on the user study) do not have
a strong correlation to performance improvement. The factors “fraction of query
terms in category title” and “fraction of query terms in top ranked terms” do
have a weak correlation with performance improvements, as we have seen before.
When the weight of the feedback is adjusted according to the query terms in
the category title or the top-ranked terms, we see an improvement in the results.
For pseudo-relevance feedback and explicit feedback there is no such correlation
between the fraction of query terms in top ranked terms of the feedback model
and the performance improvement. Since the feedback is based on top ranked
documents, the query terms always occur frequently in these documents.
There is also a positive side to the fact that the fit of the category does
not correlate much to performance improvement. Sometimes categories that are
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clearly broader than the query, do lead to improvements. The queries “handwrit-
ing recognition” and “Hidden Markov Model HMM” both improve considerably
when the topical model of category “Computers-Artificial Intelligence-Machine
Learning” is applied. So it seems categories on more general levels than the spe-
cific queries are useful and one topical model can be beneficial to multiple queries.
Summarising, topical feedback can lead to significant improvements in re-
trieval performance when categories selected through free search in the DMOZ
directory are used. High-level categories do not help to improve retrieval perfor-
mance on average. Results of applying feedback vary per query, but in most cases
topical feedback is complementary to blind relevance feedback.
2.7 Conclusion
In this chapter we have studied one of the main bottlenecks in providing more
effective information access: the poverty on the query end, which corresponds to
the first challenge defined in the first chapter: Shallowness on the query side. To
overcome this problem we associate the query with topical context, making use of
opportunity Queries are posed in a search context. We make use of opportunity
Documents categorised into a category structure to obtain a hierarchy of topically
organised Websites from DMOZ to use as a source of topical context, thereby also
starting to explore the challenge Shallowness in the document representation.
We defined three research questions, the first one being RQ1.1: How well
can users classify queries into DMOZ categories? We conclude that the DMOZ
directory is a good option to use as a source of categories, since for the vast
majority of queries at least one relevant category is found. Two methods to elicit
topical context are compared, free search on the DMOZ site to select the best
category, and evaluation of a list of suggested categories. To create the list of
suggestions a combination of classification of query, top 10 retrieved documents,
and a query title match is used. Free search leads to more specific categories than
the list of suggestions. A problem in DMOZ is that category names are ambiguous
when the full path in the category hierarchy is not taken into account. Different
test persons show moderate agreement between their individual judgments, but
broadly agree on the initial levels of the chosen categories. Free search is most
effective when agreement and coverage of queries is considered. According to the
test persons none of the methods is clearly better.
Secondly, we examined the question RQ1.2: How can we use topical feedback
to improve retrieval results? Our experimental results show that topical feedback
can indeed be used to improve retrieval results, but the DMOZ categories need to
be quite specific for any significant improvements. Top level categories, and the
suggested categories from our list that go up to the fourth level, do not provide
enough information to improve average precision. These categories could however
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be useful to cluster search results.
Our third research question: RQ1.3: Does topical feedback improve retrieval
results obtained using standard relevance feedback? A common and effective way
to improve retrieval effectiveness is to use (blind) relevance feedback. On our
data set we find that combining topical context and blind relevance feedback on
average leads to better results than applying either of them separately. Looking
at a query-by-query basis, we see that there is a large variance in which type of
feedback works best. Topical feedback regularly outperforms explicit relevance
feedback based on one relevant document and vice versa. For other queries using
any type of feedback only degrades the results. So while topical context alone
might not outperform (blind) relevance feedback on average, applying topical
feedback does lead to considerable improvements for some queries.
Finally, our main research question:
RQ1 How can we explicitly extract and exploit topical context from the DMOZ
directory?
From our experiments with the DMOZ directory we conclude that DMOZ is a
good resource to use to interact with users on the topical categories applicable to
their query. The large size of the directory means specific categories applicable
to queries can be found. The average improvements in performance of topical
feedback are small however. While for some queries using topical context from the
DMOZ directory greatly improves the retrieval results, it is probably not worth
the effort to apply it blindly to each and every query. Besides using topical context
to improve the retrieval results, the topical context can be used for suggestion of
topically related query terms, or to cluster the results into subtopics.
We can conclude DMOZ is a good resource to use for topical feedback, but
we do not know if it is better than using the Yahoo! directory, or the category
hierarchy from Wikipedia. The methods described here can be applied to any
category hierarchy containing documents. Further experiments can be conducted
to determine which category hierarchy is most appropriate for topical feedback.
Especially Wikipedia is growing at a fast pace, and has a large user base, so it is
an interesting alternative, which we explore in the next chapters.
In this study we have made some adjustments to our methods to improve
efficiency, i.e., we rerank 1,000 results in the feedback algorithms, our query
categorisation methods expand only the top 20 subcategories of each category,
and only classify categories up to level 4 in the category hierarchy. Reranking
results has minor influence on early precision, it is not likely that documents
below rank 1,000 in the initial ranking end up in the top 10 by applying feedback.
Some improvements in average precision might occur when more documents are
considered for feedback. Expanding 20 subcategories of each category during
query categorisation covers a large part of all categories in the hierarchy, and
therefore we do not expect including the small number of most likely irrelevant
categories will not lead to any improvements. Classifying only up to level 4
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categories is a big limitation for the automatic query categorisation, as we have
seen that in the free search the test persons select categories below level 4 in more
than half of the cases. Furthermore, the .GOV2 test collection only represents
a small, distinct part of the Web. There is little overlap with the documents in
DMOZ and the .GOV2 collection. The ClueWeb ’09 (Carnegie Mellon University,
Language Technologies Institute, 2010) document collection contains one billion
Web pages and will contain considerably more DMOZ pages opening up new
opportunities such as using the documents in the directory directly as search
results.
Part II
Exploiting Structured Resources
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Part II
Exploiting Structured Resources
In the second part of this thesis we study how we can make use of the structured
resource Wikipedia to retrieve documents and entities. Using Wikipedia as our
knowledge resource, we can take advantage of its encyclopedic structure. We move
away from a test collection that is based on an unstructured part of the Web i.e.,
the .GOV2 collection used in the previous part of this thesis, to a test collection
that includes a structured part of the Web, namely Wikipedia. Although we are
still facing the same challenges of shallowness on the query side and shallowness
on the result side, we can now exploit the opportunities that arise from working
with a structured resource.
Continuing the work in the previous part, adding query context, we focus
on the use of category information as query context. Category information can
be given together with the query as explicit information, or it can be implicitly
gathered from the data. Category information is of vital importance to a special
type of search, namely entity ranking. Entity ranking is the task of finding
documents representing entities of an appropriate entity type or category that
are relevant to a query.
Ranking entities on the Web is much more complicated than ranking entities
in Wikipedia, because a single entity can have many pages on the Web. Search
results will be dominated by the most popular one or two entities on the Web,
pushing down other relevant entities. Since Wikipedia is structured as an ency-
clopedia, each entity occurs in principle only once and we do not have to worry
about redundant information.
In Chapter 3 we investigate the retrieval of entities and documents inside
Wikipedia, while in Chapter 4 we examine how we can retrieve Web homepages
of entities using Wikipedia as a pivot.
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Chapter 3
Exploiting the Structure of Wikipedia
In this chapter we study how to retrieve documents and entities from Wikipedia.
We use the Wikipedia structure of category information to calculate distances
between document categories and target categories to return pages that belong
to relevant topic categories.
3.1 Introduction
We study how we can make use of the structured resource Wikipedia to retrieve
documents and entities. Wikipedia is a highly structured resource: the XML
document structure, link structure and category information can all be used as
document representations. We focus on the use of category information and the
link structure to improve retrieval results. Using Wikipedia as our knowledge
resource, we can also take advantage of its encyclopedic structure. Each entity
in Wikipedia occurs in principle only once and we do not have to worry about
redundant information. The Web as a whole is unstructured and ranking entities
on the Web is therefore much more challenging than ranking entities in Wikipedia.
In the next chapter we will discuss in more detail the task of entity ranking on
the Web.
The goal of the entity ranking task is to return entities instead of documents,
where entities can be for example persons, organisations, books, or movies. Since
only returning the names of the entities does not present the user with any proof
that this entity is relevant, entities are usually represented by a document like
a home page or a Wikipedia page. It is difficult to quantify which part of Web
searches are actually entity ranking queries. It is known however that a consid-
erable fraction of Web searches contains named entities, see e.g., (Pas¸ca, 2007).
Searchers looking for entities are arguably better served by presenting a ranked
list of entities directly, rather than a list of Web pages with relevant but also po-
tentially redundant information about these entities. The standard Google search
results for the query “Ferris and observation wheels” are shown in Figure 3.1. Al-
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though most of the results on this page are relevant to the query, users would be
better served by presenting the ranked list of entities directly. When we restrict
the search to the English part of the Wikipedia site, shown in Figure 3.2, we see
that the top result is the ‘Ferris Wheel’ page, and then the next 4 results are
pages about specific ferris wheels (The Southern Star, Singapore Flyer, London
Eye and Wheel of Brisbane), that is the entities we are looking for. When we
search for our query using the search box on the Wikipedia homepage also actual
entities are returned: 11 out of the first 20 search results are Wikipedia pages
about specific ferris wheels. Searching for entities in Wikipedia is easier than
searching for entities on the Web since Wikipedia is structured: pages have cat-
egory information and each entity has only one Wikipedia page. The number of
results for the Web search is 53,000, restricting the search to the Wikipedia site
leads to only 134 results. So, searching in Wikipedia also reduces the information
overload for the user. Ideally, for the entity ranking task the search engine should
have returned 49 results: the 49 Wikipedia pages in the category ‘Ferris Wheels’.
Just like in document retrieval, in entity ranking the document should contain
topically relevant information. However, it differs from document retrieval on at
least three points: i) returned documents have to represent an entity, ii) this
entity should belong to a specified entity type, and iii) to create a diverse result
list an entity should only be returned once.
An issue in all entity ranking tasks is how to represent entities, returning only
the name of the entity is not enough. People need to see some evidence, for
example surrounding text, why this entity is relevant to their query. Since in this
chapter we restrict ourselves to entity ranking in Wikipedia, which is also is done
in the INEX entity ranking track, we can find an easy way to represent entities.
Namely, by representing them as Wikipedia articles, and by defining Wikipedia
categories as entity types.
Using Wikipedia we can utilise a simple but effective solution to the problem
of named entity extraction. Many Wikipedia pages are in fact entities, and by
using the category information we can distinguish the entities from other types
of documents. The titles of the Wikipedia pages are the named entity identifiers.
Using the redirects included in Wikipedia alternative entity identifiers can also be
extracted. The Wikipedia categories can be associated with entity types, which
makes it possible to extract entities where any Wikipedia page belonging to a
target entity type can be considered as an entity.
One of the challenges in exploiting category information from Wikipedia is
that categories are created and assigned by different human editors, and are
not consistent. With 150,000 categories to choose from it is not a trivial task to
assign the correct categories to a Wikipedia page. Some categories that should be
assigned can be missing, and too general or too specific categories can be assigned
to a page. A Wikipedia page is usually assigned to multiple categories. Wikipedia
guidelines are to place articles only in the most specific categories they reasonably
fit in, adhering to Cutters rule about specificity (Cutter, 1889). Peer reviewing is
3.1 INTRODUCTION 61
Figure 3.1: Google search results for the query ‘Ferris and observation wheels’.
employed to improve the quality of pages and categorisations. When retrieving
documents or entities from Wikipedia it is very well possible that relevant pages
are not assigned to the designated target category. The category can either be
a few steps away in the category graph, or similar categories can be relevant.
Another issue is that some of the target categories provided in the entity ranking
topics are redirected, e.g., “Category:Movies” is redirected to “Category:Films”.
These categories in principle should not contain any pages, and are not included
in the category graph. The entity ranking techniques that will be described in
this chapter are able to deal with these issues.
In this chapter we address the following main research question:
RQ2 How can we use the structured resource Wikipedia to retrieve entities and
documents inside of Wikipedia?
We start by looking at how we can retrieve entities inside Wikipedia, which
is also the task in the INEX entity ranking track:
RQ2.1 How can we exploit category and link information for entity ranking in
Wikipedia?
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Figure 3.2: Google search results on the site en.wikipedia.org for the query ‘Ferris
and observation wheels’.
Since a requirement for a relevant result in entity ranking is to retrieve entities
of a relevant entity type, category information is of great importance for entity
ranking. Category information can also be regarded in a more general fashion,
as extra context for your query, which can be exploited for ad hoc retrieval. Our
second research question is therefore:
RQ2.2 How can we use entity ranking techniques that use category information
for ad hoc retrieval?
Since usually ad hoc topics do not have target categories assigned to them, and
providing target categories for entity ranking is an extra burden for users, we also
examine ways to assign target categories to queries. Our third research question
is:
RQ2.3 How can we automatically assign target categories to ad hoc and entity
ranking topics?
This chapter is organised as follows. In the next section we discuss related work.
Section 3.3 describes the Wikipedia test collection and topics we are using. Sec-
tion 3.5 describes the models used to exploit category and link information, how
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information is combined and how categories are assigned automatically to top-
ics. In Section 3.4 we look at the differences between entity ranking and ad hoc
retrieval. We analyse relevance assessment sets of different topic sets. In Section
3.6 we describe our experiments. Finally, in Section 3.7 we draw our conclusion.
3.2 Related Work
Entity ranking in Wikipedia is quite different from entity ranking on the general
Web. By considering each page in Wikipedia as an entity, the problem of named
entity recognition is avoided, and the entity ranking task becomes more similar to
the document retrieval task on Wikipedia. Furthermore, we return the complete
Wikipedia page as evidence for the relevance of the page. We do not consider the
extraction of specific features or information about the entity, which is the topic
of much related work and also the start of work on entity ranking approaches.
More related work on entity ranking on the Web will be given in the next chapter
that deals with Web entity ranking.
Related work can also be found in the Question Answering field. TREC ran
a Question Answering track until 2007 (Dang et al., 2007) in which list questions
were included, where list questions are requests for a set of instances of a specified
type (person, organisation, thing or event). This task is quite similar to our entity
ranking task, but even more similar to the TREC related entity finding task
(Balog et al., 2009), which will be discussed in more detail in the next chapter.
Topics in both of these tasks include a target entity to which the answers or
retrieved entities should be related.
Many QA systems answer questions by first extracting a large list of possi-
ble candidate answers, and then filtering or reranking these answers based on
some criteria such as type information, which is similar to our approach where we
also rerank initially retrieved documents according to their categories. Expected
answer types of a question restrict the admissible answers to specific semantic
categories such as river, country, or tourist attractions. Expected answer types
are assigned using supervised machine learning techniques, while the types of
candidate answers are extracted making use of Wordnet and domain information
contained in geographical name information systems. Different scoring meth-
ods are used to capture the relation between a candidate answer and an answer
type (Schlobach et al., 2007). State-of-the-art question answering systems exploit
lexico-semantic information throughout the process, which leads to significant en-
hancements of information retrieval techniques. Bottlenecks in QA systems are
the derivation of the expected answer type and keyword expansion to include
morphological, lexical, or semantic alternations (Moldovan et al., 2003).
The task we are dealing with here is also related to other tasks which use
a source of query context such as a category directory, of which some were dis-
cussed in the previous chapter. Also tags can be used a source of query context.
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The social network site Delicious1 is annotated by users and provides category
information in the form of informal tags. Much of the early work on social an-
notations uses this resource, we will discuss two of these papers here.Wu et al.
(2006) present a semantic model that is statistically derived from the frequencies
of co-occurrences among users, resources and tags. The semantic model helps
to disambiguate tags and groups synonymous tags together in concepts. The
derived semantic model can be used to search and discover semantically related
Web resources, even if the resource is not tagged by the query tags and does not
contain any query keywords. Two aspects of social annotations that can benefit
Web search are explored in (Bao et al., 2007). These aspects are: the annota-
tions are usually good summaries of corresponding Web pages and the count of
annotations indicates the popularity of Web pages. Their approach is able to find
the latent semantic association between queries and annotations, and successfully
measures the quality (popularity) of a Web page from the Web users perspective.
The INEX evaluation forum has generated many entity ranking papers. INEX
has run an entity ranking track from 2007 to 2009 using Wikipedia as the test
collection (Vries et al., 2008; Demartini et al., 2009a, 2010b). Using category
information is essential in this track, and almost all participants use the category
information in some form. Another source of information that is exploited is link
information. We will discuss some of the best performing approaches. Our ap-
proach is closely related to Vercoustre et al. (2008a) where Wikipedia categories
are used by defining similarity functions between the categories of retrieved en-
tities and the target categories. The similarity scores are estimated based on
the ratio of common categories between the set of categories associated with the
target categories and the union of the categories associated with the candidate
entities (Vercoustre et al., 2008b) or by using lexical similarity of category names
(Vercoustre et al., 2008a).
Another option to calculate similarity between categories is to exploit the
existing category hierarchy in Wikipedia and use a path-based measure to esti-
mate similarity, which has been proven to be effective for computing semantic
relatedness of concepts in Wikipedia (Strube and Ponzetto, 2006).
Besides the entity ranking task, Vercoustre et al. (2008a) also try to tackle the
ad hoc retrieval task using the same approach. To categorise the ad hoc topics,
the query title is sent to an index of categories that has been created by using
the names of the categories, and the names of all their attached entities. Their
model works well for entity ranking, but when applied to ad hoc topics the entity
ranking approach performs significantly worse than the basic full-text retrieval
run. Another extension to their entity ranking approach is to integrate topic
difficulty prediction. A topic is classified into one of four classes representing the
difficulty of the topic. According to the topic classification a number of retrieval
parameters is set. Although a small increase in performance can be achieved when
1http://delicious.com/
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two classes of difficulty are used, the improvements are not significant (Pehcevski
et al., 2010).
Random walks to model multi-step relevance propagation from the articles
describing entities to all related entities and further are used in (Tsikrika et al.,
2007). After relevance propagation, the entities that do not belong to a set of
allowed categories are filtered out the result list. The allowed category set leading
to the best results included the target categories with their child categories up to
the third level.
A probabilistic framework to rank entities based on the language modelling
approach is presented in (Balog et al., 2010a). Their model takes into account
for example the probability of a category occurrence and allows for category-
based feedback. Finally, in addition to exploiting Wikipedia structure i.e., page
links and categories, Demartini et al. (2010a) apply natural language processing
techniques to improve entity retrieval. Lexical expressions, key concepts, and
named entities are extracted from the query, and terms are expanded by means
of synonyms or related words to entities corresponding to spelling variants of their
attributes.
The search engine ESTER combines full-text and ontology search (Bast et al.,
2007). ESTER is applied to the English Wikipedia and combined with the YAGO
ontology, which contains about 2.5 million facts and was obtained by a combi-
nation of Wikipedias category informations with the WordNet hierarchy. The
interactive search interface suggests to the user possible semantic interpretations
of his/her query, thereby blending entity ranking and ad hoc retrieval.
3.3 Data
In this chapter we make use of the 2006 and 2009 Wikipedia test collections cre-
ated by INEX. Both document collections are a snapshot of the English Wikipedia.
For the INEX tracks from 2006 to 2008 a snapshot from Wikipedia from early
2006 containing 659,338 articles is used (Denoyer and Gallinari, 2006). Since then
Wikipedia has significantly grown, and for the 2009 INEX tracks a new snapshot
of the collection is used. It is extracted in October 2008 and consists of 2.7 million
articles (Schenkel et al., 2007). An example of a Wikipedia page can be found in
Figures 3.3 and 3.4. Figure 3.3 shows the top of the page. The page starts with a
short summary, then a table of contents is given and the rest of the article starts.
On the right-hand side, a so-called “infobox” is given, which contains a picture,
and some structured information such as the location, the use and the architects.
At the bottom of the page shown in Figure 3.4 the categories assigned to this
page can be found.
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Wikipedia distinguishes between the following types of categories2:
Content categories are intended as part of the encyclopedia, to help readers
find articles, based on features of the subjects of those articles. Content
categories can again be divided into two types of categories:
Topic categories are named after a topic, usually sharing the name with
the main article on that topic, e.g., “Category:London” contains arti-
cles relating to the topic London.
Set categories are named after a class, usually in the plural, e.g., “Cate-
gory:Ferris Wheels” contains articles whose subjects are ferris wheels.
Project categories are intended for use by editors or automated tools, based
on features of the current state of articles, or used to categorise non-article
pages, e.g., stubs, articles needing cleanup or lacking sources.
The content categories cannot only help readers to find articles, also retrieval
systems can use the content categories to retrieve articles. The set categories
correspond with the entity types or target categories that are essential for the
entity ranking task. Both the topic and the set categories can be used in the ad
hoc retrieval task as sources of query context.
Wikipedia categories are organised in a loose hierarchy. Some cycles of linked
categories exist, but the guideline is to avoid them. In Figure 3.5 a small part of
the category hierarchy is shown. The category “Roller coasters” has 15 subcat-
egories, which in turn can have subcategories. Eight pages are assigned to the
category, including the main article for the category, which is the “Roller coaster”
article. The category has two parent categories, listed at the bottom of the page:
“Amusement rides” and “Amusement rides based on rail transport”.
Wikipedia takes some measures to prevent that similar categories coexist. If
two similar categories are discovered, one category is chosen and whenever people
try to use the other category, they are redirected to the chosen category. For
example if someone tries to assign or find “Category:Authors”, he is redirected
to “Category:Writers”. Also if some different spelled versions of the same cate-
gory exists, category redirects are used, i.e., “Ageing” redirects to “Aging”, and
“Living People” redirects to “Living people”. This system is in use not only for
categories, but also for pages. For example, the Wikipedia page in Figure 3.3 is
reached by typing in “Millennium Wheel”, where you get redirected to the “Lon-
don Eye” page, which is the more common name. The redirect pages can thus also
provide synonym and cross lingual information. Wikipedia’s category informa-
tion can provide valuable information when searching for entities or information,
but we have to take into account that the data is noisy.
For our experiments we use query topics from the ad hoc and entity ranking
tracks. The goal of the INEX ad hoc track is to investigate the effect of structure
2http://en.wikipedia.org/wiki/Wikipedia:Categorisation
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Figure 3.3: Top of Wikipedia page for ‘London Eye’.
in the query and the documents. Results consist of XML elements or document
passages rather than Wikipedia pages. The ad hoc assessments are based on
highlighted passages. Since we only do document retrieval and do not return
document elements or passages, we have to modify the ad hoc assessments. In
our experiments, a document is regarded as relevant if some part of the article is
regarded as relevant, i.e., highlighted by the assessor (Kamps et al., 2009), which
is similar to the TREC guidelines for relevance in ad hoc retrieval. This way we
can reuse the relevance assessments of the so-called “Relevant in Context Task”
to calculate MAP and precision evaluation measures. Ad hoc topics consist of a
title (short keyword query), an optional structured query, a one line description
of the search request and a narrative with more details on the requested topic
and the task context.
Entity ranking topics are a bit different from ad hoc topics, they do not
have an optional structured query, but they do include a few relevant example
entities, and one or a few target categories. The example entities are used in a
list completion task, which we do not consider here. An entity ranking query
topic consists of a keyword query and one or a few target categories which are
the desired entity types. A description and narrative are added to clarify the
query intent. A few relevant example entities are included in the topics for the
list completion task. For retrieval we only use the topic titles and the target
categories of the entity ranking topics. An example topic is given in Figure 3.6.
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Figure 3.4: Bottom of Wikipedia page for ‘London Eye’.
We run our experiments on the following topic sets:
• Ad hoc topics
– AH ′07: Ad hoc topics 414-543, consisting of 99 assessed ad hoc topics.
- A: 19 Ad hoc topics that have been used to create the entity ranking
topics 30-59.
- B: The remaining 80 ad hoc topics.
• Entity ranking topics
– ER′07A: Entity ranking topics 30-59, consisting of 19 assessed entity
ranking topics derived from ad hoc topics of the 2007 track.
– ER′07B: Entity ranking topics 60-100, consisting of 25 assessed gen-
uine entity ranking topics of the 2007 track.
– ER′08: Entity ranking topics 101-149, consisting of 35 assessed genuine
entity ranking topics of the 2008 track.
– ER′09: Entity ranking topics 60-149, a selection of 55 entity rank-
ing topics from 2007 and 2008 to be used with the 2009 Wikipedia
collection.
Set ER′07B consists of genuine entity ranking topics, set AH ′07B consists of
genuine ad hoc topics. Set ER′07A and set AH ′07A consist of the same topics,
but with different relevance assessments, i.e., entity ranking assessments for set
ER′07A and ad hoc assessments for set AH ′07A. These different topic sets allow
us to explore the relations between ad hoc retrieval and entity ranking.
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Figure 3.5: Wikipedia page for the category “Roller coasters’.
3.4 Entity Ranking vs. Ad Hoc Retrieval
The difference between entity ranking and ad hoc retrieval in general is that
instead of searching for relevant text, you are searching for relevant entities. En-
tities can be of different types. A popular type of entity ranking is people search,
other entity types can be movies, books, cities, etc. One of the difficulties in
entity ranking is how to represent entities. Some supporting evidence in addition
to the entity id or name is needed to confirm that an entity is relevant. When we
rank entities in Wikipedia, we simply use Wikipedia pages to represent entities
and to provide the supportive evidence (Vries et al., 2008).
A main difference between the INEX entity ranking and ad hoc retrieval tasks
lies in the assessments. In ad hoc retrieval, a document is judged relevant if any
piece of the document is relevant. In the entity ranking track, a document can
only be relevant if the document is of the correct entity type, resulting in far less
relevant documents. The correct entity type is specified during topic creation as
a target category.
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<inex topic topic id="67">
<title>Ferris and observation wheels</title>
<description>Find all the Ferris and Observation wheels in the world.
</description>
<narrative>I have been to the "Roue de Paris" last Sunday and enjoyed
it. I would like to know which other wheels exist or existed in the
world, to find out the highest and what buildings you can see from each.
</narrative>
<categories>
<category id="56700">ferris wheels/category>
</categories>
<entities>
<entity id="30372">London Eye</entity>
<entity id="490289">Roue De Paris</entity>
<entity id="2669944">Singapur Flyer</entity>
</entities>
</inex topic>
Figure 3.6: INEX entity ranking topic 67
3.4.1 Relevance Assessments
In order to gain some information on category distributions within the retrieval
results, we analyse the relevance assessment sets. We show some statistics in
Table 3.1. As expected, the ad hoc topics contain more relevant pages. The
relevance assessment set of topic set ER′07A, contains all relevant pages from
topic set AH ′07A. Of these pages 41.4% are relevant for the entity ranking task.
For each topic we determine the most frequently occurring category in either
all pages or only the relevant pages, we call this the majority category. The target
category is the category that is manually assigned during the topic creation, e.g.,
the target category for the example topic in Figure 3.6 is ‘Ferris wheels’. We
calculate what percentages of pages are assigned to the majority category and
the target category. For the ad hoc topic sets the categories are the most diverse,
only around 6-7% of the pages belong to the same category.The categories in the
entity ranking topic sets are more focused, with percentages ranging from 16.3%
of pages in setER′07B, to 31.6% of the pages in set ER′07A belonging to the
majority category.
The majority categories in the relevant pages are quite large within these
relevant pages, around 60% for the entity ranking topics, and still around 32%
for the ad hoc topics. What is interesting for the entity ranking topics, is that
this percentage is much higher than the percentage of relevant pages belonging to
the target category. This means that there are categories other than the target
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category, which are good indicators of relevance. For our example topic the
majority category is equal to the target category, i.e., ‘Ferris wheels’. However,
in many cases the majority category is more specific than the target category,
e.g., to the query topic ‘Works by Charles Rennie Mackintosh’ target category
‘Buildings and structures’ is assigned. The majority category in the relevant pages
is ‘Charles Rennie Mackintosh buildings’. This category is far more specific, and
using it probably leads to better results. For all topic sets we see that from
the relevant pages a far higher percentage belongs to the majority category than
non-relevant pages. This might imply that category information cannot only be
beneficial for entity ranking topics, but also ad hoc topic results could be improved
if the right target categories can be found.
For the entity ranking topics we can also determine how many of the pages
belong to one of the specified target categories. In fact, only 11.3% of set ER′07B
pages and 16.7% of set ER′07A pages belong to a target category. The runs
used to create the pool for topic set ER′07A are ad hoc runs, so the target
categories have not been taken into consideration here. In topic set ER′07B
however the target categories were available, but here less pages belong to the
target category indicating that target categories themselves are not treated as
an important feature in the submitted runs. Considering that 11.1% of the non-
relevant pages also belong to the target category, this is a good decision.
Over all kinds of pages, set ER′07A has more focused categories than set
ER′07B, the genuine entity ranking set. This can be explained by the fact that
the pages in set ER′07A were already assessed as relevant for the ad hoc topic,
so at least topically they are more related. Comparing the ER′07B results to
the ER′08 results, we see that the assessment statistics are quite similar, but
that the ER′08 results are a bit more focused on pages belonging to the target
and majority categories and that a considerable higher percentage of the relevant
pages belongs to the target category.
Comparing the ER′08 results on the Wikipedia’06 collection to the ER′09
results on the Wikipedia’09 collection, we see that a higher percentage of relevant
pages is found. The number of pages belonging to the majority category stays
roughly the same, but the percentage of pages belonging to the target category has
gone down significantly. Not only have the systems returned less pages belonging
to the target category, also a smaller part of the relevant pages belongs to the
target category. This is probably caused by the fact that the categorisation of
Wikipedia pages has become more fine grained, while the target categories of the
queries remained the same. Also less pages belong to the majority category of the
relevant pages, which is another sign that the categories assigned to pages have
become more diverse.The systems also evolved, and return less pages belonging
to the target categories.
Now that we have found some indications that category information is indeed
useful for entity ranking topics, and could also be useful for ad hoc topics, in the
next section we describe how we can make use of the category information.
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Table 3.1: Relevancy in judged pages for ad hoc and entity ranking topics
Set AH ′07A AH ′07B ER′07A ER′07B ER′08 ER′09
Avg. # of pages 611 612 83 485 394 314
Avg. % rel. pages 0.13 0.09 0.41 0.04 0.07 0.20
% pages with majority category of all pages:
all pages 0.066 0.059 0.316 0.163 0.252 0.254
relevant pages 0.200 0.200 0.426 0.313 0.363 0.344
non-relevant pages 0.045 0.048 0.167 0.154 0.241 0.225
% pages with majority category of relevant pages:
all pages 0.047 0.047 0.281 0.084 0.189 0.191
relevant pages 0.318 0.316 0.630 0.590 0.668 0.489
non-relevant pages 0.016 0.028 0.074 0.064 0.155 0.122
% pages with target category:
all pages 0.167 0.113 0.208 0.077
relevant pages 0.387 0.277 0.484 0.139
non-relevant pages 0.048 0.111 0.187 0.064
3.5 Retrieval Model
In this section we describe how we use category information and link information
for entity ranking, how we combine these sources of information, and how we
assign categories to query topics automatically.
3.5.1 Exploiting Category Information
Although for each entity ranking topic one or a few target categories are pro-
vided, relevant entities are not necessarily associated with these provided target
categories. Relevant entities can also be associated with descendants of the tar-
get category or other similar categories. Therefore, simply filtering on the target
categories is not sufficient. Also, since Wikipedia pages are usually assigned to
multiple categories, not all categories of an answer entity will be similar to the
target category.
We calculate for each target category the distances to the categories assigned
to the answer entity. To calculate the distance between two categories, we ex-
periment with three representations of the categories. The first representation
(binary) is a very simple method: the distance is 0 if two categories are the
same, and 1 otherwise. The second representation (contents) calculates distances
according to the contents of each category, and the third representation (title)
calculates a distance according to the category titles. For the title and contents
representation, we need to estimate the probability of a term occurring in a cat-
egory.
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To avoid a division by zero, we smooth the probabilities of a term occurring
in a category with the background collection:
P (t|K) = λPpars(t|K) + (1− λ)P (t|W ) (3.1)
where K, the category, consists either of the category title for the title represen-
tation, or of the concatenated text of all pages belonging to that category for the
contents representation. W is the entire Wikipedia document collection, which is
used to estimate background probabilities. We estimate P (t|K) with a parsimo-
nious model that uses an iterative EM algorithm as described in Section 2.4.2 of
the previous chapter.
We use KL-divergence to calculate distances between categories, and calculate
a category score that is high when the distance is small, and the categories are
similar as follows:
Scat(Kd|Kc) = −DKL(Kd|Kc) = −
∑
t∈Kc
(
P (t|Kc) ∗ log
(
P (t|Kc)
P (t|Kd)
))
(3.2)
where Kc is a target category and Kd a category assigned to a document. The
score for an answer entity in relation to a target category S(d|Kc) is the highest
score, or shortest distance from any of the document categories to the target
category.
In contrast to Vercoustre et al. (2008a), where a ratio of common categories
between the categories associated with an answer entity and the provided target
categories is calculated, we take for each target category only the shortest distance
from any answer entity category to a target category. So if one of the categories
of the document is exactly the target category, the distance and also the category
score for that target category is 0, no matter what other categories are assigned
to the document. Finally, the score for an answer entity in relation to a query
topic S(d|QT ) is the sum of the scores of all target categories:
Scat(d|QT ) =
∑
Kc∈QT
max
Kd∈d
S(Kd|Kc) (3.3)
3.5.2 Exploiting Link Information
We implement two options to use the link information: relevance propagation
and document link degree prior. For the document link degree prior we use the
same approach as in (Kamps and Koolen, 2008). The prior for a document d is:
SLink(d) = 1 +
IndegreeLocal(d)
1 + IndegreeGlobal(d)
(3.4)
The local indegree is equal to the number of incoming links from within the top
ranked documents retrieved for one topic. The global indegree is equal to the
number of incoming links from the entire collection. The intuition behind this
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formula is similar to the well-known tf-idf weighting scheme used to determine
term importance, that is we want pages with high numbers of incoming links from
pages relevant to the topic, and not many incoming links from all pages in the
collection.
The second use of link information is through relevance propagation from
initially retrieved entities, as was done in the 2007 entity ranking track by Tsikrika
et al. (2007). The entity retrieval process is modelled as follows. After seeing
initial list of retrieved entities the user:
− selects one document and reads its description,
− follows links connecting entities and reads descriptions of related entities.
It is assumed that at some step a user finds the relevant entity and stops the search
process. The probability that a random surfer will end up with a certain entity
after N steps of walk started at one of the initially ranked entities is calculated
iteratively. To emphasize the importance of entities to be in proximity to the
most relevant ones according to the initial ranking, we consider that both the
probability to start the walk from a certain entity and the probability to stay at
the entity node are equal to the probability of relevance of the entity. This is
calculated as follows:
P0(d) = P (q|d)
Pi(d) = P (q|d)Pi−1(d) +
∑
d′→d
(1− P (q|d′))P (d|d′)Pi−1(d′) (3.5)
where d′ → d stands for all outgoing links from documents d′ to document d.
Probabilities P (d|d′) are uniformly distributed among all outgoing links from the
document d′. Documents are ranked using a weighted sum of probabilities at
different steps:
SLink(d) = µ0P0(d) + (1− µ0)
∑N
i=1
µiPi(d) (3.6)
For N we take a value of 3, which was found to be the optimal value by Tsikrika
et al. (2007). We try different values of µ0 and distribute µ1...µN uniformly, i.e.,
µ1...µN = 1/3.
3.5.3 Combining information
Finally, we have to combine our different sources of information. We start with our
baseline model which is a standard language model. We explore two possibilities
to combine information. First, we make a linear combination of the document,
link and category score. All scores and probabilities are calculated in the log
space, and then a weighted addition is made.
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Besides the category score, we also need a query score for each document.
This score is calculated in the log space using a standard language model with
Jelinek-Mercer smoothing without length prior:
S(q1, ..., qn|d) = log(P (q1, ..., qn|d)) =
n∑
i=1
λP (qi|d) + (1− λ)P (qi|W ) (3.7)
Finally, to combine the query score and the category score a weighted addition
is made. Both scores are calculated in the log space.
S(d|QT ) = (1− µ)S(q|d) + µScat(d|QT ) (3.8)
Link information is accounted for in a similar fashion, but since the link in-
formation is not calculated in the log space, we add the log here:
S(d|QT ) = (1− β)S(q|d) + β log(SLink(d)) (3.9)
We also combine both link category and link information with the query score
as follows:
S(d|QT ) = (1− µ− β)S(q|d) + µScat(d|QT ) + β log(SLink(d)) (3.10)
Alternatively, we can use a two step model. Relevance propagation takes as input
initial probabilities as calculated by the baseline document model score. Instead
of the baseline probability, we can use the scores of the run that combines the
baseline score with the category information. Similarly, for the link degree prior
we can use the top results of the baseline combined with the category information
instead of the baseline ranking.
3.5.4 Target Category Assignment
Besides using the target categories provided with the entity ranking query top-
ics, we also look at the possibility of automatically assigning target categories
to entity ranking and ad hoc topics. Since the entity ranking topic assessments
heavily depend on the target categories used during assessment, the automati-
cally assigned categories will have to be suitably similar to the provided target
categories in order to perform well. The advantage of automatically assigning
target categories is that no effort from a user is required.
Furthermore, in the 2008 runs we found a discrepancy between the target cat-
egories assigned manually to the topics, and the categories assigned to the answer
entities. The target categories are often more general, and can be found higher
in the Wikipedia category hierarchy. For example, topic 102 with title ‘Existen-
tial films and novels’ has as target categories ‘films’ and ‘novels,’ but none of
the example entities belong directly to one of these categories. Instead, they be-
long to lower level categories such as ‘1938 novels,’ ‘Philosophical novels,’ ‘Novels
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by Jean-Paul Sartre’ and ‘Existentialist works’ for the example entity ‘Nausea
(Book).’ In this case the estimated category distance to the target category ‘nov-
els’ will be small, because the term ‘novels’ occurs in the document category
titles, but this is not always the case. In addition to the manually assigned target
categories, we have therefore automatically created sets of target categories.
There are many ways to do automatic query or topic categorisation, we men-
tion some query categorisation methods in Section 2.2. A method to categorize
queries into Wikipedia categories using machine learning and text categorisation
techniques is described in (Meij et al., 2009a). For now we keep it simple here
and exploit the existing Wikipedia categorisation of documents. From our base-
line run we take the top N results, and look at the T most frequently occurring
categories belonging to these documents, while requiring categories to occur at
least twice. These categories are assigned as target categories to the query topic.
As stated in the introduction, a distinction between topic categories (named
after a topic) and set categories (named after a class or entity type) can be made.
Entity ranking topics look for a collection of pages belonging to the same set
category or entity type, instead of just any type of document. Ad hoc topics look
for any type of document as long as it belongs to the correct topic category.
The automatic assignment of categories is applied in the same way to en-
tity ranking and ad hoc topics, but when we look at the automatically assigned
categories for the entity ranking topics in almost all cases the category can be
considered as a (usually low level) entity type. For the ad hoc topics still a
considerable number of set categories are assigned, but topical categories occur
regularly here as well. In order to compare manual and automatic assignment of
categories on the ad hoc topics as well, we have manually assigned target cate-
gories to the ad hoc topics. These categories can be either topic or set categories,
the category that seems closest to the query topic is selected, e.g for the query
“Steganography and its techniques” the category “Steganography” is assigned as
target category.
3.6 Experiments
In this section we describe our experiments with entity ranking and ad hoc re-
trieval in Wikipedia.
3.6.1 Experimental Set-up
In this chapter we experiment with two different tasks. First of all we experiment
with the entity ranking task as defined by INEX. We will make runs on the topic
sets from 2007 to 2009. The 2007 topic set is used to experiment with settings of
different parameters, and these parameter settings are tested on the 2008 and 2009
topics. Secondly, we experiment with ad hoc retrieval using category information
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on the ad hoc topic sets from 2007. We compare automatic and manual category
assignment for ad hoc and entity ranking topics. Finally, we compare our results
to other approaches.
To create our baseline runs incorporating only the content score, we use In-
dri (Strohman et al., 2005). Our baseline is a language model using Jelinek-Mercer
smoothing with λ = 0.9. We apply pseudo-relevance feedback, using the top 50
terms from the top 10 documents. The category score is usually calculated for
the top 500 documents of the baseline run. These documents are reranked to
produce the run that combines content and category score. In one experiment we
increase the number of documents to rerank to 2500. Only the top 500 results are
taken into account when MAP is calculated. Since relevant pages could be found
outside the top 500, by reranking 2500 pages more pages with relevant categories
will be included in the top 500 results.
In addition to the manually assigned target categories during the topic cre-
ation, we automatically assign target categories to the queries. For the automat-
ically assigned categories, we set two parameters, N the number of top results
to use, and T the number of target categories that is assigned for each topic.
For the parameter µ, which determines the weight of the category score, we tried
values from 0 to 1, with steps of 0.1. The best values of µ turned out to be on
the low end of this spectrum, therefore we added two additional values of µ: 0.05
and 0.02. We have not normalised the scores, so in the combination of the query
score and the category score the weight of the category score is small because
these scores have a higher order of magnitude.
3.6.2 Entity Ranking Results
We apply our entity ranking methods to the entity ranking tasks over the years
to answer our first research question: How can we exploit category and link in-
formation for entity ranking in Wikipedia?
Entity Ranking 2007 topics
For our training data we use topic set ER′07B which consists of the 25 genuine
entity ranking test topics that were developed for the 2007 entity ranking track.
For our baseline run and to get initial probabilities we use the language modelling
approach with Jelinek-Mercer smoothing, Porter stemming and pseudo relevance
feedback. We tried different values for the smoothing λ. We found λ = 0.1 gives
the best results, with a MAP of 0.1840 and a P10 of 0.1920. Applying pseudo
relevance feedback has a positive effect on MAP. When no pseudo-relevance feed-
back is applied, results are not as good with a MAP of 0.1638. Early precision
P10 decreases slightly when pseudo-relevance feedback is applied, i.e. from 0.1929
to 0.1920.
78 CHAPTER 3 EXPLOITING THE STRUCTURE OF WIKIPEDIA
Table 3.2: ER′07B Results Using Link Information
# docs for local indegree Weight link prior MAP P10
Baseline 0.1840 0.1920
50 0.6 0.1898 - 0.2040 -
50 0.5 0.1876 - 0.2000 -
100 0.7 0.1747 - 0.2000 -
100 0.3 0.1909 - 0.1920 -
500 0.5 0.1982◦ 0.2000 -
500 0.3 0.1915 - 0.2040◦
1,000 0.5 0.1965 - 0.1960 -
1,000 0.4 0.1965◦ 0.2000 -
Table 3.3: ER′07B Results Using Category Information
Category representation Weight MAP P10
Binary 0.1 0.2145 - 0.1880 -
Contents 0.1 0.2481•◦ 0.2320◦
Title 0.1 0.2509◦ 0.2360◦
Contents 0.05
0.2618•◦ 0.2480•◦
Title 0.05
Now that we have a baseline run, we experiment with the document link
degree prior, the category information, and their combination. For the document
link degree prior we have to set two parameters: the number of top documents
to use, and the weight of the document prior. For the number of top documents
to use, we try 50, 100, 500 and 1,000 documents. For the weight of the prior we
try all values from 0 to 1 with steps of 0.1. Only weights that give the best MAP
and P10 are shown in Table 3.2. Unfortunately, applying a link degree prior does
not lead to much improvement in the results. Most improvements are small and
not significant. There is no stable best value for the weight of the link prior, but
the differences in performance for values around 0.5 are small. The best number
of top documents to use is 500, here we find a significant improvement in MAP
(from 0.1840 to 0.1982) for a weight of the document prior of 0.5, and a significant
improvement in P10 (from 0.1920 to 0.2040) for a weight of 0.3 for the document
prior.
The results of using category information are summarised in Table 3.3. The
weight of the baseline score is 1.0 minus the weight of the category information.
For all three category representations, a weight of 0.1 gives the best results. In
addition to these combinations, we also made a run that combines the original
score, the contents representation and the title representation. When a single
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Table 3.4: ER′07B Results Combining Category and Link Information
Link Info Weight MAP P10
Linear Combination
Prior 0.3 0.2682•◦ 0.2640•◦
Prop. 0.1 0.2777•◦ 0.2720•◦
Two Step Model
Prior 0.5 0.2526•◦ 0.2600•◦
Prop. 0.2 0.2588•◦ 0.2960•
Prop. 0.1 0.2767•◦ 0.2720•◦
Table 3.5: ER′08 Results Using Category and Link Information
# Results Category representation Link info xinfAP P10
Baseline 0.1586 0.2257
500 Title 0.1 No 0.3059• 0.4171•
Title 0.2 No 0.3164• 0.4400•
Cont. 0.1 No 0.3031• 0.4086•
Cont. 0.2 No 0.3088• 0.4200•
Title 0.05 Cont. 0.05 No 0.3167• 0.4343•
Title 0.1 Cont. 0.1 No 0.3189• 0.4400•
Title 0.05 Cont. 0.05 Prior 0.5 0.3196• 0.4371•
Title 0.05 Cont. 0.05 Prop. 0.1 0.3324• 0.4543•
2500 Title 0.1 No 0.3368• 0.4343•
Title 0.2 No 0.3504• 0.4514•
Title 0.2 Prop. 0.1 0.3519• 0.4629•
representation is used, the title representation gives the best results. The combi-
nation of contents and title representation gives the best results overall.
In our next experiment we combine all information we have, the baseline score,
the category and the link information. Results are given in Table 3.4. Firstly, we
combine all scores by making a linear combination of the scores and probabilities.
Secondly, we combine the different sources of information by using the two step
model. Link information is mostly useful to improve early precision, depending
on the desired results we can tune the parameters to get optimal P10, or optimal
MAP. Relevance propagation performs better than the document link degree prior
in both combinations.
Entity Ranking 2008 topics
Next, we test our approach on the 35 entity ranking topics from 2008. We use the
parameters that gave the best results on the ER′07B topics, i.e., baseline with
pseudo-relevance feedback and λ = 0.9, weights of contents and title category
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information is 0.1, or 0.05 and 0.05 in the combination. For the link prior we use
the top 100 results, and the two-step model is used to combine the information.
In Table 3.5 our results on the 2008 topics are shown. Results are reported using
an inferred AP (xinfAP), the official measure of the track, where the assessment
pool is created by a stratified random sampling strategy (Yilmaz et al., 2008),
and P10. The behaviour of the xinfAP measure is similar to the MAP measure.
Using the category information leads to an improvement of 100% over the
baseline, the score is doubled. Even when we rerank the top 500 results retrieved
by the baseline using only the category information, the results are significantly
better than the baseline, with a xinfAP of 0.2405. Since the category information
is so important, it is likely that relevant pages can be found outside the top 500.
Indeed, when we rerank the top 2500, but still evaluating the top 500, our results
improve up to a xinfAP of 0.3519. Furthermore, we found that on the 2008 topics
doubling the weights of the category information to 0.2 leads to slightly better
results. Similar to the 2007 results, relevance propagation performs better than
the link prior, and leads to small additional improvements over the runs using
category information.
Entity Ranking 2009 topics
A second testing round has been done using the 2009 entity ranking topics, which
use the new Wikipedia ’09 collection. We use the same parameters as for the
ER′08 topics, and rerank the top 2500 results using the category titles to compute
the distances between categories. Since the link information only led to minor
improvements, it is not considered. Also we only use the category titles and not
the category contents to calculate distances between categories, which is faster
and we do not have to go through the complete collection to create the language
models of the contents of each category. The results of the runs can be found
in Table 3.6. Results are reported here using the official measures of the track,
i.e. an inferred AP (xinfAP) and NDCG. Only the best runs with the according
weights are shown in the table. We see that using the category information still
leads to significant improvements over the baseline, but the improvements are
not as large as before. Besides testing our approach with the parameter settings
from ER′08, we created a new type of run where we apply score normalisation.
Scores are normalised using the min-max normalisation method before they are
combined. The normalisation of scores does lead to additional improvement.
3.6.3 Ad Hoc Retrieval Results
Besides using category information for entity ranking, we also experiment with
using category information for ad hoc retrieval to answer our second research
question: How can we use entity ranking techniques that use category information
for ad hoc retrieval?
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Table 3.6: ER′09 Results Using Category Information
Category representation Weight AP NDCG
Baseline 0.171 0.441
Title 0.1 0.201• 0.456◦
Title, normalised 0.2 0.234• 0.501•
Table 3.7: Ad Hoc vs. Entity Ranking results in MAP
Query Category Comb. Best Score
Set µ = 0.0 µ = 1.0 µ = 0.1 µ
ER′07A 0.2804 0.2547 - 0.3848• 0.2 0.4039•
ER′07B 0.1840 0.1231 - 0.2481•◦ 0.1 0.2481•◦
AH ′07A 0.3653 0.2067◦ 0.4308•◦ 0.1 0.4308•◦
AH ′07B 0.3031 0.1761• 0.3297•◦ 0.05 0.3327•
In these experiments we have manually assigned target categories to the ad
hoc retrieval topics. For the entity ranking topics we use the target categories
assigned during topic creation. Our results expressed in MAP are summarised
in Table 3.7. This table gives the query score, which we use as our baseline,
the category score, the combined score using µ = 0.9 and the best score of their
combination with the corresponding value of µ, which is the weight of the category
score.
The baseline score on the entity ranking topics is quite low as expected. Using
only the keyword query for article retrieval, and disregarding all category infor-
mation, cannot lead to good results since the relevance assessments are based on
the category information. For the ad hoc topics on the other hand, the baseline
scores much better.
The best value for µ differs per topic set, but for all sets µ is quite close to 0.
This does not mean however that the category scores are not important, which
is also clear from the improvements achieved. The reason for the low µ values
is that the category scores are calculated differently and lie in a larger order of
magnitude. Normalising the scores, like we have done in the ER′09 track using
min-max normalisation, can give a more realistic estimation of the value of the
category information. From the four topic sets, the baseline scores best on the two
ad hoc topic sets AH ′07A and AH ′07B. There is quite a big difference between
the two entity ranking topic sets, where the topics derived from the ad hoc topics
are easier than the genuine entity ranking topics. The topics derived from the
ad hoc topics are a selection of the complete ad hoc topic set, and mostly easy
topics with a lot of relevant pages are selected. The genuine entity ranking topics
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Table 3.8: Example Target Categories
Categories olympic classes Neil Gaiman novels chess world champions
dinghie sailing
Manual dinghies novels chess grandmasters
world chess champions
PRF dinghies comics by Neil Gaiman chess grandmasters
sailing fantasy novels world chess champions
Examples dinghies fantasy novels chess grandmasters
sailing at the olympics novels by Neil Gaiman chess writers
boat types living people
world chess champion
russian writers
russian chess players
russian chess writers
1975 births
soviet chess players
people from St. Petersburg
are developed by the participants in the INEX entity ranking track who have less
insight into topic difficulty.
The entity ranking topics benefit greatly from using the category informa-
tion with significant MAP increases of 44% and 35% for topic sets ER′07A and
ER′07B respectively. When only the category score is used to rerank the top
1000 results, the scores are surprisingly good, for set ER′07A MAP only drops
a little with no significant difference from 0.2804 to 0.2547. Apparently the cat-
egory score really moves up relevant documents in the ranking. When we use
the category information for the ad hoc topics with manually assigned categories
improvements are smaller than the improvements on the entity ranking topics,
but still significant with MAP increases of 18% and 10% for set AH ′07A and
AH ′07B respectively. So, we have successfully applied entity ranking techniques
to improve retrieval on ad hoc topics. The improvements are bigger on the ad hoc
topics that are later converted into entity ranking topics, indicating that queries
that can be labeled as entity ranking topics benefit the most from using category
information.
3.6.4 Manual vs. Automatic Category Assignment
Our final set of experiments in this chapter compares the performance of man-
ually and automatically assigned target categories to answer our third research
question: How can we automatically assign target categories to ad hoc and entity
ranking topics?
We will first discuss the ad hoc results, and then study the entity ranking
topics in more detail. Before we look at at the results, we take a look at the
categories assigned by the different methods. In Table 3.8 we show a few ex-
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Table 3.9: AH ′07 Results in MAP for Manual and Automatic Cat. Assignment
Cats Category Comb. Best Score
N T µ = 1.0 µ = 0.1 µ
Baseline 0.3151
Manual 0.1821• 0.3508• 0.1 0.3508•
Top 10 1 0.1640• 0.3334◦ 0.05 0.3368•
Top 20 1 0.1793• 0.3306 - 0.05 0.3390•
Top 50 1 0.1798• 0.3364◦ 0.05 0.3457•
Top 10 2 0.1815• 0.3380•◦ 0.05 0.3436•
Top 20 2 0.1919• 0.3326◦ 0.05 0.3471•
Top 50 2 0.1912• 0.3323 - 0.05 0.3502•
Top 10 3 0.1872• 0.3379•◦ 0.05 0.3445•
Top 20 3 0.1950• 0.3265 - 0.05 0.3457•
Top 50 3 0.1959• 0.3241 - 0.05 0.3459•
Top 10 4 0.1873• 0.3370•◦ 0.05 0.3439•
Top 20 4 0.1970• 0.3275 - 0.05 0.3477•
Top 50 4 0.1932• 0.3172 - 0.02 0.3442•
ample topics from the ER′07 track together with the categories as assigned by
each method. As expected the pseudo-relevant target categories (PRF) are more
specific than the manually assigned target categories. The number of common
Wikipedia categories in the example entities (Examples) can in fact be quite long.
More categories is in itself not a problem, but also non relevant categories such
as ‘1975 births’ and ‘russian writers’ and very general categories such as ’living
people’ are added as target categories. Almost all categories extracted from the
pages are ’set categories’, what is coherent with the entity ranking topics where
the target entity types correspond to one of more set categories.
For the automatic assignment of target categories, we have to set two param-
eters: the number of top ranked documents N and the number of categories T .
The retrieval results of our experiments on the AH ′07 set, with different values
of N and T , expressed in MAP are summarized in Table 3.9. This table gives
the query score, which we use as our baseline, the category score, the combined
score using a weight of µ = 0.1 for the category score and the best score of their
combination with the corresponding value of µ. When we use the category infor-
mation for the ad hoc topics with manually assigned categories MAP improves
significantly with an increase of 11.3%. Using the automatically assigned topics,
almost the same results are achieved. The best automatic run uses the top 50
documents and takes the top 3 categories, reaching a MAP of 0.3502, a significant
improvement of 11.1%. Assigning one target category leads to the worst results.
It is better to assign multiple categories to spread the risk of assigning a wrong
category. Similarly, using more than the top 10 ranked documents leads to better
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Table 3.10: ER′07 Results in MAP for Manual and Automatic Cat. Assignment
Query Category Comb. Best Score
Assignment Set µ = 0.0 µ = 1.0 µ = 0.1 µ
Manual ER′07A 0.2804 0.2547 - 0.3848• 0.2 0.4039•
Manual ER′07B 0.1840 0.1231 - 0.2481•◦ 0.1 0.2481•◦
Auto ER′07A 0.2804 0.2671 - 0.3607•◦ 0.1 0.3607•◦
Auto ER′07B 0.1840 0.1779 - 0.2308 - 0.2 0.2221◦
results. Differences between using the top 20 and the top 50 ranked documents
are small.
Moving on to the entity ranking topics, results for manual and automatic
assignment of target categories for the 2007 topics can be found in Table 3.10.
We use N = 10 and T = 2 for the remaining experiments in this section.
When we look at the category scores only, the automatically assigned topics
perform even better than the manually assigned categories. Looking at the com-
bined scores, the manually assigned target categories perform somewhat better
than the automatically assigned categories. However, for both topic sets ER′07A
and ER′07B using the automatically assigned categories leads to significant im-
provements over the baseline.
During the automatic assignment we use the top 10 results of the baseline
run as surrogates to represent relevant documents. So we would expect that if
the precision at 10 is high, this would lead to good target categories. However,
precision at 10 of the baseline for topic set ER′07B, is only 0.2640, but the
category score is almost as good as the query score (MAP of 0.1840 and 0.1779
respectively).
The question remains why the combined scores of the automatically assigned
categories are worse than the combined scores of the manually assigned categories
while their category scores are higher. The automatically assigned categories may
find documents that are already high in the original ranking of the baseline run,
since the categories are derived from the top 10 results. The manually assigned
categories do not necessarily appear frequently in the top results of the baseline,
so the category scores can move up relevant documents that were ranked low in
the baseline run.
Finally, we take a look at the entity ranking results of 2009. Again we have
manually and automatically assigned categories, but this time the scores are nor-
malised before combining the query and the category score. The results of the
runs can be found in Table 3.11. The run that uses the official categories assigned
during topic creation performs best, and significantly better than the baseline.
Because we normalise the scores the weights of the category information go up, a
weight of 0.4 even leads to the best P10. Here the category information proves to
be almost as important as the query itself. The runs with automatically assigned
entity types reach a performance close to the manually assigned topics. Although
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Table 3.11: ER′09 Results for Manual and Automatic Cat. Assignment
Assignment µ #Rel P10 MAP
Baseline 0 1042 0.2164 0.1674
Man. 0.1 1180• 0.2982• 0.2350•
Man. 0.3 1178•◦ 0.3127• 0.2396•
Man. 0.4 1171•◦ 0.3145• 0.2376•
Auto. 0.1 982 - 0.2509 - 0.2014•◦
Auto. 0.2 911◦ 0.2382 - 0.1993◦
Table 3.12: Comparison of our best runs to official INEX Entity Ranking Results
Year Measure Off. Run Unoff. Run INEX Run
2007 MAP N.A. 0.313 0.306
2008 xinfAP 0.317 0.352 0.341
2009 xinfAP 0.201 0.234 0.517
P10 is low in the baseline run, the 10 top ranked documents do provide help-
ful information on entity types. Most of the automatic assigned categories are
very specific, for example ‘College athletics conferences’ and ‘American mystery
writers’. For one topic the category exactly fits the query topic, the category
‘Jefferson Airplane members’ covers exactly query topic ‘Members of the band
Jefferson Airplane’. Unsurprisingly, using this category boosts performance sig-
nificantly. When we compare the automatically and manually assigned categories,
only for 18 out of the 60 queries there is an overlap in the assigned categories.
The category ‘Living people’ is assigned to several of the query topics that orig-
inally also were assigned entity type ‘Persons’. This category is one of the most
frequently occurring categories in Wikipedia, and is assigned very consistently to
pages about persons. In the collection there are more than 400,000 pages that
belong to this category. This large number of occurrences however does not seem
to make it a less useful category.
3.6.5 Comparison to Other Approaches
Most of our work in this chapter has been done in the context of the INEX en-
tity ranking track, and can therefore easily be compared to other approaches. A
comparison of our best official and unofficial runs to the best runs officially sub-
mitted to INEX can be found in Table 3.12. Our entity ranking results compare
favourably to other approaches on the INEX data sets. Topic sets ER′07A and
ER′07B together form the test data of the 2007 INEX entity ranking track. Our
best score on this test data is achieved with µ = 0.2 which leads to a MAP of
0.313. This score is better than any of the official submitted runs, of which the
best run achieves a MAP of 0.306 (Vries et al., 2008).
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For the 2008 entity ranking track we submitted official runs. Of our submitted
runs, the run using category information based on the category titles reranking
500 results performed best, with a MAP of 0.317 and ranking third among all
runs. Reranking the top 2500 results leads to additional improvements, increasing
MAP to 0.352, and these unofficial runs outperform the best official run, which
achieves a MAP of 0.341 (Demartini et al., 2009a).
Considering the 2009 entity ranking track, we again ranked among the top
participants in this track (Demartini et al., 2010b). The topics for the 2009 track
consisted of a selection of topics from the previous tracks. Only the document
collection changed: a new version of Wikipedia was used. We were outperformed
by two approaches. One approach used the relevance assessments available from
prior years, promoting documents previously assessed as relevant, achieving xin-
fAP scores up to 0.517 (Balog et al., 2010b). Ramanathan et al. (2010) combine
a number of expansion and matching techniques based on the page titles, cate-
gories and extracted entities and n-grams. An initial set of relevant documents is
recursively expanded using the document titles, category information, proximity
information and the prominent n-grams. Next, documents not representing enti-
ties are filtered out using category and WordNet information. Finally, the entities
are ranked using WordNet tags, category terms and the locality of query terms
in the paragraphs. Using many elements beside the category information used in
our approach, a xinfAP of 0.270 is achieved, which is better than our best official
run with a xinfAP of 0.201, as well as our best unofficial run with a xinfAP of
0.234.
Unfortunately, we cannot compare our ad hoc retrieval runs to official INEX
ad hoc runs. The original INEX ad hoc task is not a document retrieval task, but
a focused retrieval task, and participants return XML elements as results, making
the comparison unfair. Vercoustre et al. (2008a) have done experiments similar to
ours, testing their entity ranking approach on the INEX 2007 ad hoc topics, the
combination of topic sets AH ′07A and AH ′07B. Their entity ranking approach
does not outperform their standard document retrieval run. The standard run
is generated by Zettair3, an information retrieval system developed by RMIT
University, using the Okapi BM25 similarity measure, which proved to work well
on earlier INEX test collections, and was ranked among the top participants in
the official INEX 2007 ad hoc track results. Zettair achieves a MAP of 0.292.
Calculated over all 99 topics, our baseline run achieves a MAP of 0.315, so we
can say we have a strong baseline. In contrast to the approach of Vercoustre
et al. (2008a), using the category information in our approach leads to further
significant improvements over this strong baseline.
Summarising, we find that using category information improves entity ranking
results significantly, in contrast to link information which leads to only small and
non significant improvements. To calculate distances between categories using
3http://www.seg.rmit.edu.au/zettair/
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only the category titles is efficient and effective. Ad hoc retrieval results also im-
prove significantly when category information is exploited. Finally, automatically
assigning target categories using pseudo-relevant categories is a good alternative
to manual target category assignment, leading to significant improvements on
entity ranking as well as ad hoc topics.
3.7 Conclusion
In this chapter we have experimented with retrieving documents and entities
from Wikipedia exploiting its structure. In this chapter all three elements of the
search process are addressed. The main opportunity we explore is: Documents
categorised into a category structure corresponding to the second challenge: Shal-
lowness in the document representation. We also continue to explore opportunity:
Queries are posed in a search context by using the category information as query
context to address the challenge: Shallowness on the query side. Furthermore,
opportunity Absence of redundant information in structured Web resources is of
great importance for the task of ranking entities. Using Wikipedia as our knowl-
edge resource, we can take advantage of its encyclopedic structure. Each entity
occurs in principle only once, so we do not return redundant information. By pre-
senting diverse entities in the top results we address the challenge: Shallowness
on the results side.
We started with analysing the relevance assessment sets for entity ranking
and ad hoc topic sets. Between 14 and 48% of the relevant pages belong to a
provided target category, so simply filtering on the target category is not sufficient
for effective entity ranking. Furthermore, the provided target categories are not
always the majority category among the relevant pages, these majority categories
are often more lower level categories. For the ad hoc topics around 30% of the
relevant pages belongs to the same category, indicating that also for these topics
category information is potentially useful.
Moving on to our experiments, we have presented our entity ranking approach
where we use category and link information to answer our first research question
RQ2.1: How can we exploit category and link information for entity ranking in
Wikipedia? Category information is the factor that proves to be most useful and
we can do more than simply filtering on the target categories. Category informa-
tion can both be extracted from the category titles and from the contents of the
category. Link information can also be used to improve results, especially early
precision, but these improvements are smaller. Our second research question was
RQ2.2: How can we use entity ranking techniques that use category information
for ad hoc retrieval? Our experiments have shown that using category informa-
tion indeed leads to significant improvements over the baseline for ad hoc topics.
Considering our third and last research question RQ2.3: How can we automati-
cally assign target categories to ad hoc and entity ranking topics?, automatically
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assigned categories prove to be good substitutions for manually assigned target
categories. Similar to the runs using manually assigned categories, using the auto-
matically assigned categories leads to significant improvements over the baseline
for all topic sets.
In this chapter we present an answer to our main research question:
RQ2 How can we exploit the structure of Wikipedia to retrieve entities?
Wikipedia is an excellent knowledge resource, which is still growing and improving
every day, and we have shown that we can effectively exploit its category structure
to retrieve entities. Effectively retrieving documents and entities from Wikipedia
can also benefit other Web search tasks. For example, Wikipedia can be used as
a pivot to rank entities on the Web which is the subject of the next chapter.
In this chapter we looked at the use of link and category information, but
there are still other elements on the Wikipedia pages that could be exploited.
Many Wikipedia pages for example contain a so-called ‘infobox’, a consistently-
formatted table which is present in articles with a common subject. Also struc-
tured information extending Wikipedia exists in the collaborative knowledge base
Freebase4. Wikipedia is however a very controlled form of user-generated content,
so it is still a question whether a similar approach can be applied to less organised
networks of user-generated content.
4http://www.freebase.com/
Chapter 4
Wikipedia as a Pivot for Entity Ranking
In this chapter we investigate the task of Entity Ranking on the Web. Our
proposal is to use Wikipedia as a pivot for finding entities on the Web, allowing
us to reduce the hard Web entity ranking problem to easier problem of Wikipedia
entity ranking.
4.1 Introduction
In the previous chapter we have studied the task of entity ranking on Wikipedia, in
this chapter we will take it one step further to ranking entities on the Web. In our
approach we use Wikipedia as a pivot to rank entities on the Web. In Wikipedia
we can easily identify entities and exploit its category structure to retrieve entities
of relevant types. By using Wikipedia as a pivot to search entities, we also profit
from the encyclopedic structure of Wikipedia and avoid redundant information.
This is of vital importance for the Web entity ranking task, since a single entity
can have many pages on the Web. The most popular entities will dominate the
search results, leading to redundant information in the result list.
In the previous chapter we have presented an effective approach to rank en-
tities in Wikipedia. The main goal of this chapter is to demonstrate how the
difficult problem of Web entity ranking can often be reduced to the easier task of
entity ranking in Wikipedia.
To be able to do Web entity ranking, we need to extract structured infor-
mation, i.e. does this page represent an entity, and of what type is this entity,
from the unstructured Web. One approach to use structure is to add structure
to unstructured Web pages, for example by tagging named entities (Nadeau and
Sekine, 2007). On the Web, it is not easy to correctly define, identify and repre-
sent entities. Just returning the name of an entity will not satisfy users, they need
to see some kind of proof that this entity is indeed relevant, and secondly, they
may want to know more of the entity than just its name. Depending on the type
of entity that we are looking for these problems can be more or less significant.
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Entities can be represented by many Web pages, e.g., an ‘official’ homepage, a
fan page, a page in an online encyclopedia or database like Wikipedia, Amazon or
IMDB, or the entry in a social network such as Facebook, Twitter, MySpace. We
define an ‘official’ homepage of an entity to be the site controlled by the entity
(person or organisation) and that primarily covers the area for which the entity
is notable. Similar definitions are used on Wikipedia1 and in the TREC Entity
Ranking guidelines2: ‘a primary homepage is devoted to and in control of the
entity’. A complete representation or profile of a Web entity would consist of
many pages. The goal of entity ranking however is not to find all pages related to
one result entity, but to find all relevant entities which can then be represented
by one well-chosen page.
What type of page can be considered representative depends on the entity
type, or even the entity itself – in the absence of an ‘official’ homepage for ex-
ample, alternatives might need to be considered. What would for example be
the homepage of a historical person, or a chemical element? The major search
engines can give us some clues which pages are appropriate; for movies and ac-
tors IMDB pages are among the top results, for well-known people it is often a
Wikipedia page, and for companies their official Website. Following the TREC
2009 entity ranking track (Balog et al., 2009), we will represent entities by their
‘official’ homepage or their Wikipedia page. The latter is useful for entity types
where no ‘official’ homepage exists.
In the previous chapter we showed the Google search results for the query
‘Ferris and observation wheels’ in Figure 3.1, and the Google search results when
we restrict the search to the Wikipedia domain in Figure 3.2. Now, instead of
the Wikipedia results, we want to find the homepages on the Web. We imagine
the ideal result for an entity ranking query to look like the result list presented in
Figure 4.1. Each result is a relevant entity represented by its official homepage.
Search engines have in fact started to develop special services for entity re-
trieval, e.g., Google Squared3 and the Yahoo Correlator4, but they are still in an
experimental phase and focus on retrieving entities, but not their homepages.
Our proposal is to exploit Wikipedia as a pivot for entity ranking. For entity
types with a clear representation on the Web, like living persons, organisations,
products, movies, we will show that Wikipedia pages contain enough evidence to
reliably find the corresponding Web page of the entity. For entity types that do
not have a clear representation on the Web, returning Wikipedia pages is in itself
a good alternative.
1http://en.wikipedia.org/wiki/Wikipedia:External_links#Official_links
2http://ilps.science.uva.nl/trec-entity/guidelines/
3http://www.google.com/squared/
4http://sandbox.yahoo.com/correlator/
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Figure 4.1: Ideal entity ranking results for the query ‘Ferris and observation
wheels’.
So, to rank (Web) entities given a query we take the following steps:
1. Associate target entity types with the query
2. Rank Wikipedia pages according to their similarity with the query and
target entity types
3. Find Web entities corresponding to the Wikipedia entities
Our main research question is:
RQ3 Can we rank entities on the Web using Wikipedia as a pivot?
To answer our main research question, first we investigate whether the Web entity
ranking task can indeed be effectively reduced to the Wikipedia entity ranking
task. Therefore, we have to answer the following two research questions:
RQ3.1 What is the range of entity ranking topics which can be answered using
Wikipedia?
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RQ3.2 Do the external links on the Wikipedia page of an entity point to the
homepage of the entity?
We use the results of the TREC 2009 and 2010 Entity Ranking Track (based on
the Web including Wikipedia) and the INEX 2009 Entity Ranking Track (based
on Wikipedia). We extend the INEX topics to the Web to answer these research
questions.
The second step of our approach corresponds directly to the task of entity
ranking in Wikipedia, which was discussed in detail in the previous chapter. We
will use category information to rerank the Wikipedia pages according to their
match to the target categories.
We evaluate our complete entity ranking approach and compare it to an al-
ternative baseline approach that does not use Wikipedia to answer the questions:
RQ3.3 Can we improve Web entity ranking by using Wikipedia as a pivot?
Finally, we investigate in more detail the last step of our entity ranking approach,
that is to find homepages of Wikipedia entities:
RQ3.4 Can we automatically enrich the information in Wikipedia by finding
homepages of Wikipedia entities?
The chapter is structured as follows. The next section discusses related work
on entity ranking. Section 4.3 analyses the relations between entities in Wikipedia
and entities on the Web. In Section 4.4 we explain our entity ranking approach
and experiment with the use of Wikipedia as a pivot. In Section 4.5 we look in
more detail at the task of finding links from Wikipedia pages to entity homepages.
Finally, in Section 4.6 we draw our conclusions.
4.2 Related Work
This section is focused on related work on ranking entities on the Web. A dis-
cussion of related work to the task of entity ranking in Wikipedia can be found
in the previous chapter.
An important component of Web entity ranking approaches is to deal with
the problem of named entity recognition. Also the extraction of specific features
or information about entities receives a lot of attention. Early named entity
recognition systems were making use of handcrafted rule-based algorithms and
supervised learning using extensive sets of manually labeled entities. A framework
to identify persons and organizations is introduced in (Conrad and Utt, 1994).
Besides extracting entities they also try to determine relationships between them.
Named entity taggers such as (Go¨tz and Suhre, 2004; Finkel et al., 2005) have
been developed to extract entities of different types from documents and are
publicly available. More recent work uses unsupervised entity extraction and
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resorts to machine learning techniques (see (Nadeau and Sekine, 2007) for a survey
of named entity recognition methods). Wikipedia and IMDB are used as a seed
list of named entity-type pairs in (Whitelaw et al., 2008). Subsequently, the
Web is searched for occurrences of the names of entities. Recurring patterns or
templates in the text around the names are extracted and filtered, and then used
to extract more entity mentions of the target type.
An interesting language modelling approach to entity ranking on the Web is
presented in (Nie et al., 2007). In this case, entities are scientific papers extracted
from different Web sources such as Citeseer and DBLP. Instead of aggregating
all information on an entity into a large bag of words, records from each data
source have their own language model, and the information from the different
datasources is weighted according to the accuracy of the extraction of the data
from the Web source. Also they try to incorporate structural information in their
model to weigh fields, corresponding to features of the entity, differently. Their
methods outperform a bag-of-words representation of entities, and adding the
structural information leads to additional improvements.
Besides the general purpose entity ranking systems, many entity type specific
systems have been developed. One of the most popular entity type to search for
are persons. An approach to search people or experts in enterprises is described in
(Balog, 2008). Here, people are represented by the documents they are associated
with. To find people relevant to a query, either the relevant documents are located
and then the persons associated with the relevant documents are ranked, or the
persons are ranked directly according to the match of the query to the language
model of their associated documents.
Little work has been done on classifying entity types of queries automatically.
Instead of finding the category of the query, the approach described by Vallet
and Zaragoza (2008) seeks to find the most important general entity types such
as locations, persons and organisations. Their approach executes a query and
extracts entities from the top ranked result passages. The entity type that can
be associated with most of these extracted entities is assigned to the query. The
majority of queries can be classified correctly into three top entity types.
Besides ranking entities, entities can be used to support many other tasks as
well. Entity models of entities are built and clustered in (Raghavan et al., 2004).
A semantic approach to suggesting query completions, which leverages entity and
entity type information is proposed in (Meij et al., 2009b). A formal method for
explicitly modelling the dependency between the named entities and terms which
appear in a document is proposed in (Petkova and Croft, 2007), and applied to
an expert search task.
Several search engines provide the possibility of ranking entities of different
types. The semantic search engine NAGA for example builds on a knowledge
base that consists of millions of entities and relationships extracted from Web-
based corpora (Kasneci et al., 2008). A graph-based query language enables the
formulation of queries with additional semantic information such as entity types.
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<query>
<num>62</num>
<entity name>Baltimore</entity name>
<entity URL>clueweb09-en0004-40-10287</entity URL>
<target entity>organization</target entity>
<narrative>What cruise lines have cruises originating in
Baltimore?</narrative>
</query>
Figure 4.2: TREC related entity finding topic 62
Wikipedia is used as a resource to identify a number of candidate entities in
(Zaragoza et al., 2007). A statistical entity extractor identified 5,5 million entities
in Wikipedia and a retrieval index was created containing both text and the
identified entities. Different graph centrality measures are used to rank entities
in an entity containment graph. Also a Web search based method is used to rank
entities. Here, query-to-entity correlation measures are computed using page
counts returned by search engines for the entity, query and their conjunction.
Their approaches are evaluated on a self-constructed test collection. Both their
approaches outperform methods based on passage retrieval. For more related
work on entity ranking in Wikipedia, please look at the related work section of
the previous chapter.
TREC introduced the Entity Ranking track in 2009 (Balog et al., 2009). The
main task in this track is an related entity finding task: given an input entity
(name and document id) and a narrative, find the related relevant entities. In
the 2009 track a result can consist of up to three Web pages and one Wikipedia
page. In the 2010 track they moved to a single result format containing one Web
page, where Wikipedia pages may not be returned. Another difference between
the 2009 and 2010 tracks is that the 2009 track uses ClueWeb Category B as the
document collection, whereas the 2010 track uses the larger ClueWeb Category
A collection. An example query topic is given in Figure 4.2.
Most TREC participants have approached the task in three main steps. First,
candidate entity names are extracted from the input entities and initially retrieved
documents, using entity repositories such as Wikipedia, or using named entity
recognisers. In a second step, candidate entity names are ranked, using link
information or match to the narrative and entity type. In the third and final step
primary homepages are retrieved for the top ranked entity names. McCreadie
et al. (2009) builds entity profiles for a large dictionary of entity names using
DBPedia and common proper names derived from US Census data. At query
time, a voting model considers the co-occurrences of query terms and entities
within a document as a vote for the relationship between these entities. Fang
et al. (2009) expands the query with acronyms or the full name of the source
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entity. Candidate entities are selected from top retrieved documents, heuristic
rules are applied to refine the ranking of entities.
Some of the most successful entity ranking approaches in the TREC entity
relationship search track make use of commercial search engines in parts of their
approach. For example, Jiang et al. (2010) combines Google results with an-
chor text scores and some other parameters to find homepages of entities that
have been identified using named entity identification techniques on the results of
sending parsed query strings to a ClueWeb category A index. A similar approach
where also Google is used to find entity homepage as well as to return candidate
documents to extract entities from is applied in (Wang et al., 2010). In addi-
tion, they measure the co-occurrence statistics of the source and the result entity
by the number of Google results returned for their concatenation divided by the
number of Google results for the result entity. This source entity to which the
result entities should be related is an important component of the task that we
are not considering in our entity ranking approach. It seems that co-occurrence
statistics of the source entity and the candidate result entities are an effective way
to incorporate this information. As a consequence of not using this information
we cannot expect a performance similar to the best performing approaches in the
entity relationship search task.
4.3 Using Wikipedia as a Pivot
In this section, we investigate our first group of research questions. What is the
range of entity ranking topics which can be answered using Wikipedia? When
we find relevant Wikipedia entities, can we find the relevant Web entities that
correspond to the Wikipedia entities?
4.3.1 From Web to Wikipedia
While the advantages of using Wikipedia or any other encyclopedic repository
for finding entities are evident, there are still two open questions: whether these
repositories provide enough clues to find the corresponding entities on the Web
and whether they contain enough entities that cover the complete range of en-
tities needed to satisfy all kinds of information needs. The answer to the latter
question is obviously “no”. In spite of the fact that Wikipedia is by far the
largest encyclopedia in English—it contains 3,147,000 articles after only 9 years
of existence; the second largest, Encyclopaedia Britannica, contains only around
120,000 articles—Wikipedia is still growing, with about 39,000 new articles per
month in 20095. We can therefore only expect that it has not yet reached its
limit as a tool for entity ranking. One of the most important factors impeding
the growth of Wikipedia and also interfering with its potential to answer all kinds
5http://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia
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of queries looking for entities is the criterion of notability used by editors to de-
cide whether a particular entity is worthy of an article. There are general and
domain specific notability guidelines6 for entities such as people, organisations,
events, etc. They are based on the principle of significant coverage in reliable sec-
ondary sources and help to control the flow of valuable and potentially popular
topics into Wikipedia. However, the desire of the Wiki community to have also
repositories for the entities of lesser importance led to establishing side projects,
like Wikicompany (≈3,200 articles about organisations), Wikispecies (≈150,000
articles about all species of life) or CDWiki (≈500,000 articles about audio CDs).
In order to study how far we can go with Wikipedia only when looking for
entities, we analysed the list of relevant entities for 20 queries used in Entity
ranking track at TREC 2009, see Table 4.1. We found that 160 out of 198 relevant
entities have a Wikipedia page among their primary pages, while only 108 of them
have a primary Web page (70 entities have both). As not all primary Wikipedia
pages are returned by participants and judged, or Wikipedia pages might have not
existed yet when the ClueWeb collection was crawled (January/February 2009),
we manually searched online Wikipedia (accessed in December 2009) for primary
Wikipedia pages for the 38 entities that had only primary Web pages. As a
result, we discovered primary Wikipedia pages for a further 22 entities. Those 16
entities that are not represented in Wikipedia are seemingly not notable enough.
However, they include all answers for 3 of 20 queries (looking for audio CDs, phd
students and journals). Although the numbers of topics is small, the percentage
of pages and topics that are covered by Wikipedia is promising. As a second
check, we match the 50 2010 input entities to Wikipedia pages, also here 80%
of the input entities is included in Wikipedia. Topics can also have no primary
Wikipedia entities because no participant found relevant entities, or they were not
judged. For some topics however, no primary entities will exist in Wikipedia, due
to its encyclopedic nature. For example no relevant entities for the topic ‘Students
of Claire Cardie’ will appear in Wikipedia, unless one of these students becomes
famous in some way, and meets the requirements to be included in Wikipedia.
To cover this gap, other databases can be used; e.g., it has already been shown
that US Census data can be used to derive common variants of proper names to
improve Web entity ranking (McCreadie et al., 2009).
4.3.2 From Wikipedia to Web
After we found that there is a strong link from entities represented on the Web
(so, notable to a certain extent) to Wikipedia, it was further important to find out
whether the opposite relation also exists. If it does, it would prove that Wikipedia
has the potential to safely guide a user searching for entities through the Web
and serve as a viable alternative to a purely Web-based search, considering the
6http://en.wikipedia.org/wiki/Wikipedia:Notability
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Table 4.1: Topic and Entity Coverage in Wikipedia
# Topics 2009 20
- with entities in Wikipedia 17 (85%)
# Entities 2009 198
- with Wikipedia pages 160 (81%)
# Input entities 2010 50
- with Wikipedia pages 40 (80%)
immense size of the Web and the amount of spam it contains. Again, thanks
to the Wikipedia community, those articles that follow the official guidelines are
supposed to have an “External links” section, where the Web pages relevant to
the entity should be enlisted. Moreover, it is stated that “articles about any
organisation, person, Website, or other entity should link to the subject’s official
site” and “by convention are listed first”7. In our case, 141 primary Wikipedia
pages out of 160 (≈88%) describing relevant entities had the “External links”
section. Actually, only 4 out of 19 entities described by Wikipedia pages with no
“External links” section had also the corresponding primary Web pages, what can
be explained by the fact that Wikipedia pages often serve as the only “official”
pages for many entities (e.g., historical objects or non-living people).
In order to be sure that it is easy to discover a primary Web page by looking
at these external links, we also analysed how many of these links point to primary
Web pages for the same entities.
In addition to the TREC entity ranking topics, we use INEX 2009 Entity
Ranking topics. The topic set consists of 55 entity ranking topics, and each topic
has at least 7 relevant entities. We have mapped the relevant wikipedia pages
from the INEX Wikipedia collection to the ClueWeb collection by matching on the
page title and found matches for 1,381 out of the 1,665 relevant pages. Differences
occur because the INEX Wikipedia collection is extracted from a dump in October
2008, while the TREC Wikipedia collection is crawled in January and February
2009. All links from relevant Wikipedia pages to pages in ClueWeb (Category
B) are judged by the author of this thesis. The difference between the TREC
topics and the INEX topics is that the TREC topics are restricted to the entity
types person, organisation and product, while the INEX topics can be virtually
any entity type. The TREC guidelines define a primary homepage as devoted to
and in control of the entity. For the entity types that cannot control a homepage,
e.g., deceased persons or concepts like chemical elements, we take the second best
thing: an authoritative homepage devoted to the entity. For some of these entity
types the Wikipedia page could in fact be considered the best primary page.
7http://en.wikipedia.org/wiki/Wikipedia:External_links
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Unfortunately, not all Websites linked from Wikipedia are included in the
TREC ClueWeb collection (Category B). For the TREC topics 98 out of 141
primary Wikipedia pages had at least one linked Website in the collection and
only 60 of them described entities for which a primary Web page was found as
well. At the same time, in 52 of these cases (≈87%) at least one primary Web
page was linked from the corresponding Wikipedia page. Moreover, in 4 out of
the 8 unsuccessful cases another page from the primary Web page’s domain was
linked. In the case, when we considered only the first external link in the list, 43
of 46 links pointing to an existing page in the collection actually pointed to the
primary Web page of the respective entity.
Looking at the INEX topics we find comparable numbers, but on a larger scale.
Most relevant Wikipedia pages have external links (72%), but only a relatively
small number of these external links point to pages in the ClueWeb category B
collection, i.e for 289 pages a total of 517 external links are found. Compared
to the TREC topics, for INEX topics a smaller percentage of the external links
are indeed relevant primary pages, of all external links 37% are relevant, of the
first external links a respectable 77% of the pages is relevant. Comparing the
TREC and the INEX topics, we see that the relevance of all external links is
much higher for the TREC topics than for the INEX topics, and the relevance
of the first links is also lower for the INEX topics. The TREC topics contain
only 14 links below rank one that are judged, so we cannot really say much here
about the relevance of links below rank one. The INEX topics however are more
substantial, and present a clear difference between the first external link, and the
lower ranked links. Out of the 361 links below rank one, only 69 are deemed
relevant. Most of these relevant links are found for entities which have indeed
more than one primary homepage, for example organisations that link to several
corporate homepages for different regions.
Furthermore, the TREC topics are designed to have at least some primary
homepages in the ClueWeb Category B collection, otherwise the topic wouldn’t
have made it into the test set. Also the entity types restriction to products, per-
sons and organisations is making these topics more likely to have easily identifi-
able primary homepages. For the less restricted INEX topics primary homepages
are harder to find, moreover these pages might not be considered entities by the
Wikipedia editors, which alleviates their need to link to a primary homepage.
To validate that primary Web pages would not be so easily discovered without
the Wikipedia “External links” section, we first measured Mean Reciprocal Rank
(MRR) of the first primary Web page which we find using the ranking naturally
provided in the “External links” section. We also measured MRR for the ranking
which we get by using entity names as queries to search anchor text index built
for ClueWeb collection (category B). We experimented with 60 entities from the
TREC topics that have a Wikipedia page, at least one primary Web page and at
least one linked Website existing in the ClueWeb collection. Indeed, using “Ex-
ternal links” is much more effective for primary Web page finding (MRR = 0.768)
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Table 4.2: Incidence and Relevancy of External Links on Wikipedia Pages
Topic Set TREC 2009 INEX 2009
# Rel. Wiki. pages 160 1381
- with external links 141 (88%) 994 (72%)
- with external ClueWeb links 88 (55%) 289 (21%)
# Judged ext. links 60 517
- relevant links 52 (87%) 189 (37%)
# Judged first ext. links 46 156
- relevant first links 43 (93%) 120 (77%)
than using an anchor text index (MRR = 0.442). However, for the Wikipedia
pages without external links to our test collection, searching an anchor text index
seems to be a reasonable alternative. We will investigate this in more detail in
our experiments.
In this section, we investigated whether the hard problem of Web entity rank-
ing can be in principle reduced to the easier problem of Wikipedia entity ranking.
We found that the overwhelming majority of relevant entities of the TREC 2009
Entity ranking track are represented in Wikipedia, and that 85% of the topics
have at least one Wikipedia primary page.
We also found that with high precision and coverage relevant Web entities
corresponding to the Wikipedia entities can be found using Wikipedia’s “external
links”, and that especially the first external link is a strong indicator for primary
homepages.
4.4 Entity Ranking on the Web
In this section we move on to our second group of research questions and look
at the question: Can we improve Web entity retrieval by using Wikipedia as a
pivot? We compare our entity ranking approach of using Wikipedia as a pivot to
the baseline of full-text retrieval.
4.4.1 Approach
A difference between the INEX and TREC entity ranking tracks is that the main
TREC entity ranking task is related entity finding, i.e. answer entities should be
related to a given input entity. In our approach we do not use the input entity
Website of the entity, but we add the entity name to the narrative. Together the
entity name and the narrative serve as our keyword query. By not using the given
input entity, we can consider this task as an entity ranking task.
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Furthermore, entity types can be defined on many levels, from general types
such as ‘person’ or ‘organisation’ as used in the TREC related entity finding task
to more specific types such as ‘Amusement rides’ or ‘Cruise ships of Germany’ as
used in the INEX entity ranking track. When entity ranking is restricted to few
general entity types, specific rankers for entity types could be designed. To rank
people for instance, people-specific attributes and models could be used (Balog
and Rijke, 2007). We would however prefer a generic approach that is effective for
all types of entities. The entity types of the INEX entity ranking track are quite
specific. Some examples of entity types are countries, national parks, baseball
players, and science fiction books. The TREC entity ranking track uses only three
general entity types, i.e. people, organisations, and products. The advantages of
these entity types are that they are clear, there are few options and could be
easily selected by users. The disadvantage is that they only cover a small part
of all possible entity ranking queries. To make our test set more consistent we
manually assigned more specific entity types to the TREC entity ranking topics
so that they are on the same level as the INEX entity types.
To rank entities within Wikipedia we use the approach as described in the
previous chapter in Section3.5 using the category titles to estimate distances
between categories. We experiment with three approaches for finding Web pages
associated with Wikipedia pages.
1. External links: Follow the links in the External links section of the
Wikipedia page. If no external link exists for the Wikipedia page, the
result is skipped.
2. Anchor text: Take the Wikipedia page title as query, and retrieve pages
from the anchor text index. A length prior is used here.
3. Combined: Since not all Wikipedia pages have external links, and not all
external links of Wikipedia pages are part of the ClueWeb collection, we
cannot retrieve Web pages for all Wikipedia pages. For the 2009 track, in
case less than 3 Web pages are found, we fill up the results to 3 pages using
the top pages retrieved using anchor text. For the 2010 track, in case no
Web page is found we return the top result retrieved using anchor text.
4.4.2 Experimental Setup
This experimental section consists of three parts: in the first part we discuss
experiments with the TREC 2009 Entity Ranking topics, in the second part we
discuss experiments with the INEX topics that we extended to the Web, and in
the third and final part we discuss our results on the TREC 2010 topics.
Again, we use the Indri search engine (Strohman et al., 2005). We have
created separate indexes for the Wikipedia part and the Web part of the ClueWeb
Category B. Besides a full text index we have also created an anchor text index.
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On all indexes we applied the Krovetz stemmer, and we generated a length prior.
All runs are created with a language model using Jelinek-Mercer smoothing with
a λ of 0.9.
Our baseline run uses standard document retrieval on a full text index. The
result format of the 2009 TREC entity ranking runs differs from the general
TREC style runs. One result consists of one Wikipedia page, and can contain
up to three Web pages from the non-Wikipedia part of the collection. The pages
in one result are supposed to be pages representing the same entity. For our
baseline runs we do not know which pages are representing the same entity. In
these runs we put one homepage and one Wikipedia page in each result according
to their ranks, they do not necessarily represent the same entity. The Wikipedia
based runs contain up to three homepages, all on the same entity. When a result
contains more than one primary page, it is counted as only one primary page, or
rather entity found.
Our second part of experiments describes our runs with the INEX topics
that we extended to the Web. Instead of using the TREC entity ranking style
evaluation, with results consisting of multiple pages in one result, we use a simpler
evaluation with one page per result. Therefore we can use the standard evaluation
scripts to calculate MAP and P10. Also in our third part of the experiments, the
TREC 2010 topics results consist of one page per results. We evaluate using the
official measures of the track, that is NDCG@R and P10.
4.4.3 Experimental Results
We report on the results on three topic sets: TREC entity ranking 2009, INEX
entity ranking 2007-2009, and TREC entity ranking 2010.
TREC 2009 Results
Recall from the above that the ultimate goal of Web entity ranking is to find the
homepages of the entities (called primary homepages). There are 167 primary
homepages in total (an average of 8.35 per topic) with 14 out of the 20 topics
having less than 10 primary homepages. In addition, the goal is to find an entity’s
Wikipedia page (called a primary Wikipedia page). There are in total 172 primary
Wikipedia pages (an average of 8.6 per topic) with 13 out of the 20 topics having
less than 10 primary Wikipedia entities.
The results for the TREC Entity Ranking track 2009 are given in Table 4.3.
Our baseline is full text retrieval, which works well (NDCG 0.2394) for finding
relevant pages. It does however not work well for finding primary Wikipedia pages
(NDCG 0.1184). More importantly, it fails miserably for finding the primary
homepages: only 6 out of 167 are found, resulting in a NDCG of 0.0080 and a
P10 of 0.0050. Full text retrieval is excellent at finding relevant information, but
it is a poor strategy for finding Web entities.
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Table 4.3: TREC’09 Web Entity Ranking Results
Full Text Wikipedia
Run Link Cat+Link
Rel. WP 73 73 - 57◦
Rel. HP 244 69•◦ 70•◦
Rel. All 316 134•◦ 121•◦
NDCG Rel. WP 0.2119 0.2119 - 0.1959 -
NDCG Rel. HP 0.1919 0.0820•◦ 0.0830•◦
NDCG Rel. All 0.2394 0.1429•◦ 0.1542•◦
Primary WP 78 78 - 96•◦
Primary HP 6 29◦ 34◦
Primary All 86 107◦ 130•◦
P10 pr. WP 0.1200 0.1200 - 0.1700◦
P10 pr. HP 0.0050 0.0300◦ 0.0400•◦
P10 pr. All 0.1200 0.1300 - 0.1850•◦
NDCG pr. WP 0.1184 0.1184 - 0.1604•◦
NDCG pr. HP 0.0080 0.0292 - 0.0445◦
NDCG pr. All 0.1041 0.1292 - 0.1610•◦
We now look at the effectiveness of our Wikipedia-as-a-pivot runs. The
Wikipedia runs in this table use the external links to find homepages. The second
column is based on the baseline Wikipedia run, the third column is based on the
run that uses the manual categories that proved effective for entity ranking on
Wikipedia in the previous chapter. Let us first look at the primary Wikipedia
pages. We see that we find more primary Wikipedia pages, translating into a
significant improvement of retrieval effectiveness (up to a P10 of 0.1700, and a
NDCG of 0.1604). Will this also translate into finding more primary home pages?
The first run is a straightforward run on the Wikipedia part of ClueWeb, using
the external links to the Web (if present). Recall that, in Section 4.3, we al-
ready established that primary pages linked from relevant Wikipedia pages have
a high precision. This strategy finds 29 primary homepages (so 11 more than the
baseline) and improves retrieval effectiveness to an NDCG of 0.0292, and a P10
of 0.0300.8 The second run using the Wikipedia category information improves
significantly to 34 primary homepages and a NDCG of 0.0445 and a P10 of 0.0400.
Recall again from Section 4.3 that the external links have high precision but
low recall. We try to find additional links between retrieved Wikipedia pages and
8Unfortunately, we suffer from relatively few primary pages per topic—less than 10 for the
majority of topics—and many unjudged pages for these runs. The baseline anchor text run has
100% of primary HPs and 66% of primary WPs judged in the top 10, but the Wikipedia Links
run has only 45% and 53%, respectively, judged. For some of the runs discussed below this goes
down to 22% of the top 10 results judged. With these fractions of judged pages, all scores of
runs not contributing to the pool are underestimates of their performance.
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Table 4.4: TREC’09 Homepage Finding Results
Run Cat+Link Anchor Comb.
Rel. HP 70 127 137
Rel. All 121 178 188
NDCG Rel. HP 0.0830 0.0890 0.1142
NDCG Rel. All 0.1542 0.1469 0.1605
Primary HP 34 29 56
Primary All 130 125 152
P10 pr. HP 0.0400 0.0450 0.0550
P10 pr. All 0.1850 0.1750 0.1850
NDCG pr. HP 0.0445 0.0293 0.0477
NDCG pr. All 0.1041 0.1472 0.1610
Table 4.5: INEX’07-’09 Web Entity Ranking Results
Full Text Wikipedia
Run Link Cat+Link
Primary WP 763 763 - 780 -
Primary HP 4 73• 86•
Primary all 372 686• 775•
P10 pr. WP 0.2018 0.2018 - 0.2673•◦
P10 pr. HP 0.0000 0.0385◦ 0.0538•◦
P10 pr. All 0.0418 0.1418• 0.2109•
MAP pr. WP 0.1229 0.1229 - 0.1633•◦
MAP pr. HP 0.0001 0.0628•◦ 0.0754•◦
MAP pr. All 0.0267 0.0910• 0.1318•
the homepages by querying the anchor text index with the name of the found
Wikipedia entity (i.e., the title of the Wikipedia page). This has no effect on the
found Wikipedia entities, so we only discuss the primary homepages as presented
in Table 4.4. Ignoring the existing external links, searching for the Wikipedia
entities in the anchor text leads to 29 primary homepages. The combined run
supplementing the existing external links in Wikipedia with the automatically
generated links, finds a total of 56 primary homepages. For homepages this
improves the P10 over the baseline to 0.0550, and NDCG to 0.0447.
INEX Results
Our second part of the Web experiments uses the INEX topics mapped to the
ClueWeb collection with our additional judgments for the ClueWeb Web pages
not in Wikipedia. Although the assessments for the Wikipedia pages are fairly
complete, since they are mapped from the official INEX assessments, for the
104 CHAPTER 4 WIKIPEDIA AS A PIVOT FOR ENTITY RANKING
Web entities we are restricted to Web pages occurring in the ClueWeb collection.
The INEX topics were not selected to lead to entities with homepages in the
particular ClueWeb collection, so many relevant entities in Wikipedia have no
known homepage in ClueWeb. On the negative side, this will make our scores on
Wikipedia entities higher than on Web homepages. On the positive side, the 15%
of Wikipedia entities with known homepages in ClueWeb substantially extend
the TREC data.
Results can be found in Table 4.5. Again, the full-text baseline run achieves
poor results. While a full-text run works fine on the restricted Wikipedia domain,
on the Web it does not succeed in finding primary homepages. Again we find that
exploiting the Wikipedia category information consistently improves the results
for finding primary Wikipedia pages as well as primary homepages. Since there
are more primary Wikipedia pages than homepages, the Wikipedia scores are
the highest overall. In contrast to the TREC entity ranking runs previously
discussed in this section, each result consists of only one page. Since we are better
at finding primary Wikipedia pages, we could construct better overall runs, by
simply ranking the Wikipedia pages higher than the Web pages. Depending on
your goal, you could choose to show a ranking that is less diverse and shows only
or primarily Wikipedia results, but contains more relevant documents.
TREC 2010 Results
For the TREC 2010 entity ranking track, Wikipedia pages are not judged and
considered non-relevant by definition. The official results only report on finding
the Web homepages of the entities. In our approach however, identifying the
relevant Wikipedia pages is key. We therefore generate an alternative assessment
set. The names associated with the homepages are judged, so we can compare
the relevant names to our found Wikipedia page titles to get an indication of the
quality of our Wikipedia runs. The results of these runs can be found in Table 4.6.
When external links are used to find homepages, all Wikipedia results without
external links to a page in the ClueWeb Category B collection are excluded from
the ranking. In the table we show the results after removing these pages, so we
get an idea of the number of relevant entities we are missing. The results for
the run using the combined approach and the run searching the anchor text are
very similar, differences only come from the removal of different duplicate results.
Unfortunately, we cannot compare the runs to a baseline of full-text search on
the ClueWeb collection. Since we have not submitted a full-text search run to
the TREC, a large amount of the results in this run would be unjudged, and the
results would be underestimated. Instead we compare the Wikipedia runs using
the category information to the runs not using the category information.
The baseline scores are weak, achieving NDCG@R scores of less than 0.05.
For all but one of the measures and approaches large significant improvements
are achieved when category information is used, some scores more than double.
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Although the run using the external links throws away all results without external
links to the ClueWeb collection, resulting in a lower number of primary Wikipedia
pages retrieved, the pages with external links still lead to reasonable P@10 and
the best NDCG@R.
In Table 4.7 the results of the TREC entity ranking task 2010 are given,
evaluating the primary homepages found. Again significant improvements are
achieved when category information is used, except for the run using anchor text
to find homepages. The approach based on following the external links gives the
best results. For almost all Wikipedia pages with relevant titles the external link
to a ClueWeb page is relevant. In addition, some Wikipedia entities which have
not been judged relevant, still contain external links to relevant homepages. In
contrast, the combined approach and the anchor text approach do not perform as
well on finding homepages. Although these runs contain more relevant Wikipedia
entities, less relevant homepages are found. The anchor text index finds less than
half of the relevant entities. In contrast to the TREC results of 2009, the combined
approach does not lead to any improvements over the link based approach. This
is probably caused by the fact that in 2009 one result can contain up to 3 Web
pages, whereas in 2010 each result contains one Web page. The success rate at
rank 1 of the anchor text approach is obviously not as high as the success rate at
rank 3, while for the external links, in most cases the first external link is relevant.
Comparing our results to other approaches (Balog et al., 2009), our perfor-
mance is not very impressive. One of the main shortcomings in our approach is
that the task is actually a related entity finding task, but we are approaching it as
an entity ranking task, that is we do not use the given entity to which the entities
should be related. This given entity is in most cases a part of the narrative in the
query topic, which we initially use to retrieve entities within Wikipedia. Another
problem is that the narrative is phrased as a sentence, instead of a keyword query
for which our approach is originally designed. So, although our using Wikipedia
as a pivot to search entities is a promising approach, it should be adjusted to the
specific characteristics of the related entity finding task to perform better on this
task.
Summarising this section, we examined whether Web entity retrieval can be
improved by using Wikipedia as a pivot. We found that full text retrieval fails mis-
erably at finding primary homepages of entities. Full text retrieval on Wikipedia,
in contrast, works reasonable, and using Wikipedia as a pivot by mapping found
Wikipedia entities to the Web using the external links leads to many more pri-
mary homepages of entities being found. We also investigated whether we could
supplement the external links with homepages found by searching an anchor text
index for the retrieved Wikipedia entities. We found that this leads to a signifi-
cant improvement over just using Wikipedia’s external links for finding primary
homepages of entities when the top 3 results are considered as is done in the
TREC 2009 entity ranking track. When only the single top result is consid-
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Table 4.6: TREC’10 Wikipedia Entity Ranking Results
Approach # Pri. WP NDCG@R P10
Baseline
Links 77 0.0449 0.0511
Anchor text 83 0.0397 0.0447
Comb. 84 0.0405 0.0447
Using Category Information
Links 79 - 0.1046•◦ 0.0809◦
Anchor text 104•◦ 0.0831◦ 0.0851•◦
Comb. 104•◦ 0.0836◦ 0.0851•◦
Table 4.7: TREC’10 Web Entity Ranking Results
Approach # Pri. HP NDCG@R P10
Baseline
Links 81 0.0496 0.0489
Anchor text 46 0.0315 0.0277
Comb. 73 0.0455 0.0340
Using Category Information
Links 84 - 0.0708◦ 0.0809•◦
Anchor text 50 - 0.0447 - 0.0468 -
Comb. 82 - 0.0685◦ 0.0702•◦
ered, the precision drops, therefore in the next section we will examine if we can
improve our approach to find entity homepages.
4.5 Finding Entity Homepages
In this section we examine our last research question: Can we automatically enrich
the information in Wikipedia by finding homepages corresponding to Wikipedia
entities?
In Section 4.3 we noticed there is a high level of agreement between the
Wikipedia’s external links and the independent judgment of a TREC assessor
on what constitutes the homepage for an entity. That is, when we consider the
relevant entities from the 2009 TREC entity ranking task as queries, and URLs
found in ”External links” as ranked pages a Mean Reciprocal Rank of 0.768 is
attained for finding the homepages. In this section we investigate the task of
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finding external links for Wikipedia pages to homepages, which is a useful task
in itself, and is also an important part of our Web entity ranking approach.
4.5.1 Task and Test Collection
To evaluate how well we can find external links for Wikipedia pages, we construct
a test collection in a similar way as the Link-the-Wiki task which is part of INEX
(Huang et al., 2008). This task consists of finding links between Wikipedia pages.
We use the ClueWeb collection to create topics and evaluate the task of finding
links from Wikipedia pages to external Web pages using the currently existing
links in the collection as our ground truth.
Our task is defined as follows: Given a topic, i.e. a Wikipedia page, return the
external Web pages which should be linked in the ‘External Links’ section. We
have created a topic set by reusing relevant entities found in the TREC Entity
Ranking task. The topic set contains 53 topics with 84 relevant homepages. A
topic can have more than one relevant homepage, because the ClueWeb collection
contains duplicate pages, i.e. pages with the same normalised URL. We match
the URLs of the existing External links on the Wikipedia pages with the URLs
in the ClueWeb collection. For all our experiments we only consider ClueWeb
category B, consisting of 50 million English Web pages, including the complete
Wikipedia. The external links are split into two parts, the first external link is a
homepage, the other links are informational pages. In our experiments we only
use the homepages.
4.5.2 Link Detection Approaches
We experiment with three approaches. First, we try a basic language modelling
approach with a full-text index. Secondly, we make an anchor text index, which
has proved to work well for homepage finding (Craswell et al., 2003). We exper-
iment with different document priors for both indexes. We construct priors for
the document length, anchor text length, and the URL class (Kraaij et al., 2002).
To determine the URL class, we first apply a number of URL normalisation rules,
such as removing trailing slashes, and removing suffixes like ‘index.html’. Since
we have no training data, we cannot estimate prior probabilities of URL classes
based on the distribution of homepages in the training collection. Instead we use
only two URL classes: root pages i.e. a domain name not followed by any directo-
ries, receive a prior probability a 100 times larger than non-root pages, which is a
conservative prior compared to the previous work (Kraaij et al., 2002). Our third
approach exploits the information in the social bookmarking site Delicious9. We
send a search request to the site, take the first 250 results, and match the result
URLs with the URLs in the ClueWeb collection. Delicious ranks search results
9http://www.delicious.com/
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Table 4.8: Homepage Finding Results Language Modelling Approach with Priors
Full-text Anchor
Prior MRR Suc@5 MRR Suc@5
None 0.0385 0.0364 0.5865 0.7091
Doc. length 0.0085◦ 0.0000 - 0.4178• 0.5455•
Anchor length 0.0853◦ 0.1636•◦ 0.6131 - 0.6909 -
URL class 0.2348• 0.2727• 0.6545 - 0.7273 -
Anch. length + URL 0.2555• 0.2909• 0.6774◦ 0.7636 -
Significance of increase or decrease over “None” according to t-test, one-tailed, at
significance levels 0.05(◦), 0.01(•◦), and 0.001(•).
by relevance, taking into account bookmark titles, notes, and tags, among other
things. To make combinations of two runs we normalise all probabilities using the
Z-score and make a linear combination of the normalised probabilities. For the
Delicious runs we do not have probabilities, instead we use the inverted ranks.
For our experiments we use the Indri toolkit. We build two indexes: an anchor
text and a full text index. Both indexes are stemmed with the Krovetz stemmer.
We have created document priors for document length, anchor text length, and
URL class. For all our runs we apply Dirichlet document smoothing. To construct
the query we always use the title of the Wikipedia page. We use Mean Reciprocal
Rank (MRR) and Success at 5 (Suc@5) to evaluate our runs.
4.5.3 Link Detection Results
All results of our experiments based on the language modelling approach are
shown in Table 4.8. The anchor text index leads to much better results than the
full-text index. Homepages often contain a lot of links, pictures, and animations,
and not so much actual text. Therefore it was to be expected that the anchor text
index is more effective. For the same reason, applying a document length prior
deteriorates the results: longer documents are not more likely to be a relevant
homepage. The anchor text index performs very well for finding homepages, i.e.
more than three quarter of the homepages can be found in the top 5 results.
The two other document priors do lead to improvements. The full-text index
run has much more room for improvement, and indeed the priors lead to a major
increase in performance, e.g., using the URL class prior the MRR increases from
0.0385 to 0.2348. The improvements on the anchor text runs are smaller. The
anchor text length prior does not do much. A reason for this can be that the
Dirichlet smoothing also takes into account the document length, which equals
the anchor text length for the anchor text run. Despite its simplicity, the URL
class prior leads to significant improvements for both the full-text and the anchor
text runs. Combining the full-text runs and the anchor text runs does not lead
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Table 4.9: Homepage Finding Results using Delicious
Run MRR Suc@5
Delicious 0.3597 0.4000
Comb. (λ = 0.9) 0.7119 0.7818
Anchor 0.6774 0.7636
to improvements over the anchor text run. Also we experimented with using
different parts of the Wikipedia page, such as the first sentence and the page
categories, but none of these runs improved over using only the title of the page.
We analysed the failure cases, and identified three main causes for not finding
a relevant page: the external link on the Wikipedia page is not a homepage,
the identified homepage is redirected or varies per country, and the Wikipedia
title contains ambiguous words or acronyms. Since we did not have training
data available, we did not optimise the URL class prior probabilities, but used a
conservative prior on only two classes. Possibly our runs can still improve when
the URL class prior probabilities are optimised on training data, and the number
of classes is expanded.
Besides the internal evidence, we also looked for external evidence to find
homepages. The results of the run using Delicious, and a combination with the
best anchor text run can be found in Table 4.9. The Delicious run performs
better than the full-text run, but not as good as the anchor text run. One
disadvantage of the Delicious run is that it does not return results for all topics.
Some topics with long queries do not return any results, other topics do return
results, but none of the results is included in the ClueWeb collection. For 49
topics Delicious returns at least one result, for 41 topics at least one ClueWeb
page is returned. Around half of all the returned results are part of the ClueWeb
collection. When we combine the Delicious run with the best anchor text run,
we do get better results, so Delicious is a useful source of evidence. Most of the
weight in the combination is on the anchor text run (0.9). The Delicious run
retrieves 68 relevant homepages, which is more than the 58 pages the anchor text
run retrieves. The Delicious run however contains more duplicate pages, because
it searches for all pages matching the normalised URL retrieved by searching
Delicious. In the combination of runs, pages found both by Delicious and by the
anchor text run, end up high in the ranking.
When we compare our results to previous homepage finding work, we can
make the following remarks. Most differences can be attributed to the test col-
lections. ClueWeb is crawled in 2009, and in comparison to older test collections
the full-text index performs much worse. Modern homepages contain less rele-
vant text and more pictures, photos and animations, making the full-text index
less informative. The anchor text index on the other hand, performs better than
ever before. The ClueWeb collection is larger than previous collections, and has
a larger link density, so there is more anchor text available for more pages.
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Summarising this section, we investigated the task of finding external links
for Wikipedia pages. We have constructed a test collection of topics consisting of
entities with their corresponding relevant home pages. Two language modelling
approaches, one based on a full-text index, and one based on an anchor text index
have been investigated. In addition a run based on the Delicious bookmarking
site is made. All anchor text runs perform much better than the full-text index
runs. Useful document priors are the anchor text length and the URL class.
Delicious on itself does not perform so well, but it is a useful addition when it is
combined with an anchor text run. We can conclude our system is effective at
predicting the external links for Wikipedia pages.
4.6 Conclusion
In this chapter we have investigated the problem of Web entity ranking, and
more specifically, if we can reduce the problem of Web entity ranking to ranking
entities in Wikipedia. Like in the previous chapter, all three research challenges
are addressed. Shallowness on the query side is addressed by adding category
information as context to the queries, making use of opportunity: Queries are
posed in a search context. The second challenge Shallowness in the document
representation is the main topic of this chapter, we address it by exploiting the
structure of Wikipedia making use of opportunity Documents categorised into
a category structure. The third challenge Shallowness on the result side is also
addressed by exploiting the structure of Wikipedia, i.e., each entity occurs only
once in Wikipedia, so we can make sure each entity occurs only once in the Web
search results list making use of opportunity Absence of redundant information
in structured Web resources.
Our entity ranking approach is based on three assumptions: i) the coverage
of entities in Wikipedia is large enough, i.e. a positive answer to our first re-
search question RQ3.1: What is the range of entity ranking topics which can be
answered using Wikipedia?; ii) we are able to find entities in Wikipedia, which
was shown already in the previous chapter; iii) we can map Wikipedia entities to
the appropriate Web home pages, i.e. a positive answer to our second research
question RQ3.2: Do the external links on the Wikipedia page of an entity point
to the homepage of the entity?
We have shown that the coverage of topics in Wikipedia is large (around 80%),
and Wikipedia is constantly growing. We demonstrated that a large fraction
of the external links in Wikipedia point to relevant Web homepages. For the
considerable part of the external links not included in the ClueWeb collection we
can alternatively search an anchor text index. Given these positive results, our
assumptions seem to hold and we can move on to the next research questions:
RQ 3.3: Can we improve Web entity ranking by using Wikipedia as a pivot?
A natural baseline for entity retrieval is standard full text retrieval. While this
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baseline does find a considerable number of relevant pages, it is not able to lo-
cate the primary homepages, which is the main goal of our entity ranking task.
The text retrieval runs fare much better at finding Wikipedia pages of relevant
entities, hence prompting the use of Wikipedia as a pivot to find the primary
Web homepages of entities. Our experiments show that our Wikipedia-as-a-pivot
approach outperforms a baseline of full-text search.
RQ 3.4: Can we automatically enrich the information in Wikipedia by finding
homepages of Wikipedia entities? Besides following the external links, querying
an anchor text index for entity names is also effective when the top 3 results are
considered as is done in the TREC 2009 entity ranking track, and the combination
of these two approaches leads to additional improvements. When only a single
result for each entity is considered, the external links are most effective. To find
entity homepages we can improve over searching an anchor text index by using
an URL class prior, and external information from Delicious.
We find a positive answer to our main research question:
RQ3 Can we rank entities on the Web using Wikipedia as a pivot?
Using Wikipedia as a pivot is indeed an effective approach to rank entities on the
Web. Our broad conclusion is that it is viable to exploit the available structured
information in Wikipedia and other resources to make sense of the great amount
of unstructured information on the Web.
Although our results improve over a baseline of standard text retrieval, and
the use of category information in Wikipedia leads to additional significant im-
provements, the precision of finding primary homepages is still quite low. Part of
this poor performance can be attributed to the shallowness of judging, for all our
‘unofficial runs’, runs not contributing to the pool of documents that are judged,
many pages are unjudged. Another problem is that not all pages that are linked
to in Wikipedia are included in the test collection. In a realistic Web search
scenario this would not be a problem. Increasing the size of the test collection
to the complete ClueWeb collection and not just category B, already solves part
of the problem. Finally, the coverage of Wikipedia is large, but not complete.
Analysis of search log queries is needed to study more extensively the coverage
of Wikipedia concerning different types of queries and entities.
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Part III
Summarising Search Results
In the third and final part of this thesis we study summarisation of sets of search
results. The Web contains massive amounts of data and information, and infor-
mation overload is a problem for people searching for information on the Web. A
query returns thousands of documents, and even single documents can be some-
times as large as complete books. Since space on the result page is limited,
we cannot show many separate documents in the result list. Therefore we study
whether we can summarise sets of documents into a word cloud: a set of keywords
visualised in the shape of a cloud.
In the previous part of this thesis we have seen that for the task of entity
ranking it is important to minimise the amount of redundant information in the
result list, that is for the entity ranking task each result should describe a different
entity. Entities were represented by their Wikipedia page or their homepage.
Instead of selecting a single Web page to represent an entity, we can select all
relevant documents to represent an entity. In the coming chapters search results
are grouped according to relevancy, subtopics, entities and also complete result
pages are summarised.
In Chapter 5 we start by investigating the connections between tag or word
clouds and the language models as used in IR. In Chapter 6 we continue the work
on word clouds by investigating whether word clouds can be used to convey the
topic and relevance of Web search results.
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Chapter 5
Language Models and Word Clouds
Word clouds are a summarised representation of a document’s text, similar to tag
clouds which summarise the tags assigned to documents. Word clouds are similar
to language models in the sense that they represent a document by its word
distribution. In this chapter we investigate the differences between word cloud
and language modelling approaches, and specifically whether effective language
modelling techniques also improve word clouds.
5.1 Introduction
We investigate a new approach to summarise groups of Web pages, namely word
clouds. Since space on a result page is limited, we not many separate documents
can be shown in the result list. Therefore we study whether we can summarise
groups of documents, e.g., clustered search results or documents on the same
topic or entity, into a set of keywords, the word cloud. Word clouds also present
increased opportunities for interaction with the user by clicking on terms in the
cloud. In this chapter we investigate the connections between tag or word clouds
and the language models as used in IR.
Fifty years ago the first statistical approaches to index and search a mecha-
nised library system were proposed by Luhn (1957) and Maron and Kuhns (1960).
Back then, documents were indexed by a human cataloguer who would read a
document and then assign one or several indexing terms from a controlled vo-
cabulary. Problems with this approach were the ever increasing amount of doc-
umentary data and the semantic noise in the data. The correspondence between
a document and its index terms is not exact, because it is difficult to specify
precisely the subject content of a document by one or a few index words. One of
the reasons that index terms are noisy is due to the fact that the meaning of a
term in isolation is often quite different when it appears in the context (sentence,
paragraph, etc.) of other words. Also, word meanings can vary from person to
person. Because of these problems, Maron and Kuhns (1960) proposed to, in-
117
118 CHAPTER 5 LANGUAGE MODELS AND WORD CLOUDS
Figure 5.1: Word cloud from top 10 retrieved results for the query “diamond
smuggling”
stead of having a human indexer decide on a yes-no basis whether or not a given
term applies for a particular document, assign weights to index terms to more
accurately characterise the content of a document. Since then the information re-
trieval community has developed many models to automatically search and rank
documents. In this chapter we focus on the language modelling approach. We
choose this approach because it is conceptually simple and it is based on the as-
sumption that users have some sense of the frequency of words and which words
distinguish documents from others in the collection (Ponte and Croft, 1998).
Returning to the present, the social Web is a part of the so-called Web 2.0
(O’Reilly, 2005) that allows users to do more than just retrieve information and
engages users to be active. A Web 2.0 site allows users to interact and collaborate
with each other in a social media dialogue as consumers of user-generated con-
tent in a virtual community. Users can for example add tags to categorise Web
resources and retrieve your own previously categorised information. By sharing
these tags among all users large amounts of resources can be tagged and cate-
gorised. These user-generated tags can be visualised in a tag cloud where the
importance of a term is represented by font size or colour. Terms in a tag cloud
usually link to a collection of documents that are associated with that tag. To gen-
erate tag clouds the tripartite network of users, documents and tags (Lambiotte
and Ausloos, 2006) can be exploited. Of course, the majority of documents on
the Web is not tagged by users. An alternative to clouds based on user-assigned
tags, is to generate tags automatically by using statistical techniques. Clouds
generated by automatically analysing the document contents are referred to as
‘word clouds’. Word clouds have for example been generated for the inaugural
speeches of American presidents (Kirkpatrick, 2009). Word clouds can be used in
the same way as tag clouds, but are especially useful to get a first impression of
long documents, such as books, or parliamentary proceedings. Also word clouds
can be used to summarise a collection of documents, such as clustered or aggre-
gated search results. In this study we look at two domains where the use of word
clouds is potentially beneficial: grouped search results and structured documents
consisting of parliamentary data. Figure 5.1 shows a word cloud summarising
top 10 retrieved documents.
This chapter investigates the connections between tag or word clouds and the
language models of IR to explore approaches to generate word clouds. Our main
research question is:
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RQ4 How can we use language models to generate word clouds from (parts of)
documents?
First, we look at what we can learn from the established technique of language
modelling to support the new task of generating a word cloud:
RQ4.1 Do words extracted by language modelling techniques correspond to the
words that users like to see in word clouds?
The document collection used for our experiments to answer our first research
question consist of Web pages, which do not adhere to a consistently applied
structure.
Secondly, we explore the opportunities of the structured data by looking at
the domain of parliamentary data. The structure of the data provides oppor-
tunities to create word clouds for entities such as parties and persons. In the
language modelling approach usually the complete test collection is used to esti-
mate background probabilities for smoothing. Here we can exploit the structure
of the documents and experiment with smaller and more focused background
collections such as the topic, or all interruptions made by one person. In this
way, we will be able to identify words that are used relatively more frequent in
a speech or interruption than in the complete debate on a topic. Our second
research question is:
RQ4.2 How can we exploit the structure in documents to generate word clouds?
We discuss related work on tag clouds and language modelling in Section 5.2
with the goal of determining which specific techniques have been explored in
both approaches. We decide to focus on four different features of word clouds,
i.e. pseudo-relevance vs. relevance information, stemming, including bigrams, and
term weighting schemes. Each of them is investigated Section 5.3. We use an IR
test collection to evaluate the effectiveness of the technique for language models,
and we conduct a user study establishing user preferences over the resulting word
clouds as a means to convey the content of a set of search results. In Section 5.4
we examine how to generate word clouds from structured political data. Finally,
in Section 5.5 we draw our conclusions.
5.2 Related Work
In this section, we will discuss related work on tag/word clouds and language
modelling, with the aim of determining a number of techniques applicable for
both types of approaches. The first appearance of a tag cloud is attributed to
Douglas Coupland’s novel Microserfs (Coupland, 1995). In this novel the main
character Daniel writes a program to take terms out of his journal entries and
create snapshots of keywords, which are called ‘subconscious files.’ The first
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widespread use of tag clouds was on the photo-sharing site Flickr. Other sites that
contributed to the popularisation of tag clouds were Delicious1 and Technorati2.
Nowadays tag clouds are often considered as one of the typical design elements of
the social Web. Evaluation of tag clouds appears scarcely in scientific literature,
in the blogosphere however there is a lot discussion on the usefulness of tag
clouds (Brooks and Montanez, 2006). Part of the evaluation of tag clouds are the
effects of visual features such as font size, font weight, colour and word placement
(Rivadeneira et al., 2007; Halvey and Keane, 2007; Bateman et al., 2008). Font
size and font weight are considered the most important visual properties. Font
sizes are commonly set to have a linear relationship to the log of the frequency
of occurrence of a tag. Colour draws the attention of users, but the meaning of
colours needs to be carefully considered. The position of the words is important,
words in the top of the tag cloud attract more attention. An alphabetical order
of the words helps users to find information quicker. Rivadeneira et al. (2007)
identify four tasks tag clouds can support. In our experiments we will evaluate
our word clouds on the basis of these tasks:
− Search: locating a specific term that represents a desired concept.
− Browsing: casually explore the cloud with no specific target in mind.
− Impression Formation or Gisting: use the cloud to get a general idea on the
underlying data.
− Recognition / Matching: recognise which of several sets of information the
tag cloud is likely to represent.
Similar tasks are recognised in other work. Wilson et al. (2010) acknowledge
keyword search can be aided by tag clouds. Flickr3 for example depends heavily
on user tagging to return images related to a keyword search, which is one of
the possible functions of tag clouds. Through social tagging flat classification
schemes for these kind of large document collections are developed, although it
might be hard to help users interactively browse through documents using such
a scheme.
Tag clouds are found to be particularly useful for browsing and non-specific
information discovery as opposed to seeking specific information in (Sinclair and
Cardew-Hall, 2008). When users interact with a document collection they are not
familiar with, word clouds can give users an idea of the distribution of words in
the collection, and to give users an idea where to begin their information seeking.
As a last advantage they find that scanning a tag cloud requires less cognitive
load than formulating specific query terms. Scanning the cloud and clicking on
1http://www.delicious.com/
2http://technorati.com/
3http://www.flickr.com/
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the terms you are interested in is ‘easier’ than coming up with and typing in
query terms.
On a more critical note, tag clouds are found to be of limited value for under-
standing information and for other information processing tasks and inferior to
a more standard alphabetical listing in (Hearst and Rosner, 2008). A user study
shows mixed reactions on tag clouds considering their usefulness for navigation,
and the focus on popular documents by larger tags. A benefit of tag clouds that is
recognised is the ability to show trends of tag use, e.g., tag cloud animations that
show you how the tag popularity increases over a period of time. They conclude
that tag clouds are primarily a visualisation used to signal the existence of tags
and collaborative human activity, as opposed to a visualisation useful for data
analysis.
Venetis et al. (2011) define a form framework for reasoning about tag clouds,
and introduce metrics such as coverage, cohesiveness and relevance to quantify the
properties of tag clouds. An ‘ideal user satisfaction model’ is used to compare tag
clouds on the mostly uncorrelated evaluation metrics. A user study is conducted
to evaluate the user model. Although the model often predicts the preferred tag
cloud when users reach agreement, average user agreement is low. They observe
in many cases users do not have a clear preference among clouds, it is therefore
important for user studies involving word or tag clouds to make sure there are
clear differences between the clouds.
Term frequencies are most commonly used to create tag clouds. For informa-
tion retrieval term frequencies are also a commonly used method of term weight-
ing, but in addition some alternative weighting schemes have been developed. It
was recognised early that more weight should be given to query terms matching
documents that are rare within a collection, and therefore the inverse document
frequency (IDF) was introduced (Jones, 1972). The IDF factor varies inversely
with the number of documents n in which a term occurs in a collection of N doc-
uments. Since then many variants with different normalisation steps have been
developed to improve retrieval results. Several relevance feedback approaches
attempt to filter out background noise from feedback documents. Zhai and Laf-
ferty (2001a) apply an Expectation-Maximization model to concentrate on words
that are common in the feedback documents but are not very common in in the
complete collection. This same idea is used to create parsimonious models of
documents in (Hiemstra et al., 2004).
Word clouds are a relatively new phenomenon and have not been studied
extensively in scientific literature. PubCloud uses clouds for the summarisation
of results from queries over the PubMed database of biomedical literature (Kuo
et al., 2007). Recently, Koutrika et al. (2009) described the use of word clouds for
summarising search results into key words to guide query refinement when search-
ing over structured databases. Summary keywords are extracted from emails in
(Dredze et al., 2008). Common stopwords and e-mail specific stopwords such as
‘cc’, ‘to’ and ‘http’ are removed. Latent semantic analysis and latent Dirichlet
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allocation outperform a baseline of TF*IDF (Term Frequency*Inverse Document
Frequency) on an automated foldering and a recipient prediction task. Rayson
and Garside (2000) proposes a method to compare different corpora using fre-
quency profiling, which could also be used to generate terms for word clouds.
Their goal is to discover keywords that differentiate one corpus from another.
The algorithm compares two corpora and ranks highly the words that have the
most significant relative frequency difference between the two corpora. Words
that appear with roughly similar relative frequencies in the two corpora will not
be ranked high.
Related work has also been done in the machine learning community where
a similar problem is studied, namely keyword or keyphrase extraction. The task
is seen as a classification task, i.e., the problem is to correctly classify a phrase
into the classes ‘keyphrase’ and ‘not-keyphrase’ (Frank et al., 1999). Most of
these studies are aimed at automatically extracting keywords from a document,
such as a scientific article, in the way that it is done by human annotators. A
keyphrase can contain up to three or sometimes five words. While information
retrieval approaches consider documents as “bags-of-words”, some keyphrase ex-
traction techniques also take into account for example the position of words in
a document. The Kea keyphrase extraction algorithm (Frank et al., 1999) uses
as a feature the distance of a phrase from the beginning of a document, which is
calculated as the number of words that precede its first appearance, divided by
the number of words in the document. The basic feature of this and the following
algorithms is however the frequency measure TF*IDF. Turney (2003) extends
the Kea algorithm by adding a coherence feature set that estimates the semantic
relatedness of candidate keyphrases aiming to produce a more coherent set of
keyphrases. Song et al. (2006) use also a feature ‘distance from first occurrence’.
In addition, part of speech tags are used as features. The extracted keyphrases
are used for query expansion, leading to improvements on TREC ad hoc sets and
the MEDLINE dataset.
On the Internet tools like Wordle4 and ManyEyes5 create visually pleasing
word clouds from any document. To create word clouds these tools remove stop-
words and use term frequencies to determine font sizes. Wordle guesses the lan-
guage of the text by selecting the 50 most frequent words from the text and count-
ing how many of them appear in each languages list of stop words. Whichever
stop word list has the highest hit count is considered to be the texts language
and stopwords are removed accordingly (Feinberg, 2010). Information retrieval
systems mainly remove stopwords to reduce index space and speed up processing.
Since the discrimination value of stop words is low, removing these terms will not
have a large effect on retrieval performance. Modern Web search engines exploit
the statistics of language and do not use stopword lists, or very small stopword
4http://www.wordle.net/
5http://www-958.ibm.com/software/data/cognos/manyeyes/page/Tag_Cloud.html
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lists (7-12 terms) (Manning et al., 2008). For word clouds however it is essential
to have a good stopword list. Both Wordle and ManyEyes also have an option to
include multi-word phrases. Popular social tagging sites like Flickr and Techno-
rati allow multi-word tags. Most first-generation tagging systems did not allow
multi-word tags, but users find this a valuable feature.
This section aimed to determine a number of techniques applicable for both
language modelling and word cloud generation. The innovative features of tag
clouds lie in the presentation and the willingness of users to assign tags to re-
sources. Considering other technical features of tag clouds, we have not found
features in tag clouds that have not been explored in the language modelling
approach to information retrieval. From the techniques in the literature we will
investigate the four features we think are the most interesting for creating word
clouds, i.e., using relevance or pseudo-relevance information, stemming, including
bigrams and term weighting schemes. In the next section each of these features
will be discussed and evaluated.
5.3 Models and Experiments
In this section we explore the value of four features for the generation of word
clouds: using relevance or pseudo-relevance information, stemming. including
bigrams and term weighting schemes After describing the experimental set-up,
and the baseline model each of these four features is described and evaluated.
5.3.1 Experimental Set-Up
In this section, we will detail our experimental set-up. Since there is no standard
evaluation method for word clouds, we created our own experimental test bed.
Our experiments comprise of two parts, a system evaluation and a user study. For
both experiments we use query topics from the 2008 TREC Relevance Feedback
track.
System Evaluation
We test our approaches using the 31 topics that have been evaluated using Pool10
evaluation, which is an approximation of the normal TREC evaluation strategy,
and allows for ranking of systems by any of the standard evaluation measures
(Buckley and Robertson, 2008). We conduct two experiments that correspond to
tasks tag clouds can support, as described in the previous section. In the first
experiment we evaluate the tasks ‘Impression Formation’ and ‘Recognition’ by
using the words of the clouds for query expansion. Our assumption is that the
quality of the query expansion equates the quality of the used model. The weights
that are used to determine font size, are now used to represent the weight of
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query expansion terms. Prominent words carry more weight, but less prominent
items can still contribute to the performance of the complete cloud, which is
also the case in the two tasks. Our query expansion approach is similar to the
implementation of pseudo-relevance feedback in Indri (Strohman et al., 2005).
We keep the original query, and add the expansion terms with their normalised
probabilities. We use the standard evaluation measures MAP and P10 to measure
performance.
In our second experiment we evaluate the ‘Search’ task. In this task you want
to locate a specific term that represents a desired concept. In our experiment the
desired concept is the topic, and all terms that represent this topic are therefore
relevant. We consider a word representative of the topic if adding the word to
the original query leads to an improvement of the retrieval results. We take the
feedback sets and 31 queries that we also used in the previous experiment. We
let each model generate a word cloud consisting of 25 terms. For each topic we
generate 25 queries where in each query a word from the word cloud is added
to the original query. No weights are assigned to the expansion terms. For each
query we measure the difference in performance caused by adding the expansion
term to the original query. Our evaluation measure is the percentage of ‘relevant’
words in the word cloud, i.e., the percentage of words where adding them to the
query leads to an improvement in retrieval results. Additionally, we also calculate
the percentage of ‘acceptable’ words that can be added to the query without a
large decrease (more than 25%) in retrieval results.
User Study
In addition to the system-based approach for evaluation, we evaluate the word
clouds from a user’s point of view. In this user study we are focusing on the
question which words should appear in a word cloud. We set the size of the word
cloud to 25 terms. We do not want to investigate the optimal size for word clouds,
this size suffices to show users the differences between the different types of word
clouds. The only visual feature we are considering is font size, other features, such
as lay-out, colours etc. are not considered. We present a word cloud as a list of
words in alphabetical order. The test persons first read a TREC topic consisting
of the query title (keywords that are used for search), query description (one line
clarification of the query title) and narrative (one paragraph that explains which
documents are relevant). For each topic users rank four groups of word clouds.
In each group we experiment with a different feature:
− Group 1: Pseudo relevance and relevance information
− Group 2: Stemming
− Group 3: Including bigrams
− Group 4: Term weighting scheme
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Test persons may add comments to each group to explain why they choose a
certain ranking. Each test person gets 10 topics. In total 25 topics are evaluated,
each topic is evaluated by at least three test persons and one topic is evaluated
by all test persons. 13 test persons participated in the study. The test persons
were recruited at the university in different departments, 4 females and 9 males
with ages ranging from 26 to 44.
5.3.2 Baseline
In our study we include a baseline word cloud to which the other clouds are com-
pared. This baseline word cloud is generated as follows. Since stopwords have
high frequencies, they are likely to occupy most places in the word cloud. We
therefore remove an extensive stopword list consisting of 571 common English
words. Only single words (unigrams) are included in the baseline cloud. Stem-
ming is applied and words are conflated as described later in Section 5.3.4. The
baseline word cloud uses a TF weighting scheme which equals term frequency
counting. The probability of a word occurring in a document is its term fre-
quency divided by the total number of words in the document. For all models we
have a restriction that a word has to occur at least twice to be considered. To
create a word cloud all terms in the document are sorted by their probabilities
and a fixed number of the 25 top ranked terms are kept. Since this results in a
varying probability mass depending on document lengths and word frequencies,
we normalise the probabilities in order to determine the font size. The baseline
cloud uses pseudo-relevant documents to generate the word cloud. The top 10
documents retrieved by a language model run are concatenated and treated as
one long document. Throughout this chapter we will use the topic 766 ‘diamond
smuggling’ to show examples. In the earlier Figure 5.1 the baseline TF word
cloud of this topic was shown.
5.3.3 Clouds from Pseudo Relevant and Relevant Results
In this section, we look at the impact of using relevant or pseudo-relevant in-
formation to generate language models and tag clouds. In the first group a TF
cloud made from 10 pseudo-relevant documents is compared to a cloud of 100
relevant documents. By making this comparison we want to get some insights on
the question if there is a mismatch between words which improve retrieval perfor-
mance, and the words that users would like to see in a word cloud. Our baseline
word cloud uses pseudo-relevant results because these are always available. The
cloud in Fig. 5.2 uses 100 pages judged as relevant to generate the word cloud.
Results The effectiveness of feedback based on query expansion is shown in
Table 5.1 We evaluate after removing the used 100 relevant documents from
runs and qrels. Feedback based on the 100 relevant documents is on average
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Figure 5.2: Word cloud from 100 relevant results
Table 5.1: Effectiveness of feedback based on pseudo-relevance vs. relevance in-
formation
Approach MAP P10 % Rel. words % Acc. words
Pseudo 0.0985 0.1613 35 73
Rel. docs 0.1161 - 0.2419 - 50 85
better than the feedback based on 10 pseudo-relevant documents, and also there
are more relevant and acceptable words in the clouds based on the 100 relevant
documents. The test persons in our user study however clearly prefer the clouds
based on 10 pseudo-relevant documents: 66 times the pseudo-relevant document
cloud is preferred, 36 times the relevant documents cloud is preferred, and in 27
cases there is no preference (significant at 95% using a two-tailed sign-test).
There seem to be three groups of words that often contribute positively to re-
trieval results, but are not appreciated by test persons. First, there are numbers,
usually low numbers from 0 to 5, which occur frequently in relevant documents.
Without context these numbers do not provide any information to the user. Num-
bers that represent years can sometimes be useful. The second group are general
and frequently occurring words which do not seem specific to the query topic.
e.g., for the query ‘hubble telescope repairs’ adding the word ‘year’ ,‘up’ or ‘back’
results in improved retrieval results. The third group consists of words that test
persons don’t know. These can be for example abbreviations or technical terms.
In this user study the test persons did not create the queries themselves, therefore
the percentage of unknown words is probably higher than in a normal setting.
In addition for most of the test persons English is not their first language. In
some cases also the opposite effect takes place, test persons assume words they
don’t know (well) are relevant, while in fact the words are not relevant. Words
appreciated by test persons and also contributing to retrieval performance are
the query title words and keywords from the description and the narrative. The
query description and narrative are in a real retrieval setting usually not avail-
able. Most of the informative words are either a synonym of a query word, or
closely related to a query word.
These findings agree with the findings of a previous study, where users had
to select good query expansion terms (Ruthven, 2003). Also here reasons of mis-
classification of expansion term utility are: users often ignore terms suggested for
purely statistical reasons, and users cannot always identify semantic relationships.
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Figure 5.3: Word cloud of 10 results using plain (non-stemmed) words
5.3.4 Non-Stemmed and Conflated Stemmed Clouds
In this section, we look at the impact of stemming to generate conflated language
models and tag clouds. To stem, we use the most common English stemming
algorithm, the Porter stemmer (Porter, 1980). To visualise terms in a word cloud
however, Porter word stems are not a good option. There are stemmers or lem-
matises that do not affect the readability of words, the simple S-removal stemmer
for example conflates plural and singular word forms by removing the suffix -s
according to a small number of rules (Harman, 1991). The Porter stemmer is
more aggressive, reducing for example ‘immigrant’ to ‘immigr,’ and ‘political’ to
‘polit’. A requirement for the word clouds is to visualise correct English words,
and not stems of words which are not clear to the user. Using word stems reduces
the number of different terms in a document, because different words are reduced
to the same stem. Since these words are very closely correlated, it is useful to
aggregate them during the generation of terms for the word clouds. The question
remains however which words should be visualised in the word cloud. In our ex-
periments we consider non-stemmed word clouds and conflated word clouds where
word stems are replaced by the most frequently occurring word in the collection
that can be reduced to that word stem. The baseline word cloud is conflated,
in Figure 5.3 a non-stemmed word cloud is displayed. The non-stemmed cloud
contains both ‘diamond’ and ’diamonds’, while the corresponding conflated cloud
(see Fig. 5.1) only contains ‘diamond’. The conflated cloud does bring up a small
conflation issue. The non-stemmed cloud contains the word ‘leone’ (from Sierra
Leone), but in the conflated cloud this is undesirably conflated to ‘leon’. We
opted for the collection-wise most frequent expansion since it is easy to process,
but with hindsight choosing the most frequent word in the specific document(s)
would have been preferred.
Results The effect of stemming is only evaluated in the user study. We did not
do a system evaluation, because we do not have a non-stemmed index available.
Looking at pairwise preferences, we see that it often makes only a small difference
to the word clouds to conflate words with the same stem: 38 times the conflated
cloud is preferred, 20 times the non-stemmed cloud is preferred, and 71 times
there is no preference (significant at 95% on a two-tailed sign-test). Often the
difference is so small that it is not noticed by test persons. A disadvantage of the
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(a) Mixed uni- and bigrams
(b) Bigrams
Figure 5.4: Word cloud of 10 results with unigrams and bigrams
conflated cloud is that sometimes words are conflated, but then expanded to an
illogical word. For example for the query ‘imported fire arms’ in the word cloud
‘imported’ is changed into ‘importante’. A disadvantage of the non-stemmed
cloud is that users do not like to see two words that are obviously reduced to the
same stem, like ‘ant’ and ‘ants’. These kind of words also appear next to each
other, because of the alphabetical order of the words.
5.3.5 Bigrams
In this section, we look at the impact of adding bigrams to generate more in-
formative language models and tag clouds. For users, bigrams are often easier
to interpret than single words, because a little more context is provided. We
have created two models that incorporate bigrams, a mixed model that contains
a mix of unigrams and bigrams, and a bigram model that consists solely of bi-
grams. To incorporate bigrams, we use the TF model with some adjustments.
In the bigram model each term now consists of two words instead of one word.
Bigrams containing one or two stopwords are excluded. The most frequently oc-
curring bigram will receive the highest probability. In the mixed model, a term
can either consist of one or two words. Both unigrams and bigrams contribute
to the total term count. Again all terms containing one or two stopwords are
excluded from the model. The probability of occurrence of a term, either bigram
or unigram, is its frequency count, divided by the total term count. We want
to avoid however that unigrams which occur usually as part of a bigram, receive
too much probability. Therefore, we subtract from each unigram that occurs as
part of a bigram, the probability of the most frequently occurring bigram that
contains the unigram. Since the probabilities of the unigrams and the bigrams are
estimated using the same approach, the resulting probabilities are comparable.
So, we can create word clouds and query expansions that are a mix of unigrams
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Table 5.2: Effectiveness of unigram, bigram, and mixed tokenizations evaluated
over the full qrels
Approach MAP P10 % Rel. words % Acc. words
Unigrams 0.2575 0.5097 35 73
Mixed 0.2706 - 0.5226 - 31 71
Bigrams 0.2016◦ 0.4387 - 25 71
Table 5.3: Pairwise preferences of test person over unigram, bigram, and mixed
tokenizations
Model 1 Model 2 # Preferences Sign test 95%
Model 1 Model 2 Tied
bigram mixed 49 54 26 –
mixed unigram 71 33 25 0.95
bigram unigram 62 46 21 –
and bigrams. To include a bigram as a query expansion term we make use of the
proximity operator available in Indri (Metzler and Croft, 2004). The terms in the
bigram must appear ordered, with no terms between them. For the user study
we placed bigrams between quotes to make them more visible as can be seen in
Figure 5.4, bigrams can also be differentiated by using different colours.
Results In Table 5.2 the system evaluation results are shown. For query ex-
pansion, the model that uses a mix of unigrams and bigrams performs best with
a MAP of 0.2706. Using only bigrams leads to a significant decrease in retrieval
results compared to using only unigrams. Looking at the percentages of relevant
and acceptable words, the unigram model produces the most relevant words. The
mixed model performs almost as good as the unigram model.
In the user study, the clouds with mixed unigrams and bigrams and the clouds
with only bigrams are selected most often as the best cloud as can be seen in
Table 5.3. There is no significant difference in preference between mixed unigrams
and bigrams, and only bigrams. Users do indeed like to see bigrams, but for some
queries the cloud with only bigrams contains too many meaningless bigrams such
as ‘http www’. An advantage of the mixed cloud is that the number of bigrams
in the cloud is flexible. When bigrams occur often in a document, also many will
be included in the word cloud.
5.3.6 Term Weighting
In this section, we look at the impact of term weighting methods to generate lan-
guage models and tag clouds. Besides the standard TF weighting we investigate
two other variants of language models to weigh terms, the TFIDF model and the
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(a) TFIDF
(b) Parsimonious
Figure 5.5: Word cloud of 10 results with TFIDF and parsimonious term weight-
ing.
Table 5.4: Effectiveness of term weighting approaches evaluated over the full qrels
Approach MAP P10 % Rel. words % Acc. words
TF 0.2575 0.5097 35 73
TFIDF 0.1265• 0.3839•◦ 22 67
Pars. 0.2759•◦ 0.5323 - 31 68
parsimonious model. In the TFIDF algorithm, the text frequency (TF) is now
multiplied by the inverse document frequency (IDF). Words with an inverse doc-
ument frequency of less than 10 are excluded from the model. In Figure 5.5(a)
the example word cloud of the TFIDF model is shown. The last variant of our
term weighting scheme is a parsimonious model as described in Section 2.4.2.
In Figure 5.5(b) the parsimonious word cloud of our example topic is shown.
Compared to the baseline TF cloud (Figure 5.1) , we see that frequently occurring
words like ‘year’ and ‘system’ have disappeared, and are replaced by more specific
words like ‘angola’ and ‘rebel’.
Results To start with the system based evaluation, Table 5.4 shows the system
evaluation results for the different term weighting schemes. The parsimonious
model performs best on both early and average precision. The TFIDF model
performs significantly worse than the TF and the parsimonious model. Our sim-
plest model, the TF model, actually produces the highest number of relevant
and acceptable words. The parsimonious model produces more relevant words
than the TFIDF model, but the number of acceptable words is the same. The
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Table 5.5: Pairwise preferences of test person over term weighting approaches
Model 1 Model 2 # Preferences Sign test 95%
Model 1 Model 2 Tied
TF TFIDF 76 33 20 0.95
Pars. TFIDF 84 23 22 0.95
Pars. TF 56 41 32 –
weighting scheme of the parsimonious model is clearly more effective than the TF
model, since for query expansion where weights were considered the parsimonious
model performed better than the TF model.
The results of the user study can be found in Table 5.5. The parsimonious
model is preferred more often than the TF model, and both the parsimonious and
the TF model are significantly more often preferred over the TFIDF model. The
parsimonious model contains more specific and less frequently occurring words
than the TF model. In Section 5.3.3 we saw already that more general words are
not appreciated by our test persons, but that they can be beneficial for retrieval.
Although the TF model contains more relevant words according to our system
evaluation, these words are less informative than the words in the parsimonious
model. Indeed, both for query expansion and from the user’s point of view the
parsimonious model generates the best word clouds.
Summarising this section, our experiments show that different language mod-
elling techniques can be applied to improve a baseline word cloud that uses a TF
weighting scheme in combination with stopword removal. Including bigrams in
the word clouds and a parsimonious term weighting scheme are the most effective
both from a system and a user point of view.
5.4 Word Clouds from Structured Data
In this section we study how to generate word clouds from structured documents.
We use a large real-life example of a document collection consisting of the Dutch
parliamentary proceedings. Parliamentary proceedings in general are a very in-
teresting set of documents, because of the following characteristics:
− The documents contain a consistently applied structure which is rather easy
to extract and to make explicit
− It is a natural corpus for search tasks in which the answers do not consist
of whole documents
This section continues with a discussion of the characteristics of the dataset, the
models to generate word clouds from this structured data set, and an evaluation
of the generated word clouds.
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5.4.1 Data
The research described here is done on the proceedings of plenary meetings of
the Dutch Parliament, on data from 1965 until early 2009. On average one
document contains 51 thousand words, is 50 pages long and has a file size of
16.5 Megabyte. Each document represents the meeting notes of one complete
day, so on an average day in Dutch parliament some 50 thousand words are
officially spoken. The daily output in Germany and Belgium is comparable to
these numbers. In the Netherlands, on average 140 documents are published in
each parliamentary year.
Transcripts of a meeting contain three main structural elements:
1. The topics: discussed in the meeting (the agenda);
2. The speeches: made at the meeting, every word that is being said is recorded
together with:
− the name of the speaker
− her affiliation
− in which role or function the person was speaking
3. Non verbal content or actions, these can be:
− list of present and absent members
− description of actions like applause by members of the Green Party
− description of the outcome of a vote
− the attribution of reference numbers to actions or topics
− and much more
Figure 5.6 shows a typical page in the proceeding, along with annotations of
the main structural elements.
Throughout this section we use an example document that contains the notes
of the meeting of the Dutch Parliament of September 18, 2008. This particular
meeting took the whole day (from 10.15h till 19.15h), consisted of one topic, 11
blocks and 624 speeches with a total of 74.068 words. The notes take up 79 pages
2-column PDF. This is a typical length for a one day (8 hours) meeting. The
PDF files are automatically transformed into XML (Marx and Aders, 2010).
5.4.2 Word Cloud Generation
In this study we summarise parts the contents of the parliamentary proceedings,
such as interruptions, speeches and topics, into word clouds. Although the content
itself is annotated on a high level, it does not contain annotations concerning
5.4 WORD CLOUDS FROM STRUCTURED DATA 133
Figure 5.6: Example annotated page from the Dutch parliamentary proceedings
the topical content. So we extract the most informative and meaningful words
from the transcripts using statistical techniques. We create word clouds for the
following entities and elements in the parliamentary debate: the complete debate
(all text within a topic), for each party, for each person; all speeches of that
person, all interruptions by that person, and all interruptions of that person.
To create meaningful word clouds, we have to remove the usual stopwords,
but we also have to exclude corpus specific stopwords, such as parliament and
president. Furthermore, there are words that will be common and not informative
in all interruptions on a certain person, e.g., the name of that person. To filter out
all these non-informative words, we use a parsimonious language model (Hiemstra
et al., 2004).
Usually the complete test collection is used to estimate background prob-
abilities. In addition here we also experiment with smaller and more focused
background collections such as the topic, or all interruptions made by one per-
son. In this way, we will be able to identify words that are used relatively more
frequent in a speech or interruption than in the complete debate on a topic.
Thereby we can create word clouds that can highlight differences between blocks
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Figure 5.7: Word cloud of the speech by the Animal Rights party leader (trans-
lated from Dutch)
in one debate. We create an extension to the parsimonious language model to
incorporate multiple background collections (see Equation 5.1). In the remainder
of this section we describe the methods we use to generate wordclouds of parts of
the parliamentary proceedings.
Unigram Word Clouds
The simplest model generates unigram word clouds using a parsimonious term
weighting scheme. First, we collect the text that we want to use for generating
the word cloud. For example, to make a word cloud of all speeches of one person
in a debate, we concatenate the text of all these speeches. This text is treated
as one document, and the parsimonious model as described in Section 2.4.2 is
used to identify the words that distinguish the document from the background
collection.
An example of a unigram word cloud is shown in Figure 5.7. This word cloud is
created from a speech of the party leader of the Animal Rights Party (represented
with 2 out of 150 seats in the Dutch Parliament). As the background collection we
use the complete debate. Originally the speech was in Dutch, but we translated
the word cloud to English. The translation introduced some bigrams, but in the
Dutch original all words are unigrams.
Several tools to create attractive visualisations of word clouds are publicly
available. In this example we use the Wordle6 tool to generate the word cloud.
Our focus is on creating the input to the visualisation, i.e., select words and
estimate their probabilities. In the rest of this chapter we will visualise word
clouds simply as a ranked list of words.
6http://www.wordle.net/
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Focused Word Clouds
Instead of using the complete test collection to estimate the background prob-
abilities used for smoothing, we can use smaller and more focused background
collections. Within a debate on one topic we distinguish the following pieces of
text that can be used as a background collection:
− All text
− All speeches made by a single person
− All interruptions made by a single person on everyone
− All interruptions on a single person by everyone
Besides these topic and debate specific pieces of text, we can use all words from
all debates in the collection to obtain a general background collection.
We experiment with using more than one background collection to generate
word clouds. The most general background collection will remove both com-
mon stop words and corpus specific stop words. But to distinguish between the
speeches of different persons on the same topic a more focused background col-
lection is needed. We estimate a mixed model with parsimonious probabilities of
a word given two background collections as follows:
E-step: et = tf(t, S) · (1− λ− µ)P (t|S)
(1− λ− µ)P (t|S) + λP (t|D1) + µP (t|D2)
M-step: Ppars(t|S) = et∑
t et
, i.e., normalise the model (5.1)
There are two background models: D1 and D2. D1 is the model based on the
complete corpus. D2 is the topic specific model. The weight of the background
models is determined by two parameters, λ and µ. We want to keep the total
weight of the background models equal, so we choose for λ and µ a value of
0.495. Using background models on different levels of generality helps to exclude
non-informative words.
Bigram Word Clouds
In addition to unigrams, bigrams can be considered for inclusion in the word
clouds. Bigrams are often easier to interpret than single words, because a little
more context is provided. To create bigram word clouds, we use a slightly differ-
ent approach than in Section 5.3.5. We use the method to create unigram word
clouds using the parsimonious term weighting scheme with some adjustments. A
term t now consists of two words. Since our document collection with parlia-
mentary data is much smaller than the .GOV2 collection used in our previous
experiments, it is much easier to collect bigram term statistics for the complete
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collection. The probabilities of bigrams occurring are estimated using the parsi-
monious model. To exclude stopwords from the bigrams, we add the restriction
that bigrams can only contain words that are present in the unigram parsimonious
model. The anterior filter applies this restriction before estimating the bigram
probabilities. Likewise, the posterior filter applies the restriction after estimating
the bigram probabilities. Since the probabilities of the unigrams and the bigrams
are estimated using the same approach, the resulting probabilities are compara-
ble. So, besides creating word clouds consisting of only bigrams, we can create
word clouds that are a mix of unigrams and bigrams. As an additional feature,
we exclude from the mixed word clouds unigrams that also occur in a bigram.
5.4.3 Experiments
In this section, we evaluate the techniques described in the previous section. We
analyse word clouds generated using different methods, and describe a small user
study where test persons perform some tasks to interpret the word clouds.
Qualitative Analysis
We analyse the word clouds that are produced by the various methods described
in the previous section. A general problem with the word clouds is that some of
the speeches or interruptions are very short, maybe only one sentence. For these
short texts we cannot estimate reliable probabilities to create reasonable word
clouds. Therefore, we set the restriction that only texts of 100 words or more,
and words that occur at least twice will be used to generate word clouds.
Varying the term selection algorithm. First of all, we compare our unigram
parsimonious word cloud with two alternative word cloud generation algorithms.
The first algorithm is simply frequency counting combined with stopword re-
moval. This technique is usually applied in online word cloud visualisation tools.
Secondly, we use a log likelihood model as given in Equation 5.2 (Rayson and Gar-
side, 2000). This algorithm compares two corpora, in this case a specific piece
of text and the background collection, and ranks highly the words that have the
most significant relative frequency difference between the two corpora.
Log likelihood = 2 ∗
∑
t
P (t|D) ∗ logP (t|D)
P (t|C) (5.2)
Table 5.6 illustrates the differences between these three ways of creating word
clouds. All three clouds were created from the same speech. The parsimonious
cloud is identical to the one in Figure 5.7. In all our word clouds the Dutch words
are translated into English, and originally in Dutch all words are unigrams. As
the background collection we use the complete debate.
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Table 5.6: Example word clouds created from the same speech and using the
same background collection
Frequencies Log-Likelihood Parsimonious
parliament animals animals
Netherlands that budget memorandum
people budget memorandum bio
budget memorandum bio industry
animals I animal welfare
mostly animal welfare purchasing power
how industry earth
more the businesses
world of cattle feed
goes purchasing power lnv (a Ministery)
The frequency count word cloud does not contain many informative words. Al-
though a standard stopword list is used to filter out stopwords, common words like
‘how’, ‘more’ and ‘goes’ are not removed. Words that can be regarded as corpus-
specific stopwords like ‘parliament’ and ‘Netherlands’ occur very frequently, but
are therefore also not informative. The log-likelihood model does retrieve some
informative words like ‘animals’ and ‘animal welfare’, but also retrieves some stop-
words. Our parsimonious model correctly removes non-informative stopwords,
which still remain in the log-likelihood cloud. Common stopwords can be re-
moved using a standard stopword list as is done in the frequency count model,
but these lists are usually not exhaustive. When the parsimonious model is used,
no stopword list is needed, and also corpus specific stopwords are removed.
Varying the background collection. In Table 5.7 we show three word clouds
for the same speech but generated using different background collections. The
word clouds in the first two columns with background collections ‘Test collection’
and ‘Debate’ are generated with a single background collection. The third word
cloud uses a mix of the ‘Test collection’ and ‘Debate’ background collections
as formulated in Equation 5.1. The word cloud of the mixed model contains a
mixture of terms from the first two models plus some new terms. Some new
words like ‘economy’ and ‘immigration law’ move up to the top ranked words in
the mixed model.
The most appropriate background collection depends on specific use-case of
the word cloud. If the unit of study is one complete debate on a topic, and the goal
is to discover the themes emphasised by the different speakers, the debate should
be used as a background in order to distinguish between different speeches. When
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Table 5.7: Word clouds generated with different background collections
Test collection Debate Mixed
no queen sweet
speech throne speech throne speech
defend sweet defend
president tax increases care
care sour sour
claim guidelines congress tax increase
billion strange economy
nursing homes collection of poems queen
separate defense collection of poems
freedom present immigration law
studying one specific speaker, it is better to use the complete test collection, or a
mixture of the complete test collection and the debate in which a speech is held
as background collection. The specific topic of the speeches by that speaker will
then be better represented.
Bigrams versus unigrams. We now consider word clouds consisting of uni-
grams and bigrams and a mix of unigrams and bigrams. We employ two methods
of estimating the probability of a bigram in the mixed model. These mixed meth-
ods differ only in the moment that bigrams with words that do not occur in the
unigram parsimonious model are filtered out. In the “Anterior filter” model, these
bigrams are filtered out before the EM algorithm, in the “Posterior filter” model
these bigrams are filtered out after the EM algorithm. In the model that consists
of only bigrams, we also filter out the bigrams with words that do not occur in
the unigram parsimonious model. Here it doesn’t matter if the filtering is done
before or after the EM algorithm. The words that are filtered out are mostly
stopwords. The resulting word clouds can be found in Table 5.8.
The bigram word clouds often contain less than 10 bigrams, because there are
simply not enough bigrams in the speeches and interruptions, that occur at least
twice, and where both words are present in the unigram parsimonious model.
When bigrams with stopwords are removed using the anterior filter, only few
bigrams remain in the model, and these will therefore all get high probabilities.
In this example there are five bigrams, which all have higher probabilities than any
unigram. On average around 6 bigrams out of 10 places are filled by bigrams. The
deviation is large, anything from 0 to 10 bigrams can occur. When the stopwords
are removed after the EM algorithm using the posterior filter, the probabilities
of occurrence of bigrams are divided over many more bigrams, and therefore
the probabilities are smaller. Here only one bigram makes it into the top 10,
on average less than 1 bigram will be included in the word cloud. The mixed
model with the anterior filter leads to more bigrams being included in the word
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Table 5.8: Unigram and bigram word clouds
Unigrams Bigrams
claim discount no claim discount
church catholic church
Turkish valuable ally
appoint fundamentalist muslims
defense chronically ill
Turkey
separation
canossa
Brussels
muslims
Mixed (ant. filter) Mixed (post. filter)
no claim discount Turkey
catholic church no claim discount
valuable ally Halsema
fundamentalist muslims money
chronically ill Turkish
Turkey appoint
Halsema sympathetic
money chronically
Turkish separation
appoint canossa
cloud. The bigrams provide users more context and are therefore good to have
in the word cloud. By filtering out the words that do not occur in the unigram
parsimonious language model, a basic quality of the bigrams is guaranteed.
User Study Results
In addition to the qualitative analysis of the word clouds, we have conducted a
small user study to evaluate the unigram word clouds. The test persons are 20
political students familiar with the Dutch political landscape. In our user study
we let test persons look at and interpret the word clouds. We generated 12 word
clouds of speeches and 17 word clouds of interruptions using the mixture model
of Equation 5.1 with as background collections the complete test collection and
the debate. Each test person was given 3 word clouds of speeches, and 3 to 5
word clouds of interruptions using a rotation system over the generated word
clouds. We asked the test persons whether they think the word clouds are useful
summaries of the speeches and the interruptions. Results of the user study can
be found in Table 5.9. The interruptions received an average score of 3.1 on
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a 5-point Likert scale, where 1 means strongly disagree, and 5 means strongly
agree. The speeches receive a similar score of 3.0. This means the test persons
do not agree or disagree with the statement. Furthermore, the test persons were
asked to judge a number of word clouds of speeches as well as interruptions. For
each word in the clouds, they mark whether they think the word is informative
or not. We have defined informative as ‘a word that gives a good impression of
the contents of a speech or interrupt’. It should be both a word ’relevant’ to the
debate, as well as ’discriminative’ for the speaker or part.
Averaged over all test persons and word clouds, 47% of the words in the word
clouds of the speeches are considered informative. The standard deviation of av-
erage scores between test persons is 13.4, the minimum percentage of informative
words per user is 27%, the maximum is 63%. The standard deviation of average
scores between word clouds is lower, 8.6. This means that it depends more on
the user than on the word cloud how many words are considered relevant. Of the
interruptions, on average less words are considered informative, i.e., on average
41%. The standard deviation of average scores between test persons is 15.3, and
between word clouds it is 14.0. Since the interruptions are build from smaller
pieces of text than the speeches, it is more risky to generate the word cloud since
the differences in term counts are small. Some word clouds do not contain any
informative words according to our test persons.
Table 5.9: Usefulness of word clouds as summaries on a 5-point Likert scale and
percentage or words considered relevant
Unit Useful Summaries % Relevant Words
Speeches 3.1 0.47
Interruptions 3.0 0.41
Besides the (corpus specific) stopwords, there are many other words that are
not considered informative. For example, the parsimonious word cloud in Ta-
ble 5.6 does not contain any stopwords, but the test persons consider on average
only 58% of the words in this cloud informative. Some of these words would
be informative if placed in the right context, but it can be difficult to grasp the
meaning of words without the context.
We can conclude that our word clouds capture the content of the debate at
an aggregated level to a limited degree. There is still room for improvement, we
have to take into account that there is a certain learning curve associated with
interpreting this type of information.
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5.5 Conclusion
In this chapter we have experimented with generating word clouds from the con-
tents of documents to summarise groups of documents. We mainly address the
challenge Shallowness on the result side. Since space on a result page is limited,
we summarise sets of documents, e.g., search results grouped by topic or entity,
using opportunity: Multiple documents on the same topic. Word clouds also
present increased opportunities for interaction with the user by clicking on terms
in the cloud, which we simulate by adding each term from the clouds to the query.
User interaction to create queries can contribute to overcome the first challenge
Shallowness on the query side.
We investigated the connections between tag or word clouds popularised by
Flickr and other social Web sites, and the language models as used in IR. We gen-
erate word clouds from the full-text of the documents, either Web pages without
consistently applied structure, or from documents with structure: parliamentary
proceedings. We have investigated how we can create word clouds from doc-
uments and use language modelling techniques which are more advanced than
only frequency counting and stopword removal to answer our first research ques-
tion RQ 4.1: Do words extracted by language modelling techniques correspond
to the words that users like to see in word clouds?
We find that different language modelling techniques can indeed be applied to
create better word clouds. The difference between an non-stemmed word cloud,
and a conflated word cloud is often very small. When there is a visible difference
users prefer the conflated cloud.
Considering the inclusion of bigrams, the mix of unigrams and bigrams con-
tains slightly less relevant terms than the unigram model, but we found that
both for relevance feedback and in our user study including bigrams is beneficial.
Using only bigrams is too rigorous for retrieval, and for the majority of the word
clouds. Users do like to see bigrams in the word clouds, because they provide
more context than single words.
We have experimented with three term weighting schemes, TF, TFIDF and
the parsimonious model. When we analyse the word clouds from a system point
of view, we do not see a clear preference. The TF model contains most relevant
terms, but when the weighting of terms is considered through relevance feedback
the parsimonious model produces the best results. From our user study we con-
clude that overall the parsimonious model generates the best word clouds. There
are however large differences between queries.
When we compare clouds created from pseudo-relevant and relevant docu-
ments, we see that there is a mismatch between the terms used in relevant
documents and the terms users like to see in a word cloud. So, there is some
discrepancy between good words for query expansion selected by language mod-
elling techniques, and words liked by users. This will be a problem when a word
cloud is used for suggestion of query expansion terms. The problem can be partly
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solved by using a parsimonious weighting scheme which selects more specific and
informative words than a TF model, but also achieves good results from a system
point of view.
In the second part of this chapter we study how to generate word clouds from
structured data, in this case parliamentary proceedings. We answer the research
question RQ4.2: How can we exploit the structure in documents to generate word
clouds? Compared to Web pages, the data from the parliamentary proceedings
is more structured. Every word that is being said is recorded together with the
name of the speaker, her affiliation and in which role or function the person
was speaking. In addition to the techniques that proved useful to generate word
clouds from documents as discussed above, that is the use of a parsimonious term
weighting scheme and the inclusion of bigrams, we can exploit the structure of the
parliamentary proceedings to make use of more focused background collections.
For example, to discover the themes emphasised by the different speakers in a
debate, the debate itself can be used as a background collection instead of the
complete document collection, in order to distinguish better between different
speeches.
Finally, our main research question was:
RQ4 How can we use language models to generate word clouds from (parts of)
documents?
In this chapter we have experimented with methods to generate word clouds from
Web pages and from more structured data in the form of parliamentary proceed-
ings. We have found three important improvements over a word cloud based on
text frequency and the removal of stopwords. First of all, applying a parsimo-
nious term weighting scheme filters out not only common stopwords, but also
corpus specific stopwords and boosts the probabilities of the most characteristic
words. Secondly, the inclusion of bigrams into the word clouds is appreciated by
our test persons. Single terms are sometimes hard to understand when they are
out of context, while the meaning of bigrams stays clear even when the original
context of the text is missing. Thirdly, from structured documents we can gener-
ate more focused background collections, leading to word clouds which emphasise
differences between groups of documents.
There is no standard method to evaluate word clouds. Word clouds can also
have different functions depending on the applications in which they are used, and
each of these functions should also be evaluated differently. Lacking a standard
testbed, we had to make a number of assumptions to evaluate our models, e.g.,
the results of query expansion using the terms from a word cloud equates the
quality of the word cloud. Furthermore, in the user study we did not focus on the
visualisation aspects of the clouds, such as the layout and the size of the terms.
The test persons in our user study however, did pay attention to these aspects
and their judgements of the clouds were influenced by it, possibly confounding
the differences between the models we were evaluating.
Chapter 6
Word Clouds of Multiple Search Results
In this chapter we continue to work on word clouds to investigate the use of word
clouds to summarise multiple search results. In the previous chapter we sum-
marised groups of search results based solely on the contents of the documents.
We now take more contextual information into account, namely the query that
was used to generate the search results and the anchor text of the search results.
Where in the previous chapter we focused on the relation between language mod-
els and word clouds, in this chapter we study how well users can identify the
relevancy and the topic of search results by looking at the word clouds.
6.1 Introduction
Search results can contain thousands or millions of potentially relevant docu-
ments. In the common search paradigm of today, you go through each search
result one by one, using a search result snippet to determine if you want to look
at a document or not. We want to explore an opportunity to summarise multi-
ple search results which can save the users time, by not having to go over every
single search result. Documents are grouped by two dimensions. First of all, we
summarise complete search engine result pages (SERPs) containing documents
returned in response to a query. Our goal is to discover whether a summary of a
SERP can be used to determine the relevancy of the search results on that page.
If that is the case, such a summary can for example be placed at the bottom of
a SERP so the user can determine if he wants to look at the next result page, or
take another action such as rephrasing the query.
Secondly, documents are grouped by subtopic of the search request. Search
results are usually documents related to the same topic, that is the topic of the
search request. However, a query can be related to different user needs where
a distinction can be made between ambiguous and faceted queries. Ambiguous
queries are those that have multiple distinct interpretations, and most likely a user
interested in one interpretation would not be interested in the others. Faceted
143
144 CHAPTER 6 WORD CLOUDS OF MULTIPLE SEARCH RESULTS
Figure 6.1: Full-text clouds for the query ‘Elliptical Trainer” of the subtopic
matching task
queries are underspecified queries with different relevant aspects, and a user inter-
ested in one aspect may still be interested in other aspects (Clarke et al., 2010).
In this paper facets and interpretations of ambiguous queries are both considered
as subtopics of the query.
Clustering search results into subtopics of the query can organise the huge
amount of search results. Efficiently summarising these clusters through the use
of a word cloud can help the users select the right cluster for their search request.
Examples of a word cloud can be found in Figure 6.1. These clouds are generated
for subtopics of the query ‘elliptical trainer’1.The query is faceted, for each of the
three subtopics, or in this case facets, a word cloud is generated from documents
relevant to those subtopics. Can you match the subtopics to the word clouds?
Tag and word clouds are being explored for multiple functions, mainly on
the social Web. Tag clouds summarise the tags assigned by users to documents,
whereas word clouds can summarise documents without user assigned tags. Since
there is no need for a manual effort to generate word clouds, there is a much larger
potential of document sets where word clouds can be helpful. Terms in a tag cloud
usually link to a collection of documents that are associated with that tag.
An advantage of word clouds is that they are robust, that is there is no need
for high quality, grammatically correct text in the documents to generate word
clouds. Using word clouds we can make summaries of Web results like twitter
streams, blogs, or transcribed video. Since the transcriptions usually still contain
a considerable number of errors they are not suitable for snippet generation for
examples. Word clouds are a good alternative, also because repeatedly occurring
words have a higher chance of getting recognised (Tsagkias et al., 2008). Also
we can make use of anchor text, which is a source of information that is used
to rank search results, but which is not usually visible to the user. The anchor
text representation of a Web document is a collection of all the text which is
used on or around the links to a document. Again, anchor text do not consist of
1This is topic 33 of the 2009 TREC Web track (Clarke et al., 2010)
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grammatically correct sentences, but it does contain a lot of repetition, which is
advantageous for the generation of word clouds.
In this chapter we want to answer the following main research question:
RQ5 How can we use word clouds to summarise multiple search results to convey
the topic and relevance of these search results?
In the context of search, we want to investigate the following issues. The snippets
used in modern Web search are query biased, and are proven to be better than
static document summaries. We want to examine if the same is true for word
clouds, hence our first research question is:
RQ5.1 Are query biased word clouds to be preferred over static word clouds?
Besides the text on a Web page, Web pages can be associated with anchor text,
i.e., the text on or around links on Web pages linking to a Web page. This anchor
text is used in many search algorithms. Our second research question is:
RQ5.2 Is anchor text a suitable source of information to generate word clouds?
The remainder of this chapter is organised as follows. In the next section we
discuss related work. Section 6.3 describes the models we use to generate the
word clouds. In section 6.4 we evaluate the word clouds by means of a user study.
Finally, in section 6.5 we draw our conclusions.
6.2 Related Work
In this section we discuss related work on snippets and alternative search result
presentations, cluster labelling, keyphrase extraction and search result diversifi-
cation. For related work on tag clouds we refer to the previous chapter (see Sec-
tion 5.2). Many papers on search result summaries focuses on single documents,
where the snippet is the most common form of single document summarisation.
It has been shown that query biased snippets are to be preferred over static doc-
ument summaries consisting of the first few sentences of the document (Tombros
and Sanderson, 1998). Query biased summaries assist users in performing rele-
vance judgements more accurately and quickly, and they alleviate the users’ need
to refer to the full text of the documents.
An alternative to the traditional Web search result page layout is investigated
by (White et al., 2002). Sentences that highly match the searcher’s query and
the use of implicit evidence are examined, to encourage users to interact more
with the results, and to view results that occur after the first page of 10 results.
Another notable search application with an alternative search interface is cre-
ated to search in libraries (Ekkel and Kaizer, 2007). This so-called aquabrowser
creates a word cloud from spelling variants, translations, synonyms, associations,
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thesaurus terms and the discovery trail (previous queries), where each type is
represented by a different colour. Associated words are selected by using co-
occurrence statistics. Clicking one of the terms in the cloud executes a new
search, and new suggestions based on this word are shown. Library catalogs are
very rich in metadata such as format, language, source, publication year, and
search results can be refined based on the existing metadata (Kaizer and Hodge,
2005).
Related research is done in the field of cluster labelling and the extraction
of keywords from documents. Similar to our word cloud generation algorithms,
these techniques extract words that describe (clusters of) documents best.
Pirolli et al. (1996) present a cluster-based browsing technique for large text
collections. Clusters of documents are generated using a fast clustering technique
based on pairwise document similarity. Similar documents are placed into the
same cluster. Recursively clustering a document collection produces a cluster hi-
erarchy. Document clusters are summarised by topical words, the most frequently
occurring words in a cluster, and typical titles, the words with the highest simi-
larity to a centroid of the cluster. Participants in a user study were asked to rate
the precision of each cluster encountered. It was shown that summarisation by
keywords is indeed suitable to convey the relevance of document clusters.
The goal of cluster labelling is to find the single best label for a cluster, i.e.
the label equal to a manually assigned label, these algorithms generate a ranking
of possible labels, and success is measured at certain cut-offs or through a Mean
Reciprocal Rank. Manually assigned category labels are extracted for example
from the internet directory DMOZ such as is done by (Carmel et al., 2009). The
set of terms that maximises the Jensen-Shannon Divergence distance between the
cluster and the collection is considered as cluster label. Wikipedia is used as an
external source from which candidate cluster labels can be extracted. Instead of
the text of the documents Glover et al. (2002) use the extended anchor text of
Web pages to generate cluster labels.
While for snippets it is clear that query biased snippets are better than static
summaries, cluster labels are usually static and not query dependent. Many
experiments use Web pages as their document set, but the extracted labels or
keyphrases are not evaluated in the context of a query which is the purpose of
this study.
An alternative to summarising multiple search results on the same subtopic to
reduce the shallowness on the result side is to diversify the search results. Methods
to promote diversity try to find documents that cover many different subtopics
of a query topic. The subtopics these methods are trying to cover are the same
subtopics we are summarising, but in general the subtopics are not known to the
retrieval system. No explicit subtopic coverage metrics can be computed. In-
stead the focus is on balancing novelty or redundancy and relevance. Carbonell
and Goldstein (1998) introduce the Maximal Marginal Relevance (MMR) crite-
rion, which strives to reduce redundancy while maintaining query relevance in
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reranking retrieved documents. A document has high marginal relevance if it is
both relevant to the query and contains minimal similarity to previously selected
documents. In retrieval for diversity the utility of a document in a ranking is
dependent on other documents in the ranking, violating the assumption of in-
dependent relevance which is assumed in most traditional retrieval models (Zhai
et al., 2003). Evaluation frameworks are proposed to incorporate relevance and
redundancy or novelty by (Zhai et al., 2003) and (Clarke et al., 2008).
Most tag and word clouds on the Web are generated using simple frequency
counting techniques. While this works well for user-assigned tags, we need more
sophisticated models to generate word clouds from documents. These models will
be discussed in the next section.
6.3 Word Cloud Generation
Again we generate word clouds using the language modelling approach. We choose
this approach because it is conceptually simple. The approach is based on the
assumption that users have some sense of the frequency of words and which words
distinguish documents from others in the collection (Ponte and Croft, 1998). As
a pre-processing step we strip the HTML code from the Web pages to extract the
textual contents. We use three models to generate the word clouds.
6.3.1 Full-Text Clouds
Instead of generating word clouds for single documents, we create word clouds
for sets of documents. We want to increase the scores of words which occur in
multiple documents. This is incorporated in the parsimonious model as follows:
Pmle(t|D1, . . . , Dn) =
∑n
i=1 tf(t,Di)∑n
i=1
∑
t tf(t,Di)
(6.1)
The initial maximum likelihood estimation is now calculated over all documents in
the document set D1, . . . , Dn. This estimation is similar to treating all documents
as one single aggregated document. The E-step becomes:
et =
n∑
i=1
tf(t,Di) ∗ df(t,Di, . . . , Dn) · (1− λ)P (t|D1, . . . , Dn)
(1− λ)P (t|D1, . . . , Dn) + λP (t|C) (6.2)
In the E-step also everything is calculated over the set of documents now. More-
over, to reward words occurring in multiple documents we multiply the term
frequencies tf by the document frequencies df , the number of documents in the
set in which the term occurs, i.e., terms occurring in multiple documents are
favoured. The M-step remains the same.
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Besides single terms, multi-gram terms are suitable candidates for inclusion
in word clouds. Most social Websites also allow for multi-term tags. Our n-
gram word clouds are generated using an extension of the bigram language model
presented in (Srikanth and Srihari, 2002). We extend the model to a parsimonious
version, and to consider n-grams. Our n-gram language model uses only ordered
sets of terms. The model based on term frequencies then looks as follows:
Pmle(tj, . . . , tm|Di, . . . , Dn)
=
∑n
i=1 tf(tj, . . . , tm, Di)
minj=1,...,m
∑n
i=1 tf(tj, Di)
∗ df(tj, . . . , tm, Di, . . . , Dn)
n
(6.3)
The parsimonious version of this model takes into account the background
collection to determine which n-grams distinguish the document from the back-
ground collection. To promote the inclusion of terms consisting of multiple words,
in the E-step of the parsimonious model we multiply et by the length of the n-
gram. Unfortunately, we do not have the background frequencies of all n-grams in
the collection. To estimate the background probability P (tj, . . . , tm|C) in the par-
simonious model we therefore use a linear interpolation of the smallest probability
of the terms in the n-gram occurring in the document, and the term frequency of
this term in the background collection.
Another factor we have to consider when creating a word cloud are overlapping
terms. The word cloud as a whole should represent the words that together have
the greatest possible probability mass of occurrence. That means we do not want
to show single terms that are also part of a multi-gram term, unless this single
term occurs with a certain probability without being part of the multi-gram term.
We use the algorithm depicted in Figure 6.2 to determine which words to include
in the cloud. The head of a n-gram term is the term without the last word,
likewise the tail is the term without the first word.
To determine the size of a term in the clouds we use a log-scale to bucket the
terms into four different font sizes according to their probabilities of occurrence.
6.3.2 Query Biased Clouds
In the parsimonious model the background collection C is used to determine
what are common words in all documents to determine what words distinguish a
certain document from the background collection. In our case where documents
are returned for the same search request, it is likely that these documents will
be similar to each other. All of them will for example contain the query words.
Since we want to emphasise the differences between the groups of search results,
we should use a smaller and more focused background collection. So in addition to
the background collection consisting of the complete document collection, we use a
topic specific background collection. For the documents grouped by relevance, the
topic specific background collection consists of the top 1,000 retrieved documents
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Create a set of n-gram terms ranked by their scores to
potentially include in the cloud
while the maximum number of terms in the cloud is not reached
do
Add the highest ranked term to the cloud
Subtract the score of the term from the score of its head and
tail
if The head or tail of the term is already in the cloud
then
Remove it from the cloud, and insert it to the set of potential
terms again
end if
end while
Figure 6.2: Pseudo-code for constructing a n-gram cloud from a set of ranked
terms
of a search topic. For the documents grouped by subtopic of the search request,
the topic-specific background collection consists of all documents retrieved for
any subtopic. Using background models on different levels of generality helps to
exclude non-informative words.
We estimate a mixed model with parsimonious probabilities of a word given
two background collections as follows:
E-step: et = tf(t,D) · (1− λ− µ)P (t|D)
(1− λ− µ)P (t|D) + λP (t|C1) + µP (t|C2)
M-step: Ppars(t|D) = et∑
t et
, i.e., normalize the model (6.4)
There are two background models: C1 and C2. C1 is the model based on the
complete corpus. C2 is the topic specific model. The weight of the background
models is determined by two parameters, λ and µ. We keep the total weight of
the background models equal at 0.99, so we choose for λ and µ a value of 0.495.
Our standard model uses the full text of documents to generate word clouds.
In addition to using a focused background collection, we focus on the text around
the query terms to generate query biased clouds. The surrogate documents used
to generate query biased clouds contain only terms that occur around the query
words. In our experiments all terms within a proximity of 15 terms to any of the
query terms is included. An example of a query biased cloud can be found in
Figure 6.3.
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Figure 6.3: Query biased clouds for the query ‘Dog Heat’ of the relevance assess-
ment task
Figure 6.4: Anchor text clouds for the query ‘Poker tournaments’ of the subtopic
matching task
6.3.3 Anchor Text Clouds
So far, we used the document text to generate word clouds. On the Web however,
there is another important source of information that can be used to summarise
documents: the anchor text. When people link to a page, usually there is some
informative text contained in the link and the text around the link.
The distribution of anchor text terms greatly differs from the distribution
of full text terms. Some Web pages do not have any anchor text, while others
have large amounts of (repetitive) anchor text. As a consequence we cannot use
the same language models to model full-text and anchor text. Anchor texts are
usually short and coherent. We therefore treat each incoming anchor text as one
term, no matter how many words it contains. In this study we create word clouds
for multiple documents, by only keeping the most frequently occurring anchor text
term of each document. We do not make a difference between internal anchor text
from the same Website, and external anchor text from other Websites. It also
does not matter how often a page links to another page, each link is treated as a
separate anchor text term. We use a short stopword list to exclude anchor text
terms such as ‘home’ and ‘about’. The terms are cut off at a length of 35, which
only affects a small number of terms. Maximum likelihood estimation is used to
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estimate the probability of an anchor text term occurring, dividing the number
of occurrences of the anchor text by the total number of anchor text terms in the
document set. When after adding all the anchor text terms to the word cloud the
maximum number of terms in the cloud is not reached, the anchor text cloud is
supplemented with the highest ranked terms from the document’s full text. An
example of an anchor text cloud can be found in Figure 6.4.
6.4 Experiments
We conduct a user study to evaluate our word cloud generation models. After
describing the set-up, the results are given and analysed.
6.4.1 Experimental Set-Up
To evaluate the quality of our word clouds we perform a user study consisting of
two tasks. The set-up of the user study is as follows. Participants are recruited
by e-mail. The user study is performed online and starts with an explanation of
the task, including some examples and a training task. A short pre-experiment
questionnaire follows, before the experiment starts with the subtopic matching
task, which consists of 10 queries. Three versions of the study are generated,
which together cover 30 queries for each part of the study. A version is randomly
assigned when a test person starts the study.
For each query two groups of clouds have to be matched to particular subtopics.
The three methods described in the previous section are used to generate the
groups of word clouds: Full-Text (FT), Query biased (QB), and Anchor text
(AN). The two groups of clouds are generated using two out of the three word
cloud generation methods, which are selected using a rotation scheme. The test
persons do not know which word cloud generation methods are used. Besides the
matching task, the test persons also assign a preference for one of the two groups.
The second part of the study is the relevance assessment task, which consists of
10 queries with two groups of clouds. Again for each query two out of the three
word cloud generation methods are selected using a rotation scheme. Finally, a
post-experiment questionnaire finishes the user study.
We use different sets of queries for each pair of word cloud generation methods
allowing for pairwise comparison. Since the query effect is large due to differences
in the quality of retrieved documents, we cannot compare all three methods on
the same grounds.
Task 1: Subtopic Matching:
When search results cover multiple subtopics, can the word cloud be used to iden-
tify the clusters? To evaluate the disambiguation potential of word clouds we let
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test persons perform a matching task. Given a query, and a number of subtopics
of this query, test persons have to match the subtopics to the corresponding word
clouds. An example topic for this task can be found in Figure 6.1.
Topics are created as follows. We use topics from the diversity task in the
TREC 2009 Web track (Clarke et al., 2010). Topics for the diversity task were cre-
ated from the logs of a commercial search engine. Given a target query, groups of
related queries using co-clicks and other information were extracted and analysed
to identify clusters of queries that highlight different aspects and interpretations
of the target query. Each cluster represents a subtopic, and the clusters of re-
lated queries are manually processed into a natural language description of the
subtopic, which is shown to our test persons.
The clouds in the user study are generated as follows. The relevance of doc-
uments to subtopics is judged by assessors hired by TREC. From the relevance
assessments we extract relevant documents for each subtopic. A subtopic is only
included if there are at least three relevant documents. Furthermore, we set a
minimum of two subtopics per query topic, and a maximum of four. If there are
more than four subtopics with at least three relevant documents, we randomly
select four subtopics. The methods used to generate the word clouds from the
selected documents are described in the previous section.
Task 2: Relevance Assessment
How well can test persons predict if results are relevant by looking at a word
cloud? To evaluate this task we let test persons grade word clouds which rep-
resent a complete search result page for a particular query. These word clouds
are graded by the test persons in our user study on a three-point scale (Relevant,
Some relevance, Non relevant). An example topic for this task can be found in
Figure 6.3. Three word clouds are created for each topic using 20 documents, i.e.,
one cloud generated using only relevant documents, one cloud generated where
half of the documents are relevant, and the other half of the documents are non-
relevant, and one cloud generated using only non-relevant documents). In the
ideal case the test person evaluates the cloud created from only relevant docu-
ments as ”Relevant”, the cloud created from non-relevant documents as ”Non
relevant”, and the cloud created from the mix of relevant and non-relevant doc-
uments as ”Some relevance”.
The topics we use are taken from the ad hoc task of the TREC 2009 Web track.
We use the relevance assessments of the track to identify relevant documents, and
the documents from the bottom of the ranking of a standard language model run
returning 1,000 results as non-relevant documents. To ensure there are differences
between the relevant and the non-relevant documents, we take the documents
from the bottom of the ranking of a standard language model run returning
1,000 results as non-relevant documents. There is a small chance that there are
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still some relevant documents in there, but most documents will not be relevant,
although they will contain at least the query words.
6.4.2 Experimental Results
We evaluate our word cloud generation methods through the user study. This
leads to the following results.
Demographics
In total 21 test persons finished the complete user study. The age of the test
persons ranges from 25 to 42 year, with an average age of 30. Most test persons
were Dutch, but overall 11 nationalities participated. All test persons have a
good command of the English language. A large part of the test persons is
studying or working within the field of information retrieval or computer science.
The familiarity with tag clouds is high, on average 3.8 measured on a Likert-scale,
where 1 stands for ‘totally unfamiliar’ and 5 stands for ‘very familiar’. On average
the test persons spent 38 minutes on the user study in total. The first task of
subtopic matching took longer with an average of 19 minutes, while the second
task of relevance assessments went a bit quicker with an average of 14 minutes.
Since the tasks are always conducted in the same order, this could be a learning
effect.
Query-Biased Word Clouds
We take a look at the results of both tasks in the user study (subtopic matching
and relevance judgments) to answer our first research question: RQ5.1: Are query
biased word clouds to be preferred over static word clouds? The first task in the
user study was to match subtopics of the search request to the word clouds.
Our test persons perform the subtopic matching task significantly better using
the full-text model (significance measured by a 2-tailed sign-test at significance
level 0.05). The full-text clouds judgments match the ground truth in 67% of all
assignments, the query biased clouds match in 58% of the cases.
In the second task of the user study the test persons assess the relevance of
the presented word clouds on a three-point scale. Although each group of clouds
contains one cloud of each relevance level, the test persons can choose to assign
the same relevance level to multiple word clouds. Since in the subtopic matching
task each subtopic should be matched to only one cloud, there could be a learning
effect that the test persons assign each relevance level also to only one cloud. We
show the results of this task in Table 6.1. On the relevance assessment task the
query biased model performs better than the full text model, but the difference
is not significant.
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Table 6.1: Percentage of correct assignments on the relevance assessments task
Model Relevant Half Non Relevant All
FT 0.42 0.36 0.44 0.40
QB 0.42 - 0.39 - 0.50 - 0.44 -
Table 6.2: Confusion matrix of assignments on the relevance assessments task for
the FT model
Assessed as
Generated from Relevant Half Non Relevant
Relevant 178 180 72
Half 222 154 54
Non Relevant 66 174 186
The results split according to relevance level are shown in the confusion ma-
trices in Tables 6.2 and 6.3. We see that the clouds containing some relevance
(half) match the ground truth the least often. The non relevant clouds are rec-
ognized with the highest accuracy, especially in the query biased model. When
we look at the distribution of the relevance levels, it is not the case that most as-
signments are to ‘Non relevant’. For both models the distinction between clouds
generated from relevant documents, and clouds generated from a mix of relevant
and non-relevant documents is the hardest to make for our test persons.
Anchor Text Clouds
We now examine our second research question: RQ5.2: Is anchor text a suitable
source of information to generate word clouds? On the subtopic matching task,
the anchor text model performs slightly better than the full-text model on the
subtopic task, with an accuracy of 72% versus an accuracy of 68% of the full text
model.
Results of the relevance assessment task can be found in Table 6.4. The anchor
text model performs best, with almost 60% of the assignments correctly made.
Again the clouds with some relevance are the hardest to recognise. The confusion
matrices of both models show a pattern similar to the confusion matrices in
Figure 6.2 and 6.3, and are therefore omitted here.
The inter-rater agreement for both tasks measured with Kendall’s tau lies
around 0.4, which means there is quite some disagreement. Besides comparing
the word cloud generation methods on their percentages of correct assignments,
we can also compare the word cloud generation methods from the test person’s
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Table 6.3: Confusion matrix of assignments on the relevance assessments task for
the QB model
Assessed as
Generated from Relevant Half Non Relevant
Relevant 180 168 84
Half 222 168 42
Non Relevant 78 138 216
Table 6.4: Percentage of correct assignments on the relevance assessments task
Model Relevant Half Non Relevant All
FT 0.61 0.47 0.56 0.54
AN 0.62 - 0.50 - 0.63 - 0.59 -
point of view. For each query, they assess two groups of word clouds without
knowing which word cloud generation method was used, and they selected a
preference for one of the clouds. The totals of all these pairwise preferences are
shown in Table 6.5. The full text model performs worst on both tasks. On the
subtopic task, the query biased model outperforms the anchor text model, but
the difference is not significant.
An advantage of the anchor text model is that the computational complexity
of the generation of the word clouds is smaller than the complexity of the full-text
and the query biased model. All word clouds can only be created at query time.
The anchor text model is the only model that is currently able to do this within
a reasonable amount of time.
Analysis
To analyse our results and to get some ideas for improving the word clouds we
look at the comments of test persons. First thing to be noticed is that test persons
pay a lot of attention to the size of the terms in the cloud, and they focus on the
Table 6.5: Pairwise preferences of test person over word cloud generation models
Mod. 1 Mod. 2 # Preferences Subtopic # Preferences Relevance
Mod. 1 Mod. 2 Sign test Mod. 1 Mod. 2 Sign test
AN FT 47 21 99% 43 23 95%
AN QB 39 47 34 34
FT QB 29 41 23 43 95%
156 CHAPTER 6 WORD CLOUDS OF MULTIPLE SEARCH RESULTS
bigger words in the cloud. The algorithm we use to determine the font sizes of the
terms in the clouds can be improved. Our simple bucketing method works well for
log-like probability distributions, but some of the word cloud generation methods
like the anchor-text model generate more normal probability distributions. For
these distributions, almost all terms will fall into the same bucket, and therefore
have the same font size.
One of the most frequently reported problems with the clouds that they con-
tain too much noise, i.e., words unrelated to the query. The tolerance of noise
differs greatly among the test persons. We can identify three types of noise:
− HTML code. Test persons comment on the occurrence of HTML code in
the clouds for a few queries. This noise can easily be removed by improving
the HTML stripping procedure. Since this problem occurs at the document
pre-processing step, it affects all word cloud generation methods to the same
degree.
− Terms from menus and advertisements. Not all the textual contents of a
Web page deals with the topic of the Web page. Although frequently oc-
curring terms like “Home” or “Search” will be filtered out by our term
weighting schemes, sometimes terms from menus or advertisements are in-
cluded in the clouds. This problem can be solved by applying a content
extractor for Web pages to extract only the actual topical content of a page
such as described in (Gupta et al., 2003). This procedure can also take care
of the HTML stripping. Improving the document pre-processing step will
increase the overall quality of all word clouds.
− Non informative terms. Some terms occur frequently in the documents,
but do not have any meaning when they are taken out of context, such as
numbers (except years). It may be better to not include numbers below 100
and terms consisting of one character at all in word clouds.
This may explain in part why the anchor text clouds work well, that is it has less
problems with noise. Anchor text is more focused and cleaner than the full text
of a Web page.
The second frequently reported problem is that clouds are too similar. During
the creation of the user study we already found that clouds created from judged
relevant, and judged non relevant documents were very similar. We noticed that
the documents judged as non-relevant were very similar in their language use
to the relevant documents, so using the judged non-relevant documents led to
only minor differences in the language models of the relevant documents and the
non-relevant documents. We suspect most search systems that contributed to
the pool of documents to be judged are heavily based on the textual contents of
the documents, whereas a commercial search engine uses many other factors to
decides on the ranking of pages, leading to documents whose textual content will
be more dissimilar.
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A similar observation is made in the recent work of Venetis et al. (2011). They
define a formal framework for reasoning about tag clouds, and introduce metrics
such as coverage, cohesiveness and relevance to quantify the properties of tag
clouds. An ‘ideal user satisfaction model’ is used to compare tag clouds on the
mostly uncorrelated evaluation metrics. A user study is conducted to evaluate
the user model. Although the model often predicts the preferred tag cloud when
users reach agreement, average user agreement is low. They observe in many cases
users do not have a clear preference among clouds, it is therefore important for
user studies involving word or tag clouds to make sure there are clear differences
between the clouds.
For some of the queries in our study the clouds are indeed very similar to each
other with a large overlap of the terms in the cloud. The query biased clouds
emphasise the differences between the clusters of documents, and generate the
most dissimilar clouds. This is most probably the reason why the test persons
prefer the query biased clouds. Unfortunately, the query bias in the clouds does
comes with a loss of overall quality of the clouds and does not lead to a better
representation of the topic and the relevance in the clouds.
Summarising the results, anchor text is a good source of information to gen-
erate word clouds and although query biased clouds are preferred by the test
persons, they do not help to convey the topic and relevance of a group of search
results.
6.5 Conclusion
In this chapter we continued to work on word clouds to investigate the use of word
clouds to summarise multiple search results. Compared to the previous chapter,
we take more contextual information into account, namely the query that was used
to generate the search results and the anchor text of the search results. Again we
address challenge: Shallowness on the result side by summarising search results.
We explore opportunity Multiple documents on the same topic, where in this case
the documents are grouped by subtopic and on the basis of relevancy information.
We investigated whether word clouds can be used to summarise multiple
search results to convey the topic and relevance of these search results. We
generate word clouds using a parsimonious language model that incorporates n-
gram terms, and experiment with using anchor text as an information source and
biasing the clouds towards the query.
The snippets used in modern Web search are query biased, and are proven to
be better than static document summaries. We want to examine if the same is
true for word clouds, hence our first research question is: RQ5.1: Are query biased
word clouds to be preferred over static word clouds? Surprisingly, we have not
found any positive effects on the performance of test persons by biasing the word
clouds towards the query topic. The test persons however did appreciate this
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model in their explicit preferences, because it emphasises the differences between
the clusters of documents.
Secondly, we study the use of anchor text as a document surrogate to answer
the question: RQ5.2: Is anchor text a suitable source of information to generate
word clouds? We find a positive answer to this research question; anchor text is
indeed a suitable source of information. The clouds generated by the documents’
anchor text contain few noisy terms, perform better than the full-text model, and
the anchor text clouds are preferred by the test persons as well.
Finally, the main research question of this chapter was:
RQ5 How can we use word clouds to summarise multiple search results to convey
the topic and relevance of these search results?
We have studied a new application of word clouds, and tested how well the user
perception of such a cloud reflects the underlying result documents, either in
terms of subtopics or in terms of the amount of relevance. Although tag and
word clouds are pervasive on the Web, no such study exists in the literature.
The outcome of our study is mixed. We achieve moderately positive results on
the correspondence between the selected word clouds and the underlying pages.
Word clouds to assess the relevance of a complete SERP achieve an accuracy of
around 60% of the assignments being correct, while subtopics are matched with an
accuracy of around 70%. It is clear however that interpreting word clouds is not
so easy. This may be due in part to the unfamiliarity of our test persons with this
task, but also due to the need to distinguish between small differences in presence
of noise and salient words. Especially the word clouds based on varying degrees
of relevant information seem remarkably robust. This can also be regarded as a
feature: it allows for detecting even a relatively low fraction of relevant results.
In case you are wondering: the correct assignments of the clouds in Figures 6.1, 6.3, and
6.4 respectively are: 1-A, 2-C, 3-B; A-Non Rel., B-Some Rel., C-Rel.; and 1-C, 2-A, 3-B.
Chapter 7
Conclusion
The main research objective of this thesis was to exploit query context and doc-
ument structure to provide for more focused retrieval. In this final chapter we
look at how we addressed the three challenges that we defined in the first chapter:
Shallowness on the query side, Shallowness in the document representation, and
Shallowness on the result side. We give a summary of the conclusions of each
chapter, present our main findings and outline some directions for future work.
7.1 Summary
This section contains the research questions and conclusions for each chapter.
Chapter 2: Topical Context
In this first chapter we started by looking at the opportunity to use topical con-
text to improve retrieval. Topical context in the form of relevant DMOZ cate-
gories is obtained from test persons in a user study. All documents belonging
to the relevant DMOZ category are considered relevant documents. To improve
retrieval performance we use topical context for query expansion in a similar way
as relevance feedback approaches.
First we answer research question RQ1.1: How well can users classify queries
into DMOZ categories? We conclude the DMOZ directory is indeed a good option
to use as a source of topic categories. For the vast majority of query topics
at least one relevant category is found by our test persons. Free search on the
DMOZ site and evaluation of a list of suggested categories to elicit topical context
is compared. To create the list of suggestions a combination of classification
methods is used. Free search is most effective when agreement and coverage of
query topics is considered. According to the test persons however there is no
significant difference between the methods.
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Secondly, we examine the question RQ1.2: How can we use topical feedback
to improve retrieval results? Our experimental results show that topical context
can indeed be used to improve retrieval effectiveness, but the DMOZ categories
need to be specific to achieve significant improvements.
Our third research question RQ1.3: Does topical feedback improve retrieval
results obtained using standard relevance feedback? A common and effective way
to improve retrieval effectiveness is to use relevance feedback. On our data set
we find that combining topical context and blind relevance feedback on average
leads to better results than applying either of them separately. There is however
a large variance in which type of feedback works best for individual topics. So
while topical context alone might not outperform (blind) relevance feedback on
average, applying topical feedback does lead to considerable improvements for
some topics.
Finally, our main research question:
RQ1 How can we effectively extract and use topical context from the DMOZ
directory?
From our experiments with the DMOZ directory we conclude that DMOZ is a
good resource to use to interact with users on the topical categories applicable to
their query. The large size of the directory enables finding specific categories for
queries. The average improvements in performance of topical feedback are small
however. While for some queries using topical context from the DMOZ directory
greatly improves the retrieval results, it is probably not worth the effort to apply
it blindly to each and every query.
Chapter 3: Exploiting the Structure of Wikipedia
In the third chapter we move from using topical context to reduce the shallowness
on the query side, to using entity type information to add as context to the query.
We use the structured resource Wikipedia to extract the category information
which is manually added by the Wikipedia editors. By ranking only pages within
Wikipedia, for each page we can use the category information in addition to the
full text representation of the page. To not have to bother the user with selecting
a Wikipedia category that applies to his query, we also automatically assign
categories to query topics by using relevance feedback, i.e., the most frequently
occurring categories in the top retrieved pages of an initial run are assigned as
target categories.
We start with research question RQ2.1: How can we exploit category and
link information for entity ranking in Wikipedia? Using category information
we significantly improve our retrieval results. Category information can both be
extracted from the category titles and from the contents of the category. Link
information can also be used to improve results, especially early precision, but
these improvements are smaller.
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Our second research question is RQ2.2: How can we use entity ranking tech-
niques that use category information for ad hoc retrieval? Our experiments show
that using category information leads to significant improvements over our base-
line for ad hoc topics as well, but the improvements are not as large as the
improvements achieved in the entity ranking task.
Our third research question is RQ2.3: How can we automatically assign target
categories to ad hoc and entity ranking topics? Automatically assigned categories
prove to be good substitutions for manually assigned target categories. Using
the automatically assigned categories leads to significant improvements over the
baseline for all topic sets.
In this chapter we present an answer to our main research question:
RQ2 How can we exploit the structure of Wikipedia to retrieve entities?
Wikipedia is an excellent knowledge resource, which is still growing and improving
every day, and we have shown that we can effectively exploit its category structure
to retrieve entities and documents alike by favouring pages belonging to the target
categories or categories similar to the target categories.
Chapter 4: Wikipedia as a Pivot for Entity Ranking
Now that we know we can effectively retrieve entities inside Wikipedia, we exam-
ine whether we can use Wikipedia as a pivot to search for homepages of entities
on the Web, that is if we can reduce the problem of Web entity ranking to rank-
ing entities in Wikipedia. Our first two research questions therefore investigate
whether the Web entity ranking task can indeed be effectively reduced to the
Wikipedia entity ranking task. Our first question is RQ3.1: What is the range
of entity ranking topics which can be answered using Wikipedia? The cover-
age of topics and entities in Wikipedia is large (around 80%), and Wikipedia is
constantly growing. Our second question is RQ3.2: Do the external links of rele-
vant Wikipedia entities point to the relevant Web entities that correspond to the
Wikipedia entities? A large fraction of the external links in Wikipedia indeed
point to relevant Web homepages. For the considerable part of the external links
not included in the ClueWeb collection we can alternatively search an anchor text
index.
We look at the experimental results for our next research question RQ3.3: Can
we improve Web entity ranking by using Wikipedia as a pivot? A natural baseline
for entity retrieval is standard full text retrieval. While this baseline does find a
considerable number of relevant pages, it is not able to locate the primary home-
pages, which is the main goal of our entity ranking task. Our experiments show
that our Wikipedia-as-a-pivot approach is able to find the primary homepages
and it outperforms the baseline of full-text search.
Our last research question is RQ3.4: Can we automatically enrich the infor-
mation in Wikipedia by finding homepages corresponding to Wikipedia entities?
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Besides following the external links, querying an anchor text index for entity
names is also effective. To find entity homepages we can improve over searching
an anchor text index by using an URL class prior, and external information from
Delicious. Finally, we answer our main research question:
RQ3: Can we rank entities on the Web using Wikipedia as a pivot?
Using Wikipedia as a pivot is indeed an effective approach to rank entities on the
Web. Our broad conclusion is that it is viable to exploit the available structured
information in Wikipedia and other resources, to make sense of the great amount
of unstructured information on the Web.
Chapter 5: Language Models and Word Clouds
In this chapter we have experimented with generating word clouds from the con-
tents of documents. We investigated the connections between tag or word clouds
popularised by Flickr and other social Web sites, and the language models as
used in IR. We generate word clouds from the full-text of the documents, either
Web pages, or structured documents in the form of parliamentary proceedings.
We have investigated how we can create word clouds from documents and use
language modelling techniques which are more advanced than only frequency
counting and stopword removal to answer our first research question RQ4.1: Do
words extracted by language modelling techniques correspond to the words that
users like to see in word clouds? We find that different language modelling tech-
niques can indeed be applied to create better word clouds. Conflated clouds
are preferred over non-stemmed clouds, in the few cases that the differences are
clearly visible users prefer the conflated cloud.
Both for relevance feedback and in our user study including bigrams is ben-
eficial. Using only bigrams is too rigorous for retrieval, and for the majority of
the word clouds. Users do like to see bigrams in the word clouds, because they
provide more context than single words.
The term weighting schemes, TF, TFIDF and the parsimonious model do not
differ much from a system point of view. The TF model contains most relevant
terms, but when the weighting of terms is considered, the parsimonious model
produces the best results. The results of our user study show that overall the
parsimonious model generates the best word clouds.
When we compare clouds created from pseudo-relevant and relevant docu-
ments, we see that there is a mismatch between the terms used in relevant docu-
ments and the terms users like to see in a word cloud. This problem can be partly
solved by using a parsimonious weighting scheme which selects more specific and
informative words than a TF model, but also achieves good results from a system
point of view.
The second part of this chapter is a case study on how to generate word
clouds from structured data, in this case parliamentary proceedings. We answer
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the research question RQ4.2: How can we exploit the structure in documents to
generate word clouds? Compared to Web pages, the data from the parliamentary
proceedings is more structured. The techniques that proved useful to generate
word clouds from documents as discussed above, that is the use of a parsimonious
term weighting scheme and the inclusion of bigrams, can also be applied here. In
addition, we can exploit the structure of the parliamentary proceedings and use
more focused background collections to emphasise the differences between word
clouds.
Finally, our main research question was:
RQ4 How can we use language models to generate word clouds from (parts of)
documents?
We have experimented with methods to generate word clouds from Web pages
and from more structured data in the form of parliamentary proceedings. We find
three important improvements over a word cloud based on text frequency and the
removal of stopwords. First of all, applying a parsimonious term weighting scheme
filters out not only common stopwords, but also corpus specific stopwords and
boosts the probabilities of the most characteristic words. Secondly, the inclusion
of bigrams into the word clouds is appreciated by our test persons, because it
provides more context than single terms. Thirdly, from structured documents we
can generate more focused background collections, leading to word clouds which
emphasise differences between groups of documents.
Chapter 6: Word Clouds of Multiple Search Results
In the previous chapter we focused on the approaches to generate word clouds,
in this chapter we study how well users can identify relevancy and topic of search
results by looking at word clouds that summarise multiple search results. We
generate word clouds using a parsimonious language model that incorporates n-
gram terms, and experiment with biasing the clouds towards the query and using
anchor text as an information source.
Our first research question is: RQ5.1: Are query biased word clouds to be
preferred over static word clouds? We have not found any positive effects on the
performance of test persons by biasing the word clouds towards the query topic.
The test persons however did appreciate this model in their explicit preferences,
because it emphasises the differences between the clusters of documents.
Secondly, we studied the use of anchor text as a document surrogate to answer
the question: RQ5.2: Is anchor text a suitable source of information to generate
word clouds? Anchor text is indeed a suitable source of information. The clouds
generated by the documents’ anchor text contain few noisy terms, and the anchor
text clouds are preferred by the test persons as well.
164 CHAPTER 7 CONCLUSION
Finally, the main research question of this chapter is:
RQ5 How can we use word clouds to summarise multiple search results to convey
the topic and relevance of these search results?
We have studied a new application of word clouds, and tested how well the user
perception of such a cloud reflects the underlying result documents, either in
terms of subtopics or in terms of the amount of relevance. The outcome of our
study is mixed. We achieve moderately positive results on the correspondence
between the selected word clouds and the underlying pages. Word clouds to
assess the relevance of a complete search engine results page achieve an accuracy
of around 60% of the assignments being correct, while subtopics are matched with
an accuracy of around 70%. It is clear however that interpreting word clouds is
not so easy. This may be due in part to the unfamiliarity of our test persons
with this task, but also due to the need to distinguish between small differences
in presence of noise and salient words.
In this section we gave a summary of every chapter by giving the answers to
our research questions. We explore the relations between the conclusions of the
chapters to draw overall conclusions in the next section.
7.2 Main Findings and Future Work
Three central challenging characteristics of the search process, and obstacles to
provide more focused retrieval results we investigated in this thesis are:
Shallowness on the query side
Shallowness on the user side is a bottleneck for delivering more accurate
retrieval results. Users provide only 2 to 3 keywords on average to search
in the complete Web.
Shallowness in the document representation
Documents on the Web are rich in structure. Most of the structural elements
however are not used consistently throughout the Web. A key question is
how to deal with (semi-)structured information.
Shallowness on the result side
While a query can have thousands of relevant results, only the first 10 or
20 results will get any attention in a Web search interface. Often these first
results will still contain redundant information.
Our main research objective was to exploit query context and document structure
to provide for more focused retrieval. In this section we present our main findings,
and we identify aspects of the research objective that can be further explored.
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Shallowness on the query side
In Chapter 2 and 3 we exploit the opportunity: Queries are posed in a search
context to reduce the shallowness on the query side. The context we use to focus
retrieval consists mainly of category information, so here we also take opportunity:
Documents categorised into a category structure into account.
We have associated topical context in the form of DMOZ categories and
Wikipedia categories, as well as entity type information in the form of Wikipedia
categories. It seems easier for users to search in the Wikipedia category structure
since the category names are not ambiguous, in contrast to the DMOZ cate-
gories. To disambiguate a DMOZ category name you need the complete path in
the hierarchy. For example, in Wikipedia there is one category “Fruit” which is a
subcategory of the categories “Edible plants”, “Foods” and “Crops”. In DMOZ
there are four fruit categories in different places in the directory: (“Shopping:
Home and Garden: Plants: Fruit”, “Home: Gardening: Plants: Fruit”, “Science:
Agriculture: Horticulture: Fruits” and “Shopping: Food: Produce: Fruit”).
Furthermore, in the experiments with Wikipedia an advantage is that the com-
plete collection we were searching in contained the category information. This
makes it possible to assign categories to queries using pseudo-relevance feed-
back, i.e., assign the most frequently occurring category in the top 10 results to
the query. Only few documents in the .GOV2 collection are categorised in the
DMOZ directory, ruling out pseudo-relevance feedback as a mechanism to assign
topic categories. Instead, computationally more expensive text categorisation
techniques have to be used.
The category structures of DMOZ and especially Wikipedia provide useful
information to improve the retrieval results. Again, for the experiments within
Wikipedia an advantage is that the complete collection we were searching in con-
tained the category information. By estimating the match to the target category
as well as the match to the query for each document, we are able to return more
relevant search results, for the ad hoc as well as for the entity ranking tasks. For
the entity ranking task it is effective to use Wikipedia as a pivot. The query
expansion approach we use to search for documents in the .GOV2 collection is
less effective. With the ClueWeb ’09 collection using DMOZ as a pivot to search
might be a viable alternative.
We conclude that for tasks like entity ranking, and searching information in
Wikipedia adding topical context in the form of Wikipedia categories leads to
a clear reduction in shallowness on the query side, and thereby to more focused
retrieval.
In our work we have not taken into consideration context associated with users
and sessions. Topical context could be associated with a user’s search history in
the same session, or including previous sessions. Using more information might
make the assignment of topical categories more accurate, and thereby the search
results more focused. Once the categories are assigned to queries, we can make use
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of the methods described in Chapter 2 to 4 to exploit the category information.
Furthermore, implicit feedback techniques that unobtrusively monitor the user’s
search behaviour can gather more information about the context of the search.
Besides topical context, two other types of context are promising fields of
study: the search device and location. Firstly, the device used for the search,
that is for example a desktop computer, a mobile phone, or a tablet, has a large
influence on the interaction with the search engine. Mobile search queries are just
as short as the regular Web search queries, but using a mobile phone it takes much
more effort to enter a query (Kamvar and Baluja, 2006). Instead of reformulating
or refining a query, users might be more inclined to click on suggested query
terms, or categories, e.g., Karlson et al. (2006) propose a facet-based interface
using iterative data filtering.
Secondly, a related and promising type of context is location, which is useful
for mobile devices, but also for certain types of queries on stationary computers.
Location-based search systems can for example find the nearest restaurant or gas
station, i.e., the search results become more focused on a specific location. To
rank search results, not only the topical relevance of the documents is important,
but also the distance to the searcher (Ortega et al., 2010).
Shallowness in the document representation
Besides the opportunity: Documents categorised into a category structure, we
examined the opportunity: Absence of redundant information in structured Web
resources to reduce the shallowness in the document representation in Chapters 3
and 4.
This opportunity has proven to be most useful for the task of entity ranking.
We can rank entities on the Web using Wikipedia as a pivot. Since Wikipedia is
organised as a dictionary, each entity will occur only once. Using this information
we can construct a diverse ranking where each search result or each cluster of
search results represents a different entity. We conclude that using Wikipedia
as a pivot we can provide more focused search results for entity ranking tasks
making use of the structure of Wikipedia.
Using Wikipedia as a pivot might also be beneficial to return diverse search
results to an ad hoc query or to cluster these results. Ambiguous queries or entities
will have separate pages in Wikipedia and a disambiguation page on which the
different meanings of the term are collected, so each page can be used as context
to search for that interpretation of the query. Facets of multi-faceted queries can
be extracted by using the document structure of its associated Wikipedia page,
that is each section on a Wikipedia page usually represents a different facet of
the topic of the page.
Besides Wikipedia, other sources of structured information could be exploited.
We found that Wikipedia is an excellent repository of entities and structured
information, but its encyclopedic nature prevents the inclusion of certain infor-
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mation that people might be searching for such as not necessary notable persons
or companies. The approach of using Wikipedia as a pivot to search entities can
be supplemented with other knowledge sources such as Citeseer1 and the ACM
digital library2 data to find scientists, or Wikicompany3 to find companies. These
resources are also part of the Linking Open Data project (Bizer et al., 2009). A
more ambitious direction for future work is to use the complete linked data cloud
as a pivot to search entities. Schema mapping and data fusion are some of the
challenges to face then.
Results
Finally, to reduce the shallowness on the result side, we examined the opportunity:
Multiple documents on the same topic in Chapters 5 and 6.
We experiment with word clouds as a new representation of search results
in a summarised form. We have explored some opportunities where the search
results can easily be clustered. For example, in the parliamentary debates all
the sections in the documents are annotated with the speaker and the party as
context information. In the previous chapter we have relevance and subtopic
information available as context for the search results. We have shown how to
summarise multiple documents belonging to the same speaker or party in the
parliamentary debates, or the same subtopic or relevance level of a query. We
conclude that although the quality of the word clouds may not yet be sufficient
for a good interpretation of the underlying data by the average user, the word
cloud is a promising new element for inclusion in search interfaces.
In this thesis we have started to explore the possibilities of word clouds. We
have focused primarily on approaches how to generate word clouds, and we man-
aged to create a good starting point for further research. Besides the document
text, we already included other sources of information such as anchor text into
the clouds. As a next step we can also include user assigned tags when they are
available, and blend automatically and manually generated terms in the clouds.
We started exploring the task of using word clouds to convey relevance and
subtopics. A next step is to explore more tasks and applications which can be
supported or improved by the use of word clouds. Although tag clouds are a
common object in any Web 2.0 page, it is still unclear what their added value
is. The possible interactions with the word or tag cloud differ per application.
Sometimes when clicking a term in the tag or word cloud, a new keyword search
on the term will be performed, other times the term is added to the original query,
or the results are reranked or filtered according to the match to the added term.
The interactions with tag and word clouds should be researched in more detail to
find the optimal strategy for interaction depending on the task at hand. While
1http://citeseerx.ist.psu.edu/
2http://portal.acm.org/
3http://wikicompany.org/
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users often do not notice improvements in the ranking of search results, changing
the user interface has a large impact on the search experience. Interaction with
tag and word clouds can lead to a new Web search paradigm in which searching
and browsing are blended into one activity.
In this thesis we have not studied how to cluster documents on the same
topic. Documents can be clustered on many aspects. While some aspects are
easy to extract, such as clustering documents on the same SERP, or on the basis
of metadata, it is difficult to identify clusters of documents on the same subtopic
of the query. Instead of clustering search results on the same topic in the search
interface, an interesting avenue of research is to diversify search results, that is
to return a ranked list of pages that together provide complete coverage for a
query, while avoiding excessive redundancy in the result list (Clarke et al., 2010).
Similar to our approach to the task of entity ranking, this task could benefit from
exploiting the absence of redundant information in structured resources such as
Wikipedia.
Web Search
In this thesis we study approaches to search the Web. However, there are two
aspects of Web search we do not fully take into account: scale and speed. In
our experiments we use the .GOV2 and ClueWeb test collections to represent the
Web in general. While these collections are large enough to conduct meaningful
experiments, the size of complete Web is an order of magnitude bigger, introduc-
ing problems as well as opportunities. Considering speed, all our experiments
are conducted off-line and speed is not taken into account for the evaluation of
our approaches. For Web search speed is important. Users want to see results
almost instantaneously. We can make the following observations considering the
efficiency of our methods.
Expanding a query with many terms, such as is done in the topical feedback
approach in Chapter 2, introduces additional computational complexity which
might not be feasible to calculate on a Web scale. In our topical feedback approach
we rerank a list of initially retrieved results, which is fast, but there is a chance
relevant documents are not retrieved.
The entity ranking approach described in Chapter 3 also reranks results, but
category information can be efficiently estimated by using only the category titles.
Moreover, the coverage of the Wikipedia-as-a-pivot approach described in Chap-
ter 4 will increase when all links on the Wikipedia pages can be used. Currently,
we cannot use links to pages outside the ClueWeb test collection, hindering the
performance of our approach.
For the summarisation of search results using the contents of the documents
described in Chapters 5 and 6, it does not matter if the search results are part
of a fixed test collection, or coming from the general Web. There is a difference
though for the anchor text clouds. The anchor text on the general Web is more
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comprehensive compared to the anchor text in our test collection. More available
anchor text means the statistical methods to extract terms have more evidence,
and it is therefore likely that the quality of the anchor text clouds increases.
Furthermore, in many of our experiments we use a parsimonious language
model. The disadvantage of this model compared to a standard language model,
is that it takes longer to estimate probabilities of terms occurring in a docu-
ment, because the expectation-maximization step is repeated a number of times.
On the positive side, the language models produced by the parsimonious model
are smaller than the standard language model, because the parsimonious model
excludes terms that occur frequently or sporadically in documents. So, for ap-
plications where the parsimonious model is calculated beforehand offline, such
as the topical feedback approach in Chapter 2, it is an efficient model, but it is
less time efficient for online use, such as the summarisation of search results in
Chapters 5 and 6.
Summarising, in this thesis we have studied how to exploit query context and
document structure to provide for more focused retrieval, leading to the following
conclusions:
− Category information such as available in Wikipedia is a valuable source of
query context, in particular for entity ranking, but also for ad hoc retrieval.
− Using Wikipedia as a pivot we can provide more focused search results when
searching for entities on the Web.
− Summarising search results into word clouds is a promising technique, and
potentially a new element in the Web search interface to change the way
people search for information on the Web.
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Samenvatting
Het klassieke model van het zoekproces bestaat uit drie elementen: zoekvraag,
documenten en zoekresultaten. Een gebruiker die een informatie behoefte heeft,
formuleert een zoekopdracht die meestal bestaat uit een kleine set van trefwo-
orden die de informatie behoefte samenvatten. Het doel van een zoeksysteem is
om documenten terug te geven die nuttige of relevante informatie voor de ge-
bruiker bevatten. Gedurende het zoekproces is er een verlies van focus, omdat
de zoekvragen ingevoerd door de gebruikers vaak geen adequate samenvatting
van hun complexe informatie behoefte zijn, en zoeksystemen de inhoud van de
documenten niet adequaat kunnen interpreteren. Dit leidt tot zoekresultaten die
irrelevante en overbodige informatie bevatten. De belangrijkste doelstelling van
dit proefschrift is om de context van de zoekvraag en de structuur van documenten
te gebruiken om meer gerichte zoekresultaten terug te kunnen geven.
De zoekvraag uitgedrukt in trefwoorden die wordt gebruikt als input voor
het zoeksysteem kan aangevuld worden met categoriee¨n van gestructureerde Web
bronnen zoals DMOZ en Wikipedia. Categoriee¨n kunnen gebruikt worden als
context om documenten te vinden die niet alleen relevant zijn voor de trefwoorden
van zoekvraag, maar ook behoren ook tot een relevante categorie. Categorie
informatie is vooral nuttig voor het rangschikken van entiteiten zoals bedrijven
of personen. Categorie informatie kan helpen om de zoekresultaten te verbeteren
door pagina’s die behoren tot de relevante categoriee¨n, of categoriee¨n die lijken
op de relevante categoriee¨n, hoger in de zoekresultaten te plaatsen. We kunnen
ook gebruik maken van de structuur van Wikipedia om entiteiten te vinden in het
algemene Web door het volgen van externe links en door het zoeken van entiteiten
gevonden in Wikipedia in een algemene Web collectie. Wikipedia, in tegenstelling
tot het algemene Web, bevat niet veel redundante informatie. Deze afwezigheid
van redundante informatie kan worden benut door met behulp van Wikipedia in
het algemene Web te zoeken.
Een typische zoekvraag levert duizenden of miljoenen documenten als zoekre-
sultaten op, maar gebruikers kijken meestal niet verder dan de eerste pagina
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met zoekresultaten. Omdat de ruimte op de resultatenpagina beperkt is, kun-
nen maar een beperkt aantal documenten weergegeven worden. Woordenwolken
kunnen worden gebruikt om groepen van documenten samen te vatten in een set
van trefwoorden. Met behulp van deze woordenwolken kunnen gebruikers snel
een eerste indruk van de onderliggende gegevens krijgen. In plaats van het ge-
bruik van labels toegewezen door gebruikers, genereren we woordenwolken uit de
tekstuele inhoud van de documenten, en de link tekst van Web documenten. Een
basis woordenwolk kan worden gemaakt door simpelweg de term frequentie van de
woorden in de tekst te gebruiken. Deze basis woordenwolk kan worden verbeterd
door bij het wegen van woorden rekening te houden met de frequentie van woor-
den in de achtergrond collectie, door termen toe te voegen die bestaan uit twee
woorden, en door bij het genereren van de woordenwolk rekening te houden met
de zoekvraag. We concluderen dat woordenwolken tot op zekere hoogte snel het
onderwerp en de relevantie van een set van zoekresultaten over kunnen brengen.
Abstract
The classic IR (Information Retrieval) model of the search process consists of
three elements: query, documents and search results. A user looking to fulfil
an information need formulates a query usually consisting of a small set of key-
words summarising the information need. The goal of an IR system is to retrieve
documents containing information which might be useful or relevant to the user.
Throughout the search process there is a loss of focus, because keyword queries
entered by users often do not suitably summarise their complex information needs,
and IR systems do not sufficiently interpret the contents of documents, leading to
result lists containing irrelevant and redundant information. The main research
objective of this thesis is to exploit query context and document structure to
provide for more focused retrieval.
The short keyword query used as input to the retrieval system can be sup-
plemented with topic categories from structured Web resources such as DMOZ
and Wikipedia. Topic categories can be used as query context to retrieve docu-
ments that are not only relevant to the query but also belong to a relevant topic
category. Category information is especially useful for the task of entity rank-
ing where the user is searching for a certain type of entity such as companies or
persons. Category information can help to improve the search results by pro-
moting in the ranking pages belonging to relevant topic categories, or categories
similar to the relevant categories. By following external links and searching for
the retrieved Wikipedia entities in a general Web collection, we can also exploit
the structure of Wikipedia to rank entities on the general Web. Wikipedia, in
contrast to the general Web, does not contain much redundant information. This
absence of redundant information can be exploited by using Wikipedia as a pivot
to search the general Web.
A typical query returns thousands or millions of documents, but searchers
hardly ever look beyond the first result page. Since space on the result page is
limited, we can show only a few documents in the result list. Word clouds can be
used to summarise groups of documents into a set of keywords which allows users
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to quickly get a grasp on the underlying data. Instead of using user-assigned tags
we generate word clouds from the textual contents of documents themselves as
well as the anchor text of Web documents. Improvements over word clouds that
are created using simple term frequency counting include using a parsimonious
term weighting scheme, including bigrams and biasing the word cloud towards
the query. We find that word clouds can to a certain degree quickly convey the
topic and relevance of a set of search results.
Titles in the ILLC Dissertation Series:
ILLC DS-2006-01: Troy Lee
Kolmogorov complexity and formula size lower
bounds
ILLC DS-2006-02: Nick Bezhanishvili
Lattices of intermediate and cylindric modal logics
ILLC DS-2006-03: Clemens Kupke
Finitary coalgebraic logics
ILLC DS-2006-04: Robert Sˇpalek
Quantum Algorithms, Lower Bounds, and Time-
Space Tradeoffs
ILLC DS-2006-05: Aline Honingh
The Origin and Well-Formedness of Tonal Pitch
Structures
ILLC DS-2006-06: Merlijn Sevenster
Branches of imperfect information: logic, games,
and computation
ILLC DS-2006-07: Marie Nilsenova
Rises and Falls. Studies in the Semantics and
Pragmatics of Intonation
ILLC DS-2006-08: Darko Sarenac
Products of Topological Modal Logics
ILLC DS-2007-01: Rudi Cilibrasi
Statistical Inference Through Data Compression
ILLC DS-2007-02: Neta Spiro
What contributes to the perception of musical
phrases in western classical music?
ILLC DS-2007-03: Darrin Hindsill
It’s a Process and an Event: Perspectives in Event
Semantics
ILLC DS-2007-04: Katrin Schulz
Minimal Models in Semantics and Pragmatics:
Free Choice, Exhaustivity, and Conditionals
ILLC DS-2007-05: Yoav Seginer
Learning Syntactic Structure
ILLC DS-2008-01: Stephanie Wehner
Cryptography in a Quantum World
ILLC DS-2008-02: Fenrong Liu
Changing for the Better: Preference Dynamics and
Agent Diversity
ILLC DS-2008-03: Olivier Roy
Thinking before Acting: Intentions, Logic, Ratio-
nal Choice
ILLC DS-2008-04: Patrick Girard
Modal Logic for Belief and Preference Change
ILLC DS-2008-05: Erik Rietveld
Unreflective Action: A Philosophical Contribution
to Integrative Neuroscience
ILLC DS-2008-06: Falk Unger
Noise in Quantum and Classical Computation and
Non-locality
ILLC DS-2008-07: Steven de Rooij
Minimum Description Length Model Selection:
Problems and Extensions
ILLC DS-2008-08: Fabrice Nauze
Modality in Typological Perspective
ILLC DS-2008-09: Floris Roelofsen
Anaphora Resolved
ILLC DS-2008-10: Marian Counihan
Looking for logic in all the wrong places: an inves-
tigation of language, literacy and logic in reasoning
ILLC DS-2009-01: Jakub Szymanik
Quantifiers in TIME and SPACE. Computational
Complexity of Generalized Quantifiers in Natural
Language
ILLC DS-2009-02: Hartmut Fitz
Neural Syntax
ILLC DS-2009-03: Brian Thomas Semmes
A Game for the Borel Functions
ILLC DS-2009-04: Sara L. Uckelman
Modalities in Medieval Logic
ILLC DS-2009-05: Andreas Witzel
Knowledge and Games: Theory and Implementa-
tion
ILLC DS-2009-06: Chantal Bax
Subjectivity after Wittgenstein. Wittgenstein’s em-
bodied and embedded subject and the debate about
the death of man.
ILLC DS-2009-07: Kata Balogh
Theme with Variations. A Context-based Analysis
of Focus
ILLC DS-2009-08: Tomohiro Hoshi
Epistemic Dynamics and Protocol Information
ILLC DS-2009-09: Olivia Ladinig
Temporal expectations and their violations
ILLC DS-2009-10: Tikitu de Jager
“Now that you mention it, I wonder. . . ”: Aware-
ness, Attention, Assumption
ILLC DS-2009-11: Michael Franke
Signal to Act: Game Theory in Pragmatics
ILLC DS-2009-12: Joel Uckelman
More Than the Sum of Its Parts: Compact Prefer-
ence Representation Over Combinatorial Domains
ILLC DS-2009-13: Stefan Bold
Cardinals as Ultrapowers. A Canonical Measure
Analysis under the Axiom of Determinacy.
ILLC DS-2010-01: Reut Tsarfaty
Relational-Realizational Parsing
ILLC DS-2010-02: Jonathan Zvesper
Playing with Information
ILLC DS-2010-03: Ce´dric De´gremont
The Temporal Mind. Observations on the logic of
belief change in interactive systems
ILLC DS-2010-04: Daisuke Ikegami
Games in Set Theory and Logic
ILLC DS-2010-05: Jarmo Kontinen
Coherence and Complexity in Fragments of Depen-
dence Logic
ILLC DS-2010-06: Yanjing Wang
Epistemic Modelling and Protocol Dynamics
ILLC DS-2010-07: Marc Staudacher
Use theories of meaning between conventions and
social norms
ILLC DS-2010-08: Ame´lie Gheerbrant
Fixed-Point Logics on Trees
ILLC DS-2010-09: Gae¨lle Fontaine
Modal Fixpoint Logic: Some Model Theoretic
Questions
ILLC DS-2010-10: Jacob Vosmaer
Logic, Algebra and Topology. Investigations into
canonical extensions, duality theory and point-free
topology.
ILLC DS-2010-11: Nina Gierasimczuk
Knowing One’s Limits. Logical Analysis of Induc-
tive Inference
ILLC DS-2011-01: Wouter M. Koolen
Combining Strategies Efficiently: High-Quality
Decisions from Conflicting Advice
ILLC DS-2011-02: Fernando Raymundo
Velazquez-Quesada
Small steps in dynamics of information
ILLC DS-2011-03: Marijn Koolen
The Meaning of Structure: the Value of Link Evi-
dence for Information Retrieval
ILLC DS-2011-04: Junte Zhang
System Evaluation of Archival Description and Ac-
cess
ILLC DS-2011-05: Lauri Keskinen
Characterizing All Models in Infinite Cardinalities
ILLC DS-2011-06: Rianne Kaptein
Effective Focused Retrieval by Exploiting Query
Context and Document Structure
Titles in the SIKS Dissertation Series
2009-01: Rasa Jurgelenaite (RUN)
Symmetric Causal Independence Models
2009-02: Willem Robert van Hage (VU)
Evaluating Ontology-Alignment Techniques
2009-03: Hans Stol (UvT)
A Framework for Evidence-based Policy Making
Using IT
2009-04: Josephine Nabukenya (RUN)
Improving the Quality of Organisational Policy
Making using Collaboration Engineering
2009-05: Sietse Overbeek (RUN)
Bridging Supply and Demand for Knowledge In-
tensive Tasks - Based on Knowledge, Cognition,
and Quality
2009-06: Muhammad Subianto (UU)
Understanding Classification
2009-07: Ronald Poppe (UT)
Discriminative Vision-Based Recovery and Recog-
nition of Human Motion
2009-08: Volker Nannen (VU)
Evolutionary Agent-Based Policy Analysis in Dy-
namic Environments
2009-09: Benjamin Kanagwa (RUN)
Design, Discovery and Construction of Service-
oriented Systems
2009-10: Jan Wielemaker (UvA)
Logic programming for knowledge-intensive inter-
active applications
2009-11: Alexander Boer (UvA)
Legal Theory, Sources of Law & the Semantic Web
2009-12: Peter Massuthe (TUE, Humboldt-
Universitaet zu Berlin)
Operating Guidelines for Services
2009-13: Steven de Jong (UM)
Fairness in Multi-Agent Systems
2009-14: Maksym Korotkiy (VU)
From ontology-enabled services to service-enabled
ontologies (making ontologies work in e-science
with ONTO-SOA)
2009-15: Rinke Hoekstra (UvA)
Ontology Representation - Design Patterns and
Ontologies that Make Sense
2009-16: Fritz Reul (UvT)
New Architectures in Computer Chess
2009-17: Laurens van der Maaten (UvT)
Feature Extraction from Visual Data
2009-18: Fabian Groffen (CWI)
Armada, An Evolving Database System
2009-19: Valentin Robu (CWI)
Modeling Preferences, Strategic Reasoning and
Collaboration in Agent-Mediated Electronic Mar-
kets
2009-20: Bob van der Vecht (UU)
Adjustable Autonomy: Controling Influences on
Decision Making
2009-21: Stijn Vanderlooy (UM)
Ranking and Reliable Classification
2009-22: Pavel Serdyukov (UT)
Search For Expertise: Going beyond direct evi-
dence
2009-23: Peter Hofgesang (VU)
Modelling Web Usage in a Changing Environment
2009-24: Annerieke Heuvelink (VU)
Cognitive Models for Training Simulations
2009-25: Alex van Ballegooij (CWI)
RAM: Array Database Management through Rela-
tional Mapping
2009-26: Fernando Koch (UU)
An Agent-Based Model for the Development of In-
telligent Mobile Services
2009-27: Christian Glahn (OU)
Contextual Support of Social Engagement and Re-
flection on the Web
2009-28: Sander Evers (UT)
Sensor Data Management with Probabilistic Mod-
els
2009-29: Stanislav Pokraev (UT)
Model-Driven Semantic Integration of Service-
Oriented Applications
2009-30: Marcin Zukowski (CWI)
Balancing vectorized query execution with
bandwidth-optimized storage
2009-31: Sofiya Katrenko (UvA)
A Closer Look at Learning Relations from Text
2009-32: Rik Farenhorst (VU) and Remco de
Boer (VU)
Architectural Knowledge Management: Supporting
Architects and Auditors
2009-33: Khiet Truong (UT)
How Does Real Affect Affect Affect Recognition In
Speech?
2009-34: Inge van de Weerd (UU)
Advancing in Software Product Management: An
Incremental Method Engineering Approach
2009-35: Wouter Koelewijn (UL)
Privacy en Politiegegevens; Over geautomatiseerde
normatieve informatie-uitwisseling
2009-36: Marco Kalz (OU)
Placement Support for Learners in Learning Net-
works
2009-37: Hendrik Drachsler (OU)
Navigation Support for Learners in Informal
Learning Networks
2009-38: Riina Vuorikari (OU)
Tags and self-organisation: a metadata ecology for
learning resources in a multilingual context
2009-39: Christian Stahl (TUE, Humboldt-Uni-
versitaet zu Berlin)
Service Substitution – A Behavioral Approach
Based on Petri Nets
2009-40: Stephan Raaijmakers (UvT)
Multinomial Language Learning: Investigations
into the Geometry of Language
2009-41: Igor Berezhnyy (UvT)
Digital Analysis of Paintings
2009-42: Toine Bogers (UvT)
Recommender Systems for Social Bookmarking
2009-43: Virginia Nunes Leal Franqueira (UT)
Finding Multi-step Attacks in Computer Networks
Using Heuristic Search and Mobile Ambients
2009-44: Roberto Santana Tapia (UT)
Assessing Business-IT Alignment in Networked
Organizations
2009-45: Jilles Vreeken (UU)
Making Pattern Mining Useful
2009-46: Loredana Afanasiev (UvA)
Querying XML: Benchmarks and Recursion
2010-01: Matthijs van Leeuwen (UU)
Patterns that Matter
2010-02: Ingo Wassink (UT)
Work flows in Life Science
2010-03: Joost Geurts (CWI)
A Document Engineering Model and Processing
Framework for Multimedia documents
2010-04: Olga Kulyk (UT)
Do You Know What I Know? Situational Aware-
ness of Co-located Teams in Multidisplay Environ-
ments
2010-05: Claudia Hauff (UT)
Predicting the Effectiveness of Queries and Re-
trieval Systems
2010-06: Sander Bakkes (UvT)
Rapid Adaptation of Video Game AI
2010-07: Wim Fikkert (UT)
Gesture Interaction at a Distance
2010-08: Krzysztof Siewicz (UL)
Towards an Improved Regulatory Framework of
Free Software. Protecting user freedoms in a world
of software communities and eGovernments
2010-09: Hugo Kielman (UL)
Politie¨le gegevensverwerking en privacy. Naar een
effectieve waarborging
2010-10: Rebecca Ong (UL)
Mobile Communication and Protection of Children
2010-11: Adriaan Ter Mors (TUD)
The world according to MARP: Multi-Agent Route
Planning
2010-12: Susan van den Braak (UU)
Sensemaking software for crime analysis
2010-13: Gianluigi Folino (RUN)
High Performance Data Mining using Bio-inspired
techniques
2010-14: Sander van Splunter (VU)
Automated Web Service Reconfiguration
2010-15: Lianne Bodenstaff (UT)
Managing Dependency Relations in Inter-
Organizational Models
2010-16: Sicco Verwer (TUD)
Efficient Identification of Timed Automata, theory
and practice
2010-17: Spyros Kotoulas (VU)
Scalable Discovery of Networked Resources: Algo-
rithms, Infrastructure, Applications
2010-18: Charlotte Gerritsen (VU)
Caught in the Act: Investigating Crime by Agent-
Based Simulation
2010-19: Henriette Cramer (UvA)
People’s Responses to Autonomous and Adaptive
Systems
2010-20: Ivo Swartjes (UT)
Whose Story Is It Anyway? How Improv Informs
Agency and Authorship of Emergent Narrative
2010-21: Harold van Heerde (UT)
Privacy-aware data management by means of data
degradation
2010-22: Michiel Hildebrand (CWI)
End-user Support for Access to Heterogeneous
Linked Data
2010-23: Bas Steunebrink (UU)
The Logical Structure of Emotions
2010-24: Dmytro Tykhonov (TUD)
Designing Generic and Efficient Negotiation
Strategies
2010-25: Zulfiqar Ali Memon (VU)
Modelling Human-Awareness for Ambient Agents:
A Human Mindreading Perspective
2010-26: Ying Zhang (CWI)
XRPC: Efficient Distributed Query Processing on
Heterogeneous XQuery Engines
2010-27: Marten Voulon (UL)
Automatisch contracteren
2010-28: Arne Koopman (UU)
Characteristic Relational Patterns
2010-29: Stratos Idreos (CWI)
Database Cracking: Towards Auto-tuning
Database Kernels
2010-30: Marieke van Erp (UvT)
Accessing Natural History - Discoveries in data
cleaning, structuring, and retrieval
2010-31: Victor de Boer (UvA)
Ontology Enrichment from Heterogeneous Sources
on the Web
2010-32: Marcel Hiel (UvT)
An Adaptive Service Oriented Architecture: Auto-
matically solving Interoperability Problems
2010-33: Robin Aly (UT)
Modeling Representation Uncertainty in Concept-
Based Multimedia Retrieval
2010-34: Teduh Dirgahayu (UT)
Interaction Design in Service Compositions
2010-35: Dolf Trieschnigg (UT)
Proof of Concept: Concept-based Biomedical Infor-
mation Retrieval
2010-36: Jose Janssen (OU)
Paving the Way for Lifelong Learning; Facilitating
competence development through a learning path
specification
2010-37: Niels Lohmann (TUE)
Correctness of services and their composition
2010-38: Dirk Fahland (TUE)
From Scenarios to components
2010-39: Ghazanfar Farooq Siddiqui (VU)
Integrative modeling of emotions in virtual agents
2010-40: Mark van Assem (VU)
Converting and Integrating Vocabularies for the
Semantic Web
2010-41: Guillaume Chaslot (UM)
Monte-Carlo Tree Search
2010-42: Sybren de Kinderen (VU)
Needs-driven service bundling in a multi-supplier
setting - the computational e3-service approach
2010-43: Peter van Kranenburg (UU)
A Computational Approach to Content-Based Re-
trieval of Folk Song Melodies
2010-44: Pieter Bellekens (TUE)
An Approach towards Context-sensitive and User-
adapted Access to Heterogeneous Data Sources, Il-
lustrated in the Television Domain
2010-45: Vasilios Andrikopoulos (UvT)
A theory and model for the evolution of software
services
2010-46: Vincent Pijpers (VU)
e3alignment: Exploring Inter-Organizational
Business-ICT Alignment
2010-47: Chen Li (UT)
Mining Process Model Variants: Challenges, Tech-
niques, Examples
2010-48: Milan Lovric (EUR)
Behavioral Finance and Agent-Based Artificial
Markets
2010-49: Jahn-Takeshi Saito (UM)
Solving difficult game positions
2010-50: Bouke Huurnink (UvA)
Search in Audiovisual Broadcast Archives
2010-51: Alia Khairia Amin (CWI)
Understanding and supporting information seeking
tasks across multiple sources
2010-52: Peter-Paul van Maanen (VU)
Adaptive Support for Human-Computer Teams:
Exploring the Use of Cognitive Models of Trust and
Attention
2010-53: Edgar Meij (UvA)
Combining Concepts and Language Models for In-
formation Access
2011-01: Botond Cseke (RUN)
Variational Algorithms for Bayesian Inference in
Latent Gaussian Models
2011-02: Nick Tinnemeier(UU)
Work flows in Life Science
2011-03: Jan Martijn van der Werf (TUE)
Compositional Design and Verification of
Component-Based Information Systems
2011-04: Hado van Hasselt (UU)
Insights in Reinforcement Learning; Formal analy-
sis and empirical evaluation of temporal-difference
learning algorithms
2011-05: Base van der Raadt (VU)
Enterprise Architecture Coming of Age - Increas-
ing the Performance of an Emerging Discipline
2011-06: Yiwen Wang (TUE)
Semantically-Enhanced Recommendations in Cul-
tural Heritage
2011-07: Yujia Cao (UT)
Multimodal Information Presentation for High
Load Human Computer Interaction
2011-08: Nieske Vergunst (UU)
BDI-based Generation of Robust Task-Oriented
Dialogues
2011-09: Tim de Jong (OU)
Contextualised Mobile Media for Learning
2011-10: Bart Bogaert (UvT)
Cloud Content Contention
2011-11: Dhaval Vyas (UT)
Designing for Awareness: An Experience-focused
HCI Perspective
2011-12: Carmen Bratosin (TUE)
Grid Architecture for Distributed Process Mining
2011-13: Xiaoyu Mao (UvT)
Airport under Control. Multiagent Scheduling for
Airport Ground Handling
2011-14: Milan Lovric (EUR)
Behavioral Finance and Agent-Based Artificial
Markets
2011-15: Marijn Koolen (UvA)
The Meaning of Structure: the Value of Link Evi-
dence for Information Retrieval
2011-16: Maarten Schadd (UM)
Selective Search in Games of Different Complexity
2011-17: Jiyin He (UvA)
Exploring Topic Structure: Coherence, Diversity
and Relatedness
2011-18: Mark Ponsen (UM)
Strategic Decision-Making in complex games
2011-19: Ellen Rusman (OU)
The Mind ’ s Eye on Personal Profiles
2011-20: Qing Gu (VU)
Guiding service-oriented software engineering - A
view-based approach
2011-21: Linda Terlouw (TUD)
Modularization and Specification of Service-
Oriented Systems
2011-22: Junte Zhang (UvA)
System Evaluation of Archival Description and Ac-
cess
2011-23: Wouter Weerkamp (UvA)
Finding People and their Utterances in Social Me-
dia
2011-24: Herwin van Welbergen (UT)
Behavior Generation for Interpersonal Coordina-
tion with Virtual Humans On Specifying, Schedul-
ing and Realizing Multimodal Virtual Human Be-
havior
2011-25: Syed Waqar ul Qounain Jaffry (VU)
Analysis and Validation of Models for Trust Dy-
namics
2011-26: Matthijs Aart Pontier (VU)
Virtual Agents for Human Communication - Emo-
tion Regulation and Involvement-Distance Trade-
Offs in Embodied Conversational Agents and
Robots
2011-27: Aniel Bhulai
Dynamic website optimization through au-
tonomous management of design patterns
2011-28: Rianne Kaptein (UvA)
Effective Focused Retrieval by Exploiting Query
Context and Document Structure
