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A NONSTANDARD EULER-MARUYAMA SCHEME
FRE´DE´RIC PIERRET
Abstract. We construct a nonstandard finite difference numerical scheme
to approximate stochastic differential equations (SDEs) using the idea
of weighed step introduced by R.E. Mickens. We prove the strong con-
vergence of our scheme under locally Lipschitz conditions of a SDE and
linear growth condition. We prove the preservation of domain invari-
ance by our scheme under a minimal condition depending on a dis-
cretization parameter and unconditionally for the expectation of the
approximate solution. The results are illustrated through the geometric
Brownian motion. The new scheme shows a greater behavior compared
to the Euler-Maruyama scheme and balanced implicit methods which
are widely used in the literature and applications.
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1. Introduction
The resolution of stochastic differential equations is either difficult in gen-
eral or we do not have explicit solutions. Numerical schemes provide an easy
way to integrate these equations but the implementation of a “good” inte-
grator, in the sense of convergence order for example, is difficult (see Kloeden
(1994) and Kloeden and Platen (1992)).
Despite the convergence order, a natural question on numerical schemes
can be the following: Does the considered numerical scheme preserve the
dynamical properties of the initial system?
The usual numerical schemes, even in the deterministic case (see Cresson and Pierret
(2014) and references therein), such as Euler, Runge-Kutta and Euler-Maruyama
in the stochastic case, do not preserve dynamical properties without condi-
tions on the time-step of the numerical integration. The question is: Can
we construct a stochastic numerical scheme respecting dynamical properties
with a minimum of restrictions?
Major work on domain invariance has been done in Milstein et al. (1998)
and Schurz (1996) with an introduction of a class of stochastic numerical
schemes, called Balanced Implicit Methods (BIM). In Schurz (1996), domain
invariance is illustrated through multiple examples from biology, finance and
marketing sciences with these methods. The domain invariance by these
methods is subject to conditions on the time-step even for the numerically
computed expectation.
The aim of this paper is to introduce the notion of nonstandard stochastic
scheme based on the rules introduced in the deterministic case by R.E. Mick-
ens (see Mickens (1994), Mickens (2005b), Mickens (2005a)). It provides a
new way to create numerical schemes which preserve dynamical properties.
The nonstandard rules are based on the way to construct exact numerical
schemes which lead to multiple consequences to interpret the discrete de-
rivative, integral and nonlinear terms. One of the main differences with the
balanced implicit methods, is that we obtain domain invariance uncondi-
tionally for the numerically computed expectation.
The plan of the paper is as follows:
In Section 2, we remind classical definitions about continuous and dis-
crete stochastic differential equations systems. In Section 3, we introduce
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our scheme and the assumptions made for a stochastic differential equation.
In Section 4, we study the strong convergence of our scheme in the case
where f and g are not necessarily globally Lipschitz functions. It general-
izes the result obtained in Higham (2001) and (Hutzenthaler and Jentzen,
2015, Corollary 3.11 and 3.12) with the Euler-Maruyama scheme in a sense
of the nonstandard context. In Section 5, we study the preservation of do-
main invariance such as positivity which occurs in a lot of problems in sci-
entific fields such as astronomy (see Behar et al. (2014)), economics, physics
or more often in biology (see Cresson et al. (2012), Cresson et al. (2013)).
In Section 6, we illustrate numerically the scheme and its better behavior
compared to the Euler-Maruyama scheme and balanced implicit methods
through the geometric Brownian motion.
2. Summary about continuous/discrete stochastic dynamical
systems
In this section, we remind classical results about continuous and dis-
crete stochastic differential equations systems. We refer in particular to
Kloeden and Platen (1992) and Øksendal (2003) for more details and proofs.
We introduce the definition of stochastic nonstandard scheme based on the
rules defined by R.E. Mickens in his book Mickens (1994), Mickens (2005b)
and Mickens (2005a).
We consider the Itoˆ stochastic differential equation (SDE)
dY (t) = f(Y (t))dt+ g(Y (t))dW (t), 0 ≤ t ≤ T, Y (0) = Y0, (1)
with Y (t) ∈ Rn for each t, W (t) is a d-dimensional Brownian motion, f :
R
n → Rn and g: Rn → Rn×d.
In many applications, the solution of the stochastic differential equation
(1) must belong to a given domain. Such constraint is called domain invari-
ance and is defined as follows:
Definition 2.1. A domainK ⊂ Rm is said to be invariant for the stochastic
system (1) if for every initial data Y0 ∈ K the corresponding solution Y (t),
t ≥ 0, satisfies
P ({Y (t) ∈ K, t ∈ [0,∞[}) = 1.
The following theorem (see (Milian, 1995, Theorem 1)) characterizes the
class of functions f and g such that the stochastic system (1) preserves the
domain invariance of solutions.
Theorem 2.2. Let I ⊂ {1, . . . , n} be a non-empty subset and ai, bi ∈ R
such that bi > ai. Then, the set
K := {x ∈ Rn : ai ≤ xi ≤ bi, i ∈ I}
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is invariant for the stochastic system (1) if and only if
fi(t, x) ≥ 0 for x ∈ K such that xi = ai,
fi(t, x) ≤ 0 for x ∈ K such that xi = bi,
gi,j(t, x) = 0 for x ∈ K such that xi ∈ {ai, bi}, j = 1, . . . , d,
for all t ≥ 0 and i ∈ I.
Let h ∈ R with h > 0. For k ∈ N, we denote by tk the discrete time
defined by tk = kh.
Definition 2.3. A general one-step stochastic numerical scheme with step
size h and Brownian motionW which computes approximations Xk ≈ Y (tk)
of the solution of a general system such as (1) with X0 = Y0 can be written
in the form
Xk+1 = ψh,W (Xk) (2)
where ψh,W is a function depending on f and g, for all k ≥ 0.
Remark 1. In the case where g is identically zero, we recover the usual
definition of deterministic numerical scheme which approximate
dY (t)
dt
= f(Y (t)).
In this case ψh,W is denoted only by to ψh.
Definition 2.4. Consider a continuous-time extension X(t) of the discrete
approximation (2). A general one-step stochastic numerical scheme (2) is
said to be strongly convergent if its continuous time approximation X sat-
isfies
lim
h→0
E
[
sup
0≤t≤T
|X(t)− Y (t)|
]
= 0. (3)
As the continuous case, we define the domain invariance for a numerical
scheme.
Definition 2.5. A domain K is said to be invariant for a general one-step
stochastic numerical scheme (2) if for any initial condition X0 ∈ K, Xk
satisfies
P ({Xk ∈ K, k ≥ 0}) = 1.
In the deterministic case, the rules defined by R.E. Mickens (see Mickens
(1994), Mickens (2005b), Mickens (2005a)) can be states as follows:
Definition 2.6. A general one-step deterministic numerical scheme (2) is
called nonstandard finite difference scheme if at least one of the following
conditions is satisfied:
• ddtY (tk) is approximate as
Xk+1−Xk
ϕ(h) or equivalently
∫ tk+1
tk
f(Y (s))ds is
approximate as f(Xk)ϕ(h) where ϕ(h) = h+O(h
2) is a nonnegative
function,
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• ψh(Xk) = ψ˜h(Xk−1,Xk,Xk+1) is a nonlocal approximation of f(Y (tk)).
The terminology of nonlocal approximation comes from the fact that the
approximation of a given function f is not only given at point Xk by f(Xk)
but can eventually depend on more points, as for example
x2(tk) ≈ XkXk+1, XkXk−1, Xk
(
Xk−1 +Xk+1
2
)
,
x3(tk) ≈ X2kXk+1, Xk−1XkXk+1.
Remark 2. In the previous definition, we restricted our attention to the
easiest case, depending only on Xk−1,Xk and Xk+1. Of course, more points
can be considered if necessary.
3. Nonstandard-Euler-Maruyama scheme and assumptions
Following the first rule in Definition 2.6, we introduce the NonStandard-
Euler-Maruyama (NSEM) scheme applied to (1) which is given by
Xk+1 = Xk + f(Xk)ϕ(h) + g(Xk)∆Wk, (4)
where ϕ(h) = h + c(h) is a nonnegative function with c(h) = O(h2) and
∆Wk =W (tk+1)−W (tk). A continuous-time extension X(t) of (4) is given
by
X(t) := X0 +
∫ t
0
ϕ(h)
h
f(X(s))ds +
∫ t
0
g(X(s))dW (s), (5)
where X(t) is defined by X(t) := Xk for t ∈ [tk, tk+1[ .
Up to our knowledge, the NSEM scheme is a new numerical scheme. It
can not be obtained as a specialization of a BIM scheme (see Remark 3) or
a modified version of the classical EM scheme found in the literature.
Remark 3. The approach to construct balanced implicit methods (see (Milstein et al.,
1998, Section 3 p.1014)) is based on the introduction of an explicit and im-
plicit part in the Euler-Maruyama scheme. For a one dimensional problem,
these two parts are governed by two constants such that we have
Xk+1 = Xk + f(Xk)h+ g(Xk)∆Wk + (c
0h+ c1|∆Wk|)(Xk −Xk+1), (6)
where c0 and c1 are positive constants. For example, the BIM numerical
scheme associate to the geometric Brownian motion (see Section 6) is given
by (see (Schurz, 1996, Lemma 4.2 p.8))
Xk+1 =
Xk + (c
0 + λ)Xkh+ σXk∆Wk + c
1Xk|∆Wk|
1 + c0h+ c1|∆Wk| , (7)
and the NSEM scheme associate to the geometric Brownian motion is given
by
Xk+1 = Xk + λXkϕ(h) + σXk∆Wk. (8)
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We can see that the construction is completely different. The choice of ϕ(h)
is given in Section 6 with a comparison of these two schemes in Section
6.2. It shows a better behavior of the NSEM scheme compared to the BIM
scheme on this example.
4. Convergence of the Nonstandard-Euler-Maruyama scheme
As the NSEM scheme can not be derived from a known numerical scheme
for stochastic differential equations (see Remark 3), we can not deduce the
convergence of our scheme using classical proofs (see Remark 6 for more
details). In order to study the strong convergence of the NSEM scheme, we
make assumptions on the stochastic differential equations (1):
Assumption 4.1 (Initial condition). We assume that the initial condition is
chosen independently of the Brownian motion W driving the equation (1).
Assumption 4.2 (Local Lipschitz condition). For each R > 0 there exists a
constant LR, depending only on R, such that
|f(x)− f(y)| ∨ |g(x) − g(y)| ≤ LR|x− y|
for all x, y ∈ Rn with |x| ∨ |y| ≤ R.
Assumption 4.3 (Linear Growth Condition). There exist K > 0 such that
|f(x)| ∨ |g(x)| ≤ K(1 + |x|)
for all x ∈ Rn.
We follow the strategy used for the Euler-Maruyama scheme in the proof
of (Higham, 2001, Theorem 2.2) to prove the strong convergence of the
NSEM scheme. From Assumptions 4.1, 4.2 and 4.3, we deduce two results:
Lemma 4.4. Under Assumptions 4.1 and 4.3, for any p ≥ 2 there exists
a constant C1 depending on h and p such that the exact solution and the
NSEM approximate solution to the Equation (1) have the property
E
[
sup
0≤t≤T
|Y (t)|p
]
∨E
[
sup
0≤t≤T
|X(t)|p
]
≤ C1(h, p) .
The proof is given in Appendix A.1
Lemma 4.5. Under Assumptions 4.1, 4.2 and 4.3 there exists C2 depending
on h, p and R such that
E
[∣∣X(s)−X(s)∣∣2] ≤ C2(h, p,R) (ϕ(h)2 + nh)
The proof is given in Appendix A.2
Remark 4. In Higham (2001) the result obtained in Lemma 4.4 is an as-
sumption for p > 2. As noticed by the authors, it is a strong assumption
but it can be recovered by assuming linear growth condition.
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Theorem 4.6. Under Assumptions 4.1, 4.2 and 4.3, the NSEM solution
of (1) with continuous-time extension (5) is strongly convergent.
The proof is given in Appendix A.3
Remark 5. The proof of Theorem 4.6 encompasses the case where we have
the global Lipschitz condition, i.e. LR ≤ L for all R. Bounding C1, C2 such
as they are independent of R and h, we obtain C3 which depend only on h
as C3 = A
(
ϕ(h)2 + h+
(
c(h)
h
)2)
where A is a constant. Then, choosing
δ = h and R = 1
h1/(p−2)
we obtain
E
[
sup
0≤t≤T
|e(t)|2
]
≤ α
(
ϕ(h)2 + h+
(
c(h)
h
)2)
where α is a constant. Moreover, in the standard case, i.e. c(h) = 0, we
recover the classical result for the Euler-Maruyama scheme,
E
[
sup
0≤t≤T
|X¯(t)− Y (t)|2
]
= O(h)
found for example in Hutzenthaler and Jentzen (2015), Kloeden and Platen
(1992), and Mao (2007).
Remark 6. Our proof is not a particular case of the proof of strong con-
vergence by local Lipschitz assumption and moment bounds for the Euler-
Maruyama or the balanced implicit methods. Indeed, our scheme does not
enter in the class considered in (Hutzenthaler and Jentzen, 2015, Corollary
3.11, 3.12 and 3.15) and (Milstein et al., 1998, Theorem 1) by construction.
However, different hypothesis to prove the strong convergence of the Euler-
Maruyama scheme can be used to weaken the linear growth condition. For
a complete review and details of these possibilities for the Euler-Maruyama
scheme, see (Hutzenthaler and Jentzen, 2015, Section 3.4).
5. Domain invariance
In order to study the invariance describe in Theorem 2.2 for the numer-
ical approximation of (1) obtained by the NSEM scheme, we restrict our
intention to the domain K+ := {x ∈ Rn : ai ≤ xi, i ∈ I} and the domain
K− := {x ∈ Rn : xi ≤ bi, i ∈ I} where I ⊂ {1, . . . , n} is a non-empty
subset and ai, bi ∈ R such that bi > ai. As K = K+ ∩ K− the condition
of invariance for the numerical scheme of K would be both conditions of
invariance for K+ and K−. The methods being the same to prove the in-
variance of K+ and K−, we write only the proof for K+.
As there exists a multitude of choices for the function ϕ, we select one
of the most used in the literature of nonstandard schemes, which is the
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following:
ϕ(h) =
1− φ(αh)
α
(9)
where α is a positive constant and φ is a function which takes values in ]0, 1[.
We consider the case where g is identically zero, that is to say the NSEM
scheme reduces to the nonstandard Euler scheme (see Mickens (1994)). The
domain invariance in that case is well-known in the literature but we remind
it in order to show the steps to prove the nonstandard case. We have:
Proposition 5.1. Let K be an invariant domain for Y (t) and
D = sup
x∈K
∥∥∥∥
∫ 1
0
f ′(tk, a+ s(x− a))ds
∥∥∥∥
∞
.
For all h > 0, K is invariant for the numerical approximation of Y (t)
obtained by the nonstandard Euler scheme. The positive constant α in (9)
is chosen to be D.
The proof is given in Appendix B.1
Remark 7. We arbitrary choose the uniform matrix norm ‖ · ‖∞ for f ′.
Now, we study the invariance of K for the numerical approximation of
(1) obtained by the NSEM scheme in the general case. There is a huge dif-
ference between the classical case (g is identically zero) and the stochastic
case (g is not identically zero) due to the fact that ∆Wk is almost surely
unbounded (see Øksendal (2003)) for all k ≥ 0. However, we can estimate
the probability such that the NSEM scheme will respect the invariance of K.
Proposition 5.2. Let K be an invariant domain for Y (t) and
D = sup
x∈K
∥∥∥∥
∫ 1
0
f ′(tk, a+ s(x− a))ds
∥∥∥∥
∞
, S = sup
x∈K
∥∥∥∥
∫ 1
0
g′(a+ s(x− a))ds
∥∥∥∥
∞
.
If h > 0 is such that
sup
1≤p≤d
|∆Wk|p ≤ φ(Dh)
Sd
for all k ≥ 0 then, the domain K is invariant for the numerical approxima-
tion of Y (t) obtained by the NSEM scheme.
The proof is given in Appendix B.2.
Remark 8. Again, we arbitrary choose the uniform norm ‖ · ‖∞ for f ′ and
g′. Let us remark that g′ is “cubic matrix” or more precisely, a tensor of
order 3.
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We quantify the probability that the condition
sup
1≤p≤d
|∆Wk|p ≤ φ(Dh)
Sd
occurs for all k ≥ 0:
Proposition 5.3. For all 0 < ǫ < 12 , there exists h0 such that for all
h < h0(ǫ) then
P
(
sup
1≤p≤d
|∆Wk|p ≤ φ(Dh)
Sd
)
> 1− ǫ
for all k ≥ 0.
The proof is given in Appendix B.3.
As a consequence, if the time-step is sufficiently small then, we obtain
domain invariance of K for the numerical approximation of Y (t), obtained
by the NSEM scheme. It is obtained with a probability as close as we want
to one, in choosing a ǫ which represent a tolerance parameter.
Proposition 5.4. Let K be an invariant domain for Y (t) and
D = sup
x∈K
∥∥∥∥
∫ 1
0
f ′(tk, a+ s(x− a))ds
∥∥∥∥
∞
.
For all h > 0, K is invariant for the numerical approximation of E (Y (t))
obtained by the NSEM scheme. The positive constant α in (9) is chosen to
be D.
The proof is given in Appendix B.4
6. Numerical illustrations
We consider the geometric Brownian motion which is driven by the fol-
lowing stochastic differential equations:
dY (t) = µY (t)dt+ σY (t)dW (t), (10)
where µ and σ are real constants. Without loss of generality, we assume
that σ is positive. The solution of 10 is given by (see Øksendal (2003))
Y (t) = Y0 exp
((
µ− σ
2
2
)
t+ σW (t)
)
. (11)
and its expectation is given by
E (Y (t)) = Y0 exp (µt) . (12)
Example 1
We consider the geometric Brownian motion with a negative value on its
deterministic part (also called the stochastic decay equation). Let µ = −λ
where λ is strictly positive. In this example, the constants D and S of the
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previous section, correspond respectively to λ and σ. The classical decay
equation (the geometric Brownian motion with σ = 0) has been studied by
R.E. Mickens with the nonstandard Euler scheme using φ(λh) = exp(−λh).
We keep this choice for our example.
It is clear that the solution of the geometric Brownian motion equation
belongs to K+. Using the Proposition 5.2, we obtain:
Lemma 6.1. Let 0 < ǫ < 12 . The Euler-Maruyama scheme preserves the
positivity of the geometric Brownian motion equation if
h < h0(ǫ) =
1
λ
+
α(ǫ)2σ2
λ2
− ασ
√
α(ǫ)2σ2 + 2λ
λ2
where α(ǫ) = erf−1(1− ǫ).
The proof is given in Appendix C.1.
In a same way, we have for the NSEM:
Lemma 6.2. Let 0 < ǫ < 12 . The Nonstandard-Euler-Maruyama scheme
preserves the positivity of the geometric Brownian motion if
h < h0(ǫ) ≡ 1
2λ
W
(
λ
σ2α(ǫ)2
)
(13)
where W is the product logarithm function and α(ǫ) = erf−1(1− ǫ).
The proof is given in Appendix C.2.
Choosing c0 and c1 respectively as λ and σ, we obtain from (Schurz,
1996, Lemma 4.2 p.8) that the BIM scheme (7) preserves the positivity for
all h > 0 .
In Figures 2 and 3, we display simulations performed with multiple time-
step over a period T = 10 in order to show the behavior of our scheme
compared to the EM scheme and the BIM scheme. The constants are cho-
sen such that λ = 1, σ = 0.1 in Figure 2 and σ = 0.5 in Figure 3.
Using Lemmas 6.1 and 6.2, in Figure 1 we display the minimal step h0
with respect to the ratio σλ for a tolerance parameter ǫ = 0.01 for our scheme
and EM. As we can see, the minimal step for our scheme to preserve the
positivity becomes very high as long as the noise becomes smaller compared
to the deterministic part. For λ = 1 and σ = 0.1, the minimal step for
invariance by EM is hEM0 ≈ 0.77 and for NSEM, it is hNSEM0 ≈ 1.25. For
λ = 1 and σ = 0.5, the minimal step for invariance by EM is hEM0 ≈ 0.30
and for NSEM, it is hNSEM0 ≈ 0.32.
In Figures 2 and 3, we can see that the NSEM scheme globally behaves
better than the EM scheme and the BIM scheme. First, in Figures 2(a),
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Figure 1. Minimal step for positivity invariance with re-
spect to σλ with ǫ = 0.01.
3(a), 2(b) and 3(b), we can see that the three schemes behave similarly.
Knowing the minimal steps for positivity invariance, in Figures 2(b) and
3(b), we can see that contrary to our scheme, the EM scheme does not re-
spect the positivity as expected by Lemma 6.2. In Figures 2(d) and 3(d),
the EM scheme diverges and the NSEM scheme still behaves correctly even
if the time-step is greater than his minimal step for positivity invariance.
The results in Figure 2(d) hold for a lot of realizations of Brownian motion
because our boundaries, in the proof of minimal step for invariance in the
case of the NSEM, are not optimal but give globally a very good information.
In order to illustrate the advantage of our scheme when taking the ex-
pectation of the numerical solution, in Figure 4, we display simulations
performed with a noisy system, i.e. λ = 1 and σ = 1. The numerical expec-
tation is computed using a Monte-Carlo method with 106 realizations.
In Figure 4(a), we can see that the three schemes behave similarly for
h = 0.1 with a good approximation to the expectation of the analytic solu-
tion. In Figure 4(b), for h = 1, we can see that, contrary to our scheme, the
EM scheme and the BIM scheme do not approximate properly the solution
from time T = 0 to T = 5. In Figure 4(c), for h = 2 the EM scheme os-
cillates around the solution whereas our scheme still behaves very well and
is very closed to the analytic solution. This is exactly the case where the
nonstandard character greatly improves the results contrary to the usual
stochastic schemes.
Example 2
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Figure 2. Numerical simulations of (10) with Y0 = 1, µ =
−λ = −1 and σ = 0.1.
We consider the geometric Brownian motion with a positive value on its
deterministic part. Let µ = λ where λ is strictly positive. In this example,
the constants D and S of the previous section, correspond respectively to λ
and σ. We still use φ(λh) = exp(−λh). It is clear that the solution of the
geometric Brownian equation belongs to K+ and the three schemes satisfy
the positivity invariance.
As in Example 1, in Figures 5 and 6 we display simulations performed
with multiple time-step over a period T = 10 in order to show the behavior
of our scheme compared to the EM scheme and the BIM scheme. The con-
stants are chosen such that λ = 1, σ = 0.1 in Figure 5 and σ = 0.5 in Figure
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Figure 3. Numerical simulations of (10) with Y0 = 1, µ =
−λ = −1 and σ = 0.5.
6.
In Figures 5 and 6, we can see for different time-step and values of σ
that the NSEM scheme and the BIM scheme behave similarly during the
first half period integration while in the second part the BIM scheme fails
to approximate the solution.
As in Example 1, in order to illustrate again the advantage of our scheme
when taking the expectation of the numerical solution, in Figure 7 we dis-
play simulations performed with a noisy system, i.e. λ = 1 and σ = 1. The
numerical expectation is computed using a Monte-Carlo method with 106
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Figure 4. Numerical simulations of the expectation of the
solution of (10) with Y0 = 1, µ = −λ = −1 and σ = 1.
realizations.
We observe the same behavior as previous in Figure 4. In all the cases,
the NSEM scheme almost approximates exactly the solution due to the high
number of realizations. For h = 0.1, h = 1 and h = 2, the EM scheme and
the BIM scheme fail completely to approximate the solution. For h = 0.1
the EM scheme behaves greater that the BIM scheme which seem normal.
Indeed, the use of the BIM scheme in such a case seems inappropriate due
to the fact that by construction, the positivity is trivially satisfied. But
in a more general case, the EM scheme could be more efficient and easily
A NONSTANDARD EULER-MARUYAMA SCHEME 15
0
5000
10000
15000
20000
25000
0 2 4 6 8 10
Time
NSEM
EM
BIM
ANALYTIC
(a) h = T/256
0
5000
10000
15000
20000
25000
0 2 4 6 8 10
Time
NSEM
EM
BIM
ANALYTIC
(b) h = T/64
0
5000
10000
15000
20000
25000
0 2 4 6 8 10
Time
NSEM
EM
BIM
ANALYTIC
(c) h = T/32
0
5000
10000
15000
20000
25000
0 2 4 6 8 10
Time
NSEM
EM
BIM
ANALYTIC
(d) h = T/4
Figure 5. Numerical simulations of (10) with Y0 = 1, µ =
λ = 1 and σ = 0.1.
implementable than the BIM scheme. It gives another one advantage to our
scheme which provide an efficient and easy way to tweak the EM scheme
and to improve the results obtained.
7. Conclusion and prospects
A nonstandard Euler-Maruyama scheme has been introduced and its con-
vergence has been proved with local Lipschitz condition and linear growth
condition on the stochastic differential equations considered. Moreover, re-
sults on domain invariance has been proved and the probability of such a
preservation has been quantified for the approximate solution given by the
NSEM scheme. Due to the fact that the deterministic part is nonstandard,
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Figure 6. Numerical simulations of (10) with Y0 = 1, µ =
λ = 1 and σ = 0.5.
its computed expectation preserves domain invariance unconditionally. We
illustrated numerically the main advantages of the NSEM scheme through
the geometric Brownian motion compared to the EM scheme and the BIM
scheme.
The preservation of domain invariance by the NSEM scheme can be used
in many applications to select models such as in astronomy (see Behar et al.
(2014)) or biology (see Cresson et al. (2012) and Cresson et al. (2013)). In-
deed, as it can be seen in the literature (see Cresson and Pierret (2014) and
references therein), most of the biological and dynamical population models,
simulated with deterministic nonstandard schemes, behave likewise or better
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Figure 7. Numerical simulations of the expectation of (10)
with Y0 = 1, µ = −λ = −1 and σ = 1.
than all the classical schemes such as the family of Runge-Kutta methods
but without their complex definition and implementation. This is also the
case for the balanced implicit methods which need a systematic work to
define a proper scheme adapted to the problem considered.
Due to the time-dependency and unbounded variations of Brownian mo-
tion, further investigations are needed to define more general nonstandard
schemes for any stochastic differential equations due to the complexity of
the nonstandard rules defined by R.E. Mickens in the stochastic context.
This work is in progress and will be the subject of a future paper.
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Appendix A. Proof of Lemma 4.4, 4.5 and Theorem 4.6
A.1. Proof of Lemma 4.4. From the continuous-time approximation and
the Ho¨lder’s inequality (Hardy et al., 1952, Theorem 189) that
|X(t)|p ≤ 3p−1
[
|Y0|p +
(
ϕ(h)
h
)p ∣∣∣∣
∫ t
0
f(X(s))ds
∣∣∣∣
p
+
∣∣∣∣
∫ t
0
g(X(s))dW (s)
∣∣∣∣
p]
≤ 3p−1
[
|Y0|p +
(
ϕ(h)
h
)p
T p−1
∫ T
0
|f(X(s))|pds+ |
∫ t
0
g(X(s))dW (s)|p
]
.
Using the Burkholder-Davis-Gundy (Mao, 2007, Theorem 7.3) and Ho¨lder’s
inequalitiy we obtain for all 0 ≤ τ ≤ T ,
E
[
sup
0≤t≤τ
|X(t)|p
]
≤ 3p−1
[
|Y0|p +
(
ϕ(h)
h
)p
T p−1E
[∫ τ
0
|f(X(s))|pds
]
+ CpT
p
2
−1
E
[∫ τ
0
|g(X(s))|pds
] ]
where Cp is a constant whose expression is given explicitely in function of p
in (Mao, 2007, Theorem 7.3). Using the linear growth condition we obtain
E
[
sup
0≤t≤τ
|X(t)|p
]
≤ 3p−1
[
|Y0|p+2p−1Kp
((
ϕ(h)
h
)p
T p−1+CpT
p
2
−1
)∫ τ
0
E [(1 + |X(s)|p)] ds
]
.
Then we have
E
[
1 + sup
0≤t≤τ
|X(t)|p
]
≤ C˜1 + C˜2
∫ τ
0
E
[
1 + sup
0≤r≤s
|X(r)|p
]
ds
where C˜1 = 1+ 3
p−1|Y0|p and C˜2 = 6p−1Kp
((
1 + c(h)h
)p
T p−1 +CpT
p
2
−1
)
.
Using the Gronwall inequality (Mao, 2007, Theorem 8.1) we obtain
E
[
sup
0≤t≤T
|X(t)|p
]
≤ C˜1eT C˜2 − 1 .
In the same way, we can show that
E
[
sup
0≤t≤T
|Y (t)|p
]
≤ C˜1eT C˜1 − 1.
Denoting C1 = C˜1e
T C˜2 − 1 we obtain the result.
A.2. Proof of Lemma 4.5. Let ks be the integer such that s ∈ [tks , tks+1[.
We have∣∣X(s)−X(s)∣∣2 ≤ 2 [(ϕ(h)
h
)
(s− tks)2|f(Xks)|2 + |g(Xks)|2|W (s)−W (tks)|2
]
.
Now, from the local Lipschitz condition, for |z| ≤ R we have
|f(z)|2 ≤ 2(|f(z) − f(0)|2 + |f(0)|2) ≤ 2(L2R|z|2 + |f(0)|2),
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and, similarly,
|g(z)|2 ≤ 2(L2R|z|2 + |g(0)|2).
Then∣∣X(s)−X(s)∣∣2 ≤ 4 (L2R|Xks |2 + |f(0)|2 ∨ |g(0)|2) (ϕ(h)2 + |W (s)−W (tks)|2) .
Taking the expectation and using Lemma 4.4 leads to
E
[∣∣X(s)−X(s)∣∣2] ≤ 4C˜2 (ϕ(h)2 + nh)
where C˜2 = L
2
RC1 + |f(0)|2 ∨ |g(0)|2. Denoting C2 = 4C˜2, we obtain the
result.
A.3. Proof of Theorem 4.6. We define e(t) = X(t)− Y (t), τR = inf{t ≥
0, |X(t)| ≥ R}, ρR = inf{t ≥ 0, |y(t)| ≥ R} and θR = τR ∧ ρR.
Using Young’s inequality (Hardy et al., 1952, Theorem 61), we have for
any δ > 0 and p > 2,
E
[
sup
0≤t≤T
|e(t)|2
]
= E
[
sup
0≤t≤T
|e(t)|21{τR>T and ρR>T}
]
+ E
[
sup
0≤t≤T
|e(t)|21{τR≤T or ρR≤T}
]
≤ E
[
sup
0≤t≤T
|e(t ∧ θR)|21{θR>T}
]
+
2δ
p
E
[
sup
0≤t≤T
|e(t)|p
]
+
+
1− 2p
δ2/(p−2)
E
[
1{τR≤T or ρR≤T}
]
.
With Lemma 4.4 we obtain:
E
[
1{τR≤T}
] ≤ E [1{τ≤T} |X(τR)|p
Rp
]
≤ 1
Rp
E
[
sup
0≤t≤T
|X(t)|p
]
,
and in the same way
E
[
1{ρR≤T}
] ≤ E [1{ρ≤T} |X(ρR)|p
Rp
]
≤ 1
Rp
E
[
sup
0≤t≤T
|X(t)|p
]
≤ C1
Rp
.
By definition,
E
[
1{τR≤T or ρR≤T}
]
= P(τR ≤ T or ρR ≤ T ).
As
P(τR ≤ T or ρR ≤ T ) ≤ P(τR ≤ T ) + P(ρR ≤ T ),
we obtain
E
[
1{τR≤T or ρR≤T}
] ≤ 2C1
Rp
.
Also, we have
E
[
sup
0≤t≤T
|e(t)|p
]
≤ 2p−1E
[
sup
0≤t≤T
(|X(t)|p + |y(t)|p)
]
≤ 2pC1
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and then we obtain
E
[
sup
0≤t≤T
|e(t)|2
]
≤ E
[
sup
0≤t≤T
|X(t ∧ θR)− y(t ∧ θR)|2
]
+
2p+1δC1
p
+
2(p − 2)C1
pδ2/(p−2)Rp
.
Now, we will bound the first term of the previous inequality. Using
Y (t ∧ θR) = Y0 +
∫ t∧θR
0
f(Y (s))ds+
∫ t∧θR
0
g(Y (s))dW (s),
and Cauchy-Schwarz’s inequality (Hardy et al., 1952, Theorem 181), we ob-
tain
|X(t ∧ θR)− Y (t ∧ θR)|2 ≤3
[
T
∫ t∧θR
0
|f(X(s))− f(Y (s))|2 ds
+
∣∣∣∣
∫ t∧θR
0
g(X(s)) − g(Y (s))dW (s)
∣∣∣∣
2
+
(
c(h)
h
)2
T
∫ t∧θR
0
|f(X(s))|2 ds
]
.
Then for all 0 ≤ τ ≤ T , we have
E
[
sup
0≤t≤τ
|X(t ∧ θR)− Y (t ∧ θR)|2
]
≤3
[
TE
[∫ τ∧θR
0
|f(X(s))− f(Y (s))|2 ds
]
+ E
[
sup
0≤t≤τ
∣∣∣∣
∫ t∧θR
0
g(X(s)) − g(Y (s))dW (s)
∣∣∣∣
2
]
+ C˜3
(
c(h)
h
)2 ]
.
where C˜3 = 2T
2C˜2. Using consecutively Doob’s martingal inequality (Mao,
2007, Theorem 3.8) and Itoˆ’s isometry (Mao, 2007, (iii) Theorem 5.8) we
obtain
E
[
sup
0≤t≤τ
|X(t ∧ θR)− Y (t ∧ θR)|2
]
≤3
[
TE
[∫ τ∧θR
0
|f(X(s))− f(Y (s))|2 ds
]
+ 4E
[∫ τ∧θR
0
|g(X(s)) − g(Y (s))|2 ds
]
+ C˜3
(
c(h)
h
)2 ]
.
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From the local Lipschitz condition we obtain
E
[
sup
0≤t≤τ
|X(t ∧ θR)− Y (t ∧ θR)|2
]
≤ 3L2R (T + 4)E
[∫ τ∧θR
0
|X(s)− Y (s)|2 ds
]
+ 3C˜3
(
c(h)
h
)2
≤ 6L2R (T + 4)E
[∫ τ∧θR
0
∣∣X(s)−X(s)∣∣2 + ∣∣X(s)− Y (s)∣∣2 ds]+ 3C˜3
(
c(h)
h
)2
≤ 6L2R (T + 4)
(
E
[∫ τ∧θR
0
∣∣X(s)−X(s)∣∣2 ds]+ E [∫ τ
0
sup
0≤r≤s
∣∣X(r ∧ θR)− Y (r ∧ θR)∣∣2 ds
])
+ 3C˜3
(
c(h)
h
)2
Using Lemma 4.5 we obtain
E
[
sup
0≤t≤τ
|X(t ∧ θR)− Y (t ∧ θR)|2
]
≤ C˜5+C˜4E
[∫ τ
0
sup
0≤r≤s
∣∣X(r ∧ θR)− Y (r ∧ θR)∣∣2 ds
]
where
C˜4 = 6L
2
R (T + 4) ,
C˜5 = 6TL
2
RC2 (T + 4)
(
ϕ(h)2 + nh
)
+ 18L2R (T + 4) C˜2
(
c(h)
h
)2
.
Using Gronwall’s inequality we obtain
E
[
sup
0≤t≤T
|X(t ∧ θR)− Y (t ∧ θR)|2
]
≤ C3(h,R).
with C3(h,R) = C˜5e
T C˜4 . We finally obtain
E
[
sup
0≤t≤T
|e(t)|2
]
≤ C3 + 2
p+1δC1
p
+
2(p− 2)C1
pδ2/(p−2)Rp
.
Let ǫ > 0 we can choose δ such as
2p+1δC1
p
<
ǫ
3
,
then choose R such that
2(p− 2)C1
pδ2/(p−2)Rp
<
ǫ
3
,
and then choose h sufficiently small such that
C3(h,R) <
ǫ
3
,
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and then we obtain
E
[
sup
0≤t≤T
|e(t)|2
]
≤ ǫ,
Using Lyapunov’s inequality ((Kloeden and Platen, 1992, 4.12 p.17)) we ob-
tain
E
[
sup
0≤t≤T
|X(t)− Y (t)|
]
≤
√√√√E
[
sup
0≤t≤T
|X(t)− Y (t)|2
]
≤ √ǫ
that is to say
lim
h→0
E
[
sup
0≤t≤T
|X(t)− Y (t)|
]
= 0.
This conclude the proof.
Appendix B. Proof of Proposition 5.1, 5.2, 5.3 and 5.4
B.1. Proof of Proposition 5.1. Let I ⊂ {1, . . . , n} and let i ∈ I. By
hypothesis we have fi(a) ≥ 0 and we suppose for k ≥ 0, (Xk)i ≥ ai. Taylor’s
expansion up to the first order with integral remainder on f gives
fi(Xk) = fi(a) +
[∫ 1
0
f ′(a+ s(Xk − a))ds
]
ij
(Xk − a)j .
for 1 ≤ j ≤ n and where we adopted the Einstein summation convention.
Inserting the Taylor’s expansion of f in the NSEM gives
(Xk+1−a)i = (Xk−a)j
(
δij + ϕ(h)
[∫ 1
0
f ′(a+ s(Xk − a))ds
]
ij
)
+ϕ(h)fi(a)
where δij are the components of the identity matrix of R
n. From the hy-
pothesis fi(a) ≥ 0 and the definition of ϕ, we obtain
(Xk+1 − a)i ≥ (Xk − a)iφ(Dh).
As (Xk)i ≥ ai and φ(Dh) ∈]0, 1[ then, Xk+1 remains in K+ for all h > 0.
This concludes the proof.
B.2. Proof of Proposition 5.2. Let I ⊂ {1, . . . , n} and let i ∈ I. By
hypothesis we have fi(a) ≥ 0 and gij(a) = 0 for 1 ≤ j ≤ d. We assume for
k ≥ 0 that (Xk)i ≥ ai. Taylor’s expansion up to the first order with integral
remainder on f and g gives
fi(Xk) = fi(a) +
[∫ 1
0
f ′(a+ s(Xk − a))ds
]
il
(Xk − a)l,
gij(Xk) = gij(a) +
[∫ 1
0
g′(a+ s(Xk − a))ds
]
ijl
(Xk − a)l,
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where 1 ≤ l ≤ n. Inserting the Taylor’s expansion of f and g in the NSEM
gives
(Xk+1 − a)i = ϕ(h)fi(a) + gij(a)(∆Wk)j
+ (Xk − a)l
(
δil + ϕ(h)
[∫ 1
0
f ′(a+ s(Xk − a))ds
]
il
+ (∆Wk)j
[∫ 1
0
g′(a+ s(Xk − a))ds
]
ijl
)
By hypothesis fi(a) ≥ 0 and gij(a) = 0. Then, using the definition of ϕ we
obtain
(Xk+1 − a)i ≥ (Xk − a)i
(
φ(Dh) − S
(
d sup
1≤p≤d
|∆Wk|p
))
.
As (Xk)i ≥ ai and φ(Dh) ∈]0, 1[ then, Xk+1 remains in K+ if and only if h
is such that
sup
1≤p≤d
|∆Wk|p ≤ φ(Dh)
Sd
. (14)
This conclude the proof.
B.3. Proof of Proposition 5.3. Let k ≥ 0 and 1 ≤ p ≤ d. The probability
function is determined by a normal law of zero mean and variance h. Using
the parity of the normal law, we obtain
P
(
|∆Wk|p ≤ φ(Dh)
Sd
)
= 2P
(
(∆Wk)p ≤ φ(Dh)
Sd
)
− 1.
By definition, we have
P
(
(∆Wk)p ≤ φ(Dh)
Sd
)
=
∫ φ(Dh)
Sd
−∞
e−
x2
2h√
2πh
dx =
1
2
(
1 + erf
(
φ(Dh)
Sd
1√
2h
))
where erf is the classical error function defined by
erf(x) =
2√
π
∫ x
0
e−t
2
dt.
Let 0 < ǫ < 12 . We want to have the probability
P
(
sup
1≤p≤d
|∆Wk|p ≤ φ(Dh)
Sd
)
> 1− ǫ
close to one as long as we chose ǫ sufficiently small, i.e. by definition we
want to have
2P
(
sup
1≤p≤d
(∆Wk)p ≤ φ(Dh)
Sd
)
− 1 > 1− ǫ.
Let
1
2
(
1 + erf
(
φ(Dh)
Sd
1√
2h
))
= 1− ǫ
2
.
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Using the function erf−1, we obtain
φ(Dh)
Sd
√
2h
= erf−1(1− ǫ). (15)
Considering h0(ǫ) the solution of (15) then, for all h < h0(ǫ), we finally
obtain
P
(
sup
1≤p≤d
|∆Wk|p ≤ φ(Dh)
Sd
)
≥ P
(
|∆Wk|p ≤ φ(Dh)
Sd
)
> 1− ǫ.
This concludes the proof.
B.4. Proof of Proposition 5.4. Let I ⊂ {1, . . . , n} and let i ∈ I. By
hypothesis we have fi(a) ≥ 0 and we assume for k ≥ 0 that (Xk)i ≥ ai.
Taylor’s expansion up to the first order with integral remainder on f gives
fi(Xk) = fi(a) +
[∫ 1
0
f ′(a+ s(Xk − a))ds
]
il
(Xk − a)l,
where 1 ≤ l ≤ n. Inserting the Taylor’s expansion of f in the NSEM gives
(Xk+1 − a)i = ϕ(h)fi(a) + gij(Xk)(∆Wk)j
+ (Xk − a)l
(
δil + ϕ(h)
[∫ 1
0
f ′(a+ s(Xk − a))ds
]
il
)
We have −D(Xk−a)i ≤ (Xk−a)l
[∫ 1
0
f ′(a+ s(Xk − a))ds
]
il
≤ D(Xk−a)i
and E (g(Xk) ·∆Wk) = 0 by using a classical property of Itoˆ’s integral (see
(Øksendal, 2003, Theorem 3.2.1 (iii) p. 30)). Then, we obtain
E ((Xk+1 − a)i) = E ((Xk − a)i) (1− ϕ(h)D) + ϕ(h)E (fi(a))
From hypothesis E (fi(a)) ≥ 0, a is a constant and the definition of ϕ, we
obtain
(E (Xk+1)− a)i ≥ (E (Xk)− a)iφ(Dh).
As E (Xk) ≥ a and φ(Dh) ∈]0, 1[ then, E (Xk+1) remains inK+ for all h > 0.
This concludes the proof.
Appendix C. Proof of Lemma 6.1 and 6.2
C.1. Proof of Lemma 6.1. The Euler-Maruyama scheme is the standard
version of our scheme which correspond to the case where we have h < 1λ
and φ(λh) = 1− λh. The resolution of (15) gives two solutions
h±(ǫ) =
1
λ
+
α(ǫ)2σ2
λ2
± ασ
√
α(ǫ)2σ2 + 2λ
λ2
.
The minimal step h0(ǫ) is chosen as the minimum between the two roots
and 1λ . As 0 < h−(ǫ) < h+(ǫ) and the expression of these roots we obtain
h0(ǫ) = h−(ǫ).
A NONSTANDARD EULER-MARUYAMA SCHEME 25
C.2. Proof of Lemma 6.2. The resolution of (15) with φ(λh) = exp(−λh)
leads to solve
2λh exp(2λh) =
λ
σ2α(ǫ)2
.
Using the definition of the product logarithm function we obtain the result.
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