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ASYMPTOTIC SPECTRAL ANALYSIS IN
SEMICONDUCTOR NANOWIRE HETEROSTRUCTURES
CAROLIN KREISBECK AND LUI´SA MASCARENHAS
Abstract. Mathematical settings in which heterogeneous structures affect electron
transport through a tube-shaped quantum waveguide are studied, highlighting the in-
teraction between heterogeneities and geometric parameters like curvature and torsion.
First, the macroscopic behavior of a nanowire made of composite fibers with microscopic
periodic texture is analyzed, which amounts to determining the asymptotic behavior of
the spectrum of an elliptic Dirichlet eigenvalue problem with finely oscillating coefficients
in a tube with shrinking cross section. A suitable formal expansion suggests that the
effective one-dimensional limit problem is of Sturm-Liouville type and yields the explicit
formula for the underlying potential. In the torsion-free case, these findings are made
rigorous by performing homogenization and 3d-1d dimension reduction for the two-scale
problem in a variational framework by means of Γ-convergence. Second, waveguides
with non-oscillating inhomogeneities in the cross section are investigated. This leads to
explicit criteria for propagation and localization of eigenmodes.
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1. Introduction
Among various applications [25, 8], nanowires are considered promising building blocks
for new developments in the construction of computing devices [28] and solar energy con-
version [24]. Thus, the study of nanowires has stimulated an active field of research in
the physics community over the recent years. With a diameter of the order of a nanome-
ter, nanowires are almost one-dimensional objects which have special physical and chemical
properties different from those of their bulk counterparts. It is well-known that these prop-
erties are sensitive to the material composition and to the geometry of the nanowire. Both
effects have been studied separately, experimentally [25, 28, 20, 24, 21, 23] as well as in the
mathematics literature [13, 9, 6, 5, 19, 2, 1]. Regarding the interplay between the two charac-
teristics (material heterogeneities and geometry), however, there are hardly any quantitative
results available. Our goal is to gain new insight into the effect of heterogeneous structures
on electron transport through a tube-shaped quantum waveguide, highlighting their inter-
action with curvature and torsion. In the following, we address two set-ups both of which
feature heterostructures in lateral direction, but with different intrinsic length-scales com-
pared to the thickness of the wire. First, we deal with nanowires with a microscopic periodic
texture of composite fibers, and second, we study waveguides with a cross section made of
various material components, such as the experimentally relevant core-multi-shell nanowire
heterostructures [21, 20, 25, 28]. In both cases, effective one-dimensional limit problems are
derived explicitly by the use of analytical tools. Our rigorous analysis can serve as a basis
for numerical simulations of sophisticated devices involving heterogeneous bent and twisted
nanowires.
Ballistic transport in modulated semiconductor devices, such as nanowire heterostruc-
tures, is governed by the effective-mass Schro¨dinger equation
−ℏ
2
2
div
( 1
m(z)
∇ψ(z)
)
+ V (z)ψ(z) = Eψ(z), z ∈ R3, (1.1)
where V is a sharp potential that is zero inside the confinement imposed by the device
geometry and infinite outside. The quantities ψ and E stand for the wave function and
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the energy, respectively. The spatial position-dependence of the effective mass m allows to
model material consisting of different components. In what follows, we use a notation that
is more common in the mathematical literature and rewrite (1.1) as an elliptic Dirichlet
eigenvalue problem of the form{
− div(A∇u) = λu in Ω,
u = 0 on ∂Ω,
(1.2)
where Ω ⊂ R3 is the domain occupied by the quantum waveguide, A = A(z) with z ∈ Ω
encodes the material heterogeneities, u is the wave function, and λ the corresponding energy
level. In this work we consider Ω to be a curved and twisted thin tube modeling a nanowire,
and we assume that A is constant in the longitudinal direction.
To specify the underlying length-scales of the problem, we introduce the parameters δ > 0
and ε > 0. Precisely, δ refers to the thickness of the nanowire and ε represents the length-
scale of the periodic material heterogeneities. Let Ωδ be a tube of finite length l with cross
section δω, where ω is a fixed regular and bounded domain in R2. Let Aε,δ represent the
material properties, which are supposed to vary only on the cross section δω. We will define
Aε,δ later in Section 2.2 after the geometry of Ωδ has been specified. Then, the eigenvalue
problem (1.2) becomes {
− div(Aε,δ∇uε,δ) = λε,δuε,δ in Ωδ,
uε,δ = 0 on ∂Ωδ.
(1.3)
Since Ωδ is bounded, the spectrum Σε,δ of (1.3) is discrete and one may write Σε,δ =
{λ(j)ε,δ}j∈N0 , where 0 < λ(0)ε,δ < λ(1)ε,δ ≤ λ(2)ε,δ ≤ . . ., with each eigenvalue repeated according to
its multiplicity, and lim
j→∞
λ
(j)
ε,δ =∞.
The goal is to derive the asymptotic behavior of the spectrum Σε,δ of (1.3) as ε and δ tend
to zero. In fact, the result depends crucially on the relation between the two parameters.
The regime δ = 1 corresponds to a classical homogenization problem in the fix domain Ω1
as for instance in [16, 10], while the case ε = 1 models thin tubes with inhomogeneous,
but non-oscillating, cross section. An interaction between the effects of homogenization and
dimension reduction is observed when the two parameters are of the same order, i.e. δ = ε.
A hint on the limiting behavior of the spectrum is obtained using the method of asymptotic
expansion, which has proven very efficient in the periodic framework [3, 27, 10].
If the transversal heterogeneities oscillate at the same rate as the thickness of the wave-
guides, these formal computations suggest that the spectrum of (1.3) is governed by a con-
tribution of order ε−2 resulting from the homogenization of the two-dimensional eigenvalue
problem in the cross section, and a zero-order term representing the effective propagation
along the center curve of the waveguide. Precisely, for an element λ
(j)
ε ∈ Σε := Σε,ε with
j ∈ N0 one finds
λ(j)ε =
µH
ε2
+ η
(j)
P +O(ε). (1.4)
Here, µH stands for the first eigenvalue of the homogenized cross section problem and
{η(j)P }j∈N0 represents the spectrum of a one-dimensional Sturm-Liouville problem, the po-
tential of which is given explicitly in terms of the waveguide geometry and the material
properties. In this work we provide the rigorous proof of (1.4) for untwisted waveguides,
while the exact justification of the formal expansion remains open in the general case with
torsion. Indeed, by formulating the two-scale problem (1.3) in a variational framework and
by applying Γ-convergence, we perform simultaneously homogenization and 3d-1d dimen-
sion reduction. The detailed statement of the result is formulated in Theorem 3.6, which
partially generalizes the findings for homogeneous waveguides in [6] (see also the references
therein). Our result shows that, qualitatively, transport through a nanowire made of micro-
scopically periodic fibers resembles transport through a homogeneous nanowire in the sense
that both give rise to propagation of electrons.
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For waveguides with non-oscillating inhomogeneities, however, the situation is different.
The interesting finding is that propagation behavior occurs if an explicit propagation cri-
terion is satisfied, otherwise, electron transport will be dominated by localization around
specific points along the wire. A similar phenomenon was discovered for waveguides with
varying cross section [14, 15] and homogeneous waveguides with Robin boundary condi-
tions [7]. Our propagation criterion requires a certain function h, defined on the central
curve of the wire, to be constant. The function h relates the geometric data of the wire with
an expression measuring the symmetry of the cross section and its material structure. The
precise condition, together with the spectral convergence of (1.3) to a Sturm-Liouville type
problem, is stated in Theorem 4.2. For point symmetric cross sections, h vanishes identi-
cally, independently of the geometry. So, from the viewpoint of applications, symmetrically
constructed nanowires are propagation robust devices with respect to bending and twisting.
For a non-symmetric material distribution in the cross section, there are sharp conditions
on curvature and on torsion that still allow electrons to propagate. If h attains its global
minimum at isolated points, so that in particular the propagation criterion is violated, one
observes a concentration of the eigenmodes of (1.3) around these points. After an appro-
priate blow-up, we investigate the effective local behavior of the system to find that the
eigenmodes of (1.3) behave like the eigenmodes of a one-dimensional harmonic oscillator.
In conclusion, we characterize quantitatively the relation between heterogeneous material
structures and device geometry for transport through nanowires. In particular, we give
explicit conditions saying if and how electron transport can be controlled by simple geomet-
rical operations. This can be viewed as a theoretical concept for the building of mechanical
quantum switching devices.
The paper is structured as follows. In Section 2, after fixing notation, we present some
preliminary results that specify the setting and provide important technical tools. We start
with the modeling of the waveguide geometry using the Tang frame in Section 2.2, and
introduce suitable energy functionals to reformulate our problem in a variational context.
In Section 2.3, as it is common in dimension reduction problems, a change of variables is
performed, which allows us to work on a fixed domain. We recall briefly the formal method
of asymptotic expansion in Section 2.4, and explain the Γ-convergence approach to spectral
asymptotic analysis in Section 2.5. Section 3 is concerned with the study of waveguides
with microscopic periodic fibers, while Section 4 addresses transport through nanowires
with inhomogeneous cross sections. In both cases, the first essential step is to determine
the asymptotics of the corresponding cross section eigenvalue problem (see Sections 3.1
and 4.1, respectively). The statements of the effective one-dimensional propagation models,
along with their proofs, are presented in Sections 3.2.2 and 4.2. We discuss various results
regarding localization phenomena in Section 4.3.
2. Preliminaries
2.1. Notations. We use the standard notation for Lebesgue and Sobolev spaces. Partial
derivatives with respect to the jth component of a variable x are denoted by ∂xj . If it is
clear from the context, we will omit the variable, writing simply ∂j . The same applies to
other partial differential operators like div, ∇ or ∆.
Regarding eigenvalues and eigenfunctions, the superscript notation (λ(j), u(j)) with j ∈ N0
will be used to refer to the eigenpair of order (j + 1). Throughout this paper we address
elliptic spectral problems on bounded domains. So, {λ(j)}j is always a non-decreasing
sequence, and {u(j)}j may be chosen to form an orthonormal basis of eigenfunctions for the
L2-space. To simplify notation we often skip the index when dealing with the first eigenpair,
meaning that we write λ and u instead of λ(0) and u(0).
In what follows, we apply the sum convention on repeated indices. Note that subsequences
are not relabeled, and that the actual value of a constant may change from line to line.
2.2. Structure of the bent and twisted waveguide. Let r : [0, l] → R3, s 7→ r(s) be
a simple C2-curve parametrized by arc length. Denoting by v′ the derivative of v with
respect to the variable s, T = r′ will stand for the unitary tangent vector. The commonly
used Frenet local system of coordinates (T,N,B), where N and B represent the normal
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and the binormal, respectively, does not only require the curve to be C3, but also has
two disadvantages concerning our approach: first, in order to define the normal vector N ,
one has to impose T ′ 6= 0, excluding straight lines segments, second, the two-dimensional
system (N,B) rotates around the tangent direction. Since we are concerned with bending
(curvature) and twisting (torsion) effects, it is desirable to allow the curvature to vanish and,
in order to keep better control of the twisting parameter, to choose a frame without intrinsic
rotation around T . Therefore, we consider as reference system the Tang frame (see [26, 4]),
i.e. an orthonormal, positively oriented system (T,X, Y ) = (T (s), X(s), Y (s)) satisfying, for
all s ∈ [0, l],
X ′(s) = ζ(s)T (s) , Y ′(s) = ϑ(s)T (s) , T ′(s) = −ζ(s)X(s)− ϑ(s)Y (s).
In fact, with the curvature denoted by k (k(s) := |r′′(s)|), it turns out that such a system
of differential equations can be solved for r merely of class C2 by taking
ζ(s) = −k(s) cosα(s) and ϑ(s) = −k(s) sinα(s) , s ∈ [0, l],
with a suitable function α, which represents the angle of rotation of (N,B) around T ,
whenever the Frenet system is well-defined. We also refer to the recent work [19], where the
existence of a Tang frame is established even for r ∈W 2,∞(0, l;R3).
Let ω ⊂ R2 be a bounded and connected Lipschitz domain. After a convenient zoom, ω
designates the cross section of the waveguides under consideration. Let θ = θ(s) be a given
rotation angle that is assumed to be regular enough. For δ > 0, we may define the following
domain:
Ωδ = {z ∈ R3 : z = r(s) + δx1Xθ(s) + δx2Yθ(s), s ∈ [0, l], x = (x1, x2) ∈ δω},
where Xθ(s) = cos θ(s)X(s) + sin θ(s)Y (s) and Yθ(s) = − sin θ(s)X(s) + cos θ(s)Y (s) for
s ∈ [0, l]. In fact, if δ is sufficiently small, Ωδ is tube-shaped with central curve r of length l
and cross section δω twisted around r by an angle θ.
Apart from the shape of the cross section ω, two other geometric parameters will play an
important role in our spectral analysis: the curvature k and the torsion τ := θ′.
Now that the geometry of Ωδ is settled, we define the matrix Aε,δ as follows. Let Y :=
(0, 1)2 and let A represent a Y -periodic and measurable function defined in R2, taking values
in the set of all symmetric 2 × 2 matrices. We suppose that A is bounded and uniformly
coercive, i.e., there exist two positive constants c and d such that
c|η|2 ≤ A(y)η · η ≤ d|η|2
for almost every y ∈ Y and for all η ∈ R2. Then, A(x/ε) is an (εY )-periodic function of
x ∈ R2. We define for all z ∈ Ωδ, recalling that z = r(s) + δx1Xθ(s) + δx2Yθ(s),
Aε,δ(z) := A(x/ε), x = (x1, x2) ∈ ω.
For the sake of simplicity, we will discuss only the isotropic case, meaning that we consider
A(y) = a(y)I with a : R2 → R Y -periodic and I the identity matrix in R2×2. The general
case can be treated with minor changes. In the sequel, we will use the notation aε for a(·/ε).
2.3. Change of variables and the rescaled energy. We consider the eigenvalue problem
(1.3) in Ωδ and denote by Eε,δ the corresponding energy functional defined in H
1
0 (Ωδ)
through
Eε,δ[u] :=
∫
Ωδ
Aε,δ∇u · ∇u dz.
For our analysis of the asymptotic behavior of (1.3) as δ and ε go to zero, we first
perform a change of variables, transforming the problem defined in Ωδ into a problem on a
fixed domain. Then, using Γ-convergence, we investigate the limit behavior of the resulting
energy functionals.
Consider the following change of variables
ψδ : Ql := (0, l)× ω → Ωδ
(s, (x1, x2)) 7→ z = r(s) + δx1Xθ(s) + δx2Yθ(s), (2.1)
ASYMPTOTIC SPECTRAL ANALYSIS IN SEMICONDUCTOR NANOWIRE HETEROSTRUCTURES 5
which transforms the straight cylinder of length l with cross section ω into the thin curved
and twisted domain Ωδ. Accounting for the definitions of the previous section we obtain, in
the Tang frame (T,X, Y ), that
∇ψδ(s, x) =

 βδ 0 0δτ(Rzθ · x) δ cos θ −δ sin θ
δτ(zθ · x) δ sin θ δ cos θ

 with det∇ψδ = δ2βδ,
where zt := (cos t,− sin t) for t ∈ R, R is the rotation in R2 by the angle −π/2, τ = θ′, and
βδ(s, x) = 1− δ
(
ξ(s) · x) with ξ(s) = k(s)z[(θ−α)(s)]. (2.2)
Throughout this work we assume ξ : [0, l] → R2 to be Lipschitz continuous. For the
inverse one finds
(∇ψδ)−1(s, x) =

 β−1δ 0 0β−1δ τx2 δ−1 cos θ δ−1 sin θ
−β−1δ τx1 −δ−1 sin θ δ−1 cos θ

 .
After dividing by δ2 and having in mind that Aε,δ(z) = a(x/ε)I = aε(x)I, the energy
functional Eε,δ[u] for u ∈ H10 (Ωδ) becomes
E˜ε,δ[v] =
∫
Ql
(
aε
βδ
|v′ + τ(∇xv · Rx)|2 + aε βδ
δ2
|∇xv|2
)
ds dx, (2.3)
where
v(s, (x1, x2)) = u(ψδ(s, (x1, x2)) ∈ H10 (Ql),
and the gradient of v is written in the form (v′,∇xv).
After the change of variables (2.1), problem (1.3) reads{
Aε,δ vε,δ = λε,δβδvε,δ in Ql,
vε,δ = 0 on ∂Ql,
(2.4)
where
Aε,δ = − div
(aε
βδ
(d⊗ d)∇·
)
− 1
δ2
divx
(
βδ aε∇x·
)
(2.5a)
with d(s, x) = (1, τRx) = (1, τx2,−τx1) ∈ R3. We remark that in the case without torsion,
i.e. τ = 0, the operator Aε,δ reduces to
Aε,δ = − div
(aε
βδ
(·)′
)
− 1
δ2
divx
(
βδ aε∇x·
)
. (2.5b)
As mentioned in the Introduction, we address two different cases of non-homogeneous
cross section: first, in Section 3, the case where the properties of the cross section oscillate
at the same rate as the thickness of the domain, which means that we may set δ = ε.
Here, we solve both an homogenization and a dimension reduction problem with the same
parameter. Second, in Section 4, the case where the properties of the cross section vary, but
do not oscillate, which corresponds to having ε identically equal to one, while δ decreases to
zero. The limit behavior for the two cases turns out to be completely different.
2.4. The cross section problem and the asymptotic method. The expression (2.3)
of the rescaled energy shows the importance of understanding the order of convergence of
the first eigenvalue of the following spectral problem in the cross section:{
− div(aεβδ∇w) = µβδw in ω,
w = 0 on ∂ω.
A powerful tool in that direction is the method of asymptotic expansion. This method
consists in assuming that the solution of the parametrized problem has a certain development
in powers of the involved parameters. Plugging this ansatz into the equation and gathering
the terms of the same power leads to a series of problems, the solutions of which determine the
coefficients of the development. This formal procedure needs to be justified by appropriate
estimates. The following lemma is of great importance to obtain such estimates. For the
proof we refer for instance to [16, Lemma 1.1].
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Lemma 2.1. Let H be a Hilbert space equipped with the norm ‖ · ‖H and let L : H → H
be a continuous, linear, compact and self-adjoint operator. Suppose λ > 0 and u ∈ H are
such that ‖Lu− λu‖H ≤ c‖u‖H for a constant c > 0.
Then there is an eigenvalue λ(j), j ∈ N0, of L with |λ−λ(j)| < c. Besides, for any d > c there
exists u¯ ∈ H with ‖u¯‖H = ‖u‖H that is the linear combination of eigenvectors associated
with eigenvalues of L lying in [λ− d, λ+ d] and that satisfies ‖u− u¯‖H ≤ 2 (c/d)‖u‖H.
2.5. The Γ-convergence approach. In parametrized eigenvalue problems it is often hard
to derive convergence for eigenvalues other than the first. When dealing with the spectrum
of self-adjoint operators with compact inverse, Γ-convergence of energy functionals turns out
to be a powerful tool, as we can see from Lemma 2.2, stated below. In this paragraph we
begin by recalling the definition of Γ-convergence and the one-to-one correspondence between
non-negative lower semicontinuous quadratic forms and positive self-adjoint operators.
Let H be a Hilbert space and Fε, F : H → [0,+∞]. We say that the sequence {Fε}ε
Γ-converges to F in H as ε→ 0 if the following two conditions hold:
(i) (Lower bound) For any v and {vε}ε such that vε → v in H , lim inf
ε→0
Fε[vε] ≥ F [v];
(ii) (Upper bound) For every v, there exists a sequence {v˜ε}ε such that v˜ε → v in H and
lim sup
ε→0
Fε[v˜ε] ≤ F [v].
Up to a subsequence, such a Γ-limit F always exists and is lower semicontinuous. For further
features of Γ-convergence theory, we refer to [11].
Let F : H → [0,+∞] be a non-negative lower semicontinuous quadratic form with domain
D(F ) and B its associated bilinear form, i.e. the unique symmetric bilinear form B : D(F )×
D(F )→ R such that F [u] = B(u, u) for all u ∈ D(F ). To each F we associate one and only
one positive self-adjoint operator B : D(F )→ H such that F [u] = (Bu, u) for all u ∈ D(B),
where
D(B) = {u ∈ D(F ) : ∃f ∈ D(F ) : B(u, v) = (f, v) ∀v ∈ D(F )}
and Bu = f (see [11, Theorem 12.13]). Moreover, the Γ-limit of a sequence of non-negative
quadratic form is again a non-negative quadratic form and, in addition, lower semicontinuous
(see [11, Theorem 11.10]).
For the proof of the following lemma we refer to [6, Theorem 3.1].
Lemma 2.2. Let H be a Hilbert space. For each ε > 0 let Hε represent H endowed with
an inner product (·, ·)ε satisfying cε‖v‖2H ≤ (v, v)ε ≤ dε‖v‖2H for all v ∈ H and two real
sequences such that lim
ε→0
cε = lim
ε→0
dε = 1.
Suppose that Bε : Hε → Hε is a densely defined self-adjoint operator for every ε > 0 and that
Fε : Hε ∼= H → R := R∪{+∞} is the corresponding (extended-valued) lower semicontinuous
quadratic form such that Fε[v] = (Bεv, v) for all v ∈ D(Bε).
Further, assume that the following three conditions hold:
(i) (Lower bound) There is a constant c > 0 (independent of ε) such that Fε[v] ≥
−c‖v‖2H for all v ∈ H.
(ii) (Compactness) If {vε}ε is a bounded sequence in H with
sup
ε>0
Fε[vε] ≤ C <∞,
then there is a subsequence of {vε}ε converging in H.
(iii) (Γ-convergence) It holds that Γ(H)- lim
ε→0
Fε = F0.
Then the limit functional F0 : H → R determines a unique closed (not necessarily densely
defined) operator B0 : H → H with compact resolvent such that F0[v] =
(B0v, v)H for all
v ∈ D(B0).
Besides, there is convergence of the spectral problems associated with Bε to the one asso-
ciated with B0. Precisely, this means: Let {(λ(j)ε , v(j)ε )}j and {(λ(j), v(j))}j be the sequences
of eigenpairs for
Bεvε = λεvε, vε ∈ Hε, and B0v = λv, v ∈ H,
ASYMPTOTIC SPECTRAL ANALYSIS IN SEMICONDUCTOR NANOWIRE HETEROSTRUCTURES 7
respectively. Then, for every j ∈ N0 it holds that
lim
ε→0
λ(j)ε = λ
(j).
After extracting a subsequence, {v(j)ε }ε converges strongly to eigenvectors corresponding to
λ(j) as ε → 0. Conversely, any eigenvector v(j) of B0 can be approximated in H by a
sequence of eigenvectors of Bε to the eigenvalues λ(j)ε .
3. Waveguides with microscopically periodic fibers
In this section we treat the case where the heterogeneities in the cross section oscillate at
the same rate as the thickness of the domain shrinks, i.e., we set δ = ε, so that the energy
functional (2.3) reads for v ∈ H10 (Ql),
E˜ε,ε[v] =
∫
Ql
(
aε
βε
|v′ + τ(∇xv ·Rx)|2 + aε βε
ε2
|∇xv|2
)
ds dx. (3.1)
Recall that Ql = (0, l) × ω and aε = a(·/ε) with a being measurable in R2 and Y -periodic
with Y = (0, 1)2. Additionally, we assume that a satisfies
0 < c ≤ a(y) ≤ d (3.2)
for almost every y ∈ Y with constants c, d > 0.
3.1. Asymptotic analysis of the cross section eigenvalue problem. In order to find
the asymptotic behavior of the rescaled energy, expression (3.1) suggests to investigate the
precise rate of convergence of the eigenvalues for the cross section problem
− div(aεβε(s)∇w) = µβε(s)w, w ∈ H10 (ω), (3.3)
with βε(s) = βε(s, ·), s ∈ [0, l], given by (2.2). Towards this end, we perform the formal
asymptotic expansion described below.
3.1.1. Formal expansion in the cross section. Let s ∈ [0, l] be fixed, and consider for µ∗ε and
w∗ε an ansatz of the form
µ∗ε(s) = µ0(s) + εµ1(s) + ε
2µ2(s),
w∗ε (s, x) = w0(s, x, y) + εw1(s, x, y) + ε
2w2(s, x, y) + ε
3w3(s, x, y) + ε
4w4(s, x, y),
where y = x/ε represents the fast scale with respect to x ∈ ω. After plugging µ∗ε and w∗ε
into (3.3) and gathering power-like terms of order ε−2, ε−1, ε0, ε1 and ε2, we obtain the
following equations, which will determine the expressions µi and wi in the developments of
µ∗ε and w
∗
ε , respectively,
(ε−2) − divy(a∇yw0) = 0;
(ε−1) − divy(a∇yw1)− divy(a∇xw0) = 0;
(ε0) − divy(a∇yw2)− divy(a∇xw1)− divx
(
a(∇yw1 +∇xw0)
)− µ0w0 = 0; (3.4)
(ε1) − divy(a∇yw3)− divy(a∇xw2)− divx
(
a(∇yw2 +∇xw1)
)
+ a(∇xw0 +∇yw1) · ξ − µ0w1 − µ1w0 = 0;
(ε2) − divy(a∇yw4)− divy(a∇xw3)− divx
(
a(∇yw3 +∇xw2)
)
+ a(∇xw1 +∇yw2) · ξ + a(ξ · x)(∇xw0 +∇yw1) · ξ − µ0w2 − µ1w1 − µ2w0 = 0.
Before solving the sequence of problems in (3.4), some details are needed. In fact, from
classical homogenization theory (see [27, 17, 18]) we expect that, for fixed s, the eigenvalues
µε(s) of (3.3) converge for ε→ 0 to the eigenvalues of the homogenized problem
− div(Q∇xw) = µw, w ∈ H10 (ω). (3.5)
Here, the symmetric matrix Q = (Qij), i, j ∈ {1, 2} is given by the usual homogenization
formulas. Precisely,
Qij = a¯ δij +
∫
Y
a ∂yj φi dy, (3.6)
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where a¯ :=
∫
Y a(y) dy and φ ∈ H1#(Y ;R2) with
∫
Y φ dy = 0 solves the cell problem
− divy(a∇yφi) = ∂yi a. (3.7)
We denote the first eigenpair of (3.5) by (µH , wH). Krein-Rutman’s theorem (see for in-
stance [12, Chapter VIII, §4, Appendix]) yields that µH is real, positive and simple and
that the corresponding first eigenfunction wH can be chosen to be strictly positive with∫
ω w
2
H dx = 1. Regularity results guarantee that wH lies in H
1
0 (ω) ∩ C∞(ω¯).
We define the third-order tensor P = (Pijk) with i, j, k ∈ {1, 2} by
Pijk =
∫
Y
aδijφk + a∂
y
kζij dy,
where ζ = (ζij) ∈ H1#(Y ;R2×2) is such that
∫
Y
ζ dy = 0 and solves
− divy(a∇yζij) = aδij + ∂yj (aφi) + a∂yj φi −Qij .
Further, we set S = (Sijk) for i, j, k ∈ {1, 2} to be
Sijk =
∫
Y
a∂yj κik(y)− a∂ykζij(y)− aφiδjk dy,
with κ = (κij) ∈ H1#(Y ;R2×2) such that
∫
Y
κ dy = 0 and
− divy(a∇yκij) = −aδij − a∂yj φi +Qij ,
and R = (Rijkl) for i, j, k, l ∈ {1, 2} as the fourth-order tensor
Rijkl =
∫
Y
aδijζkl(y) + a∂
y
l Λijk(y) dy.
Here, Λ = (Λijk) ∈ H1#(Y ;R8) satisfies
∫
Y
Λ dy = 0 and is the solution of
− divy(a∇yΛijk) = aδijφk + ∂yk(aζij) + a∂ykζij −Qijφk − Pijk.
Then, solving successively the differential equations in (3.4), having regards to the Fred-
holm compatibility conditions, we obtain that
w0(s, x, y) = wH(x),
w1(s, x, y) = φi(y) ∂
x
i wH(x) + w¯1(s, x), (3.8)
w2(s, x, y) = ζij(y) ∂
x
ijwH(x) + φi(y) ∂
x
i w¯1(s, x) + w¯2(s, x),
w3(s, x, y) =Λijk(y)∂
x
ijkwH(x) + ζij(y)∂
x
ijw¯1(s, x) + φi(y)∂
x
i w¯2(s, x) + κij(y)ξj(s)∂
x
i wH(x)
for fixed s ∈ [0, l] and x ∈ ω, and w4 solves
− divy(a∇yw4) = divy(a∇xw3) + divx(a∇yw3) + divx(a∇xw2) (3.9)
− (a∇xw1) · ξ − (a∇yw2) · ξ − a(∇xw0) · ξ (ξ · x) − (a∇yw1) · ξ (ξ · x)
+ µ0w2 + µ1w1 + µ2w0.
Since it does not play a role for our limit parameters, we leave the details about the explicit
form of w4 to Appendix A.1. In the above expressions w¯1(s, x) = w¯(x) + ξ(s) · wˆ(x), where
w¯ is the solution of
−Qij∂xijw¯ − µHw¯ = Pijk∂xijkwH , w¯ ∈ H10 (ω), i, j, k ∈ {1, 2}, (3.10)
with
∫
ω w¯wH dx = 0, while wˆ solves
−Qij∂xijwˆk − µHwˆk = −Qik∂xi wH , wˆ ∈ H10 (ω;R2), i, j, k ∈ {1, 2}, (3.11)
and satisfies
∫
ω
wˆwH dx = 0; moreover, for s fixed, w¯2(s) = w¯2(s, ·) ∈ H10 (ω) with∫
ω w¯2(s)wH dx = 0 is defined as the solution of
−Qij∂xijw¯2(s)− µHw¯2(s) = Rijkl∂xijklwH + Pijk∂xijkw¯1(s) + Sijkξk(s)∂xijwH (3.12)
−Qijξj(s)∂xi w¯1(s)−Qijξj(s)(ξ(s) · x)∂xi wH + µ2(s)wH .
Concerning the coefficients of µ∗ε one has
µ0(s) = µH , µ1(s) = 0, µ2(s) = qH + qξ(s),
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where
qH = −Rijkl
(∫
ω
(∂xijklwH)wH dx
)
+ Pijk
(∫
ω
(∂xijkwH)w¯ dx
)
, (3.13)
independent of s, represents the homogenization contribution at the second order, and
qξ(s) = Pijk
(∫
ω
(∂xijkwH)
(
wˆ · ξ(s)) dx)+Qijξj(s)
(∫
ω
(ξ(s) · x)(∂xi wH)wH dx
)
−Qijξj(s)
(∫
ω
(∂xi wH)w¯ dx
)
−Qijξj(s)
(∫
ω
(∂xi wH)
(
wˆ · ξ(s)) dx) (3.14)
− Sijkξk(s)
(∫
ω
(∂xijwH)wH dx
)
= −1
4
Qijξi(s)ξj(s)− 2Qijξj(s)
(∫
ω
(∂xi wH)w¯ dx
)
− Sijkξk(s)
(∫
ω
(∂xijwH)wH dx
)
reflects essentially the effects introduced by the curvature. The last equality in (3.14) is a
consequence of the following lemma.
Lemma 3.1. Let s ∈ [0, l] be fixed. It holds that
∫
ω
(ξ(s) · x)(∂xi wH)wH dx = −
ξi(s)
2
for
i ∈ {1, 2}. Moreover, for i, j, k ∈ {1, 2},
Qijξj(s)
∫
ω
(∂xi wH)(wˆ · ξ(s)) dx = −
1
4
Qijξi(s)ξj(s),
and
Pijk
(∫
ω
(∂xijkwH)
(
wˆ · ξ(s)) dx) = −Qijξj(s)
(∫
ω
(∂xi wH)w¯ dx
)
. (3.15)
Proof. The first part of the statement follows from integration by parts. For the second
equality we may argue similarly to [6, Lemma 4.3]. Recalling the definition of wˆ and wH
and using the symmetry Qij = Qji for i, j ∈ {1, 2}, we get
Qij∂
x
j
(
wH(∂
x
i wˆk)− (∂xi wH)wˆk
)
= Qij
(
wH(∂
x
ijwˆk)− (∂xijwH)wˆk
)
+Qij
(
(∂xj wH)(∂
x
i wˆk)− (∂xi wH)(∂xj wˆk)
)
= Qik(∂
x
i wH)wH =
1
2
Qik∂
x
i (w
2
H), k ∈ {1, 2}.
Consequently, for every k ∈ {1, 2},
Qijξj(s)
∫
ω
(∂xi wH)(wˆ · ξ(s)) dx = Qijξj(s)ξk(s)
∫
ω
(∂xi wH)wˆk dx
=
1
2
ξk(s)
∫
ω
∂j(ξ(s) · x)Qij
(
(∂xi wH)wˆk − wH(∂xi wˆk)
)
dx
=
1
2
ξk(s)
∫
ω
(ξ(s) · x)Qij∂xj
(
wH(∂
x
i wˆk)− (∂xi wH)wˆk
)
dx
= −1
4
ξk(s)
∫
ω
∂i(ξ(s) · x)Qikw2H dx = −
1
4
Qikξi(s)ξk(s)
= −1
4
Qijξi(s)ξj(s).
To obtain (3.15) we exploit (3.11) and (3.10), which entails
Pijkξl(s)
∫
ω
(∂xijwH)(∂
x
k wˆl) dx = −ξl(s)
∫
ω
(
Qij∂
x
ijwˆl + µHwˆl
)
w¯1 dx
= −Qilξl(s)
∫
ω
(∂xi wH)w¯1 dx.
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Our approximating sequences µ∗ε and w
∗
ε are now well-defined as follows:
µ∗ε(s) = µH + ε
2(qH + qξ(s)), (3.16)
w∗ε (s, x) = wH(x) + εw1(s, x, y) + ε
2w2(s, x, y) + ε
3w3(s, x, y) + ε
4w4(s, x, y), y = x/ε.
3.1.2. Justification of the formal expansion. The next result yields the exact rate of conver-
gence for the first eigenvalue of the cross section problem (3.3) as well as the limit behavior
of the corresponding eigenmode. In the following, for ε > 0 and s ∈ [0, l], let (µε(s), wε(s))
be the first normalized eigenpair of (3.3). Here, normalized means that∫
ω
βε|wε|2 dx = 1, (3.17)
and we suppose wε(s) > 0 in ω.
To make the formal computations of the previous section rigorous, some more regularity
of the involved functions is required. Precisely, we need the following two hypotheses to be
satisfied:
(H1) φ ∈W 1,∞# (Y ;R2) (see (3.7));
(H2) ξ ∈W 1,∞((0, l);R2) (see (2.2)).
Lemma 3.2. If (H1) is satisfied and ξ ∈ L∞((0, l);R2), there exists a constant C > 0 such
that for all s ∈ [0, l] and ε > 0 sufficiently small,
|µε(s)− µ∗ε(s)| ≤ Cε3,
and
‖wε(s)− w∗ε (s)‖H1(ω) ≤ Cε1/2.
Proof. Let s ∈ [0, l] be fixed. For the sake of simplicity we will drop the explicit dependence
on s in the subsequent computations. The basic idea for deriving the stated estimates is to
apply Lemma 2.1. Before doing so in Step 3, we provide the necessary preliminary work in
Steps 1 and 2.
Step 1: An upper bound estimate. Since the terms in the development (3.16) are defined
so that, by plugging µ∗ε and w
∗
ε into (3.3), all coefficients of order less than three cancel, one
finds
div
(
aεβε∇w∗ε
)
+ µ∗εβεw
∗
ε = ε
3
[
divx
(
a (∇xw3 +∇yw4 − (ξ · x)(∇xw2 +∇yw3))
)
+ divy
(
a (∇xw4 − (ξ · x)(∇xw3 +∇yw4))
)
+ µ0w3 + µ1w2 + µ2w1 − (ξ · x)(µ0w2 + µ1w1 + µ2w0)
]
+ ε4
[
divx
(
a (∇xw4 − (ξ · x)(∇xw3 +∇yw4))
)
(3.18)
− divy(a (ξ · x)∇xw4) + µ0w4 + µ1w3 + µ2w2
− (ξ · x)(µ0w3 + µ1w2 + µ2w1)
]
+ ε5
[− divx(a (ξ · x)∇xw4) + µ1w4 + µ2w3
− (ξ · x)(µ0w4 + µ1w3 + µ2w2)
]
+ ε6
[
µ2w4 − (ξ · x)(µ1w4 + µ2w3)
]
+ ε7
[−(ξ · x)µ2w4].
Note that we omitted the arguments x and y, (y = x/ε), to shorten the notation.
Owing to the regularity of the coefficients in the auxiliary problems (3.5), (3.10), (3.11)
and (3.12), which contribute to the definition of the terms wn, n = 1, . . . , 4 (see (3.8)
and (3.9)), and the fact that replacing y by x/ε in a Y -periodic L2-function originates
a uniformly bounded function of L2(ω), one can conclude that all the coefficients in the
expansion (3.18), except for those involving divy, are bounded in L2(ω), independently of ε.
The terms involving divy will give, after replacing y by x/ε, a sequence uniformly bounded
in H−1(ω).
In view of the continuous embedding L2(ω) ⊂ H−1(ω), we may therefore infer∥∥div(aεβε∇w∗ε ) + µ∗εβεw∗ε∥∥H−1(ω) ≤ Cε3. (3.19)
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Step 2: Construction of a suitable compact and self-adjoint operator. For fixed ε > 0,
consider the linear and bounded operator
Lε : H
−1(ω)→ H10 (ω), f 7→ Lεf = w(ε)f ,
where the function w
(ε)
f is, by the Lax-Milgram theorem, the unique solution of
− div(aεβε∇w) + βεw = f, w ∈ H10 (ω).
The operator Lε is an isomorphism from H
−1(ω) into H10 (ω). Let i denote the compact
embedding
i : H10 (ω)→ H−1(ω), 〈i(u), v〉H−1(ω)×H1
0
(ω) =
∫
ω
uv dx,
and define L˜ε := i ◦Lε. Notice that with this definition L˜ε : H−1(ω)→ H−1(ω) is compact,
but not self-adjoint. We introduce in H−1(ω) the inner product (·, ·)∼ε given by
(f, g)∼ε = (Lεf, Lεg)ε =
(
w
(ε)
f , w
(ε)
g
)
ε
, f, g ∈ H−1(ω),
where (·, ·)ε is defined as follows,
(u, v)ε =
∫
ω
aεβε∇u · ∇v + βεuv dx, u, v ∈ H10 (ω).
The norm induced by (·, ·)ε on H10 (ω) is equivalent to the standard norm in H10 (ω) (with
constants independent of ε and s). By H−1ε (ω) we denote the Hilbert space H
−1(ω) endowed
with the inner product (·, ·)∼ε . Then the operator L˜ε : H−1ε (ω) → H−1ε (ω) is both compact
and self-adjoint. Indeed, for all f, g ∈ H−1ε (ω), one has
(L˜εf, g)
∼
ε =
(
w
(ε)
L˜εf
, w(ε)g
)
ε
=
〈− div(aεβε∇w(ε)L˜εf ) + βεw(ε)L˜εf , w(ε)g 〉H−1(ω)×H10(ω)
=
∫
ω
Lεf w
(ε)
g dx =
∫
ω
w
(ε)
f w
(ε)
g dx.
The right-hand side of the equation above is symmetric in f and g. Hence, we may conclude
the symmetry of the operator L˜ε. Compactness of L˜ε follows from the compactness of i.
Step 3: Applying Lemma 2.1. In view of Step 2, the largest eigenvalue νε of the operator
L˜ε is related to the first eigenvalue µε of (3.3) by νε =
(
βε(µε+1)
)−1
for ε is sufficiently small,
while for the corresponding eigenfunctions fε and wε one finds fε = − div(aεβε∇wε)+βεwε.
Analogous relations hold for all eigenpairs of (3.3) in increasing order and of L˜ε in decreasing
order.
Let f∗ε := − div(aεβε∇w∗ε ) + βεw∗ε and ν∗ε :=
(
βε(µ
∗
ε + 1)
)−1
for ε small enough, where
µ∗ε and w
∗
ε are defined in (3.16). Then, by (3.19) and since the norm || · ||∼ε induced by the
inner product of H−1ε (ω) is equivalent to the standard norm in H
−1(ω),
‖L˜εf∗ε − ν∗ε f∗ε ‖∼ε = ν∗ε‖ div(aεβε∇w∗ε ) + µ∗εβεw∗ε‖∼ε
≤ C‖ div(aεβε∇w∗ε ) + µ∗εβεw∗ε‖H−1(ω) ≤ Cε3.
Classical homogenization guarantees that lim
ε→0
µ(j)ε = µ
(j)
H for all j ∈ N0 with µ(j)H the jth
eigenvalue of (3.5), and since µH is simple, there exists a constant α > 0, independent of
ε, satisfying µ
(1)
ε − µε ≥ α > 0 for all ε small enough (see, for instance, [16, Chapter 11]
and [17, Theorem 2.1]). In particular, this implies
lim
ε→0
νε = (µH + 1)
−1 = lim
ε→0
ν∗ε and νε − ν(1)ε ≥ α > 0
with a constant α > 0, not depending on ε, and ν
(1)
ε denoting the second largest eigenvalue
of L˜ε.
As a consequence, for ε > 0 sufficiently small, Lemma 2.1 yields the estimates
|ν∗ε − νε| ≤ Cε3(‖f∗ε ‖∼ε )−1 and ‖f∗ε − fε‖H−1(ω) ≤ C‖f∗ε − fε‖∼ε ≤ Cε3. (3.20)
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Notice that in deriving (3.20) we took into account that both ‖f∗ε ‖∼ε and (‖f∗ε ‖∼ε )−1 are
uniformly bounded regarding ε. Indeed, (3.16) in conjunction with the properties of wH
entails the existence of constants c, C > 0 such that
0 < c ≤ ‖w∗ε‖ε = ‖f∗ε ‖∼ε ≤ C <∞
for all ε small enough. Arguing that also ν−1ε and (ν
∗
ε )
−1 are uniformly bounded with respect
to ε, we obtain from the first inequality of (3.20) that
|µε − µ∗ε| ≤ Cε3.
On the other hand (wε − w∗ε ) ∈ H1(ω) solves the problem{
− div(aεβε∇w) + βεw = (fε − f∗ε ) in ω,
w = −w∗ε on ∂ω.
Due to the uniform ellipticity of the coefficients with respect to ε (see (3.2) and the definition
of βε), we obtain
‖wε − w∗ε‖H1(ω) ≤ C
(‖fε − f∗ε ‖H−1(ω) + ‖w∗ε‖H1/2(∂ω)) . (3.21)
We claim that
‖w∗ε‖H1/2(∂ω) ≤ Cε1/2. (3.22)
In fact, (3.22) together with (3.20) and (3.21) implies the second estimate of our statement,
concluding its proof.
The proof of the claim above follows along the lines of [10, Chapter 7.2]. For the readers’
convenience, we detail the proof of (3.22) in Appendix B. 
As a consequence of the previous lemma, we obtain the following result.
Proposition 3.3. Under the hypothesis (H1) and if ξ ∈ L∞((0, l);R2), the following con-
vergence holds uniformly in [0, l]:
lim
ε→0
µε − µH
ε2
= qH + qξ ,
with qH and qξ defined in (3.13) and (3.14), respectively. Moreover, wε → wH in L2(Ql) as
ε→ 0, where wε(s, x) = wε(s)(x) for (s, x) ∈ Ql.
The next lemma will provide additional regularity for the eigenfunctions wε(s) with re-
spect to the variable s.
Lemma 3.4. Assume that (H2) is satisfied and let ε > 0 be sufficiently small. Then the
mappings µε : [0, l] → R, s → µε(s) and wε : [0, l] → L2(ω), s 7→ wε(s) are Lipschitz
continuous with Lipschitz constant Cε and C
√
ε, respectively.
Proof. Throughout this proof we fix a sufficiently small ε ∈ (0, 1) and focus on the depen-
dence on s. For the sake of simplicity we will omit some obvious dependences on ε.
For s ∈ [0, l], consider the compact and self-adjoint operator
L(s) : L2(ω)→ L2(ω), f 7→ L(s)f = wf (s),
where wf (s) is the unique solution of
− div(aεβε(s)∇w) = βε(s)f, w ∈ H10 (ω),
to be understood as an element of L2(ω) using the compact embedding H10 (ω) ⊂⊂ L2(ω).
The proof proceeds in three steps.
Step 1: Lipschitz continuity of L. We prove that there exists a constant C > 0 such that
for all s, s¯ ∈ [0, l] and f ∈ L2(ω),
‖L(s)f − L(s¯)f‖L2(ω) ≤ Cε‖f‖L2(ω) |s− s¯|. (3.23)
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Indeed, by the definition of wf (s) one has for s, s¯ ∈ [0, l] that
− div(aεβε(s)∇wf (s)) = βε(s)f,
− div(aεβε(s¯)∇wf (s¯)) = βε(s¯)f.
Subtracting these two equations, testing the result with
(
wf (s)−wf (s¯)
)
and integrating by
parts gives∫
ω
aεβε(s)|∇wf (s)−∇wf (s¯)|2 dx
=
∫
ω
(
βε(s)− βε(s¯)
)[
aε∇wf (s¯) · ∇
(
wf (s¯)− wf (s)
)
+ f
(
wf (s)− wf (s¯)
)]
dx.
Since (see (2.2))
|βε(s)− βε(s¯)| ≤ Cε|ξ(s)− ξ(s¯)| ≤ Cε|s− s¯| for all s, s¯ ∈ [0, l],
as a consequence of the Lipschitz continuity of ξ, and in view of ‖∇wf (s¯)‖L2(ω) ≤ C‖f‖L2(ω)
and the fact that aε is uniformly bounded, one obtains∫
ω
aεβε(s)|∇wf (s)−∇wf (s¯)|2 dx ≤ Cε|s− s¯| ‖wf (s)− wf (s¯)‖H1(ω)‖f‖L2(ω). (3.24)
On the other hand, in view of the uniform lower bound aεβε(s) ≥ c > 0 and Poincare´’s
inequality, we find∫
ω
aεβε(s)|∇wf (s)−∇wf (s¯)|2 dx ≥ c‖wf (s)− wf (s¯)‖2H1(ω),
which, together with (3.24), entails (3.23).
Step 2: Lipschitz continuity of the largest eigenpair of L. For s ∈ [0, l] let ν(s) de-
note the largest eigenvalue of L(s). Notice that ν(s) = (µε(s))
−1. For the corresponding
eigenfunction f(s) we may assume that ‖f(s)‖L2(ω) = 1 and f(s) > 0 in ω.
Step 1 implies for s, s¯ ∈ [0, l] that
‖L(s¯)f(s)− ν(s)f(s)‖L2(ω) = ‖L(s¯)f(s)− L(s)f(s)‖L2(ω) ≤ Cε|s− s¯|. (3.25)
Following Lemma 2.1, there exists an eigenvalue ν¯(s¯) of L(s¯) with |ν(s)− ν¯(s¯)| ≤ Cε|s− s¯|.
If ν(s¯) ≤ ν(s), then ν¯(s¯) ≤ ν(s¯) ≤ ν(s) and thus, |ν(s) − ν(s¯)| ≤ Cε|s − s¯|; if ν(s) ≤ ν(s¯),
the same result follows from exchanging the roles of s and s¯. Consequently, we have for all
s, s¯ ∈ [0, l] that
|ν(s)− ν(s¯)| ≤ Cε|s− s¯|. (3.26)
Let ν(1)(s) represent the second eigenvalue in decreasing order of L(s). In fact, ν(1)(s) =(
µ
(1)
ε (s)
)−1
. We claim that there exists α > 0 such that
d(s) := ν(s) − ν(1)(s) ≥ α (3.27)
for all s ∈ [0, l].
By (3.26), ν is continuous in s, and −ν(1) is lower semicontinuous in s, provided µ(1)ε is.
Thus, if the latter is true, d attains its infimum in [0, l], which is strictly positive, since µε(s)
is simple for every s ∈ [0, l].
It remains to prove the lower semicontinuity of s 7→ µ(1)ε (s). For each s ∈ [0, l], µε(s) and
µ
(1)
ε (s) can be expressed through Rayleigh quotients as
µε(s) =
∫
ω
aεβε(s)|∇wε(s)|2 dx∫
ω βε(s)|wε(s)|2 dx
and µ(1)ε (s) =
∫
ω
aεβε(s)|∇w(1)ε (s)|2 dx∫
ω βε(s)|w
(1)
ε (s)|2 dx
,
respectively. Here, w
(1)
ε (s) ∈ H10 (ω) is an eigenfunction for (3.3) regarding the second
eigenvalue µ
(1)
ε (s) such that
∫
ω
βε(s)|w(1)ε (s)|2 dx = 1 and
∫
ω
βε(s)wε(s)w
(1)
ε (s) dx = 0.
Let {sn}n ⊂ [0, l] and s0 ∈ [0, l] be such that lim
n→∞
sn = s0. Without loss of generality
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we may assume that lim inf
n→∞
µ(1)ε (sn) < ∞. Then {wε(sn)}n and {w(1)ε (sn)}n are uniformly
bounded in H10 (ω). Hence, one can find two subsequences converging both weakly in H
1(ω)
and strongly in L2(ω) to limit functions w0 ∈ H10 (ω) and w(1)0 ∈ H10 (ω), respectively. In
particular, w0 and w
(1)
0 have unitary norms in L
2(ω) and satisfy
∫
ω
w0 w
(1)
0 dx = 0. In view
of the continuity of µε with respect to s, which results from (3.26), the above observations
entail
µε(s0) = lim inf
n→∞
µε(sn) ≥
∫
ω aεβε(s0)|∇w0|2 dx∫
ω βε(s0)|w0|2 dx
≥ µε(s0). (3.28)
Notice that the last inequality follows from the min-max theorem. Consequently, w0 is the
eigenfunction of (3.3) corresponding to µε(s0), i.e. w0 = wε(s0). Similarly to (3.28), we infer
lim inf
n→∞
µ(1)ε (sn) ≥
∫
ω aεβε(s0)|∇w
(1)
0 |2 dx∫
ω
βε(s0)|w(1)0 |2 dx
≥ µ(1)ε (s0),
which finally is the stated lower semicontinuity of µ
(1)
ε in s. Thus, (3.27) is proven.
Let s, s¯ ∈ [0, l] with |s− s¯| < α/C, where C > 0 is the constant in (3.26) and α > 0 is as
in (3.27). Then,
|ν(s)− ν(s¯)| ≤ εα < α. (3.29)
Considering (3.25), by Lemma 2.1 there exists a linear combination f¯ of eigenfunctions of
L(s¯) corresponding to the eigenvalues in [ν(s) − √εα, ν(s) +√εα] such that ‖f¯‖L2(ω) = 1
and
‖f(s)− f¯‖L2(ω) ≤ (2C/α)
√
ε|s− s¯|.
Since the interval above contains no eigenvalues of L(s¯) other than ν(s¯) for ε sufficiently
small (see (3.27) and (3.29)), one finds that f¯ = f(s¯) (we may assume that f¯ > 0). This
proves
‖f(s)− f(s¯)‖L2(ω) ≤ C
√
ε|s− s¯| (3.30)
for all s, s¯ ∈ [0, l] with a constant C > 0, independent of s.
Step 3: Lipschitz continuity of µε and wε. From (3.26) together with the continuity of
s 7→ µε(s) on the compact interval [0, l] and the uniform boundedness of µε regarding ε one
infers, representing by C a constant with respect to s,
|µε(s)− µε(s¯)| ≤ Cε|s− s¯||µε(s)| |µε(s¯)| ≤ Cε|s− s¯|
for all s, s¯ ∈ [0, l]. This proves the stated Lipschitz continuity of µε. Finally, (3.23) and (3.30)
lead to
‖wε(s)− wε(s¯)‖L2(ω) = ‖wf(s)(s)− wf(s¯)(s¯)‖L2(ω) = ‖L(s)f(s)− L(s¯)f(s¯)‖L2(ω)
≤ ‖L(s)f(s)− L(s¯)f(s)‖L2(ω) + ‖L(s¯)(f(s)− f(s¯))‖L2(ω)
≤ Cε|s− s¯|+ C‖f(s)− f(s¯)‖L2(ω) ≤ C
√
ε|s− s¯|
for all s, s¯ ∈ [0, l]. This completes the proof. 
3.1.3. Variational formulation. The asymptotic expansion of the cross section problem (3.3)
(see (3.16) and Lemma 3.2) suggests that, in order to obtain the desired spectral convergence,
one needs to subtract from E˜ε,ε, defined in (3.1), the quadratic term∫
Ql
βε
µH
ε2
|v|2 ds dx.
Precisely, we will consider the functionals Eε : L
2(Ql)→ R with ε > 0 given by
Eε[v] = E˜ε,ε[v]−
∫
Ql
βε
µH
ε2
|v|2 ds dx (3.31)
for v ∈ H10 (Ql) and Eε[v] =∞ otherwise.
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3.2. The torsion-free case. First, we discuss the case without rotation of the cross section
regarding the Tang frame, i.e. τ = 0, which is substantially easier than dealing with non-
vanishing torsion. In fact, it can be treated by using only the expansion of the cross section
problem (see Section 3.1) as opposed to the expansion of the full problem, which is inevitable
when considering twisted waveguides (see Section 3.3).
3.2.1. Γ-convergence of the energies {Eε}ε. The strategy for characterizing the asymptotic
behavior of (2.4)-(2.5b) with δ = ε is to apply Lemma 2.2 to the sequence of functionals
{Eε}ε.
Proposition 3.5. If hypotheses (H1)-(H2) are satisfied and if τ = 0, the sequence {Eε}ε
defined in (3.31) meets the conditions (i) and (ii) of Lemma 2.2 and Γ-converges, with
respect to the strong topology in L2(Ql), as ε→ 0, to the functional E0 given through
E0[v] =


∫ l
0
a¯|ϕ′|2 + (qH + qξ)|ϕ|2 ds, if v(s, x) = wH(x)ϕ(s), (s, x) ∈ Ql, ϕ ∈ H10 (0, l),
+∞, otherwise,
with a¯ =
∫
Y a dy and qH and qξ defined in (3.13) and (3.14), respectively.
Proof. We split the proof into five steps. Step 1 and Step 2 are dedicated to the proof of
conditions (i) and (ii). In Step 3 we characterize the limit of the bounded sequences with
bounded energies. Finally, in Step 4 and Step 5, we prove the Γ-convergence of the sequence
{Eε}ε.
Step 1: Lower bound. Recall that (µε(s), wε(s)) denotes the first normalized eigenpair of
(3.3) for s ∈ [0, l] and ε > 0. Besides, the variational formula for the first eigenvalue entails
the representation
µε(s) = inf
w∈H1
0
(ω),w 6=0
∫
ω
aεβε(s)|∇w|2 dx∫
ω βε(s)|w|2 dx
=
∫
ω
aεβε(s)|∇wε(s)|2 dx, (3.32)
where we used (3.17). From (3.32) one derives for v ∈ H10 (Ql),
Eε[v] ≥ 1
ε2
∫
Ql
aεβε |∇xv|2 − µHβε|v|2 ds dx ≥
∫ l
0
µε − µH
ε2
(∫
ω
βε|v|2 dx
)
ds.
As lim
ε→0
∫
ω
βε(s)|v(s, ·)|2 dx = ‖v(s, ·)‖2L2(ω) uniformly in s, it follows from Proposition 3.3
that ∫ l
0
µε − µH
ε2
∫
ω
βε|v|2 dx ds→
∫ l
0
(qH + qξ) ‖v‖2L2(ω) ds
for ε → 0. Since ξ ∈ W 1,∞((0, l);R2) by (H2), the L∞(0, l)-norm of qξ is bounded, which
guarantees the existence of a constant c > 0 such that Eε[v] ≥ −c‖v‖2L2(Ql) for all v ∈ H10 (Ql)
and all ε sufficiently small.
Step 2: Compactness of sequences with bounded energy. Let {vε}ε be a bounded sequence
in L2(Ql) such that
sup
ε
Eε[vε] ≤ C <∞.
Exploiting the structure of the second summand of E˜ε,ε, in particular the fact that in view
of (3.2) and (2.2), aεβε ≥ c > 0 uniformly in s for ε sufficiently small, yields ‖∇xvε‖L2(Ql) ≤
C < ∞. On the other hand, since aε/βε ≥ c > 0, independently of s and ε, for ε small
enough, we derive from the first term in E˜ε,ε with τ = 0 by using the lower bound of Step 1
that ‖v′ε‖L2(Ql) ≤ C <∞.
Hence, {vε}ε is bounded in H10 (Ql) uniformly with respect to ε and we infer the existence
of a v ∈ H10 (Ql) such that, up to a subsequence, vε ⇀ v in H10 (Ql) and by compact
embedding vε → v in L2(Ql).
Step 3: Separation of variables. We assert that the limit function v is of the form
v(s, x) = wH(x)ϕ(s), (s, x) ∈ Ql, (3.33)
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with ϕ ∈ H10 (0, l). Indeed, if we consider a bounded energy sequence {vε}ε as in Step 2, we
get
0 ≤
∫ l
0
∫
ω
Q∇xv · ∇xv − µH |v|2 dx ds
≤
∫ l
0
lim inf
ε→0
(∫
ω
aε |∇xvε|2 dx
)
ds− lim
ε→0
∫
Ql
µH |vε|2 ds dx
≤ lim inf
ε→0
∫
Ql
aεβε |∇xvε|2 − µHβε|vε|2 ds dx ≤ lim
ε→0
Cε2 = 0. (3.34)
The first inequality is a consequence of µH being the first eigenvalue of (3.5), and the
second estimate follows from a classical homogenization result that guarantees, for almost
every s ∈ (0, l), the Γ-convergence of the functional
∫
ω
aε|∇xv|2 dx to
∫
ω
Q∇xv · ∇xv dx
with Q defined in (3.6) (see for instance [16, Chapter 5]) .
Since the left- and right-hand side of (3.34) coincide, all the inequalities turn into equal-
ities and v satisfies ∫ l
0
∫
ω
Q∇xv · ∇xv − µH |v|2 dx ds = 0. (3.35)
Accounting for the Rayleigh quotient representation of µH , we find that
s 7→
∫
ω
Q∇xv(s, x) · ∇xv(s, x) − µH |v(s, x)|2 dx
is non-negative. Therefore, due to (3.35) this function vanishes almost everywhere in [0, l].
Using the minimum formula for µH entails the existence of a function ϕ : [0, l] → R such
that v(s, x) = wH(x)ϕ(s) for almost all (s, x) ∈ Ql. We know that v ∈ H10 (Ql) and
wH ∈ C∞(ω¯) ∩H10 (ω). Thus, ϕ ∈ H10 (0, l).
Step 4: Liminf-inequality. Let vε → v in L2(Ql) and assume without loss of generality
that limε→0Eε[vε] = lim infε→0Eε[vε] <∞. By Steps 2 and 3, {vε}ε ⊂ H10 (Ql) is uniformly
bounded in H10 (Ql) and v is of the form (3.33). We define for every ε > 0 the auxiliary
function zε = vε − v = vε − wHϕ. Notice that by construction ‖zε‖H1
0
(Ql) ≤ C for all ε > 0
and zε → 0 in L2(Ql). Together with Step 1 it follows that
lim
ε→0
Eε[vε] ≥ lim inf
ε→0
∫
Ql
aε
βε
|v′ε|2 ds dx+
∫ l
0
(qH + qξ)‖v‖2L2(ω) ds
= lim inf
ε→0
∫
Ql
aε |wHϕ′ + z′ε|2 ds dx+
∫ l
0
(qH + qξ)‖wH‖2L2(ω)|ϕ|2 ds
= lim inf
ε→0
(∫
ω
aε |wH |2 dx
)(∫ l
0
|ϕ′|2 ds
)
+
∫
Ql
aε |z′ε|2 ds dx
+ 2
∫
Ql
(aεz
′
ε) (wHϕ
′) ds dx+
∫ l
0
(qH + qξ)|ϕ|2 ds
≥ a¯
∫ l
0
|ϕ′|2 ds+
∫ l
0
(qH + qξ)|ϕ|2 ds = E0[v].
In the estimate above we used βε → 1 uniformly in Ql, ‖wH‖L2(ω) = 1, aε ∗⇀ a¯ in L∞(ω)
and, since aε does not depend on s, aεz
′
ε ⇀ 0 in L
2(Ql) for ε → 0. Indeed, from the
uniform boundedness of {aεz′ε}ε in L2(Ql) we infer that, after passing to a subsequence,
aεz
′
ε ⇀ z0 in L
2(Ql) for some z0 ∈ L2(Ql). On the other hand, aεzε ⇀ 0 in L2(Ql) yields
aεz
′
ε = (aεzε)
′ ⇀ 0 in H−1(Ql). Hence, a comparison of the limits gives z0 = 0 and we may
conclude weak convergence of the full sequence {aεz′ε}ε.
Step 5: Recovery sequence. Let v ∈ L2(Ql) be of the form v = wHϕ with ϕ ∈ H10 (0, l).
We define the sequence {vε}ε ⊂ H10 (Ql) by setting
vε(s, x) = wε(s, x)ϕ(s), (s, x) ∈ Ql,
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where for each s ∈ [0, l] and ε > 0, wε(s, ·) is the first eigenfunction of (3.3). By construction,
Proposition 3.3 implies vε → v in L2(Ql).
From Lemma 3.4 we have that s 7→ wε(s) is a Lipschitz continuous function from [0, l]
into L2(ω), with Lipschitz constant C
√
ε. Then, wε(s) is almost everywhere differentiable
in s and ‖w′ε(s)‖L2(ω) ≤ C
√
ε for all s ∈ [0, l]. Consequently, as ε→ 0,∫
Ql
|w′ε(s, x)|2 ds dx→ 0. (3.36)
Since wε → wH in L2(Ql) by Proposition 3.3, and aε ∗⇀ a¯ in L∞(ω) and therefore also in
L∞(Ql), we obtain together with (3.36) that
lim sup
ε→0
∫
Ql
aε|v′ε|2 ds dx = lim sup
ε→0
∫
Ql
aε|wε|2 |ϕ′|2 ds dx
= a¯‖wH‖2L2(ω)
∫ l
0
|ϕ′|2 ds = a¯
∫ l
0
|ϕ′|2 ds.
Then, using again Proposition 3.3, in combination with βε → 1 uniformly in Ql and (3.17),
gives
lim sup
ε→0
Eε[vε] = lim sup
ε→0
∫
Ql
aε
βε
|v′ε|2 ds dx
+ lim sup
ε→0
1
ε2
∫ l
0
(∫
ω
aεβε|∇xwε|2 − µHβε|wε|2 dx
)
|ϕ|2 ds
= lim sup
ε→0
∫
Ql
aε |v′ε|2 ds dx+
∫ l
0
lim sup
ε→0
µε − µH
ε2
(∫
ω
βε|wε|2 dx
)
|ϕ|2 ds
= a¯
∫ l
0
|ϕ′|2 ds+
∫ l
0
(qH + qξ) |ϕ|2 ds = E0[v],
which shows the required limsup-inequality and concludes the proof of Proposition 3.5. 
3.2.2. Statement and proof of the main result. Finally, we can formulate our main theorem
capturing the full asymptotics of (2.4)-(2.5b) for δ = ε under the assumption of vanishing
torsion. For this purpose, we recall that (µH , wH) is the first eigenpair of the homogenized
cross section problem (3.5) and set (η
(j)
P , ϕ
(j)
P ) to be the jth eigenpair of the Sturm-Liouville
eigenvalue problem
−a¯ϕ′′ + qϕ = ηϕ, ϕ ∈ H10 (0, l),
where q = qH + qξ with qH and qξ defined in (3.13) and (3.14), respectively.
Theorem 3.6. Suppose that the hypotheses (H1)-(H2) are satisfied and that τ = 0. For
j ∈ N0, let {(λ(j)ε , u(j)ε )}ε be a sequence of jth eigenpairs for the spectral problem (2.4)-(2.5b)
with δ = ε. Then, for every ε > 0 one has
λ(j)ε =
µH
ε2
+ η(j)ε , where lim
ε→0
η(j)ε = η
(j)
P ,
and the sequence of eigenfunctions {u(j)ε }ε converges, up to a subsequence, in the following
sense:
u(j)ε ◦ ψε = v(j)ε −→ v(j) := wH ϕ(j)P in L2(Ql) as ε→ 0.
Here, ψε is the parameter transformation introduced in (2.1).
Conversely, any such v(j) is the L2(Ql)-limit of a sequence {u(j)ε ◦ ψε}ε with u(j)ε an
eigenfunction of (2.4)-(2.5b) corresponding to the eigenvalue λ
(j)
ε .
Proof. To conclude we simply need to join the previous results of Sections 3.2.1 and 2.5
together. In fact, Proposition 3.5 allows us to apply Lemma 2.2 to {Eε}ε with Hε = L2(Ql)
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endowed with the inner product (u, v)ε :=
∫
Ql
βεuv dx for u, v ∈ L2(Ql). We recall that βε
given by (2.2) converges uniformly to 1. As a consequence, the eigenpairs of
Bε := Aε,ε − µHε−2
(see (2.5b) for the definition of Aε,ε) converge to those of a limit operator B0. Owing to the
structure of the Γ-limit functional E0 in Proposition 3.5 the operator B0 : L2(Ql)→ L2(Ql)
is given through
B0v = (−a¯ϕ′′ + qϕ)wH , v ∈ D(B0),
with D(B0) = {v ∈ L2(Ql) : v = wHϕ, ϕ ∈ H10 (0, l)}. Thus, the proof of Theorem 3.6 is
complete. 
3.3. The general case with torsion. If the cross section rotates relatively to the classical
Tang frame, i.e. τ 6= 0, an expansion of the full eigenvalue problem (see (2.4)-(2.5a) with
δ = ε)
Aε,εvε = λεβεvε, vε ∈ H10 (Ql), (3.37)
is necessary to capture its asymptotic behavior as ε tends to zero.
Performing an asymptotic expansion of (3.37) with the ansatz
v∗ε (s, x) = v0(s, x, y) + εv1(s, x, y) + ε
2v2(s, x, y) + ε
3v3(s, x, y) + ε
4v4(s, x, y), y = x/ε,
λ∗ε(s) = ε
−2λ−2 + ε
−1λ−1 + ελ0, (3.38)
βε(s, x) = 1− ε(ξ(s) · x), β−1ε (s, x) = 1 + ε(ξ(s) · x) + ε2(ξ(s) · x)2 + . . . .
entails
λ−2 = µH , λ−1 = 0, λ0 = ηP .
Generalizing the definition in Section 3.2.2, we denote by (ηP , ϕP ) the first eigenpair of the
Sturm-Liouville problem
−a¯ϕ′′ + qϕ = ηϕ, ϕ ∈ H10 (0, l), (3.39)
with the potential
q = qτ + qH + qξ, (3.40)
where qH , qξ are defined in (3.13), (3.14), respectively, and
qτ (s) := τ(s)
2Tijkl
(∫
ω
(Rx)i∂
x
j wH(x)(Rx)k∂
x
l wH(x) dx
)
, s ∈ [0, l].
For i, j, k, l ∈ {1, 2},
Tijkl := Qijδkl +
∫
Y
a∂yl ϑijk dy,
where ϑ = (ϑijk) ∈ H1#(Y ;R8) has mean value zero with respect to the unit cell and solves
− divy(a∇yϑijk) = ∂yk (a∂yj φi) + δij∂yka.
Making use of the expansion for the cross section problem in Section 3.1.1, we determine
the coefficients of the eigenmodes as
v0(s, x, y) = w0(s, x, y)ϕP (s) = wH(x)ϕP (s),
v1(s, x, y) = w1(s, x, y)ϕP (s),
v2(s, x, y) = w2(s, x, y)ϕP (s) + v¯2(s, x),
v3(s, x, y) = w3(s, x, y)ϕP (s) + v¯3(s, x).
Here,
v¯3(s, x) = τ(s)
2ϑijk(y)(Rx)j(Rx)k∂
x
i wH(x)ϕP (s)
+ τ(s)φi(y)(Rx)iwH(x)ϕ
′
P (s) + φi(y)∂
x
i v¯2(s, x),
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and v¯2(s, x) = w¯21(s, x)ϕP (s) + w¯22(s, x)ϕ
′
P (s). For fixed s ∈ [0, l] the functions w¯21(s, ·)
and w¯22(s, ·) are orthogonal to wH regarding the L2(ω)-inner product and solve
−Qij∂xijw¯21 − µHw¯21 = qτwH + τ2Tijkl(Rx)k(Rx)j∂xilwH + τ ′Qij(Rx)j∂xi wH
and
−Qij∂xijw¯22 − µHw¯22 = 2τQij(Rx)j∂xi wH
in H10 (ω), respectively. The coefficient of order four in (3.38) takes the form v4 = w4ϕP + v¯4.
We give the explicit expressions of w4 and v¯4 in Appendix A.1 and A.2.
Based on the results of the full asymptotic expansion above, we conjecture that the
statement of Theorem 3.6 for the case without torsion remains true if q is given by (3.40)
and (η
(j)
P , ϕ
(j)
P ) is the jth eigenpair of (3.39). At this point, however, a rigorous argument is
still missing. The difficulties lie in the proof of the lower bound for a Γ-convergence result
in the spirit of Proposition 3.5, and are due to a lack of appropriate compactness.
Remark 3.7. Considering a tube with homogeneous cross section, i.e. a ≡ 1, the formulas
for the potential q = qτ + qH + qξ simplify to
qH = 0, qξ = −1
4
|ξ|2, qτ = τ2
∫
ω
|∇wH · Rx|2 dx.
This is in agreement with [6].
4. Waveguides with an inhomogeneous cross section
This section covers the regime ε = 1, so that for δ > 0 the energy functional (2.3) reads
E˜1,δ[v] =
∫
Ql
a
βδ
|v′ + τ(∇xv ·Rx)|2 + aβδ
δ2
|∇xv|2 ds dx,
with a ∈ L∞(ω) such that a(x) ≥ c > 0 for almost every x ∈ ω.
4.1. Asymptotic analysis of the cross section eigenvalue problem. In analogy to
Section 3, we start by studying the cross section problem
− div(aβδ(s)∇w) = µβδ(s)w, w ∈ H10 (ω), (4.1)
for s ∈ [0, l], the first (normalized) eigenpair of which is denoted by (µδ(s), wδ(s)). Due to
the lack of a fast variable there is no need for a two-scale ansatz when emulating the formal
computations of the previous section. A simple one-scale asymptotic expansion of (4.1) up
to second order yields
µ∗δ(s) = µ0(s) + δµ1(s) + δ
2µ2(s) = µC + δ(b · ξ(s)) + δ2qc(s),
w∗δ (s, x) = w0(s, x) + δw1(s, x) + δ
2w2(s, x) (4.2)
= wC(x) + δwˆ(x) · ξ(s) + δ2w¯(x)ξ(s) · ξ(s), (s, x) ∈ Ql.
Let us now explain the quantities involved. By (µC , wC) we denote the first eigenpair of the
cross section problem
− div(a∇v) = µv, v ∈ H10 (ω), (4.3)
We assume that wC is normalized, i.e.
∫
Ql
w2C dx = 1. While ξ was defined in (2.2), the
vector b represents
b :=
∫
ω
a∇wCwC dx, (4.4)
and wˆ ∈ H10 (ω;R2) solves
− div(a∇wˆ)− µCwˆ = −a∇wC + bwC , wˆ ∈ H10 (ω;R2),
with its components orthogonal to wC in L
2(ω). The second-order term qc has the form
qc(s) = Bξ(s) · ξ(s) with B =
∫
ω
a
(
(∇wˆ)T +∇wC ⊗ x
)
wC dx. (4.5)
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For w2 one finds w2 = w¯ξ · ξ, where w¯ ∈ H10 (ω;R2×2) is the solution of
− div(a∇w¯)− µCw¯ = −a
(
(∇wˆ)T +∇wC ⊗ x
)
+ b⊗ wˆ +BwC , w ∈ H10 (ω),
satisfying
∫
ω w¯wC dx = 0.
The asymptotic behavior of (4.1) is made rigorous in the following analog of Proposi-
tion 3.3.
Proposition 4.1. The following convergence holds uniformly in [0, l]:
lim
δ→0
µδ(s)−
(
µC + δ(b · ξ(s))
)
δ2
= qc(s),
with qc defined in (4.5). Moreover, wδ → wC in H10 (Ql) as δ → 0, where wδ(s, x) = wδ(s)(x)
for (s, x) ∈ Ql.
Proof. Since the arguments are similar, and even simpler, to the ones of Proposition 3.3, we
give only a sketch of the proof pointing out the differences.
Plugging µ∗δ and w
∗
δ of (4.2) into (4.1), we obtain (here again, we skip the explicit s-
dependence) that
div(aβδ∇w∗δ ) + µ∗δβδw∗δ = δ3
[− div(a(ξ · x)w2) + µ2w1 + µ1w2
− (ξ · x)(µ1w1 + µ2w0 + µ0w2)
]
+ δ4
[
µ2w2 − (ξ · x)(µ2w1 + µ1w2)
]
+ δ5
[−(ξ · x)µ2w2].
The terms on the right-hand side are all bounded in H−1(ω), so that we find
‖ div(aβδ∇w∗δ ) + µ∗δβδw∗δ‖H−1(ω) ≤ Cδ3.
Following the arguments of Lemma 3.2 yields the estimates
|µ∗δ − µδ| ≤ Cδ3 and ‖w∗δ − wδ‖H1
0
(ω) ≤ Cδ3 (4.6)
for δ > 0 sufficiently small. Indeed, compared with (3.21) and (3.22), we get an even better
bound on w∗δ − wδ, since w∗δ = 0 on ∂ω. For fixed, small δ > 0, Lipschitz continuity
of s 7→ µδ(s) and s 7→ wδ(s) with vanishing Lipschitz constants as δ → 0 can be shown
following the proof of Lemma 3.4. Hence, the proposition is proven. 
Depending on the behavior of the coefficient of order δ in the expansion of µδ, that is
(b·ξ) (see (4.4) for the definition of b), one has to distinguish between two different scenarios,
namely propagation and localization.
4.2. Propagation. The following theorem provides a sufficient condition for propagation
through our tube-shaped waveguide. In the sequel, let (η
(j)
P , ϕ
(j)
P ) denote the eigenpair of
order j for
−rϕ′′ + qϕ = ηϕ, ϕ ∈ H10 (0, l),
where r =
∫
ω
aw2C dx and q = qτ + qc with
qτ (s) = τ(s)
2
∫
ω
a|∇wC · Rx|2 dx− τ ′(s)
∫
ω
a(∇wC ·Rx)wC dx, s ∈ [0, l],
and qc defined in (4.5). Recall that (µC , wC) is the first eigenpair of the cross section
problem (4.3).
Theorem 4.2. Let b be given by (4.4) and suppose that (b · ξ) is constant. For j ∈ N0,
let {(λ(j)δ , u(j)δ )}δ be the sequence of jth eigenpairs for the spectral problem (2.4)-(2.5a) with
ε = 1. Then, for every δ > 0 one has
λ
(j)
δ =
µC
δ2
+
(b · ξ)
δ
+ η
(j)
δ , where limδ→0
η
(j)
δ = η
(j)
P ,
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and the sequence of eigenfunctions {u(j)δ }δ converges, up to a subsequence, in the following
sense:
u
(j)
δ ◦ ψδ = v(j)δ −→ v(j) := wC ϕ(j)P in L2(Ql) as δ → 0.
Here, ψδ is the parameter transformation introduced in (2.1).
Conversely, any such v(j) is the L2(Ql)-limit of a sequence {u(j)δ ◦ ψδ}δ with u(j)δ an
eigenfunction of (2.4)-(2.5a) corresponding to the eigenvalue λ
(j)
δ .
Proof. With Proposition 4.1 at hand the proof follows along the lines of that for Theorem 3.6,
making use of Lemma 2.2. In particular, with Eδ, E0 : L
2(Ql)→ R given by
Eδ[v] = E˜1,δ[v]−
∫
Ql
βδ
(µC + δ(b · ξ))
δ2
|v|2 ds dx
(see (2.3) for the definition of E˜1,δ) and
E0[v] =


∫ l
0
r |ϕ′|2 + q|ϕ|2 ds, if v(s, x) = wC(x)ϕ(s), (s, x) ∈ Ql, ϕ ∈ H10 (0, l),
+∞, otherwise,
it can be shown that Γ-lim
δ→0
Eδ = E0 in the strong topology of L
2(Ql). 
Remark 4.3. a) Notice that if a ≡ 1, we recover the results of [6]. In this case, b =∫
ω a∇wCwC dx vanishes identically, so that the propagation condition is fulfilled with con-
stant zero.
b) If a is not constant, the propagation criterion is closely related to symmetry properties
of the cross section. To see this, let J ∈ O(2) such that rank(J − I) = 2. If Jω = ω and
a(Jx) = a(x) for x ∈ ω, the symmetry relation carries over to wC , and a change of variables
gives b = Jb, which implies b = 0.
As an example, point symmetry of a and ω regarding the origin corresponds to setting
J = −I. Hence, for a waveguide with this type of symmetry the propagation condition is
satisfied regardless of its curvature and torsion.
4.3. Localization of eigenmodes. This section addresses the situation when the propaga-
tion condition is violated, meaning that (b·ξ) is not constant. We observe that localization of
eigenmodes takes place around global minimizers of the function h : s 7→ (b · ξ(s)). Whether
these minimum points lie in the interior of (0, l) or are attained at the endpoints has an
influence on the reduced limit problem.
For technical reasons we need to require higher regularity of the function ξ in the following,
precisely ξ ∈ C2([0, l];R2) or ξ ∈ C1([0, l];R2) as the case may be.
4.3.1. Localization at a single interior point. Let us assume first that s0 ∈ (0, l) is a global
minimizer for h.
The methods used in this paragraph are inspired by those of [7], where a localization
result for homogeneous waveguides with Robin boundary conditions is proven. Moreover,
localization effects were observed for waveguides with varying cross section (see [14, 15] for
a study based on operator techniques).
Notice that in the asymptotic expansion (4.2) of the cross section problem (4.1) the δ-
order term of the eigenvalue µδ, which is (b · ξ(s)), now depends on s. Thus, a reasoning as
in Section 4.2 cannot be expected to give a satisfactory result. In fact, (4.2) indicates that
an appropriate refinement of the scales is needed.
To this end, we use Taylor expansion to develop h = (b · ξ) around its unique global
minimum point s0. Since h
′(s0) = 0 and h
′′(s0) > 0, we get
h(s) = h(s0) +
1
2
h′′(s˜)(s− s0)2, s ∈ [0, l], (4.7)
with s˜ ∈ (s0, s) if s > s0 and s˜ ∈ (s, s0) if s < s0. Then, there exists a constant K > 0 with
K(s− s0)2 ≤ h(s)− h(s0) ≤ 1
K
(s− s0)2. (4.8)
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Notice that the energy functional
E∗δ [v] = E˜1,δ[v]−
∫
Ql
βδ
(µC + δh(s0))
δ2
|v|2 ds dx
yields qualitative information regarding the concentration behavior of the system around
s0. Let {vδ}δ ⊂ L2(Ql) be such that ‖vδ‖L2(Ql) ≤ C and E∗δ [vδ] ≤ C for all δ > 0 with a
constant C > 0. In view of (4.8) and the lower bound∫
Ql
µδ − (µC + δh)
δ2
|v|2 ds dx ≥ −c‖v‖2L2(Ql),
which in turn is a consequence of Proposition 4.1 in combination with (4.8), we find that
Cδ2 ≥ δ2E∗δ [vδ] ≥
∫
Ql
aβδ|∇vδ|2 − βδ(µC + δh)|vδ|2 + δβδK(s− s0)2|vδ|2 ds dx
≥ −cδ2‖vδ‖2L2(Ql) + δK
∫
Ql
βδ(s− s0)2|vδ|2 ds dx.
Using the uniform bound on the L2-norm of {vδ}δ, one obtains the estimate∫
Ql
βδ(s− s0)2|vδ|2 ds dx ≤ cδ.
Due to the uniform convergence of βδ to 1 this leads to∫
Ql
(s− s0)2v2δ ds dx→ 0
as δ → 0, which implies that {v2δ}δ converges weakly, up to a subsequence, to a measure
supported in {s0} × ω. Considering a sequence {vδ}δ as above, but with L2-norm bounded
away from zero, for instance ‖vδ‖L2(Ql) = 1, this shows that a concentration effect around s0
is produced. To obtain maximal quantitative information about the behavior of the system
locally around s0, we have to use a blow-up argument and an appropriately rescaled version
of {E∗δ }δ.
Following [6, Remark 4.3], we perform a change of variables by replacing s ∈ [0, l] with
t = δ−1/4(s− s0), t ∈ Iδ := δ−1/4[−s0, l − s0], (4.9)
and we set
z(t, x) = δ1/8v(δ1/4t+ s0, x) = δ
1/8v(s, x), t ∈ Iδ, s ∈ [0, l], x ∈ ω. (4.10)
This definition of z preserves the L2-norm, i.e. ‖z‖L2(Iδ×ω) = ‖v‖L2(Ql). In our notation,
the quantities transformed according to (4.9) are marked with bars. For instance, we use
β¯δ(t) = βδ(s), ξ¯(t) = ξ(s), θ¯(t) = θ(s) and h¯(t) = h(s). Notice that due to (4.9), also ξ¯, θ¯
and h¯ depend on δ.
Then the rescaled cross section problem for fixed t ∈ Iδ reads
− div(aβ¯δ(t)∇w¯) = µ¯β¯δ(t)w¯, w¯ ∈ H10 (ω). (4.11)
For the first eigenpair (µ¯δ(t), w¯δ(t)), one has µ¯δ(t) = µδ(s) and w¯δ(t) = wδ(s) for t and
s selected as in (4.9) recalling that (µδ(s), wδ(s)) is the first eigenpair of (4.1). As in
Sections 3.1 and 4.1 a detailed analysis of the cross section problem, in particular of its
behavior as δ tends to 0 is essential.
Lemma 4.4. There exists a constant c > 0 such that
µ¯δ(t)− (µC + δh(s0))
δ3/2
≥ Kt2 − cδ1/2 (4.12)
for all δ > 0 and t ∈ Iδ. For any I ⊂ R compact, the following convergence holds uniformly
in I:
lim
δ→0
µ¯δ(t)− (µC + δh(s0))
δ3/2
= q(t),
with q(t) := 12h
′′(s0)t
2 for t ∈ R. Moreover, w¯δ → wC in H1(I × ω) as δ → 0, where
w¯(t, x) = w¯(t)(x) for (t, x) ∈ I × ω.
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Proof. The estimate (4.12) for δ > 0 and t ∈ Iδ follows from
µ¯δ(t)− (µC + δh(s0)) =
(
µδ(s)− µC − δh(s)
)
+ δ(h(s)− h(s0))
≥ −cδ2 + δK(s− s0)2 = −cδ2 + δ3/2Kt2,
where we used (4.6), (4.8) and (4.9). Now let t ∈ I. Then, by (4.7), Proposition 4.1 and the
regularity of ξ,∣∣∣ µ¯δ(t)− (µC + δh(s0))
δ3/2
− q(t)
∣∣∣ ≤ ∣∣∣µδ(s)− (µC + δh(s))
δ3/2
∣∣∣+ 1
2
∣∣∣h′′(s˜) (s− s0)2
δ1/2
− h′′(s0)t2
∣∣∣
≤ Cδ1/2 + t
2
2
|h′′(s˜)− h′′(s0)|
with s = δ1/4t+ s0 and s˜ between s and s0. The uniform continuity of h
′′ on [0, l] together
with |s˜− s0| ≤ δ1/4t ≤ Cδ1/4 implies the second part of the assertion.
To prove convergence of the first eigenfunctions of (4.11), we use
lim
δ→0
‖w¯δ(t)− wC‖H1
0
(ω) = 0,
which holds uniformly in I and is an immediate consequence of Proposition 4.1, in conjunc-
tion with the Lipschitz continuity of the map t 7→ w¯δ(t) with Lipschitz constant Cδ3/4. The
latter follows from Lemma 3.4 accounting for (4.9). 
In the following, we identify H10 (Iδ ×ω)-functions with elements in H1(R×ω) through a
trivial extension by zero, and we define for an open set U ⊂ R and p ≥ 1,
L2(U ; tp dt) :=
{
φ : U → R measurable :
∫
R
|t|p|φ(t)|2 dt <∞
}
. (4.13)
The next theorem gives the spectral asymptotics of (2.4)-(2.5a) within the setting of this
paragraph, showing effective harmonic oscillations in the neighborhood of the unique min-
imum point of h. Let (η
(j)
L , φ
(j)
L ) be the jth eigenpair of the one-dimensional harmonic
oscillator defined by
−rφ¨+ qφ = ηφ, φ ∈ H1(R) ∩ L2(R; t2 dt), (4.14)
which is to be understood in the weak sense (see [12, Chapter VIII, Section 7.4]). Here,
r =
∫
ω aw
2
C dx and q(t) =
1
2h
′′(s0)t
2 for t ∈ R. Note that ˙(·) = ddt .
Theorem 4.5. Suppose that ξ ∈ C2([0, l];R2) and h attains its global minimum at the
unique point s0 ∈ (0, l). For j ∈ N0, let {(λ(j)δ , u(j)δ )}δ be a sequence of jth eigenpairs for
the spectral problem (2.4)-(2.5a) with ε = 1. Then, for every δ > 0 one has
λ
(j)
δ =
µC
δ2
+
h(s0)
δ
+
η
(j)
δ
δ1/2
, where lim
δ→0
η
(j)
δ = η
(j)
L ,
and the sequence of eigenfunctions {u(j)δ }δ converges, up to a subsequence, in the following
sense:
δ1/8u
(j)
δ ◦ ψδ ◦ ςδ,s0 = z(j)δ −→ z(j) := wC φ(j)L in L2(R× ω) as δ → 0.
Here, ψδ is defined in (2.1) and ςδ,s0 : Iδ × ω → Ql is the change of variables defined by
ςδ,s0(t, x) = (δ
1/4t+ s0, x).
Conversely, any such z(j) is the L2(R × ω)-limit of a sequence {δ1/8u(j)δ ◦ ψδ ◦ ςδ,s0}δ,
where u
(j)
δ is an eigenfunction of (2.4)-(2.5a) with ε = 1 corresponding to the eigenvalue
λ
(j)
δ .
Proof. Consider for δ > 0 the functionals Eδ : L
2(Ql)→ R given by
Eδ[v] = E˜1,δ[v]−
∫
Ql
βδ
(µC + δh(s0))
δ2
|v|2 ds dx (4.15)
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for v ∈ H10 (Ql) and Eδ[v] = +∞, otherwise. Using the change of variables (4.9) and (4.10),
we may define a new family of rescaled functionals {E¯δ}δ by setting
E¯δ[z] = δ
1/2Eδ[v]
for δ > 0. Precisely, this yields that E¯δ : L
2(R× ω)→ R is finite for z ∈ H10 (Iδ × ω) with
E¯δ[z] =
∫
Iδ×ω
a
β¯δ
|z˙ + δ1/4τ¯ (∇xz ·Rx)|2 + β¯δ
δ3/2
(
a|∇xz|2 − (µC + δh(s0))|z|2
)
dt dx.
The motivation for choosing δ1/2 as the scaling factor for Eδ results from the need of bal-
ancing terms in order to obtain control over the cross section part of E¯δ (see Lemma 4.4).
Let E¯0 : L
2(R× ω)→ R be given through
E¯0[z] =


∫
R
r|φ˙|2 + q|φ|2 dt, if z(t, x) = wC(x)φ(t), (t, x) ∈ R× ω,
φ ∈ H1(R) ∩ L2(R; t2 dt),
+∞, otherwise.
The proof will proceed in two steps. In the first step we establish that {E¯δ}δ satisfies
the conditions of Lemma 2.2, while in the second we apply the latter to obtain the stated
asymptotic behavior of the spectrum.
Step 1: Verifying conditions (i)-(iii) of Lemma 2.2 for {E¯δ}δ. The proof of the Γ-
convergence result
Γ- lim
δ→0
E¯δ = E¯0 (4.16)
with respect to the strong topology of L2(R × ω) is mostly analogous to that of Proposi-
tion 3.5, which implies (iii) and, at the same time, also (i). When proving compactness
of bounded energy sequences, i.e. (ii), however, a finer argument inspired by [7, Proof of
Proposition 4.4] is necessary.
Let {zδ}δ be a bounded sequence in L2(R× ω) such that supδ>0 E¯δ[zδ] ≤ C <∞. Then,
zδ ∈ H10 (Iδ × ω) and ‖zδ‖H1(R×ω) ≤ C for all δ > 0, so that we can extract a subsequence
of {zδ}δ satisfying
zδ ⇀ z in H
1(R× ω) (4.17)
for some z ∈ H1(R × ω) as δ → 0. Since the Rellich-Krondrachov theorem is not valid in
unbounded domains, in order to derive strong L2-convergence of {zδ}δ we argue as follows.
The lower bound (4.12) of Lemma 4.4 implies that
E¯δ[z] ≥
∫
Iδ×ω
β¯δ(Kt
2 − cδ1/2)|z|2 dt dx
for any z ∈ H10 (Iδ × ω), so that, for all δ > 0,∫
R×ω
t2|zδ|2 dt dx ≤ C (4.18)
with C > 0 independent of δ. For given ε > 0, let ρ > 0 be such that C/ρ2 < ε/5 with the
constant C as in (4.18) and
∫
{|t|≥ρ}×ω |z|2 dt dx < ε/5. Then, for δ sufficiently small,
‖zδ − z‖2L2(R×ω) ≤
∫
{|t|<ρ}×ω
|zδ − z|2 dt dx+ 2
∫
{|t|≥ρ}×ω
|zδ|2 dt dx+ 2ε/5 < ε.
Indeed, in view of (4.17), applying the Rellich-Krondrachov theorem to the first term yields
the existence of a δ0 > 0 such that
∫
{|t|<ρ}×ω |zδ − z|2 dt dx < ε/5 for all δ < δ0. For the
second term we used (4.18) to derive∫
{|t|≥ρ}×ω
|zδ|2 dt dx ≤ 1
ρ2
∫
{|t|≥ρ}×ω
t2|zδ|2 dt dx ≤ C
ρ2
< ε/5.
Since ε > 0 was arbitrary, zδ → z in L2(R×ω) for δ → 0. Besides, the lower semicontinuity of
the L2-norm in conjunction with (4.18) entails that ‖z‖L2(ω) ∈ L2(R; t2 dt). This concludes
the proof of compactness for bounded energy sequences.
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Step 2: Applying Lemma 2.2 to {E¯δ}δ. For this purpose, we define operators B¯δ : L2(R×
ω)→ L2(R× ω) with D(B¯δ) = H10 (Iδ × ω) such that
E¯δ[z] = (B¯δz, z)L2(Iδ×ω), z ∈ D(B¯δ).
Then, as δ tends to zero, Lemma 2.2 implies convergence of eigenpairs of B¯δ to those of the
limit operator B¯0, which, in view of (4.16), reads B¯0 : L2(R× ω)→ L2(R× ω),
B¯0z = (−rφ¨ + qφ)wC , z ∈ D(B¯0),
with D(B¯0) = {z ∈ L2(R×ω) : z = wCφ, φ ∈ H1(R)∩L2(R; t2 dt)}. The proof is concluded
by the observation that (σδ, zδ) is an eigenpair for B¯δ if and only if (δ−1/2σδ, vδ) is an
eigenpair for Bδ := A1,δ − µCδ−2− h(s0)δ−1 (see (2.5a) for the definition of A1,δ), and zδ is
related with vδ through (4.10), i.e. zδ = δ
1/8vδ ◦ ςδ,s0 . 
4.3.2. Localization at multiple interior points. Next we deal with the case of h = (b · ξ)
having a global minimum in (0, l) attained at exactly two distinct points in (0, l). The
results of this paragraph can be easily generalized to the situation where h has an arbitrary
finite number of global minimizers.
Let s1, s2 ∈ (0, l) with s1 < s2 be two minimum points of h such that h(s1) = h(s2) =: h0,
h′(s1) = h
′(s2) = 0 and h
′′(s1), h
′′(s2) > 0. In view of the smooth two-well structure of h
there is a constant K > 0 such that
Kmin{(s− s1)2, (s− s2)2} ≤ h(s)− h0 ≤ 1
K
min{(s− s1)2, (s− s2)2}
for all s ∈ [0, l]. Using Taylor expansion around the points s1 and s2 one finds the following
two representations of h,
h(s) = h0 +
1
2
h′′(s˜1)(s− s1)2 and h(s) = h0 + 1
2
h′′(s˜2)(s− s2)2, s ∈ [0, l],
with s˜i ∈ (si, s) if s > si and s˜i ∈ (s, si) if s < si, i = 1, 2.
In this case we have to deal with concentration in both points s1 and s2 and localize
around each of them. Considering the family of rescaled functionals {δ1/2Eδ}δ (see (4.15)
for the definition of Eδ), the strategy is to split [0, l] into two intervals J
1 = [0, sˆ] and
J2 = [sˆ, l] with s1 < sˆ < s2, and to proceed with appropriate changes of variables in each of
them, namely
t = δ−1/4(s− s1), t ∈ I1δ =: [l1δ , lˆ 1δ ], s ∈ J1,
t = δ−1/4(s− s2), t ∈ I2δ =: [lˆ 2δ , l2δ ], s ∈ J2.
For i = 1, 2 and v ∈ H10 (Ql), let
zi(t, x) = δ
1/8v(δ1/4t+ si, x) = δ
1/8v(s, x), t ∈ Iiδ, s ∈ J i, x ∈ ω. (4.19)
Then, z = (z1, z2) lies in the space
Zδ =
{
z := (z1, z2) ∈ H1(I1δ × ω)×H1(I2δ × ω) : zi = 0 on ∂
(
(Iiδ \ {lˆ iδ})× ω
)
,
z1|{lˆ 1δ }×ω = z2|{lˆ 2δ }×ω
}
.
Notice that the mapping H10 (Ql) → Zδ, v 7→ z induced by (4.19) is a bijection, and that
‖z‖L2(I1δ×ω)×L2(I2δ×ω) = ‖v‖L2(Ql).
In analogy to Section 4.3.1 we denote the quantities transformed according to (4.19) with
bars. Besides, we add subscript indices ”1” or ”2” to specify the change of variables used.
The transformed energy E¯δ : [L
2(R× ω)]2 → R takes the form
E¯δ[z] = E¯
1
δ [z1] + E¯
2
δ [z2],
where E¯iδ : L
2(R× ω)→ R for i = 1, 2 is finite if zi ∈ H1(Iiδ × ω) with
E¯iδ[zi] =
∫
Iiδ×ω
a
(β¯δ)i
|z˙i + δ1/4τ¯i(∇xzi · Rx)|2 + (β¯δ)i
δ3/2
(
a|∇xzi|2 − (µC + δh0)|zi|2
)
dt dx.
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Let us introduce the limit functional E¯0 : [L
2(ω × R)]2 → R given by
E¯0[z] =


2∑
i=1
∫
R
r |φ˙i|2 + qi|φi|2 dt, if z(t, x) = wC(x)φ(t), (t, x) ∈ R× ω,
φ ∈ [H1(R) ∩ L2(R; t2 dt)]2,
+∞, otherwise,
and let (η
(j)
L , φ
(j)
L ) be the jth eigenpair of the system of two one-dimensional harmonic
oscillators
−rφ¨+Qφ = ηφ, φ ∈ [H1(R) ∩ L2(R; t2 dt)]2 (4.20)
with r =
∫
ω aw
2
C dx and Q(t) = q1(t)e1 ⊗ e1 + q2(t)e2 ⊗ e2 ∈ R2×2 for t ∈ R, where
qi(t) =
1
2h
′′(si)t
2, i = 1, 2.
Then, the asymptotic spectral analysis of (2.4)-(2.5a) with ε = 1 gives the following.
Theorem 4.6. Suppose that ξ ∈ C2([0, l];R2) and h attains its global minimum h0 at the
interior points s1 and s2 with s1 < s2. For j ∈ N0, let {(λ(j)δ , u(j)δ )}δ be a sequence of jth
eigenpairs for the spectral problem (2.4)-(2.5a) with ε = 1. Then, for every δ > 0 one has
λ
(j)
δ =
µC
δ2
+
h0
δ
+
η
(j)
δ
δ1/2
, where lim
δ→0
η
(j)
δ = η
(j)
L ,
and the sequence of eigenfunctions {u(j)δ }δ converges, up to a subsequence, in the following
sense:
δ1/8u
(j)
δ ◦ ψδ ◦ ςδ,si = (z(j)δ )i −→ z(j)i := wC (φ(j)L )i in L2(R× ω) as δ → 0
for i = 1, 2. Here, ψδ is defined in (2.1), and ςδ,si : I
i
δ × ω → J i represents the changes of
variables ςδ,si(t, x) = (δ
1/4t+ si, x) for (t, x) ∈ Iiδ × ω, where J1 = [0, sˆ] and J2 = [sˆ, l] with
sˆ = (s2 − s1)/2, and Iiδ = δ−1/4(J i − si).
Conversely, any such z
(j)
i is the L
2(R × ω)-limit of a sequence {δ1/8u(j)δ ◦ ψδ ◦ ςδ,si}δ,
i = 1, 2, where u
(j)
δ is an eigenfunction of (2.4)-(2.5a) with ε = 1 corresponding to the
eigenvalue λ
(j)
δ .
Remark 4.7. Note that the spectrum {η(j)L }j of (4.20) is the union of the spectra of (4.14)
in Section 4.3.1 with s0 = s1 and s0 = s2, respectively. Since the eigenfunctions of (4.20)
have contributions in both components, oscillations around both minimum points of h are
observed, in general with different intensity and phase.
Proof. The idea of the proof is to perform the arguments of the previous paragraph on
localization at single interior points separately for E¯iδ with s0 = si, i = 1, 2, and merge them
afterwards. The only difficulty is to mind the coupling non-zero boundary conditions on
{lˆiδ} × ω. Since the boundary moves to infinity as δ becomes small, this, however, does not
affect the final result, meaning that one observes a splitting into two decoupled oscillators
in the limit.
As previously, we first prove that {E¯δ}δ satisfies the conditions of Lemma 2.2 and then
apply it to derive the stated spectral behavior. In analogy to the proof of Theorem 4.5, one
can then apply Lemma 2.2 to {E¯δ}δ, which implies the assertion. 
4.3.3. Localization at the endpoints. In this paragraph, we consider the case where the global
minimum of h : [0, l] → R is attained at one of the endpoints s0 ∈ {0, l}. Without loss of
generality we choose s0 = 0. Note that in the spirit of Section 4.3.2 for multiple interior
localization points, one can as well treat the case, where both endpoints 0 and l are global
minimizers of h.
Let us denote by (η
(j)
L , φ
(j)
L ) the jth eigenpair of the one-dimensional eigenvalue problem
−rφ¨+ qφ = ηφ, φ ∈ H1(R+) ∩ L2(R+; t dt),
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where r =
∫
ω aw
2
C dx, q(t) = h
′(0)t for t ∈ R+ and L2(R+; t dt) is as defined in (4.13). With
this definition the asymptotic behavior of the eigenvalue problem (2.4)-(2.5a) with ε = 1
can be expressed in the following theorem.
Theorem 4.8. Suppose that ξ ∈ C1([0, l];R2) and h has a global minimum attained only
at 0 with h′(0) 6= 0. Here, h′(0) denotes the right-sided derivative of h at 0. For j ∈ N0,
let {(λ(j)δ , u(j)δ )}δ be a sequence of jth eigenpairs for the spectral problem (2.4)-(2.5a) with
ε = 1. Then, for every δ > 0 one has
λ
(j)
δ =
µC
δ2
+
h(0)
δ
+
η
(j)
δ
δ2/3
, where lim
δ→0
η
(j)
δ = η
(j)
L ,
and the sequence of eigenfunctions {u(j)δ }δ converges, up to a subsequence, in the following
sense:
δ1/6u
(j)
δ ◦ ψδ ◦ ςδ = z(j)δ −→ z(j) := wC φ(j)L in L2(R+ × ω) as δ → 0.
Here, ψδ is defined in (2.1), and ςδ : [0, δ
−1/3l]× ω → Ql is defined by ςδ(t, x) = (δ1/3t, x).
Conversely, any such z(j) is the L2(R+×ω)-limit of a sequence {δ1/6u(j)δ ◦ψδ ◦ςδ}δ, where
u
(j)
δ is an eigenfunction of (2.4)-(2.5a) with ε = 1 corresponding to the eigenvalue λ
(j)
δ .
Proof. Developing h with h′(0) > 0 around the left endpoint 0 by Taylor expansion, one
obtains
h(s) = h(0) + h′(s˜)s, s ∈ (0, l],
with s˜ ∈ (0, s). There is a constant K > 0 such that for all s ∈ [0, l],
Ks ≤ h(s)− h(0) ≤ 1
K
s.
We perform a change of variables replacing s ∈ [0, l] by
t = δ−1/3s, t ∈ Iδ := [0, δ−1/3l],
and let
z(t, x) = δ1/6v(s, x), t ∈ Iδ, s ∈ [0, l], x ∈ ω.
From this point on, one may proceed as in the proof of Theorem 4.5 in Section 4.3.1. 
Appendix A. Explicit formulas for the fourth-order coefficients
A.1. The torsion-free case. For the sake of completeness, we give here the precise defi-
nition of the fourth-order coefficient w4 in the development w
∗
ε of wε in (3.16). By formal
computation one obtains that for s ∈ [0, l], x ∈ ω, and the fast variable y = x/ε,
w4(s, x, y) = Πijkl(y)∂
x
ijklwH(x) + Λijk(y)∂
x
ijkw¯1(s, x) + ζij(y)∂
x
ijw¯2(s, x)
+ νijk(y)ξk(s)∂
x
ijwH(x) + κij(y)ξj(s)(ξ(s) · x)∂xi wH(x) (A.1)
+ κij(y)ξj(s)∂
x
i w¯1(s, x) +Qij̺k(y)∂
x
ijkw¯1(s, x) + µH̺i(y)∂
x
i w¯1(s, x),
with i, j, k, l = 1, 2. Except for the following three expressions, the terms in (A.1) were
defined in Section 3.1.1:
Π = (Πijkl) ∈ H1#(Y ;R16) with
∫
Y
Π dy = 0 solves
− divy(a∇yΠijkl) = ∂yl (aΛijk) + a∂yl Λijk + aδijζkl −Rijkl −Qijζkl;
ν = (νijk) ∈ H1#(Y ;R8) with
∫
Y ν dy = 0 solves
− divy(a∇yνijk) = ∂yj (aκik) + a∂yjκik − a∂ykζij − aφiδjk − Sijk;
̺ = (̺i) ∈ H1#(Y ;R2) with
∫
Y
̺ dy = 0 solves
− divy(a∇y̺i) = φi.
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A.2. The general case with torsion. If τ 6= 0, the coefficient of order four in the full
asymptotic expansion (3.38) is v4 = w4ϕP + v¯4. For s ∈ [0, l], x ∈ ω, and y = x/ε the term
w4(s, x, y) is as in (A.1) and
v¯4(s, x, y) = τ
2(s)v¯(s, x, y)ϕP (s) + τ(s)vˆ(s, x, y)ϕ
′
P (s) + τ
′(s)vˇ(s, x, y)ϕP (s).
Here,
v¯(s, x, y) =
(
ζij(y)δkl + υijkl(y) + ηijkl(y)
)
(Rx)j(Rx)k∂
x
ilwH(x)
+ ηijkl(y)∂
x
l
(
(Rx)j(Rx)k
)
∂xi wH(x) + 2ϑijk(y)(ξ(s) · x)(Rx)j(Rx)k∂xi wH(x)
+ ϑijk(Rx)j(Rx)k∂
x
i w¯1(s, x),
vˆ(s, x, y) =
(
ζij(y) + ζji(y)
)
(Rx)j∂
x
i wH(x) + 2(ξ(s) · x)(Rx)iφi(y)wH(x)
+ ∂xj (Rx)iζij(y)wH(x) + (Rx)iφi(y)w¯1(s, x),
vˇ(s, x, y) = −κij(y)(Rx)j∂xi wH(x),
for i, j, k, l = 1, 2, with the definitions of Sections 3.1.1 and 3.3, and the following two
expressions:
η = (ηijkl) ∈ H1#(Y ;R16) with
∫
Y
η dy = 0 solves
− divy(a∇yηijkl) = ∂yl (aϑijk) + a∂yl ϑijk −
∫
y
a∂yl ϑijk dy;
υ = (υijk) ∈ H1#(Y ;R8) with
∫
Y υ dy = 0 solves
− divy(a∇yυijkl) = ∂yk (a∂yj ζil).
Appendix B. Boundary value estimate for the asymptotic expansion
Here we give a detailed proof of estimate (3.22), i.e.
‖w∗ε‖H1/2(∂ω) ≤ Cε1/2
for all ε > 0 sufficiently small. Recall that w∗ε was defined in (3.16). The arguments follow
closely along the lines of [10, Chapter 7.2].
Let us define a family of smooth cut-off functions {mε}ε ⊂ C∞(ω; [0, 1]) such thatmε = 1
if dist(x, ∂ω) ≤ ε, suppmε ⊂ Uε := {x ∈ ω : dist(x, ∂ω) < 2ε} and ‖∇mε‖L∞(ω) ≤ Cε−1.
Due to wH = 0 on ∂ω, the function
ϕε := mε(w
∗
ε − wH) ∈ H1(ω)
coincides on ∂ω in the sense of traces with w∗ε = w
∗
ε (s) = w
∗
ε (s, ·). Here again, we keep
s ∈ [0, l] fixed, but dispense with marking the dependence on s in our notation. The trace
theorem implies the existence of a constant c > 0 such that
‖w∗ε‖H1/2(∂ω) = ‖ϕε‖H1/2(∂ω) ≤ c‖ϕε‖H1(ω) = c‖ϕε‖H1(Uε). (B.1)
Towards estimating ϕε in the H
1(Uε)-norm, we observe first that
‖ϕε‖L2(Uε) ≤ Cε. (B.2)
For ∂jw1, j = 1, 2, with w1 as in (3.8) and y = x/ε, one obtains
∂jw1(x) =
1
ε
∂yj φi(x/ε)∂
x
i wH(x) + φi(x/ε)∂
x
ijwH(x) + ∂
x
j w¯(x) + ξi∂
x
j wˆi(x), x ∈ ω,
so that by the C∞-regularity of wH , w¯ and wˆ and in view of the regularity assumption (H1)
on φ, i.e. φ ∈W 1,∞# (Y ;R2),
‖∇w1‖L2(Uε;R2) ≤ ε−1‖φ‖W 1,∞(Y ;R2)‖∇wH‖L2(Uε) + c ≤ Cε−1‖wH‖H1(Uε) + c.
For ∂kw2, k = 1, 2, with w2 as in (3.8) and y = x/ε, we have
∂kw2(x) =
1
ε
∂ykζij(x/ε)∂
x
ijwH(x) + ζij(x/ε)∂
x
ijkwH(x) +
1
ε
∂xkφi(x/ε)∂
x
i w¯1(x)
+ φi(x/ε)∂
x
ikw¯1(x) + ∂
x
k w¯2(x), x ∈ ω,
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which in view of wH , w¯1, w¯2 ∈ C∞(ω¯) and the fact that ζ and φ are H1#-functions gives
‖∇w2‖L2(Uε;R2) ≤ Cε−1 + c.
For wn, n = 3, 4, analogous arguments imply ‖∇wn‖L2(Uε;R2) ≤ Cε−1 + c. Summing up,
‖∇(w∗ε − wH)‖L2(Uε;R2) ≤ c‖wH‖H1(Uε) + Cε. (B.3)
Moreover, from the structure of w∗ε and the fact that |Uε| ≤ αε for some α > 0, depending
only on ω, we may conclude that, for ε > 0 small enough,
‖w∗ε − wH‖L2(Uε;R2) ≤ ε‖φ‖L∞(Y ;R2)‖∇wH‖L2(Uε;R2) + ε‖w¯1‖L2(Uε) + Cε2
≤ cε‖wH‖H1(Uε) + Cε3/2. (B.4)
Joining (B.2), (B.3) and (B.4), while accounting for the properties of mε, we find
‖ϕε‖H1(Uε) ≤ c‖wH‖H1(Uε) + Cε1/2. (B.5)
On the other hand, the result of [22, Lemma 1.5], which is formulated for domains with
smooth boundary, but extends to arbitrary Lipschitz domains (see Remark B.1), yields
‖wH‖H1(Uε) ≤ cε1/2‖∇wH‖H1(ω;R2) ≤ cε1/2
for sufficiently small ε. Together with (B.1) and (B.5), this concludes the proof of esti-
mate (3.22).
Remark B.1. To be precise, [22, Lemma 1.5] says that if ω is a bounded domain with a
smooth boundary, then for all ε > 0 sufficiently small and every w ∈ H1(ω),
‖w‖L2(Uε) ≤ cε1/2‖w‖H1(ω)
with a constant c > 0 depending only on ω. We would like to point out that the same
statement still holds true, if ω is only a Lipschitz domain. To see this, we approximate ∂ω
by Sδ := ∂{x ∈ ω : dist(x, ∂ω) < δ} for δ → 0. Since Sδ can be viewed as the level sets of
a suitable Lipschitz function provided δ is small enough, the trace theorem in conjunction
with the coarea formula yields the asserted estimate. Indeed,
‖w‖2L2(Uε) =
∫ ε
0
(∫
Sδ
|w|2 dH1
)
dδ ≤ cε‖w‖2H1(ω)
for all w ∈ H1(ω).
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