ABSTRACT In this paper, a containment problem is investigated for sampled-data agent networks subject to switching topologies and information delays. A nonlinear algorithm is introduced to ensure that the agents move into a convex area formed by some static leaders. The analytical approaches include the model transformation, the convexity analysis, and the Lyapunov approach. It proves that the containment problem can be achieved for sampled-data agent networks with bounded information delays and switching topologies if the union of the communication graphs has spanning trees. A numerical example is employed to demonstrate the validity of the theoretical results.
I. INTRODUCTION
In the research of agent networks, there are some basic issues, such as the leader-following problem [1] - [3] , the consensus problem [4] - [9] , and the containment control problem [10] - [26] . With its widely potential applications in practice, containment control for agent networks have draw much attention from scholars. The main projective of containment control is to drive the agents into the convex hull spanned by the static leaders. However, due to the existences of the information delay, change in network topology and some practical situation constraints (e.g., the bounded moving range and velocity of the real vehicles), it is deserved to take a further investigation on containment problems.
In [14] , a stop-go strategy is proposed to solve the containment control problem for agent networks with a fixed topology. Based on the work of [14] , article [15] studied the containment problem in the case of the undirected switching networks. Subsequently, article [16] extended the results in [14] , [15] to directed switching networks, where the static leaders and moving leaders were both considered.
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Articles [17] - [19] studied the situation with fixed topologies and information delays. Note that the containment problems studied in [14] - [19] are all for single-integrator continuoustime agent networks. Article [20] proposed a distributed algorithm to solve the containment problem for continuoustime agent networks with non-convex constraint and no timedelay. However, most of the works mentioned above are devoted to dealing with either the switching communication networks without delays or the fixed communication graph with delays. Only recently, some research has been conducted in containment control by considering both the information delays and switching topologies. A distributed projectionbased algorithm is proposed for discrete-time agent networks with arbitrary bounded information delays and switching topologies in [21] and [22] .
The existing research on containment problems are mainly based on the continuous-time dynamics ([10] - [20] ) or discrete-time model of agents ([21] - [26] ), but few result is about sampled-data model. Due to the unreliability of communication channels, information communication among agents is only allowed at discrete sampling times in many cases. Thus, it is practical and significant to study the containment control of sampled-data multi-agents. In this paper, we study the containment problem for sampled-data doubleintegrator agent networks with switching topologies and arbitrarily bounded information delays. Because the sampleddata agent networks are obviously different from the models used in [10] - [26] , the result obtained in these articles are unable to be applied directly in our setting. To solve the containment problem of sampled-data double-integrator agent networks, a distributed nonlinear algorithm based on projection is proposed to force all agents into the convex hull spanned by the static leaders. Owing to the existence of coupling of velocity and position in the sample-date model, a multiple model transformation is introduced and an easily analytical model is deduced. The largest distance between the agents and the convex area is chosen as the Lyapunov function. By selecting proper control parameters, the Lyapunov function tends to 0 over time, that is, the largest distance converges to 0. It is shown that the proposed control strategy is robust to the bounded information delays and switching networks as long as that each agent has at least a directed path from static leaders to itself in each time intervals.
II. NOTATIONS AND GRAPH THEORY
In this section, some notations and preliminaries concerning graph theory [28] will be introduced.
Notations: Z + represents the set of all positive integers. R m denotes the set of m dimensional real column vectors. For a vector r, ||r|| denotes the standard Euclidean norm of r; r T denotes the transpose of r; P H (r) is the projection of vector r onto the set H , i.e., P H (r) = arg min r∈H ||r −r||. Let G(V, E, A) be a directed graph, where V = {1, · · · , n} is the set of nodes, E ⊆ V × V is the set of edges, and A = [a ij ] ∈ R n×n is the weighted adjacency matrix. An edge (j, i) ∈ E denotes that agents i can obtain information from agents j. For the elements in A, the weighted adjacency matrix of G, a ij > 0 if (j, i) ∈ E, otherwise a ij = 0. Here we assume a ii = 0 holds for all i. Denote N i = {j ∈ V|(j, i) ∈ E} as the set of neighbors of the node i. The Laplacian of the directed graph G is denoted by L, where
III. PROBLEM STATEMENT AND MODEL
Consider a agent network consisting of m leaders and n agents, where the leaders set is denoted by M = {1, . . . , m} and the agents set is denoted by F = {m + 1, . . . , m + n}. Let r i (k) ∈ R h , u i (k) ∈ R h and v i (k) ∈ R h be the state, the control input and the velocity of the agent i at time kT , respectively. We analyze the special case with h = 1. T > 0 is the sample time. At the instant kT (k ∈ Z + ), each agent is a node in the graph G(kT ) = G(V, E(kT ), A(kT )). Each edge (s j , s i ) ∈ ε(kT ) denotes a connection from s i to s j at kT . For simplicity, we denote ''kT '' as ''k''.
The dynamic of the agents is assumed to be continuoustime, but the control input of the agents is sampled-data. From Newton's Second Law and Newton's motion equation in classical physics, we can calculate the position change of agents in a sampling period by the velocity at the beginning of this period and the control input constant in this period:
where t 0 is the beginning of period T , v 0 is the velocity at time t 0 , and u T is the control input during the period (t 0 , t 0 + T ). The control input of the agent i is presented as below,
where
Hence the double-integrator dynamics of the i th agent is:
The initial conditions are assumed to be that r i (k) = r i (0) for k < 0 and all i ∈ F. Then, a nonlinear control law is chosen as:
where a ij (k) ∈ A(k), A(k) is the weighted adjacency matrix at time kT , τ ij is the information delay from agent j to agent i, and b i (k) > λ for a positive constant λ if there exists communication between any static leaders and agent i at time kT , and b i (k) = 0 otherwise. Suppose that a ij > λ also holds, if a ij > 0.
According to the concept of containment control, the distance from all agents to the convex hull will tend be 0 over time. That is lim k→+∞ ||r i (k) − P H (r i (k))|| = 0, ∀i ∈ F, where H is the convex hull formed by static leaders in M,
is the convex hull spanned by leaders from which agent i received directly.
Firstly, we make a model transformation. Let
From equations (1) and (2), we have
and
Lemma 1 [27] : Let X ⊆ R m be a nonempty closed convex set. Suppose that x i ∈ R m and a i ≥ 0, if
, where i ∈ I and I = {1, . . . , n}.
IV. MAIN RESULTS
In this section, we perform the analysis of the containment control of double-integrator sampled-data agent networks with switching topologies and information delays.
Assumption 2: For each agent, there exists at least one effective communication path from one static leader to itself at all time kT . Theorem 1: Under Assumptions 1 and 2, the containment control of the agent network (1) can be achieved with the algorithm (2).
Proof: Define a state vector
To perform the analysis of the agent network (1) with (2), we consider the following Lyapunov function:
where h = {1, 2, . . . , 2n}, m = 0, 1, . . . , τ max and τ max denotes the maximal time delay. Obviously, V (k) ≥ 0. the analysis of V (k + 1) can be performed in two parts.
For each follower i ∈ F, from (3) and Lemma 1, we have
where the second inequality has used the fact that
)||, and it follows from (6)
For h = 2i, ξ i (k) = v i (k). For each follower i ∈ F, according to Lemma 1, (4) and (6), we have
Similarly, we have
From (7), (9) and Assumption 1, we have that V (k) is nonincreasing. We then discuss the following two situations.
Situation A:
From (6) and (7) we have
and from (9) we can deduce that
Thus, Situation A holds for ρ 2 = 1 − 1 (1 − ρ 1 ), where
Q max } to satisfy the equations (10) and (11) Simultaneously. From Assumption 1, we can deduce that 0 < 1 < 1 and 0 < ρ 2 < 1.
Situation B: For each agent e ∈ F, if it receives information from l 0 ∈ F ∪ R, i.e., a el 0 (k) > 0 or b e (k) > 0, and
If l 0 ∈ F, i.e., a el 0 (k) > λ, from (9), we can deduce that
If l 0 ∈ R, i.e., b e (k) > λ, it also has ||v e (k + 1)
. Now from (7), we have
)||r e (k + 1) − P H (r e (k + 1))|| (13) And recall that P H [P H i (k) (r i (k))] = P H i (k) (r i (k)) and 0 < p e T < 2, we have
As a result, Situation B holds for the ρ 2 = 1 − λ(1 − ρ 1 )(1 − p e T 2 )T 2 and obviously 0 ≤ ρ 2 < 1. Suppose that V (k) > 0 for some k. From Assumption 2, there exists at least one agent i l 1 ∈ F that gets information of some leaders at time kT , i.e., b i l 1 (k) > λ. Founded on Situation B, it follows that ||r i l 1 (k
In the same way, there exists at least another agent i l 2 = i l 1 which gets information of i l 1 or some leaders at time (k + 2 + τ i l 2 i l 1 )T . Then, from Situation B, one has r i l 2 (k+4+τ
Since the number of agents is n, under Assumption (2), after recursive calculations, it follows that for all i ∈ F, there exists a bounded integerN > 0 such that max
where m = 0, 1, · · · , τ max , h = 1, 2, . . . , 2n and 0 < δN < 1 is a constant. Therefore, V (k +N + τ max ) ≤ δN V (k). Consequently, lim k→+∞ V (k) = 0 and hence lim k→+∞ r i (k) − P H (r i (k)) = 0, ∀i ∈ F.
V. NUMERICAL EXAMPLE
In this section, we considered an agent network with 6 agents and 4 leaders. Fig.1 shows four directed networks, and obviously their union satisfies Assumption 3. In this example, a ij = 1 if a ij > 0, b i = 0.1 if b i > 0, and T = 0.2s. Moreover, the communication delays for graph a,b,c,d in Fig.1 is T , 2T , 3T , 4T . As we can see in the Fig.2 , the four leaders span a rectangle convex hull. And we propose that all graphs of the agent networks are switching in four topologies in Fig.1 . In the Fig.2 , the six line are the state trajectories of six agents. We can see that the agents keep in the convex hull, but may not keep stationary due to the dynamic topology. This example successfully embodies the control algorithm (2) and Theorem 1. 
VI. CONCLUSIONS
In this note, we investigated the containment control of sampled-data double-integrator multiple agents with switching topologies and arbitrarily bounded information delays. Firstly, we proposed a projection algorithm to realize the containment control. Secondly, we made a model transformation and used the Lyapunov stability theory to analyze the distance from the agents to the convex hull formed by leaders. Finally, we proved that the proposed containment control algorithm is robust to arbitrary bounded communication delays and switching topologies, as long as there are at least one connection between static leaders and agents in a series of directed graphs in different time intervals.
