This paper develops a new estimator for cointegrating and spurious regressions by applying a two-stage generalized Cochrane-Orcutt transformation based on an autoregressive approximation framework, even though the exact form of the error term is unknown in practice. We prove that our estimator is consistent for a wide class of regressions. We further show that a convergent usual t-statistic based on our new estimator can be constructed for the spurious regression cases analyzed by (Granger, C. W. J., and P. Newbold. 
Introduction
The long-run relation between economic time series often plays an important role in macroeconomics and finance. Additionally, many macroeconomic and financial models imply that certain variables are cointegrated as defined by Engle and Granger (1987) . Empirical tests, however, often fail to reject the null hypothesis of no cointegration, even for moderate sample sizes. One possible explanation of these test results is that the error term has a unit-root. For instance, the error term may contain a unit-root because of a nonstationary measurement error in one variable or nonstationary omitted variables (see Choi, Hu & Ogaki, 2008) . In these cases, when the error term is a non-stationary I(1) process but structural parameters can be recovered, the regression is called a structural spurious regression. Another related issue that is pervasive in the time series literature is the danger of obtaining spurious correlation findings. A spurious correlation occurs when a pair of independent series, each of them nonstationary or strongly autoregressive, are found apparently to be related according to standard inference in an OLS regression.
Since the seminal contribution by Yule (1926) on nonsense correlations between time series, it has been shown that spurious regression results may occur not only for pairs of independent unit root processes (see Granger and Newbold 1974 , for a simulation study and Phillips 1986 , for a theoretical explanation) but also for other persistent processes, such as I(2) (Haldrup 1994) , or even positively autocorrelated (stationary) autoregressive series (Granger, Hyung & Jeon, 2001) . Some important applications of spurious regressions in economics and finance, although this list is by no means exhaustive, include Plosser, Schwert, and White (1982) , Plosser and Schwert (1978) , Ferson, Sarkissian, and Simin (2003) , Hendry (1980) , and Valkanov (2003) .
The purpose of this paper is to propose a new estimator for cointegrating and spurious regressions that can successfully address both problems described above. More specifically, we propose a two-stage generalized Cochrane-Orcutt transformation estimator based on an autoregressive AR(k) approximation framework (henceforth CO-AR estimator) that can cover a wide class of regression models. The order k of the AR approximation is assumed to grow with the sample size but at a slower rate. In practice, it can be chosen according to classical selection criteria such as AIC or BIC. This generalization of existing Cochrane-Orcutt transformations The rest of the paper is organized as follows. Section 2 starts by establishing the asymptotic properties of the new CO-AR estimator for cointegrating and spurious regressions, and constructing a convergent usual t-statistic in spurious regressions. Section 3 investigates the finite sample performance of the CO-AR estimator through Monte Carlo experiments. Section 4 contains some concluding comments. An Appendix provides proofs of the results given in the paper.
The statistics and main results
The objective of this section is to establish the asymptotic properties of the CO-AR estimator in both spurious and cointegrating regressions, and to construct a convergent usual t-statistic in spurious regressions as analyzed by Granger and Newbold (1974) and Granger, Hyung, and Jeon (2001) .
Stationary regressions
Consider the regression Model I,
= +
where the regressor x t and the error term u t are independent and follow ARMA processes as defined by the following Assumption 1. For the sake of notational simplicity we do not include a constant in the regression and assume that x t is univariate. The independence assumption is strong as it implies, among other things, absence of endogeneity. We will discuss ways to generalize our framework to multiple regressors and endogeneity in Section 2.4.
Assumption 1
The processes x t and u t follow independent ARMA(p, q) processes of the form (z t is either x t or u t ) Note that the lag polynomials of the models for x t and u t can be different and, in particular, can be of different order. Assumption 1 guarantees that the conditions of Theorem 2 of Berk (1974) with k → ∞. The fact that we use an AR(k) approximation of increasing order is the key feature of our procedure and allows us to approximate a much wider class of serially correlated error processes than for example the AR(1) approximation used by Choi, Hu, and Ogaki (2008) . As a consequence, we expect the new procedure to provide more efficient parameter estimates as well as parameter tests that are more robust with respect to wider patterns of error autocorrelation. Section 3 will investigate this idea via a detailed simulation study.
The following assumption gives conditions on the choice of k as the sample size increases.
Assumption 2
The order k = k T is chosen such that
Assumption 2(a) requires that the order of the fitted AR(k) model increases as the sample size increases. Assumptions 2(b) and 2(c) give upper and lower bounds on the rate at which k increases, based on the conditions of Berk (1974) . The condition 2(c) is a lower bound since k has to increase sufficiently fast such that ∑ ∞ = +1 | | = ( −1/2 ). Shibata (1980) and Ing and Wei (2003) show that a model which minimizes the mean squared prediction error is of order
We are now in the position to introduce our two-stage Cochrane-Orcutt GLS estimator as follows: Stage 1. We start by taking the first difference of the dependent and explanatory variables, and compute the standard OLS estimate of the coefficients β, denoted aŝG LSC , of the following model,
where Δ = 1 − L denotes the difference operator. In the case of I(1) processes y t and x t , to be discussed in the following sections, this procedure can be viewed as a GLS corrected estimation as described by Choi, Hu, and Ogaki (2008) . Note that when x t and u t are uncorrelated, the estimator̂G LSC is consistent.
Stage 2. Construct the series of fitted residualŝ= −̂G LSC . Then, approximate the errors û t by a finite order AR(k) model, i.e.̂= ∑ =1̂− +̂. Subsequently, conduct the following Cochrane-Orcutt transformation of the variables x t and y t :
Consider OLS estimation of the regressioñ=̃+w herẽ=̂+ (1) is an asymptotically uncorrelated error term. The OLS estimator is computed aŝ
Under our condition that x t and u t are independent ARMA processes, the following theorem gives the asymptotic properties of the CO-AR estimator of β.
Theorem 1
If the data generating process satisfies Model 1, x t and u t are independent ARMA processes satisfying Assumption 1, then, under Assumption 2,̂C O-AR = + ( −1/2 ).
Theorem 1 includes the particular case β = 0, in which case x t and y t are independent. We obtain the following corollary.
Corollary 1
If x t and y t are independent ARMA processes satisfying Assumption 1, then under Assumption 2,̂C O-AR = ( -1/2 ) Theorem 1 shows that the CO-AR estimator of β is consistent and converges at rate T 1/2 when the data generating process satisfies Model I. The corollary indicates that when an ARMA process is regressed on another, independent ARMA process, the CO-AR process remains consistent at rate T 1/2 . This asymptotic result improves the previous studies of Deng (2014) wherê= (1). Simply speaking, the spirit of our methodology follows the suggestion of Granger, Hyung, and Jeon (2001) saying that the proper reaction to having a possible spurious relationship is to add lagged dependent and independent variables until the errors appear to be white noise. We now construct the usual t-statistic to test the hypothesis H 0 : β = 0 by using the CO-AR estimate of β and the corresponding standard error̂= (̂2/ ∑ = +1̃2 ) 1/2 , wherê2̃= ( − ) −1 ∑ = +1̃2 and̃= −̂C O-AR̃. The asymptotic properties of the t-statistic are given in the following theorem.
Theorem 2
If x t and y t are independent ARMA processes satisfying Assumption 1, then, under Assumption 2,
The important implication of this theorem is that we can build a convergent t-statistic t β that, under the null hypothesis, is asymptotically normally distributed without having to estimate the long-run variance. The associate finite sample performance of the statistic will be analyzed in Section 3.
Spurious regressions with I(1) processes
Many macroeconomics models imply that certain variables are cointegrated as defined by Engle and Granger (1987) . However, cointegration tests often fail to reject the null hypothesis of no cointegration for these variables. Choi, Hu, and Ogaki (2008) pointed out that one possible explanation for these empirical results is that the error is unit-root non-stationary due to a non-stationary measurement error in one variable or non-stationary omitted variables. Recall that a regression with nonstationary stochastic errors is defined "spurious" in the time series literature. In this section, we therefore consider the general case where both x t and u t are integrated of order one.
Consider the following Model (II):
= + where x t and u t are independent I(1) processes. Again, we note that the independence assumption is strong, but refer to Section 2.4 for possible extensions. We make the following assumption about the dynamics of x t and u t .
Assumption 3 The processes x t and u t follow independent ARIMA(p, 1, q) processes of the form (z t is either x t or u t )
( )(1 − ) = ( ) ,
where (i) the autoregressive (AR)-and moving average (MA)-polynomials ϕ(.) and θ(.) are assumed to have all roots outside the unit circle; (ii) ϕ(.) and θ(.) have no common roots; (iii) e t is an i.i.d. process with E(e t
Again, the lag polynomials can be different for x t and u t . By applying the CO-AR estimating procedure, one obtains a √ -consistent first stage estimator̂G LSC and residualŝ= −̂G LSC . Then, the CO-AR estimator of β is the OLS estimator of the regressioñ=̃+̃. We summarize the asymptotic properties of the CO-AR estimate of β in Model (II) in the next theorem.
Theorem 3
If the data generating processes satisfy Model (II) and Assumption 3, then, under Assumption 2,̂C O-AR − = ( −1/2 ).
Theorem 3 not only implies that the CO-AR estimator is consistent (while the OLS estimator is inconsistent), but also is more general when compared to the corrected GLS and CHO-FGLS estimators (see Choi, Hu & Ogaki, 2008) . On the one hand, the corrected GLS is the ideal solution for the spurious regression problem when the error term follows a random walk process. However if the error term does not follow a pure random walk process, differencing the data can result in a misspecified model. On the other hand, the CHO-FGLS estimator has promising performance for regressions with a stationary AR(1) error term. However, in empirical work the exact autocorrelation structure of the error terms is often unknown, and the errors rarely follow a simple AR(1) process. Therefore in practice both the GLS and the CHO-FGLS estimators should be used with care. Instead, the performance of the CO-AR estimator is very good not only for stationary AR(1) or random walk error terms but also for more general innovations, such as stationary ARMA(p, q) processes as well as nonstationary ARIMA(p, 1, q) processes.
Similar to the stationary case, Theorem 3 also includes the particular case β = 0, in which case x t and y t are independent. We obtain the following Corollary.
Corollary 2
If x t and y t are independent I(1) processes satisfying Assumption 3, then, under Assumption 2,
Thus, β CO-AR is consistent in the important case of spurious regressions with integrated processes. Based on this result, we next show that a convergent t-statistic for β can be constructed for the case of spurious regressions.
Since the Monte Carlo study by Granger and Newbold (1974) and the asymptotic theory developed by Phillips (1986) it is well known that the usual t-statistic for a regression between independent I(1) processes does not have a limiting distribution but diverges at the rate of T 1/2 as the sample size T increases. In this section, in a more general framework, we establish a convergent standard t-statistics by using the CO-AR estimation for a regression between two independent I(1) processes. In effect, we allow y t and x t to be rather general integrated processes whose first differences are weakly dependent and possibly heterogeneously distributed innovations. This includes a wide variety of data-generating mechanisms, such as the ARIMA (p, 1, q) model. The following theorem shows that by using the CO-AR estimator, a convergent t-statistic can be constructed and is asymptotically normal distributed for a regression between two independent I(1) processes.
Theorem 4
Assume that x t and y t are independent I(1) processes satisfying Assumption 3, then, under Assumption 2, = CO-AR
Note also that using the CO-AR methodology to construct a convergent standard t-statistic avoids the difficult issues of choosing a suitable bandwidth parameter and a kernel function for long run variance estimation.
Cointegrating regressions
In this section we consider the asymptotic distribution of the CO-AR estimator under the assumption of cointegration, i.e. the error term u t in Model (II) is an I(0) process.
Theorem 5
If the data generating processes x t and y t follow Model (II) but u t is an I(0) process satisfying Assumption 1, x t and u t are independent processes, then, under Assumption 2,̂C O-AR − = ( −1 ) and
where V(r) is a Brownian motion with variance
∑ ∞ =−∞ E[ − ], v t = Δx t ,
and W(r) is a Brownian motion with variance
Theorem 5 shows that the CO-AR estimation method is also useful for cointegration analysis. For instance, in a cointegration model, the OLS estimator is consistent at the convergence rate T, but if the error term follows a stationary ARMA (p, q) process, the OLS estimator may cause inaccurate estimation results, similar to the stationary case investigated by Granger, Hyung, and Jeon (2001) . In large samples, CO-AR and OLS behave similarly under cointegration, and the corresponding asymptotic distributions are identical and given by Theorem 5. However, the lag selection procedure of the CO-AR estimator offers additional flexibility in small samples.
Again, our results use the strong assumption of independence between u t and x t . We now turn to possible generalizations in the next section.
Multiple regressors and edogeneity
We consider two extensions of the proposed procedure, the case of multiple explanatory variables, and that of possible endogeneity.
Consider the following regression = ′ + where x t is now a (p × 1) vector of explanatory variables, and β = (β 1 , …, β p ) a vector of coefficients. Suppose now that the error term u t is not necessarily uncorrelated with each of the explanatory variables, and that we have a set of instruments w t = (w 1t , …, w pt )′ which are uncorrelated with u t but correlated with the respective explanatory variable. If a particular x it is uncorrelated with u t we simply set w it = x it . Define the (T × p) matrices X = (x 1 , …, x T )′ and W = (w 1 , …, w T )′, the (T − 1 × p) matrices ΔX = (Δx 2 , …, Δx T )′ and ΔW = (Δw 2 , …, Δw T )′, the (T × 1) vector Y = (y 1 , …, y T )′ and the (T − 1 × 1) vector ΔY = (Δy 2 , …, Δy T )′.
In the first stage of the CO-AR procedure above, the regression Δy t = β′Δx t + Δu t is now estimated by the instrumental variable estimator̂= (Δ ′ Δ ) −1 Δ ′ Δ , which remains consistent unlike the usual OLS or GLS estimators.
In the second stage, as above we obtain fitted residuals after the first stage, then fit an AR(k) model and apply a Cochrane-Orcutt transformation to the series x t and y t to obtain the transformed̃t and̃t. The regressioñ = ′̃+ĩ s then estimated by the IV estimator̂-
In the spurious regression case, the asymptotic covariance matrix of̂-COAR can be consistently estimated using =̂2(̃′) −1 (̃′̃)(̃′̃) −1 wherê2̃= −1 ∑ ( −̂′ -COAR ) 2 , and we can construct usual Wald-type statistics to test the hypothesis
which, under H 0 , has an asymptotic χ 2 distribution with p degrees of freedom. As before, we can also construct individual tests of hypotheses H 0 : β j = β j0 , j = 1 …, p, using the t-statistic
where S jj is the j-th element on the diagonal of S. Under H 0 this statistic has an asymptotic standard normal distribution. We will provide additional simulation evidence in the next section to investigate the performance of our estimator in this more general setting.
Simulation results
In this section we use simulations to show, for several typical cases, that the test-rejection probabilities of the CO-AR estimator are close to the nominal levels in small and medium samples. Moreover, we analyze the finite-sample properties of our CO-AR estimator in cointegrating relationships with serially correlated errors and spurious regressions, and compare its performance to the other estimators (OLS, GLSC and CHO-FGLS) discussed in Choi, Hu, and Ogaki (2008).
Stationary and spurious regressions
We study the finite sample performance of the CO-AR t-statistic compared to the t-statistic of the standard least squares estimation and inference (OLS). By adopting the same experimental design as Granger, Hyung, and Jeon (2001) , suppose that X t and Y t are generated by the following independent processes:
• DGP 1: x t = e t
• DGP 2: x t = 0.95x t−1 + e t
• DGP 3:
where x t stands for either X t or Y t , and e t is drawn from independent N(0, 1) populations. In words, X t or Y t are generated respectively by a white noise process (DGP 1), a strongly positively autocorrelated autoregressive series (DGP 2 and 3), an ARIMA(1,1,1) process (DGP 4) and a nonstationary I(2) process (DGP 5). The number of iterations in each simulation is 20,000. To avoid the problem of fixing X 0 and Y 0 , in each replication, the first 100 observations are discarded, and X −100 = Y −100 = 0. We consider sample sizes of 50, 100 and 500 observations. The lag length of the AR(k) approximation of the error term is determined by applying the Bayesian information criterion (BIC) to each replication with k ranging from 0 to some maximal order k max , which is set respectively at 3 (when the sample consists of 50 observations), 4 (when the sample is 100), and 8 (when the sample is 500). Table 1 shows the percentage of rejection of the null hypothesis of no linear relationship between Y t and X t at the 5% critical value, i.e. absolute value of the t-statistic greater than 1.96, using both OLS (left) and the CO-AR estimator (right). The series X t and Y t are generated independently employing DGP 1 to 5. First, the t-test based on the OLS estimate is well-behaved as long as either X t or Y t are white noise processes. Second, as soon as both X t and Y t display serial correlation over time, the OLS t-test is spuriously biased towards rejection. This becomes very serious when both series have strong temporal dependence. Moreover, the percentage of spurious relationships tends to increase with the sample size. Third, the empirical size of the t-test based on the CO-AR estimator is very close to the theoretical size of 5%. Put differently, our estimator can control almost perfectly for the spurious regression problem, especially for moderate and large sample sizes. Table 1 : Spurious regression with Normal distributions. The table displays the percentage of rejection, i.e. absolute value of t-value greater than 1.96. The order of the AR approximation is selected using BIC. The maximum number of lags to be used in the selection procedure is set respectively at 3 (when n = 50), 4 (when n = 100), 8 (when n = 500). We have compared the size performance of the CO-AR t-test with that of setting the AR order k = 1 in all regressions. In the vast majority of cases, except for those where the true error process was AR(1), the size of the CO-AR test was closer to the nominal size. The CHO-FGLS test happens to be severely biased in sufficiently large samples in situations where the serial correlation structure of the error term is more complicated than AR(1). Detailed results are available upon request.
Percentage of |t| > 1.96
To assess the robustness of the previous conclusions, we also use different distributions for the error terms, in particular a Student-t-with five degrees of freedom and a Laplace distribution. All gave very similar results compared to Table 1 .
We further consider the power performance of the CO-AR t-test by considering two cross-correlated time series {Y t } and {X t }. We assume that x t and y t are generated with ρ xy (j) = 0.2 for j = 0 and ρ xy (j) = 0 for j ≠ 0 where ρ xy (j) denotes the cross correlation function of x t and y t at lag j. All power estimates are above 60% at a nominal size of 5%. Detailed results are not reported but available upon request.
Finite sample performance of the four estimators
Consider the following regression model:
where v t = (△x t−k , …, △x t )′, and γ = (γ 0 , …, γ k )′, and x t is integrated of order 1, i.e. I(1). Note that the inference procedure about the coefficients β substantially differs according to the different assumptions on the error term e t . When the error term e t is stationary, the equation (1) is a cointegrating regression with potentially serially correlated error. When the error term e t is a unit-root process, the equation (1) is a spurious regression. Choi, Hu, and Ogaki (2008) discuss three methods to estimate the structural parameters β:
• (1) Dynamic Ordinary Least Squares (DOLS): Regress y t on x t and v t to get̂D OLS .
• (2) Corrected Generalized Least Squares (GLSC): Regress △y t on △x t and △v t to get̂G LSC .
• (3) Feasible Generalized Least Squares (FGLS): Let the residual from the DOLS regression be denoted bŷ.
Then run the following AR(1) regression̂=̂− 1 + , and compute the OLS coefficient. Apply the CochraneOrcutt transformation to the data:
Finally, regresŝon̂and̂to get̂C HO-FGLS . This section compares the finite sample properties of̂C O-AR with those of̂D OLS ,̂G LSC and̂C HO-FGLS . For the ease of comparability, we adopt the same experimental design as Choi, Hu, and Ogaki (2008) . More specifically, in the simulation we generate v t and u t from two independent standard normal distributions. The structural parameter is set to β = 2 and γ′v t = 0.5v t . The error process e t is specified as follows:
• DGP a: e t = u t
• DGP b: e t = 0.95e t−1 + u t
• DGP c: e t = e t−1 + u t
• DGP d: e t = 0.5e t−1 + 0.5e t−2 + u t
• DGP e: Δe t = 0.95Δe t−1 + u t where u t ∼ N(0, 1). In words, the error term is a white noise (DGP a), an AR(1) process with autoregressive coefficient set to 0.95 (DGP b), a random walk (DGP c), an AR(2) that has a unit root (DGP d), and an ARIMA(1,1,0) (DGP e). Note that the first two cases correspond to a cointegrating relationship. The number of iterations in each simulation is 5000, and in each replication 100 + n observations are generated (n = 50, 100, and 500), of which the first 100 observations are discarded. The lag length of the AR(k) approximation of the error term u t is determined by applying the Bayesian information criterion to each replication. The maximum number of lags to be used in selection procedure is set respectively at 3 (when n = 50), 4 (when n = 100), 8 (when n = 500). Table  2 shows the bias and the root mean square error (RMSE) of all four estimators. As we would expect, the DOLS estimator is the best one when the error process is DGP a, while the GLS Corrected is the best estimator when the error process is DGP c. As shown by Choi, Hu, and Ogaki (2008) , the CHO-FGLS estimator is almost as good as the DOLS estimator in cointegrating relationships and significantly outperforms the DOLS estimator in spurious regressions. Hence, the FGLS estimation is a robust procedure with respect to error specifications. Table 2 : The bias and RMSE of the four estimators. The order of the AR approximation is selected using BIC. The maximum number of lags to be used in the selection procedure is set respectively at 3 (when n = 50), 4 (when n = 100), 8 (when n = 500). The number of replications is 5000. The CO-AR estimator is robust with respect to the order of integration of the error terms. If the error follows a white noise process, the RMSE of CO-AR is similar to the CHO-FGLS and DOLS estimators. If the error follows a highly persistent AR(1) process (DGP b) or a unit-root process (DGP c), the RMSE of the CO-AR tends to be slightly smaller than the CHO-FGLS and GLS corrected estimators, and much smaller than the DOLS procedure. Not surprisingly, when the error process follows complex unit-root dynamics (cases DGP d and DGP e), the CO-AR estimator performs very well compared to all the three other estimators proposed by Choi, Hu, and Ogaki (2008) , especially for large sample sizes.
DOLS
The adequacy of an approximate model for the DGP of the error term depends on the choice of the order of the AR approximation. In particular, different lag selection methods for the order of the AR approximation may potentially lead to drastically different conclusions regarding the finite sample performance of the CO-AR estimator. Therefore, we also investigate the sensitivity of our Monte Carlo results to the choice of the lag selection criterion by applying the Akaike information criterion (AIC), the Hannan-Quinn information criterion (HQIC), and by using the "true" order of the approximation (i.e. zero lags for the error process specified in DGP a, one lag for DGP b and DGP c, and two lags for DGP d and DGP e). To economize on space we do not report the results in detail, but rather discuss some important aspects. Overall we find that the results are broadly in line with the findings displayed in Table 2 . The performance of the CO-AR estimator is remarkably robust with respect to the different information criteria. However, when the error term follows a white noise process, the RMSE of the CO-AR estimator using the "true" lag length is halved compared to the BIC lag selection. Moreover, the performance of the BIC is broadly similar to the HQIC, and both criteria slightly dominate the AIC lag selection in terms of the RMSE metric.
Multiple regressors and endogeneity
We finally consider the case of two regressors, one of which is correlated with the error term, to see how our procedure performs under endogeneity. We generate 5000 replications of the following processes: = 0.6 1 + 0.6 2 + 1 = 0.95 1, −1 + 0.5 1, −1 + 1 2 = 0.7 2, −1 + 0.3 2, −1 + 2 = 0.8 −1 + 0.2 3, −1 + 3 .
The iid error terms ε it are drawn from a standard normal distribution, but where the correlation between ε 1t and ε 3t is 0.5. We assume the presence of an instrumental variable w, also iid and drawn from a standard normal distribution, which has a correlation of 0.8 with ε 1t . To summarize, the vector (ε 1t , ε 2t , ε 3t , w t )′ is drawn from a Gaussian distribution with mean zero and covariance matrix Σ given by
In Table 3 we report the results of the t-statistic for testing H 0 : β 1 = 0.6 and H 0 : β 2 = 0.6. While the test is slightly over-sized in small samples, it performs well in moderate and large samples, and the empirical size is not significantly different from the nominal size. To sum up, this paper develops a new robust estimator for structural parameters in dynamic regressions. The simulation study indicates that the CO-AR estimator is particularly useful in most applied situations in macroeconomics and finance where the researcher does not know the exact form of the error term.
Concluding remarks
This paper proposes a new estimation method, namely CO-AR estimation, for cointegrating and spurious regressions by applying a two-stage generalized Cochrane-Orcutt transformation based on the autoregressive approximation framework developed by Berk (1974) . We prove that our CO-AR estimator is consistent. We further show that a convergent usual t-statistic based on the CO-AR estimator (the CO-AR t test), asymptotically distributed as N(0, 1), can be constructed for the spurious regression cases analyzed by Granger and Newbold (1974) and Granger, Hyung, and Jeon (2001) . More importantly, the CO-AR t test does not rely on the long-run variance estimator, and therefore it can be easily implemented. Moreover, the CO-AR estimation method turns out to be a robust procedure with respect to error specifications even when the regressors and regressand are highly persistent (or possibly unit-root) processes. The fact that the CO-AR estimator can cover general regression models is especially appealing in empirical work where the determination of the exact form of the error terms is often unknown, and the errors rarely follow a simple AR(1) process. Finally, the simulation results indicate that the finite sample performance of the CO-AR methodology is promising even if the sample size is as small as 50 observations.
Of course, several important issues are not considered in this paper and deserve further study. For instance, in future work it will be important to investigate the choice of k, the order of the AR model for approximating I(1) processes, allowing alternative selection criteria, such as the modified AIC and BIC developed in Bauer and Wagner (2008) , or a different maximum number of lags to be used in the selection procedure. Moreover, we believe that the AR approximation framework could be applied to the issue of the spurious regressions involving other persistent processes, such as I (2) 
which are stationary by construction. Sincê1 = ( −1 ), we havẽ= * −̂1 −1 = * + ( −1/2 ), and thus, {̃} converges in probability to a stationary process. The same holds for̃= * + ( −1/2 ). This implies that the CO-AR estimator, i.e. the OLS estimator of β in the regressioñ=̃+ is √ -consistent as stated. □
A.4 Proof of Theorem 4
We can write the regressioñ=̃+ as * = * + + ( −1/2 ), where * and * are stationary processes given by (2) and (3). Then, the same arguments of the proof of Theorem 2 apply to the CO-AR estimator of β, and we obtain the required result. □ which is identical to the asymptotic distribution of the OLS estimator. □
