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Abstract
The problem of prescribing Gaussian curvature on Riemann surface with conical singularity is
considered. Let (Σ, β) be a closed Riemann surface with a divisor β, and Kλ = K + λ, where
K : Σ → R is a Ho¨lder continuous function satisfying maxΣ K = 0, K . 0, and λ ∈ R. If
the Euler characteristic χ(Σ, β) is negative, then by a variational method, it is proved that there
exists a constant λ∗ > 0 such that for any λ ≤ 0, there is a unique conformal metric with the
Gaussian curvature Kλ; for any λ, 0 < λ < λ
∗, there are at least two conformal metrics having
Kλ its Gaussian curvature; for λ = λ
∗, there is at least one conformal metric with the Gaussian
curvature Kλ∗ ; for any λ > λ
∗, there is no certain conformal metric having Kλ its Gaussian
curvature. This result is an analog of that of Ding and Liu [14], partly resembles that of Borer,
Galimberti and Struwe [3], and generalizes that of Troyanov [26] in the negative case.
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1. Introduction
The problem of prescribing Gaussian curvature on smooth Riemann surfaces has been well
understood [19]. Let (Σ, g) be a closed smooth Riemann surface, χ(Σ) be its topological Euler
characteristic, and κ : Σ → R be its Gaussian curvature. If g¯ = e2ug with a smooth function u,
then the Gaussian curvature of (Σ, g¯) satisfies κ¯ = e−2u(κ + ∆gu), where ∆g denotes the Laplacce-
Beltrami operator with respect to the metric g. A natural question is whether for any smooth
function K : Σ → R, there is a smooth function u such that the metric e2ug has K its Gaussian
curvature. Clearly this is equivalent to solving the elliptic equation
∆gu + κ − Ke
2u = 0 on Σ. (1)
The Gauss-Bonnet formula leads to∫
Σ
Ke2udvg =
∫
Σ
κdvg = 2πχ(Σ).
Note that the solvability of (1) is closely related to the sign of χ(Σ). If χ(Σ) > 0, then Σ is
either the projective space RP2 or the 2-sphere S2. In the case of RP2, it was shown by Moser
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[22] that the equation (1) has a solution u, provided that K ∈ C∞(S2) satisfies supΣ K > 0 and
K(p) = K(−p) for all p ∈ S2. While the problem on S2 is much more complicated and known
as the Nirenberg problem, see for examples [19, 4, 5, 6, 7]. If χ(Σ) = 0, the problem has
been completely solved by Kazdan-Warner [19]. While if χ(Σ) < 0, the problem was studied
by Kazdan and Warner [19] via the method of upper and lower solutions. They proved that if
K ≤ 0 and K . 0, then (1) has a unique solution. Later, Ding and Liu [14] considered the case
that K changes sign. Precisely, replacing K by K + λ in (1) with K ≤ 0, K . 0, and λ ∈ R,
they obtained the following conclusion by using a method of upper and lower solutions and a
variational method: there exists a λ∗ > 0 such that if λ ≤ 0, then (1) has a unique solution; if 0 <
λ < λ∗, then (1) has at least two solutions; if λ = λ∗, then (1) has at least one solution; if λ > λ∗,
then (1) has no solution. Recently, using a monotonicity technique due to Struwe [24, 25], Borer,
Galimberti, and Struwe [3] partly reproved the above results and obtained additional estimates for
certain sequence of solutions that allow to characterize their bubbling behavior. Further analysis
in this direction has been done by Galimberti [16], del Pino and Roma´n [13].
The problem of prescribing Gaussian curvature can also be proposed on surfaces with conical
singularities. Let Σ be a closed Riemann surface, p1, · · · , pℓ be points of Σ and θ1, · · · , θℓ be
positive numbers. Denote
χ¯ = 2πχ(Σ) +
ℓ∑
i=1
(θi − 2π).
Then it was proved by Troyanov [26] that if 0 < χ¯ < min{4π, 2θ1, · · · , 2θℓ}, then any smooth
function on Σ, which is positive at some point is the Gaussian curvature of a conformal metric
having at pi a conical singularity of angle θi; if χ¯ = 0, then a smooth nonconstant function
K : Σ → R is the Gaussian curvature of a conformal metric having at pi a conical singularity
of angle θi if and only if
∫
Σ
Kdµ < 0, where dµ is the area element of the original singular
metric; if χ¯ < 0, then any smooth negative function on Σ is the Gaussian curvature of a unique
conformal metric having at pi a conical singularity of angle θi. As in the smooth Riemann surface
case, the prescribing Gaussian curvature problem on the 2-sphere with conical singularity is most
delicate. The case ℓ = 2 was studied by Chen and Li [8, 9]. While the case ℓ ≥ 3 was considered
by Eremenko [15], Malchiodi and Ruiz [21], Chen and Lin [10], Marchis and Lo´pez-Soriano
[12], and others.
In this paper, we focus on the negative case, namely χ¯ < 0. Precisely we shall prove an
analog of the result of Ding and Liu [14], and thereby part of results of Borer, Galimberti, and
Struwe [3]. Though we still use the variational method, which had been employed by Ding and
Liu, we have to overcome difficulties in the presence of conical singularities. In particular, we
have to establish the strong maximum principle, which is essential for the method of upper and
lower solutions in our setting.
The remaining part of this paper is organized as follows: In Section 2, we give some notations
for surfaces with conical singularities and state our main results; In Section 3, the maximum
principle for the Laplace-Beltrami operator and the Palais-Smale condition for certain functional
are discussed; In Section 4, following the lines of [14, 3], we prove our main theorem.
2. Notations and main results
Let us briefly recall some geometric concepts from Troyanov [26]. In general, a closed
Riemann surface Σ is defined to be a topological space with an atlas {φi : Ui → C}, where if
Ui ∩ U j , ∅, then the coordinate transformation φi ◦ φ
−1
j
is conformal, i.e., holomorphic or
2
anti-holomorphic. Two such atlases define the same structure on Σ if their union is still such an
atlas. A conformal Riemannian metric is defined by g = ρ(z)|dz|2 locally, where z is a coordinate
on Σ and ρ is a positive measurable function. A divisor on a Riemann surface is a formal sum
β =
∑ℓ
i=1 βipi, where pi ∈ Σ and βi > −1, i = 1, · · · , ℓ. The set suppβ = {p1, · · · , pℓ} is the
support of β, and the number |β| =
∑ℓ
i=1 βi is the degree of the divisor. A conformal metric g on
Σ is said to represent the divisor β if g ∈ C2(Σ \ suppβ) verifying that if zi is a coordinate defined
in a neighborhoodUi of pi, then there is some ui ∈ C
2(Ui \ {pi}) ∩ C
0(Ui \ {pi}) such that
g = e2ui |zi − zi(pi)|
2βi |dzi|
2. (2)
Under the circumstances, g is said to have a conical singularity of order βi or angle θi = 2π(βi+1)
at pi, i = 1, · · · , ℓ. The Euler characteristic of (Σ, β) is defined by
χ(Σ, β) = χ(Σ) + |β|,
where χ(Σ) is the topological Euler characteristic of Σ, and |β| =
∑ℓ
i=1 βi is the degree of β. Let
κ : Σ \ suppβ → R be the Gaussian curvature of g. If κ can be extended to a Ho¨lder continuous
function on Σ, then it was shown by Troyanov [26] that a Gauss-Bonnet formula holds:∫
Σ
κdvg = 2πχ(Σ, β), (3)
where dvg denotes the Riemannian volume element with respect to the conical metric g.
Let (Σ, β) be a closed Riemann surface with a divisor β =
∑ℓ
i=1 βipi, and the metric g rep-
resents β with βi > −1, i = 1, · · · , ℓ. It follows from (2) that there exists a smooth Riemannian
metric g0 such that
g = ρg0, (4)
where ρ > 0 on Σ, ρ ∈ C2
loc
(Σ \ suppβ), and ρ ∈ Lr(Σ) for some r > 1. Let W1,2(Σ, g) be the
completion of C∞(Σ) under the norm
‖u‖W1,2(Σ,g) =
(∫
Σ
(|∇gu|
2 + u2)dvg
)1/2
,
where ∇g denotes the gradient operator with respect to the metric g. It was observed by Troyanov
[26] that W1,2(Σ, g) = W1,2(Σ, g0). As a consequence, by the Sobolev embedding theorem for
smooth Riemann surface (Σ, g0) and the Ho¨lder inequality, one has
W1,2(Σ, g) →֒ Lp(Σ, g), ∀p > 1. (5)
We now state the following:
Theorem 1. Let (Σ, β) be a closed Riemann surface with a divisor β =
∑ℓ
i=1 βipi. Suppose that
the Euler characteristic χ(Σ, β) < 0, K : Σ → R is a Ho¨lder continuous function, maxΣ K = 0
and K . 0. Let Kλ = K + λ, λ ∈ R. Assume that a conformal metric g represents β. Let
κ : Σ\suppβ→ R be the Gaussian curvature of g, and κ can be extended to a Ho¨lder continuous
function on Σ. Then there exists a constant λ∗ > 0 such that (i) when λ ≤ 0, there exists a
unique conformal metric on Σ with Gaussian curvature Kλ, representing the divisor β; (ii) when
0 < λ < λ∗, there exist at least two conformal metrics on Σ with the same Gaussian curvature
Kλ, representing the divisor β; (iii) when λ = λ
∗, there exists at least one conformal metric on Σ
with Gaussian curvature Kλ∗ , representing the divisor β; (iv) when λ > λ
∗, there is no function
u ∈ W1,2(Σ, g) ∩C2(Σ \ suppβ) ∩ C0(Σ) such that e2ug has the Gaussian curvature Kλ.
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Since the metric g has the Gaussian curvature κ, and the metric gλ = e
2ug has the Gaussian
curvature Kλ = K + λ. A standard calculation shows
∆gu + κ − Kλe
2u = 0 on Σ \ suppβ. (6)
Note that if u ∈ W1,2(Σ, g) is a distributional solution of the equation
∆gu + κ − Kλe
2u = 0 on Σ, (7)
we have by elliptic estimates u ∈ C2(Σ \ suppβ) ∩ C0(Σ), and thus (6) holds. Hence, in order to
prove Theorem 1, it suffices to show the following:
Theorem 2. Under the same assumptions as in Theorem 1, there exists a λ∗ > 0 such that (i) if
λ ≤ 0, then (7) has a unique distributional solution; (ii) if 0 < λ < λ∗, then (7) has at least two
distributional solutions; (iii) if λ = λ∗, then (7) has at least one distributional solution; (iv) if
λ > λ∗, then (7) has no distributional solution.
For the proof of Theorem 2, we follow closely Ding and Liu [14] by employing a variational
method. In particular we use the upper and lower solutions principle and the strong maximum
principle. In the remaining part of this paper, (Σ, g) will always denote a conical singular Rie-
mann surface given in Theorem 1; we do not distinguish sequence and subsequence; moreover
we often denote various constants by the same C, even in the same line.
3. Preliminary analysis
In this section, we prove maximum principle, Palais-Smale condition, upper and lower solu-
tions principle, which will be used later. Compared with the smooth Riemann surface case, all
the above mentioned things need to be re-established since the metric g has conical singularity.
3.1. Maximum principle
We first have a weak maximum principle by integration by parts, namely
Lemma 3 (Weak maximum principle). For any constant c > 0, if u ∈ W1,2(Σ, g)∩C0(Σ) satisfies
∆gu + cu ≥ 0 in the distributional sense, then u ≥ 0 on Σ.
Proof. Denote u− = min{u, 0}. Testing the equation ∆gu + cu ≥ 0 by u
−, one has∫
Σ
(|∇gu
−|2 + cu−
2
)dvg ≤ 0.
This leads to u− ≡ 0 on Σ. 
Moreover, using the Moser iteration (see for example Theorems 8.17 and 8.18 in [17]), we
obtain the following strong maximum principle.
Lemma 4 (Strong maximum principle). Let u ∈ W1,2(Σ, g) ∩ C0(Σ) satisfy that u ≥ 0 on Σ, and
that for some positive constant c, ∆gu + cu ≥ 0 in the distributional sense. If there exists a point
x0 ∈ Σ such that u(x0) = 0, then there holds u ≡ 0 on Σ.
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Proof. Step 1. If v ∈ W1,2(Σ, g) ∩ C0(Σ) satisfies v ≥ 0 on Σ, and
∆gv − cv ≤ 0 (8)
in the distributional sense, where c is a positive constant, then there exists some constant C
depending only on (Σ, g) such that
‖v‖L∞(Σ) ≤ C‖v‖L2 (Σ,g). (9)
Now we use the Moser iteration to prove (9). For any p ≥ 2, testing (8) by vp−1 and integrat-
ing by parts, we have ∫
Σ
|∇gv
p
2 |2dvg ≤
cp2
4(p − 1)
∫
Σ
vpdvg.
Hence ‖v
p
2 ‖W1,2(Σ,g) ≤ Cp‖v
p
2 ‖L2(Σ,g) for some constant C. Then the Sobolev embedding (5) leads
to ‖v
p
2 ‖L4(Σ,g) ≤ Cp‖v
p
2 ‖L2(Σ,g), which is equivalent to ‖v‖L2p(Σ,g) ≤ C
2
p p
2
p ‖v‖Lp(Σ,g). Taking p =
pk = 2
k, k = 1, 2, · · · , we have
‖v‖Lpk+1 (Σ,g) ≤ C
2
pk p
2
pk
k
‖v‖Lpk (Σ,g) ≤ C
∑k
j=1 2
1− j
2
∑k
j=1 2
1− j j‖v‖L2(Σ,g) ≤ C‖v‖L2(Σ,g). (10)
Letting k → ∞ in (10), we conclude (9).
Step 2. Let u ∈ W1,2(Σ, g) ∩ C0(Σ) be a nonnegative distributional solution of
∆gu + cu ≥ 0, (11)
where c is a positive constant. Then there exists some constant C such that
‖u‖L2(Σ,g) ≤ C inf
Σ
u. (12)
Without loss of generality, we assume u ≥ ǫ > 0, otherwise we can replace u by u + ǫ. We
claim that that u−1 is a distributional solution of ∆gu
−1 − cu−1 ≤ 0. To see it, we recall that
g = ρg0, where ρ : Σ → R is a positive function, ρ ∈ L
q(Σ) for some q > 1, and g0 is a smooth
Riemannian metric. Then for any φ ∈ W1,2(Σ, g0) with φ ≥ 0, we calculate∫
Σ
(
∇gu
−1∇gφ − cu
−1φ
)
dvg =
∫
Σ
(
∇g0u
−1∇g0φ − cρu
−1φ
)
dvg0
= −
∫
Σ
(
∇g0u∇g0(φu
−2) + 2φu−3|∇g0u|
2 + cρu(φu−2)
)
dvg0
≤ −
∫
Σ
(
∇g0u∇g0(φu
−2) + cρu(φu−2)
)
dvg0
= −
∫
Σ
(
∇gu∇g(φu
−2) + cu(φu−2)
)
dvg.
This together with (11) confirms our claim. Now we have by Step 1,
sup
Σ
u−1 ≤ C‖u−1‖L2(Σ,g),
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which leads to
inf
Σ
u ≥ C
(∫
Σ
u−2dvg
)− 1
2
= C
(∫
Σ
u−2dvg
∫
Σ
u2dvg
)−1/2 (∫
Σ
u2dvg
)1/2
.
Thus, to prove (12), it suffices to show there exists some constant C such that∫
Σ
u−2dvg
∫
Σ
u2dvg ≤ C. (13)
Let w = log u − γ, where γ = 1
Volg(Σ)
∫
Σ
log u dvg. We shall prove that∫
Σ
e2|w|dvg ≤ C, (14)
which implies ∫
Σ
e2(γ−log u)dvg ≤ C,
∫
Σ
e2(log u−γ)dvg ≤ C.
This immediately leads to (13).
We are only left to prove (14). Testing the equation (11) by u−1, we have∫
Σ
(∇gu
−1∇gu + c)dvg ≥ 0.
It follows that ∫
Σ
|∇gw|
2dvg ≤ C. (15)
Note that
∫
Σ
wdvg = 0. In view of (15), we conclude from the Poincare´ inequality that
‖w‖W1,2(Σ,g) ≤ C. (16)
Recall that the metric g represents the divisor β =
∑ℓ
i=1 βipi with βi > −1, i = 1, · · · , ℓ. Denote
b = min{1, 1 + β1, · · · , 1 + βℓ}. Then the Trudinger-Moser inequality for surfaces with conical
singularities [26] together with (16) implies that
∫
Σ
e2|w|dvg ≤
∫
Σ
e
bw2
‖w‖2
W1,2(Σ,g)
+ 1
b
‖w‖2
W1,2(Σ,g)
dvg
≤ C
∫
Σ
e
bw2
‖w‖2
W1,2(Σ,g) dvg
≤ C. (17)
Thus (14) holds and the proof of Step 2 terminates.
One can easily see that the conclusion of the lemma follows from (12). 
It is remarkable that only subcritical Trudinger-Moser inequality was employed in (17). Such
inequalities are important tools in geometry and analysis. For more details, we refer the reader
to recent works [1, 20, 23, 27, 28, 29, 11, 18] and the references therein.
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3.2. Palais-Smale condition
For any λ ∈ R, we define a functional Eλ : W
1,2(Σ, g) → R by
Eλ(u) =
∫
Σ
(|∇gu|
2 + 2κu − Kλe
2u)dvg, (18)
where κ : Σ→ R is the Gaussian curvature of g, Kλ = K + λ is defined as in Theorem 1.
Lemma 5 (Palais-Smale condition). Suppose that Σ−
λ
= {x ∈ Σ : Kλ < 0} is nonempty for some
λ ∈ R. Then Eλ satisfies the (PS )c condition for all c ∈ R, i.e., if u j is a sequence of functions
in W1,2(Σ, g) such that Eλ(u j) → c and dEλ(u j) → 0, then there exists some u0 ∈ W
1,2(Σ, g)
satisfying u j → u0 in W
1,2(Σ, g).
Proof. Let (u j) be a function sequence such that Eλ(u j) → c and dEλ(u j) → 0, or equivalently∫
Σ
(|∇gu j|
2 + 2κu j − Kλe
2u j )dvg = c + o j(1), (19)∫
Σ
(∇gu j∇gϕ + κϕ − Kλe
2u jϕ)dvg = o j(1)‖ϕ‖W1,2(Σ,g), ∀ϕ ∈ W
1,2(Σ, g), (20)
where o j(1) → 0 as j → ∞.
Note that suppβ = {p1, · · · , pℓ} is a set of finite points. Σ
−
λ \ suppβ must contain a domainΩ
such that the closure of Ω is also contained in Σ−
λ
\ suppβ. In view of (4), there would exist two
positive constants C1 and C2 depending only on Ω such that
C1g0 ≤ g ≤ C2g0 on Ω.
Denote u+
j
= max{u j, 0}. Based on an argument of Ding and Liu ([14], Lemma 2), where a
mistake was corrected by Borer, Galimberti and Struwe ([3], Appendix), for another domain
Ω′ ⊂⊂ Ω, there exists a positive constantC depending only onC1, C2 and distg(Ω
′, ∂Ω) such that∫
Ω′
(|∇gu
+
j |
2 + u+j
2
)dvg ≤ C. (21)
Taking ϕ ≡ 1 in (20), one has∫
Σ
Kλe
2u jdvg −
∫
Σ
κdvg = o j(1).
This together with the Gauss-Bonnet formula (3) gives∫
Σ
Kλe
2u jdvg = 2πχ(Σ, β) + o j(1). (22)
Inserting (22) into (19), we conclude∫
Σ
(|∇gu j|
2 + 2κu j)dvg = c + 2πχ(Σ, β) + o j(1). (23)
We now claim that u j is bounded in L
2(Σ, g). Suppose not, there holds ‖u j‖L2(Σ,g) → ∞. We
set v j = u j/‖u j‖L2(Σ,g). Note that ∫
Σ
κ
u j
‖u j‖
2
L2(Σ,g)
dvg = o j(1).
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This together with (23) leads to ∫
Σ
|∇gv j|
2dvg = o j(1). (24)
Hence v j is bounded in W
1,2(Σ, g) and (24) leads to v j → γ in W
1,2(Σ, g) for some constant γ.
Since ‖v j‖L2(Σ,g) = 1, we have γ , 0. It follows from (23) that∫
Σ
κv jdvg ≤ o j(1). (25)
Letting j → ∞ in (25), we obtain 2πχ(Σ, β)γ ≤ 0 by using the Gauss-Bonnet formula (3). Since
χ(Σ, β) < 0 and γ , 0, we have γ > 0. On the other hand, we conclude by (21) that∫
Ω′
(|∇gv
+
j |
2 + v+j
2
)dvg = o j(1),
which leads to γ ≤ 0. This contradicts γ > 0 and confirms our claim.
Since u j is bounded in L
2(Σ, g), we have by (23) that u j is bounded in W
1,2(Σ, g). Up to a
subsequence, we can assume u j converges to u0 weakly inW
1,2(Σ, g), strongly in Ls(Σ, g) for any
s > 1. A Trudinger-Moser inequality for surfaces with conical singularities [26] implies that e2u j
is bounded in Ls(Σ, g) for any s > 1. Hence eu j converges to eu0 in Ls(Σ, g) for any s > 1. This
together with (20) leads to∫
Σ
|∇gu j|
2dvg =
∫
Σ
(−κu0 + Kλe
2u0u0)dvg + o j(1)
=
∫
Σ
|∇gu0|
2dvg + o j(1).
This implies that u j → u0 in W
1,2(Σ, g). 
3.3. Upper and lower solutions principle
Let f : Σ × R → R be a smooth function. u ∈ W1,2(Σ, g) ∩C2(Σ \ suppβ) ∩C0(Σ) is defined
to be an upper (lower) solution to the elliptic equation
∆gu + f (x, u) = 0, (26)
if u satisfies ∆gu+ f (x, u) ≥ (≤) 0 in the distributional sense on Σ and point-wisely in Σ \ suppβ.
Lemma 6 (Upper and lower solutions principle). Suppose thatψ, ϕ ∈ W1,2(Σ, g)∩C2(Σ\supp β)∩
C0(Σ) are upper and lower solutions to (26) respectively, and that ϕ ≤ ψ on Σ. Then (26) has a
solution u ∈ W1,2(Σ, g) ∩ C2(Σ \ suppβ) ∩C0(Σ) with ϕ ≤ u ≤ ψ on Σ.
Proof. We follow the lines of Kazdan and Warner [19]. Let A be a constant such that −A ≤ ϕ ≤
ψ ≤ A. Since Σ is closed, one finds a sufficiently large constant c such that G(x, t) = ct + f (x, t)
is increasing in t ∈ [−A, A] for any fixed x ∈ Σ. Define an elliptic operator Lu = ∆gu + cu for
u ∈ W1,2(Σ, g) ∩C2(Σ \ suppβ) ∩ C0(Σ). Now we define
ϕ0 = ϕ, ϕ j = L
−1(G(x, ϕ j−1)), ∀ j ≥ 1
ψ0 = ψ, ψ j = L
−1(G(x, ψ j−1)), ∀ j ≥ 1.
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Here L−1 : L2(Σ, g)→ W1,2(Σ, g) is well defined due to the Lax-Milgram theorem. This together
with the definition of upper and lower solutions and the monotonicity of G(x, t) with respect to t
leads to
Lϕ ≤ Lϕ1 = G(x, ϕ) ≤ G(x, ψ) = Lψ1 ≤ Lψ.
Then the weak maximum principle (Lemma 3) implies that
ϕ ≤ ϕ1 ≤ ψ1 ≤ ψ.
By induction, we have
ϕ ≤ ϕ j−1 ≤ ϕ j ≤ ψ j ≤ ψ j−1 ≤ ψ, j = 1, 2, · · · .
Clearly we can assume that ϕ j converges to u1 and ψ j converges to u2 point-wisely. By elliptic
estimates, one concludes that the above convergence is in C2
loc
(Σ \ suppβ) ∩ C0(Σ). Moreover,
v = u1 or u2 is a distributional solution to Lv = G(x, v). 
4. Proof of Theorem 2
In this section, we prove Theorem 2 by using variational method.
4.1. Unique solution in the case λ ≤ 0
Proof of (i) of Theorem 2. Assume maxΣ K = 0 and K . 0. If λ < 0, this has been proved by
Troyanov ([26], Theorem 1). We now consider the general case λ ≤ 0. Let Eλ be the functional
defined as in (18), where Kλ = K + λ.
Claim 1. Eλ is strict convex on W
1,2(Σ, g).
It suffices to prove that for any u ∈ W1,2(Σ), there exists some constant C > 0 such that
d2Eλ(u)(h, h) ≥ C‖h‖
2
W1,2(Σ,g)
∀h ∈ W1,2(Σ, g). (27)
Suppose not. There would be a function u ∈ W1,2(Σ, g) and a function sequence (h j) ⊂ W
1,2(Σ, g)
such that ‖h j‖W1,2(Σ,g) = 1 for all j and d
2Eλ(u)(h j, h j) → 0 as j → ∞. One may assume up to
a subsequence, h j converges to h∞ weakly in W
1,2(Σ, g), strongly in Lp(Σ, g) for any p > 1, and
almost everywhere in Σ. Since
d2Eλ(u)(h j, h j) = 2
∫
Σ
(|∇gh j|
2 − 2Kλe
2uh2j)dvg
and Kλ ≤ 0, we conclude
∫
Σ
|∇gh j|
2dvg → 0 and
∫
Σ
Kλe
2uh2
j
dvg → 0, which leads to h∞ ≡ C0 for
some constant C0, and further
C20
∫
Σ
Kλe
2udvg =
∫
Σ
Kλe
2uh2∞dvg = lim
j→∞
∫
Σ
Kλe
2uh2jdvg = 0.
Clearly
∫
Σ
Kλe
2udvg < 0, and thus C0 = 0. This contradicts ‖h∞‖L2(Σ,g) = lim j→∞ ‖h j‖L2(Σ,g) = 1.
Hence (27) holds.
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Claim 2. Eλ is coercive.
Since for any ǫ > 0, there exists a constant C(ǫ) such that
∫
Σ
κudvg ≤ ǫ‖u‖
2
W1,2(Σ,g)
+ C(ǫ), it
suffices to find some constant C > 0 such that for all u ∈ W1,2(Σ, g), there holds∫
Σ
(|∇gu|
2 − Kλe
2u)dvg ≥ C‖u‖
2
W1,2(Σ,g)
. (28)
Suppose not. There would exist a sequence of functions (u j) satisfying∫
Σ
(|∇gu j|
2 + u2j)dvg = 1,
∫
Σ
(|∇gu j|
2 − Kλe
2u j )dvg = o j(1).
It follows that up to a subsequence, u j converges to u
∗ weakly in W1,2(Σ, g) and strongly in
Lp(Σ, g) for any p > 1. One easily see that
0 <
∫
Σ
(|∇gu
∗|2 − Kλe
2u∗ )dvg ≤ lim
j→∞
∫
Σ
(|∇gu j|
2 − Kλe
2u j )dvg = 0,
which is impossible. Hence (28) holds.
In view of Claims 1 and 2, a direct method of variation shows infu∈W1,2(Σ,g) Eλ(u) can be
attained by some u0 ∈ W
1,2(Σ, g) and u0 is the unique critical point of Eλ. 
4.2. Existence of λ∗
When λ = 0, the equation (7) becomes
∆gu + κ − Ke
2u = 0 on Σ. (29)
Let u be a solution of (29). The linearized equation of (29) at u reads ∆gv − 2Ke
2uv = 0, which
has a unique solution v ≡ 0. By the implicit theorem, there is a sufficiently small s > 0 such that
for any λ ∈ (0, s), the equation (7) has a solution. Define
λ∗ = sup
{
s : the equation (7) has a solution foranyλ ∈ (0, s)
}
. (30)
One can see that λ∗ ≤ −minΣ K. For otherwise Kλ > 0 for some λ < λ
∗. Integrating (7), we
obtain
0 > 2πχ(Σ, β) =
∫
Σ
κdvg =
∫
Σ
Kλe
2udvg ≥ 0,
which is impossible. In conclusion, we have 0 < λ∗ ≤ −minΣ K. Further analysis (Subsection
4.4, Claim 2) implies that λ∗ < −minΣ K.
4.3. Multiplicity of solutions for 0 < λ < λ∗
Proof of (ii) of Theorem 2. Fix λ, 0 < λ < λ∗. We shall seek two different solutions of (7),
one is a strict local minimum of the functional Eλ, the other is of the mountain-pass type. The
proof will be divided into several steps below.
Step 1. Existence of upper and lower solutions.
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Take λ1 with λ < λ1 < λ
∗. Let uλ1 ∈ W
1,2(Σ, g) ∩ C2(Σ \ suppβ) ∩ C0(Σ) be a solution of (7)
at λ1. Set ψ = uλ1 . One can see that ψ is a strict upper solution of (7), namely
∆gψ + κ − Kλe
2ψ > 0. (31)
Clearly the equation
∆gη = −κ +
1
Volg(Σ)
∫
Σ
κdvg (32)
has a distributional solution η ∈ W1,2(Σ, g) ∩C2(Σ \ suppβ) ∩ C0(Σ). Let ϕ = η − s, where s is a
positive constant. Obviously ϕ < ψ on Σ for sufficiently large s. Since
∫
Σ
κdvg = 2πχ(Σ, β) < 0,
we have
∆gϕ + κ − Kλe
2ϕ =
1
Volg(Σ)
∫
Σ
κdvg − Kλe
2η−2s < 0, (33)
provided that s is chosen sufficiently large. Thus ϕ is a strict lower solution of (7).
Step 2. The first solution of (7) can be chosen as a strict local minimum of Eλ.
Let fλ(x, t) = ct − κ + Kλe
2t. Fix a sufficiently large positive constant c such that fλ(x, t) is
increasing in t ∈ [−A, A], where A is a constant such that −A ≤ ϕ < ψ ≤ A. Let Fλ(x, u) =∫ u
0
fλ(x, t)dt. It is easy to see that
Eλ(u) =
∫
Σ
|∇gu|
2dvg + c
∫
Σ
u2dvg − 2
∫
Σ
Fλ(x, u)dvg −
∫
Σ
Kλdvg.
Define a function
fˆλ(x, t) =

fλ(x, ψ(x)) when t > ψ(x)
fλ(x, t) when ϕ(x) ≤ t ≤ ψ(x)
fλ(x, ϕ(x)) when t < ϕ(x)
and a functional
Eˆλ(u) =
∫
Σ
(|∇gu|
2 + cu2)dvg − 2
∫
Σ
Fˆλ(x, u)dvg −
∫
Σ
Kλdvg,
where Fˆλ(x, t) =
∫ t
0
fˆλ(x, s)ds. Obviously Eˆλ is bounded from below onW
1,2(Σ, g). Denote
a = inf
u∈W1,2(Σ,g)
Eˆλ(u).
Taking a function sequence (u j) ⊂ W
1,2(Σ, g) such that Eˆλ(u j) → a as j → ∞. It follows that u j is
bounded inW1,2(Σ, g), and thus up to a subesequence the Sobolev embedding and the Trudinger-
Moser inequality lead to u j converges to some uλ weakly in W
1,2(Σ, g), strongly in Lq(Σ, g) for
any q > 1, almost everywhere in Σ, and e2u j converges to e2uλ in L1(Σ, g). Hence Eˆλ(uλ) ≤ a.
Then by the definition of a, we conclude
Eˆλ(uλ) = inf
u∈W1,2(Σ,g)
Eˆλ(u).
As a consequence uλ satisfies the Euler-Lagrange equation
∆guλ + cuλ = fˆλ(x, uλ) (34)
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in the distributional sense. By elliptic estimates, one has uλ ∈ C
2(Σ \ suppβ) ∩C0(Σ).
Noting that f (x, t) is increasing with respect to t ∈ [−A, A], we have
∆gϕ(x) + cϕ(x) ≤ fλ(x, ϕ(x)) ≤ fˆλ(x, uλ(x)) ≤ fλ(x, ψ(x)) ≤ ∆gψ(x) + cψ(x)
in the distributional sense. In view of (31), (33) and (34), one concludes by the strong maximum
principle (Lemma 4) that
ϕ(x) < uλ(x) < ψ(x), ∀x ∈ Σ. (35)
Obviously Eˆλ(u) = Eλ(u) for all u ∈ W
1,2(Σ) with ϕ ≤ u ≤ ψ. For any h ∈ C1(Σ), we define
a function ζ(t) = E(uλ + th), t ∈ R. In view of (35), there holds ϕ ≤ uλ + th ≤ ψ and thus
Eˆλ(uλ + th) = Eλ(uλ + th), provided that |t| is sufficiently small. Since uλ is a minimum of Eˆλ on
W1,2(Σ, g), we have ζ′(0) = dEλ(uλ)(h) = 0 and ζ
′′(0) = d2Eλ(uλ)(h, h) ≥ 0. Therefore we have∫
Σ
(∇guλ∇gh + κh − Kλe
2uλh)dvg = 0, ∀h ∈ C
1(Σ), (36)
∫
Σ
(|∇gh|
2 − 2Kλe
2uλh2)dvg ≥ 0, ∀h ∈ C
1(Σ). (37)
SinceC1(Σ) is dense inW1,2(Σ, g), (36) and (37) still hold for all h ∈ W1,2(Σ, g). We further prove
that there exists a positive constant C such that
d2Eλ(uλ)(h, h) ≥ C‖h‖
2
W1,2(Σ,g)
, ∀h ∈ W1,2(Σ, g). (38)
For the proof of (38), we adapt an argument of Borer, Galimberti, and Struwe ([3], Section 2).
Since d2Eλ(uλ)(h, h) ≥ 0 for all h ∈ W
1,2(Σ, g), we have
Λ := inf
‖h‖
W1,2(Σ,g)
=1
d2Eλ(uλ)(h, h) ≥ 0.
SupposeΛ = 0. We claim that there exists some h with ‖h‖W1,2(Σ,g) = 1 such that d
2Eλ(uλ)(h, h) =
0. To see this, we let h j satisfy ‖h j‖W1,2(Σ,g) = 1 and d
2Eλ(uλ)(h j, h j) → 0 as j → ∞. Up to a
subsequence, we can assume h j converges to some h weakly in W
1,2(Σ, g), strongly in Lq(Σ, g)
for all q > 1, and almost everywhere in Σ. It follows that
lim
j→∞
∫
Σ
|∇gh j|
2dvg =
∫
Σ
2Kλe
2uλh2dvg ≤
∫
Σ
|∇gh|
2dvg.
This leads to h j → h in W
1,2(Σ, g) as j → ∞, and confirms our claim. Moreover, since the
functional v 7→ d2Eλ(uλ)(v, v) attains its minimum at v = h, it follows that d
2Eλ(uλ)(h,w) = 0 for
all w ∈ W1,2(Σ, g); that is, h is a weak solution of the equation
∆gh = 2Kλe
2uλh. (39)
Note that h is not a constant. For otherwise (39) yields
0 > 2πχ(Σ, β) =
∫
Σ
Kλe
2uλdvg = 0,
which is impossible. Multiplying (39) by h3, we get
d4Eλ(uλ)(h, h, h, h) = −16
∫
Σ
Kλe
2uλh4dvg = −24
∫
Σ
h2|∇gh|
2dvg < 0.
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Since d2Eλ(uλ + th)(h, h) attains its minimum at t = 0, we have d
3Eλ(uλ)(h, h, h) = 0, which
together with the facts dEλ(uλ) = 0 and d
2Eλ(uλ)(h, h) = 0 leads to
Eλ(uλ + ǫh) = Eλ(uλ) +
ǫ4
24
d4Eλ(uλ)(h, h, h, h)+ O(ǫ
5) < Eλ(uλ) (40)
for small ǫ > 0. Applying elliptic estimates to (39), we have h ∈ C0(Σ). Then there exists ǫ0 > 0
such that if 0 < ǫ < ǫ0, then ϕ ≤ uλ + ǫh ≤ ψ on Σ, and thus by (40),
Eˆλ(uλ + ǫh) = E(uλ + ǫh) < Eλ(uλ) = Eˆλ(uλ),
contradicting the fact that uλ is the minimum of Eˆλ. Therefore Λ > 0 and (38) follows immedi-
ately. As a consequence, uλ is a strict local minimum of Eλ onW
1,2(Σ, g).
Step 3. The second solution of (7) can be achieved by a mountain pass theorem.
Let uλ be as in Step 2. Since uλ is a strict local minimum of Eλ on W
1,2(Σ, g), there would
exist a sufficiently small r > 0 such that
inf
‖u−uλ‖W1,2(Σ,g)=r
Eλ(u) > Eλ(uλ). (41)
Moreover, a calculation of Ding and Liu ([14], Page 1061) shows for any λ > 0, Eλ has no lower
bound onW1,2(Σ, g). In particular, there exists some v ∈ W1,2(Σ, g) verifying that
Eλ(v) < Eλ(uλ), ‖v − uλ‖W1,2(Σ,g) > r. (42)
Combining (41), (42) and Lemma 5, we obtain by using the mountain-pass theorem due to
Ambrosetti and Rabinowitz [2] that the mini-max value
c = min
γ∈Γ
max
u∈γ
Eλ(u)
is a critical value of Eλ, where Γ = {γ ∈ C([0, 1],W
1,2(Σ, g)) : γ(0) = uλ, γ(1) = v}. Equivalently
there exists some uλ ∈ W1,2(Σ, g) satisfying Eλ(u
λ) = c and dEλ(u
λ) = 0. Thus uλ is a solution of
the equation (7) and uλ , uλ. Finally elliptic estimates imply that u
λ ∈ C2(Σ \ suppβ)∩C0(Σ). 
4.4. Solvability of (7) at λ∗
Proof of (iii) of Theorem 2. For any λ, 0 < λ < λ∗, we let uλ be the local minimum of Eλ
obtained in the previous subsection. In particular, uλ is a solution of (7) and∫
Σ
(|∇gφ|
2 − 2Kλe
2uλφ2)dvg ≥ 0, ∀φ ∈ W
1,2(Σ, g).
The remaining part of the proof will be divided into several claims as below.
Claim 1. There exists some constant C such that uλ ≥ −C on Σ uniformly in λ ∈ (0, λ
∗).
To see this, we let η satisfy (32) and ϕs = η − s for s > 0. The analog of (33) reads
∆gϕs + κ − Ke
2ϕs < 0
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with s chosen sufficiently large, say s ≥ s0. Equivalently ϕs is a lower solution of (7) at λ = 0,
provided that s ≥ s0. Clearly ϕs is also a strict lower solution of (7) at λ ∈ (0, λ
∗) for any
s ≥ s0. We now prove that uλ ≥ ϕs0 , and consequently claim 1 holds. For otherwise, by varying
s ∈ [s0,∞), we find that for some s there holds uλ ≥ ϕs on Σ, and uλ(x0) = ϕs(x0) for some
x0 ∈ Σ. Then the strong maximum principle (Lemma 4) implies that uλ ≡ ϕs on Σ, which is
impossible.
Claim 2. Let Σ−
λ∗
= {x ∈ Σ : Kλ∗ (x) < 0}. Then Σ
−
λ∗
, ∅.
Suppose Kλ∗ ≥ 0. Let g˜ = e
2vg be a metric with constant Gaussian curvature −1, where v is a
solution of ∆gv + κ + e
2v = 0. In view of (i) of Theorem 2, such a function v uniquely exists. Let
wλ = uλ − v. Noting that ∆g = e
2v∆g˜, we have
∆g˜wλ − 1 − Kλe
2wλ = 0.
Multiplying the above equation by e−2wλ and integrating by parts, one has∫
Σ
Kλdvg˜ = −
∫
Σ
e−2wλdvg˜ − 2
∫
Σ
|∇g˜wλ|
2e−2wλdvg˜ ≤ 0.
Hence ∫
Σ
Kλ∗dvg˜ = lim
λ→λ∗
∫
Σ
Kλdvg˜ ≤ 0.
This together with Kλ∗ ≥ 0 leads to Kλ∗ ≡ 0, which contradicts the assumption that Kλ∗ is not a
constant.
Claim 3. Let Ω and Ω′ are two domains in Σ such that Ω′ ⊂⊂ Ω ⊂⊂ Σ−λ∗ \ suppβ. Then u
+
λ is
bounded in W1,2(Ω′, g) with respect to λ ∈ (0, λ∗).
Note that K : Σ→ R is Ho¨lder continuous. If λ ∈ (0, λ∗), then
sup
Ω
Kλ ≤ sup
Ω
Kλ∗ ≤ −ǫ
for some ǫ > 0 depending only on K, λ∗ andΩ. Similar to the proof of (21), we conclude Claim 3.
Claim 4. The equation (7) is solvable at λ∗.
Having Claims 1-3 in hand and arguing as Ding and Liu did in the proof of ([14], (c) of the
main theorem), we conclude that both e2uλ and uλ are bounded in L
q(Σ, g) for all q > 1. By
elliptic estimates, we have up to a subsequence, uλ converges to some u inW
1,2(Σ, g), where u is
a solution of
∆gu + κ − Kλ∗e
2u = 0.
By elliptic estimates, u ∈ C2(Σ \ suppβ) ∩ C0(Σ). This gives the desired result. 
4.5. The equation (7) has no distributional solution when λ > λ∗
Proof of (iv) of Theorem 2. Suppose (7) has a solution uλ1 at some λ1 > λ
∗. Then for any
λ, 0 < λ < λ1, uλ1 is an upper solution of (7). Similar to (33), we can easily construct a lower
14
solution ϕ of (7) such that ϕ ≤ uλ1 . In view of the upper and lower solutions principle (Lemma
6), there would exist a solution of (7), which contradicts the definition of λ∗ (see (30) above). 
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