Ubiquitous computing envisions a habitat where the abundance of mobile devices, services and applications allows the physical and virtual worlds to become seamlessly merged. Users in such a habitat can access their applications and data anywhere and anytime, and perform everyday tasks with greater ease.
Introduction
Ubiquitous Computing promotes a physical environment that seamlessly assimilates digital devices. It provides a framework for users to access their applications and data anywhere in the environment. This paper focuses on a particular kind of ubiquitous computing environment called an Active Space. An Active Space consists of a physically bounded space (such a room, a floor or a building) containing a large number of physical and digital devices that help users perform their tasks easily.
Mark Weiser, one of the founders of the field of ubiquitous computing, in his seminal paper [20] , envisioned ubiquitous computing as a system in which applications move with the user. He further envisioned a ubiquitous system as an "invisible" technology that does not intrude user's consciousness [22] . The former vision requires applications to migrate automatically with the user and adapt to different contexts and resource availabilities, while the latter vision requires faults in the system to be automatically masked and applications adapted to surviving resources. Therefore, an important requirement of a ubiquitous computing system is the automatic adaptation of applications.
The problem of adapting mobile applications to changing resource availabilities and to failures is an important one for ubiquitous computing. Different ubiquitous computing environments are bound to have different devices, services, applications, policies and architectures. Hence, mobile applications need to be able to make use of whatever resources are available in the environment in order to allow users to carry on with their tasks. Also, since ubiquitous computing environments are often built of COTS components, they can fail. Applications must be able to recover from failures gracefully. This motivates the need for ubiquitous computing environments to be autonomic. Applications must be able to re-configure themselves automatically as they migrate from one environment to another. They must also be able to repair themselves in case of failures. This paper presents the notion of application polymorphism, wherein applications can change their structure in order to adapt to different environments and recover from failures. Application polymorphism helps in allowing mobile, ubiquitous applications to be adaptive, self-configuring and self-repairing. This notion of application polymorphism forms the basis of our framework for autonomic ubiquitous computing.
The structure of a polymorphic application in an Active Space is based on the Model-View-Controller framework [18] . An application consists of input (controller), output (view) and logic (model) components.
For example, a presentation application (PowerPoint) can be split into (i) one model component that runs on a laptop and maintains the high-level state of the application such as the name of the file being presented and the slide number; (ii) one controller component that runs on a desktop and allows the user to navigate the slides and (iii) many view components that run on several wall-mounted displays. Application adaptation occurs whenever the application migrates to another Active Space or when a device on which an application component is running fails. Each component of the application is adapted independently based on ontologies and recomposed. In addition, the number of instances of the components (i.e. component cardinality) can change based on the availability of resources in the Active Space.
This framework allows 3 kinds of application adaptation or change:
In order to achieve this, this paper proposes the notion of semantic similarity of application components. The authors' view of the semantics of an application component is based on the tasks the component allows the user to perform. So, an application component can be substituted by another component if it also allows the user to perform the same intended tasks. For example, a PowerPoint view can be substituted by an Acrobat Reader view or by a Speech Engine that reads the text in the slides as speech. However, Acrobat Reader is semantically closer to PowerPoint (since it also uses a visual medium and can also display pictures), and since the Speech Engine can just read out the text in the slides as speech it is considered to be less than perfect substitution. Hence, if it is not possible to use PowerPoint view in a certain ubiquitous environment (because none of the displays run Windows), then it is better to replace it with Acrobat Reader than with the Speech Engine. However, if the ubiquitous environment has no displays or projectors available, then the Speech Engine can be used if there is a speaker in the room.
Semantic similarity between components is determined with the help of ontologies that describe the different kinds of components. Ontologies define a hierarchy of entities in the Active Space based on the kinds of tasks they help users perform. This paper describes the algorithm used to determine how similar two components are, based on the ontological hierarchy. It also presents the adaptation framework that determines semantically similar components for each component of an application, chooses one set of components and recomposes them to generate the new application.
A ubiquitous computing system is characterized by its context information [15] . Typical context information includes the location of a user in the room, the location of devices, whether the devices already have some applications running on them, the presence of other people in the room, the current activity of the user and so on. Once semantically similar components have been determined using ontologies, context information is used to choose an appropriate set of components. For example, if there are multiple devices available in the new space to run a component, context as well as user preferences are used to choose the best device(s) to run the component on. Context information and device availability also dictate whether to increase or decrease the number of presentation or controller components in the application.
A prototype framework that supports mobile polymorphic applications for autonomic ubiquitous computing has been developed. This system has been built on top of Gaia [16] , a meta-operating system that manages various physical and digital entities in an Active Space. Section 2 presents related work on application adaptation. Section 3 discusses the Active Space infrastructure in detail. Section 4 introduces the application framework. Section 5 presents the Gaia Context Infrastructure. The idea of application polymorphism is introduced in section 6. Section 7 summarizes the application adaptation process and section 8 introduces ontologies and semantic matching of components. Section 9 discusses the application adaptation process in detail and Section 10 demonstrates how the adaptation mechanism is used for application migration and fault tolerance. Section 11 evaluates the performance of the framework and presents the authors' experiences in deploying and using the adaptation service in the Active Spaces project. Section 12 discusses the framework and Section 13 concludes the paper with a brief discussion of future work.
Related Work
Several research projects have contributed to automatic adaptation of applications, either during migration or based on changes in device and network topology. However, most previous work provided little or no support for adaptation based on context information. Further, they did not have the concept of substituting application components by other semantically similar components. Also, application structure was not altered during adaptation. The migration framework presented in this paper enables flexible adaptation by automatically decomposing an application into smaller components, each of which can independently adapt to the environment and recombine while preserving the application semantics. The framework also allows adaptation to different kinds of environments that have entirely different devices and services. Also, the notion of autonomic ubiquitous computing, involving the facets of selfconfiguration and self-repair, has not been explored in depth in other projects. one.world [4] supports application adaptation by adapting to changes in device and network topology.
Adaptation relies on a discovery service to locate necessary resources and adapt to changes in runtime context. The project does not address semantic adaptation and does not support changes to application structure.
iMASH [12] focuses on data modification to support mobility and adaptation of applications.
Modifications include basic graphical manipulations, textual changes and wholesale deletion of data [12] .
The focus of polymorphic applications is on semantic and structural adaptation of applications using context information and hence significantly differs from that of iMASH. Data adaptation is facilitated by service composition and is handled by the Gaia context-aware file system [6] .
ICrafter [13] supports user interface adaptation based on context of the local environment. The chief objective of ICrafter is to enable users to interact with the environment using a variety of modalities and input devices. ICrafter provides support for UI selection, generation and adaptation and automatic aggregation of services. The project does not address adaptation based on application semantics and does not provide a framework for modifying application structure for fine-grained adaptation.
Banavar et al [1] propose an application model for pervasive computing. The paper proposes adaptation based on context information but does not address adaptation based on application semantics and ontologies and the proposed application model does not modify the structure of the application during adaptation. Further, ontology classification is used for adaptation while the above projects use only context information.
Aura [19] uses a distributed file system to transfer information for application migration. Adaptation in Aura is facilitated by two application abstractions: Suppliers and Connectors. It also has the notion of selfconfiguration by representing user tasks at a high level and then mapping each task to applications and devices available at a location. It also has a notion of utility to discover the best mapping. The main difference between these systems and Gaia is that they assume a single-device application model while Gaia uses a multi-device application model. Further, application adaptation in Gaia is based on ontological classification and context information. Gaia also performs self-repair.
There has been a lot of work on semantic matchmaking using ontologies [3, 9] , especially for web services [10, 20] . Ideas from some of these works have been borrowed, especially in coming up with degrees of match, and deciding how semantically similar two application components are.
The WebUnify [5] project uses ontologies for content adaptation for devices. When the WebUnify server is queried, it returns data that can be adapted to different device characteristics. The project focuses primarily on content adaptation and does not address application adaptation to different devices.
The CoBrA [2] architecture provides a context-inferring system based on ontologies. It uses ontologies for context reasoning and resolving inconsistent context knowledge. The focus of the CoBrA system is to reason about context information. It does not use ontologies for adapting applications to different ubiquitous environments. Further, it does not provide an adaptive application framework.
The iROS [19] system is based on an Event Heap and uses soft-state maintenance and fast restart to recover from failures. It, however, does not discover alternative ways of configuring an application in case of failures.
Active Space Infrastructure
The prototype active space is designed as a system of distributed objects that manage various resources such as laptops, handhelds, wall-mounted displays, speakers, lights, high-definition televisions, microphones, touch screens, mobile phones, tablet PCs and so on. Active space services are managed by a meta-operating system called Gaia OS [16] . Gaia is a distributed middleware infrastructure that coordinates software entities and heterogeneous networked devices contained in a physical space [17] . Figure 1 shows some of the prototype Active Spaces. The architecture of Gaia OS is illustrated in Figure 2 . [6] aggregates data from different mobile and heterogeneous devices in the space and provides a unified view of the file system. The Ontology Server maintains an ontology hierarchy of various components and devices in the Active Space. The Presence service detects digital entities that are present in the active space using a heartbeat mechanism. The Migration Service is responsible for application migration. It provides functionality to suspend and migrate an application. The Adaptation Service is used to adapt an application to the current state and context of the Active Space. The Fault Manager handles application faults by restarting failed application components. The Space Repository stores information about all software and hardware entities in the active space (e.g. name, id, attributes and description).
Gaia Application Framework
Applications in Gaia are built using an Application Framework, which reuses some of the concepts of the Model-View-Controller paradigm [18] . Applications are composed of five components ( Figure 3 The coordinator manages the various components of the application. It encapsulates information about the composition of the application components and provides an interface to add or remove components such as presentations and controllers [16] . It allows managing the whole application and is hence shown as distinct from other basic components in Figure 3 . 
Context Infrastructure
The polymorphic application adaptation procedure is context-sensitive, which means that it makes use of information about the context of the Active Space while deciding upon an appropriate way of adapting the application. Contexts that are used in our prototype space include the location of the user, the activity in the room and so on. The Gaia Context Infrastructure [15] 
Application Polymorphism
An active space application is characterized by the type and cardinality of the components and devices to which they are mapped. A change in any of these characteristics is regarded as structural adaptation. A change in the type of the components is regarded as type adaptation and a change in the cardinality as cardinality adaptation. Device mapping involves mapping the various application components to available devices in an Active Space. services to convert slides from PowerPoint to PDF format for display in Acrobat Reader. The file system internally maintains a graph of different transcoders available and searches for a path in this transcoder graph whenever it needs to convert data from one format to another. Type adaptation is facilitated by semantic matching using ontologies. Semantic matching is discussed in section 8.
During cardinality adaptation, the number of controller and presentation components can change based on the context of the active space, availability of devices and user preferences. For example, a slide-show presentation may be replicated to display slides on all plasma displays in a conference room active space.
Cardinality adaptation requires a context inferring system to specify the context rules of the space and user preferences. This is provided as an extension to the application adaptation framework. Once cardinality is decided, the components are mapped to appropriate devices in the Active Space. Figure 6 shows the mapping of components to various devices. The devices are specified in parentheses below the component name. For example, the new slide-show application has three presentation components instantiated on plasma displays.
Application polymorphism is defined as a paradigm in which an application can exist in different structural forms during its lifetime yet preserving the semantics of the application. The semantics of an active space application is based on the tasks that the application allows the user to perform. It defines the behavior of an application abstractly. Polymorphic applications can adapt their structures to suit the resources present in a ubiquitous computing environment, yet allowing the user to perform the original intended tasks.
A rough analogy is drawn between polymorphism in programming languages and application polymorphism in Figure 7 . Application adaptation is triggered by various conditions, such as application migration or when a device on which an application component is running fails. This triggering is analogous to a polymorphic method invocation in an object-oriented language. The next step in the application adaptation process is to discover components that are semantically similar to the original components and that are appropriate for the current context of the environment. This is analogous to runtime type checking in a polymorphic method call where the appropriate method is discovered based on the runtime type and context of the object invoking the method. The next step in the application adaptation process is to map the discovered components to appropriate devices dynamically. This is analogous to dynamic binding of method calls to appropriate implementations. Finally, the adapted application is instantiated and executed on the mapped devices, which is analogous to the actual method execution in the object-oriented language.
Figure 7. Analogy between Polymorphism in Programming Languages and Application

Polymorphism
Overview of the Procedure for Application Adaptation
In order to achieve the goal of autonomic ubiquitous computing, applications must be able to adapt as automatically as possible, with minimal user intervention. Application adaptation is performed whenever the application needs to be re-configured automatically when it is migrated to a different environment or when it needs to be repaired automatically when any of the application's components fail.
As described in the previous section, adapting an application involves changing the structure of the application. This adaptation is performed using an Application Adaptation Service. This service takes in a description of the current structure of the application and returns a description of the adapted structure. The Application Adaptation Service is called by other services such as the Migration Service and the Fault Manager to adapt the application upon migration and upon detecting a fault. The Application Adaptation Service uses the following procedure for adapting an application (also shown in Figure 10 ). 6. For each presentation and controller present in the application, the Migration Service decides the cardinality and the devices on which the components must be instantiated. It makes use of rules involving the context of the new space and preferences of the user. Alternatively, the user can also specify the devices that components should be mapped to using a GUI.
7. The Service finally returns a description of the adapted application in the form of an ACD.
Semantic similarity of application components
Before delving into the details of the algorithm, the notion of semantic similarity between concepts is defined. In particular, this work develops the notion of semantic similarity between different application components. Semantic similarity is inferred using ontologies that describe the different types of entities and their properties.
Each entity in the Active Space has an OWL file (one of the standard formats of the Semantic Web) associated with it that describes its properties. In particular, all application components have an OWL file describing their properties. This file describes various semantic properties of the component such as the tasks it can perform, the classes of devices that can host it and the data-formats it can understand.
The ontologies also create a hierarchy (or a taxonomy) of all the entities in a space. This hierarchy is based on functionality and behavior. A portion of this hierarchy is shown in Figure 8a Another such relation is requiresOS that maps application components to operating systems, e.g.
requiresOS(PowerPointViewer) = Windows
Ontology Server
An Ontology Server maintains all the ontologies in Gaia. Other entities in Gaia contact the Ontology Server to get semantic descriptions of entities in the space as well as to find concepts (or classes) that are semantically similar to other concepts. The Ontology Server uses a Knowledge Base to reason about concepts in the system (for example, to perform logical queries like subsumption, classification and satisfiability of concepts -which are required for finding semantically similar classes). The Knowledge Base is implemented using the Jena reasoning engine [11] that is based on description logics.
Semantic Matching between concepts
One of the most important uses of ontologies in active spaces is in finding classes (or concepts) that are semantically similar to other classes. This process is also referred to as semantic discovery and matchmaking. It allows discovering classes of services that meet various constraints based on semantic information about these services and not just based on syntactic descriptions. The key concept behind semantic discovery and matchmaking is a "semantic query", which seeks to match "conceptually similar"
concepts even though they may use different terminologies.
The process of finding semantically similar concepts makes use of the ontological tree structure. In this study, an adapted version of the algorithm proposed by Gonzalez-Castillo, et al. [3] is implemented.
According to the algorithm, for any two concepts C1 and C2, C1 matches C2 with a certain similarity-level if:
• C1 is equivalent to C2, with similarity-level 0 or
• C1 is a sub-concept of C2, with similarity-level 1 or
• C1 is a super-concept of C2 who's intersection with C2 is satisfiable or C1 is a sub-concept of a super-concept of C2 whose intersection with C2 is satisfiable, with similarity-level 2+i, where i is the number of nodes in the path in the ontology hierarchy graph from C2 to the relevant super-concept of
C2.
The first set includes classes that are effectively the same (but may be described using different terms).
For example, the same PowerPoint application may be described as PowerPoint in one space and as PPT in another space. If the fact that these two terms mean the same thing is available, then their equivalence can be deduced.
The second set of classes includes those that are more specific than the query class -i.e. they satisfy all the properties of the query class. So, a query for SlideShow also returns PowerPoint, AcrobatReader and
GhostScript.
The third set includes those classes that are ancestors or children of ancestors of the query class.
The search is limited to just Presentation and its subclasses, since Presentation is of interest. In addition, only leaf nodes are considered, since these are the most concrete classes. As an example, a query 
Application Adaptation
When an application has to be adapted, either during application migration to a new space or when a device running an application component fails, a description of the structure of the application is fed to the Application Adaptation Service. This service makes use of ontologies, context information and pre-defined rules to generate a new structure for the adapted application. The Application Adaptation Service ( Figure   10 ) supports two adaptation modes: manual and automatic. In the manual mode, users interact with a GUI tool to select a mapping of components to devices while in the automatic mode the Application Adaptation Service does this automatically using the context information of the space and pre-defined rules.
The structure information of an active space application is stored in an Application Customized Description (ACD) file when the application is instantiated. An ACD can be thought of as analogous to an executable file of a computer. The ACD also contains the path of the file that stores the application state.
This file is periodically updated to reflect the state of the application. A sample ACD of a slideshow application is shown in Figure 9 . 
Type Adaptation based on Ontologies
Type adaptation refers to a change in the type of components used when an application is adapted in an Active Space. During type adaptation, the controller and the presentation components may be replaced by semantically similar components if the original components cannot be supported. 
Device Discovery
The ontology server also provides information on which classes of devices can host various classes of components. The Space Repository (which is a database of all entities in an Active Space) is then queried for these classes of devices. Figure 12 gives an example of a component-device table after device discovery.
Presentation Component:
Controller Component: Figure 12 . Component-device table of slide-show application after device discovery
Cardinality Adaptation and Device Mapping
Once the Application Adaptation Service has a list of possible devices for each component class (in the   component-device table) , it chooses the one or more of these devices for hosting the application component. This process involves cardinality adaptation (choosing the number of presentation and controller components in the adapted application) and device mapping (choosing which of the available devices are to be used for hosting the components).
The Application Adaptation Service supports two modes for cardinality adaptation and device mapping: automatic and manual. In the automatic mode, context information of the Active Space and context rules determine the set of components and devices that form the new application structure. In the manual mode, the component-device table is presented to the user in a GUI. The user can choose the required components to build the application structure. The application adaptor service generates an ACD for the new application structure. The two modes are discussed in detail.
Automatic Mode
The Application Adaptation Service does cardinality adaptation and device mapping using pre-defined context-sensitive rules. The rules, specified in Prolog, could prevent certain devices from being used (for example, if a display is already being used entirely by another application, then it cannot be used to display something else). If no device can host the component class, then it tries component classes of the next similarity level. There are two types of rules -space-level rules (that are set by a system administrator for a certain space), and user-level rules that specify a user's preferences. Both these types of rules are used to decide appropriate devices, though the space-level rules have higher priority. These rules allow taking the current context of the ubiquitous computing environment into account while choosing the devices to host the application components. Some of the types of context information that have been found relevant and useful while making the choices are location of people in the environment, applications running on different devices in the environment, the current activity in the environment and the properties of various devices. A subset of such rules is shown below:
canHostPresentation(x, y) :-isSlideShow(x), isPlasma(y),not(runningVisComp(y)).
/*i.e. a Plasma Screen that is not displaying another visual component can be used to host a slide show*/ isSlideShow(x) :-subClass(x, 'SlideShow').
/* a slideshow application is one that is a subclass of SlideShow as defined in the ontology*/ isPlasma(y) :-instanceOf('PlasmaScreen', y)
canHostPresentation(x,y) :-isWebBrowser(x), isTabPC(y), not(runningVisComp(y)).
/*i.e. a Tablet PC that is not displaying another visual component can be used to host a web browser*/ isWebBrowser(x) :-subClass(x, 'WebBrowser').
isTabPC(y) :-instanceOf(TabletPC, y).
There are also rules that specify the cardinality of a component in the application. For example, a rule can specify that all available devices in the room should be used for hosting the component, or a certain number of them should be used. For example, presentationCardinality(X, Y, all) :-roomActivity(presentation),
userRole(Presenter), isPlasma(Y).
/*All devices of type Y are to be used for the presentation of component X*/.
The Application Adaptation Service, thus, finds one or more devices to host presentations and controllers. If there are many candidate solutions, it chooses one randomly. It is assumed that presentations and controllers, and the devices they are hosted on, are independent, i.e. the choice of a certain presentation component and a certain set of devices for it does not influence the choice of controller class or controller devices and vice-versa. This assumption is based on the fact that the application partitioning framework splits an application into functionally independent components. Once the Adaptation Service deduces the complete application structure, it generates an ACD that describes the application structure.
Manual Mode
In the manual mode, the adaptation service provides an interactive mechanism to the user to choose the set of application components that comprise the application. The graphical interface to the manual adapter is shown in Figure 13 . The component-device table obtained after device discovery is presented to the user in the above GUI. The user chooses the set of components and the devices on which the components are to be instantiated. The adapter generates an ACD using the chosen components and devices. 
Application Adaptation Use Cases
The application adaptation mechanisms described in the earlier sections have been used in aiding two critical processes in an autonomic ubiquitous computing environment -Application Migration and Fault
Tolerance. Both these processes require applications to adapt in different ways. Application Migration requires mobile applications to adapt to the different resource availabilities and different contexts in the environments they move to. Fault Tolerance requires applications to adapt to failure of one or more devices or components. Our application adaptation procedure allows self-configuration of the application during application migration, and self-repair to achieve fault tolerance.
Figure 14. Graphical Interface to the Migration Service
The steps involved during application migration are shown in Figure 15 
Figure 15. Application Migration across Active Spaces
The ACD can be transferred manually by storing the file on a handheld or wearable device and loading it to the Migration Service of the target space (again using the GUI in Figure 14) . A third alternative is to use the file reference since the ACD is a file in the Context File System. Note that all components and services in the system are CORBA components that have globally unique identifiers called IOR (Interoperable Object Reference). This allows services, such as Context File System, of other active spaces to be uniquely identified and accessed.
Fault Tolerance
A ubiquitous computing system has heterogeneous devices, applications and services. Faults may occur due to device failures, network disconnections, application and service errors. The Gaia OS contains a Fault Manager to tolerate some kinds of faults in the system that result in application failures.
Specifically, it allows recovering from failures of application components arising due to device faults, operating system faults or network disconnections.
When an application component fails, the Fault Manager is notified by the Presence Service (which detects failed components when they no longer send periodic heartbeats to it). The Fault Manager takes the ACD of the application and obtains a new ACD from the Application Adaptation Service. The new ACD is compared with the old ACD to determine the set of components that have to be started. The Fault Manager starts those components and synchronizes them with the other components of the application. Figure 16 shows the steps involved in handling an application fault in the system. The steps are numbered in the order in which they happen.
( 
Implementation, Evaluation and Experiences
A prototype system has been built and it has been used to adapt applications in the two use case 
Figure. 17 Component Restart Time
The system reduces the number of tasks users perform to migrate applications. Earlier, users had to save applications explicitly, carry the saved files physically or ftp it to the new room, find appropriate devices in the new room and restart it. Also, some of the state (such as the slide number of a presentation or the exact location within a song) was lost. This system allows users to just choose applications to migrate to a new space and the migration happens automatically. At the same time, this system allows users to override the system choices or manually specify devices to map different application components to. Thus, users still have control over the migration process, which is an important element in any proactive system.
The fault manager uses the adaptation service for tolerating a subset of application faults that result in application component failures. When an application component fails due to network disconnections or usage errors, the fault manager determines an appropriate device in the Active Space to restart the failed component. Without this service, users had to choose alternative devices, start application components on the devices and connect them to the application. The fault manager automates this process and thus reduces the effort required by the user to recover from faults.
In order for the system to choose appropriate devices to host application components, one needs to write rules that allow the system to infer the best possible devices for the current context of the environment. The framework for sensing and using context information allows writing rules involving context predicates easily. However, the system administrator is still responsible for writing rules that make sense for different contexts. Users also have to write rules in order to personalize the choices made by the system. Framing these rules requires a high level of understanding of the ubiquitous computing environment and the kinds of tasks it will be used for, and hence, it is not a trivial process. Hence, one element of future work is the use of machine learning approaches to generate these rules based on user behavior in different contexts automatically.
Discussion
Application polymorphism allows ubiquitous computing environments to be self-configuring and selfrepairing since applications can change their structure automatically in order to adapt to different environments and to recover from failures. The main assumption of this system is that applications are developed using a model-view-controller framework where an application is made up of a number of distributed components which can be adapted independently. This framework allows applications to be partitioned across multiple devices and to adapt in very flexible manners -e.g. a PowerPoint view can be substituted by an Acrobat Reader or an Internet Explorer view. However, this also means that legacy applications, that are not developed using this framework, need to have wrappers or other components to allow them to be adapted using the polymorphism framework. This is one key difference between this system and other systems like ISR (Internet Suspend and Resume) [7] . ISR migrates a user's entire computing environment and hence cannot adapt individual applications.
Another assumption that we have made in our framework is that the different components in the application can be adapted independently. This was done for computational reasons, in order to reduce the search space of different possible adaptation. However, this assumption may not always be valid, since the choice of presentations and controllers may be inter-dependent. For example, if a plasma screen is chosen as the presentation device for displaying a web page, then the controller device should preferably be close to this plasma screen. In future, we are planning to look at other ways of expressing and reasoning about these inter-component dependencies.
While this paper uses the running example of viewing slideshows, other kinds of applications can make use of the framework. The ontologies shown in Figure 8 give an idea of the kinds of presentation and controller components that can be adapted, and the devices that can be used. All that is needed are trancoders for converting data between the different formats used by the various components.
Conclusions and Future Work
A typical ubiquitous computing system consists of heterogeneous devices, services and applications.
Adaptability of applications to ubiquitous environments is essential for a seamless experience to a user. The adaptation should be as automatic as possible in order to prevent burdening the user with having to perform multiple configuration actions.
This paper proposed the concept of application polymorphism that enables an application to modify its structure to adapt to the resources in a ubiquitous computing environment. The application framework allows an application to be decomposed into smaller components each of which can be independently adapted and recomposed to obtain a semantically similar application. The adaptation mechanism uses ontologies and context information to choose appropriate components and devices to form the new application. The adaptation service has been used for application migration across Active Spaces and for tolerating a subset of application faults in an Active Space.
Future work includes enriching the ontologies with more semantic information and exploring other optimization techniques. In the current implementation of cardinality adaptation based on context information, each application component is adapted independently. An interesting area of future exploration is designing more complex context rules to enable adaptation of dependent components.
