Let A be a unital algebra with a nontrivial idempotent e 1 . A map
Introduction
Let A be an associative ring or algebra. For any a, b ∈ A, denote by [a, b] = ab − ba the Lie product or commutator of a and b. Recall that a map ϕ : A → A is called an additive (a linear) commuting if ϕ is additive (linear) and [ϕ(a), a] = 0 for all a ∈ A. The problem of characterizing additive or linear commuting maps on various rings and algebras had been studied (for example, see [2, 3, 6, 7, 11] and the references therein). The readers can also see a survey paper [4] about commuting maps.
Recall that A is said to be 2-torsion free if 2a = 0 implies a = 0 for any a ∈ A; othervise, A is said to be 2-torsion. In the case that A is 2-torsion free, holds for all a, b ∈ A. It is obvious that ϕ : A → A is commuting if and only if ϕ is anti-commuting whenever A is 2-torsion. Chen in [5] gave a concrete form of nonlinear anti-commuting maps on strictly upper triangular matrix algebras.
In [1] , the authors introduced a class of algebras. Assume that A is a unital algebra with a nontrivial idempotent e 1 and let e 2 = 1 − e 1 . Then A can be represented as A = e 1 Ae for all a ∈ A. It follows from ( * ) that at least one of the bimodules e 1 Ae 2 and e 2 Ae 1 is nonzero. There are many important unital algebras having nontrivial idempotents that satisfy the condition ( * ), such as triangular algebras, matrix algebras, prime unital algebras with nontrivial idempotents, simple unital algebras with nontrivial idempotents, generalized matrix algebras, nest algebras and standard operator algebras (see [1] for more details). The purpose of this paper is to discuss nonlinear anti-commuting maps on unital algebras A containing a nontrivial idempotent e 1 and satisfying ( * ). Denote by Z(A) the center of A. In Section 2, we give a general form of anti-commuting maps on A (Theorem 2.1). As applications, we show that anti-commuting maps on some specific unital algebras, such as prime algebras and von Neumann algebra, have simple forms; in fact, such maps are either central-valued maps or of the forms a → za + f (a) for all a ∈ A, where z ∈ Z(A) and f : A → Z(A) is a central-valued map (Theorems 3.1, 3.3 and Corollary 3.4).
Main result and its proof
In this section, we will state our main result in this paper and its proof. (i) [e i ae i , e i be i ]e i ϕ(e i )e j = e i ϕ(e i )e j [e j ae j , e j be j ] = 0 and e i ae j ϕ(e i )e i = e j ϕ(e i )e i ae j = 0 for all a, b ∈ A;
(ii) there exist two maps g, h : A → Z(A) with h additive and an element z ∈ Z(A) such that for all a ∈ A; (iii) z and h in (ii) satisfy 2z[e i ae i , e i be i ] = 2ze i ae j be i = 0, h(e i ae j )e i be j = h(e i be j )e i ae j and h(e i ae j )e j be i = 0 for all a, b ∈ A. Remark 2.2 If A in Theorem 2.1 is 2-torsion, then z = −z and ϕ can be written as ϕ(a) = za+g(a)+h(a)e 2 +[e 1 ae 1 +e 2 ae 2 , e 1 ϕ(e 1 )e 2 −e 2 ϕ(e 1 )e 1 ] for all a ∈ A; and moreover, the statement 2z[e i ae i , e i be i ] = 2ze i ae j be i = 0 can be deleted. Now, we give a proof of Theorem 2.1. Proof of Theorem 2.1. For the convenience, for any a ∈ A, write a = a 11 + a 12 + a 21 + a 22 , where a ij ∈ e i Ae j = A ij (1 ≤ i, j ≤ 2).
For the "if" part, it is a direct calculation. For the "only if" part, we will prove it by checking several claims.
For any a = a 11 + a 12 + a 21 + a 22 ∈ A and any b ∈ A, we have
Claim 2. For any a ii ∈ A ii and e i , e j (i = j ∈ {1, 2}), the following statements hold:
(i) e i ϕ(e i )e j + e i ϕ(e j )e j = 0; (ii) e i ϕ(e i )e i = z i (e i )e i for some z i (e i ) ∈ Z(A); (iii) e i ϕ(a ii )e j = a ii e i ϕ(e i )e j = −a ii e i ϕ(e j )e j ; (iv) e j ϕ(a ii )e i = e j ϕ(e i )e i a ii = −e j ϕ(e j )e i a ii ; 
Multiplying by e 1 from both sides in Eq. (1) gives a 11 e 1 ϕ(e 1 )e 1 −e 1 ϕ(e 1 )e 1 a 11 = 0, and so
Multiplying by e 1 and e 2 from the left and the right in Eq. (1), respectively, and by (i), one has e 1 ϕ(a 11 )e 2 = a 11 e 1 ϕ(e 1 )e 2 = −a 11 e 1 ϕ(e 2 )e 2 .
Multiplying by e 2 and e 1 from the left and the right in Eq. (1), respectively, and by (i) again, we obtain e 2 ϕ(a 11 )e 1 = e 2 ϕ(e 1 )e 1 a 11 = −e 2 ϕ(e 2 )e 1 a 11 . 
So the statements (iii)-(iv
and that the statements (iii)-(iv) are true for i = 2. Thus, Eqs.(2)-(3) yield that there exist some z 1 (e 1 ), z 2 (e 2 ) ∈ Z(A) such that e 1 ϕ(e 1 )e 1 = z 1 (e 1 )e 1 and e 2 ϕ(e 2 )e 2 = z 2 (e 2 )e 2 , that is, (ii) holds.
Finally, note that [ϕ(a 11 ),
Thus we get e 2 ϕ(a 11 )e 2 a 22 = a 22 e 2 ϕ(a 11 )e 2 and e 1 ϕ(a 22 )e 1 a 11 = a 11 e 1 ϕ(a 22 )e 1 hold for all a 11 ∈ A 11 and a 22 ∈ A 22 . Hence e 2 ϕ(a 11 )e 2 = z 1 (a 11 )e 2 and e 1 ϕ(a 22 )e 1 = z 2 (a 22 )e 1 for some z 1 (a 11 ), z 2 (a 22 ) ∈ Z(A). The statement (v) is true. Claim 3. For any a ij ∈ A ij with i = j ∈ {1, 2}, we have: (i) a ij e j ϕ(e i )e i = a ij e j ϕ(e j )e i = 0 and e j ϕ(e i )e i a ij = e j ϕ(e j )e i a ij = 0; (ii) e j ϕ(a ij )e i = 0; (iii) e i ϕ(a ij )e j = (z i (e i )e i − z i (e i )e i )a ij = a ij (z j (e j )e j − z j (e j )e j ); (iv) e i ϕ(a ij )e i = z ij (a ij )e i and e j ϕ(a ij )e j = z ij (a ij )e j for some z ij (a ij ), z ij (a ij ) ∈ Z(A).
Here, we only give the proof for the case {i = 1, j = 2}. The proof of the other case is similar and we omit it here. 
Multiplying by e 1 from both sides in the above equation, and by Claim 2(iv) and Claim 3(i), one has 0 = a 12 e 2 ϕ(a 11 )e 1 = a 11 e 1 ϕ(a 12 )e 1 − e 1 ϕ(a 12 )e 1 a 11 , which means e 1 ϕ(a 12 )e 1 ∈ Z(A 11 ) = Z(A)e 1 . Similarly, by the relation [ϕ(a 12 ), a 22 ] + [a 12 , ϕ(a 22 )] = 0 for all a 22 ∈ A 22 , one can get e 2 ϕ(a 12 )e 2 ∈ Z(A 22 ) = Z(A)e 2 . Hence e 1 ϕ(a 12 )e 1 = z 12 (a 12 )e 1 and e 2 ϕ(a 12 )e 2 = z 12 (a 12 )e 2 for some z 12 (a 12 ), z 12 (a 12 ) ∈ Z(A). The statement (iv) is true.
Claim 4. z = z 1 (e 1 )e 1 − z 1 (e 1 )e 1 + z 2 (e 2 )e 2 − z 2 (e 2 )e 2 ∈ Z(A). By [9] , the center of A is Z(A) = {z 11 + z 22 : z 11 ∈ A 11 , z 22 ∈ A 22 , z 11 a 12 = a 12 z 22 and z 22 a 21 = a 21 z 11 for all a 12 ∈ A 12 , a 21 ∈ A 21 }.
Hence, by Claim 3(iii), the claim is true. Claim 5. For any a 11 ∈ A 11 , we have e 1 ϕ(a 11 )e 1 = z 1 (a 11 )e 1 − za 11 . Take any a 11 ∈ A 11 and any a 12 ∈ A 12 . Note that Eq. (5) holds. Then Eq.(5) implies e 1 ϕ(a 11 )e 1 a 12 − a 12 ϕ(a 11 )e 2 + a 11 ϕ(a 12 )e 2 = 0, which and Claim 2(v), Claim 3(iii) yield (e 1 ϕ(a 11 )e 1 − z 1 (a 11 )e 1 + a 11 z 1 (e 1 )e 1 − a 11 z 1 (e 1 )e 1 )a 12 = 0.
Analogously, for any a 21 ∈ A 21 , one can obtain a 21 (e 1 ϕ(a 11 )e 1 − z 1 (a 11 )e 1 + a 11 z 1 (e 1 )e 1 − a 11 z 1 (e 1 )e 1 ) = 0.
Thus, combining Eqs. (7)- (8) 
for some z a ∈ Z(A). Now define two maps g, h : A → Z(A) as follows:
It is obvious that h(a) = h(a 12 ) + h(a 21 ), and moreover, 
Some applications
In this section, we will give some applications of Theorem 2.1.
Recall that an algebra A is prime if, for any a, b ∈ A, aAb = {0} implies a = 0 or b = 0. It is obvious that any unital prime algebra with a nontrivial idempotent satisfies the property ( * ). By [9, Lemma 3.2], we get Z(e 1 Re 1 ) = Z(R)e 1 and Z(e 2 Re 2 ) = Z(R)e 2 for any prime algebra R. Therefore, applying Theorem 2.1, we can get a preferable form for ϕ on prime algebras. Theorem 3.1 Assume that A is a unital prime algebra with a nontrivial idempotent e 1 . Then a map ϕ : A → A is anti-commuting if and only if one of the following statements holds:
(1) if A is 2-torsion free, then ϕ(a) ∈ Z(A) for all a ∈ A; (2) if A is 2-torsion, then ϕ(a) = za + g(a) for all a ∈ A, where z ∈ Z(A) and g : A → Z(A) is a map.
Proof. The "if" part is obvious. For the "only if" part, by Theorem 2.1, the statements (i)-(iii) in Theorem 2.1 hold.
For (i), the primeness of A implies e 2 ϕ(e 1 )e 1 = e 1 ϕ(e 2 )e 2 = 0, and so e 1 ϕ(e 1 )e 2 = e 2 ϕ(e 2 )e 1 = 0 by Claim 2(i) in the proof of Theorem 2.1.
For (iii), by using the primeness of A, h(e i ae j )e j be i = 0 implies h(e i ae j ) = 0, and so h(a) = h(a 12 ) + h(a 21 ) = 0.
In addition, if A is 2-torsion free, then the condition 2z[e i ae i , e i be i ] = 2ze i ae j be i = 0 implies z[e i ae i , e i be i ] = ze i ae j be i = 0 for all a, b ∈ A. If follows from the primeness of A that ze i = 0, and so z = 0. Hence ϕ(a) = g(a) ∈ Z(A), (1) holds. If A is 2-torsion, then z = −z. So ϕ(a) = za + g(a) for all a ∈ A, (2) holds.
Let M n (n ≥ 2) is the full matrix algebra over the real or complex field. It is well-known that M n is prime with characteristic not 2. So the following result is immediate.
Corollary 3.2 Any anti-commuting map on M n (n ≥ 2) is a central-valued map.
In fact, the primeness assumption in Theorem 3.1 can be weaken. Let R be a unital algebra with an idempotent element e. Assume that R satisfies that aRe = {0} ⇒ a = 0 and aR(1 − e) = {0} ⇒ a = 0. Then, by [9, Lemma 3.2], Z(eRe) = Z(R)e and Z((1 − e)R(1 − e)) = Z(R)(1 − e). Therefore, by the same argument as that of Theorem 3.1, we can obtain the following result. Theorem 3.3 Let R be a unital algebra having an idempotent element e. Assume that R satisfies that aRe = {0} ⇒ a = 0 and aR(1 − e) = {0} ⇒ a = 0. Then a map ϕ : R → R is anti-commuting if and only if one of the following statements holds:
(1) if R is 2-torsion free, then ϕ(a) ∈ Z(R) for all a ∈ R; (2) if R is 2-torsion, then ϕ(a) = za + g(a) for all a ∈ R, where z ∈ Z(R) and g : R → Z(R) is a map.
Recall that a von Neumann algebra M is a C * -subalgebra of some B(H), the algebra of all bounded linear operators acting on a complex Hilbert space H, which is closed in the strong operator topology and contains the identity operator. It is shown that, if M has no central summands of type I 1 , then M satisfies the corresponding assumption in Theorem 3.3 (see [8, 9] ). Therefore, by Theorem 3.3, Corollary 3.4 is obvious. 
