Large deviation principle for linear mod 1 transformations by Yamamoto, Yong Moo Chung ad Kenichiro
LARGE DEVIATION PRINCIPLE FOR LINEAR MOD 1
TRANSFORMATIONS
YONG MOO CHUNG AND KENICHIRO YAMAMOTO
Abstract. For 0 ≤ α < 1 and β > 2, we consider a linear mod 1 transforma-
tion on a unit interval; x 7→ βx + α (mod 1), and prove that it satisfies the
level-2 large deviation principle with the unique measure of maximal entropy.
For the proof, we use the density of periodic measures and Hofbauer’s Markov
Diagram.
1. Introduction
Let X be a metrizable space and T : X → X be a Borel measurable map.
We denote byM(X) the set of all Borel probability measures on X endowed
with the weak∗-topology, by MT (X) ⊂ M(X) the set of all T -invariant
ones and byMeT (X) ⊂MT (X) the set of ergodic ones. We say that (X,T )
satisfies a (level-2) large deviation principle with a reference measure m ∈
M(X) if there exists a lower semicontinuous function J : M(X) → [0,∞],
called a rate function such that
lim sup
n→∞
1
n
logm({x ∈ X : δTn (x) ∈ K}) ≤ − infK J
holds for any closed set K ⊂M(X) and
lim inf
n→∞
1
n
logm({x ∈ X : δTn (x) ∈ U}) ≥ − infU J
holds for any open set U ⊂ M(X). Here δTn : X → M(X) is defined by
δTn (x) :=
1
n
∑n−1
j=0 δT j(x) and δy stands for the Dirac mass at the point y ∈ X.
We say that µ ∈M(X) is a periodic measure if there exist x ∈ X and n > 0
such that Tn(x) = x and µ = δTn (x) hold. Then it is clear that µ ∈MeT (X).
We denote by MpT (X) ⊂MeT (X) the set of all periodic measures on X.
Hereafter, let X = [0, 1] be a unit interval and T : X → X be a piecewise
monotonic map, i.e., there exist integer k > 1 and 0 = a0 < a1 < · · · <
ak = 1 such that T |(aj−1,aj) is continuous and strictly monotone for each
1 ≤ j ≤ k. Throughout of this paper, we further assume the following
conditions for a piecewise monotonic map T .
• T is transitive, i.e., there exists a point x ∈ [0, 1] whose forward orbit
{Tn(x) : n ≥ 0} is dense in [0, 1];
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• The topological entropy htop(T ) of T is positive.
Then it is proved in [8] that there exists a unique measure of maximal en-
tropy. In this paper, we investigate large deviations for piecewise monotonic
maps with the unique measure of maximal entropy as reference. In such
situation, it was shown in [15, 18] that the large deviation principle holds
for maps with the specification property (including Markov maps and con-
tinuous maps). After that, Pfister and Sullivan extended the results to more
general maps beyond specification including all β-transformations by using
certain specification-like property, called the approximate product property
([13]).
The aim of this paper is to extend large deviations results to linear mod
1 transformations. A linear mod 1 transformation Tα,β : X → X with β > 1
and 0 ≤ α < 1 was introduced by Parry ([12]) and defined by
Tα,β(x) =
{
βx+ α (mod 1) (x ∈ [0, 1)),
limx→1−0 T (x) (x = 1).
(1.1)
The map Tα,β is said to be a β-transformation if α = 0. Throughout of
this paper, we focus on linear mod 1 transformations with β > 2. Then it
is straightforward to see that Tα,β is transitive and hence there is a unique
measure of maximal entropy. On the other hand, for Lebesgue almost every
parameter (α, β) ∈ [0, 1)× (2,∞), the map Tα,β does not satisfy the specifi-
cation property ([1]). Moreover, it is unknown any suitable specification-like
condition to show the large deviation principle for linear mod 1 transforma-
tions. As far as we know, our main result is the first large deviations result
for such maps.
Theorem A. Fix 0 ≤ α < 1 and β > 2. Let T = Tα,β : X → X be as above
and m be the unique measure of maximal entropy. Then (X,T ) satisfies the
large deviation principle with m and the rate function J : M(X) → [0,∞]
is given by
J (µ) =
{
htop(T )− hµ(T ) (µ ∈MT (X)),
∞ (otherwise).
Here hµ(T ) denotes the metric entropy of µ ∈MT (X).
For a piecewise monotonic map T , we consider the following condition
which is strictly stronger than the transitivity, but still holds for all linear
mod 1 transformations with β > 2:
For any open interval I ⊂ [0, 1], there exist an positive integer τ,
integers 1 ≤ i0, . . . , iτ−1 ≤ k and an open subinterval L ⊂ I so that
T j(L) ⊂ (aij−1, aij ) for all 0 ≤ j ≤ τ − 1 and T τ (L) = (0, 1).
(1.2)
Theorem A is derived from the following general result for piecewise mono-
tonic maps.
Theorem B. Let T : X → X be a piecewise monotonic map satisfying (1.2)
and m be the unique measure of maximal entropy. Assume that MpT (X) is
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dense in MeT (X). Then (X,T ) satisfies the large deviation principle with
m and the rate function J : M(X)→ [0,∞] is given by
J (µ) =
{
htop(T )− hµ(T ) (µ ∈ cl(MT (XT ))),
∞ (otherwise). (1.3)
Here XT :=
⋂∞
n=0 T
−n(
⋃k
j=1(aj−1, aj)) and cl(A) denotes the closure of a
set A.
Remark 1.1. In the equation (1.3), cl(MT(XT)) cannot be replaced by
MT (X) in general. Indeed, in §4, we construct an example of piecewise
monotonic maps T to which Theorem B is applicable andMT (X) does not
coincide with cl(MT (XT )) (see Example 4.1).
Theorem B has applications to the following important classes of piecewise
monotonic maps:
• All β-transformations (see [7, 14] for instance).
• Linear mod 1 transformations with β > 2 (see the proof of Theorem
A in §3).
• (−β)-transformations with (1 +√5)/2 < β < 2 (see Example 4.1 for
the definition and details).
In particular, we can and do apply Theorem B to linear mod 1 transforma-
tions and (−β)-transformations. To the best of our knowledge, this is the
first result for large deviations of these transformations.
This paper is organized as follows: In §2, we establish our definitions and
prepare several lemmas. We show Theorems A and B in §3. In §4, we give
other applications of Theorem B.
2. Preliminaries
2.1. Symbolic dynamics. Let A be a countable set. Denote by AN the
one-sided infinite product of A equipped with the product topology of the
discrete topology of A. Let σ be the shift map on AN (i.e. (σ(ω))i = ωi+1
for each i ∈ N and ω = (ωi)i∈N ∈ AN). When a subset Σ of AN is σ-invariant
and closed, we call it a subshift, and A the alphabet of Σ. When Σ is of the
form
Σ = {(ωi)i∈N ∈ AN : Mωiωi+1 = 1 for all i ∈ N}
with a matrix M = (Mij)(i,j)∈A2 each entry of which is 0 or 1, we call Σ a
Markov shift. When we emphasize the dependence of Σ on M , it is denoted
by ΣM , and M is called the adjacency matrix of ΣM . In a similar manner,
we define the shift map, a subshift and a Markov shift for the two-sided
infinite product AZ of A.
For a subshift Σ on an alphabet A, let [u] := {(ωi) ∈ Σ : u = ω1 · · ·ωn}
for each u ∈ An, n ≥ 1, and set L(Σ) :=
{
u ∈ ⋃n≥1An : [u] 6= ∅} . We also
denote Ln(Σ) := {u ∈ L(Σ) : |u| = n} for n ≥ 1, where |u| means the
length of u. For u = u1 · · ·um and v = v1 · · · vn in L(Σ), we denote uv =
u1 · · ·umv1 · · · vn. Finally, we say that Σ is transitive if for any u, v ∈ L(Σ),
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we can find w ∈ L(Σ) so that uwv ∈ L(Σ) holds. In the rest of this paper,
we denote by htop(Σ) the topological entropy of Σ, and by h(µ) the metric
entropy of µ ∈Mσ(Σ).
2.2. Markov diagram. Let T : X → X be a piecewise monotonic map and
take an integer k > 1 and 0 = a0 < a1 < · · · < ak = 1 so that T |(aj−1,aj)
is continuous and strictly monotone for each 1 ≤ j ≤ k. Recall that XT :=⋂∞
n=0 T
−n(
⋃k
j=1(aj−1, aj)). We define the coding map I : XT → {1, . . . , k}N
by
(I(x))i = j if and only if T i−1(x) ∈ (aj−1, aj),
and denote the closure of I(XT ) by Σ+T . Then it is well-known that Σ+T is a
subshift and htop(Σ
+
T ) = htop(T ). We call the system (Σ
+
T , σ) a coding space
of ([0, 1], T ).
In what follows we will construct Hofbauer’s Markov Diagram, which is
a countable oriented graph with subsets of Σ+T as vertices.
Definition 2.1. Let C ⊂ Σ+T be a closed subset with C ⊂ [j] for some
1 ≤ j ≤ k. We say that a non-empty closed subset D ⊂ Σ+T is a successor
of C if D = [l] ∩ σ(C) for some 1 ≤ l ≤ k.
Now we define a set DT of vertices by induction. First, we set D0 :=
{[1], . . . , [k]}. If Dn is defined for n ≥ 0, then we set
Dn+1 := Dn ∪ {D : there exists C ∈ Dn so that D is a successor of C}.
We note that Dn is a finite set for each n ≥ 0 since the number of successors
of any closed subset of Σ+T is at most k by the definition. Finally, we set
DT :=
⋃
n≥0
Dn.
For the notational simplicity, we write D instead of DT if no confusion arises.
The following lemma is obtained by an easy calculation and hence we omit
the proof:
Lemma 2.2. (1) We have D = {σ|u|−1[u] : u ∈ L(Σ+T )}.
(2) Let u ∈ L(Σ+T ), 1 ≤ j ≤ k, and assume that uj ∈ L(Σ+T ). Then σ|u|[uj]
is a successor of σ|u|−1[u].
To get the oriented graph, which we call Hofbauer’s Markov diagram, we
insert an arrow from every C ∈ D to all its successors. We write C → D
to denote that D is a successor of C. For C ⊂ D, we define a matrix
M(C) = (M(C)C,D)(C,D)∈C2 by
M(C)C,D =
{
1 (C → D),
0 (otherwise).
Then ΣM(C) = {(Ci)i∈Z ∈ CZ : Ci → Ci+1, i ∈ Z} is a Markov shift with
a countable alphabet C and an adjacency matrix M(C). For the notational
simplicity, we denote ΣC instead of ΣM(C) in the rest of this paper.
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It is well-known that the topological entropy of ΣD coincides with that of
Σ+T ; htop(ΣD) = htop(Σ
+
T ). It is also known that there is a deep relationship
between the Markov shift ΣD and a natural extension of Σ+T . To be more
precise, let
ΣT := {(ωi)i∈Z ∈ {1, . . . , k}Z : ωiωi+1 · · ·Σ+T , i ∈ Z}
be a natural extension of Σ+T and define a map Ψ: ΣD → {1, . . . , k}Z by
Ψ((Ci)i∈Z) := (ωi)i∈Z for (Ci)i∈Z ∈ ΣD,
where 1 ≤ ωi ≤ k is the unique integer such that Ci ⊂ [ωi] holds for each
i ∈ Z. The following lemma, proved in [8], states that (ΣD, σ) is topologically
conjugate to (ΣT , σ) except “small” sets (see also [2, Appendix]):
Lemma 2.3. ([8, Lemmas 2 and 3]) The map Ψ: ΣD → {1, . . . , k}Z is
continuous and satisfies σ◦Ψ = Ψ◦σ. Moreover, we can find two σ-invariant
subsets N ⊂ ΣD and N ⊂ ΣT satisfying the following properties:
• We have Ψ(ΣD \N) = ΣT \N .
• The restriction map Ψ: ΣD \ N → ΣT \ N is bijective and bi-
measurable.
• N has no periodic point.
• For any invariant measure µ ∈ Mσ(ΣT ) with µ(N) = 1, we have
h(µ) = 0.
• For any invariant measure µ ∈ Mσ(ΣD) with µ(N) = 1, we have
h(µ) = 0.
Next, we prove that the condition (1.2) implies the transitivity of ΣD.
Lemma 2.4. Suppose that T satisfies the condition (1.2). Then ΣD is
transitive.
Proof. Let C,D ∈ D. To prove the lemma, it is sufficient to show that there
are n ≥ 1 and C1, . . . , Cn ∈ D such that C1 = C, Cn = D and Ci → Ci+1
for each 1 ≤ i ≤ n − 1. By Lemma 2.2 (1), there are u = u1 · · ·ul and
v = v1 · · · vm in L(Σ+T ) such that C = σl−1[u] and D = σm−1[v]. If we
set I :=
⋂l
j=1 T
−(j−1)((auj−1, auj )), then I is a non-empty open interval
since u ∈ L(Σ+T ). By the condition (1.2), there exists an open subinterval
L ⊂ I, τ ≥ 1, and 1 ≤ i0, . . . , iτ−1 ≤ k such that T j(L) ⊂ (aij−1, aij ) for
0 ≤ j ≤ τ − 1 and T τ (L) = (0, 1). Since T l−1(I) ⊂ (aul−1 , aul), we have
l ≤ τ . We set
w =
{
il · · · iτ−1 (τ > l),
λ (τ = l),
where λ denotes the empty word. Then it is not difficult to see that στ [uw] =
Σ+T , which implies that σ
τ+m−1[uwv] = D. Hence by Lemma 2.2 (2), we
have the lemma. 
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In the rest of this section, we assume that ΣD is transitive. Combining
[8, Theorem 2 (iii)] and [9, Page 377, Corollary 1 (ii)], we have the following
lemma:
Lemma 2.5. ([8, 9]) There is a unique measure of maximal entropy both on
ΣD and Σ+T , i.e., there is a unique ergodic measure m on ΣD and a unique
ergodic measure m+ on Σ+T such that
h(m) = h(m+) = htop(Σ
+
T ).
Moreover, following properties hold for m and m+.
(1) m+ = m ◦ (Ψ+)−1, where Ψ+ := pi ◦Ψ and pi : ΣT → Σ+T is a natural
projection; (ωi)i∈Z 7→ (ωi)i∈N.
(2) There are two families {L(C)}C∈D and {R(C)}C∈D of real positive
numbers satisfying the following properties:
• m[C1 · · ·Cn] = L(C1)R(Cn) exp{−nhtop(Σ+T )} for any n ≥ 1 and
C1 · · ·Cn ∈ Ln(ΣD).
• Both ∑C∈D L(C) and supC∈D R(C) are finite.
Finally, we prove a weak Gibbs property for the unique measure of max-
imal entropy on Σ+T , which plays a key role to obtain the lower large devia-
tions bound in §3.
Lemma 2.6. Let m+ be the unique measure of maximal entropy on Σ+T
Then for any finite set F ⊂ D, we can find K = KF > 1 such that
m+[u] ≤ K exp{−nhtop(Σ+T )} (n ≥ 1, u ∈ Ln(Σ+T )), (2.1)
m+[u] ≥ K−1 exp{−nhtop(Σ+T )} (n ≥ 1, u ∈ Ln(Ψ+(ΣF ))).
Proof. Let m, {L(C)}C∈D and {R(C)}C∈D be as in Lemma 2.5 For a finite
set F ⊂ D, we put
K = KF := max
{
2, LR,
(
min
C,D∈F
L(C)R(D)
)−1}
,
where we set L :=
∑
C∈D L(C) and R := supC∈D R(C). Note that K < ∞
by Lemma 2.5. Let n ≥ 1 and u = u1 · · ·un ∈ Ln(Ψ+(ΣF )). Then we can
find a word C1 · · ·Cn ∈ Ln(ΣF ) such that [C1 · · ·Cn] ⊂ (Ψ+)−1[u]. Hence it
follows from Lemma 2.5 that
m+[u] ≥ m[C1 · · ·Cn] = L(C1)R(Cn) exp{−nhtop(Σ+T )} ≥ K−1 exp{−nhtop(Σ+T )}.
We show (2.1). First, we note that Ψ+(ΣD) = Σ+T (see [9] for instance).
For n ≥ 1 and u ∈ Ln(Σ+T ), we set
C = C(u) := {C ∈ D : [C] ∩ (Ψ+)−1[u] 6= ∅}.
Then for any C ∈ C, we can find a unique word P (C) = C1 · · ·Cn ∈ Ln(ΣD)
such that C1 = C and [C]∩ (Ψ+)−1[u] = [P (C)]. Then it is easy to see that
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C∈D[P (C)] = (Ψ
+)−1[u]. Therefore we have
m[u] ≤
∑
C∈C
m[P (C)]
≤
∑
C∈D
L(C)R exp{−nhtop(Σ+T )}
≤ K exp{−nhtop(Σ+T )},
which proves the lemma. 
3. Proofs of Theorems A and B
In this section, we give proofs of Theorems A and B. First, we show the
following analogous result of Theorem B on coding spaces:
Theorem C. Let T : X → X be a transitive piecewise monotonic map,
(Σ+T , σ) be a coding space of (X,T ), and m
+ be the unique measure of max-
imal entropy on Σ+T . Suppose that Mpσ(Σ+T ) is dense in Meσ(Σ+T ) and ΣDT
is transitive. Then (Σ+T , σ) satisfies the large deviation principle with m
+
and the rate function J + : M(Σ+T )→ [0,∞] is given by
J +(µ+) =
{
htop(Σ
+
T )− h(µ+) (µ+ ∈Mσ(Σ+T )),
∞ (otherwise). (3.1)
Proof. To prove the theorem, it is sufficient to show the following:
lim sup
n→∞
1
n
logm+((δσn)
−1(K)) ≤ − inf
µ+∈K∩Mσ(Σ+T )
(htop(Σ
+
T )− h(µ+)) (3.2)
holds for any closed set K ⊂M(Σ+T ) and
lim inf
n→∞
1
n
logm+((δσn)
−1(U)) ≥ − inf
µ+∈U∩Mσ(Σ+T )
(htop(Σ
+
T )− h(µ+)) (3.3)
holds for any open set U ⊂ M(Σ+T ). We note that the equation (2.1) in
Lemma 2.6 enables us to show (3.2) in a similar way to the proof of [4,
Theorem A, §4].
In what follows we will show (3.3). Let  > 0, µ+ ∈ Mσ(Σ+T ) and U be
an open neighborhood of µ+ inM(Σ+T ). To show (3.3), it is enough to show
that
lim inf
n→∞
1
n
logm+((δσn)
−1(U)) ≥ h(µ+)− htop(Σ+T )− 2.
First, we prove the following proposition:
Proposition 3.1. There exist a finite set F ⊂ D and ρ+ ∈ Meσ(Ψ+(ΣF ))
such that ρ+ ∈ U and h(ρ+) ≥ h(µ+)− .
Proof. If h(µ+)− ≤ 0, then we choose ρ+ ∈Mpσ(Σ+T )∩U and take a periodic
point ω ∈ Σ+T in the support of ρ+. It follows from [9, Theorem 8] that there
are finite vertices C1, . . . , Cn ∈ D so that Ψ+(· · ·C1 · · ·CnC1 · · ·Cn · · · ) = ω
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holds. We set F := {C1, . . . , Cn}. Then it is clear that ρ+ ∈ Meσ(Ψ+(ΣF ))
and h(ρ+) = 0 ≥ h(µ+)− . This suffices for the case h(µ+)−  ≤ 0.
Hereafter assume that h(µ+) −  > 0. First, we define two push forward
maps pi∗ : Mσ(ΣT ) → Mσ(Σ+T ) and Ψ∗ : M(ΣD) → M(ΣT ) by pi∗(ϑ) :=
ϑ ◦ pi−1 for ϑ ∈ Mσ(ΣT ), and Ψ∗(ϑ) := ϑ ◦ Ψ−1 for ϑ ∈ M(ΣD). Then
it is well-known that pi∗ is a homeomorphism and h(ϑ) = h(pi∗(ϑ)) for any
ϑ ∈ Mσ(ΣT ). Moreover, it follows from Lemma 2.3 that Ψ∗ is continuous
and the restriction map Ψ∗ : Mσ(ΣD \ N) → Mσ(ΣT \ N) is well-defined,
bi-measurable, and h(ϑ) = h(Ψ∗(ϑ)) holds for any ϑ ∈ Mσ(ΣD \N). Here
N and N be as in Lemma 2.3.
We set µ := pi−1∗ (µ+) ∈ pi−1∗ (U). Then we can find 0 ≤ c ≤ 1 and
µ1, µ2 ∈ Mσ(ΣT ) such that µ = cµ1 + (1 − c)µ2, µ1(ΣT \ N) = 1 and
µ2(N) = 1 hold. We note that h(µ2) = 0 by Lemma 2.3. Since Mpσ(Σ+T ) is
dense in Meσ(Σ+T ) by the assumption, it follows from [17, Theorem A] that
Mpσ(Σ+T ) is also dense inMσ(Σ+T ). By the definition of pi∗, one can easily see
thatMpσ(Σ+T ) = pi∗(Mpσ(ΣT )) and henceMpσ(ΣT ) is also dense inMσ(ΣT ).
Therefore, we can find ν2 ∈Mpσ(ΣT ) such that ν := cµ1 +(1−c)ν2 ∈ pi−1∗ (U)
and h(ν) = h(µ). Since N has no periodic point, ν2(ΣT \ N) = 1, which
also implies that ν(ΣT \ N) = 1. Hence, we can define ν := Ψ−1∗ (ν) ∈
(pi∗ ◦Ψ∗)−1(U). Note that ν is supported on a transitive countable Markov
shift ΣD and (pi∗ ◦ Ψ∗)−1(U) is open. Therefore, it follows from [16, Main
Theorem] that there exist a finite set F ⊂ D and an ergodic measure ρ ∈
(pi∗ ◦ Ψ∗)−1(U) supported on ΣF such that h(ρ) ≥ h(ν) −  > 0. Since
h(ρ) > 0, we have ρ(N) = 0 by Lemma 2.3. We define an ergodic measure
ρ+ on Σ+T by ρ
+ := pi∗(Φ∗(ρ)). Clearly, we have ρ+ ∈ Meσ(Ψ+(ΣF )) ∩ U .
Moreover, since ρ ∈Mσ(M(ΣD \N)), we have h(ρ) = h(ρ+), which implies
that h(ρ+) ≥ h(µ+)− . 
We continue the proof of Theorem C. Note that Ψ+(ΣF ) ⊂ Σ+T is a
subshift and ρ+(Ψ+(ΣF )) = 1. Hence combining [13, Propositions 2.1 and
4.1], we have the following:
Lemma 3.2. ([13]) There exists M ∈ N such that for any n ≥M ,
#{u ∈ Ln(Ψ+(ΣF )) : [u] ⊂ (δσn)−1(U)} ≥ exp{n(h(ρ+)− )}.
For the notational simplicity, for each n ≥ M , we set Ln,ρ+ := {u ∈
Ln(Ψ+(ΣF )) : [u] ⊂ (δσn)−1(U)}. Since F is finite, it follows from Lemma
2.6 that there is K > 1 such that m+[u] ≥ K−1 exp{−nhtop(Σ+T )} for any
u ∈ Ln,ρ+ and n ≥M . Therefore, by
⋃
u∈Ln,ρ+ [u] ⊂ (δ
σ
n)
−1(U), we have
lim inf
n→∞
1
n
logm+((δσn)
−1(U))
≥ lim inf
n→∞
1
n
logm+
 ⋃
u∈Ln,ρ+
[u]

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= lim inf
n→∞
1
n
log
∑
u∈Ln,ρ+
m+[u]
≥ lim inf
n→∞
1
n
log #Ln,ρ+K−1 exp{−nhtop(Σ+T )}
≥ lim inf
n→∞
1
n
logK−1 exp{n(h(ρ+)− htop(Σ+T )− )}
= h(µ+)− htop(Σ+T )− 2,
which proves Theorem C.

Proof of Theorem B. Let T : X → X and m be as in Theorem B and
assume thatMpT (X) is dense inMeT (X). Then it follows from [17, Theorem
A] that Mpσ(Σ+T ) is dense in Mσ(Σ+T ). Since T satisfies the condition (1.2),
ΣD is transitive by Lemma 2.4. Hence it follows from Theorem C that
(Σ+T , σ) satisfies the large deviation principle with the unique measure of
maximal entropy m+ on Σ+T and the rate function J + : M(Σ+T )→ [0,∞] is
given by the equation (3.1).
Define a map Φ: Σ+T → X by Φ(ω) := y, where y is a unique element of a
set
⋂
n≥0 cl(T
−n(aωn+1−1, aωn+1)) and let Φ∗ : M(Σ+T )→M([0, 1]) be a push
forward map; µ+ 7→ µ+ ◦Φ−1. Then it is well-known that Φ is a continuous
surjection, Φ◦σ(ω) = T ◦Φ(ω) for ω ∈ Φ−1(XT ), m = Φ∗(m+), and h(µ+) =
hΦ∗(µ+)(T ) if Φ∗(µ
+) ∈ MT (X) (see [6] for instance). Therefore, it follows
from Contraction Principle ([5, Theorem 4.2.1]) that (X,T ) satisfies the
large deviation principle with m and the rate function I : M(X) → [0,∞]
is given by
J (µ) := inf{J +(µ+) : µ+ ∈M(Σ+T ), µ = Φ∗(µ+)}.
Since Mpσ(Σ+T ) is dense in Mσ(Σ+T ), it follows from [17, Lemma 2.6] that
Φ∗(Mσ(Σ+T )) = cl(MT (XT )). Hence J (µ) =∞ holds onM(X)\cl(MT (XT ))
and the set {htop(Σ+T ) − h(µ+) : µ+ ∈ Mσ(Σ+T ), µ = Φ∗(µ+)} is not empty
for any µ ∈ cl(M(XT )). Therefore, for any µ ∈ cl(M(XT )), we have
J (µ) = inf{J +(µ+) : µ+ ∈Mσ(Σ+T ), µ = Φ∗(µ+)}
= inf{htop(Σ+T )− h(µ+) : µ+ ∈Mσ(Σ+T ), µ = Φ∗(µ+)}
= htop(T )− hµ(T ),
which proves Theorem B.
Proof of Theorem A. Let 0 ≤ α < 1, β > 2, and T = Tα,β be as in
Theorem A. Then it follows from [10, Theorem 2] that Mpσ(Σ+T ) is dense in
Mσ(Σ+T ), and hence MpT (X) is also dense in MeT (X). It follows from [3,
Proposition 3.14] that T satisfies the condition (1.2). Hence by Theorem
B, (X,T ) satisfies the large deviation principle with the unique measure of
maximal entropy m, and the rate function J : M(X) → [0,∞] is given by
(1.3). Finally, since T is piecewise increasing and right continuous, it follows
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from [17, Theorem B and Lemma 2.7] that cl(MT (XT )) =MT (X), which
proves Theorem A.
4. Further applications
In this section, we apply Theorem B for (−β)-transformations with (1 +√
5)/2 < β < 2, and give an example of piecewise monotonic maps T
to which Theorem B is applicable, and MT (X) does not coincide with
cl(MT (XT )).
Example 4.1. Let (1 +
√
5)/2 < β < 2 and define a (−β)-transformation
T = T−β : X → X by
T−β(x) =
{
−βx+ 1 (0 ≤ x < 1β )
−βx+ 2 ( 1β ≤ x ≤ 1).
Since β > (1 +
√
5)/2, we can prove that T satisfies the condition (1.2)
in a similar way to the proof of [7, Proposition 8], where the exactness
is shown for the absolutely continuous T -invariant measure. On the other
hand, it is clear that T has two monotonic pieces, i.e., there is 0 < a < 1
such that both T |(0,a) and T |(a,1) are continuous and strinctly monotone.
Since T is transitive, it follows from [11, Theorem 2] that Mpσ(Σ+T ) is dense
in Mσ(Σ+T ), and hence MpT (X) is also dense in MeT (X). Therefore, by
Theorem B, (X,T ) satisfies the large deviation principle with the unique
measure of maximal entropy m, and the rate function J : M(X) → [0,∞]
is given by (1.3).
Hereafter, let β = 1.7548 · · · be a unique real root of the equation t3−2t2+
t−1 = 0. Then it is proved in [17, Example 3.1] thatMpT (X) does not dense
in MT (X). Hence by [17, Lemmas 2.6 and 2.7], we have cl(MT (XT )) 6=
MT (X).
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