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a b s t r a c t
Let f , gi, i = 1, . . . , l, hj, j = 1, . . . ,m, be polynomials onRn and S := {x ∈ Rn | gi(x) = 0,
i = 1, . . . , l, hj(x) ≥ 0, j = 1, . . . ,m}. This paper proposes a method for finding the global
infimum of the polynomial f on the semialgebraic set S via sum of squares relaxation over
its truncated tangency variety, even in the case where the polynomial f does not attain its
infimum on S. Under a constraint qualification condition, it is demonstrated that: (i) The
infimumof f on S and on its truncated tangency variety coincide; and (ii) A sums of squares
certificate for nonnegativity of f on its truncated tangency variety. These facts imply that
we can find a natural sequence of semidefinite programs whose optimal values converge,
monotonically increasing to the infimum of f on S.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In full generality the problem of optimizing polynomial functions over a closed semialgebraic set takes the following
form: compute
f ∗ := inf
x∈Rn
f (x), s.t. gi(x) = 0, i = 1, . . . , l, and hj(x) ≥ 0, j = 1, . . . ,m, (1)
where f , g1, . . . , gl, h1, . . . , hm are polynomials on Rn.
Finding the global optimal solutions to (1) is an NP-hard problem (see, for example [3] or [13]). Recently, several authors
have proposed methods for constructing semidefinite relaxations of an optimization problem of the form (1), based on re-
sults about moment sequences and (the dual theory of) representations of nonnegative polynomials as sums of squares. The
idea traces back towork of Shor [23] and is further developed by Parrilo [16] and by Lasserre [7] and by Parrilo and Sturmfels
[17].
In the global case, i.e., when the semialgebraic set is the whole space Rn, the authors of the paper [4] (see also [14,21])
proposed amethod for finding the global infimum of the polynomial f via sum of squares (SOS) relaxation over its truncated
tangency variety. This variety is a subset of the set of the points x ∈ Rn at which the level sets of f are tangent to the
sphere in Rn centered in the origin and with radius ‖x‖. The authors have shown: (i) the infimum of f on Rn and on its
truncated tangency variety coincide; and (ii) a sums of squares certificate for nonnegativity of f on its truncated tangency
variety. These facts imply that we can find a natural sequence of semidefinite programs whose optimal values converge,
monotonically increasing to the infimum of f . This opens up the possibility of solving previously intractable polynomial
optimization problems.
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In the case of compact semialgebraic sets, using results on SOS representations, Lasserre [7] (see also [10,22]) gave a
procedure for finding natural sequences of computationally feasible SDP (semidefinite program) relaxations of the original
problem, whose solutions converge to a solution of the original problem. Unfortunately, the compactness of the constrained
set is a non-trivial hypothesis and cannot be removed [7,19]. In order to overcome this problem, Demmel et al. [2] (see
also [14]) proposed using SOS representations of positive polynomials modulo Karush–Kuhn–Tucker (KKT) ideals. This kind
of representationworks reasonablywell in finding theminimumof a polynomial on a basic unbounded closed semialgebraic
set. However, the authors assume that one of the global minimizers satisfies the KKT system. Also, as discussed in [2,14],
this assumption is sometimes very restrictive.
This paper discusses how to generalize the method in [4] (see also [5]) to minimize a polynomial function subject to
polynomial constraints. Under a constraint qualification condition (see [15, Definition 12.1]), we give a representation
theorem for polynomials which are nonnegative on a closed semialgebraic set. Note that we do not need to assume that the
semialgebraic set is compact, which is necessary in Schmüdgen’s or Putinar’s Theorem (see [19,20]).Wewill also discuss the
application of this representation theorem in finding the minimum of a polynomial on a noncompact closed semialgebraic
set.
There is another paper [5] which studies (besides other results) the representation of nonnegative polynomials over
smooth algebraic varieties. The authors refer to [5] for its applications in constrained polynomial optimization.
The paper is organized as follows. In Section 2, we recall a very deep result on SOS representation of Schweighofer
(Theorem 2.1) which plays a crucial role in the proof of the main result (Theorem 4.1). The tangency variety and its
properties are introduced in Section 3. In Section 4 we prove a general sums of squares representation theorem which
generalizes [4, Theorem 3.1]. Section 5 shows the applications of this kind of SOS representation in optimization on
noncompact semialgebraic sets. Section 6 draws some conclusions.
2. Preliminary
In this section we present some notions and the SOS representation theorem of Schweighofer. Readers may consult [21]
for more details.
Definition 2.1. Denote by R[X] = R[x1, . . . , xn] the ring of polynomials in X := (x1, . . . , xn)with real coefficients. For any
polynomial f ∈ R[X] and subset A ⊂ Rn, the set R∞(f , A) of asymptotic values of f on A consists of all y ∈ R for which there
exists a sequence {xk}k∈N of points xk ∈ A such that xk →∞ and f (xk)→ y.
Definition 2.2. For a finite set P := {p1, . . . , ps} ⊂ R[X], let T (P) denote the preorder generated by P , i.e.,
T (P) :=
{ ∑
e∈{0,1}s
σep
e1
1 . . . p
es
s | σe is a sum of squares in R[X]
}
.
By definition, the elements of T (P) have obviously the geometric property that they are nonnegative on the closed
semialgebraic set
{x ∈ Rn | p1(x) ≥ 0, . . . , ps(x) ≥ 0}.
The next theorem is a partial converse (see also [19,20]).
Theorem 2.1 (Schweighofer, [21, Theorem 9]). Let f , p1, . . . , ps ∈ R[X] and set
A := {x ∈ Rn | p1(x) ≥ 0, . . . , ps(x) ≥ 0}.
Suppose that
(i) f is bounded on A;
(ii) R∞(f , A) is a finite subset of R>0 := {y ∈ R | y > 0}; and
(iii) f > 0 on A.
Then f ∈ T (P).
3. The tangency variety
Given f , g1, . . . , gl, h1, . . . , hm ∈ R[X], let f ∗ denote the infimum of f on the following basic closed semialgebraic set:
S := {x ∈ Rn | gi(x) = 0, i = 1, . . . , l, hj(x) ≥ 0, j = 1, . . . ,m},
i.e., the solution to the optimization problem
f ∗ := inf
x∈Rn
f (x), s.t. gi(x) = 0, i = 1, . . . , l, and hj(x) ≥ 0, j = 1, . . . ,m.
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Throughout this paperwewill assume that the set S is not empty. As iswell known,most numerical optimizationmethods
targeting local (including global) minimizers are often based on the following optimality conditions:
∇f (x)+
l∑
i=1
λi∇gi(x)+
m∑
j=1
νj∇hj(x) = 0,
gi(x) = 0, i = 1, . . . , l, hj(x) ≥ 0, j = 1, . . . ,m,
νjhj(x) = 0, and νj ≥ 0, j = 1, . . . ,m,
where the variables λi, νj ∈ R are called Lagrange multipliers and ∇f denotes the vector field whose components are the
partial derivatives of f . The above system is often known as the Karush–Kuhn–Tucker system or KKT system for short.
Sometimes the KKT system fails to hold at some minimizers. Hence, we usually make an assumption called a constraint
qualification to ensure that the KKT system holds. Such a constraint qualification—probably the one most often used in the
design of algorithms—is defined as follows:
Definition 3.1 (See [15, Definition 12.1]). For each x ∈ S, let J(x) be the set of indices j for which hj vanishes at x. The basic
closed semialgebraic set S is called regular, if for each x ∈ S, the vectors ∇gi(x),∇hj(x), i = 1, . . . , l, j ∈ J(x), are linearly
independent.
Remark 3.1. If the closed semialgebraic set S is regular, then n ≥ l+ #J(x) for all x ∈ S.
Assume the closed semialgebraic set S is regular. Under the assumption that the KKT ideal associated with KKT system
is radical, Demmel et al. [2] show that the polynomial f can be represented as a sum of squares of polynomials modulo the
KKT ideal if f is nonnegative on S. Unfortunately, the assumption that the KKT ideal is radical is non-trivial and cannot be
removed, as shown by Nie et al. in [14] (see also [2, Remark 3.4]). To overcome this difficulty, in this paper, we will replace
the KKT system by a semialgebraic subset of Rn for which a new sums of squares representation result of nonnegative
polynomials on a closed semialgebraic set is established. Precisely, we have the following definition.
Definition 3.2. The tangency variety of f on S is defined as follows:
Γ (f , S) :=
{
x ∈ S | there exist real numbers κ, λi, νj, µ, not all zero, such that κ∇f (x)+
l∑
i=1
λi∇gi(x)
+
m∑
j=1
νj∇hj(x)+ µx = 0, and νjhj(x) = 0, j = 1, . . . ,m
}
.
Remark 3.2. (i) It is worth noting that we do not include the condition that the Lagrange multipliers νj are nonnegative, as
is usual. It turns out that we do not need the nonnegativeness of νj to obtain our representation theorems, as we shall see.
Since taking the sign of νj into account adds an unnecessary complication to the representation, we omit it.
(ii) The tangency variety of f on S is a subset ofRn, whereas the varieties associatedwith KKT system is a subset ofRn+l+m.
In this section, we will study the properties of the tangency variety Γ (f , S). Firstly, as expressed by the notation Γ (f , S),
polynomials f with the same gradient ∇f have the same tangency variety; in other words,
Γ (f + c, S) = Γ (f , S) for all c ∈ R.
The following lemma follows easily from the Curve Selection Lemma.
Lemma 3.1. Suppose that the basic closed semialgebraic set S is unbounded and regular. Then there exists a real number R0 > 0
such that, for all R ≥ R0, the set
SR := {x ∈ S | ‖x‖2 = R2}
is a nonempty compact set, and it is regular, i.e., for each x ∈ SR, the vectors x,∇gi(x),∇hj(x), i = 1, . . . , l, j ∈ J(x), are linearly
independent.
Proof. It suffices to show that the semialgebraic set SR is regular for R large enough. Indeed, by contradiction and using
the Curve Selection Lemma (see [11,12]), there exist a smooth semialgebraic curve ϕ(t) and semialgebraic functions
λi(t), νj(t), µ(t), t ∈ (0, ], such that
(a1) ϕ(t) ∈ S for t ∈ (0, ];
(a2) ‖ϕ(t)‖ → +∞ as t →+0; and
(a3)
∑l
i=1 λi(t)∇gi(ϕ(t))+
∑
j∈J(ϕ(t)) νj(t)∇hj(ϕ(t))+ µ(t)ϕ(t) = 0.
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Hence,
0 =
l∑
i=1
λi(t)
〈
∇gi(ϕ(t)), dϕ(t)dt
〉
+
∑
j∈J(ϕ(t))
νj(t)
〈
∇hj(ϕ(t)), dϕ(t)dt
〉
+ µ(t)
〈
ϕ(t),
dϕ(t)
dt
〉
=
l∑
i=1
λi(t)
d
dt
(gi ◦ ϕ)(t)+
∑
j∈J(ϕ(t))
νj(t)
d
dt
(hj ◦ ϕ)(t)+ µ(t)2
d‖ϕ(t)‖2
dt
= µ(t)
2
d‖ϕ(t)‖2
dt
.
So µ(t) ≡ 0, which contradicts the regularity of the set S. 
We will use the following notation for the remainder of the paper.
Definition 3.3. For each subset J of {1, . . . ,m}, consider the polynomial
hJ(x) :=

∏
j∈J
hj(x) if J 6= ∅,
1 otherwise.
If J = {j1, j2, . . . , jk}, we will denote by pJ ∈ R[X] the following polynomial:
pJ(x) := det(AJ(x)ATJ (x)),
where
AJ(x) :=

∂ f
∂x1
∂ f
∂x2
· · · ∂ f
∂xn
∂g1
∂x1
∂g1
∂x2
· · · ∂g1
∂xn
...
... · · · ...
∂gl
∂x1
∂gl
∂x2
· · · ∂gl
∂xn
∂hj1
∂x1
∂hj1
∂x2
· · · ∂hj1
∂xn
...
... · · · ...
∂hjk
∂x1
∂hjk
∂x2
· · · ∂hjk
∂xn
x1 x2 · · · xn

is the (l+ k+ 2)× n-matrix. Observe that pJ(x) = 0 if and only if the vectors∇f (x),∇gi(x),∇hj(x), i = 1, . . . , l, j ∈ J, and
the vector x are linearly dependent.
In what follows the following result will be useful.
Proposition 3.1. Assume that the closed semialgebraic set S is regular. Then the tangency varietyΓ (f , S) is a nonempty algebraic
set. More precisely, we have
Γ (f , S) = {x ∈ S | hJ(x)pJc (x) = 0 for all J ⊂ {1, . . . ,m}}; (2)
here and in the following, we use the notation Jc := {1, . . . ,m} \ J.
Proof. We first prove that the tangency variety Γ (f ) is not empty. In fact, assume that f attains its infimum f ∗ = f (x∗) at
x∗ ∈ S. Since S is regular, it follows from Lagrange’s multipliers theorem that x∗ ∈ Γ (f , S) and there is nothing to prove.
Now suppose that f does not attain its infimum on S. Then S is unbounded. By Lemma 3.1, the set SR := {x ∈ S | ‖x‖2 =
R2} is compact and regular for all R 1. Thus Lagrange’s multipliers theorem implies that
{x ∈ SR | f (x) = min{ f (y) | y ∈ SR}} ⊂ Γ (f , S) for all R 1.
Therefore, Γ (f , S) 6= ∅.
Wenext prove Equality (2). Let x ∈ Γ (f , S). Take an arbitrary subset J of the set {1, . . . ,m}.We claim that hJ(x)pJc (x) = 0.
Indeed, by definition, there exist real numbers κ, λi, νj, µ, at least one of which is different from zero, such that
(a1) κ∇f (x)+∑li=1 λi∇gi(x)+∑mj=1 νj∇hj(x)+ µx = 0; and
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(a2) νjhj(x) = 0, j = 1, . . . ,m.
It follows that
κ∇f (x)+
l∑
i=1
λi∇gi(x)+
∑
j∈J(x)
νj∇hj(x)+ µx = 0.
Consequently, the vectors ∇f (x),∇gi(x),∇hj(x), i = 1, . . . , l, j ∈ J(x), and the vector x are linearly dependent, which is
equivalent to the fact that pJ(x)(x) = 0. This implies that pJc (x) = 0 provided that J ∩ J(x) = ∅. On the other hand, if
J ∩ J(x) 6= ∅, then hJ(x) = 0. Therefore, hJ(x)pJc (x) = 0.
Conversely, let x ∈ S be such that hJ(x)pJc (x) = 0 for all J ⊂ {1, . . . ,m}. By definition, hJ(x)c (x) > 0. Then pJ(x)(x) = 0,
and so the vectors ∇f (x),∇gi(x),∇hj(x), i = 1, . . . , l, j ∈ J(x), and the vector x are linearly dependent. This implies that
there exist real numbers κ, λi, νj, j ∈ J(x), µ, at least one of which is different from zero, such that
κ∇f (x)+
l∑
i=1
λi∇gi(x)+
∑
j∈J(x)
νj∇hj(x)+ µx = 0.
For each j 6∈ J(x)we let νj = 0. Then
(b1) κ∇f (x)+∑li=1 λi∇gi(x)+∑mj=1 νj∇hj(x)+ µx = 0; and
(b2) νjhj(x) = 0, j = 1, . . . ,m.
Therefore, x ∈ Γ (f , S). This completes the proof of Proposition 3.1. 
Another property of the tangency variety Γ (f , S) is stated in the following lemma.
Lemma 3.2. If the closed semialgebraic set S is regular, then for each x ∈ Γ (f , S), ‖x‖  1, there exist real numbers λi, νj, µ
such that
(i) ∇f (x)+∑li=1 λi∇gi(x)+∑mj=1 νj∇hj(x)+ µx = 0; and
(ii) νjhj(x) = 0, j = 1, . . . ,m.
Proof. Let x ∈ Γ (f , S). By definition, there exist real numbers κ, λi, νj, µ, at least one of which is different from zero, such
that
(a1) κ∇f (x)+∑li=1 λi∇gi(x)+∑mj=1 νj∇hj(x)+ µx = 0; and
(a2) νjhj(x) = 0, j = 1, . . . ,m.
Therefore, it suffices to show that κ 6= 0, provided that x ∈ Γ (f , S), ‖x‖  1.
By contradiction and using the Curve Selection Lemma (see [11,12]), there exist a smooth semialgebraic curve ϕ(t) and
semialgebraic functions λi(t), νj(t), µ(t), t ∈ (0, ], such that
(b1) ϕ(t) ∈ S for t ∈ (0, ];
(b2) ‖ϕ(t)‖ → +∞ as t →+0;
(b3)
∑l
i=1 λi(t)∇gi(ϕ(t))+
∑m
j=1 νj(t)∇hj(ϕ(t))+ µ(t)ϕ(t) = 0; and
(b4) νj(t)hj(ϕ(t)) ≡ 0, j = 1, . . . ,m.
Since the functions νj and hj ◦ ϕ are semialgebraic, for  > 0 small enough, these functions are either constant or strictly
monotone (see [1]). Then, by (b4), we can see that either νj(t) ≡ 0 or hj ◦ ϕ(t) ≡ 0; in particular,
νj(t)
d
dt
(hj ◦ ϕ)(t) ≡ 0, j = 1, . . . ,m.
Hence, it follows from (b3) that
0 =
l∑
i=1
λi(t)
〈
∇gi(ϕ(t)), dϕ(t)dt
〉
+
m∑
j=1
νj(t)
〈
∇hj(ϕ(t)), dϕ(t)dt
〉
+ µ(t)
〈
ϕ(t),
dϕ(t)
dt
〉
=
l∑
i=1
λi(t)
d
dt
(gi ◦ ϕ)(t)+
m∑
j=1
νj(t)
d
dt
(hj ◦ ϕ)(t)+ µ(t)2
d‖ϕ(t)‖2
dt
= µ(t)
2
d‖ϕ(t)‖2
dt
.
So µ(t) ≡ 0, which contradicts the regularity of the set S. 
In the rest of this section, we will show the following result.
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Proposition 3.2. If the closed semialgebraic set S is regular, then R∞(f ,Γ (f , S)) is a finite set.
To prove the above proposition, we defineΣ(f , S) to be
Σ(f , S) :=
{
c ∈ R | there exist x ∈ S and λi, νj ∈ R such that f (x) = c, ∇f (x)+
l∑
i=1
λi∇gi(x)
+
m∑
j=1
νj∇hj(x) = 0, and νjhj(x) = 0, j = 1, . . . ,m
}
.
Lemma 3.3. The set Σ(f , S) is finite.
Proof. Let
A :=
{
x ∈ S | there exist λi, νj ∈ R such that ∇f (x)+
l∑
i=1
λi∇gi(x)
+
m∑
j=1
νj∇hj(x) = 0, and νjhj(x) = 0, j = 1, . . . ,m
}
.
Since A is semialgebraic, it has finitely many connected components, each of which being semialgebraic. Then wemaywrite
A = A1 ∪ A2 ∪ · · · ∪ As,
where Ak is a connected semialgebraic set.
Let ϕ: [0, 1] → Rn be a smooth semialgebraic curve in Rn such that ϕ(t) ∈ Ak for all t ∈ [0, 1]. By definition, there exist
semialgebraic functions λi, νj: [0, 1] → R such that
(a1) ∇f (ϕ(t))+∑li=1 λi(t)∇gi(ϕ(t))+∑mj=1 νj(t)∇hj(ϕ(t)) = 0; and
(a2) νj(t)hj(ϕ(t)) ≡ 0, j = 1, . . . ,m.
Taking the derivative in t of the function f ◦ ϕ(t) and using Conditions (a1)–(a2) we deduce that
d
dt
(f ◦ ϕ)(t) = 0.
So f is constant on the curve ϕ.
On the other hand, since the semialgebraic set Ak is connected, any two points in Ak can be joined (in Ak) by a piecewise
smooth semialgebraic curve (see, for example, [24, Theorem 4.12]). It follows that f is constant on Ak. Therefore the image
f (Ak) is a finite set. This completes the proof. 
Lemma 3.4. Assume the closed semialgebraic set S is regular and let c ∈ R. If the set
{x ∈ S | f (x) = c and x ∈ Γ (f , S)}
is unbounded, then c ∈ Σ(f , S).
Proof. By Lemma 3.2 and the Curve Selection Lemma (see [11,12]), there exist a smooth semialgebraic curve ϕ(t) and
semialgebraic functions λi(t), νj(t), µ(t), t ∈ (0, ], such that
(a1) ϕ(t) ∈ S for t ∈ (0, ];
(a2) ‖ϕ(t)‖ → +∞ as t →+0;
(a3) f ◦ ϕ(t) ≡ c;
(a4) ∇f (ϕ(t))+∑li=1 λi(t)∇gi(ϕ(t))+∑mj=1 νj(t)∇hj(ϕ(t))+ µ(t)ϕ(t) = 0; and
(a5) νj(t)hj ◦ ϕ(t) ≡ 0, j = 1, . . . ,m.
Taking the derivative in t of the function f ◦ ϕ(t) and using Conditions (a1)–(a5), we deduce that
0 = d
dt
(f ◦ ϕ)(t) = −µ(t)
2
d‖ϕ(t)‖2
dt
.
So µ(t) ≡ 0, and hence c ∈ Σ(f , S). 
Now we are ready to prove Proposition 3.2.
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Proof of Proposition 3.2. The following proof is adapted from [9] (see also, [4, Lemma 2.2], [5,6]). Let G be the closure of
the set
G := {(x, c) ∈ Rn × R | c = f (x), x ∈ Γ (f , S)} ⊂ Rn × R
in Pn×R, where Pn is the real projective space. Then, the sets G and G are semialgebraic. Hence, the set G\G is semialgebraic
(see, for example, [1] for the definition and basic properties of semialgebraic sets). Moreover, if pi : Pn×R→ R, (u, c) 7→ c
is the canonical projection we have R∞(f ,Γ (f , S)) = pi(G \ G). Then Tarski–Seidenberg’s theorem (see, for example, [1])
implies that R∞(f ,Γ (f , S)) is a semialgebraic set. Hence, R∞(f ,Γ (f , S)) is a finite union of points and intervals.
By Lemma 3.3, it suffices to show that the set R∞(f ,Γ (f , S)) \Σ(f , S) is finite.
Suppose, to the contrary, that R∞(f ,Γ (f , S)) \ Σ(f , S) contains an open interval I . By Lemma 3.4, the following
semialgebraic function
η: I → R, r 7→ sup{‖x‖2 | f (x) = r and x ∈ Γ (f , S)},
is well-defined. Thus there exists a nonempty open interval J ⊂ I such that the restriction of η to J is either constant or
strictly monotone (see [1]). Consequently, there is a nonempty open interval K ⊂ J such that the set η(K) is bounded.
But given c ∈ K ⊂ R∞(f ,Γ (f , S)), by definition, there exists a smooth semialgebraic curve ϕ: (0, ] → Rn, whose image is
contained in Γ (f , S), with ‖ϕ(t)‖ → +∞ and f ◦ ϕ(t)→ c as t → +0. So there exists 0 < δ <  such that, if 0 < t < δ,
then f ◦ ϕ(t) ∈ K . This contradicts the fact that the set
η(K) = {‖x‖2 | x ∈ f −1(K) ∩ Γ (f , S)}
is bounded. 
4. The truncated tangency variety and sums of squares
In this section we study the representation of a nonnegative polynomial f ∈ R[X] on a closed semialgebraic set S ⊂ Rn.
Under the assumption that the set S is regular, we show a sums of squares certificate for nonnegativity of f on its truncated
tangency variety which is suitable for optimization purposes. This representation theorem (Theorem 4.1) is of independent
interest, and its proof is mainly based on the results from the previous section and the nontrivial representation theorem of
Schweighofer (Theorem 2.1).
Fix gi, hj ∈ R[X], i = 1, . . . , l, j = 1, . . . ,m, and let
S := {x ∈ Rn | gi(x) = 0, i = 1, . . . , l, hj(x) ≥ 0, j = 1, . . . ,m}.
Given f ∈ R[X], define the tangency variety Γ (f , S) of f on S as in Section 3.
In what follows, we shall fix a real numberM ∈ f (S). Then by the truncated tangency variety of f on S we mean the set
ΓM(f , S) := {x ∈ Γ (f , S) | M − f (x) ≥ 0}.
Recall that for J ⊂ {1, . . . ,m}, we have introduced hJ to denote the polynomial∏j∈J hj; and we also have shown (see
Proposition 3.1)
Γ (f , S) = {x ∈ S | hJ(x)pJc (x) = 0 for all J ⊂ {1, . . . ,m}}.
Hence, we can write
ΓM(f , S) = {x ∈ S | M − f (x) ≥ 0, and hJ(x)pJc (x) = 0 for all J ⊂ {1, . . . ,m}}.
In what follows the following result will be useful.
Lemma 4.1. Assume the closed semialgebraic set S is regular. If
inf{ f (x) | x ∈ ΓM(f , S)} > 0,
then there are sums of squares of polynomials s, t, ψj and polynomials φi, θJ in R[X] such that
f (x) = s(x)+ t(x)[M − f (x)] +
l∑
i=1
φi(x)gi(x)+
m∑
j=1
ψj(x)hj(x)+
∑
J
θJ(x)hJ(x)pJc (x),
where the last sum is taken over all subsets J of {1, . . . ,m}.
Proof. It is clear from the assumption that f is bounded and strictly positive on the set ΓM(f , S). Moreover, the following
inclusion holds:
R∞(f ,ΓM(f , S)) ⊂ R∞(f ,Γ (f , S)).
Thus, Proposition 3.2 implies that R∞(f ,ΓM(f , S)) is a finite set ofR>0. Then the lemma follows now from Theorem 2.1. 
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Here comes one of the main results of this article which is interesting on its own but can later be read as a convergence
result for a sequence of optimal values of SDPs (Theorem 5.2).
Theorem 4.1 (Compare with [14, Theorem 12] and with [2, Theorems 3.1, 3.2 and 3.5]). Assume that the closed semialgebraic set
S is regular. Then the following conditions are equivalent:
(i) f ≥ 0 on S;
(ii) f ≥ 0 on ΓM(f , S);
(iii) for every  > 0, then there are sums of squares of polynomials s, t, ψj and polynomials φi, θJ in R[X] such that
f (x)+  = s(x)+ t(x)[M − f (x)] +
l∑
i=1
φi(x)gi(x)+
m∑
j=1
ψj(x)hj(x)+
∑
J
θJ(x)hJ(x)pJc (x),
where the last sum is taken over all subsets J of {1, . . . ,m}.
Proof. The implications (i)⇔ (ii) and (iii)⇒ (ii) are straightforward. For the implication (ii)⇒ (iii), we only have to apply
Lemma 4.1 to f +  instead of f . 
Remark 4.1. Theorem 4.1 does not assume that S is compact.
5. Applications in optimization
Given f , g1, . . . , gl, h1, . . . , hm ∈ R[X], recall the optimization problem from the Section 1:
f ∗ := inf
x∈Rn
f (x), s.t. gi(x) = 0, i = 1, . . . , l, and hj(x) ≥ 0, j = 1, . . . ,m, (3)
and suppose we are interested in computing numerically the optimal value f ∗. In other words, we wish to compute the
infimum of f on the following closed semialgebraic set:
S := {x ∈ Rn | gi(x) = 0, i = 1, . . . , l, hj(x) ≥ 0, j = 1, . . . ,m}.
There are several recent papers [7,8,10,22] on solving this kind of constrained optimization problemusing SOS ormoment
matrix techniques. The convergence of their methods is based on the assumption that the semialgebraic set S is compact
or even finite, which allows the application of Schmüdgen’s or Putinar’s Theorem. Unfortunately, these theorems do not
hold in the case where S is not compact. In this section, using Theorem 4.1, we will show that part of this limitation can be
removed.
Let us start with the following.
Theorem 5.1. If the set S is regular, then
f ∗ = inf{ f (x) | x ∈ ΓM(f , S)}.
Proof. In fact, with arguments similar to the ones used in the proof of Proposition 3.1, we find that: If f attains its infimum
on S, then the truncated tangency variety ΓM(f , S) contains a global minimizer of f on S (see the proof of Proposition 3.1),
and there is nothing to prove; otherwise, the following inclusion holds:
{x ∈ SR | f (x) = min{ f (y) | y ∈ SR}} ⊂ Γ (f , S) for all R 1,
where SR := {x ∈ S | ‖x‖2 = R2}. Hence,
f ∗ = inf{ f (x) | x ∈ Γ (f , S)}.
Consequently, f ∗ = inf{ f (x) | x ∈ ΓM(f , S)}, which completes the proof of the theorem. 
As an immediate consequence of Theorem 5.1, we obtain the following.
Corollary 5.1. Assume the closed semialgebraic set S is regular. If f does not attain its infimum on S, then f ∗ is an asymptotic
value of f on ΓM(f , S), i.e., f ∗ ∈ R∞(f ,ΓM(f , S)).
Theorems 4.1 and 5.1 show that computing f ∗ amounts to computing the supremum over all γ such that
f (x)− γ = s(x)+ t(x)[M − f (x)] +
l∑
i=1
φi(x)gi(x)+
m∑
j=1
ψj(x)hj(x)+
∑
J
θJ(x)hJ(x)pJc (x),
for some sums of squares of polynomials s, t, ψj and polynomialsφi, θJ inR[X]. As iswell known, sums of squares of bounded
degree can be nicely parametrized by positive semidefinite matrices. This motivates the following definition.
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Definition 5.1. For all k ∈ N, we define f ∗k ∈ R ∪ {±∞} as the supremum over all γ ∈ R such that f − γ can be written as
a sum:
f (x)− γ = s(x)+ t(x)[M − f (x)] +
l∑
i=1
φi(x)gi(x)+
m∑
j=1
ψj(x)hj(x)+
∑
J
θJ(x)hJ(x)pJc (x), (4)
where s, t, ψj are sums of squares and s, t, ψj, φi, θJ are polynomials of degree at most 2k.
The problem of computing the supremum f ∗k can be reduced to an SDP (see [2,7,8,10,13,14,17,21], . . .). Moreover, by
Theorem 4.1, the number f ∗k is a lower bound for the infimum f ∗ of the polynomial f and this lower bound gets better as k
increases:
· · · ≤ f ∗k−1 ≤ f ∗k ≤ f ∗k+1 ≤ · · · ≤ f ∗.
We conclude by interpreting Theorem 4.1 as a convergence result concerning the optimal values f ∗k of the proposed
relaxations.
Theorem 5.2. If the closed semialgebraic set S is regular, then the sequence { f ∗k }k∈N converges monotonically increasing to the
infimum f ∗.
Proof. In fact, if f ∗ = −∞, then it is easily seen from Theorem 4.1 that for every positive integer k, f ∗k = −∞, and there is
nothing to prove. Thus, we may as well assume that f ∗ > −∞. Let  be any positive constant. The polynomial f − f ∗ +  is
strictly positive on its truncated tangency variety ΓM(f − f ∗ + , S) = ΓM(f , S). By Theorem 4.1, there are sums of squares
of polynomials s, t, φj and polynomials φi, θJ in R[X] such that
f (x)− f ∗ +  = s(x)+ t(x)[M − f (x)] +
l∑
i=1
φi(x)gi(x)+
m∑
j=1
ψj(x)hj(x)+
∑
J
θJ(x)hJ(x)pJc (x).
Hence, there exists an integer k() such that
f ∗k ≥ f ∗ −  for all k ≥ k().
Since the sequence { f ∗k }k∈N is monotonically increasing, it follows that limk→∞ f ∗k = f ∗, which completes the proof of
Theorem 5.2. 
Remark 5.1. It is worth noting that Theorem 5.2 does not need to assume the polynomial f to attain its infimum on S.
Example 5.1. Consider the Quadratically Constrained Quadratic Program:
min
x∈R2
f (x) := −4
3
x21 +
2
3
x22 − 2x1x2
s.t. h1(x) := x22 − x21 ≥ 0, h2(x) := −x1x2 ≥ 0.
This problem is taken from [2, Example 4.4]. It has global infimum value f ∗ = 0. TakeM := f (0, 0) = 0. Then, it is easy to
see that
ΓM(f , S) =
{
x ∈ R2 | M − f (x) ≥ 0, h1(x) ≥ 0, h2(x) ≥ 0, h1(x)h2(x) det
(
∂ f
∂x1
∂ f
∂x2
x1 x2
)
= 0
}
.
By using the software MATLAB 7 and SOSTOOLS [18], we get f ∗0 = −156.5, f ∗1 = −0.28315 × 10−3, f ∗2 = −0.22134 ×
10−3, f ∗3 = −.44374 × 10−3, f ∗4 = −.36392 × 10−3, and f ∗5 = −.39682 × 10−3. According to Theorem 5.2, the sequence
f ∗0 , f
∗
1 , f
∗
2 , . . . , converges monotonically to f
∗. But the computed values show that there are obviously numerical problems
(see also [21, Example 40]).
6. Conclusions
This paper studies representations of nonnegative polynomials on semialgebraic sets via the tangency variety. Under a
constraint qualification condition, we give a representation theorem for polynomials which are nonnegative on a closed
semialgebraic set, even in the case where polynomials do not attain their infimum on this set. This theorem can be used to
numerically solve an optimization problem of the form (1). However, as discussed in [2,14], in general, the SOS relaxation
(4) is very hard to solve when there are many inequality constraints, since this introduces many auxiliary constraints. The
structure of (4) should be exploited to improve the efficiency of the method.
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