Estimating the growth performance in pigs is important in order to achieve a high productivity of pig farming. We herein analyze and verify the machine learning based estimations for the growth performance in swine which includes the daily gain of body weight (DG), feed intake (FI), required growth period for growing/finishing phase (GP), and marketed-pigs per sow per year (MSY), based on the farm specific data and climate, i.e., temperature, humidity, initial age (IA), initial body weight (IBW), number of pigs (NU) and stocking density (SD). The growth data used in our work is collected from 55 pig farms which are located across South Korea for the period between October 2017 and September 2018. In the estimation of growth performance, four machine learning schemes are applied, which are the logistic regression, linear support vector machine (SVM), decision tree, and random forest. Through the evaluation, we confirm that the accuracy of estimation for growth performance can be improved by 28% using machine learning techniques compared to the base line performance which is obtained by the ZeroR classifier. We also find that the accuracy of estimation is heavily dependent on the pre-process of growth data.
I. INTRODUCTION
Growth performance of swine is one of the most important element in pig farming because it is directly related to the revenue of the farm. For example, the average daily growth in weight (DG) and the required growth period for growing/finishing phase (GP), which are the one of the most important growth performance metric, are related to the period to grow pigs, such that the low DG and the high GP result in the longer period of growing pig which adversely affects the revenue of the farm. Moreover, the average daily feed intake (FI) and marketed-pigs per sow per year (MSY), which are also important growth performance metrics in pig farming, determine the overall feed cost of the farm and the total number of pigs sold to market, such that they are directly related to the revenue of the farm. Accordingly, the proper The associate editor coordinating the review of this manuscript and approving it for publication was Kun Mean Hou. management of growth performance in pig farm is crucial and it has been a major topic in swine research. Given that many environmental conditions, e.g., temperature and humidity, greatly affect the growth of swine [1] , the relation between growth and these environmental conditions has been extensively studied in order to achieve the optimal management of pig farm [2] , [3] .
One way to characterize the growth performance in swine is the formulation of mathematical model based on the expertise. For example, the growth of body weight (BW) of swine is often modeled as an asymmetric S-function such that the growth rate increases gradually as the BW of swine increases, then the growth rate asymptotically approaches zero at some point when it converges to a final BW. In [4] , various growth-curve models were discussed regarding two growth performances, i.e., DG and FI. Three different growth curves, namely Bridges, Gompertz, and Michaelis-Menten, were investigated in [5] to model the growth of swine from birth to sixty days of age, where the effect of birth weight on growth was taken into account. Moreover, in [6] , the growth characteristics of swine for various genotypes and feeding strategies were examined. Furthermore, the generation of synthetic data on the growth of swine based on the analytical growth curve and measured data, was taken into account in [7] . In addition, Net Energy (NE) model which takes into account the metabolism of pig was also used to characterize the growth of swine [1] , [8] - [11] , where the DG of swine is estimated by calculating the excess of energy taken by the pig. Although the growth of swine has been investigated extensively by means of hand-crafted mathematical models, it has a limitation to model more complicated interactions between the growth performance and various environmental conditions, especially when multiple components have to be taken into account jointly and it is hard to capture the hidden dynamics in the growth of pig.
Recently, the widespread of Internet-of-Things (IoT) technologies has enabled the smart farm which is equipped with various types of sensors to collect biological and environmental data [2] , [3] , [7] , [12] - [14] . Accordingly, in the near future, smart farms will allow huge amounts of data to be collected, yielding big data on the growth of livestock. The availability of big data can change the characterization of growth performance from conventional handcrafted schemes based on mathematical models, to autonomous schemes based on machine learning techniques where the complicated interactions between different environmental conditions and growth performance metrics are learned from a large amount of data [15] . Given that the machine learning based approach does not rely on the specific mathematical model for growth, e.g., Gompertz, more general characterization can be derived which is not biased to the specific environment.
As a consequence, machine learning techniques have been adopted in the study of the growth performance in livestock recently. In [16] - [19] , the estrous, pregnancy rates and first-service conception rates of dairy cattle, which are important growth performance metrics for dairy cattle, were investigated using various machine learning techniques including decision trees and support vector machines (SVM). The monitoring of swine using machine learning techniques was taken into account in [20] , [21] . The deep neural network (DNN) was considered to detect the illness and abnormal behavior of livestock in [22] , [23] . Moreover, the water usage in pig farm, which is directly related to the cost of farming and the health of pigs, was predicted in [24] using various machine learning strategies. Furthermore, the diurnal fluctuations of ruminal pH and temperature for dairy goat according to environmental changes, were investigated in [25] using ruminal pH and temperature sensors.
Especially, in our previous works [7] , [12] , [26] , the growth rates in swine was predicted based on the ambient temperature, humidity, level of CO 2 , and wind speed in pig farm, using various machine learning techniques including linear regression, tree regression, adaptive boosting (AdaBoost), and DNN. However, the accuracy of the prediction was inaccurate and limited due to the lack of growth data. 1 Moreover only DG was considered and other important growth performance metrics, such as FI, GP, and MSY, were not taken into account. Furthermore, other important farm-specific data, e.g., initial age of swine (IA), initial body weight (IBW), number of swine units (NU) and stocking density (SD) were ignored because the data was collected from the experimental pig farm.
Herein, we analyze and compare four machine learning based schemes to estimate four growth performance metrics 2 in swine, which are DG, FI, GP, and MSY, using the climate and farm-specific data including, temperature, humidity, IA, NU, IBW, and SD, based on data collected from actual pig farm. The main contributions of our work are as follows:
1) We develop a prediction strategy for four growth performance metrics of swine, DG, FI, GP, and MSY, using four machine learning techniques, namely logistic regression, linear SVM, decision tree, and random forest. For the prediction, both climate environmental factors such as ambient temperature, comfort temperature, humidity, effective temperature, and farm-specific factors, i.e., IBW, IA, NU, SD, are taken into account which are collected from actual pig farms located across South Korea. Moreover, various pre-process strategies for growth data are also considered. To the best of authors' knowledge, this is the first attempt to apply machine learning techniques to estimate multiple growth performance metrics of swine using real-life data. 2) We examine the relation between growth performance of swine and climate/farm-specific factors, and also confirm that the accuracy of growth performance can be improved by 28% using machine learning techniques. Moreover, we suggest proper pre-process strategies and machine learning techniques for each growth performance to maximize the accuracy of estimation. Our results justify the use of machine learning techniques in smart pig farm.
The remainder of this paper is organized as follows. We describe the considered dataset regarding the growth of swine in Section II. In Section III, the development of machine learning based growth performance prediction is explained. Our performance evaluation and conclusions are provided in Sections IV and V, respectively. The nomenclature used throughout this paper is provided in Table 1 . 
II. GROWTH DATA OF SWINE
In this paper, we use the dataset 3 which is collected from 55 pig farms located in South Korea for the period between October 2017 and September 2018. These pig farms utilize the farm management system of Agrirobotech Company, Ltd., and are not equipped with window in order to reduce bad odor and to maintain the environmental conditions of farms more easily. In the collection of data, only the pigs in grow-finish phase when pigs that finished the nursery stage are fed until their BW reaches market weight, which is around 105 kg, are considered.
The dataset can be divided into two categories which are the farm-specific dataset and the climate dataset. The farm-specific data comprises the data which is related to the facility and traits of each farm whereas the climate data comprises the temperature and humidity measured at pig farm using sensors of farm management system.
The farm-specific data includes IA, IBW, NU, SD, DG, FI, GP, and MSY, which are collected for individual farm such that the total number of data 4 is 55. The IA and IBW denote the initial age and initial BW of pigs when they start the growfinish phase. NU and SD denote the number and stocking density of pigs in each farm. DG is the increase of BW of pigs for one day and FI is the amount of feed consumed by each 3 It should be noted that the dataset considered in this paper is more comprehensive and realistic compared to the dataset used in [7] , [12] , [26] , because the size of data is much larger and the growth data is collected from actual pig farms and not from experimental pig farm. 4 This farm-specific data can be obtained only after the growing of pigs is finished, such that only one farm-specific data can be collected for one pig farm for approximate 170 days. Accordingly, we were unable to collect sufficiently large number of farm-specific data, which deteriorates the accuracy of the prediction. Currently, we are collecting more farm-specific data and improving the accuracy of prediction, which has been left as future work. pig per day. GP is the period required for each pig to grow to market weight (105 kg), and MSY is the proportion of pigs which are sold to market without failing. Among this data, IA, IBW, NU and SD become the feature data of machine learning strategies while DG, FI, GP, and MSY become the label data of machine learning strategies. It is worth noting that DG and MSY should be high while FI and GP should be kept low for the better productivity of pig farm.
On the other hand, the climate data includes the ambient temperature and humidity 6 which were measured and averaged using two independent sensors deployed in the pig farm. The measurement from two sensors was averaged in order to reduce the measurement error. It should be noted that the temperature sensors occasionally generate wrong measurement data due to the malfunction and the communication error such that the ambient temperature was measured to be 0 • C in some cases, as can be confirmed from the statistics shown in Table 2 . In our work, we do not remove this wrong measurement data in order to take into account the practical environment of pig farm where the sensors can also generate wrong measurement data. However, as will be explained later, this climate data will be averaged for multiple samples such that the effect of wrong measurement can be alleviated. In addition, the ambient temperature and humidity were measured every one minute such that the total amount of collected data was 5,375,586.
Moreover, we have also calculated the effective temperature which jointly takes into account the effect of humidity in temperature, i.e., Temperature-Humidity Index (THI). 5 Avg., Std., Min., Max., denote the average, standard deviation, minimum, and maximum, respectively. Moreover, Amb. Temp., Hum., Effect. Temp., Com. Temp. denote the ambient temperature, humidity, effective temperature, and comfort temperature, respectively. Furthermore, IA, IBW, NU, SD, DG, FI, GP, and MSY denote the initial age, initial body weight, number of swine units, stocking density, average daily growth in BW, average daily feed intake, required growth period for growing/finishing, marketed-pigs per sow per year, respectively. 6 Note that the effect of the ambient temperature and humidity on the growth performance, i.e., DG, was also observed in previous studies [29] . In addition, the comfort temperature 7 which is widely used target temperature for pig farm management was also taken into account. The statistics of the collected data are summarized in Table 2 .
In Fig. 1 , we show the correlation between the farm-specific data in order to get insights on growth data where the probability of density function (PDF) of each data is shown in the diagonal. As can be confirmed from the Fig. 1 , the IBW and IA are positively correlated, which coincides 7 In the pig farming, the comfort zone denotes the range of temperature with which the pig does not feel hot or cold. If the ambient temperature is below this comfort zone, pigs will increase their FI to maintain their body temperature and when the ambient temperature is above the comfort zone, the growth of pigs will be deteriorated due to the heat stress. In this work, the comfort temperature is defined as the medium value of comfort zone. with our intuition because older piglets are likely to have a larger BW. Moreover, we can find that the DG and GP are negatively correlated because low DG means longer period is required to grow pigs. Furthermore, we can observe that DG and MSY are positively correlated, because the pig farm with high DG is likely to manage the growth of pigs efficiently such that the MSY is also likely to be high. However, it is hard to find the clear relation between the growth performance, i.e., DG, FI, GP, and MSY, and the farm-specific data, i.e., IA, IBW, NU, and SD, which justifies the use of machine learning to find more complicated relation.
In Fig. 2 , we show the averaged difference between the effective temperature and the comfort temperature over the growing period of pig for different values of DG, FI, GP, and MSY, in order to check the effect of excessive temperature on the growth performance of swine. To this end, we have divided the growth data of pig according to each criterion on growth performance, and averaged the difference between the effective temperature and the comfort temperature for each case. For example, in the first subfigure of Fig. 2 , we have divided the growth data for DG ≥ 0.8 kg and DG < 0.8 kg, and averaged the difference between the effective temperature and the comfort temperature. It should be noted that the criterion used in this figure coincides with the criterion used in our performance evaluation. In this figure, the blue curve and orange curve correspond to the high growth performance and low growth performance, respectively, and the x-axis and y-axis denote the growing period of pig and the averaged difference between the effective temperature and the comfort temperature, respectively.
Given that the comfort temperature can be considered as the target temperature in the management of pig farm, the deviation from this temperature indicates that the environment of pig farm is not well maintained such that the growth performance is likely to be bad. It is worth noting that the effective temperature is generally higher than the comfort temperature in our dataset due to the characteristics of pig farms that are taken into account in this work, which do not have windows. 8 As can be observed from the figure, the growth performance is likely to be high, i.e., DG ≥ 0.8 kg, FI ≤ 3 kg, GP ≤ 170 days, and MSY ≥ 95%, when the difference between effective temperature and comfort temperature is small. This result also aligns with our intuition that the heat stress affects the growth performance of livestock, adversely [30] . Especially, we can find that the temperature difference in the early stage of growing period has a larger impact on the growth performance because young pigs are more vulnerable to the heat stress. However, we can find that the temperature difference itself is insufficient to predict the 8 Although pig farms without windows require higher initial installation cost, they are beneficial in view of reducing bad odor caused by the farms and maintaining the environmental conditions of pig farms, e.g., the temperature and humidity, using the ventilation facility and the air conditioning system, unlike pig farms with windows whose environmental conditions are heavily affected by the outdoor temperature. As a consequence, the pig farms without windows are likely to be used more widely in the near future, e.g., the Government of South Korea plans to change all pig farms to farms-withoutwindows by 2023. Accordingly, we believe that the analysis on the pig farms without window is meaningful and has full of potential in the future. growth performance in swine and can also conjecture that multiple factors have to be taken into account jointly.
III. GROWTH PERFORMANCE PREDICTION BASED ON MACHINE LEARNING
In this paper, we consider four machine learning strategies to predict four growth performance metrics of swine, which are DG, FI, GP, and MSY, based on farm-specific data and statistical information on climate data. A detailed explanation on the pre-process of data and considered machine learning strategies is given in the following subsections. The source code and pre-processed growth data can be found in [31] .
A. PRE-PROCESS OF GROWTH DATA
In order to achieve high accuracy in the machine learning based prediction, the proper pre-process of data is essential. First, in order to reduce the total number of the measurement data and the fluctuation in the measurement data, we have averaged 9 the measured climate data, i.e., temperature and humidity, for 10 minutes (denoted as 10M AVG.), 2 hours (denoted as 2H AVG.) and 1 day (denoted as 1D AVG.) duration, respectively. Accordingly, 10, 120, and 720 climate data samples are averaged for 10M AVG., 2H AVG., and 1D AVG., respectively. Moreover, given that the size of climate dataset is much larger than that of the farm-specific dataset, the effect of the farm-specific data can be ignored in the machine learning based prediction due to the curse of dimensionality, if the raw climate dataset is used. Accordingly, similar to the approached used in our previous works [7] , [12] , [26] , we only use the statistics of climate data, which are the average, standard deviation, minimum and maximum, in the analysis. Furthermore, in addition to measured data, we also use the difference between effective temperature and comfort temperature, which we denote as deviation temperature (Dev. Temp.), as data, because as can be seen from Fig. 2 , this temperature difference is likely to affect the growth of swine.
In this paper, we have considered two feature datasets, which are the full feature set and the partial feature set, for machine learning algorithms. First, the full feature set includes the IA, IBW, NU, SD, and the statistical data of ambient temperature, humidity, effective temperature, comfort temperature, and deviation temperature. On the other hand, in the partial feature set, the statistical data of ambient temperature and humidity is not used because their effect is already taken into account in the effective temperature. Moreover, we have used the growth performance as label data for machine learning algorithms, such that DG, FI, GP, and MSY are used as label data. Given that these performance growth metrics are real numbered data, we have used thresholding to convert these values to binary values. 10 To be more specific, we set the threshold of DG as 0.8 kg such that the labeled data for DG is 1 if the original value of DG is larger than 0.8 kg and the labeled data for DG is 0 otherwise. The thresholds for FI, GP and MSY are set to 3 kg, 170 days and 95%, respectively. These thresholds are not determined arbitrary but determined based on the expert knowledge on pig farming. Note that the proportion of label data with 1 is 0.33, 0.48, 0.49, and 0.53 for DG, FI, GP, and MSY, respectively, such that the imbalance of label data does not occur [17] .
B. MACHINE LEARNING SCHEMES
Four classification based machine learning strategies are used for growth performance prediction, namely logistic regression, linear SVM, decision tree, and random forest. First, in the logistic regression algorithm, the performance growth of a pig is predicted using a logistic regression function, which is 1 1+e −(WX +b) , where W , X , and b are the coefficient of logistic regression, the feature data, and the bias of logistic regression, respectively [15] . The logistic regression predicts 1 if the value of 1 1+e −(WX +b) is larger than 0.5, and predicts 0 otherwise. Second, in the SVM, the classification is conducted by constructing the set of hyperplanes which separate different labels [15] . In our paper, the SVM with linear kernel, i.e., linear SVM, is used. Third, in the decision tree, the growth performance is classified using a tree structure which is constructed based on entropy. An example of decision tree to predict DG is shown in Figs. 3 and 4 . For the decision tree, we assume that the maximum depth of tree is 4. Finally, the random forest is an ensemble algorithm which is constructed based on multiple decision trees, where the maximum depth of each decision tree is assumed to be 4.
For the performance metrics of prediction, the accuracy is used, which is the ratio of correct prediction over the all prediction. Given that label data for all growth performance is nearly balanced, we do not consider the precision or recall for the performance metrics. Moreover, in calculation of accuracy, 10-fold cross validation is used such that 90 % of total data is used for training and rest 10 % data is used for verification. 10 In our current work, we have considered binary classification mainly due to two reasons, 1) practical farm management circumstance in South Korea in which sophisticated farm management is hard to achieve, and 2) inaccurate regression performance due to the lack of label data. Hence, we have left this regression-based prediction of growth performance as future work. 
IV. PERFORMANCE EVALUATION
The accuracy of four machine learning based prediction is summarized in Table 3 . In the performance evaluation, the ZeroR classifier, which selects the most popular class, is used as a base line classifier [32] - [34] . In our dataset, the base line accuracy is 67.41%, 52.73%, 50.91%, and 52.73% for DG, FI, GP, and MSY, respectively. As can be observed from the result, the accuracy of prediction changes significantly according to the pre-process of data and machine learning schemes used. Moreover, we can find that using more features does not necessarily provide a better performance, i.e., the accuracy of partial feature set is higher than that of full feature set on average.
For the prediction of DG, the decision tree with partial feature set and 10M AVG. shows the highest accuracy. Given that the base line accuracy is 67.41%, the accuracy of prediction can be increased by 11%. On average, the logistic regression and decision tree with partial feature set and the random forest with both feature sets show fairly high accuracy. In order to determine the most significant factor that affects the DG, we visualize the decision tree for the DG prediction with full feature and partial feature set in Figs. 3 and 4 , respectively. In these figures, the rectangular shaped box indicates the conditional and the blue and red box denote the case that the DG of pig is larger than or equal to 0.8 kg and less than 0.8 kg, respectively. As can be seen from decision trees, the root nodes of both trees are related to temperature. More specifically, for the tree with full feature set, the DG of pig is likely to be larger than 0.8 kg when the mean of the ambient temperature is less than or equal to 22.7 • C and for the tree with partial feature set, the DG is likely to be larger than 0.8 kg when the maximum value of deviation temperature is less than 10.8 • C. This prediction coincides with the expertise knowledge on pig farm that the temperature of pig farm is the most important factor in the farm management. Moreover, we can find that SD, IA, and IBW also affect the DG, significantly. Especially, we can observe that the DG is more than 0.8 kg when the IA of swine is less than 62 days or more than 86 days.
For the prediction of FI, the logistic regression with partial feature set and 2H AVG. shows the highest accuracy (69.95%) where the accuracy is improved by 17% compared with the base line accuracy. Moreover, for the prediction of GP, the random forest with full feature set and 10M AVG. shows the highest accuracy (79.64%) with 28% improvement compared with the base line accuracy, which is the highest improvement among all growth performance metrics. Accordingly, we can conclude that our prediction is effective in the estimation of GP in swine. Finally, for MSY, both the logistic regression with partial feature set and 10M AVG. and the random forest with partial feature set and 2H AVG. show the highest accuracy (71.94%) with 19% improvement compared with the base line accuracy.
It is worth noting that the accuracy of random forest can be worse than that of decision tree in some cases, e.g., the prediction of DG with the partial feature set and 10M AVG. and 2H AVG., which can be counter-intuitive because the random forest algorithm is based on the ensemble of multiple decision trees. This phenomenon is due to the fact that the effect of few features dominates the growth performance. For example, if the effect of temperature on the DG is large, as can be confirmed from Figs. 3 and 4 , the sub trees of random forest without this feature, i.e., temperature, will have very low accuracy and deteriorate the overall accuracy of random forest-based prediction.
In summary, we can conclude that machine learning based estimations can provide sufficiently high accuracy, especially, in estimating GP, and the appropriate feature set and machine learning algorithms are different for each growth performance metrics.
V. CONCLUSION
In this paper, key metrics for growth performance of swine, which are DG, FI, GP, and MSY, were analyzed using machine learning algorithms, where both farm-specific and climate factors, which are IA, NU, IBW, SD, temperature and humidity, were taken into account. To this end, the growth data was collected from pig farms that are located across South Korea. Then the collected data is used in analysis, where different pre-processing strategies of data were taken into account. Four machine learning techniques, namely logistic regression, linear SVM, decision tree, and random forest, were applied. We found that the machine learning based prediction showed reasonably high accuracy, which justifies the use of machine learning technology in the management on swine. Moreover, we found that the temperature of pig farm heavily affects the growth of swine which suggests that the proper management of farm is essential to achieve high growth performance of swine.
