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ABSTRACT
Chemistry plays a key role in the evolution of the interstellar medium (ISM), so it is
highly important to follow its evolution in numerical simulations. However, it could
easily dominate the computational cost when applied to large systems. In this paper
we discuss two approaches to reduce these costs: (i) based on computational strategies,
and (ii) based on the properties and on the topology of the chemical network. The
first methods are more robust, while the second are meant to be giving important
information on the structure of large, complex networks.
We first discuss the numerical solvers for integrating the system of ordinary differential
equations (ODE) associated with the chemical network, and then we propose a buffer
method that decreases the computational time spent in solving the ODE system. We
further discuss a flux-based method that allows one to determine and then cut on the
fly the less active reactions.
In addition we also present a topological approach for selecting the most probable
species that will be active during the chemical evolution, thus gaining information on
the chemical network that otherwise would be difficult to retrieve. This topological
technique can also be used as an a priori reduction method for any size network.
We implemented these methods into a 1D Lagrangian hydrodynamical code to test
their effects: both classes lead to large computational speed-ups, ranging from ×2
to ×5. We have also tested some hybrid approaches finding that coupling the flux
method with a buffer strategy gives the best trade-off between robustness and speed-
up of calculations.
Key words: astrochemistry – ISM: evolution, molecules – methods: numerical.
1 INTRODUCTION
Chemistry plays a key role in many astrophysical en-
vironments (e.g. Galli & Palla 1998, Nelson & Langer
1999, Omukai et al. 2005, Merlin & Chiosi 2007,
Meijerink & Spaans 2005, Tes¸ileanu et al. 2008,
Gnedin et al. 2009, Glover et al. 2010, Yamasawa et al.
2011, Grassi et al. 2011). It regulates the cooling and
the fragmentation of the interstellar gas (Jappsen et al.
2005) and it is one of the most powerful diagnostic way
to relate with the observational signatures coming from
the last generation of telescopes like ALMA1 and Her-
schel2. Unfortunately tracking its evolution needs large
computational resources. The complexity of the problem
⋆ Corresponding author: tommasograssi@gmail.com
1 http://www.almaobservatory.com
2 http://herschel.esac.esa.int/
arises from its mathematical representation: a network
of chemical reactions has its counterpart in a system of
coupled ordinary differential equations (ODE) that is often
stiff, since it is a problem with two or more very different
scales of the independent variable on which the dependent
variables are changing (e.g. see Sect. 16.6 of Press et al.
1992). The solution of such a systems may becomes too
expensive computationally, especially when the number of
reactions is large, or when the system is formed by many
elements of fluid.
Over the years several approaches have been pro-
posed to solve this problem: reducing the number of reac-
tions/species by making physical or chemical assumptions
is one of the most used. The number and the kind of re-
actions being removed depends on the astrophysical envi-
ronment that one wants to simulate (e.g. Nelson & Langer
1999). This method can be useful when the network is small,
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but it is hard to apply when a larger network is employed,
leading to large errors with complex networks.
Another widely used approach is to reduce the num-
ber of non-equilibrium species (e.g. Glover et al. 2010) while
treating the remaining species as being in equilibrium. This
method decreases the chemical time-step and thus the com-
putational cost, but it is problem-dependent since the selec-
tion of the non-equilibrium species depends on the environ-
ment one wants to simulate.
In this paper we discuss a set of methods that can be
used to increase the feasibility of accurate simulations based
on large chemical networks while also providing some key
information on the structure of the network.
We introduce the problem in Sect.2, then we consider
two classes of reduction strategies: (i) the first is based on
methods more related to computer science and we call them
“pure” computational strategies (see Sect.3), (ii) while the
second set is based on the analysis of the properties and on
the topology of the chemical network (Sect.4). In Sect.5 we
will show tests on some of the methods previously discussed.
2 OVERVIEW OF THE PROBLEM
A chemical network is composed of a number of reactions
each generally represented by A+B→ C+D, and the prob-
ability that a reaction occurs is related to a rate coefficient
kj(T ) that depends on the gas temperature T . In this frame-
work each species evolves following an ordinary differential
equation (ODE) that takes into account the reactions that
form and destroy the ith species
dni
dt
=
∑
j∈form
kj(T )nr1(j)nr2(j)−ni
∑
j∈destr
kj(T )nr1(j) , (1)
where nr1(j) and nr2(j) are the number densities of the first
and the second reactants of the jth reaction, and the sub-
script form and destr represents the set of the reactions
that form and destroy the ith species. Note that for three-
body reactions we must multiply the first part (and/or the
second, depending on the reaction) of the RHS term by the
number density of the third reactants, i.e. nr3(j). The net-
work is then described by a system of ODEs.
From a computational point of view the problem of solv-
ing a system of ODEs resides mainly in building the RHS
term of Eqn.(1), while the total number of equations has a
smaller (but non-negligible) impact on the solver efficiency
(Tupper 2002). To achieve this we can either remove the
species, decreasing the number of ODEs and hence the di-
mensionality of the problem, and/or reduce the number of
reactions, thus diminishing the time spent to build the RHS
of Eqn.(1). Both approaches will be discussed in Sect.4.
3 PURE COMPUTATIONAL STRATEGIES
In this Section we discuss the strategies that are less related
to the properties and the features of the chemical network,
but allow to improve the computational performance of solv-
ing a system of ODEs aimed at tracking the chemical evolu-
tion. We first present (i) an analysis of the different solvers,
then (ii) the buffering method, and finally (iii) a general
discussion on standard computational techniques.
3.1 Numerical solvers
Astrochemical networks are represented by a system of stiff
ODEs, which requires appropriate solvers. Due to the nu-
merical instability of the system, one of the most used solvers
is the implicit backward differencing (BDF) scheme, but
depending on its implementation it can greatly affect the
computational performance. A large number of solvers have
been proposed over the years like Rosenbrock, Bulirsch-
Stoer-Bader-Deuflhard, implicit Runge-Kutta, and Gears
(Press et al. 1992), but unfortunately these methods have
poor performance when applied to astrochemical networks
since a large number of iterations and function evalua-
tions are required to integrate the ODE system. A good
way to solve this problem is to use the well-established
ODEPACK/SUNDIALS package3 (Hindmarsh et al. 2005),
a solver suite based on GEARS and LSODE that allows
to solve stiff ODE systems more efficiently. The DVODE
fits our class of problems as well, but nevertheless, when
the system presents a sparse Jacobian the DLSODES solver
(Hindmarsh 1983), which has the capability of handling
sparse matrices, is more efficient. DLSODES has been al-
ready discussed in Nejad (2005), and we have tested here the
two solvers on a larger network (Wakelam & Herbst 2008)
involving 452 species and more than 4000 reactions. The
DVODE and the DLSODES will be tested in Sect.5.1.
3.2 Buffering
In the framework of hydrodynamical simulations one usually
solves the chemical ODEs for each fluid element (i.e. each
gas particle or grid cell), the number of which can easily
exceed 106, depending on the resolution: for this reason re-
ducing the number of calls to the solver saves a large amount
of CPU-time. This allows us to take advantage of the fact
that we can avoid to solve the chemical ODEs for fluid el-
ements which have chemical conditions (e.g. temperature,
species numerical densities, . . . ) similar to those that were
already calculated, since they will show the same evolution
with time. This comes from the fact that a system of ODEs
is a Cauchy’s problem that depends on the set of initial con-
ditions and on the differential equations which are weighted
by the values of the reaction rates.
The buffering method we propose consists of storing the
already calculated chemical results. If the initial conditions
of a given fluid element matches the initial conditions of a
buffered element we can avoid to call the solver again, and
use instead the stored evolution. In the opposite case we call
the solver to evolve the fluid element and we store the initial
and the final conditions in the buffer (see also Algorithm 1
discussed below).
To determine if two particles are similar we loop over
the initial conditions and we check if the expression si =
|xij−xi|/xi < ǫ is true, where xij is the ith initial condition
of the jth particle of the buffer, and xi is the ith initial
condition of the test particle. It is worth noting that we
also need a constraint on the time-steps of the two particles,
namely |dt−dtj | < ǫt, where ǫt is the time threshold, and in
the tests of Sect.5.2 we use ǫt ≈ 0.1 yr. The time threshold is
3 http://computation.llnl.gov/casc/sundials/main.html
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Algorithm 1 - Pseudocode for the buffering method proposed here. Note that the term particle is the same as fluid element.
The aim of this psuedocode is to find the final conditions xˆ of a particle with initial conditions x. See details in Sect.3.2.
1: x← initial conditions
2: for (j = N, 1) do
3: found←True
4: if (|dtj − dt| > ǫt) then
5: found←False
6: skip to next fluid element
7: end if
8: for (i = 1, Nc) do
9: if (|xi − xji|/xi > ǫ) then
10: found←False
11: exit from initial condition loop
12: end if
13: end for
14: if (found) then
15: xˆ← xˆj
16: exit from buffer loop
17: end if
18: end for
19: if (not found) then
20: xˆ← solver(x,dt)
21: xˆN+1 = xˆ
22: xN+1 = x
23: dtN+1 = dt
24: N = N + 1
25: end if
// x are the initial conditions of a given particle
// loop over buffer particles (j = N → 1)
// set default value of found flag
// compare dt
// set found flag to false
// skip to the next buffer particle (next j)
//
// loop over initial conditions (i)
// check similarity for the ith initial condition
// set found flag to false
// breaks loop over initial conditions (i)
//
// end loop over initial conditions
// if particles match
// load final conditions from buffer
// go to the next cell (break loop j)
//
// end loop over buffer particles
// if the particle is not in the buffer
// compute final conditions with solver
// store final conditions in the buffer
// store inital conditions in the buffer
// store time step in the buffer
// increase the size of the buffer
//
chosen in order to have a good approximation over the time-
step and for this reason its value must be a fraction of the
mean hydrodynamical time-step, depending on the desired
accuracy. From our test we found that a small ǫt provides
accurate results even with larger values of ǫ.
The total error is given by the chosen ǫ and ǫt, and
it also depends on the chaotic behaviour of the chemical
network. If the system is unstable to small perturbations of
the initial parameters we must choose a very small ǫ thereby
reducing the advantage of using the buffer.
In order to increase the speed-up of the method we scan
the buffer from the most recent values to those stored at
earlier stages, since it is more likely that the last particles
stored are similar to the test particle. This increases the
probability of finding a similar particle earlier during the
scan, allowing us to break the cycle after a few comparisons:
this increases the advantage of using this method.
Since the size N of the buffer increases while the sim-
ulation is running, we must define a maximum buffer size,
namely Nmax, that is Nmax = Ntot · m where Ntot is the
total number of fluid elements employed in the simulation,
and m > 1 (we set m = 20 and Ntot = 100 in our tests).
When the buffer is full (N = Nmax) we simply move the last
Nmax/2 buffered cells at the beginning of the buffer and we
set N = Nmax/2, in order to re-use the last Nmax/2 cells
stored.
We provide a pseudocode (Algorithm 1) in order to clar-
ify the above description. Note that the pseudocode refers to
a given fluid element (called test element) with initial con-
ditions x (line 1) that is compared to all the particles in the
buffer via the loop j = N → 1. The aim of this algorithm is
to find the final conditions xˆ for the test particle by compar-
ison, (line 15) or, if comparison fails, via a call to the solver
(line 20). In the algorithm we first check the condition for
the time-step dt (line 4) that is written in order to be false
when the time-steps of the test particle and the jth buffer
particle are different (line 6) to avoid useless calculations
(i.e. skip to the next buffer particle). Then it loops over the
set of particles to compare the initial conditions of the test
particle and of the jth buffer particle (line 8). In this case
we also write the conditions in order to save CPU time by
exiting from the initial conditions loop (line 11). If both of
these tests (time-step and initial conditions) are false, the
variable found remains set to true (line 14), and in this case
the jth buffer particle is similar to the test particle: we load
then the final conditions from the buffer particle (line 15)
and we break the loop over the buffer (line 16). If, after the
loop over the buffer, the variable found (line 19) is still false
we need to calculate the final conditions in the standard way
(via solver, line 20), we store the new particle in the buffer
(lines 21 and 22), and we increase the size of the buffer (line
24).
In the tests proposed in Sect.5, 70% of the calls to the
solver are saved with a speed-up of ×5 and a very small error
on the chemical evolution. We also found, as expected, that
the number of skipped calls to the solver decreases during
the simulation, because when the shock is fully developed
there are less similar fluid elements than at the beginning,
but, more in general, the total number of evolved fluid ele-
ments loaded from the buffer (and hence not calculated with
the solver) depends on the features of the simulated environ-
ment. Note that a large buffer (Nmax ≫ Ncell) reduces the
rate of efficiency decreasing, although a large buffer needs a
non-negligible computational time to be scanned. The lat-
c© 2012 RAS, MNRAS 000, 1–10
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ter considerations suggest to use this technique when the
probability of having similar fluid elements is not very low.
However, it depends on the chemical network employed: if
the final abundances are weakly dependent on the initial
conditions one can choose a less thight similarity threshold,
and in this case - during the simulation - the number of sim-
ilar fluid elements found would be higher, thus obtaining a
larger speed-up. Conversely, if the final abundances are af-
fected by small perturbations of the initial conditions this
method will probably give a small speed-up when the whole
simulations will be fully developed.
3.3 Other strategies
Evaluating the rate coefficients is another source of CPU-
consumption. Often the ODE for the temperature is coupled
with the others ODEs through cooling and/or heating and
trough the adiabatic index (γ) that depends on the mass
fractions of the species. For this reason the rate coefficients
must be evaluated at each solver’s step, and usually these co-
efficients contain intrinsic functions as exp() and log() that
are expensive in terms of computer time. One way to solve
this problem (while keeping the same accuracy) is to tabu-
late the rates and to interpolate them during the simulation
when required, obtaining a speed-up up to a ×5 depending
on the reaction rates used.
The last solver-related issue concerns the function called
by the solver that contains the differential equations sur-
mised by Eqn.(1). These equations can be either explicitly
written equation-by-equation in the code, or called by using
a loop. The latter approach produces a more compact code
which is easy to handle and modify, and it is faster during
compilation (especially for very large networks), but unfor-
tunately it is less efficient at runtime. In the tests proposed
here we have preferred for the sake of simplicity the loop ap-
proach, even if explicitly writing the equations would give
an additional speed-up.
4 THE REDUCTION METHODS
In this Section we review those reduction strategies that are
more directly related to the properties and the features of
the network itself. We briefly discuss the most used methods
for reducing the workload associated with the chemistry, and
we also introduce a new approach based on the topology of
the network. The need to reduce the astrochemical networks
arises from the huge computational time required for astro-
physical simulations. Common practices, based on arbitrary
cutting, are often used to deal with this problem, e.g. those
based on chemical or physical considerations (Ruffle et al.
2002; Wiebe et al. 2003). As already stated in the Introduc-
tion, this approach is reasonable for very small networks
where the complexity of the connections among the species
is clear enough to decide what to remove, or when one can
recognize some necessary species for the given chemical net-
work.
There are several methods aiming at reducing the com-
putational cost of the chemistry. A common practice is to
pre-calculate the models with some one-zone chemical code
in order to create a database of model evolutions, and then,
when needed, to interpolate the final conditions during a
Table 1. Overview of the methods discussed in this Paper, where
d.o.f. means degrees of freedom, transf. transformation, and infos
is for informations on the structure of the chemical network. See
text for further details.
Method pros cons
Direct exact very slow
Interp. fast few d.o.f.
ANN fast, many d.o.f. hard fine-tuning
User-based fast arbitrary
Lumping fast small-systems
SVD, PCA fast transf. overhead
Buffer fast efficiency decreases
Flux-based fast, infos DLSODES overhead
Topology fast, infos misses initial cond.
large simulation (e.g. Bruderer et al. 2009). This method
works fine for a small number of parameters, e.g. the tem-
perature and the initial number densities of the species in-
volved. When the number of species grows, the dimensional-
ity of the database increases thus making the database huge
and difficult to interpolate.
The latter problem can be solved with an artificial neu-
ral network (ANN) approach which works similarly to an
interpolator, but can handle a larger number of free param-
eters (Grassi et al. 2011). Unfortunately an ANN needs a
lot of fine-tuning to reproduce the results of the database,
and for this reason most of the times it cannot be included
in large simulations as an interpolator.
Another class of reduction methods is based on linear
algebra. (i) The lumping method (Okino & Mavrovouniotis
1998) allows one to reduce the dimensionality of the problem
by making some linear combination of the species involved.
This method has been developed for small systems and for
this reason cannot be applied to complex networks. (ii) Also
the singular value decomposition (SVD) and the principal
component analysis (PCA) are aimed at reducing the dimen-
sionality of the ODE system using a transformation matrix
that allows to redefine the coordinates of the space of the
parameters (in our case temperature and all the numerical
abundances) in order to define a new space where the di-
mensionality of the problem is smaller (see e.g. Vajda et al.
1985, Liu & liang Lin 2010, Schultz 2006). The main draw-
back is that computing this transformation matrix has a
non-negligible computational cost and it could easily result
in a computational overhead.
The overview of these methods is presented in Tab.1,
which includes their pros and the cons features in terms of
usage.
We tackle this computational problem by employing in-
stead a more robust technique known as the flux-method
presented in Tupper (2002) and Grassi et al. (2012). It is an
on the fly procedure aimed at determining the less active re-
actions and then reducing the number of terms in the RHS of
Eqn.(1). The tests proposed in Grassi et al. (2012) showed
large speed-ups ranging from ×2 to ×10 depending on the
network employed. It is worth noting that this method has
been developed for the solver DVODE, while when applied
to DLSODES solver it generates an overhead since it in-
terferes with the solver’s subroutines aimed at handling the
sparsity of the Jacobian (Tupper, private communication).
c© 2012 RAS, MNRAS 000, 1–10
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A new a priori method based on the connectivity fea-
tures of a network (i.e. on topology) is therefore presented
in the next Section, and some of its key aspects and results
will be discussed there.
4.1 The topology of astrochemical networks
An astrochemical network can be viewed as a directed graph
where the vertexes (or nodes) are the species of the chem-
ical system, while the edges (or links) are determined by
reactions between species. A reaction as A + B→ C is rep-
resented with three nodes (namely A, B, C) and two edges
(A → C and B → C). When we consider astrophysical net-
works the number of species/vertexes spans from a few tens
to more than several hundreds, while reactions/edges can
be more than five thousands. This large number of items
becomes complicated to be displayed as a graph and, as a
consequence, the topological features are usually not evident
at first sight. Different methods have been proposed through
the years to explore the properties of the networks as sum-
marized by Jolley & Douglas (2010, 2012). A widely used
method consists in measuring the degree of the nodes that
comprise the network, where degree is defined as the sum of
the connection of a node to its neighbourhoods. This quan-
tity shows some interesting properties when applied to real
examples. One of the most intriguing is the power-law dis-
tribution of the probability of finding a node with a given
number of connections. More explicitly the probability of
finding a node with a degree d decreases as P (d) ∝ d−γ
(where γ > 0 is a parameter), it means that finding a node
with many connections is less probable that finding a less
connected one.
This property is true for scale-free networks, that are
considerably robust and stable to random node removing
(e.g. Barabasi 1999). In particular when the network is ro-
bust it allows to remove some nodes without damaging the
global stability of the network because the largest part of
the information flows through the so called hubs that are
the most connected elements of the system. When we deal
with astrophysical networks we are interested in finding sta-
ble structures from a “noisy background” represented by the
less active nodes or, as in the scheme just depicted, we want
to know what node can be removed.
Even if astrochemical networks are not scale-free, since
they have an exponential degree distribution instead of a
power law (Jolley & Douglas 2010), we can determine which
are the sub-structures that can be deleted by using some
ranking techniques. The degree of a node can be a good way
to determine whether a node is important or not, and then
if it could be removed or not; when we decide to use the
degree as a criterion we assume that it is very probable that
a large part of the information will flow through very con-
nected nodes instead of flowing through the less connected.
It is evident that removing vertexes with many connections
(hubs) could seriously damage the whole network because of
their crucial role in the global network activity. However, a
method based on the degree could lead to wrong results, for
example when a node with few connections acts as a bridge
between two largely connected sub-networks: in this case
its removal will drastically reduce the information exchange
between the two sub-networks, and it could determine im-
proper final abundances.
To avoid the latter issue we introduce another approach
to rank the most important species, that is to calculate how
much each node is linked to nodes that are highly connected
to the rest of the network. This method results from the as-
sumption that the most connected nodes carry the largest
part of the global network information and in particular we
choose that being the neighbour of a very connected node
increases the probability of becoming active during the net-
work evolution. This fact can become more clear when we
take a social network as an example: in this case a person (a
node) can easily reach critical information if it is connected
to a few individuals that massively participate to the infor-
mation exchange (hubs), rather than being in contact with
a large number of poorly connected persons.
We call this “second degree” and it can be represented
as the sum of the degrees of the nodes close to a given node
(i.e. its neighbours). For the ith node is
(2)di =
∑
j∈Ni
dj , (2)
where (2)di is the second degree of the ith node, Ni is the
set of the neighbours of the ith node, and dj is the degree
of the node j.
In this way the second degree becomes a parameter that
is more powerful than the degree itself, because it takes into
account not only the activity of a given node, but also the
activity of its close neighbours. In principle we can also cal-
culate the nth degree by iteratively applying the idea above
for n→∞
(n)di =
∑
j∈Ni
(n−1)dj . (3)
This is similar to the Google PageRank (Page et al. 1999)
that assigns a numerical weighting to each web page de-
termining its relative importance. Both algorithms have an
iterative approach aimed at finding the probability distri-
bution that represents the likelihood that a given species
participates to the global network activity, or a person ran-
domly clicking on various links will arrive at a particular
page.
In this first analysis, to compute the second degree we
consider the graph as undirected, since to determine the ac-
tivity of a given node we have to include the edges that leave
that node, which represent the destruction reactions, and
the edges pointing at that node, being reactions which form
the species represented by the given node. Under this as-
sumption the activity of the node is determined by both the
reactions that form and destroy the corresponding species,
hence the need to consider the graph as undirected.
There are three approaches to calculate the second de-
gree and the difference between them is determined by the
weight assumed during the calculation of the degree di in
the equation
di =
∑
j∈Ni
wjdj , (4)
where wj is the weight. The first method to obtain di is sim-
ply (i) to count the number of connections that reach or leave
a node assuming wj = 1. This method allows to compute
the second degree without considering the time evolution,
but it neglects whether the reactions carrying information
to the node are important or not. (ii) To improve on that
c© 2012 RAS, MNRAS 000, 1–10
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choice, one can change the weight to wj = kij where kij
is the rate coefficient of the reaction that involves the ith
node as product and the jth node as a reactant. This is
more accurate than the first approach, but it cannot be cal-
culated once and for all since kij is temperature-dependent.
This method also ignores the fact that at a given time a
reaction could not be active because the abundance of the
reactants is zero. (iii) The latter issue can be avoided by
considering wj = Fir where Fij is the flux of a reaction cal-
culated as Fij = kij nj
∏
r
nr where nj is the abundance of
the neighbour reacting species, and the product runs over
the other reactants excluding nj . This calculation can be
only performed at runtime, because one needs to know the
abundances of the species during the simulation, and more-
over, the rate coefficient kij depends on the temperature,
which changes during the evolution of the model.
In this paper we shall show the results only for the first
method that can be used as a good estimator to determine
the most important species, thereby allowing to eliminate
from the network the less active ones before calculation. The
other two methods have more general validity and accuracy
but require evaluation during runtime, which is a significant
drawback from the computational standpoint.
Once we have ranked the species in the network we can
choose a criterion to remove the less important ones, and
to choose this we want to make sure that we do not re-
move species with high abundances. To cope with this risk
we introduce a second degree threshold dn based on species
densities
(2)dn = min
[
(2)di
]
∀ i |ni > nt . (5)
that depends on the lowest of the second degrees (2)di of the
species with a number density ni greater than a user-defined
density threshold nt. We also define a second threshold df to
keep important species when the first threshold can be ex-
cessively constraining (e.g. initial monoatomic gas), namely
(2)df = f ·max
[
(2)di
]
. (6)
which is determined by a certain fraction f 6 1 of the max-
imum second degree.
We decide to cut the species that do not satisfy both
criteria at the same time, hence the final threshold becomes
(2)dt = min
[
(2)dn,
(2)df
]
, (7)
which gives the final criteria (2)di >
(2)dt employed to decide
whether or not the ith species is kept in our calculation. In
the tests we present in Sect.5.3 we use f = 0.6 and nt =
10−5.
This procedure for determining the threshold is not
completely “automatic”, and a certain knowledge of the
characteristics of the chemical network employed is needed
(e.g. when the network is employed to study the sulphur
chemistry the threshold will be chosen such to avoid cutting
many of the sulphur-bearing species). However, we have pro-
posed here a threshold that is a good compromise between
an “automatic” and a completely user-based one, keeping in
mind that the key-feature of the topological method resides
on the possibility of ranking the species by their importance.
5 TEST CASES
We propose here tests involving a selection of the aforemen-
tioned methods, employing the OSU reactions database as
in Wakelam & Herbst (2008) - without PAHs - coupled to a
simple 1D Lagrangian code aimed at simulating a Sedov-like
gas shock (Bodenheimer et al. 2006), see their Sect. 6.2 and
10.3 for equations and details.
The aim of this code is to provide a numerical bench-
mark to test the efficiency of our reduction methods, since
we have introduced a chemical network that is developed
mainly for dark cloud-like environments. Moreover, in our
case we note that we had to extrapolate some of the reac-
tions to the higher temperatures that were reached during
the shock. While the accuracy of this procedure is somewhat
uncertain, we note that the case considered here merely rep-
resents a stress-test for the reduction schemes we propose.
We use this set of chemical reactions because it represents
one of the largest astrochemical network available and it is
computationally challenging when coupled to a shock code
as the one proposed by Bodenheimer et al. (2006).
The model is a gas composed of a set of spherical shells
representing an inner region with initial conditions Tin = 10
4
K and ρin = 10
−20 g/cm3, and another set of shells for the
outer region with Tout = 10 K and ρout = 10
−21 g/cm3 and
radius R = 1pc. The number of the inner shells is Nin = 40,
while the number of the outer shells is Nin = 60, giving
Ntot = 100. We should note here that the results found for
the tests presented in this Section are still valid for larger
systems, for systems based on an Eulerian approach, and for
3D hydrodynamics.
The initial abundances are the same as the EA2 model
of Wakelam & Herbst (2008) (i.e. solar metallicity initial
conditions) and we let the system evolve for 107 yr. All
the tests presented in this paper employ the DLSODES
solver with an absolute and relative tolerance of 10−40 and
10−12 respectively (which are accurate enough compared
to the values of the number densities usually employed in
ISM simulation), and an internally-generated Jacobian (op-
tion MF=222, more details in Hindmarsh 1983). Note also
that the code has largely been optimized and compiled with
Intelr Fortran Composer XE 2011 Update 6 using a stan-
dard set of optimization flags.
It is important to remark that since the scope of these
tests is to determine the computational efficiency of the
methods proposed, we use the OSU database unchanged
(osu 01 2007, 4431 reactions and 452 species) and, more-
over, we do not include any cooling or heating. Under the
latter assumption the hydrodynamics of the shock is not
affected by the chemical evolution. However, the tests dis-
cussed here represent - computationally speaking - a typical
ISM scenario with a large chemical network. We plan to de-
scribe the coupling between hydrodynamics, chemistry and
cooling together with reduction methods in a forthcoming
paper.
To ensure the validity of the results obtained we have
independently evolved the chemistry from the initial con-
ditions both for an inner and an outer fluid element. These
tests are performed using a one-zone pseudo time-dependent
code (Grassi et al. 2011; Carelli et al. 2013) employing the
same chemical network of the 1D tests reported here. As
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expected the results found for both codes are in complete
agreement.
The radial profiles of the density and temperature of
the developed shock are shown in Fig.1. The shock is propa-
gating left to right, and we distinguish the freely-expanding
ejecta extend out to log[R/cm] ≃ 18.2. From 18.2-18.3 we
have the reverse shock and the shocked ejecta, while the
density jump represents the contact discontinuity. Finally,
the shocked ambient medium is 18.35-18.4.
The methods are all compared with the full evolution,
i.e. without any reduction, and in particular we show the
radial profile of the fractional abundances of oxygen and of
some sample molecules as CO, CH, and H+3 (see Figs.2 and
3) when the shock is fully developed. We show the profiles of
the model without reduction (solid line labelled full) com-
pared with flux, buffer with ǫ = 0.1, and with topology radial
profiles. We have omitted the radial profile of buffer method
with the smaller threshold since the differences with the full
model profile are not visible. The worst case is represented
by the topology method which achieves the worst results
as indicated by Fig.2 (top), while the buffer method shows
good results except for the region close to log(R/cm) = 18.3
which clearly differs from the full model profile. This sepa-
ration is not present when the threshold is ǫ = 10−5. Con-
versely, the flux method yields the best results.
Comparing the density and temperature profiles (Fig.1)
with the abundances of the species (Fig.2 and 3) we rec-
ognize that the formation of the selected species is influ-
enced by the temperature discontinuities corresponding to
the spikes in the abundances profiles. We roughly iden-
tify three regions in the abundances profiles with differ-
ent chemical behaviour: namely (i) the undisturbed medium
(log[R/cm] . 18.2) where the chemical abundances have
reached the steady state for an environment with T ≃ 10 K
and density ρ ≃ 10−21 g cm−3 (both almost constant dur-
ing the shock evolution), then (ii) the region crossed by the
shock (18 . log[R/cm] . 18.2) that shows complex features
including the spikes previously described, and finally (iii)
the inner region that has evolved to the steady state analo-
gously to the outer region, but with an higher temperature
T & 103 K that decreases during the evolution from the
initial temperature of T = 104 K.
Moreover, to show the accuracy of the different meth-
ods we have included the plot of the abundances of a given
species in all the gas shells for each reduction method com-
pared to the same shell in the full model (see Figs.4 and
5). More specifically these plots represent the accuracy in
reproducing the chemical behaviour of the gas during the
evolution of the shock in all the shells for a given species.
If a method reproduces exactly the chemical evolution of
the full model all the points will lie along a straight line
(i.e. y = x), while the distance from the line increases if the
method fails to reproduce the original model. These plots
represents the dispersion of the values obtained for a given
method (nmethod) compared to the values of the full model
nfull. We have also included two lines representing the range
of fluctuations by one order of magnitude in each direction
(i.e. y = 10 x and y = 0.1 x labelled +odm and -odm respec-
tively).
We found that by coupling together buffer and flux
methods gives the best results both in terms of robustness
and of speed-up of the calculations.
5.1 Comparison of solvers
The characteristics of the chemical network play a key role
to determine what is the best numerical solver. In this frame-
work we propose a 1D shock model test mainly focused
on Jacobian sparsity, using DVODE and DLSODES solvers
(Hindmarsh 1983; Hindmarsh et al. 2005). It is important
to remark that employing an internally generated or a user-
provided Jacobian will affect the performance of the solver,
since building the Jacobian has a non-negligible cost for the
solver; however for the sake of simplicity we use this latter
method in all our tests.
The Jacobian associated with the network of the OSU
database is extremely sparse (∼ 94%), which is very com-
mon for astrochemical networks. For this reason in the shock
test framework the numerical solver DLSODES outperforms
the more general DVODE solver achieving approximately a
×100 speed-up.
5.2 Buffer method
We test the buffer method with two thresholds, namely
ǫ = 10−1 and ǫ = 10−5, the latter being a finer approxima-
tion. We found good results especially for the 10−5 threshold
which reproduces the full model almost exactly, but, as ex-
pected, when increasing the threshold value (ǫ = 10−1) the
method starts to be less accurate in reproducing the origi-
nal data, but the error always remains below one order of
magnitude (see Fig.4 and Fig.5).
5.3 Topological method
The topological method reproduces the full model with a
good accuracy even if some dispersion is observed for the C+
and H species (Fig.4, top and Fig.5, bottom). The threshold
we chose selects 2369 reactions over 4431, hence it removes
almost 50% of the network connections. As stated in the pre-
vious Section, the reduction based on the topological method
has a probabilistic meaning and its best property lies in the
capability of giving information on which species/reactions
are important or not. For instance, our tests show that the
most important hubs (the most connected species) are, in
that order, free electrons, H, H2, He
+, C, H+, O and C+, as
expected. This topological approach finds that species like
Cl, Mg, Fe, and their ions, but also MgH, and HF and many
C-chains species, are not so important within this network,
thus many reactions involving He+ and C+ are neglected.
The latter can explain the fluctuation of C+ species as shown
in Fig.4. We want to underline once again that, unlike flux
or buffer, the topological method is mainly aimed at giving
a priori chemical information on the network rather than
strongly reducing the number of the reactions, or the species.
A more robust reduction technique based on topology has al-
ready been discussed: using the flux as the weight in Eqn.(4)
will provide a more accurate analysis. However, this method
is not a priori, and for this reason it could generate a large
overhead when the reduction is less effective. Moreover, from
a computational point of view, this technique is closer to the
flux method, since the weights are exactly the fluxes and the
two methods are largely comparable. The only advantage is
the amount of topological information provided during the
system evolution. Due to these considerations, it seems likely
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Table 2. Normalized CPU-time measured for different reduction
methods. See text for further details.
Method tCPU
Full 1.00
Topology 0.37
Buffer (-1) 0.40
Buffer (-5) 0.61
Flux 0.50
Flux+Buffer 0.24
Flux+Buffer+Topology 0.17
that flux-based reduction techniques are preferable when a
robust reduction method is required, even if the error asso-
ciated with the topology method is generally less than one
order of magnitude. Depending on the desired accuracy, the
method can still be useful in some specific applications.
5.4 The flux-based method
For the flux method presented here we assume that the
length of the hydrodynamical time-step is equal to the
length of the macro-step, which is a realistic approximation
since temperature and total density will remain constant
during a hydrodynamical time-step. Under this assumption
the evaluation of the fluxes is made at the beginning of each
hydrodynamical time-step for each gas shell. This allows one
to couple the DLSODES solver with the flux method. The
results (Fig.4 and Fig.5) are in good agreement with the full
solution and can be further improved using a more accurate
definition of macro-step (see Grassi et al. 2012 for further
details).
5.5 Hybrid methods
The last method discussed here is a mixing between buffer
(ǫ = 10−5), flux, and topology. The accuracy of this hybrid
method is determined by the least accurate approach as we
can see in Fig.4 (top), where topology fails, and also in Fig.5
(bottom) where topology is not as accurate as the other
methods.
The normalized CPU-times of the different methods are
reported in Table 2: as expected hybrid methods are the
fastest, but coupling flux and buffer shows a better accuracy
than the coupling of flux, buffer, and topology. We also ob-
tain a large speed-up for the coarsest of the two buffer meth-
ods, while the one with ǫ = 10−5 has the smallest speed-up,
although it has the best accuracy among the methods pro-
posed. Finally, the topology shows good speed-up with less
accurate results. It is worth noticing that the latter reduc-
tion method gives important information about the chemical
network due to its topological approach, and that to really
see the effects of such a cut on the global hydrodynamical
evolutions we need a test which couples the chemistry to the
dynamics via heating and cooling, and via photon diffusion.
6 CONCLUSIONS
In this Paper we have discussed some techniques aimed at
reducing the computational cost of including a chemical net-
Table 3. Speed-up overview for the methods discussed here. Note
that the values listed here refer to the ISM model presented in
this paper. One can find different speed-ups depending on the
chemical network employed, the numerical framework, and some
other parameters. However, these values are representative for the
methods discussed and can be used as reference.
Method Speed-up
Solvers ×100
Reduction methods up to ×10
Buffering up to ×5
Rates tabulation ×5
work into astrophysical codes that simulate the evolution of
the ISM. We have divided the methods into two classes,
namely the “pure” computational strategies that are more
related to computer science, and the reduction methods that
are based on the properties and on the structure of the chem-
ical network. In the first class we discussed the solvers em-
ployed, the buffering method, and a brief review on other
strategies, while in the second class we described the flux
method and introduced a topology-based method.
To test the different methods we employed a 1D hy-
drodynamical Sedov-like shock test with a standard OSU
(osu 01 2007) chemical network, which is a large chemical
network (> 4000 reactions). The methods tested are buffer,
topology, and flux, including some hybrid methods that cou-
ple the previous ones. These methods reproduce the re-
sults of the full model with good speed-ups, except for the
topology-based approach which has a larger error compared
to the other methods. The reason is that it is mainly de-
voted to rank by importance the different species rather than
providing a robust reduction technique as the flux method.
Nevertheless, the results provided by this method suggest
that the topological approach can lead to an efficient reduc-
tion based on the features of the chemical network, which
gives at the same time some critical information about the
global properties of the interconnections between the various
species included in the ISM model.
Finally, we found that the most robust method among
those examined turns out to be the coupling between the flux
approach and the buffer technique, and this hybrid method
also achieves one of the best speed-ups (almost ×5) sug-
gested by our tests. The fastest shock simulation is obtained,
as expected, by using flux, buffer, and topology all together,
but the topology affects the global behaviour of this hybrid
method producing results that are less accurate than flux
and buffer methods and their hybrid usage.
A final overview of the speed-ups obtained from the
various methods presented in this paper is given in Table 3.
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Figure 1. Radial profiles of the density (solid) and temperature
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Figure 2. Radial profiles of the fractional abundances of oxygen
(top) and OH molecule (bottom) when the shock is fully devel-
oped. The black solid line represents the profile of the model
evolved without any reduction methods, that is compared with
the profile of the flux (long-dashed, red), buffer (dashed, green),
and topology (dotted, blue) methods. The profile of the Buffer
method with ǫ = 10−5 is not displayed since it overlaps the full
model profile. For colour figures see the online version.
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Figure 3. Radial profiles of the fractional abundances of CO
(top) and H+3 molecule (bottom) when the shock is fully devel-
oped. The black solid line represents the profile of the model
evolved without any reduction methods, that is compared with
the profile of the flux (long-dashed, red), buffer (dashed, green),
and topology (dotted, blue) methods. The profile of the Buffer
method with ǫ = 10−5 is not displayed since it overlaps the full
model profile. For colour figures see the online version.
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