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Abstract 
We give a polyhedral characterization of line graphs that. in some sense, gives a converse 
to Edmonds’ matching theorem. We also study perfect, t-perfect and h-perfect line graphs and 
give polyhedral and structural characterizations. We identify a class of h-perfect graphs that are 
neither perfect nor t-perfect. 
1. Introduction 
A multigraph G = (V,E) is a finite graph without loops and a simple graph is a 
multigraph without multiple edges. The line gruph of G is the graph L(G) whose 
vertices are the edges of G and two vertices of L(G) are adjacent if and only if their 
corresponding edges are incident in G. A line graph of a multigraph can also be defined 
in a way that is similar to Hoffman’s generalized line graphs [7]. Let G be a simple 
graph with edge set {e,,ez,. ..,e,}, let al,q,. .,a, be positive integers and let K,, be 
the complete graph with n vertices. The graph H = L(G; al, ~22,. . . , a,) is defined by 
V(H)=Uyl, V(K,,) and two vertices u and c’ are adjacent in H if and only if either 
both u and K belong to some K,, or u and 2; belong to different complete graphs K, 
and KO, such that e; and ej are incident in G. It is easy to show that H is a line graph 
of a multigraph whose simple graph is G and the corresponding multiplicity for each 
edge is a;. We call G the root gruph of H and Ku, the root clique associated with the 
edge e;. In this paper, all line graphs are line graphs of multigraphs unless otherwise 
indicated. 
A stable set (sometimes called an independent set) of G is a set of vertices such 
that no two of them are adjacent. A matching of G is a set of edges such that no two 
of them are incident. Let z(G) and b(G) be the maximum cardinality of a stable set 
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and a matching of G, respectively. P(G) can be determined in polynomial time [3], 
but to determine a(G) is NP-hard [4]. 
For a set X C N, let 1~ be its incidence vector, i.e., the ith coordinate of 1~ is 1 if 
i E X and is 0 if i E N\X. Let W be a set of vectors all of the same dimension. The 
set conv( W) is the convex hull of all vectors in W, i.e., w E conv( W) if and only if 
w can be written as a convex combination of vectors in W. 
The stable set polytope STAB(G) and the matching polytope MATCH(G) of a graph 
G are defined as 
STAB(G) = conv{ Is, S is a stable set of G}; 
MATCH(G) = conu{ 1 M, M is a matching of G}. 
The following are well-known classes of valid inequalities for STAB(G) [5, 1 I]. 
Inequalities (1) and (3) always give facets of STAB(G). A hole is a chordless cycle 
with at least four vertices. An odd hole is a hole of odd length. Let G[J] be the 
subgraph induced by a subset J of vertices. 
(1) Nonnegativity constraints: for all vertices u E V, x, 30; 
(2) Edge constraints: for all edges uv E E, x, +x, < 1; 
(3) Clique constraints: for all maximal cliques K of G, CvtKx, < 1; 
(4) Odd hole constraints: for all odd holes C of G: CVEcxti d v. 
More generally, for a subset J of vertices, the rank constraint xuEJ x, 6 a(G[J]) is 
valid for STAB(G). 
STAB(G) is described by (1) and (2) if and only if G is bipartite and STAB(G) is 
described by (1) and (3) if and only if G is perfect [5]. G is t-perfect if STAB(G) 
is described by (1) (2) and (4). G is h-perfect if STAB(G) is described by (1 ), (3) 
and (4). Many interesting classes of perfect graphs and t-perfect graphs are given in 
[5] where it is also observed that no interesting classes of h-perfect graphs that are 
neither perfect nor t-perfect are known. 
In this paper, we first give the stable set polytope of line graphs by interpreting the 
matching polytope. Then we give a polyhedral characterization of line graphs, which, 
in some sense, gives a converse to Edmonds’ matching theorem. 
An odd subdivision of a graph G is a graph obtained by replacing each edge of G 
by a path of odd length. Let C’S + e be the graph obtained by adding a new edge to 
the cycle Cj. Let F be the set of line graphs of graphs which do not contain any odd 
subdivision of Cs + e. We will prove that all graphs in 9 are h-perfect and many of 
them are neither perfect nor t-perfect. 
Let P,, C,, and K, ,,._., a, denote the path on n vertices, the cycle on n vertices and 
the complete t-partite graph, respectively. ?? denotes the complement of G. G - v 
is the graph obtained by deleting a vertex u and all edges incident to it. The join 
G v H of two disjoint graphs G and H is the graph obtained by joining each vertex 
of G to each vertex of H. The union G U H is the graph with V = Y(G) U V(H) and 
E = E(G) U E(H) where G and H are not required to be disjoint. We also use G-E(H) 
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to denote the graph obtained from G by deleting all edges in H. In particular, G - e 
is obtained by deleting an edge e from G. 
A block of a graph G is a maximal 2-connected subgraph of G. A graph G is said to 
be fktor-critic& if G - v has a perfect matching for every vertex v of G. It is easy to 
show that no bipartite graph is factor-critical. Clearly, if a graph G has a factor-critical 
spanning subgraph, then G is factor-critical. 
2. Interpretations of the matching polytope 
Let 6(v) be the set of all edges of G = (V,E) that are incident to the vertex 1‘. 
Edmonds [2] described MATCH(G) and Pulleyblank [ 121 characterized the facets of 
MATCH(G) as in the following theorem and lemma which will be frequently used in 
Section 4. 
Edmonds’ Matching Theorem. MATCH(G) is gicen by the following inequalities: 
c x, < 1 for euch i E V; 
&&(i) 
c x < IJI - 1 c--.- 2 for each odd J c V; 
&C;(J) 
X, 30 for each e E E. 
Lemma 1 (Pulleyblank [12]). The constraint generated by an odd set J defines u 
.facet of MATCH(G) if and only if G[J] is a 2-connected factor-critical graph. 
Let H be the line graph of G. Clearly, S is a stable set in H if and only if S 
is a matching in G. Hence, the stable set polytope of H can be described by the 
matching polytope of G, i.e., STAB(H) = MATCH(G). A natural question is, does this 
characterize a line graph? At first glance, this question does not make too much sense 
because a graph has to be a line graph in order to describe the stable set polytope by 
the matching polytope. Also, since Edmonds’ theorem applies to all graphs, it does not 
have a converse in the context of matching. In this section, we first describe the stable 
set polytope of H by interpreting the matching facets of G. Using this interpretation, 
we consider the converse of Edmonds’ theorem in the context of stable sets. 
A simple interpretation of the matching polytope is that the stable set polytope of a 
line graph can be described by nonnegativity and rank constraints. Of course, a graph 
whose stable set polytope can be described by nonnegativity and rank constraints is 
not neccessarily a line graph. By Pulleyblank’s lemma, a more refined interpretation 
is that for a line graph H =-L(G), the facets of STAB(H) are given by nonnegativity, 
clique and rank constraints produced by the 2-connected factor-critical subgraphs of G. 
Since the stable set polytope of a perfect graph is given by nonnegativity and clique 
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constraints and very few perfect graphs are line graphs (see, Section 4), the converse of 
this refined interpretation is also false. Now we consider another interpretation whose 
converse always holds (Theorem 1) and hence gives a polyhedral characterization of 
line graphs. 
To convert the matching polytope of G into a set of linear inequalities for H, the 
only thing we need to do is to interpret 6(i), e E G[J] and V. Since S(i) is the set 
of all edges incident to the vertex i, by the definition of line graphs, S(i) induces a 
complete subgraph Qi = H[&i)] of H. Hence, the degree constraints in G correspond 
to the clique constraints 
in H. We call these constraints the limited clique constraints because they do not 
necessarily include all clique constraints. 
Since an edge e = ij is in G[ J] if and only if both i and j belong to J, e is in 
G[J] can be interpreted as saying that e is in both Qi and Qj. Therefore, the odd set 
constraints correspond to 
c c XC<!+ 
ifj,i.jEJ &Q,nQ, 
where J is an odd set of V. We call these constraints clique intersection constraints. 
Note that a clique intersection constraint is a clique constraint for 1 JJ = 3 and can 
also be an odd hole constraint if J induces an odd hole. However, the example in 
Fig. 1 suggests that a clique intersection constraint need not be related to the facets 
which can be obtained from cliques or odd holes. 
Since G is 2-connected and factor-critical, 
c x, da(H) = 3, 
UEV(H) 
is a clique intersection facet for STAB(H). However, this facet cannot be obtained by 
lifting and projecting from odd hole constraints (see [5, 111). 
G H=L(G) 
Fig. 1. 
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We can now restate Edmonds’ theorem as follows. 
Interpretation of the Matching Polytope. Let H be u line graph. Then there exists u 
collection { Qi}rE, of cliques of H such that the stable set polytope of H is described 
bl- nonnegaticity. limited clique and clique intersection constraints. 
3. Polyhedral characterizations 
The interpretation of the matching polytope gives the necessity 
theorem, which includes a converse of Edmonds’ matching theorem. 
of the following 
Theorem 1. A graph H is a line graph ij’and only if there exists a collection {Q,};,, 
of cliques 0f’H such that STAB(H) can be described by the jkllowing inequalities: 
c x, < 1 fbr each i E I, 
(‘CQ, 
c c xv < v jbr each odd set J &I. 
i#j,i,~EJ tEQ,nQ, 
x, 30 for each u E V(H). 
To prove this theorem, we need more background on line graphs. We say that a 
graph G’ is obtained from G by magnifying a vertex 2: if we replace u by a clique, 
each of whose vertices has the same neighbors as U. From the equivalent definition of 
line graphs of multigraphs, it is clear that a graph H is a line graph of a multigraph 
if and only if H can be obtained from a line graph of a simple graph by magnifying 
its vertices. 
A relaxed Krausz partition of a graph H is a collection Sz = {Bi} of cliques which 
satisfies the following two properties: (i) every vertex of H is in exactly two members 
of 52, (ii) every edge of H is in at least one member of Sz. Clearly, each edge of H 
is in at most two members of the relaxed Krausz partition. Let H be a line graph 
L(G; al, a2,. . , anr). For each vertex z’ of G, let B, be the clique in H induced by 
UiEcj(r) v(Ku, 1. It IS easy to check that the collection {B,.},. E V(G) is a relaxed Krausz 
partition of H. 
Bermond and Meyer [l] showed that a graph H is a line graph if and only if, it 
has a relaxed Krausz partition, and they also obtained all forbidden subgraphs of a line 
graph. Let C,( 1,1) denote the graph obtained by joining an end vertex at each of two 
adjacent vertices of CJ, respectively, and let Ps( 1) be the graph obtained by joining a 
new vertex to the middle vertex of Ps. A wheel W, is the graph Kl V C,. Later, we also 
use the fan F,: = KI V P,. The following theorem summarizes known characterizations 
of line graphs. 
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Theorem 2. The following statements are equivalent for a simple graph H: 
(i) H is a line gruph (of a multigraph); 
(ii) H can be obtained from the line graph of some simple graph by magnifying 
each vertex; 
(iii) H has a relaxed Krause partition; 
(iv) H does not contain any of the graphs K1,3, P6, WS, GV P4, Ca(1, l), K1,2,2,2 and 
K1 V Ps( 1) as an induced subgraph. 
Proof of Theorem 1. We have already shown that the inequalities give STAB(H) for 
a line graph H. Without loss of generality, assume that H is connected and has at 
least 2 vertices. Let Sz = {Qi}iE,. We extend G? to a relaxed Krausz partition of H. 
We make the following claims. 
Claim 1. Each vertex is in at least two members of 52. 
Suppose not and let v be a vertex in at most one member of Sz. We have two cases: 
Case a: v is not in any member of 52. Let u be a vertex adjacent to v. Then the 
vector li,,) satisfies all the constraints describing STAB(H). Hence {u, v} is a stable 
set of H, which is a contradiction. 
Case b: v is in exactly one member Ql of Sz. Then for any vertex u adjacent to 
v, u E Q2. Otherwise, as in case a, {u, v} is a stable set of H. Now we put v as a 
single-vertex clique into Sz. It is easily shown that the new D also gives STAB(H). 
However, v is in exactly two members of Sz. 
Claim 2. Each vertex is in at most two members ~f’8. 
Suppose there is a vertex u which is in least three members of Sz. Without loss of 
generality, assume that u E Ql n Q2 n Q3. Then from the clique intersection constraints 
we have 
c X, + c x,+ c r,+ 
UEQI nQz cEQznQ3 uEQ~~QI 
Since u contributes to each of the three summations, we have that 3x, < 1 is a valid 
inequality for STAB(H), which contradicts the fact that {u} is a stable set of H. 
Claim 3. Each edge is in at least one member of Sz. 
Suppose e = uv is not in any member of Sz. Then the vertices u and v cannot be in 
the same Qi for any i E I and the vector lf,,) satisfies the nonnegativity and clique 
constraints. To get a contradiction, we only need to show 11,~) E STAB(H) as before. 
Hence, we only need to show that l{,,) satisfies the clique intersection constraints. 
We consider the following two cases: 
Case a: The clique intersection constraint for the set J does not contain both x, 
and x,. Then it is obvious that lf,,) satisfies this constraint. 
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Case b: The clique intersection constraint for the set J contains both x,, and x,-. We 
show that (J( 3 5. Assume that 1 J( = 3, say J = {i,,j,k}. Then both II and z: are in two 
of Q;, Q, and Qk, so one of those sets must contain both u and I’. Thus, the edge r 
is in this K, which is a contradiction. Therefore, 1 I~,,~) satisfies the clique intersection 
constraints. 
Combining all of the above claims, we conclude that s2 = {Ql}jE, is a relaxed Krausz 
partition of H and hence, by Theorem 2, H is a line graph. 0 
The difficulty in constructing a relaxed Krausz partition of a line graph is caused by 
the triangles of its root graph because they may generate maximal cliques. Therefore, 
it is natural to consider the line graphs of triangle-free graphs. In this case, the relaxed 
Krausz partition is the collection of all maximal cliques. 
Theorem 3. Let H be u connected graph ,r.ith ut leust jive vertices und let {Q,}iCl 
he the c.ollection qf’ ull muximul cliques of H. Then the ,fkllo,c’img stutmwnts WY 
equivulent: 
(i) H is a line graph of‘ u triangle-jiee gruph; 
(ii) H does not contain uny of the graphs K1.3, Fa und Wb us an induced .suhgruph; 
(iii) the ,following inequalities ure vulid jar STAB(H): 
(iv) STAB(H) cun be described by the ,fi)llowinq inequulities: 
c x,. < 1 ,for each i E I, 
I’EQ, 
for each odd subset J C: 1, 
xr 30 for each u E V(H). 
Proof. (i) + (iv): Since H is the line graph of a triangle-free graph, {Q},,, is the 
relaxed Krausz partition of H. Hence, (i) =+ (iv) follows from Theorem 1. 
(iv) + (iii): This is obvious. 
(iii) + (ii): If H contains Kl.3, KI V P4 or W4 as an induced subgraph, then there is 
a vertex u which is in at least three maximal cliques. This proof follows as in Claim 2 
in the proof of Theorem 1. 
(ii) j(i): Suppose that H does not contain K1.3, F4 or Wa as an induced subgraph. 
Then it can be shown that H does not contain any of the seven forbidden graphs 
for line graphs as an induced graph. Thus H is a line graph. If H is a line graph 
of a triangle-free graph, we are done; otherwise, let H = L(G) be a counterexample 
with the fewest vertices. It is easy to check that G is connected and has at least five 
vertices. Moreover, it contains an induced subgraph which can be obtained by joining 
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a new vertex to exactly one vertex of a triangle; otherwise L(G) contains F4. Hence, 
H contains K4 - e , which equals L(P4; 1,2,1), the line graph of a triangle-free graph. 
Let x and y be the vertices of degree 3 in K4 - e. Then there exists a vertex adjacent 
to exactly one of them; otherwise any vertex in H is adjacent to either both x and y 
or neither of them. Hence, x and y belong to the same root clique. By Theorem 2, 
contracting the edge xy in H results in a smaller line graph of the graph with a 
triangle, a contradiction. Now it is easy to check that H must contain an induced 
subgraph isomorphic to one of the graphs KI,~, F4 or W,. 0 
Note that a line graph has an odd hole if and only if its root graph has one. Any 
odd hole in the root graph produces a corresponding odd-hole facet for the stable 
set polytope of the line graph. Since a graph is bipartite if and only if its matching 
polytope is given by the nonnegativity and degree constraints, we have the following 
corollary. 
Corollary 1. Let H be a connected graph with at least five vertices. Then the fol- 




H is the line graph of a bipartite graph; 
H does not contain KI,~, FJ, W4 or an odd cycle of length at least 5 as an 
induced subgraph; 
Let (Qi)iEt be the collection of all maximal cliques of H. STAB(H) can be 
described by the following inequalities: 
c x,<l for each iEI, 
OEQ, 
x, 20 for each v E V(H), 
and the clique intersection constraints are valid. 
Corollary 1 can also be derived from Theorem 6 in the next section. As we noted 
before, the clique and nonnegativity constraints are necessary and sufficient to describe 
the stable set polytope of a perfect graph. However, to guarantee that a graph is 
a line graph, the clique intersection constraints must hold in the above polyhedral 
characterization. 
4. Perfection in line graphs 
Trotter [14] defines a graph to be line perfect if its line graph is perfect and he 
proved that a graph is line perfect, if and only if it does not contain an odd cycle 
of length more than 3. Hsu et al. [8] showed that a simple graph G is line perfect 
if and only if each block of G is bipartite, K4 or K1, l,n for some n > 0. With little 
modifications, this result holds for a multigraph. Similarly, we define a graph to be line 
h-perfect (or line t-perfect) if its line graph is h-perfect (or t-perfect). As before, let 
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.F be the set of all line graphs of graphs which do not contain an odd subdivision of 
Cs+e. Obviously, all line graphs of bipartite graphs are contained in F. In this section, 
using the polyhedral characterization of line graphs (Theorem l), we will prove that 
the graphs in .P are h-perfect and many of them are neither perfect nor t-perfect. We 
also give some new characterizations of line perfect graphs. For t-perfection of line 
graphs, we have the following simple theorem. 
Theorem 4. A line graph is t-perfect if and only <f each of its components is a path 
or a cycle. 
Proof. The “if’ part is obvious. Let H be the line graph of G. Since STAB(H) is 
described by (1) (2) and (4) the maximum degree of a vertex in G is at most 2: 
otherwise, H has a triangle and a maximal clique containing this triangle produces a 
clique facet. Hence G must be a path or a cycle, which implies that H is also a path 
or a cycle. q 
We now consider h-perfection of line graphs. Let F be a subgraph of G. An open 
ear of G relative to F is a path in G of which only the end vertices are in F. An 
open tear decomposition of G starting with F is a representation of G in the form 
G=FUFl U ... UFk, where Fl is an open ear of FUF, relative to F and F; is an 
open ear of FUF, U ... UFi relative to FUF, U ... UF,_l for 2<i<k. 
It is known [9] that a graph G is 2-connected factor-critical if and only if it has an 
open ear decomposition G = C U Fl U . U Fk such that C is an odd cycle and F; is 
an open odd ear for all i > 1. 
A graph G is called critical nonbipartite if it is not bipartite and removing all edges 
of an odd cycle results in a bipartite graph or an empty graph. Hence, a graph is a 
critical nonbipartite graph if and only if each pair of odd cycles intersect in at least 
one edge. It is clear that any nonbipartite subgraph of a critical nonbipartite graph is 
critical nonbipartite. A simple way to construct a critical nonbipartite graph is to join 
two vertices in the same part of the bipartition of a connected bipartite graph by an 
odd path. 
Lemma 2. If H = L(G) is an h-perfect line graph, then each block of G is either 
bipartite or critical nonbipartite. 
Proof. By interpretation of the matching polytope and Lemma 1, G cannot contain a 
2-connected factor-critical subgraph F which is neither K3 nor an odd hole. Otherwise, 
the rank constraint produced by the line graph of F is a facet of STAB(H), which is 
neither an odd-hole constraint nor a clique constraint. 
Suppose that some block B of G is neither bipartite nor critical nonbipartite. Then 
B contains two edge-disjoint odd cycles Ct and Cz. We assume that Cr and Cl have 
the smallest sum of lengths among all such pairs and consider the following three 
cases: 
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Case a: Ct and C, have at least two vertices in common. If there is an edge e = uv 
of C2 with two end vertices on Ct, then Ct + e is a 2-connected factor-critical graph 
with at least five vertices. Now suppose that no edge of CZ has both ends on Cl. 
Consider the graph H’ obtained from 13 by deleting vertices on Ct. Since deleting 
each vertex from Ct n Cl will delete exactly two edges of CZ and the two vertices 
in Ct n Cl are not adjacent, then each component of H’ is a path and the number of 
edges in H’ is odd. Hence, there is an odd path P’ in H’. By extending P’, we have 
an odd path P such that Ct UP is a 2-connected factor-critical graph. 
Case b: Ct and Cl have exactly one vertex v in common. By 2-connectivity, B - v 
is connected. Let P be a shortest path from a vertex in Ct to a vertex in C,. Then P, 
C, and Cz are mutually edge-disjoint. Let x and y be the end vertices of P with x in 
Cr. Without loss of generality, let Cl = VI . v,v~ where v = VI and x = Uj. Then either 
F, =Puv, ... Vj or F2 = P U Uj ’ V,VI is an odd path, say F, is odd. Then Cl U F, is 
a 2-connected factor-critical graph. 
Case c: C, and C2 have no vertex in common. Let x, YE Ct and u,v E C2. By 
2-connectivity, there are two vertex-disjoint paths fi and F2 joining x and u, and y 
and v, respectively. Suppose F, and F2 are such paths with the smallest sum of their 
lengths. Then F,, F2, C, and Cz are mutually vertex-disjoint except for the end vertices 
of F, and F2. Then either F, U C, (x, y) U F2 or F, U C, (y, x) U F2 is an odd path, and 
we proceed as in Case b. 0 
Theorem 5. The following statements are equivalent for a graph H: 
(i) H is an h-perfect line graph; 
(ii) H is the line graph of a graph without an odd subdivision of Cs + e; 
(iii) H is the line graph of a graph whose blocks are either bipartite or critical 
nonbipartite without an odd subdivision of Cs + e; 
(iv) H does not contain any of the graphs in Fig. 2 as an induced subgraph; 
(v) There exists a collection {Qi}i,t f o maximal cliques of H such that STAB(H) 
can be described by the jollowing inequalities: 
c x,61 for each iEI, 
L.EQ, 
2ki I 
c c x,dk for each {i,,...,&+,}CI, 
.i=, ~CQ,, n Q,,,, 
x, 30 for each v E V(H), 
and the clique intersection constraints are valid for STAB(H). 
Proof. (i) + (iii): Let H be the line graph of G. By Lemma 2, each block of G is either 
bipartite or critical nonbipartite. Since an odd subdivision of Cs + e is a 2-connected 
factor-critical graph and its line graph is neither an odd hole nor a clique, by Lemma 1 
and Theorem 1, G does not have an odd subdivision of C, + e. 









1 2 2j+l 
K 1.2,2,2 
where i = 0, 1,2, 3, ” 
j,k= 1, 2, 3, “’ 
Envelopes 
Fig. 2 
(iii) + (ii): This is trivial. 
(ii)+( Obviously, H cannot contain Ki,j, 76, W5, K2 vP4, C4(1, l), KI,Z.U or 
KI V Ps( 1) as an induced subgraph. It is easy to check that an envelope graph in Fig. 2 
is the line graph of an odd subdivision of C5 + e. 
(iv)=+(v): By Theorem 2, H is a line graph with the root graph G. By Theo- 
rem 1, there exists a collection {Qi}iE, of maximal cliques of H such that STAB(H) 
can be described by nonnegativity, limited clique and clique intersection constraints. 
Suppose STAB(H) has a facet f which is not in the above description of the stable 
set polytope. Then there exists an odd subset J&Z such that the clique intersection 
constraint 
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defines f and the intersection graph F of {Qi}iE_/ is not an odd cycle. By Lemma 1, 
F is a 2-connected factor-critical graph. Therefore, F has an open ear decomposition 
F=CUF, U ... U Fk such that C is an odd cycle and E is an open odd ear for all 
i > 1. Note that C U F, is an odd subdivision of C, +e. Since G is the intersection graph 
of {Qi)iEI, G contains an odd subdivision of C, + e, which implies that H contains 
an envelope graph (see, Fig. 2) as an induced subgraph. 
(v)+(i): H is a line graph since the stable set polytope of H can be described 
by nonnegativity, limited clique and clique intersection constraints. Since the facets of 
STAB(H) are given by nonnegativity, clique and odd-hole constraints, H is an h-perfect 
graph. 0 
It is not hard to show that a graph G does not contain a 2-connected factor-critical 
subgraph with at least five vertices if and only if the root graph of each block of G 
is bipartite, K4 or K,,,,, for some n >O. The equivalence of (i)-(iii) of the following 
theorem can be found in [8, 141. 






H is a perfect line graph; 
H is the line graph of a graph with no odd cycles of length more than 3; 
H is the line graph of a graph the root graphs of whose nonbipartite blocks are 
either K4 or K1, I,~ for some n > 0; 
H does not contain K1,3, PG, K2 VP4, Cd(1, I), K1,2,2,2, KI VPs( l), or C2k+l for 
k > 2 as an induced subgraph; 
There exists a collection {Qi}iEt f o maximal cliques of H such that STAB(H) 
can be described by the following inequalities: 
c x,<l for each iEI, 
LGQ, 
x, 3 0 for each v E V(H), 
and the clique intersection constraints are valid for STAB(H). 
Proof. (i)%(v): This follows from Theorem 1 and the fact that a graph is perfect 
if and only if its stable set polytope can be described by nonnegativity and clique 
constraints. 
(ii)+( Since H is a line graph, by Theorem 2, H does not contain Ki,3, Fe, 
GvJ’,, G(l,lh K 1,2,2,2 or K1 V Ps( 1) as an induced subgraph. Since G does not have 
an odd cycle of length more than 3, H contains no induced subgraphs isomorphic to 
CZk+i for k82. 
(iv)+(i): Since H does not contain C, as an induced graph, H does not contain 
K1 V C, as an induced graph. Hence, H is the line graph of a graph G. Moreover, G 
does not contain a 2-connected factor-critical subgraph other than Ks. Otherwise, let 
F be such a subgraph and F = C U Fl U . . U Fk be its ear decomposition. Since F 
has five or more vertices, F must have an odd cycle of length at least 5, which gives 
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an induced odd cycle in H of length at least 5, a contradiction. Therefore, STAB(H) 
can be described by the nonnegativity constraints and clique constraints and then H is 
perfect. [7 
A hrrsic suhdiz~ision ~wph of a multigraph G is obtained by inserting a new ver- 
tex in each edge of G, i.e., replacing each edge by P3. Clearly, a basic subdivi- 
sion graph is bipartite. A critical nonbasic subdivision graph is obtained by join- 
ing two original vertices of a basic subdivision graph by an odd path. For instance, 
Ki,i,,, is such a graph. It is easy to show that a critical nonbasic subdivision graph 
does not contain an odd subdivision of C’s + e. Hence, it is a critical nonbipartitc 
graph without an odd subdivision of C5 + e. From this simple construction, we can 
easily see that except for the line graphs of bipartite graphs, almost all h-perfect 
graphs are neither perfect nor t-perfect. It can also be shown that all h-perfect line 
graphs can be constructed from critical nonbasic subdivision graphs in certain ways 
(see PI). 
5. Concluding remarks 
In order to describe the polytopes given in this paper, we need to know whether 
or not a given graph H is a line graph and if it is a line graph, we need its re- 
laxed Krausz partition. Theorems 2 and 4 yield polynomial-time algorithms for de- 
ciding whether a given graph H is a line graph but they are obviously not efficient. 
Roussopoudos [ 131 gave a linear-time algorithm to recognize a line graph of a sim- 
ple graph and to construct a Krausz partition X. To apply this algorithm to multi- 
graphs, let T[z;] be the set consisting of u and all its neighbors. It is easy to show 
that two vertices u and 2) belong to the same root clique if and only if, f [u] = T[c]. 
Based on this observation, we can reduce the above problem to the problem for a 
line graph of a simple graph by deleting all vertices u # 2’ such that T[u] = r[t.] for 
each 2’. 
A branch-and-cut algorithm for solving the stable set problem has been designed by 
Nemhauser and Sigismondi [lo] using clique and odd-hole constraints. This method 
can be improved by identifying induced line subgraphs H, and adding facets which 
define STAB(H). In general, such an algorithm may not be practical because finding 
an induced line graph with as many vertices as possible is NP-hard [4]. But for graphs 
with a polynomially bounded number of maximal cliques, in particular, graphs that 
have a large induced line subgraph, these facets can be useful in tightening the linear 
programming relaxation. 
Using the ideas of Section 2, we can also interpret results about b-matchings and 
T-joins in term of line graphs. For instance, we have the following description of the 
polytope of line subgraphs with clique number at most k in a line graph (see [2] for 
more details). 
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Theorem 7. Let {Qi}iEI be the relaxed Krausz partition of a line graph H. The 
polytope of line subgraphs with clique number at most k in H is given by 
c x,<k for each igI, 
UCQ> 
for each JCI such that klJI is odd, 
i#j,i,jEJ ti~Q,nQ, 
x, 3 0 for each v E V(H). 
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