Abstract. We develop a simple, efficient numerical method of boundary integral type for solving an elliptic partial differential equation in a three-dimensional region using the classical formulation of potential theory. Accurate values can be found near the boundary using special corrections to a standard quadrature. We treat the Dirichlet problem for a harmonic function with a prescribed boundary value in a bounded three-dimensional region with a smooth boundary. The solution is a double layer potential, whose strength is found by solving an integral equation of the second kind. The boundary surface is represented by rectangular grids in overlapping coordinate systems, with the boundary value known at the grid points. A discrete form of the integral equation is solved using a regularized form of the kernel. It is proved that the discrete solution converges to the exact solution with accuracy O(h p ), p < 5, depending on the smoothing parameter. Once the dipole strength is found, the harmonic function can be computed from the double layer potential. For points close to the boundary, the integral is nearly singular, and accurate computation is not routine. We calculate the integral by summing over the boundary grid points and then adding corrections for the smoothing and discretization errors using formulas derived here; they are similar to those in the two-dimensional case given by [J. T. Beale and M.-C. Lai, SIAM J. Numer. Anal., 38 (2001Anal., 38 ( ), pp. 1902Anal., 38 ( -1925 1. Introduction. In this paper we develop a simple, direct numerical method of boundary integral type for the solution of an elliptic boundary value problem in a three-dimensional (3D) region with a smooth boundary. We emphasize the Dirichlet problem for an interior harmonic function, although a larger class of problems can be treated. We assume the boundary surface is represented by several overlapping grids, each rectangular in some coordinate system. Values of the solution are to be found at arbitrary points in space (typically, those on a regular 3D grid), some of which will be close to the surface. We do not assume any relationship between the coordinate grids on the surface and the interior grid. We use the classical formulation of the Dirichlet problem in potential theory: The solution can be written as a double layer potential, or dipole layer, with an unknown strength. This dipole strength is determined by a Fredholm integral equation of the second kind on the surface. We solve a discretized form of this integral equation at the coordinate grid points on the surface, replacing the Green's function in the layer potential with a regularized version and the integral with a sum over grid points. We prove that the solution of the numerical integral equation converges to the exact solution with order h p , for any p < 5, depending on the choice of the smoothing parameter relative to h, and that it can be found by a simple iteration. Once the dipole strength is found, the value of the harmonic function at any point is given by the double layer potential. For points away from
Introduction.
In this paper we develop a simple, direct numerical method of boundary integral type for the solution of an elliptic boundary value problem in a three-dimensional (3D) region with a smooth boundary. We emphasize the Dirichlet problem for an interior harmonic function, although a larger class of problems can be treated. We assume the boundary surface is represented by several overlapping grids, each rectangular in some coordinate system. Values of the solution are to be found at arbitrary points in space (typically, those on a regular 3D grid), some of which will be close to the surface. We do not assume any relationship between the coordinate grids on the surface and the interior grid. We use the classical formulation of the Dirichlet problem in potential theory: The solution can be written as a double layer potential, or dipole layer, with an unknown strength. This dipole strength is determined by a Fredholm integral equation of the second kind on the surface. We solve a discretized form of this integral equation at the coordinate grid points on the surface, replacing the Green's function in the layer potential with a regularized version and the integral with a sum over grid points. We prove that the solution of the numerical integral equation converges to the exact solution with order h p , for any p < 5, depending on the choice of the smoothing parameter relative to h, and that it can be found by a simple iteration. Once the dipole strength is found, the value of the harmonic function at any point is given by the double layer potential. For points away from the boundary, the surface integral can be computed in a standard way, but, at points near the boundary, the integral is nearly singular, and accurate computation is not routine. We find the integral in this case by starting with a standard quadrature, again regularized, and then adding corrections. These corrections account for the errors introduced by the smoothing, or regularization, and by discretization. They are derived by local analysis near the singularity, extending the treatment for a twodimensional (2D) region given in [3] . With grid spacing h on the boundary, the resulting values are accurate to O(h p ) for p < 3, again depending on smoothing. Boundary integral formulations of the Laplace or Helmholtz equation in three dimensions are widely used in engineering, especially electromagnetics. They are most often solved numerically by the boundary element method; the surface is triangulated, and the equation holds at collocation points (see, e.g., [2, 15] ). The integration of the kernel times a basis function at a point in its support often uses a change of variables or a product integration rule. Special care is also needed for points near the support. High order accuracy can be achieved [2, section 9.2] , and the method can be accurate for piecewise smooth surfaces. More direct quadrature, or Nyström, methods have not been widely used. Such a method for polyhedral surfaces, summing over centroids in a triangulation, was shown to converge by Rathsfeld [23] . In [24] he showed that a simple quadrature over a triangulation of a smooth surface gives almost O(h 2 ) convergence with singularity subtraction, and this can be improved to higher order using product integration. Recently, practical methods of this type have been developed. Canino et al. [8] use a triangulation with quadrature based on a local correction method of Strain, an alternative to product integration. Bruno and Kunyansky [7] use overlapping grids and a partition of unity, as in the present work, but they integrate the singularity by a change of variables. Other current approaches include use of wavelets (see, e.g., [19] ) or spherical polynomials (see, e.g., [13] ). The difficulty of calculating nearly singular integrals for the field at points near the boundary is well recognized [2, section 7.2.1], but very few works have treated it; two recent approaches are given in [17, 25] .
While there are many choices of numerical methods for elliptic problems, with boundary integrals or otherwise, the present approach has several advantages for some applications. The data structure needed to represent the surface is minimal, and calculations on the surface are done in the rectangular grids, with the dependence on the surface reduced to coordinate functions. The integration requires no extra work at the singularity while solving the integral equation. Finally, values of the field near the surface can be found by direct integration, adding the corrections presented here. These attributes may be especially important for a time-dependent calculation with a moving boundary. For viscous, incompressible fluid flow, pressure terms due to a boundary could be found as nearly singular integrals [3] . The linear system resulting from the integral equation is well conditioned. With n boundary points, the direct solution of the linear system would require about O(n 2 ) operations, but this could be reduced to about O(n) using a rapid summation method such as the fast multipole method of Greengard and Rokhlin [14] . Similarly, fast summation could be used to produce the values of the harmonic function. Another way to produce the interior solution, as observed by Mayo [21] (see also [1] ), is to find values near the boundary, compute a discrete Laplacian, extend it by zero to a computational box including the original region, and then invert using a fast Poisson solver to produce values at grid points. This approach was used in the 2D case in [3, section 4] . Either way, the operation count with a total of N points could be reduced to about O(N ). We assume here that the surface and functions are smooth, i.e., have several derivatives to justify various Taylor expansions; this method would not be valid for a boundary with corners and edges without further modification.
We now summarize the method and results. We consider the Dirichlet problem for a bounded domain Ω ⊆ R 3 with smooth boundary S. Given a function g on S we want to find a function u on Ω such that ∆u = 0 on Ω, u= g on S.
The solution can be written as a double layer potential
for some dipole strength f , determined by g, where n(x) is the unit outward normal at x ∈ S, G is the Green's function for ∆ in R 3 , G(x) = −1/4π|x|, and
The unknown f is the solution of the integral equation on the surface S:
or f + 2T f = 2g, where T is the integral operator with kernel K. It is known (see, e.g., [18, section 10.5] ) that the iterates f n defined by
converge to the solution of (1.4), provided 0 < β < 1.
To describe the numerical formulation of the problem (1.4) for f , we suppose the surface S is covered by several coordinate patches X σ : U σ → S, where U σ is an open subset of R 2 . We assume each X σ : U σ → R 3 is smooth and nondegenerate; i.e., ∂X σ (α)/∂α has rank 2 at each point, with α = (α 1 , α 2 ). In order to write the integral as a sum of integrals in coordinates, we introduce a partition of unity, that is, a collection of smooth functions {ψ σ } : S → R such that ψ σ is zero outside a compact subset of U σ , called the support of ψ σ , and σ ψ σ (x) = 1 for each x ∈ S. (See section 5 for typical choices.) We can now write the integral of a function F on S as
where A σ (α)dα is the element of surface area in the σth patch. In solving (1.4) it is helpful to use the familiar identity
to reduce the order of the singularity; we rewrite (1.4) as
Since K = O(1/r) on S, the resulting integrand is bounded, although not smooth. We will write the integral in (1.8) as in (1.6), replacing K by a regularized version K δ , with a shape factor s and a smoothing parameter δ to be chosen:
(1.9)
With the natural choice G δ (x) = G(x) erf(|x|/δ) = − erf(|x|/δ)/4π|x|, we have
where erf is the usual error function
In section 2 we find that this choice of smoothing leads to an O(δ 3 ) error to the integral in (1.8). Moreover, this can be improved to O(δ 5 ) with a slight change to
We can now give the discrete form of (1.8). Suppose a grid spacing h is chosen for the coordinate patches, and the σth patch has grid points
where V σ is the interior of the support of ψ σ . We assume the specified function g is known at these points, say, g
is the discrete analogue of (1.8), where
We choose δ in terms of h so that δ → 0 as h → 0, but, for some constant ρ 0 ,
We can find the solution f σ i as the limit of the iteration corresponding to (1.5),
The following theorem assures the validity of this procedure. 
Here c 0 depends only on the coordinate patches, but C 1 , C 2 depend on bounds for derivatives of f . For 0 < β < 1, the iterates defined by (1.16) (3.25) . After solving the discrete integral equation for the dipole strength f at the coordinate grid points x σ i , we now want to find the values of the solution u of (1.1) from the double layer representation (1.2). For a point y away from the surface we can discretize the integral routinely, since the integrand is smooth. For y near the surface, however, the integral is nearly singular, and accurate calculation requires more care. In contrast to the case y ∈ S, n(x) · ∇G(x − y) = O(|x − y| −2 ). Given y near S, there is a point x 0 on the surface so that y is on the normal line through x 0 ; i.e., y = x 0 + bn 0 , for some b, where n 0 is the outward unit normal at x 0 . We can use Green's identity to replace (1.2) with a subtracted form
We can approximate the integral above by the sum
We use the simpler regularization (1.10); it seems that higher order smoothing cannot be incorporated in the modified kernel for the nearly singular case. This sum typically has a large error for y near S. We can think of the error in two parts: the smoothing error from replacing ∇G by ∇G δ and the discretization error from replacing the integral with ∇G δ by the sum or, briefly,
The analysis of the following sections shows that these errors, uniform with respect to y near S, are O(δ 2 ) and O(h), respectively. However, the largest errors can be removed by corrections which we now describe. They are derived in sections 2 and 3 and are analogous to those found in the 2D case in [3] .
The corrections involve the geometry of the surface near x 0 . There is at least one σ so that x 0 is in the σth patch; i.e.,
If the grid points {x 
The discretization correction comes from the Poisson summation formula applied to the regularized kernel. It uses the function
where erfc = 1 − erf is the complementary error function. The point x 0 may be in more than one coordinate patch, and a correction term is needed for each. In the σth patch, x 0 = X σ (α 0 ) for some α 0 depending on σ. We can write α 0 = ih + νh for some i ∈ Z 2 and ν = (ν 1 , ν 2 ), with 0 ≤ ν s ≤ 1, s = 1, 2. The correction for the σth patch is
a(n, s) = 1/2 when s = 1 and n 2 = 0, and a(n, s) = 1 otherwise.
The following theorem summarizes the error estimates for the computed value of u(y) in (1.2), starting with the sum (1.19) and adding corrections. Theorem 1.2. For y ∈ Ω, let u(y) be the exact solution of (1.1), given by (1.2), assuming f and S are smooth. Letũ(y) be the value computed as the sum (1.15) . Then the error has the formũ(y)−u(y) = ε 1 +ε 2 , where the smoothing error ε 1 and the discretization error ε 2 can be estimated as follows, uniformly for y near S, with c 0 as before:
Again we can choose δ so that ρ = δ/h grows slowly and the error is almost O(h 3 ). Thus, for δ = ch q with q < 1, the error is O(δ 3 ) = O(h 3q ). The sum in (1.25) is infinite, but the terms decay at a Gaussian rate, independent of y, and only a few terms are needed; see Lemma 3.3. It decreases rapidly as ρ is increased, as does the main term in the estimate for ε 2 ; see (3.20) .
Related problems for harmonic functions can be treated; correction formulas for the single layer potential in the nearly singular case will be given elsewhere. Similar methods should apply to the Helmholtz equation since the leading singularities are the same. This approach in two dimensions [3] was applied to the Stokes equations of viscous fluid flow by Cortez [10] , and 3D applications should be possible as well. Regularized kernels have long been used for fluid flow in vorticity formulation (see, e.g., [16, 6] ), as well as other physical contexts, and discretization corrections of the present type have also been used in fluid problems [20, 22, 4] .
In section 2 we analyze the smoothing error, derive the correction (1.22), and show that (1.12) has O(δ 5 ) error on the surface. We begin section 3 with a general lemma about the quadrature of nearly singular integrals with a homogeneous kernel. This is used to derive the correction (1.24), (1.25) and the estimates for the remaining discretization error. Sections 2 and 3 together prove Theorem 1.2 and the consistency part of Theorem 1.1. The rest of the proof of Theorem 1.1 is given in section 4. In section 5 we present numerical examples, with S a sphere or ellipsoid, illustrating the general principles.
The smoothing error.
In this section we find the first correction to the error in the double layer potential, evaluated at a point near the surface, resulting from the smoothing in the simplest regularized Green's function
The correction is O(δ 2 ) and leaves an error of O(δ 3 ). We also derive the fifth order kernel (1.9), (1.12) for points on the surface.
The smoothing error for a point y near the surface is localized, and we can assume the function f is zero outside one coordinate patch. We can write the error as an integral in this patch, regarding f as a function of α,
For simplicity, we will assume that x(0) = 0 and y is along the normal line from x(0) so that y = bn 0 for some b, where n 0 is the unit normal at x(0). Since we always subtract out the principal singularity, we also assume f (0) = 0. Now
We will find the largest contribution to ε using Taylor expansions at α = 0. To simplify the calculations we first assume the α-coordinate system is specially chosen and then extend the result to a general system. With T j = ∂x/∂α j the tangent vectors to surface, j = 1, 2, we assume that the metric tensor g ij = T i · T j is the identity at α = 0 and, furthermore, that ∂g ij /∂α k = 0 at α = 0, i, j, k = 1, 2. The latter is equivalent to assuming that the Christoffel symbols vanish at α = 0. We also assume, rotating if necessary, that T 1 , T 2 have the directions of principal curvature at α = 0. We then have simple expansions for x(α) and n(α):
where κ 1 , κ 2 are the principal curvatures. Thus
We make a further coordinate change α → ξ to simplify the dependence of r in the integral. We define ξ 1 , ξ 2 by requiring ξ j /|ξ| = α j /|α| and |ξ|
For α near 0, we can solve for |α| to get |α| = |ξ|(1 + bq/2) + O(|ξ| 3 + b 3 ) and then
We can now write the smoothing error in the form
with the nonradial factors combined into
Next we approximate each of these factors. First, using the expressions above for x(α) and n(α) we find, with y = bn 0 ,
summed over j, and, since
since f (0) = 0, with sums over i and j, or
For the Jacobian, since q depends only on ξ/|ξ|, we find from (2.10) that
To approximate (2.12), we now substitute (2.14)-(2.17) into (2.13) and obtain
where R = O(|ξ| 4 + b 4 ). The first three terms are odd in ξ and will contribute zero to the integral (2.12). We check that the remainder R is negligible: With the change of variables ξ = δζ, b = δλ, we can write R(ξ, b) = δ 4R (ζ, λ) for some bounded functioñ R. Then the contribution to (2.12) from the remainder R in w is
We are now left with only the fourth term in (2.18). Because of symmetry, only the terms with i = j contribute, and the integral with ξ 2 j reduces to a radial one. Again with ξ = δζ, b = δλ, and s = |ζ|, (2.12) is now
To evaluate the integral, let
then dI/dλ is similar to the above:
Changing the variable of integration to r, we have
and, finally,
We have now obtained the smoothing correction with derivatives expressed in the special coordinates. To restate the answer in a general coordinate system, we have only to note the invariant form of the Laplacian on the surface, given by (1.21). It reduces to f 11 + f 22 at α = 0 in the special case above. Therefore it is also the correct expression in arbitrary coordinates. Thus ε = −T 1 + O(δ 3 ), with T 1 given by (1.22), justifying the stated correction and smoothing error.
The fifth order kernel. In view of the above analysis, we can identify the source of the O(δ 3 ) error in the special case when the point y is on the surface. We can then modify the choice of G δ to remove this error, resulting in smoothing that is O(δ 5 ) accurate on the surface. With y on the surface, the smoothing error ε is given by (2.12) with b = 0. From (2.18) we see that the terms in the expansion of w(ξ, 0) up to order 3 make no contribution. The fourth order terms will give an error proportional to
The fifth order terms will lead to odd integrands, and thus the remaining error is O(δ 5 ). To eliminate the O(δ 3 ) error, we simply have to change the choice of G δ , and therefore φ, so that the last integral is zero. Our new choice of G δ will be so that φ(r) is replaced by φ 5 (r) = φ(r) + arφ (r) with a a constant. It is easy to see from an integration by parts that the integral above is zero, with φ 5 in place of φ, provided we take a = 1/3. Thus φ 5 (r) = erf(r)
3. The discretization error. We begin with a general principle, Lemma 3.1, for the quadrature of nearly singular integrals. We apply this to a local approximation of the double layer potential in Lemma 3.3, obtaining the corrections (1.24), (1.25) . We then compare with the exact potential, verifying the discretization estimate of Theorem 1.2, and find an improved estimate needed for Theorem 1.1.
Our treatment of the discretization error is based on a lemma describing the quadrature error for the integral of a regularized homogeneous function K δ , times a smooth function f , over a plane displaced from the origin. This lemma is similar to Lemma 3.1 of [3] , except that we do not assume here that the smoothing radius δ is proportional to the grid size h; we allow ρ = δ/h unbounded as h → 0. Let K be a homogeneous function of (x, y) ∈ R d × R with degree m, that is,
We choose a regularization of the form
where s is a specified shape function such that s → 1 rapidly at infinity. It follows that
The lemma concerns the integral of K δ f over x with y fixed. We allow the singularity to be misaligned from the grid points in x-space. 
has the form The value of c 0 is derived from the Poisson summation formula applied to K ρ . The sum (3.6) converges rapidly. We write the Fourier transform aŝ
The proof is a modification of that for Lemma 3.1 in [3] and related to ones in [4, 12] . When we apply this lemma to the double layer potential, evaluated at a point y near the surface, the leading error comes from the part of the surface close to y, and we begin with a simplified approximation for the potential. Suppose y = bn 0 , where n 0 is the unit normal to a point x(α 0 ) on the surface. For convenience, we take α 0 = 0 and x(α 0 ) = 0. With T j , g ij , g ij as defined earlier, at α = 0, let τ = |T 1 × T 2 | so that det g ij = τ 2 . Also let J = ∂x(0)/∂α so that Jα = T 1 α 1 + T 2 α 2 . For α near 0, we can approximate x(α) by its projection Jα in the tangent plane and the double layer kernel n(α) · ∇G δ (x(α), y) by
The surface area dS(α) is τ dα to first approximation. We subtract out the singularity in the double layer potential, and the leading contribution to f (α) − f (0) will be (α 1 ∂ 1 f + α 2 ∂ 2 f )ζ(α) with ∂ r f = ∂ r f (0) for some cut-off function ζ, ζ = 1 near α = 0. Thus we actually apply the lemma to the kernel
We first show that this simplified case gives the O(h) error stated in (1.24), (1.25).
Lemma 3.2. With the notation above, let
and S be the corresponding sum with
for large p, where c 1 , c 2 are given by (1.25).
Proof. Our main task is to find the Fourier transform of K (r)
ρ (α, b) in α alone. We begin with the 3D Fourier transform of G ρ (x) = − erf(|x|/ρ)/4π|x|,
We interpret G ρ (Jα − bn 0 ) as a composition: Since G ρ is radial, it depends on α only through |Jα| 2 = |Bα| 2 , where B = (J * J) 1/2 ; note |Bα| (3.11) and, since G ρˆi s radial and (3.13) and the transform of K
This is similar to (3.29) in [3] ; we find
summed over s. After differentiating and canceling we get
with E(p, q) given by (1.23). We are now ready to apply Lemma 3.1 to the simplified integral (3.9). The kernel K 
and, using (3.17), with λ = b/δ and n = g ij n i n j ,
Combining terms for n and −n, we find ε = c 1 ∂ 1 f + c 2 ∂ 2 f , with c 1 , c 2 expressed as in (1.25) , and the lemma is proved.
To understand the dependence of the errors on ρ = δ/h, we will use the following lemma concerning the size of the function E of (1.23).
Lemma 3.3. With E as in (1.23), we have for q ≥ q 0 > 0 and any p,
where C 0 depends on q 0 .
Proof. Since E is even in p we assume p ≥ 0. Call the two terms T 1 and
, and the result follows from this. Suppose now that we assume a lower bound for the matrix g ij ,
for some γ > 0. Then applying (3.18) to ε above, we have ρ|λ|E(λ, πρ n ) ≤ Cρ exp(−π 2 ρ 2 γ 2 |n| 2 ), and, after summing,
We can now complete the discretization error estimate in Theorem 1.2. With α = 0, x(0) = 0 as before, and assuming f (0) = 0 for simplicity, we compare
where α j = jh − νh and A j dα = dS(α j ). We will show that, assuming (3.19) ,
with errors uniform in b, ρ, ν. The estimate in (1.27) follows, with c 0 = π 2 γ 2 /2. We need to show that the error from replacing (3.21) by the simplified version (3.9) is bounded by the remainder in (3.23) . This is the quadrature error for the integral of
We can suppose f is zero outside a neighborhood of α = 0, since the outer part is smooth and gives a high order error. We can add and subtract to write (3.24) as a sum of terms, each a regularized homogeneous function in (α, b) of degree 0, times a smooth function, as in Lemma 3.1, plus a higher degree remainder. For the remainder we can show the quadrature error is O(h 3 ) as in the end of the proof of Lemma 3.1 in [3] . The degree 0 terms are similar to the main term treated in Lemma 3.2; they involve ∇G δ or D 2 G δ and up to two more factors of α. By Lemma 3.1, the O(h 2 ) errors resulting from these terms are given by expressions like those in Lemma 3.2. The Fourier transform of the kernel is very similar to that case, with a second α-derivative leading to a factor of k in the transform. An α-factor corresponds to a k-derivative, leading to an extra factor of ρ in the estimate like (3.20) . Otherwise the O(h 2 ) correction term is bounded as in (3.20) , and the estimate (3.23) results. Finally, we discuss the special case with y on the surface to obtain an improved estimate needed for the discretization error in (1.17) of Theorem 1.1. In this case b = 0, λ = 0, and the O(h) correction term in (3.23) is zero. The expansion in the proof of (3.23) can be continued further, with successive regularized homogeneous terms of degree ≤ 2 and an O(h 5 ) remainder. In this way we find, for y on the surface,
for some integer k. The fifth order kernel used in solving the integral equation has an added term; it has Gaussian form, and the last estimate applies as well with this new term. Finally, since ρ k exp(−π 2 γ 2 ρ 2 /2) is bounded we can write
This estimate is used in section 4 to prove (1.17) with c 0 = π 2 γ 2 /2.
The integral equation.
In this section we prove the assertions about the numerical solution of the integral equation in Theorem 1.1. The exact integral equation, for unknown f on the surface S, with g prescribed on S, has the form
where T is the double layer potential, with kernel K(x, x ) = n(x ) · ∇G(x − x). We can use the coordinate patches to write the integral operator as
Subtracting f (x) inside the integral, we convert (4.1) to the equivalent form (1.8). We are concerned with the discrete version (1.13), (1.14) of (1.8).
We can regard T as a bounded operator on L p (S) for any p with 2 ≤ p < ∞. From potential theory we know that 1 2 + T has kernel {0} in C(S); the same is true in L 2 (S) (see, e.g., [11, Prop. 3.13] ) and then also in L p (S), p ≥ 2. Thus, from Fredholm theory,
We will argue that the discrete problem can be solved by regarding it as a perturbation of the exact problem, making a sequence of steps from (4.1) to (1.13) . This is the stability part of the proof; the consistency part has been done in sections 2 and 3. We always assume (1.15). When we say a discrete operator is bounded, we mean bounded uniformly with respect to h.
The smoothing. The regularized kernel
Using the smoothness of K δ and s, we note the pointwise estimates
where r = |x − x | and D denotes an α-derivative, with either x = X σ (α) or x = X σ (α). We assume here that x, x are in a bounded set such as S. To see the effect of the smoothing, we can estimate, as in section 2,
uniformly for x ∈ S; the same holds with x, x reversed. In general, for any integral operator A on S with kernel K, if we have uniform estimates (4.5) it follows that A is a bounded operator on L p (S) with A ≤ M (see, e.g., [11, Prop. 0.10] ). In our case we conclude that the operator on L p (S) with kernel K δ − K has norm O(δ). Thus, since the operator 1 2 + T is invertible, the same is true for 1 2 + T δ , for δ small enough, where T δ is the operator as in (4.1) with K δ in place of K.
A discretized kernel.
Next we modify the kernel K δ so that it acts in a natural way on discrete functions. We work with grid functions f The part of Bf from one σ is piecewise constant, but Bf is not, since the parts overlap. Recalling (1.14), we define a modified kernelK and operatorT on L p (S) as
; for each σ, τ, i, j we have replaced
where i is such that
we can bound (4.9) as follows, replacing the sum for |x 
, and from the result above there is a unique F ∈ L p (S) depending boundedly on Bg ∈ L p (S) so that 1 2 F +T F = Bg, or, in view of (4.7), F = −2Bw + 2Bg, where
Now we can define a discrete function f so that F = Bf :
This can be rewritten as (4.14) where T h is the discrete integral operator from
, and so
. Thus A has a bounded inverse on C 
is bounded, assuming f bounded in C h 0 . We use the estimates (4.3), (4.4) to bound
As in classical arguments, we split the sum into two parts. For j in the set J 1 such that |x 
and similarly for K σ τ i j , whereas, for larger d, the sum is bounded by 
and otherwise we have this plus an additional term
We conclude that the Hölder quotient (4.18) is bounded by (4.20) and, consequently, for any
We have already shown that the operator A has a bounded inverse on C 0 h ; we can now show the same is true for C λ h . If
, and thus
Correcting the discrete equation.
Next, in order to compare the operator T h M with T h , we show that Mf , as defined in (4.14) , is close to f in C 0 h , relative to the C λ h -norm of f , for small h. Given a grid function f and x ∈ S, suppose
Applying this to the definition of Bf , we find
τ j is an average of Bf over this set,
The last result has an important consequence: Since M is close to the identity as an operator from C 
. We wish to show that the solution of (1.13) is also bounded on C 0 h , since this norm is more convenient for comparing with the exact solution. We can write the equation Our first example is based on a spherical harmonic, so that the solution for the integral equation is known, as well as for the boundary value problem. We define f (x) = 1.75(y 1 − 2y 2 )(7.5y
y= Mx,
, an orthogonal matrix. We use M to avoid rectangular symmetry in the test problem. The functions f (x/r)r We solved the discrete form (1.13) of the exact integral equation (1.4) using 12 iterations of (1.16) with β = .7. We tested the third order kernel (1.10) as well as the fifth order one (1.12) to check the order of accuracy. The results are reported in Tables  1 and 2 . A grid size h in the coordinate systems and the total number of grid points are displayed. Each coordinate patch is a disk with 5/2h points along a diameter. We choose the smoothing radius δ proportional to h q , q = 2/3 or 1. The relative error displayed is the maximum error divided by max S f ≈ 8.1. The computed order of accuracy is found from two successive cases. With the third order kernel, the expected order of accuracy 3q is clearly visible in Table 1 . The errors shown in Table 2 for the fifth order kernel are much smaller. With q = 2/3 the predicted order 10/3 is less evident, but it appears to take over in the second case, with the larger δ. With q = 1, δ = 2h, the order is at first near 5 but deteriorates as h is decreased, as we should expect from the analysis.
After solving the integral equation with a choice of h and δ, using the fifth order kernel, we then computed the solution u at points near S with the same h and δ. To select a set of points, we cover R 3 with a 3D mesh of spacing h; it is an arbitrary choice to use the same h in R 3 as on S. We select the set of "irregular" points (i 1 h, i 2 h, i 3 h) inside S for which the stencil of the five-point discrete Laplacian crosses the surface; i.e., the two points obtained by displacement of ±h in some coordinate are on different sides of S. All such points are within h of S, and, for h small, all points within ch of S have this property if c < 1/ √ 3. Thus they provided a good sample of 3D grid points near S. These are the interior points needed to form the discrete Laplacian of u in order to recover the values elsewhere; cf. [21] or [3] .
For each selected point y we find the closest point x 0 on S. We need f and the first two derivatives at x 0 for the subtraction and corrections. We find these from the computed values of f at the grid points by Lagrange interpolation. We compute the sum (1.19) and add the smoothing and discretization corrections (1.21)-(1.25). Table 3 gives the number of irregular points; the relative error, found as the maximum error divided by max S g ≈ 4.6; and the computed order of accuracy. With δ = ch q , q = 2/3 or 1, we see the expected order 3q = 2 or 3.
Our second test problem, still with the unit sphere, is the harmonic function u(x) = exp (y 1 + 2y 2 ) cos √ 5y 3 , y= Mx, (5.3) with M as before. We prescribe g(x) = u(x) on S and solve the integral equation within an error tolerance, again with β = .7. In this case we do not know the solution f of the integral equation; however, we use the computed f to find u at the irregular points, as before, and compare with the exact solution in (5.3). Results are reported in Table 4 . Again the predicted order of accuracy is evident as h decreases. The error displayed is the maximum error divided by max S g ≈ 9.4.
For our third problem the surface S is the ellipsoid x 2 1 + x 2 2 + x 2 3 /2 = 1. We use coordinate systems similar to those for the sphere, with x 3 in (5.1) multiplied by √ 2. As the test problem we take the same harmonic function u in (5.3). The coordinate systems are symmetric, but the functions are not, because of the rotation by M . The needed geometric quantities can be found analytically in this case. The coordinates are not orthogonal, as they were for the sphere, so that the formulas are tested in a more general setting. We solve the integral equation as before. We then select the set of irregular points by the same criterion and compute the solution u on this set as a double layer potential, with corrections, using the solution f of the integral equation. For each irregular point y we need to find the point x 0 on the surface so that y is along the normal from x 0 , as well as the distance; we do this using Newton's method. The results, displayed in Table 5 , are similar to those for the sphere. Again the relative error is the maximum error divided by max S g ≈ 9.4. For the last problem we show in Table 6 the results of computing the solution at the irregular points using various choices of the smoothing parameter δ. We first solve the integral equation with h = 1/32 and δ = 2h. We then compute the values at the irregular points, chosen with h = 1/32, for various values of δ/h, to verify the effects of the two corrections. For small δ/h, the discretization correction is dominant; when δ/h is extremely small, more terms are needed in the sum (1.25). For larger δ/h the smoothing correction is important, and the discretization correction is negligible. As δ/h increases, the remaining smoothing error becomes significant.
