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Summary 
In this paper the distribution of sample autocorrelations from ARIMA 
processes is approximated by transforming the autocorrelations into 
quadratic forms in normal variables. Then the approximation technique 
from SNEEK and SMITS (1990) is used which is particularly accurate if 
the quadratic form is dominated by only a few terms. This happens to 
be the case e.g. for random walks or models with autoregressive 
parameters near the non-stationarity region and these are precisely 
the type of processes were many other approximations tend to loose 
accuracy. 
1. INTRODUCTION 
Sample autocorrelations are important for identifying autoregressive-moving 
average models or to distinguish stationary time series from non-stationary 
ones, e.g. a random walk from an AR(1) process. It is well known that the 
exact distribution can be obtained using the results of IMHOF (1961), see 
also SNEEK (1983) and ALI (1984) and see FAREBROTHER (1990) for a computer 
program. Unfortunately, computation of the exact distribution requires 
knowledge of the individual eigenvalues of a matrix or at least the tridiago-
nalization of a matrix, see PALM and SNEEK (1984). As f ar as we know this is 
for the case of sample autocorrelations a process of ö(n ) arithmetic 
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operations and requires 0(n ) memory locations for data storage and thus can 
be computationally demanding. 
In SNEEK (1983) approximations are 'considered that do not require knowledge of 
the individual eigenvalues, but especially in cases of near. non-stationarity 
the reliability of these approximations is seriously in doubt. 
Some approximations studied in ALI (1984) are considerably more accurate, but 
for those one needs to calculate exact moments of the sample autocorrelations 
up to the fourth order, a task comparable to the computation of the exact 
distribution. Furthermore, the random walk is not included in Au (1984) and 
the quality of the approximations deteriorates if one moves the autoregressive 
parameters towards the non-stationarity region. 
In this paper the problem of approximating the exact distribution is tackled 
as follows. After transforming the autocorrelation into a quadratic form, we 
compute the first two moments of the quadratic form using formulae that 
require only O(n) arithmetic operations. Then we use a sort of generalized 
power method, see SNEEK and SMITS (1990) (further referred to as SS), to 
compute a small set of dominating (largest in absolute value) eigenvalues, 
again using only O(n) arithmetic operations. Finally the distribution of the 
quadratic form is approximated using the dominating eigenvalues and using the 
normal distribution to replace terms that correspond to small eigenvalues. 
2. DISTRIBUTIONS OF SAMPLE AUTOCORRELATIONS 
Let yi>y2v>3'n be a sample from a process satisfying the stochastic 
ARIMA difference equation 
<P(L)yt = e(L)et, 
where (p(L) = l-(p1L-... -<ppLp, ö(I) = l - ö 1 I - . . . ö g £ ? and L is the backshift operator 
working on t. Furthermore, assume E(yt)=fi and take the sequence {et} as 
normally distributed with independent zero mean components et having variance 
ae. The lag k autocovariances are defined by 
-. n - k .. n 
t = i t = i 
where k = 0,l,...,n-l. The lag k autocorrelations can now be expressed as 
rk = ck/Co-
Let M = In-n U with / „ the n by n unity matrix and U a matrix containing ones 
only, then MY=(y1-y,...,yn-y)' = Y if y=(y 1 , . . . , y n ) ' . We define the symmetrie 
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matrix Qk by setting ck = Y'MQkMY/n. The probability Pr(rfc<r) can be written as 
F(r) = Pr(rfc<r) = Pr(Y'M(Qk-rQo)MY<0) = Pr(v'L'M(Qk-rQo)MLr}<0) = 
P r ( O i x ? ( l ) < 0 ) = P r ( O , X ? ( l ) + ^ m + i A J X ? ( l ) < 0 ) , (2.1) 
where LL' = V = EYY', the variance matrix of Y (e.g. L may be the cholesky 
decomposition of the variance matrix) and {Xj(l)}j are a set of independent 
variables, each having a chi-square distribution with one degree of freedom. 
The Aj's are the characteristic roots of the matrix L'M(Qk-rQ0)ML and r\ is a 
normally distributed vector with unity variance matrix. Without loss of 
generality one may assume that the set {|AJ-|}J-21 is sorted in decreasing 
order. 
If 4>(L) = 1-L and Ö(L)=1 (the random walk process), then sample autocorrelations 
are defined exactly the same. To get an expression as in (2.1) there is the 
complication that Y does not have a variance matrix, but this can conveniently 
be solved by assuming an initial value y0 (see DEGOOIJER (1980)). Up to a 
proportionality factor the variance matrix of Y then equals FF' where F is a 
lower triangular matrix having all its non-zero elements equal to one. The 
extra condition y0 drops out in (.2.1) because of multiplication by the matrix 
M. 
For stationary ARMA processes the asymptotic distribution of rk is normal, see 
e.g. Box and JENKINS (1976), but for fixed n the normal approximation becomes 
less accurate if processes are considered of which the parameters approach the 
non-stationarity region. What actually happens in the latter case is that 
only very few terms in (2.1) tend to dominate the series SIXJ\J{1), i-e. the 
sequence {Xj} dies off to zero rather quickly. We found ample numerical 
evidence for this phenomenon and it is due to the distribution of the eigen-
values of the variance matrix of ARMA processes, which can be deduced from the 
power spectrum of ARMA processes that gives an indication of the asymptotic 
distribution of these eigenvalues, see FULLER (1976) chapter 4 or GRAY (1980), 
or see table 1 in AHTOLA and TIAO (1984). If few eigenvalues dominate, 
expansions for the distribution of the quadratic form can be expected to work 
reasonably only if at least third or higher order moments are used, which is 
not very attractive in terms of computation load. In ALI (1984) the density of 
rk is approximated directly rather than the corresponding quadratic form using 
Pearson distributions and Edgeworth expansions, but then the exact moments of 
rk are needed, an ö(n ) process. Approximations for these moments based on 
Taylor expansion of the ratio do not work satisfactorily, see SNEEK (1983) or 
AHTOLA and TIAO (1984). 
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In this paper we approximate the quadratic form W = E"XJXJ{1) in (2.1) for the 
stationary ARMA case as follows. First a set of, say m, dominating eigenvalues 
of the matrix B = L'M(Qk-rQ0)ML in (2.1) is found and secpndly the traces 
EXj = tr{B) and EX^tiiE?) as described in SS are computed. Approximating 
Em+1XjXj{l) by a normally distributed variable, the probabüity in (2.1) can 
be computed by numerically evaluating 
= 1 1 f s in 6>(tt) d u 
v
 ' 2 TT J « p(u) v ' 
where 
m 
ö(«) = 7EOrcts(tyo) + ^ « 
p(t«) = Jlil+Xtfy exp V«2 , 
j=l L J 
m m 
Ai = tr(f l)- £ Ai , a2 = 2 tr(fi2)-2 J] A^  
Exact probabilities are obtained if m = n and evaluation of the integrand is 
considerably faster if m is small compared to n. Also, if approximations 
{XjYj-! are substituted for {Aj}™=1 then (2.2) is still usable, and essen-
tially corresponds to a variable with the correct first and second moments. 
The integrand in (2.2) can be considered to contain the second order Taylor 
expansion of the characteristic function of É!^+1\JXJ{1) and the exact charac-
teristic function of £™AjXj(l), and this can be expected to work well if the 
Taylor expansion is reasonable over the relevant range over which integration 
takes place. If integration is carried out over the interval [0,U], a Taylor 
expansion is valid if |Am+1 |<l/f7 and 'probably' improves if further terms of 
the expansion are added. Notice however that third or higher order expansions 
do not lead to proper characteristic functions, see MARCINKIEWICZ (1938). 
For a stationary ARMA process the computations can be done as follows. 
The dominating eigenvalues are found from iterations x,+1 = 5x,-, i = l,2,..., 
where x1 in the sequence is drawn randomly from a spherically symmetrie 
distribution and where the iterations are restarted several times (see SS). 
Let the lower triangular band matrix P = {pij) be defined by 
Pij = l if i-j = 0 
Pij=-<Pk if i-j = k, t>max(p,g) + l, k = l,...,p 
Pij = 0 otherwise. 
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Clearly the matrix PVP' is a band diagonal matrix if V is the variance matrix 
of Y, and also the matrix PL is lower triangular band if L is the cholesky 
decomposition of V. Note that P is defined such that the principles described 
in ANSLEY (1979) to evaluate the likelihood function are valid. Slight 
variations on P work equally well, e.g. it is not necessary to have 
t>max(p,9) + l in the second line of the definition of P. It is possible to 
construct a decomposition along the lines in DICKINSON (1980) as well. 
Although the matrix P~ is not a band matrix, a multiplication w = P~ v can 
still be performed in O(n) operations because one would simply solve the 
system Pw=v recursively; the same is true for a multiplication w = (P')~ v. It 
therefore follows that a multiplication Vx, x any vector, is an ö(n) process. 
The iteration xi+l = Bxt can be written as 
Bxi = (PLYlP'fMiQt-rQriMP-^PVxi. (2.3) 
As multiplying by M or Qk is clearly 0(n), it follows that each iteration 
takes ö(n) operations (approximately 2(p+q)+9 multiplications per iteration). 
We remark here that in practice we usually need somewhere between 30 and 40 
iterations to find the necessary eigenvalues. 
To find tr(fl) and tr(B ) one has, writing Q* = Qfc-röo 
tr(B) = tT{L'MQ*ML) = tr(Q*MVM) 
tr(#2) = ti(Q*MVMQ*MVM). 
Notice that these expressions can easily be obtained from the covariances 
Cov(ck,c0) and vice versa. Formulae for these covariances for ARMA processes 
with some roots possibly on the unit circle ('ARUMA' models) have been derived 
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in ANDERSON and DEGOOIJER (1988). However, their formulae contain ö(n ) terms, 
so we prefer to evaluate tracé expressions directly without bothering about 
analytic expressions. 
If o, denotes the column with row averages of V and a„ is the average of all 
elements of V, then 
MVM = V-io\-oi'+o,u', 
i being a vector with ones, so any element of MVM can easily be obtained 
explicitly. The vector o can be obtained in ö(n) operations because rows of 
V, a Toeplitz matrix, are very similar to neighbouring rows. It is not 
difficult to see that Xx(Q*MVM) is equal to a linear combination of the sum of 
the elements of three diagonals of MVM. 
For any vector a, let Q*a = a, so for instance Q*Om — a.. One may verify that 
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tr(Q*MVMQ*MVM) = tr({Q*V-ia[-o/+aJt'){Q*V-i(T[-c/+aJiY) = 
= tT(Q*VQ*V+2V(-2ïa[+aJi')) +2(a'tf+ 
+ 2(a[S_)(t"t)-i<rJ<r'Z){i'i)+aJi'T)2. (2.4) 
As V twa.es a vector is an 0(n) operation as described earlier, it follows that 
in (2.4) all terms require only ö(n) operations, except perhaps ti(Q*VQ*V], 
but we show below that the latter expression can also be reduced to ö(n). 
If the matrix V shifted upward k positions and padded with zeros at 
the bottom is denoted by F*, and similarly V shifted downward k positions 
and padded with zeros at the top by V , then one finds 
2tT(Q*VQ*V) = tr((F*+V* -2rV)(V* +V* -2rV)) « 
tt{2V*V* + 4r2W+2V*V*-8rW*) (2.5) 
because tr( V V ) = ti(V *V*) and tr(W*) = tr(FK*). The expression tr(W) can be 
found in 0(n) operations as it is simply the sum of the squares of all 
elements of V: 
tv(W) = n^+2nj {n-j)p2-, (2.6) 
i = i 
where the tj-th element of V equals pm if \i-j\ = m. To find tr(F v ) consider 
the following two sequences, both containing the same number of elements 
{Pn-liPn-2 "• Pik — Po — Pn-2k-l) 
{Pn-2k-liPn-2k-2 — Po ••• Pik ••• Pn-l}-
After computing products of terms in equal positions in the upper and lower 
sequence, tr(7TVT) can be computed by first summing the first n-k products and 
then 'moving the sum to the right', i.e. a term at the front is deleted and a 
term at the right hand side is added. Obviously in this way one has an ö(n) 
process. 
To find tr(W ) = tr(V V) one may similarly consider the sequences 
{Pn-l,Pn-2 — Pk — Po ••• Pn-k-l) 
{Pn-k-liPn-k-2 — Po — Pk ••• P n - l h 
sum n products at the left and then 'move the sum to the right'. 
Finally, to find ti(V V ) we note that this equals tr(PV) if n is replaced by 
n-fc, so 
t r ( F V ) = (n-fc)Po+2 £ {n-k-j)p). (2.7) 
i = i 
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For the random walk process the principles above remain largely unchanged, 
though at several instances it" is possible to find the summations 
analytically. 
The matrix P is defined as bef ore taking 4>i = l. It is now however not necessary 
to insert additional P's in the iterations dr in the tracé expressions as the 
variance matrix V can be written as V = P~ (P~ ) ' . 
For the j-th row average {a)j and the overall average a,, of V one finds 
(<Oj = i-Ji(i-i)/n 
CT. = ±n(n+l)(2n+l)/n2. 
Defining Q*a = a as bef ore it follows for the random walk 
tr(B) = tT{Q*MVM) = (n-k)(n-k + l)-rn(n+l)-2(a[i)+aji'i). (2.8) 
For the computation of tr(B ) one concludes from (2.4) that only XT{Q*VQ*V) 
needs further processing. For tr(FF) in (2.5) one obtains straightforwardly 
tv(W) = -n(n+l)(n2+n+l). (2.9) 
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To find tr(V V ) one may use (2.9) and replace n by (n-k). 
We have computed tr(V V) through decomposition of F as follows 
V* = V+A2-A3-A4, (2.10) 
where A2 is an upper triangular matrix with k's above the main diagonal, A3 
is an upper triangular matrix with tj-th element k-(j-i) for i+l<j<i + k and 
zeros elsewhere, and J44 is a matrix containing the row vector [ l ,2, . . . ,n] on 
the last k rows and zeros elsewhere. After some tedious calculations it 
follows from (2.10) that 
tr(FV) = tT(W)+tT(A2V)-tT(A3V)-tT(A4V) = 
- n ( n + l ) ( n 2 + n + l ) + -kn(n-l)(n+l) -
6 6 
* 
-k{k-l)(n2+n) - fc(ifc-l)(Jfc+l)(4n+2-k)/24 
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•• 
-kn(n+l)(2n+l) - k{k-l)(k+l)(4n+2-k)/24 
-n{n+l)(n2+n+l) - kn( n+l)(2n+3Jfc + l)/12 + Jfc(fc2-l)(4n-&+2)/12. (2.11) 
To find tr(F V ) we have decomposed V as 
V = (1...1)'(1 2 . . . n)-B 
where the ij-th element of the upper triangular Toeplitz matrix B equals m if 
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j-i = m, m = l , 2 , . . . , n - l and zero elsewhere. One finds for k<n/2 
t r ( F V ) = -(n-k)2(n-k + l)2 - {n-2k-l)(n-2k){n-2k+l)(n-2k+2)/12 (2.12) 
4 • 
and for k>n /2 
t r ( F V ) = -(n-k)2(n-k+lf. (2.13) 
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3. SOME NUMERICAL COMPARISONS 
In this section we compare the exact distribution of rfc with the approxi-
mations considered in the previous section. We report results for lags k = 1 and 
fc = 5 and for sample sizes n = 30 and n = 50 as this makes the figures comparable to 
those in SNEEK (1983) and to some extent in ALI (1984). The following models 
have been selected for illustration. 
1- yt = <h>t-i+£t, <P = .9,-.9 
2. yt = yt-i+£ti t n e random walk model 
3. yt = <Pyt-i+£t-0£t-i, 4> = -9 ö = .3,.6 
4. y t = e t-Ö£ t_1, 0 = . 7 , - . 7 . 
All these models have been considered in SNEEK (1983) and in ALI (1984) except 
for the random walk. For each combination of model, sample size and lag we 
computed percentile points of the exact distribution F(r) of rfc corresponding 
to the values 0.01, 0.025, 0.05, 0.95, 0.975 and 0.99 using a root finder and 
a tolerance of 0.0001 in the argument r. These percentile points are often 
used in practice and they should give enough evidence on the applicability of 
the approximations. 
Both for computation of the exact distribution and of the approximations we 
use an integration error and a truncation error of 0.00001 (for details we 
refer to SS). 'Exact' eigenvalues are computed using Standard computer 
algorithms. Approximating the set of dominating eigenvalues is done exactly as 
described in SS; from our results we decided to take m = 8 in (2.2). As a 
measure of accuracy we report the values of 6 = (l-r^Aj)//7™(l+2.5AJ) as in SS. 
Obviously the approximations depend on how well the dominating set of eigen-
values is determined by the generalized power method and, as that method 
depends on several settings, we decided to report the approximations to the 
probabilities both obtained when the exact values of the m dominating eigen-
values are used and when approximating values are used. The value of 6 is also 
reported when exact eigenvalues and when approximating eigenvalues are used 
for its computation. 
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In table 1 and table 2 we report results for sample sizes n = 30 and n = 50. In 
the first column the value of k is given, the lag for which autocorrelations 
are computed, in the second column we report the arguments r of F(r) only 
because it may be easier for others to compare there results. with ours; note 
that in SNEEK (1983) the last decimal place in this column may sometimes 
differ from the ones listed here due to a different stopping criterion. The 
following columns contain respectively the exact probabilities (Exact), the 
approximating probabilities when m = 8 in (2.2) but using the exact eigenvalues 
(Exact2), the approximating probabilities when m = 8 in (2.2) but using the 
eigenvalues as computed from the generalized power method (Approx), and in the 
next columns the value of <S as computed from exact eigenvalues and from 
approximated eigenvalues ('Sappr'). In the last columns we report the number 
of iterations needed to approximate the eigenvalues, and the approximations 
from the fifth minus the exact probabilities from the third column (only 
reproduced as an aid for interpretation of the results). Note that the major 
bulk of the computations comes from the iterations to approximate the eigen-
values. 
We refer to the fourth column as 'Exact2' because we use exact eigenvalues and 
this approximation can indeed easily be made 'exact' by increasing the value 
of m; its usefulness as approximation is of course limited as exact eigen-
values are used (an ö(n ) process), but in this case we interpret Exact2 as a 
yardstick for Approx. 
From the tables the approximations seem to be quite good for the random walk 
and for the AR(1) models and still quite reasonable for the ARMA(1,1) model 
with 0 = .3 . Even for The ARMA(1,1) model with ö = .6 the criterion in the tables 
in ALI (1984) of 'deviating less than 0.005 from the true probability' is 
satisfied. In general one could say that the effect of approximating eigen-
values on the approximation (Exact2- Exact) is usually confined to the last 
decimal place if the approximation works well, but may affect the third 
decimal in the MA models where we have much less accuracy anyway. The impli-
cation is that if one uses 8 dominating eigenvalues one wül not loose much by 
substituting approximating values for them. 
We note that similar to the results in SS, the generalized power procedure 
works most accurately if few eigenvalues dominate, i.e. if the column 6 
contains small values. Also, in practice the column 8 is not available as the 
eigenvalues are not available, but the approximating values Sappr are accurate 
enough as to serve as indicators for the degree of accuracy that is obtained. 
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From the tables and the results in SS we recommend that if 6 is less than 
0.002 then the approximation can be taken as accurate enough for practical 
purposes. There is no need to kno'w a priori whether or not few eigenvalues 
dominate the quadratic form as the user is warned automatically, though of 
course for a given specific ARMA model it may turn out that the approximation 
is possibly inaccurate. For the MA(1) models this actually is clearly the 
case. As the number of iterations is quite of ten already near to 40 (for n = 30 
there is an average of 36 and a Standard deviation of 5.0 iterations, for n = 50 
the average is 35 with Standard deviation 4.8), we do not in general recommend 
to increase the value of m automatically. However, we have computed similar 
tables using m = 12 with the result that the average number of iterations 
increases to 44 with Standard deviation 6.8 for n = 30, and average 41 with 
Standard deviation 5.5 for n = 50. Except for the MA models, the value of Sappr 
always drops below 0.002 and the approximation error of the probabilities is 
always less than 0.005. 
For the MA models we report some results for m = 12 and n = 50 in table 3. Certain 
approximations indeed improve drastically, but others remain more or less the 
same. A disadvantage for taking m = 12 is obviously that on average the number 
of iterations increases, which was the bulk of the computation load already. 
From the results in SS one may hope that for m = 12 the approximation errors 
will always be less than around 0.01 and less than around 0.013 for m = 8, the 
indicator warns the user however whether such an error is likely to happen. In 
the next section we indicate a way to improve accuracy at the cost of an ö(n ) 
operation. 
We conclude this section with the observation that in a sense our approxi-
mation is complementary to the approximations in ALI (1984): the better his 
approximation works, the worse ours does and vice versa (note especially the 
AR and MA models). Of course, our method has the additional advantage of being 
an O(n) method. 
4 . CONCLUDING REMARKS 
It seems that for many ARMA models, especially those with parameters near the 
non-stationarity region, only very few terms seem to dominate the distribution 
of sample autocorrelations. This makes it attractive to use the method in SS 
to approximate the distribution of these autocorrelations, especially as their 
method is an 0(n) method for this specific situation. From the tables it seems 
indeed that quite often the approximations are accurate enough for practical 
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applications. Furthermore, the procedure automatically provides an indicator 
from which the accuracy of the approximation may be assessed. 
From the tables and from other not reported simulation results we recommend to 
restrict the set of dominating eigenvalues somewhere bètween . m = 8 or m = 12 
members, thus limiting the computational burden. We note here that in accord-
ance with SS the generalized power method to compute eigenvalues is inherently 
approximative. We have not yet been able to improve this power method without 
dramatically increasing the computation load; the suggestion in SS to use 
Bauer's method to find eigenvalues seems not to work satisfactorily as the 
total number of iterations becomes very high. Fortunately, the generalized 
power method often works well enough to approximate the distribution of 
quadratic forms. 
The results in this paper are easily extendable in regression models to 
Durbin-Watson and related statistics testing against any lag autocorrelation 
and to tests for regression coefficients, especially if the disturbances are 
from ARMA processes. The reason is that if the matrix M in (2.1) is replaced 
by I-X(X'X)' X' where X is the matrix with regressors, then all procedures 
remain ö(n). 
In AHTOLA and TIAO (1984) the distribution of the score in nearly 
non-stationary AR(1) models without intercept is considered. For this 
particular case the number of operations in their procedure does not depend on 
n and thus is essentially faster than ours. It is however precisely under 
these circumstances that our approximation works very well but is not 
restricted to this specific case. We were actually able to find a simple 
analytical expression, the zeros of which are the eigenvalues needed for the 
exact distribution and theref ore our procedure could be further reduced to 
0(1) as we only need to solve the m dominating eigenvalues. However, we 
considered their problem to be too specific for this paper to be included. 
In EVANS and SAVIN (1981,1984) the distribution of the least squares esti-
mator of the coëfficiënt in a (near-)nonstationary or nonstable first order 
difference equation is considered and also SATCHELL (1984) suggests some 
approximations for the nonstable case. From the eigenvalues of the variance 
matrices of the observations it can be expected that our approximation 
procedure works particularly well in these cases. Perhaps also the distri-
bution of the test considered in KIVIET and PHILLIPS (1990) can for certain 
hypotheses be well approximated. These applications will be examined in a 
subsequent paper. 
For all applications there remains the problem that the approximation sug-
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gested in this paper does not always lead to satisfactory results, even if the 
user is offered an indicator to wam against inaccuracy. In another paper we 
• 2 
try to improve performance at the cost of an ö{n ) operation. This can be done 
because if iterations as in (2.3) are 0(n) operations, then sums of powers of 
s ' 2 
eigenvalues E\j for any s can be computed in 0(n ) operations. Our approxi-
mation does not work properly if the eigenvalues are not dominated by a few 
terms, but precisely in that case one would expect that inclusion of terms 
with EXSj for s = 3 will increase accuracy sufficiently as the range of inte-
gration in (2.2) is relatively small and inclusion of such terms is essen-
tially adding terms of a Taylor expansion. We note finally that if ö(n ) 
operations are allowed, then the distributions of a much wider range of 
statistics can be approximated by the method in this paper. 
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TABLE 1 
n=30 r Exact Exact2 Approx S c °appr Exct-Appr 
.3117 .0100 .0099 .0102 .0000002 .0000002 43 -.0002 
k=l .3961 .0250 .0251 .0253 .0000003 .0000003 45 -.0003 
<p=.9 .4649 .0500 .0503 .0504 .0000007 .0000007 38 -.0004 
.8876 .9500 .9482 .9482 .0009296 .0008082 30 .0019 
. 9030 .9750 .9734 .9734 .0013179 .0011958 30 .0016 
.9176 .9900 .9888 .9887 .0017555 .0016055 29 .0012 
-.4261 .0100 .0102 .0103 .0000003 .0000002 34 -.0003 
k=5 -.3539 .0250 .0254 .0254 .0000005 .0000005 36 -.0004 
Cp^s , j 
-.2877 .0500 .0503 .0503 .0000006 .0000006 35 -.0003 
.4536 .9501 .9499 .9497 .0000162 .0000206 35 .0004 
.4924 .9750 .9749 .9749 .0000190 .0000191 28 .0001 
.5269 .9900 .9899 .9898 .0000209 .0000236 35 .0002 
-.9629 .0099 .0107 .0107 .0009126 .0007087 30 -.0008 
k=l -.9541 .0250 .0262 .0262 .0007324 .0006739 28 -.0012 
(pa*-, 9 
-.9446 .0497 .0511 .0512 .0005252 .0004880 30 -.0014 
-.6198 .9500 .9498 .9497 .0000003 .0000002 41 .0003 
-.5587 .9750 .9749 .9749 .0000001 .0000001 43 .0001 
-.4812 .9900 .9900 .9900 .0000000 .0000000 40 -.0000 
-.8175 .0100 .0102 .0102 .0000483 .0000488 26 -.0002 
k=5 -.7878 .0250 .0252 .0252 .0000447 .0000454 26 -.0002 
cp=-.9 -.7533 .0500 .0502 .0523 .0000390 .0001343 25 -.0023 
.0903 .9500 .9500 .9500 .0000000 .0000000 42 .0000 
.1772 .9750 .9749 .9749 .0000000 .0000000 41 .0001 
.2716 .9900 .9899 .9899 .0000000 .0000000 41 .0001 
.3845 .0100 .0100 .0100 .0000000 .0000000 45 -.0000 
.4704 .0250 .0251 .0251 .0000000 .0000000 38 -.0001 
k=l .5396 .0500 .0503 .0503 .0000001 .0000001 48 -.0003 
(p-1. .9136 .9501 .9490 .9489 .0002595 .0002375 29 .0011 
.9239 .9751 .9742 .9741 .0003088 .0002688 33 .0010 
.9337 .9900 .9893 .9893 .0003141 .0002432 28 .0007 
-.3773 .0100 .0100 .0102 .0000000 .0000000 35 -.0002 
-.2960 .0250 .0251 .0252 .0000000 .0000000 36 -.0002 
k=5 -.2211 .0500 .0500 .0500 .0000000 .0000000 36 -.0001 
< p = l . .5230 .9500 .9499 .9499 .0000068 .0000068 33 .0001 
.5466 .9750 .9750 .9750 .0000076 .0000077 25 .0001 
.5670 .9900 .9899 .9899 .0000080 .0000081 33 .0001 
.0354 .0100 .0098 .0099 .0000017 .0000016 34 .0001 
k=l .1284 .0250 .0250 .0251 .0000021 .0000024 39 -.0001 
tp=.9 . 2083 .0500 .0505 .0505 .0000036 .0000036 39 -.0005 
0=.3 .8141 .9500 .9470 .9467 .0029252 .0028054 36 .0032 
.8407 .9749 .9722 .9721 .0042569 .0040092 34 .0029 
.8663 .9900 .9886 . 9886 .0054127 .0053485 37 .0015 
m-8 approximated eigenvalues 
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TABLE 1 cont. 
n=30 r Exact Exact2 Approx S *appr Exc-Appr 
-.3835 .0100 .0108 .0109 .0000043 .0000033 36 -.0010 
k-5 -.3181 .0250 .0257 .0262 .0000048 .0000040 39 -.0012 
cp=.9 -.2593 .0500 .0509 .0509 .0000055 .0000056 40 -.0010 
0-.3 .4122 .9501 .9493 .9492 .0001047 .0001077 41 .0009 
.4551 .9750 .9743 .9742 .0001316 .0001320 29 .0008 
.4950 .9900 .9894 .9879 .0001512 .0002560 30 .0021 
-.2481 .0100 .0099 .0100 .0000527 .0000550 41 .0000 
k=l -.1724 .0250 .0248 .0249 .0000601 .0000611 43 .0001 
«P-.9 -.1051 .0500 .0504 .0505 .0000695 .0000699 44 -.0005 
0=.6 .5990 .9499 .9455 .9452 .0040539 .0036824 36 .0048 
. 6498 .9750 .9728 .9705 .0047327 .0048784 38 .0045 
. 7020 .9900 .9879 .9877 .0054349 .0056650 39 .0023 
-.3598 .0100 .0105 .0109 .0002186 .0001944 42 -.0009 
k=5 -.3017 .0250 .0253 .0260 .0002521 .0002695 43 -.0010 
<p=.9 -.2502 .0500 .0525 .0527 .0003115 .0003172 44 -.0027 
Ö-.6 .3178 .9500 . 9468 .9467 .0020503 .0019983 36 .0033 
.3645 .9750 . 9718 .9717 .0022981 .0022360 36 .0033 
.4133 .9900 .9872 .9863 .0025699 .0029572 35 .0037 
-.7106 .0100 .0102 .0106 .0066632 .0069523 39 -.0006 
k=l -.6758 .0250 .0270 .0278 .0073309 .0079951 39 -.0028 
e=.7 -.6440 .0500 .0540 .0546 .0080249 .0079529 39 -.0046 
-.2123 .9500 .9489 . 9485 .0008960 .0009272 35 .0015 
-.1638 .9750 .9736 .9733 .0008576 .0008788 33 .0017 
-.1068 .9900 .9881 .9879 .0008495 .0008712 31 .0021 
-.4270 .0100 .0092 .0092 .0008256 .0008277 36 .0008 
k«5 -.3655 .0250 .0264 .0266 .0009798 .0009810 35 -.0016 
Ö-.7 -.3104 .0500 .0514 .0514 .0010738 .0010534 37 -.0014 
.3063 .9500 .9474 . 9472 .0012003 .0012164 37 .0028 
.3613 .9750 .9750 .9746 .0008689 .0009133 35 .0004 
.4228 .9900 .9917 .9915 .0006060 .0006241 33 -.0015 
.0603 .0100 .0114 .0123 .0005814 .0006617 30 -.0023 
k=l .1179 .0250 .0260 .0272 .0005867 .0006712 31 -.0022 
e=-.i .1667 .0500 .0507 .0520 .0006150 .0006941 33 -.0020 
.6100 . 9500 .9462 .9437 .0070916 .0072353 39 .0063 
.6433 .9750 .9710 .9708 .0072987 .0074692 39 .0041 
.6797 .9900 .9904 .9878 .0067014 .0066466 39 .0022 
-.4633 .0100 .0080 .0081 .0005535 .0005686 34 .0019 
k=5 -.4048 .0250 .0246 .0249 .0008310 .0008623 35 .0001 
ff— .7 -.3524 .0500 .0520 .0523 .0010888 .0011218 36 -.0023 
. 2436 .9500 .9467 .9465 .0011558 .0011721 35 .0035 
.2973 .9750 .9761 .9736 .0008735 .0008495 34 .0014 
.3576 .9900 .9907 .9904 .0007441 .0008224 36 -.0004 
m*=8 approximated eigenvalues 
TABLE 2 
n=50 r Exact Exact2 Approx S *ippr Exct-Appr 
.5096 .0100 .0100 .0100 .0000019 .0000019 33 -.0000 
k=l .5695 .0250 .0250 .0250 .0000021 .0000021 34 -.0000 
<p=-.9 .6178 .0501 .0502 .0502 .0000025 .0000025 41 -.0001 
.9132 .9501 .9491 .9490 .0004633 .0004103 30 .0011 
.9250 . 9748 .9740 .9740 .0007069 .0004964 29 .0009 
.9365 .9899 .9893 .9893 .0010589 .0009734 29 .0006 
-.2631 .0100 .0102 .0102 .0000004 .0000004 44 -.0002 
k-5 -.1867 .0250 .0251 .0251 .0000006 .0000007 37 -.0001 
ijp=. 9 
-.1172 .0500 .0502 .0503 .0000011 .0000013 36 -.0003 
.6036 .9500 .9492 .9491 .0005959 .0006073 30 .0009 
.6460 .9750 .9740 .9734 .0007559 .0009743 30 .0015 
.6870 .9900 .9893 .9891 .0009987 .0010490 26 .0009 
-.9614 .0100 .0105 .0105 .0007991 .0010220 39 -.0005 
k=l -.9532 .0251 .0258 .0258 .0005358 .0004124 34 -.0008 
<p~-.9 -.9447 .0498 .0507 .0507 .0003517 .0002442 35 -.0009 
-.7051 .9500 .9498 .9498 .0000011 .0000011 39 .0002 
-.6623 . 9750 .9750 .9749 .0000010 .0000010 27 .0001 
-.6078 .9900 .9900 .9899 .0000008 .0000008 35 .0001 
-.8336 .0100 .0108 .0113 .0009540 .0012427 28 -.0013 
k-5 -.7991 .0250 .0259 .0259 .0007943 .0008185 29 -.0009 
(p=- .9 
-.7632 . 0499 .0505 .0505 .0007004 .0007042 30 -.0006 
-.0460 .9500 .9498 . 9497 .0000007 .0000005 31 .0003 
.0357 .9750 .9749 .9749 .0000003 .0000003 34 .0001 
.1264 .9900 .9900 .9900 .0000002 .0000002 34 -.0000 
. 6002 .0100 .0100 .0100 .0000000 .0000000 36 -.0000 
k=l .6599 .0250 .0250 .0250 .0000000 .0000000 42 -.0000 
<p=l. .7069 .0500 .0501 .0501 .0000001 .0000001 43 -.0001 
.9482 .9500 .9496 .9496 .0000730 .0000592 28 .0004 
.9547 .9750 .9746 .9746 .0000872 .0000655 29 .0004 
.9609 .9900 .9898 .9898 .0000930 .0000779 29 .0003 
-.1593 .0100 .0100 .0100 .0000000 .0000000 42 -.0000 
k=5 -.0653 .0250 .0251 .0251 .0000000 .0000000 32 -.0001 
<P=1. .0207 .0500 .0503 .0503 .0000000 .0000000 32 -.0003 
.7228 . 9501 .9496 .9495 .0001674 .0001764 25 .0006 
.7449 .9750 .9745 .9744 .0002059 .0001908 25 .0006 
.7652 .9900 .9895 .9894 .0002337 .0001968 25 .0006 
.2446 .0100 .0101 .0101 .0000070 .0000071 27 -.0001 
k-1 .3199 .0250 .0251 .0251 .0000081 .0000084 28 -.0001 
<p=. 9 .3832 .0500 .0502 .0502 .0000096 .0000096 26 -.0002 
e=.3 .8432 .9500 .9482 .9481 .0018322 .0015615 36 .0019 
.8647 .9751 .9734 .9734 .0028461 .0026256 36 .0017 
.8856 .9900 .9890 .9890 .0042472 .0039781 38 .0010 
m-8 approximated eigenvalues 
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TABLE 2 cont. 
n-50 r Exact Exact2 Approx 6 *appr Exct-Appr 
-.2427 .0100 .0104 .0104 .0000018 .0000018 40 -.0004 
k-5 -.1773 . .0250 .0253 .0253 .0000027 .0000029 40 -.0003 
<p=.9 -.1183 .0500 .0502 .0503 .0000042 .0000044 39 -.0003 
0-.3 .5515 .9500 .9499 .9499 .0010555 .0010652 31 .0001 
.5975 .9750 .9744 .9743 .0012016 .0012742 38 .0007 
. 6434 .9900 .9894 .9894 .0014231 .0014464 29 .0006 
-.0923 .0100 .0104 .0104 .0000831 .0000835 32 -.0004 
k=l -.0264 .0250 .0252 .0253 .0000925 .0000900 29 -.0003 
<p=. 9 .0317 .0500 .0504 .0505 .0001038 .0001110 41 -.0005 
0-.6 .6207 .9500 .9466 .9464 .0038477 .0034226 37 .0036 
.6638 .9750 .9727 .9718 .0051112 .0049635 37 .0031 
.7091 .9900 . 9882 .9880 .0066711 .0060673 37 .0019 
-.2481 .0100 .0105 .0111 .0000751 .0000684 30 -.0011 
k-5 -.1950 .0250 .0264 .0260 .0000936 .0000970 43 -.0010 
<p=.9 -.1480 .0500 .0512 .0514 .0001153 .0001063 44 -.0013 
0=.6 .4031 .9500 .9473 .9472 .0026318 .0027643 33 .0028 
.4537 .9750 . 9727 .9727 .0036004 .0033013 32 .0023 
.5083 .9900 .9889 .9889 .0040701 .0042686 34 .0011 
-.6683 .0100 .0102 .0125 .0113434 .0115154 39 -.0026 
k=l -.6390 .0250 .0285 .0298 .0119898 .0112990 39 -.0049 
e=.i -.6124 .0500 .0547 .0558 .0110812 .0114827 39 -.0058 
-.2759 .9500 .9447 . 9438 .0048778 .0051684 34 .0062 
-.2389 .9750 .9691 .9678 .0048206 .0055897 35 .0072 
-.1953 .9900 . 9846 . 9840 .0048106 .0049611 34 .0060 
-.3551 .0100 .0100 .0103 .0023929 .0025122 37 -.0003 
k=5 -.3023 .0250 .0265 .0268 .0027812 .0028446 38 -.0018 
e=.7 -.2557 .0500 .0515 .0518 .0027972 .0028846 37 -.0018 
.2533 .9500 .9493 .9489 .0037350 .0039165 39 .0011 
.2999 .9750 .9747 .9744 .0035751 .0037387 38 .0006 
.3527 .9900 .9894 .9892 .0034394 .0035895 37 .0008 
.1683 .0100 .0152 .0161 .0041836 .0049506 33 -.0061 
k=l .2123 .0250 .0306 .0310 .0041803 .0042204 34 -.0060 
e—.i .2496 .0500 .0549 .0551 .0042231 .0042805 36 -.0051 
.5922 .9500 .9443 .9442 .0104890 .0103318 39 .0058 
.6193 .9750 . 9716 .9703 .0115367 .0112184 39 .0047 
.6495 .9900 .9890 .9869 .0118326 .0111375 39 .0031 
-.3815 .0100 .0105 .0107 .0032922 .0034067 37 -.0007 
k=5 -.3301 .0250 .0252 .0253 .0035118 .0035786 38 -.0003 
B = - . l -.2847 .0500 .0506 .0507 .0037617 .0038209 39 -.0007 
.2147 .9500 .9485 .9484 .0026279 .0026597 37 .0016 
.2608 . 9750 .9754 .9752 .0023619 .0023942 38 -.0002 
.3130 . 9900 .9899 .9899 .0022478 .0022629 38 .0001 
m=8 approximated eigenvalues 
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TABLE 3 
n=50 r Exact Exact2 Approx 8 °appr Exct-Appr 
-.6683 .0100 .0106 .0128 .0056334 .0053663 39 -.0028 
k=l -.6390 .0250 .0275 .0298 .0058591 .0052966 39 -.0048 
0*=.7 -.6124 .0500 .0535 .0548 .0055615 .0056801 39 -.0048 
-.2759 .9500 .9495 .9488 .0008991 .0009687 38 .0012 
-.2389 .9750 .9743 .9729 .0008568 .0010693 47 .0021 
-.1953 .9900 .9890 .9881 .0008294 .0010172 44 .0019 
-.3551 .0100 .0106 .0114 .0006571 .0007135 36 -.0014 
k=5 -.3023 .0250 .0253 .0267 .0007372 .0006910 36 -.0017 
0=.7 -.2557 .0500 .0518 .0513 .0008045 .0008132 39 -.0013 
.2533 . 9500 .9502 .9493 .0011645 .0011833 39 .0007 
.2999 .9750 .9750 .9737 .0010301 .0009522 39 .0013 
.3527 . 9900 .9896 .9904 .0007567 .0008041 39 -.0004 
. 1683 . 0100 .0108 .0118 .0006646 .0008223 45 -.0018 
k=l .2123 .0250 .0255 .0259 .0006866 .0007370 47 -.0009 
ff—.7 . 2496 .0500 .0503 .0506 .0007212 .0007499 50 -.0006 
.5922 .9500 .9466 .9451 .0050899 .0041768 39 .0049 
.6193 .9750 .9725 .9703 .0055629 .0048434 39 .0047 
.6495 .9900 .9886 .9867 .0054294 .0048272 39 .0033 
-.3815 .0100 .0103 .0104 .0007529 .0007692 39 -.0004 
k-5 -.3301 .0250 .0249 .0251 .0008739 .0008972 39 -.0001 
0=-.7 -.2847 .0500 .0509 .0513 .0009309 .0009534 39 -.0013 
.2147 .9500 . 9482 .9490 .0008630 .0008220 39 .0009 
.2608 .9750 .9740 .9738 .0007693 .0007770 50 .0012 
.3130 .9900 .9903 .9881 .0005851 .0007550 37 .0019 
m=12 approximated eigenvalues 
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