I. Introduction
Differential equations can describe nearly all system undergone change. Many mathematicians have studied the nature of these equations and many complicated systems can be described quite precisely with compact mathematical expressions. However, many systems involving differential equations are so complex. It is in these complex systems where computer simulations and numerical approximations are useful. The techniques for solving differential equations based on numerical approximations were developed before programmable computers existed. The problem of solving ordinary differential equations is classified into initial value and boundary value problems, depending on the conditions specified at the end points of the domain. There are numerous methods that produce numerical approximations to solution of initial value problems in ordinary differential equations such as Euler's method which was the oldest and simplest method originated by Leonhard Euler in 1768, Improved Euler's method and Runge Kutta methods described by Carl Runge and Martin Kutta in 1895 and 1905 respectively. There are many excellent and exhaustive texts on this subject that may be consulted, such as [8] , [4] , [6] , [5] , and [1] just to mention few. In this work we present the practical use and the convergence of Euler method and Runge Kutta method for solving initial value problems in ordinary differential equations.
II. Numerical Method
Numerical method forms an important part of solving initial value problems in ordinary differential equations, most especially in cases where there is no closed form solution. In this paper, we shall only consider the fourth order Runge Kutta method.
Derivation of the Fourth Order Runge Kutta Method
We shall derive here the simplest of the Runge method. A formula of the following form is sought: On the other hand, using Taylor's expansion for functions of two variables, we find that 
This method (3) is undoubtedly the most popular of all Runge Kutta methods. Indeed it is frequently referred to as "the fourth order Runge Kutta method". Many numerical analyst rely on (3), because it is quite stable, accurate and easy to program.
Error Estimate for Runge Kutta Method
For all one step methods like Runge Kutta Method, the conceptually-simplest definition of local truncation error is that it is the error committed in the most recent integration step, on a single integration step. We denote the solution to the initial value problem (1) p also exist. The derivation of these bounds is not a simple matter and moreover, their evaluation requires some quantities. One of the serious draw backs of Runge Kutta method is error estimation.
Euler's Method
Euler's method is also called tangent line method and is the simplest numerical method for solving initial value problem in ordinary differential equation, particularly suitable for quick programming which was originated by Leonhard Euler in 1768. This method subdivided into three namely,  Forward Euler's method.  Improved Euler's method.  Backward Euler's method.
In this work we shall only consider forward Euler's method.
Derivation of Euler's method
We present below the derivation of Euler's method for generating, numerically, approximate solutions to the initial value problem (1) 
and is called the step size. By the above argument,
Repeating the above process, we have at point 1
Suppose that, for some value of n , we are already computed an approximate value n y for ) ( n x y . Then
The rate of change of 
Truncation Errors for Euler's Method
Numerical stability and errors are discussed in depth in [3] and [7] . There are two types of errors arise in numerical methods namely truncation error which arises primarily from a discretization process and round off error which arises from the finiteness of number representations in the computer. Refining a mesh to reduce the truncation error often causes the round off error to increase. To estimate the truncation error for Euler's method, we first recall Taylor's theorem with remainder, which states that a function ) (x f can be expanded in a series about the point
The last term of (15) 
Convergence of Euler's Method
The necessary and sufficient conditions for a numerical method to be convergent are stability and consistency. Stability deals with growth or decay of error as numerical computation progresses. Now we state the following theorem to discuss the convergence of Euler's method. To continue the proof of the theorem, we need to investigateT , the bound on the local truncation error. From (20), we have
By the Mean value theorem, we get for
The last term can be treated by the Mean value theorem to get a bound , ) ( 
III. Numerical Experiments
In order to confirm the applicability and suitability of the methods for solution of initial value problems in ordinary differential equations, it was computerized in Fortran Programing language and implemented on a macro-computer adopting double precision arithmetic. The performance of the methods was checked by comparing their accuracy and efficiency. The efficiency was determined from the number iterations counts and number of functions evaluations per step while the accuracy is determined by the size of the discretization error estimated from the difference between the exact solution and the numerical approximations.
Example 1:
The first problem considered in this illustration is the linear first order initial value problem Table 1 and Table 2 , the comparison of the methods to the exact solution and the error incurred respectively. . The results obtained shown in Table 3 and Table 4 , the comparison of the methods to the exact solution and the error incurred respectively.
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IV. Table of Results

V. Discussion of Results
We notice that in Tables 2 and 4 , the error incurred in Euler's method is greater than that of Runge Kutta method and the same time get larger as n increases. Hence Runge Kutta method is more accurate than its counterpart
Euler's method as we can see from Tables 1 and 3 .
VI. Conclusion
We have in our disposal two numerical methods for solving initial value problems in ordinary differential equations. In general, numerical method has its own advantages and disadvantages of use: Euler's method is therefore best reserved for simple preferably, recursive derivatives that can be represented by few terms. It is simple to implement and simplifies rigorous analysis. The major disadvantages of Euler method are the tiresome, sometimes impossible calculation of higher derivatives and the slow convergence of the series for some functions which involves terms of opposite sign while Runge Kutta method is a self-starting because it does not use information from previously calculated points and generally stable but error estimation remains problematic. From the problems solved using FORTRAN programing language, it is observed that a lot of useful insights into numerical solution of initial value problems have been gained. We conclude that Runge Kutta method is consistent, convergent, quite stable and more accurate than Euler's method and it is widely used in solving initial value problems in ordinary differential equations.
