The design of complex FIR filters with quantized coefficients according to a discrete mean squared error criterion in the frequency domain is revisited. In the first approach the coefficients are quantized step-by-step by recursively solving a system of linear equations. The second approach is a generalised form of the first one: The mean squared error is repeatedly minimized considering a growing number of fixed, quantized coefficients. The first approach requires the same computational burden as the design of unquantized coefficients, in contrast to the second where the higher flexibility is paid with a higher expenditure. For a considerable number of test cases the first approach and one variant of the second achieves a smaller mean squared error than the direct quantization method.
I. Introduction
Conventional FIR filter design methods, which minimize a given error criterion, yield the infinite wordlength coefficients. The error E(Ω) in the frequency domain is given by the difference of the frequency response H c (Ω) of the filter and a prescribed complex target function D c (Ω):
weighted with the real function W (Ω). Two error criteria are commonly used: the minimax criterion, which minimizes the maximum of the absolute error on a prescribed approximation domain B:
and the least mean squared error (LMSE) LMSE criterion minimizing the discrete mean squared error (MSE)
||E(Ω)||
for an arbitrary set {Ω λ |Ω λ ∈ B, λ = 1, . . . , Λ} of disjunct frequencies. For the minimax criterion the coefficients are computed by the well known MPR-program [17] , for the LMSE criterion by solving a system of linear equations [20] . For the implementation of an FIR filter in direct form, very efficiently done with digital signal processors or ASICs, the coefficients (and with it the impulse response) must be of finite wordlength w L .
The simplest way to get finite wordlength coefficients is the direct quantization method, where the infinite wordlength coefficients, obtained by one of the aforementioned filter design methods [17] , [20] , are rounded to yield quantized coefficients. As a result the corresponding errors increase and the finite wordlength coefficients are not optimal in sense of the error criterion, since these filter design methods do not take into account finite coefficient wordlength. However general experience predicts the existence of finite wordlength filters of the same order that result in smaller approximation errors.
Several contributions deal with the problem of finding the optimal finite wordlength coefficients for the minimax criterion. For finite coefficient wordlength mixed integer linear programming [11] , [15] , [16] , simulated annealing [2] and optimal or local, search methods [4] , [12] , [24] are applied. All these methods have nothing in common with the conventional infinite wordlength FIR filter design method [17] and are usually very time-consuming for large filter orders.
However, the design of finite wordlength FIR filters according to an LMSE criterion is less examined, although this error criterion is sometimes more suitable than the minimax criterion: if, for instance, in case of multirate systems the signal-to-noise ratio, as the ratio of passband and stopband energies, is an important criterion for the filter performance. An LMSE filter design minimizes the energy of the approximation error in the stopband and achieves a better signal-to-noise-ratio than a filter designed according to a minimax criterion [1] . An approach to an LMSE-design of finite wordlength FIR filters is presented in [14] , where a tree search algorithm in connection with a reoptimization procedure of the MSE is used.
This contribution focuses on the design of finite coefficient wordlength FIR filters according to an MSE criterion. To this end an LMSE complex FIR (CFIR) filter design [20] of infinite coefficient wordlength is presented for the most general case of a complex impulse response and a complex target function. Then a first approach, closely related to the direct quantization method and with the same computational burden, is developed. This method is a special case of a more general design method, which is thereafter introduced. This second, more general approach is similar to the IIR filter design method used in [10] and was successfully applied in [6] , [7] , [5] to the design of finite wordlength filters according to a constrained least squared error criterion [1] , [23] . In this approach the coefficients are quantized successively: In each iteration step one coefficient is chosen (according to a certain selection criterion) and quantized. The remaining unquantized coefficients are then used for a re-minimization of the mean squared error. Therefore the reminimization algorithm of [14] is generalized to complex FIR filters. The here proposed filter design procedures are less time consuming than the above tree search algorithm, but the resulting MSE usually exceeds that obtained by the approach of [14] .
Both presented approaches are an extension of the wellestablished LMSE filter design [20] . Hence, in contrast to most finite coefficient wordlength filter design methods the knowledge about properties of the design for infinite wordlength is fully exploited.
II. LMSE Design of CFIR Filters
The filter design problem according to an LMSE criterion [20] is to find the coefficient set, which minimizes the MSE in (3). In the most general case of an CFIR filter the impulse response h c (k), being identical to the direct form coefficient set, is complex-valued. Then the frequency response of a causal filter is given by (4) with the filter order n. Introducing (4) into (1) yields the error at the frequency Ω λ ∈ B:
Using the column vector e
and the real (imaginary) part e R (e I ) of the error vector e. With eR and eI the MSE (3) is
Next (11) is expressed in terms of
With some rearrangement
is obtained, where the matrices
and the vectors
introduced for convenience, are real-valued. With
the MSE (15) is
1 Boldface capital letters are used for matrices, boldface lower case letters for
vectors. An element of a matrix A or vector a is represented by
respectively, where k and l indicate the row and column number.
The minimization of the MSE with respect to h yields Sĥ = b, (23) where the solutionĥ represents the coefficient vector of the filter with the minimal MSE
obtained by applying (23) to (22) . Note, that although a complex approximation problem has been formulated with dc(Ω) and h c (k) being complex, all matrices and vectors in (22) and (23) consist only of real components.
In case of real filters with hI = 0, (22) reduces to
with the optimal solutionĥ R given by AĥR = bR. In the case of an CFIR finite wordlength filter the quantized coefficients h usually differ from the optimal setĥ leading to a greater MSE than in the optimal case (24) . The difference of the actual MSE (22) to the minimum one (24) can be expressed in terms of the difference coefficient vector
with (23) as
which represents a quadratic form. Hence, this difference is positive, if S is a real, symmetric, positive definite matrix [8] .
With the definition of S in (20), (16) and (17) T is applied resulting
Replacing A, B by (16), (17) and introducing yR,R = W FRxR, yR,I = W FRxI,
The non-negativity of the last expression is obvious. Thus, S is positive semi-definite [8] . If a positive semi-definite matrix is not singular, it is positive definite [8] . Hence, S is positive definite, if an optimal solutionĥ = 0 (23) exists, which is the only case of interest.
Being real, symmetric and positive definite S can be subjected to a Cholesky-decomposition [8] : 
with ∆y = R∆h = Rh − Rĥ.
Hence, to minimize (32), the length of the vector ∆y must be minimized. Replacing S in (23) with (31) gives
Introducing the latter equation into (33) yields
or for each component of ∆y, respectively,
which can be used to find recursively the optimal solution of (23). With ∆y
This system of linear equations is solved by starting with κ = m, then successively decreasing κ by one, using the already obtainedĥ[ν], ν > κ, until the complete, optimal solution for infinite coefficient wordlength is found. Note, that the solution (37) could have directly derived with (23) by using the Cholesky-decomposition (31) of S. However, the recursive approach using (36) is essential for the CFIR design method with inherent coefficient quantization, presented in the next section.
III. Recursive Quantized Least Squares CFIR Design (RQLS)
Now coefficient quantization is introduced into the recursive LMSE design method of CFIR filters of section II. To this end, (27) is replaced with
Obviously, hQ represents the optimum set of quantized coefficients, if and only if |∆y| in (32) is minimal.
In the direct quantization method (DQLS) the optimal coefficientsĥ[κ] (37) are rounded to yield quantized coefficients
for 0 ≤ κ ≤ m with rd as rounding operator. In the following approach the rounding operation is introduced in the computation process, instead of rounding all coefficients after their computation. The computation of the finite wordlength coefficients begins just the same as for infinite wordlength using (36) with κ = m:
For quantized coefficients
So h Q [m] is the same as for DQLS (39). Next, κ is set to (m-1) in (36) yielding 
This procedure is recursively repeated for the remaining coefficients by decreasing κ until κ = 0, yielding To compare the MSE of DQLS and RQLS the additional MSE |∆y| 2 (32) is deduced for both as a function of the rounding error: 
The additional MSE of DQLS is found with ∆y[κ] (33) and
In case of RQLS (47) 2 between both methods decreases the better the above assumptions (n and w L large) apply. This is not surprising, because the better the assumptions apply the closer is the case of infinite wordlength.
In the more interesting range of w L the above assumptions are no longer valid. For better insight some examples are discussed in the next section.
FIR Examples
The MSEs are plotted in In addition, numerous linear phase FIR lowpass filters have been designed with different transition band widths and filter orders n (e.g. Fig. 3 ). The differences in the MSE between RQLS and DQLS are negligibly small for all tested lowpass filters. The MSE difference is zero up to a certain filter order n (e.g. n = 53 in Fig. 3 ). Beyond this filter order RQLS leads to a little smaller or the same MSE than DQLS. For n > n0 (≈ 70 in Fig. 3 ) RQLS is sometimes worse than DQLS, but this is of no interest, because the MSE of the finite wordlength filters tends to decrease with increasing filter order n up to this certain filter order n0. Beyond n0 the MSE saturates or oscillates about a constant value. So it does not make sense to enlarge the filter order beyond n 0 to achieve a filter with smaller MSE. Similar results have been reported in [9] in conjunction with equiripple FIR filter design.
Following observations concerning n 0 are reported: 1) n 0 increases with increasing wL. 2) n0 is larger for more stringent filter specifications (narrow pass band, narrow stop band filters and/or narrow don't care regions).
For the infinite wordlength lowpass filters it is observed that there are region of n (Figs. 3) where the MSE is nearly constant (similar to [3] for an integral squared error and specified transition bands). These regions are the wider the tighter the don't care region of D 0 (Ω). Moreover, it resembles to certain properties of equiripple FIR designs in conjunction with the existence of extra ripple filter [19] . The proposed LMSE CFIR filter design methods are applicable to large filter orders n. In Fig.4 for filter order up to 1700 and Λ = 1000) the MSE of the design for infinite wordlength decreases up to n = 1600. Beyond n = 1600 the MSE increases meaning that the design does not work properly anymore. In With RQLS a method was presented, which achieves a smaller MSE than DQLS for a large percentage of test cases, even if the difference is sometimes negligible as for lowpass filters. For both methods the same computational burden is needed. Hence, even if the solution of RQLS is not globally optimal, it may advantageously be combined with global search methods, e.g. to provide better starting values.
IV. Iterative Quantized Least Squares CFIR Design (IQLS)
The RQLS method of the last section is a special case of a more general finite wordlength design method, where the successive quantization of coefficients is performed in a different order governed by certain selection strategies. A similar approach is used in [10] for the design of IIR filters.
This approach consisting of 3 steps is outlined subsequently and, further on, referred to as Iterative Quantized Least Squares (IQLS). Note, that steps 2 and 3 are repeated iteratively.
Initialization:
The MSE is minimized with (37) yielding an CFIR filter with unquantized coefficients, {h The MSE increased due to the preceding coefficient quantization is re-minimized. Note, that only the set {h 
A. Re-Minimization of MSE
Subsequently, re-minimization of the MSE in step 3 using the non-quantized coefficients {h i u [κ u ]} is described. To this end, the MSE of (22) is expressed in terms of the vectors hu, 
where bu and bQ are the parts of b related to hu and hQ, the rows and columns of S related to h u form S u , the rows and columns of S related to h Q form S Q , the rows of S related to hu and the columns of S related to hQ form Smix. The MSE (51) is minimized by setting to zero its derivation with respect to the unknown vector h u yielding
This equation is of the same kind as (23) for the original LMSE filter design. Thus, introducing fixed coefficients into the MSE reduces the order of the system of linear equation (52) by the number of fixed coefficients h i Q [κQ] compared with the original LMSE design (23) . Hence, the knowledge of coefficients leads to computational savings. S u has the same properties as S:
it is a real, symmetric and positive definite matrix and can be subjected to a Cholesky-decomposition. Note, that (52) is also obtained, if the fixed coefficients are used to modify the target function (see appendix).
To conclude, the relationship of RQLS and IQLS is elaborated. If always h i−1 u [κ u ] with the largest possible κ u is selected and quantized in step 2, IQLS and RQLS lead to the same set of quantized coefficient. In this case Su of IQLS is found by removing the last column and row of S u of the previous iteration. The matrix R u from the Cholesky-decomposition is likewise obtained by removing the last column and row, respectively, of the previous R u [8] . Thus, the system of linear equations (52) to be solved is not changed in IQLS, only the last equations belonging to h . Since the computational burden of IQLS is much higher than that of RQLS, the latter approach is always preferable as long as no other selection criterion is required.
B. Coefficient Selection Criteria
Other possible selection criteria in step 2 of IQLS are 1) smallest absolute quantization error, 2) greatest absolute quantization error, 3) smallest absolute relative quantization error, 4) greatest absolute relative quantization error, 5) smallest absolute sensitivity of the additional MSE, 6) greatest absolute sensitivity of the additional MSE, 7) smallest relative sensitivity of the additional MSE, 8) greatest relative sensitivity of the additional MSE with the quantization error ∆h
The selection criterion is indicated by the respective number (e.g. IQLS3 means to IQLS with selection criterion 3).
C. FIR Examples
DQLS, RQLS and IQLS1-8 have been applied to the design of bandstop filters specified by D0(Ω) (50) and to different linear phase FIR lowpass filters and compared with respect to the MSE:
• IQLS1 achieves for half of the test cases a slightly smaller MSE than RQLS. The MSE for IQLS2 is nearly always greater than for RQLS.
• The results of IQLS3 (IQLS4) are similar to those of IQLS1 (IQLS2).
• The MSE of IQLS5 (IQLS6) deviates little from MSE of IQLS1 (IQLS2). Hence, the absolute quantization error |∆h
| exerts a great influence to the absolute sensitivity of the additional MSE. Concluding, only IQLS1 provides an alternative to RQLS. But IQLS1 needs considerably more computation for the selection of one coefficient in step 2 and especially for the repeating minimization of the MSE in step 3 (in total m minimization procedures).
V. Conclusion
The design of complex FIR filters with quantized coefficients has been investigated. The presented methods are based on a discrete mean squared error criterion in the frequency domain. To this end, first an LMSE CFIR design procedure for FIR filters with unquantized complex-valued coefficients hc(k) has been developed along the lines of [20] .
A first approach, referred to as RQLS, is closely related to the direct quantization method (DQLS: infinite wordlength LMSE design with subsequent rounding of the coefficients). In RQLS the coefficient quantization is included in solving the system of linear equations. For both approaches, the additional mean squared error is deduced in terms of rounding errors. For a considerable number of test cases RQLS achieves a smaller mean squared error than DQLS, while requiring the same computational burden.
Next a method, which quantizes successively the coefficients, was presented (IQLS). For an appropriate selection criterion IQLS and RQLS lead to the same solution, but with significantly higher computational expenditure for IQLS. From numerous test cases with different selection criteria it appeared, that only IQLS1 is an alternative for RQLS or DQLS.
All investigated design procedures do not find the global optimum for a given coefficient wordlength. However, the results may be used as improved initial values for subsequent discrete optimization. Most interestingly, the proposed LMSE-FIR filter design methods (implemented in MATLAB) are also applicable to large filter orders n up to 1600 in the case of real linear phase FIR filters.
Further research can deal with finding more appropriate selection criteria for step 2 and testing the alignment method, where not only one but more coefficients are quantized at a time in step 2 and the mean squared error is re-minimized only once. Parallel research on the design of N th band filters (N > 2) [18] has shown that this alignment method with the coefficients fixed by h0(k) = 
leads to N th band filters with a smaller MSE than an LMSE design with appropriate frequency domain specifications and no time domain constraints, followed by the correction of the coefficients to hold (53).
Additionally, it can be examined, if IQLS is more suitable to the design of filters with powers-of-two coefficients [2] , [4] , [15] , [24] , and if an approach similar to RQLS could be applied to the design of finite coefficient wordlength filters according to an integral squared error [3] .
Then the sums are each separated into two parts, one for the already quantized coefficients, one for the remaining coefficients: 
In (55) a complex error E(Ω) is derived, whose MSE is given by (11) , which is minimized in the same way as for the original LMSE in section II, but with an appropriate matrix S of reduced order as S u in (52). Hence, the LMSE design considering fixed coefficients can be interpreted as an original LMSE design but with the modified target function D mod c
(Ω) in (56).
