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Abstract We compare measurements of the turbulent and radiative surface energy ﬂuxes from an
automatic weather station (AWS) on Larsen C Ice Shelf, Antarctica with corresponding ﬂuxes from three
high-resolution atmospheric models over a 1 month period during austral summer. All three models produce a
reasonable simulation of the (relatively small) turbulent energy ﬂuxes at the AWS site. However, biases in the
modeled radiative ﬂuxes, which dominate the surface energy budget, are signiﬁcant. There is a signiﬁcant
positive bias in net shortwave radiation in all three models, together with a corresponding negative bias in net
longwave radiation. In two of the models, the longwave bias only partially offsets the positive shortwave bias,
leading to an excessive amount of energy available for heating and melting the surface, while, in the third,
the negative longwave bias exceeds the positive shortwave bias, leading to a deﬁciency in calculated surface
melt. Biases in shortwave and longwave radiation are anticorrelated, suggesting that they both result from
the models simulating too little cloud (or clouds that are too optically thin). We conclude that, while these
models may be able to provide some useful information on surface energy ﬂuxes, absolute values of modeled
melt rate are signiﬁcantly biased and should be used with caution. Efforts to improve model simulation of
melt should initially focus on the radiative ﬂuxes and, in particular, on the simulation of the clouds that control
these ﬂuxes.
1. Introduction
Over the past 50 years, the Antarctic Peninsula has been one of the most rapidly warming regions on Earth
[Turner et al., 2005]. Associated with this warming, there have beenmajor changes in the regional cryosphere.
Most notably, some of the ice shelves fringing the eastern coast of the Antarctic Peninsula have retreated
rapidly and, in some case, disappeared entirely [Cook and Vaughan, 2012]. While basal meltingmay play a role
in controlling the viability of some ice shelves, such as those in the Amundsen Sea sector of Antarctica, it is
generally believed that the major driver of ice shelf retreat in the eastern Antarctic Peninsula is the increased
surface melt associated with rising near-surface air temperatures during the melt season [Scambos et al.,
2000; van den Broeke, 2005]. The loss of ice shelves from the eastern Peninsula has led to an increase in the
rate of discharge of grounded ice [Rignot et al., 2004], implying an increased contribution to sea level rise
from ice loss in this region. Changes in ice shelf extent may also affect bottom water production [Huhn et al.,
2008] and carbon uptake [Peck et al., 2009]. The loss of Antarctic Peninsula ice shelves thus has potential
impacts outside the Antarctic region, and it is necessary to understand the processes controlling these
changes in order to make soundly based estimates of future changes in the regional cryosphere.
Limited temperature records are available for the eastern side of the Antarctic Peninsula. Analysis of these
records shows that summer warming trends on the east coast of the Peninsula are around 3 times as large as
those on the west coast. Furthermore, summer temperatures on the east coast correlate strongly with the
strength of the circumpolar westerly winds. Marshall et al. [2006] hypothesized that this pattern of regional
climate variability was caused by the interaction of the circumpolar westerly winds with the steep mountain
barrier of the Antarctic Peninsula. They suggested that strengthening westerly winds would lead to an
increase in the occurrence and/or intensity of warm, downslope Föhn winds to the east of the mountains,
which would increase surface melt rates over ice shelves in this region. This hypothesis was supported by
studies using the Regional Atmospheric Climate Model (RACMO) at 14 km resolution [van Lipzig et al., 2008]
and by observations of a downslope wind event made using an instrumented aircraft [King et al., 2008].
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In order to understand the linkages between ice shelf stability and atmospheric circulation, it is necessary to
study how the surface energy balance (and hence surface melt rate) on the ice shelves responds to changing
atmospheric circulation. As direct measurements of surface energy balance and melt rates in this region
are only available for a few locations and over limited time periods [van den Broeke, 2005; Kuipers Munneke
et al., 2012], such studies are best carried out using high-resolution atmospheric models that are capable of
representing the impact of the Antarctic Peninsula orography on the broad-scale ﬂow and the subsequent
interaction of the orographically modiﬁed ﬂow with the ice shelf surface. Before using model output to study
the climatology of surface energy balance, it is necessary to assess the ability of models to represent this
quantity realistically. In this paper we compare estimates of the surface energy balance over Larsen Ice Shelf
made using three high-resolution regional atmospheric models with measurements of the summertime
surface energy balance from an automatic weather station.
2. Methods
2.1. Observations
Our focus is on the northern part of Larsen C Ice Shelf (Figure 1), the northernmost remaining signiﬁcant ice shelf
on the east coast of the Antarctic Peninsula. In January 2009, the Institute for Marine and Atmospheric Research,
Utrecht University (IMAU) established an automatic weather station (henceforth referred to as AWS14) on Larsen
C Ice Shelf at 67°00.8′S 61°28.8′W, elevation 40mabove sea level. The ice shelf surrounding the AWS is very
ﬂat and uniform. It extends approximately 100 km west of the AWS to the foot of the Antarctic Peninsula
mountains and approximately 50 km east to the Weddell Sea coast. Measurements made at AWS14 are thus
representative of a wide area. AWS14 measured air temperature and humidity, atmospheric pressure, wind
speed and direction, and upwelling and downwelling ﬂuxes of broadband longwave and shortwave radiation
with sensors at a nominal height of 4m above the snow surface. Additionally, the station was equipped with
sensors to measure temperatures in the snowpack to 15m depth. A full description of the sensors used and the
corrections applied to the raw measurements is given by Kuipers Munneke et al. [2012]. During January 2011, a
camp was established close to AWS14 and radiosondes were launched from this site at irregular intervals to
record the structure of the troposphere over the ice shelf. A second set of radiation measurements was made
at this camp, using similar sensors to those on AWS14 but with forced ventilation to minimize riming of the
instruments. Mean differences in measured radiative ﬂuxes between the two sets of instruments were less than
Figure 1. Amap of the Antarctic Peninsula, showing the location of AWS14 (+) on Larsen C Ice Shelf. The domains of the 5 km
AMPS model (solid line), the 4 km Uniﬁed Model (dashed line), and the 5.5 km RACMO2 model (dash-dotted line) are shown.
Journal of Geophysical Research: Atmospheres 10.1002/2014JD022604
KING ET AL. ©2015. American Geophysical Union. All Rights Reserved. 1336
10Wm2 for downwelling shortwave radiation and less than 3Wm2 for downwelling longwave radiation,
suggesting that riming of the AWS14 instruments was not a major contributor to measurement error.
The energy budget at the surface of a snowpack can be written as follows:
SW↓þ SW↑þ LW↓þ LW↑þ HS þ HL ¼ E (1)
where SW↓ and SW↑ are, respectively, the downwelling and upwelling components of shortwave radiation,
LW↓ and LW↑ are the downwelling and upwelling components of longwave radiation, HS and HL are,
respectively the turbulent ﬂuxes of sensible and latent heat, and E is the net surface energy ﬂux available for
heating, cooling, or melting the snowpack. We use the sign convention that energy ﬂuxes directed toward
the snow surface are positive, so a positive value of E means that the surface layers of the snowpack are
warming and/or melting. We further deﬁne the surface melt energy ﬂux Emelt as follows:
0 Ts < 0°C
Emelt ¼ f
E Ts ¼ 0°C
(2)
where Ts is the snow surface temperature. Note that Emelt is not necessarily an accurate proxy for the actual
melt rate, as melting can take place below the surface even when surface temperatures are below freezing
due to absorption of shortwave radiation within the upper few centimeters of the snowpack [Kuipers
Munneke et al., 2012]. We deﬁne the net shortwave and longwave radiative ﬂuxes and the net radiation as
SWnet ¼ SW↓þ SW↑ (3)
LWnet ¼ LW↓þ LW↑ (4)
Rnet ¼ SWnet þ LWnet (5)
respectively, and the surface albedo, α as
α ¼ SW↑
SW↓

 (6)
AWS14 was equipped with sensors to measure the four radiative ﬂux components in (1) directly. The
turbulent ﬂuxes were calculated from bulk formulae, using measured values of air temperature, humidity and
wind speed, and the snow surface temperature, which was calculated iteratively using a snowpack energy
balance model driven by the observed and calculated energy ﬂuxes as described by Kuipers Munneke et al.
[2009]. We have used this calculated snow surface temperature to determine the occurrence of surface melt.
Using these directly measured and calculated ﬂuxes, a 30min resolution time series of all six of the surface
energy budget components on the left-hand side of (1) was produced.
Following calculation of surface ﬂuxes, measured air temperature and humidity andwind speedwere corrected
to standard levels of 2 m and 10 m, respectively, for comparison with model output. The climatology of the
surface energy budget at AWS14 and its response to varying meteorological conditions is discussed by Kuipers
Munneke et al. [2012]. In this paper, we compare measurements of surface energy ﬂuxes at AWS14 during
January and early February 2011 with corresponding ﬂuxes computed by the three high-resolution
atmospheric models described below.
2.2. AMPS Model
The Antarctic Mesoscale Prediction System (AMPS) [Powers et al., 2012] is a numerical weather prediction (NWP)
system for the Antarctic region, run operationally by the Mesoscale and Microscale Meteorology Division of the
National Center for Atmospheric Research. AMPS is implemented using the Weather Research and Forecasting
(WRF) atmospheric model and, in January 2011, used the nonhydrostatic WRF v3.0.1 with modiﬁcations to
improve the representation of the surface energy balance over permanently ice-covered regions. This model
conﬁguration is referred to as Polar WRF [Hines and Bromwich, 2008]. AMPS uses the Rapid Radiative Transfer
Model longwave radiation scheme and the Goddard shortwave radiation scheme. Surface ﬂuxes are calculated
using the Eta similarity scheme, based onMonin-Obukhov similarity theory. Cloud microphysical properties are
calculated using the WRF single-moment class 5 scheme [Hong et al., 2004].
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The model was run on a series of nested domains with 44 vertical levels between the surface and the model
top (10 hPa), with the lowest level approximately 16m above the surface and with 12 levels in the lowest
1 km. The outermost (45 km resolution, 220 × 290 points) domain covered Antarctica and much of the
Southern Ocean. A nested 15 km resolution (442 × 418 points) domain covered the Antarctic continent and,
within this, a 5 km resolution (346 × 301 points) domain covered the Antarctic Peninsula region.
Lateral boundary conditions for the outer (45 km) domain were taken from the Global Forecast System (GFS)
0.5° global NWP system run by the U.S. National Centers for Environmental Prediction and were updated
every 6 h. Observations within the AMPS domain were assimilated using a 3-D variational data assimilation
scheme. Two runs of the AMPS system were carried out every day, starting from GFS analyses valid at
0000 UTC and 1200 UTC. Forecasts on the 5 km Antarctic Peninsula grid were run to T+ 36 h for each of
these initialization times.
2.3. Met Ofﬁce Uniﬁed Model
The UK Met Ofﬁce Uniﬁed Model (UM) conﬁguration used in this study was a nonhydrostatic version of UM
version 8.2 run on a 4 km resolution (288 × 360 points) domain covering the Antarctic Peninsula, with 70
vertical levels up to a height of 40 km. The lowest model level was at 2.5m above the surface, and there were
16 model levels in the lowest 1 km. The model conﬁguration was based on the operational UK 4 km regional
forecast system but included dynamics modiﬁcations [Orr et al., 2014] to improve the simulation of gravity
waves over the Antarctic Peninsulamountains. Themodel includes a comprehensive set of parameterizations
for radiative transfer [Edwards and Slingo, 1996], subsurface and surface ﬂuxes [Best et al., 2011], boundary
layer turbulence [Lock et al., 2000], and mixed phase cloud microphysics [Wilson and Ballard, 1999] with
enhancements to include more hydrometeor species.
The UM 4 km model was nested within the UK Met Ofﬁce operational global forecast model (approximately
25 km horizontal resolution over midlatitudes) starting from the analysis ﬁelds and using 3-hourly updates
to the lateral boundaries. Two runs per day were carried out using the UM 4 km forecast system over the
period 9 January 2011 to 8 February 2011, starting from analyses at 0000 UTC and 1200 UTC and running out
to the 48 h forecast.
2.4. RACMO2 Model
The Regional Atmospheric Climate MOdel, version 2 (RACMO2) combines the hydrostatic dynamical core of
the High Resolution Limited Area Model with the physics package of the European Centre for Medium-range
Weather Forecasts (ECMWF) Integrated Forecast System. RACMO2 has been speciﬁcally adapted for use over
the Antarctic continent, by using a sophisticated multilayer snow model [Ettema et al., 2010], a prognostic
scheme that calculates surface albedo [Kuipers Munneke et al., 2011], and a drifting snow routine [Lenaerts
et al., 2012]. The newest version of RACMO, version 2.3, with updated turbulence schemes and cloud
microphysics [van Wessem et al., 2014], was used.
For the domain encompassing the Antarctic Peninsula (Figure 1), a horizontal resolution of 5.5 km was used
together with 40 levels in the vertical. The lowest model level was at 9.5m above the surface, and there were
10 model levels in the lowest 1 km. At the lateral boundaries the model was forced by ECMWF Re-Analysis
(ERA)-Interim data [Dee et al., 2011] for the period 1979–2013. Unlike AMPS and the UM, which were run as
short-range forecast models starting from an analysis step, RACMO2 ran continuously, with boundary
conditions updated from ERA-Interim every 6 h.
2.5. Validation Methodology
We validate components of the surface energy balance and near-surface meteorological variables derived
from all three modeling systems against observations from AWS14 over the period 1200 UTC 9 January
2011 to 1800 UTC 8 February 2011. Forecasts are available from AMPS and the UM at 6-hourly intervals
from initializations at 0000 and 1200 UTC each day. We have chosen to validate the T+ 12 and T+ 18
forecasts from each of these initializations, giving us a 6-hourly time series of model data through the
validation period. Previous studies using data from AMPS indicate that the atmosphere in the 5 km model is
fully adjusted to the high-resolution topography and land surface by the T+12 forecast [Seefeldt and
Cassano, 2008; Steinhoff et al., 2009]. Data are also available at 6 h intervals from the continuous run
of RACMO2.
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Model ﬁeld data for AMPS and the UM were bilinearly interpolated to the location of AWS14. For RACMO2,
model data were taken from the nearest grid point to AWS14. For all three models, the model surface
elevation at the point where data were extracted was within 3m of the actual surface elevation at AWS14.
Model variables were then compared with observations from AWS14 at times corresponding to the model
validation time.
The 1month validation period used is quite short but appears to be representative of summer conditions at this
site over a number of years. January 2011 (mean temperature2.0°C) was the warmest January in the AWS14
record (2010–2014) but was only 1.0°C warmer than the coldest January (2012). SW↓ was below average
(284Wm2 cf. 291Wm2) in January 2011, while LW↓ was above average (282Wm2 cf. 277Wm2). The
opposite anomalies in the two radiative ﬂuxes suggest that January 2011 may have been somewhat more
cloudy than average. The mean 10m wind speed in January 2011 (3.1m s1) was a little below the January
mean for 2010–2014 (3.5m s1).
3. Results
3.1. Basic Meteorological Variables
Since sensible and latent heat ﬂuxes in the models are parameterized using near-surface variables, it is
instructive to examine how well these variables are forecast before validating the surface energy balance.
The comparison of 6-hourly modeled values of surface and near-surface meteorological variables with
corresponding observations from AWS14 is summarized in Table 1. All three models forecast surface pressure,
ps, at this location with a high degree of skill, suggesting that they all provide a good representation of the
synoptic and mesoscale weather systems that affect the site. Two meter air temperature, Ta, 2 m water vapor
mixing ratio, qa, and 10 m wind speed, ff10, are also forecast with considerable skill, suggesting that all three
models should be capable of realistic forecasts of the turbulent ﬂuxes.
Surface temperature, Ts, is a key variable as it determines the onset of melt. All three models exhibit a small
(≤1 K) overall cold bias in Ts. However, restricting attention to temperatures around melting point (Ts= 0°C)
reveals differences between the models. Table 2 shows, for each model, the number of occasions (6-hourly
forecasts) on which melt was both modeled and observed, those on which melt was modeled but not
observed, and those on which melt was observed but not modeled. The UM signiﬁcantly overpredicts
the occurrence of melt (42 occurrences modeled against 18 observed), while RACMO2 underpredicts its
occurrence (only 7 occurrencesmodeled against 18 observed). AMPS overpredicts the occurrence of melt but
not to as larger degree as does the UM.
Table 1. Mean Biases, Their Standard Deviations (SD), and Correlation Coefﬁcients for Modeled 6-Hourly Values of
Surface and Near-Surface Variables Validated Against Corresponding Measurements From AWS14
AWS
Mean Bias (Model-AWS) SD of Bias Correlation Coefﬁcient
Variable Mean AMPS UM RACMO2 AMPS UM RACMO2 AMPS UM RACMO2
ps (hPa) 986.99 0.53 0.55 0.49 1.11 1.09 1.37 0.99 0.99 0.99
Ta (K) 269.98 0.89 0.45 0.16 2.38 2.06 2.12 0.54 0.62 0.57
Ts (K) 270.69 0.97 0.53 0.96 2.45 2.40 2.14 0.70 0.77 0.72
qa (g kg
1) 2.68 0.01 0.22 0.12 0.46 0.45 0.41 0.52 0.64 0.58
ff10 (m s
1) 3.87 0.27 0.11 0.47 1.77 2.11 1.65 0.79 0.69 0.84
Table 2. Frequency of Occurrence (Number of 6-Hourly Predictions) of Surface Melt (Ts = 0°C) in Each of the Models
Compared to Observationsa
Model Melt Modeled and Observed Melt Modeled but Not Observed Melt Not Modeled but Observed
AMPS 12 14 6
UM 18 24 0
RACMO2 5 2 13
aA total of 18 melt events were observed.
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3.2. Surface Energy Balance—Mean Biases
In Table 3, we compare meanmodeled values of the energy ﬂuxes contributing to the surface energy balance
(equation (1)) with corresponding values derived from measurements at AWS14. Over the period examined
in this paper, SWnet was the only positive contribution to the mean surface energy budget, balanced by
negative mean contributions from (in decreasing order of magnitude) LWnet, HL, and Hs.
AMPS and RACMO2 both exhibit positive mean biases in SW↓, while this ﬂux is negatively biased in the UM.
Biases are also seen in SW↑ in all three models, which can be attributed partly to the biases in SW↓ but also to
differences between the albedo used in the model and that observed. SWnet is positively biased in all three
models, with the largest bias seen in AMPS. From (3) and (6), the bias in SWnet can be written as
SWmodnet  SWobsnet ¼ SWmod↓ SWobs↓
 
1 αmod þ SWobs↓ αobs  αmod  (7)
where the superscripts obs andmod refer to observed andmodeled values, respectively. The ﬁrst term on the
right-hand side of (7) represents the bias in SWnet that can be attributed to the bias in modeled SW↓, while
the second term represents the bias that can be attributed to the difference between modeled and observed
albedo. Table 4 shows the bias in SWnet for each model broken down into these two contributions. The mean
observed albedo at AWS14 was 0.85, which is close to the mean albedo simulated by the RACMO2 model.
AMPS and the UM both use lower values of albedo than that observed, leading to overestimation of solar
heating of the surface. AMPS exhibits the largest bias in SWnet, resulting from roughly equal contributions
from its bias in SW↓ and its use of an unrealistically low albedo. The bias in SWnet in the UM is smaller than
that in AMPS as a result of the mean negative bias in SW↓ in the UM. RACMO2 has the smallest bias in SWnet,
which results entirely from its bias in SW↓.
Downwelling longwave radiation is negatively biased in all three models, with RACMO2 showing a
signiﬁcantly larger bias than the other two models. Biases in upwelling longwave radiation are small so
LWnet exhibits a net negative bias in all three models. In AMPS, the positive bias in SWnet exceeds the
Table 3. Mean Biases in the Modeled Components of the Surface Energy Balance, Their Standard Deviations (SD), and
Correlation Coefﬁcients Between Observed and Modeled Valuesa
AWS
Mean Bias (Model-AWS) SD of Bias Correlation Coefﬁcient
Variable Mean AMPS UM RACMO2 AMPS UM RACMO2 AMPS UM RACMO2
SW↓ 265.0 56.3 31.6 39.2 109.9 116.8 83.3 0.31 0.23 0.22
SW↑ 225.1 32.0 41.0 32.3 87.0 102.1 69.5 0.23 0.16 0.21
LW↓ 279.8 9.8 7.0 24.9 37.1 30.3 28.3 0.55 0.65 0.60
LW↑ 302.2 3.3 2.0 0.05 11.1 11.5 10.3 0.61 0.72 0.66
SWnet 39.9 24.4 9.4 6.9 28.3 22.4 23.6 0.49 0.40 0.11
LWnet 22.4 6.4 6.3 25.0 33.2 24.9 23.0 0.46 0.52 0.53
Rnet 17.5 17.9 3.0 18.1 23.5 21.5 21.6 0.55 0.52 0.58
Hs 6.0 4.8 5.9 7.1 14.7 9.0 8.7 0.51 0.40 0.17
HL 10.0 5.2 1.9 4.7 6.7 8.4 7.0 0.43 0.51 0.52
E 1.5 18.4 10.5 6.3 21.9 16.7 19.3 0.43 0.57 0.56
Emelt 7.0 6.3 7.6 3.7 25.1 17.9 18.0 0.30 0.61 0.40
aMean biases and their standard deviations have been calculated from 6 h data while correlation coefﬁcients were
evaluated for daily means so that they measure model skill in representing day-to-day variability rather than skill in
reproducing the mean diurnal cycle. Correlation coefﬁcients in italics are not signiﬁcant at the 5% level or better.
Table 4. Contributions to the Bias in Net Shortwave Radiation (Column 3) From the Bias in Downwelling Shortwave
Radiation (Column 4) and the Difference Between Model and Observed Albedo (Column 4) for All Three Modelsa
Model αmod SWmodnet  SWobsnet (SWobs ↓ SWmod ↓)(1 αmod) SWobs ↓ (αobs αmod)
AMPS 0.80 24.3 11.3 13.3
UM 0.79 9.3 6.6 15.9
RACMO2 0.85 6.9 5.9 0.0
aAlbedos have been rounded to two decimal places so the sumof the contributions does not exactly equal the total bias.
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negative bias in LWnet, leading to a positive overall bias in net radiation in that model. In the UM, the
biases in SWnet and LWnet almost exactly compensate so modeled mean net radiation agrees well with
observations. In RACMO2, the negative bias in LWnet signiﬁcantly exceeds the positive bias in SWnet, leading
to a negative bias in net radiation.
Measurements from AWS14 show that mean values of the turbulent heat ﬂuxes are somewhat smaller than
the net radiative ﬂuxes. The mean sensible and latent heat ﬂuxes are both negative (directed upward),
indicating the prevalence of convection at this site in summer. All three models exhibit small positive biases
in HL, while there is greater variability in the mean values of Hs from the models. While AMPS produces a
mean negative Hs as observed, RACMO2 and the UM simulate small positive values.
The observed mean net energy ﬂux, E, is small but is signiﬁcantly positively biased in AMPS (as a result of the
excessive net shortwave radiation in this model) and in the UM (as a result of positive biases in both turbulent
heat ﬂuxes). RACMO2 has a negative bias in E, reﬂecting the large negative bias in net longwave radiation in
that model. Corresponding biases are seen in the mean melt energy ﬂux, Emelt.
3.3. Surface Energy Balance—Temporal Variability
All three models simulate the diurnal cycle in SW↓ well (not shown) since it is largely determined by the
diurnal variation in solar zenith angle. As we are principally interested in model performance on time scales
longer than daily, we investigate the skill with which each of the threemodels simulates variability in the daily
means of the components of the surface energy balance. Correlation coefﬁcients between modeled and
observed daily mean values of surface energy balance components are shown in Table 3, and scatterplots of
modeled against observed components are shown in Figures 2–4.
None of the three models simulates day-to-day variations in SW↓ (Figure 2) with a great degree of skill.
AMPS daily mean SW↓ is slightly better correlated with observations than that from the other two models,
but recall that AMPS exhibits the greatest mean bias in this component. LW↓ variations (Figure 3) are better
simulated than those in SW↓ by all three models. Variability in Hs (Figure 4) is quite well simulated by AMPS
and the UM, but RACMO2 does not simulate the negative (i.e., upward) mean ﬂuxes seen on many days.
Figure 2. Modeled daily mean downwelling shortwave radiation, SW↓, plotted against measurements from AWS14 for
(left) AMPS, the (middle) UM, and (right) RACMO2. The solid line indicates perfect agreement.
Figure 3. As in Figure 2 but for daily mean downwelling longwave radiation, LW↓.
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This is consistent with the cold bias in surface temperature and infrequency of surface melt observed in
RACMO2 (Tables 1 and 2). By contrast, variability in HL (not shown) is simulated relatively well by all
three models.
Day-to-day variability in the net surface energy ﬂux, E (Figure 5) is simulated better by the UM and RACMO2
than by AMPS. For melt energy, Emelt, the UM exhibits higher skill than the other two models. The low
correlation coefﬁcient for RACMO2 Emelt (compared to that for E in the same model) clearly relates to the
underprediction of surface melt by this model.
4. Discussion
Comparison of surface energy ﬂuxes measured over Larsen C Ice Shelf in summer with modeled ﬂuxes from
the 5 km AMPS, the 4 km UM, and the 5.5 km RACMO2 models shows that each model has its strengths and
weaknesses in simulating themean values of the ﬂuxes and their variability. Themean surface energy budget
is dominated by the radiative ﬂuxes, which exhibit signiﬁcant biases in all three models. Downwelling
shortwave radiation is positively biased in AMPS and RACMO2 but negatively biased in the UM. However,
because AMPS and the UM simulate an unrealistically low surface albedo, net shortwave radiation is
positively biased in all three models. All three models show only moderate skill in reproducing observed
variations in shortwave radiation on time scales longer than daily.
The albedo parameterization used in RACMO2 is based on a prognostic equation for surface snow grain size
and clearly produces more realistic results than the less sophisticated parameterizations used in the other
two models. However, the representation of albedo in AMPS and the UM could easily be improved by using a
“base” albedo (i.e., the albedo of freshly fallen snow) of 0.85 instead of the value of 0.8 currently used in
these models.
The positive bias in net shortwave radiation is offset by a negative mean bias in net longwave radiation
in all three models which results mostly from underprediction of the downwelling component, particularly
in RACMO2. All three models show more skill in reproducing day-to-day variability in downwelling
longwave radiation than that in shortwave radiation. Clouds, particularly those containing liquid water,
become essentially opaque to longwave radiation at relatively low water contents, while their shortwave
transmissivity continues to decrease with increasing water content. Hence, a realistic simulation of longwave
Figure 4. As in Figure 2 but for daily mean sensible heat ﬂux, Hs.
Figure 5. As in Figure 2 but for daily mean net surface energy ﬂux, E.
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radiation may only require a good forecast of the presence or absence of cloud at a particular level, while
accurate simulation of shortwave radiation also requires accurate simulation of cloud water content and
microphysical properties.
Variability in the turbulent (sensible and latent) heat ﬂuxes is simulated remarkably well by all three models
although RACMO2 fails to capture some of the observed variability in sensible heat ﬂux. Previous studies
[e.g., King and Connolley, 1997; Cassano et al., 2001] have highlighted the difﬁculty of accurately simulating
turbulent heat ﬂuxes in the polar regions, but the present study suggests that the modern models studied
here employ sufﬁciently realistic parameterizations and simulate the near-surface variables required to drive
these parameterizations accurately enough to provide useful simulations of the ﬂuxes. The mean biases in
the simulated turbulent ﬂuxes are of the same order of magnitude as the mean measured ﬂuxes. However,
averaged over the month studied, the mean turbulent ﬂuxes are small and the biases do not contribute
signiﬁcantly to errors in the overall surface energy budget.
The mean surface energy budget is dominated by the radiative ﬂuxes, which exhibit signiﬁcant model biases.
All three models have a positive bias in net shortwave radiation (signiﬁcantly larger in AMPS than in the UM
or RACMO2) and show only moderate skill in reproducing observed variations on time scales longer than
daily. The shortwave bias is accompanied by a negative mean bias in net longwave radiation in all three
models. The opposite signs of the biases in downwelling shortwave and longwave radiation in AMPS and
RACMO2 suggest that, in these models at least, errors in the model simulation of clouds are the most likely
source of these biases. Low clouds reduce downwelling shortwave radiation and increase downwelling
longwave radiation (relative to clear skies), suggesting that both AMPS and RACMO2 are simulating a cloud
fraction that is too low or clouds that are too optically thin in both the longwave and shortwave regions of the
spectrum. The behavior of the UM is
somewhat more complex. A negative
bias in downwelling longwave radiation
again suggests that the model is
simulating cloud that is too optically
thin in this region of the spectrum, while
the negative bias in downwelling
shortwave radiation suggests that
model clouds have excessive optical
thickness for shortwave radiation.
Further evidence for the role of clouds in
the biases comes from the observation
(Figure 6) that individual 6-hourly values
of the biases in downwelling shortwave
radiation and downwelling longwave
radiation are anticorrelated in all
three models.
Models may represent clouds poorly
either because of biases in the modeled
ﬁelds of temperature and humidity or as
Figure 6. Six-hourly values of the bias in downwelling shortwave radiation against that in downwelling longwave radiation
for (left) AMPS, (middle) the UM, and (right) RACMO2.
Figure 7. Total column water vapor as simulated by AMPS (solid line), the
UM (broken line), RACMO2 (dotted line), and as measured by radiosondes
launched from the location of AWS14 (triangles).
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a result of inadequate parameterization
of cloud microphysical processes.
Figure 7 shows time series of modeled
column water vapor from the three
models plotted together with
measurements of the same quantity
from radiosondes launched from the
camp at AWS14. The agreement
between modeled and observed column
water vapor is good, suggesting that
model cloud biases are probably mostly
due to inadequate parameterization
of microphysics rather than poor
representation of atmospheric humidity.
Figures 8 and 9 show, respectively, time
series of column cloud liquid water and
cloud ice from all three models, and
Table 5 gives mean values of these
quantities. AMPS tends to simulate
clouds that are predominantly of the ice phase, with very low (or even zero) liquid water. The UM, by contrast,
simulates mixed phase clouds, with the liquid phase generally predominant and total condensate somewhat
higher than that simulated by AMPS. RACMO2 simulates the lowest values of total condensate of all three
models, producing clouds that are of mixed phase with a tendency for ice to predominate.
Visual observations of clouds from the camp at AWS14 made by one of the authors (P.K.M.) indicated cloud
cover of 7/8 or greater for 69% of the time and 1/8 or less for only 3% of the time. By contrast, Figures 8 and 9
show that the models frequently forecast very low values of column liquid water and ice and hence probably
forecast a much lower cloud fraction than that observed. The appearance of the observed clouds also
suggested that, in contrast to those simulated by AMPS and RACMO2, they were predominantly composed
of liquid water or were of mixed phase. Grosvenor et al. [2012] measured cloud water content and ice
crystal concentrations in clouds over Larsen Ice Shelf during February 2010 using a Droplet Measurement
Technologies Cloud Aerosol and Precipitation Spectrometer mounted on a Twin Otter aircraft. They reported
that the observed clouds were mostly of mixed phase but that ice crystal concentrations were generally quite
low. These observations suggest that the cloud microphysics schemes used by AMPS and RACMO2 are
overpredicting the fraction of cloud water that is in the ice phase.
Figure 10 shows values of atmospheric
shortwave transmissivity, τSW = SW ↓/
SWtoa, where SWtoa is the incoming
shortwave radiation at the top of the
atmosphere, for all three models as a
function of total cloud condensate, qtot.
All three models give similar values for
τSW under clear sky conditions (qtot = 0),
but the rate of decrease of τSW with
increasing qtot differs between the
models. AMPS exhibits a relatively low
rate of decrease, consistent with this
model producing optically thin ice
clouds, while the UM and RACMO2,
which produce optically thicker mixed
phase clouds, show a more rapid
decrease of transmissivity with
increasing cloud condensate. The large
values of qtot simulated by the UM lead
Figure 8. Total column cloud liquid water as simulated by AMPS (solid
line), the UM (broken line), and RACMO2 (dotted line).
Figure 9. Total column cloud ice as simulated by AMPS (solid line), the
UM (broken line), and RACMO2 (dotted line).
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to small values of transmissivity
which will contribute to the negative
bias in SW↓ seen in that model.
The sensitivity of modeled polar
surface energy balance to the
simulation of cloud properties has
been noted before. Wilson et al.
[2012] found biases in radiative ﬂuxes
simulated by Polar WRF over the
Arctic of similar magnitude to those identiﬁed in this study. They showed that the biases were present even
when the model correctly predicted the cloud cover, indicating that deﬁciencies in the parameterization of
cloud microphysics and its interaction with radiation, rather than inadequate simulation of cloud fraction,
were the primary cause of the bias. Bromwich et al. [2013] reached similar conclusions in a validation study of
Polar WRF over the Antarctic. Valkonen et al. [2013] validated Polar WRF simulations of the surface energy
balance over sea ice to the east of the Larsen Ice Shelf. As in the present study, they found a signiﬁcant
negative bias in LW↓ and observed that temporal variations in modeled cloud cover were poorly correlated
with observations. Van Wessem et al. [2014] noted that simulations of Antarctic climate using RACMO2 were
very sensitive to the cloud microphysics parameterization used. Välisuo et al. [2014] found biases in
summertime radiative ﬂuxes over Larsen Ice Shelf from three atmospheric reanalyses that were similar in
both magnitude and sign to those found in the present study. Cloud microphysical parameterizations in
atmospheric models are largely based on data gathered at low and middle latitudes and measurements of
the microphysical properties of Antarctic clouds are limited [Lachlan-Cope, 2011]. Further measurements are
urgently required to validate and improve the representation of clouds and their interaction with radiation in
Antarctic regional models. All three models studied currently use relatively simple single-moment models for
cloud microphysics, and it is not clear whether these models can adequately represent the mixed-phase
cloud microphysical processes that characterize this region.
The mean surface melt energy ﬂux, Emelt, derived from AWS14 observations corresponds to a mean melt rate
of 1.8mm water equivalent (mmwe) per day over the study period. The corresponding melt rates derived
from the AMPS model (3.5 mmwe per day) and the UM (3.8 mmwe per day) are around double the observed
rate, as a result of both the excessive net shortwave radiation and excessive frequency of melt predicted by
the models. By contrast, the melt rate predicted by RACMO2 (0.9 mmwe per day) is only half of that observed.
Although net shortwave radiation in RACMO2 is positively biased against observations, this is more than
compensated for by a large negative bias in net longwave radiation. Furthermore, we have seen (Table 2) that
RACMO2 signiﬁcantly underpredicts the
frequency of occurrence of melt. Taken
together, these biases lead to a
signiﬁcant negative bias in the melt rate
predicted by RACMO2.
We conclude that care should be taken
in interpreting absolute values of melt
rates derived from any of these models.
However, all models appear to exhibit a
moderate degree of skill in simulating
the day-to-day variability of surface
energy ﬂuxes (and hence the temporal
variability in surface melt rates, if not
their absolute values) over the period
studied. To conﬁrm that they can also
provide useful information on surface
energy balance and melt variability on
seasonal and longer time scales will
require extended model runs and longer
validation data sets.
Table 5. Mean Values Over the Study Period of Column Cloud LiquidWater
(qliq), Column Cloud Ice (qice), and Column Total Cloud Condensate
(qtot = qliq + qice) for All Three Models
a
AMPS UM RACMO2
qliq 0.0079 0.0609 0.0148
qice 0.0623 0.0438 0.0341
qtot 0.0702 0.1047 0.0489
aUnits: kg m2.
Figure 10. Atmospheric shortwave transmissivity as a function of column
total cloud condensate for AMPS (cross), the UM (diamond), and RACMO2
(square). Points shown are for model data valid at 1800 UTC only to
minimize the impact of varying solar zenith angle.
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Our results indicate that efforts to improve model simulations of surface energy balance and melt should
concentrate initially on reducing biases in modeled shortwave and longwave radiation. These biases both
point to deﬁciencies in the representation of cloud properties in all three models examined here. The use of
inappropriately low surface albedo values also contributes to net shortwave radiation biases in AMPS and the
UM. Reducing these biases will require the development of improved surface albedo schemes and cloud
microphysics parameterizations that are appropriate for the polar regions.
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