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A long standing open problem in the theory of (Mazurkiewicz) traces has
been the question whether LTL (linear temporal logic) is expressively
complete with respect to the first order theory. We solve this problem posi-
tively for finite and infinite traces and for the simplest temporal logic, which
is based only on next and until modalities. Similar results were established
previously, but they were all weaker, since they used additional past or future
modalities. Another feature of our work is that our proof is direct and does
not use any reduction to the word case. © 2002 Elsevier Science (USA)
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1. INTRODUCTION
Nowadays, it is widely accepted that we need to develop methods to verify criti-
cal systems. For this, we need formal specifications for the expected behaviors of
systems. Conveniently, these formal specifications are given by temporal logic for-
mulae. When dealing with concurrent systems, a possible approach is to reduce
them to sequential ones by considering all linearizations. Then one can use tech-
niques and tools developed for sequential systems, but usually, one faces a combi-
natorial explosion. In order to avoid this problem, one could try to work directly
on concurrent systems and this explains why a lot of research has been devoted
recently to the study of temporal logics for concurrency. A major aim is to find a
temporal logic which is expressive enough to ensure that all desired specifications
can be formalized.
Trace theory, initiated by Mazurkiewicz, is one of the most popular settings for
studying concurrency. See [6] for the general background of trace theory, in
particular, [18] for traces and logic, and [12] for infinite traces. It is no surprise
that various temporal logics for traces have been extensively studied [1, 15–17,
19–21]. A long standing problem is to find natural temporal logics that are expres-
sively complete with respect to the first order theory of finite and infinite traces.
There are two main classes of temporal logics for traces, the global ones and the
local ones. With local logics, formulae are evaluated at local events, i.e., local states
of the processes. With the techniques presented here, we have obtained a positive
result in the special case of traces associated with cograph dependence alphabets
[4]: various natural local temporal logics are expressively complete with respect to
first order logic. But the general problem is still open for arbitrary trace alphabets.
Global logics formulae are evaluated at global configurations of the system. For
sequential systems there is no difference between a global or a local viewpoint since
a cut of a sequence is defined by a single event. The expressive completeness of the
linear temporal logic is however highly nontrivial. A celebrated result of Kamp
[13] states that linear temporal logic has the same expressive power as the first
order theory of words. Originally Kamp used future and past modalities, but it was
established later that past modalities can be avoided; see [10] and [9] for more
details.
In this paper, we only deal with global temporal logics and we will omit the word
global from now on. The first completeness result for traces is by Ebinger [7]. He
proved that a linear temporal logic with both past and future modalities is expres-
sively complete for finite traces but his approach did not cope with infinite traces.
Then, Thiagarajan and Walukiewicz [22] proved the completeness for both finite
and infinite traces of LTrL, a linear temporal logic with future modalities and past
modalities in the restricted form of past constants. These two results were obtained
using a reduction to the word case. In [14] it was claimed that LTL (the basic
linear temporal logic based on the usual next and until modalities) is expressively
complete for finite traces, but the proof contained a flaw. The expressive comple-
teness for a pure future temporal logic LTLf was established in [2]. The result
holds for finite and infinite traces, but LTLf contains new filter modalities in addi-
tion to the usual next and until modalities. Without independency these filter
modalities are simple macros, but in general there seems to be no direct way to
remove them; and the problem of the expressive completeness of the basic linear
temporal logic over traces remained open.
In this paper, we solve this problem positively. Previous expressive completeness
results for words and for traces are now formal corollaries of our main theorem. It
should be noted that, contrary to most previous works, our proof does not use any
reduction to the word case. Instead, we extend the new proof introduced by Wilke
for finite words [24] which is based on the well-known fact that first order lan-
guages are aperiodic. Basically, we follow here the same approach as in [2]. In the
former paper, filter modalities were used to express some special products of trace
languages. Our new proof is a substantial revision of the previous one. We are now
able to express the products mentioned above directly with basic formulae without
using the filter modalities.1
1 The present paper is the journal version of an extended abstract presented in [3].
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2. PRELIMINARIES
By (S, I) we mean a finite independence alphabet where S denotes a finite
alphabet and I ı S×S is an irreflexive and symmetric relation called the indepen-
dence relation. The complementary relation D=(S×S)0I is called the dependence
relation. The monoid of finite traces M(S, I) is defined as a quotient monoid with
respect to the congruence relation induced by I; i.e.,M(S, 1)=S*/{ab=ba | (a, b) ¥ I}.
We also writeM instead ofM(S, I).
A trace x ¥M is given by a congruence class of a word a1 · · · an ¥ S* where
ai ¥ S, 1 [ n. By abuse of language, but for simplicity we denote a trace x by one of
its representing words a1 · · · an. The number n is called the length of x, denoted by
|x|. For n=0 we obtain the empty trace, denoted by 1. The alphabet alph(x) of a
trace x is the set of letters occurring in x. A trace language is a subset L ıM. The
product of trace languages is defined as usual:
KL={xy ¥M | x ¥K, y ¥ L}.
Every trace a1 · · · an ¥M can be identified with its dependence graph. This is (an
isomorphism class of) a node-labeled, acyclic, directed graph [VE, l], where
V={1, ..., n} is a set of vertices, each i ¥ V is labeled by l(i)=ai, and there is an
edge (i, j) ¥ E if and only if both i < j and (l(i), l(j)) ¥ D. In pictures it is common
to draw the Hasse diagram only. Thus, all redundant edges are omitted. For
instance, let (S, D)=a−b−c; i.e., I={(a, c), (c, a)}. Then the trace x=abcabca
is given by
An infinite trace is an infinite dependence graph [V, E, l] such that for all j ¥ V
the set a j={i ¥ V | i [ j} is finite. A real trace is a finite or infinite trace. The set
of real traces is denoted by R(S, I) or simply by R. For a real trace x=[V, E, l]
the alphabet is alph(x)=l−1(V) and the alphabet at infinity is the set of letters
occurring infinitely many times in x; i.e., alphinf(x)={a ¥ S | |l−1(a)|=.}.
Usually we consider real trace languages; i.e., we consider subsets of R. If we speak
about finitary languages, then we refer to subsets of M. For A ı S we denote by
MA the submonoid ofM(S, I) generated by A:
MA=M(A, I 5 A×A)={x ¥M(S, I) | alph(x) ı A}.
Accordingly, we let RA={x ¥ R | alph(x) ı A}.
By min(x) and max(x) we refer to the minimal and maximal letters in the depen-
dence graph. (We shall use the notation max(x) only for finite traces x ¥M.) In the
example above min(x)={a} and max(x)={a, c}. Formally:
min(x)={a ¥ S | x ¥ aR},
max(x)={a ¥ S | x ¥Ma}.
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For B ı S and # ¥ { ı ,=, ` , ] } we define:
I(B)={a ¥ S | -b ¥ B : (a, b) ¥ I},
D(B)={a ¥ S | ,b ¥ B : (a, b) ¥ D},
(Min #B)={x ¥ R |min(x) #B},
(Max #B)={x ¥M |max(x) #B}.
Note that (Max #B) denotes a finitary language, whereas (Min #B) is a real trace
language. The alphabet S is the disjoint union of the sets I(B) and D(B). If B
happens to be a singleton, then we usually omit braces, e.g., we write I(b) or
(Max=b).
3. TEMPORAL LOGIC FOR TRACES
The syntax of the temporal logic LTL(S) is defined as follows. There are a con-
stant symbol + representing false, the logical connectives ¬ (not) and K (or), for
each a ¥ S a unary operator OaP, called next-a, and a binary operator U, called
until. Formally, the syntax is given by
j : := + | ¬ j | jKj | OaP j | jUj,
where a ¥ S.
The semantics is usually defined by saying when some formula j is satisfied by
some real trace z at some configuration (i.e., finite prefix) x, hence by defining
(z, x)/ j. Since our temporal logic uses future modalities only, we have (z, x) / j
if and only if (y, 1)/ j, where y is the unique trace satisfying z=xy. Therefore, we
do not need to deal with configurations and it is enough to say when a trace satis-
fies a formula at the empty configuration, denoted simply by z / j. This is done
inductively on the formula as follows:
z /^ + ,
z/ ¬ j if z /^ j,
z/ jKk if z/ j or z / k,
z/ OaP j if z=ay and y / j,
z/ jUk if z=xy, x ¥M, y / k, and x=xŒxœ, xœ ] 1 implies xœy / j.
As usual, we define LR(j)={x ¥ R | x/ j}. We say that a trace language L ı R is
expressible in LTL(S), if there exists a formula j ¥ LTL(S) such that L=LR(j).
Equivalently, we can define inductively the language LR(j) as
LR( + )=”
LR( ¬ j)=R0LR(k)
LR(jKk)=LR(j) 2 LR(k)
LR(OaP j)=aLR(j)
LR(jUk)=LR(j) ULR(k),
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where the until operator U is defined on real trace languages by
LUK={xy | x ¥M, y ¥K, and x=xŒxœ, xœ ] 1 implies xœy ¥ L}.
Remark. For comparison let us mention that the syntax and semantics of the
logics LTrL defined in [22] and LTLf defined in [2] are very similar. For LTrL,
the difference is only that there is in addition for each letter a ¥ S a constant
Oa−1P 2 . Since the constant Oa−1P 2 refers to the past, we need to use configura-
tions to define its semantics: We have (z, x)/ Oa−1P 2 if and only if a ¥max(x).
For LTLf, the difference is that for each subalphabet B ı S there is in addition a
modality OB*P j whose semantics is given by z/ OB*P j if z=xy, x ¥MB, and
y/ j. A consequence of our main result (Theorem 7.1), these three logics have the
same expressive power. However, it is not clear whether there is a direct (e.g.,
inductive) translation of LTrL or LTLf to LTL, or between LTrL and LTLf.
The following operators are standard abbreviations.
2 := ¬ + true,
a :=OaP 2 for a ¥ S,
A :=I
a ¥ A
OaP 2 for A ı S,
Xj :=I
a ¥ S
OaP j neXt j,
stop := ¬ X 2 termination,
Fj := 2 Uj future or eventually j,
Gj := ¬ F ¬ j globally or always j.
Example 3.1. LR(stop)={1}, LR(Fstop)=M, and for A ı S we have:
RA=LR( ¬ F(S0A)),
MA=LR(FstopN ¬ F(S0A)),
(Min=A)=LR 1 ¬ (S0A)N L
a ¥ A
a2 ,
(Max ` A)=LR 1L
a ¥ A
FOaP stop2 ,
(alphinf=A)=LR 1FG ¬ (S0A)N L
a ¥ A
GFa2 .
Later we shall perform an induction on the size of S leading to formulae
j ¥ LTL(A) for A ı S. Such a formula may be interpreted over RA or over R. Note
that the main difference between the two interpretations is with negation since the
complement is taken with respect to RA or R. The following lemma gives the rela-
tionship between the two interpretations.
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Lemma 3.1.
1. Let j ¥ LTL(A). Then, LRA (j)=LR(jN ¬ F(S0A)).
2. Let j ¥ LTL. We can find a formula jA ¥ LTL(A) such that LRA (jA)=
LR(j) 5 RA.
Proof.
1. We have RA=LR( ¬ F(SA)) and LRA (j)=LR(j) 5 RA.
2. The formula jA is constructed by induction:
• + A= + ,
• ( ¬ j)A=¬ (FA),
• (jKk)A=jA KkA,
• (OaP j)A=˛OaP(jA) if a ¥ A,+ otherwise,
• (jUk)A=jAUkA.
L
We will also use an induction on |S| when the graph (S, D) is not connected.
Then we find a partition of the alphabet S=S1 2 S2 with S1×S2 ı I and each
trace x ¥ R can be split into two independent traces x1 and x2 over S1 and S2 with
x=x1x2=x2x1.
Lemma 3.2. Assume that S=S1 2 S2 with S1×S2 ı I. Let Ri=RSi and
ji ¥ LTL(Si) for i=1, 2. Then LR(j1 Nj2)=LR1 (j1) ·LR2 (j2).
Proof. We show by induction that LR(j1)=LR1 (j1) ·R2. The result follows
since then LR(j1 Nj2)=LR(j1) 5 LR(j2)=(LR1 (j1) ·R2) 5 (R1 ·LR2 (j2))=LR1 (j1)
·LR2 (j2).
• + and j1 Kk1: trivial.
• ¬ j1: We have LR( ¬ j1)=R0LR(j1)=(R1 ·R2)0(LR1 (j1) ·R2)(R1 0
LR1 (j1)) ·R2)=LR1 ( ¬ j1) ·R2.
• OaP j1 with a ¥ S1: Easy since LR(OaP j1)=aLR(j1)=a(LR1 (j1) ·R2)=
(aLR1 (j1)) ·R2=LR1 (OaP j1) ·R2.
• j1Uk1: Let z=xy with y ¥ LR(k1) and for all x=xŒxœ with xœ ] 1 we have
xœy ¥ LR(j1). Write x=x1x2 and y=y1 y2 with xi, yi ¥ Ri, for i=1, 2. By the
induction hypothesis, y1 ¥ LR1 (k1) and for all factorizations x1=xŒxœ with xœ ] 1
we have xœy ¥ LR1 (j1) ·R2; that is, xœy1 ¥ LR1 (j1). Hence x1 y1 ¥ LR1 (j1Uk1) and
we obtain the first inclusion since z=(x1x2)(y1 y2)=(x1 y1)(x2 y2).
Conversely, let z=z1z2 with z1 ¥ LR1 (j1Uk1) and z2 ¥ R2. Write z1=x1 y1 with
y1 ¥ LR1 (k1) and for all x1=xŒxœ with xœ ] 1 we have xœy1 ¥ LR1 (j1). Then
y1z2 ¥ LR(k1) and xœy1z2 ¥ LR(j1) which proves the converse inclusion. L
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4. FIRST-ORDER LOGIC
The first order theory of traces is given by the syntax of FO(S, < ),
j : :=Pa(x) | x < y | ¬ j | jKj | ,xj,
where a ¥ S and x, y ¥ Var are first order variables. Given a trace t=[V, E, l] and
a valuation of the free variables into the vertices s: VarQ V, the semantics is
obtained by interpreting the relation < as the transitive closure of E and the pre-
dicate Pa(x) by l(s(x))=a. Then we can say when (t, s)/ j. If j is a closed
formula (a sentence), then the valuation s has an empty domain and we define the
language LR(j)={t ¥ R | t / j}. We say that a trace language L ı R is expressible
in FO(S, < ) if there exists some sentence j ¥ FO(S, < ) such that L=LR(j).
Passing from a temporal logic formula to a first order one is well known and
belongs to folklore. The transformation relies on the fact that a prefix (configura-
tion) p of a trace t can be defined by its maximal vertices. Such a set of maximal
vertices is bounded by the maximal number of pairwise independent letters in S.
Therefore, a prefix inside a trace can be defined using a bounded number of first
order variables.
Proposition 4.1. If a trace language is expressible in LTL(S), then it is expres-
sible in FO(S, < ).
Proof. Though this result is not new, we give a sketch of the proof for the sake
of completeness. We first define the relativization kX of a formula k ¥ FO with
respect to some set X={x1, ..., xk} of first order variables not occurring in k. The
idea is that a trace t=(V, E, l) satisfies kX if and only if tŒ / k where tŒ is the suffix
trace defined by the vertices which are not in the past of the meanings of the first
order variables in X. Formally, kX is defined inductively as follows.
(Pa(x))X=Pa(x), (x < y)X=(x < y), ( ¬ k)X=¬ (kX), (kŒKkœ)X=k −X Kk'X, and
(,xk)X=,x(( ¬J1 [ i [ k x [ xi)NkX).
Now, we associate by induction with each formula j ¥ LTL a closed formula
j˜ ¥ FO defining the same language.
+˜=,x(x < x),
¬ j6=¬ j˜,
jKk6=j˜K k˜,
OaP j6 =,x((-y ¬ (y < x))NPa(x)N j˜{x}),
jUk6=k˜K (j˜N (,x1 · · · xk, (k˜X N-y1 · · · yk, a Y … aXQ j˜Y))),
where k is the size of the maximal clique of (S, I), X={x1, ..., xk}, Y=
{y1, ..., yk}, and
a Y … aX=1 L
1 [ i [ k
I
1 [ j [ k
yi [ xj 2N1 I
1 [ i [ k
L
1 [ j [ k
¬ (xi [ yj)2.
L
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As in the case of LTrL, this translation yields a nonelementary decision proce-
dure for the uniform satisfiability problem of LTL. (See also [11] for a modular
decision procedure based on automata constructions.) For the lower bound, we can
use [23], since the lower bound is given there for the fragment of LTrL without the
previous constants Oa−1P 2 . Putting this together the result of Walukiewicz
becomes:
Proposition 4.2 [23]. The satisfiability problem for both logics LTrL and LTL
is nonelementary over Mazurkiewicz traces.
5. APERIODIC LANGUAGES
Recall that a finite monoid S is aperiodic if there is some n \ 0 such that sn=sn+1
for all s ¥ S. A finitary trace language L ıM is aperiodic if there exists a morphism
to some finite aperiodic monoid h:MQ S such that L=h−1(h(L)). Since our con-
siderations include infinite traces, we have to extend the notion of an aperiodic
language to real trace languages such that it becomes equivalent for finitary lan-
guages.
Let h:MQ S be a morphism to some finite monoid S. For x, y ¥ R, we say that x
and y are h-similar, denoted by x ’h y if either x, y ¥M and h(x)=h(y) or x and y
have infinite factorizations in nonempty finite traces x=x1x2, ..., y=y1 y2 · · · with
xi, yi ¥M0{1} and h(xi)=h(yi) for all i. According to the definition of
h-similarity, we never have x ’h y when x is finite and y is infinite. We denote by
%h the transitive closure of ’h which is therefore an equivalence relation. An
equivalence class is denoted by [x] %h={y ¥ R | y %h x}. For a finite trace x ¥M we
have [x] %h=h
−1(h(x)) and the monoidM is covered by at most |S| classes. Using a
Ramsey-type argument we can show that R0M is covered by at most |S|2 classes.
Indeed, let x ¥ R0M and consider a factorization x=x1x2 · · · in finite traces. For
all 0 [ i < j we define si, j=h(xi+1 · · · xj) ¥ S. Since S is finite, Ramsey’s theorem
implies the existence of e ¥ S and an increasing sequence of integers
0=i0 < i1 < i2 < · · · such that sip, iq=e for all 0 < p < q. If we let s=si0, i1 then we
obtain x ¥ h−1(s) h−1(e)w ı [x] %h , which proves that the number of %h-classes in
R0M is at most |S|2. Therefore, {[x] %h | x ¥ R} defines a finite partition of R of
cardinality at most |S|2+|S|. A real trace language L ı R is recognized by h if it is
saturated by ’h; i.e., x ¥ L implies [x] %h ı L for all x ¥ R. A real trace language
L ı R is aperiodic if it is recognized by some morphism to some finite and aperiodic
monoid.
The following results will be useful later. The first proposition will allow us to use
an induction on the size of the alphabet S.
Proposition 5.1. Let L ı R be a language recognized by the morphism h:MQ S
into a finite monoid S and let A ı S. Then, L 5 RA and L 5MA are recognized by the
restriction h AMA of h toMA.
Proof. Let x ¥ L 5 RA and let y ¥ R. Assume that x, y are h A MA -similar. Then
they are also h-similar and we deduce that y ¥ L 5 RA. The proof is the same for
L 5MA. L
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Then, we consider the case where the dependence alphabet (S, D) is noncon-
nected. The following analogue of Mezei’s theorem holds for real trace languages:
Proposition 5.2. Let L ı R be a language recognized by the morphism h:MQ S
into a finite monoid S. Assume that S=S1 2 S2 with S1×S2 ı I and let Mi=MSi ,
Ri=RSi ; and hi=h AMi ; for i=1, 2. Then, L is a finite union of products L1 ·L2
where Li ı Ri is recognized by hi for i=1, 2.
Proof. Let (x, y) ¥ R1×R2 be such that x ·y ¥ L. We claim that [x] %1 · [y] %2
ı L. Indeed, let (xŒ, yŒ) ¥ R1×R2 be such that x ’1 xŒ and y ’2 yŒ. We have
xy ’h xŒyŒ. We prove this when x, y are both infinite. The other cases are easier.
We have x=x1x2, ..., xŒ=x −1x −2... with h1(xi)=h1(x −i) for all i > 0. Similarly,
y=y1 y2, ..., yŒ=y −1y −2... with h2(yi)=h2(y −i) for all i > 0. Since S1×S2 ı I, we
obtain xy=(x1 y1)(x2 y2)..., xŒyŒ=(x −1y −1)(x −2y −2)... and h(xi yi)=h1(xi) h2(yi)=
h1(x
−
i) h2(y
−
i)=h(x
−
iy
−
i). Therefore, xŒyŒ ’h xy and we obtain xŒyŒ ¥ L which proves
the claim. We deduce immediately that
L=0 [x] %1 · [y] %2 ,
where the union ranges over all (x, y) ¥ R1×R2, be such that x ·y ¥ L. Note that
this union is finite since there are only finitely many equivalence classes for %1 and
%2 . Also, the languages [x] %1 and [y] %2 are clearly recognized by h1 and h2. L
Let h:MQ S be a morphism to some finite monoid S and let L ı R. For s ¥ S we
define L(s)={x ¥ R | h−1(s) x 5 L ]”}.
Proposition 5.3. If L is recognized by h then L=1s ¥ S h−1(s) ·L(s) and for each
s ¥ S, the language L(s) is recognized by h.
Proof. Clearly, L ı h−1(1) ·L(1). Conversely, let s ¥ S, x ¥ h−1(s), and y ¥ L(s).
By definition of L(s) there exists some xŒ ¥ h−1(s) such that xŒy ¥ L. Now clearly
xy ’h xŒy and since L is recognized by h we deduce that xy ¥ L. Therefore,
h−1(s) ·L(s) ı L.
Now, let y ¥ L(s) and choose x ¥ h−1(s) such that xy ¥ L. Let z ¥ R such that
z ’h y. We have xz ’h xy and we deduce that xz ¥ L. Therefore, z ¥ L(s) which
proves that L(s) is recognized by h. L
In order to prove the main theorem we shall use the equivalence between
FO(S, < )-definability and aperiodic languages.
Theorem 5.1 [7, 8]. A real trace language is expressible in FO(S, <) if an only
if it is aperiodic.
Remark. Due to the theorem above the work is the present paper consists of
showing that an aperiodic language is expressible in LTL(S). This implies the
desired equivalence between LTL definability, first-order definability, and aperiodic
languages. Recently, a direct translation from LTL definability to aperiodic lan-
guages using an inductive construction was given [5]. Together with Theorem 7.1
we obtain the equivalence between LTL definability and aperiodic languages
without using the above theorem and passing through first order logic.
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6. COMPOSITION OF LTL LANGUAGES
We show that some restricted products of expressible languages are also expres-
sible in LTL(S). This will be used in Section 7 where we prove by induction that
aperiodic languages are expressible in LTL(S). For this, we will write an aperiodic
languages as a finite union of products of simpler languages. Since union corre-
sponds with disjunction, the only problem is indeed with taking products. it turns
out that the induction can be based on a restricted use of products, which is con-
sidered in this section. Note that an arbitrary product of languages expressible in
LTL(S) is also expressible in LTL(S), but we do not have a direct proof for this
general statement. Actually, this becomes a consequence of our main theorem since
aperiodic trace languages are closed under product.
We give now the two crucial composition lemmas. Their proofs use some techni-
cal lemmas whose statements and proofs are postponed to Section 6.1.
The first composition is visualized by the following picture.
Lemma 6.1. Let b ¥ S, B=S0{b}, and P=MB 5 (Max ı D(b)). Let L1, L2 ı
R and L3 ı (Min=b) be trace languages expressible in LTL(S). Then the language
(L1 5P)(L2 5MI(b)) L3 is expressible in LTL(S).
Proof. The product P(bR) is unambiguous; hence we have
(L1 5P)(L2 5MI(b)) L3=((L1 5P) bR) 5 (P(L2 5MI(b)) L3).
Using Lemma 6.8, the language (L1 5P) bR is expressible in LTL(S).
Now, the productMI(b)(Min=b) is also unambiguous; hence we have
(L2 5MI(b)) L3=((L2 5MI(b))(Min=b)) 5 (MI(b)L3).
By Lemma 6.5 the language MI(b)L3 is expressible in LTL(S) and using Lemma 6.9
the language (L2 5MI(b))(Min=b) is also expressible in LTL(S). Therefore,
(L2 5MI(b)) L3 is expressible in LTL(S) and since (L2 5MI(b)) L3 ı bR we can apply
Lemma 6.4 in order to show thatP(L2 5MI(b)) L3 is expressible in LTL(S). L
The second composition is visualized by the following picture.
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Lemma 6.2. Let b ¥ S and B=S0{b}. Let L1 ı R and L2 ı RB be expressible in
LTL(S). Then the language (L1 5 (Max ı {b})) L2 is expressible in LTL(S).
Proof. The product (Max ı {b}) RB is unambiguous and we have
(L1 5 (Max ı {b})) L2=(L1 5 (Max ı {b})) RB 5 (Max ı {b}) L2.
The languages (L1 5 (Max ı {b})) RB and (Max ı {b}) L2 are expressible in
LTL(S) by Lemmas 6.10 and 6.3. L
6.1. Technical Lemmas
This section is devoted to the technical lemmas that are used in the two proofs
above. Since these technical lemmas are not used afterward this section may be
skipped in a first reading.
Lemma 6.3. Let b ¥ S, B=S0{b}, and j ¥ LTL(S) be a formula such that
LR(j) ı RB. Then,
(Max ı {b}) ·LR(j)=LR((Fb) Uj).
Proof. Let z ¥ (Max ı {b}) ·LR(j) and write z=xy with x ¥ (Max ı {b}) and
y ¥ LR(j). Then, for all factorizations x=xŒxœ with xœ ] 1 we have max(xœ)=b;
hence xœy / Fb. Therefore, z ¥ LR((Fb) Uj).
Conversely, assume that z / (Fb) Uj and consider a factorization z=xy such
that x ¥M, y / j and for all x=xŒxœ with xœ ] 1 we have xœy/ Fb. Since
alph(y) ı B and b ¨ B, this implies b ¥ alph(xœ). We deduce that max(x) ı {b}. L
Lemma 6.4. Let b ¥ S, B=S0{b}, and P=MB 5 (Max ı D(b)). Let j ¥
LTL(S) be a formula such that LR(j) ı bR. Then,
P ·LR(j)=LR(( ¬ b) Uj).
Proof. Let z ¥P ·LR(j) and write z=xy with x ¥P and y ¥ LR(j). Then,
for all factorizations x=xŒxœ with xœ ] 1 we have min(xœy)=min(xœ) 2
(min(y)0D(xœ)). Since x ¥MB and b ¥ D(xœ) we deduce that xœy / ¬ b. There-
fore, z ¥ LR(( ¬ b) Uj).
Conversely, assume that z / ( ¬ b) Uj and consider a factorization z=xy such
that x ¥M, y / j, and for all x=xŒxœ with xœ ] 1, we have xœy/ ¬ b. Let
a ¥ alph(x) and write x=xŒxœ with min(xœ)={a}. We have a ¥min(xœy) and
therefore a ] b, which implies that x ¥MB. Now, let a ¥max(x) and write x=xŒa.
Since ay / ¬ b and b ¥min(y) we must have a ¥ D(b) and we deduce that
x ¥P. L
Lemma 6.5. Let C ı S and let j ¥ LTL(S) be a formula such that
LR(j) ı (Min ı S0C). Then,
MC ·LR(j)=LR(CUj).
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Proof. Let z ¥MC ·LR(j) and write z=xy with x ¥MC and y ¥ LR(j). Then,
for all factorizations x=xŒxœ with xœ ] 1 we have min(xœy) 5 C ]”; hence
xœy/ C. Therefore, z ¥ LR(CUj).
Conversely, assume that z / CUj and consider a factorization z=xy such that
x ¥M, y/ j, and for all x=xŒxœ with xœ ] 1, we have xœy / C. Let c ¥ alph(x)
and write x=xŒxœ with min(xœ)={c}. We have ” ]min(xœy) 5 C=min(xœ) 5 C
where the last equality holds since min(y) 5 C=”. Therefore, c ¥ C which proves
that x ¥MC. L
For the next two lemmas, we need a new notation. Let L ı R and x ¥M. Then,
the left quotient of L by x is the language x−1L={y ¥ R | xy ¥ L}.
Lemma 6.6. Let a, b ¥ S, B=S0{b}, and P=MB 5 (Max ı D(b)). Then, the
language (a−1P) bR is expressible in LTL(S).
Proof. First, if a=b then a−1P=” and therefore (a−1P) bR=LR( + ). Now,
assume that a ] b. We claim that (a−1P) bR=LR(k) with
k= I
a−b1 − · · · −bk −b
¬ bU( ¬ bNOb1P( · · · ¬ bU( ¬ bNObkP( ¬ bUb)) · · · )),
where the disjunction ranges over all simple paths from a to b in the graph of the
dependence alphabet (S, D). Note that if a−b then we may have k=0 and in this
case, ¬ bUb is part of the disjunction.
Let z=xby with ax ¥P. Since max(ax) ı D(b) there is a path in ax from a to
some maximal letter of ax which depends on b. More precisely, we find a simple
path a−b1− · · · −bk−b in the graph of the dependence alphabet (S, D) and a fac-
torization x=x0b1x1 · · · bkxk. Note that we may choose k=0 and x=x0 if a is
independent of x. Now, x ¥P and thus, for all x=xŒxœ with xœ ] 1, we have
alph(xœ) ı B and b ¥ D(xœ). Therefore, xœby/ ¬ b and we deduce that z/ k.
Conversely, assume that z / k. Consider a simple path a−b1− · · · −bk−b in the
graph of the dependence alphabet (S, D) and a factorization z=x0b1x1 · · · bkxkby
such that for all 0 [ i [ k and xi=xŒxœ we have xœbi+1 · · · bkxkby/ ¬ b. Then,
x=x0b1x1 · · · bkxk ¥MB and if we write x=xŒxœ with xŒ ¥P and xœ ¥MI(b) then
necessarily {b1, ..., bk} ı alph(xŒ). Now, using that a ¥ D(b1) (or a ¥ D(b) if k=0)
we deduce that axŒ ¥P. Therefore, z=xŒbxœy ¥ (a−1P) bR. L
Lemma 6.7. Let a, b ¥ S and B=S0{b}. Then, the language (a−1(Max=b)) ·
RB is expressible in LTL(S).
Proof. We claim that (a−1(Max=b)) ·RB=LR(k) with
k= I
a=b0 −b1 − · · · −bk=b
FOb1P · · ·FObkP( ¬ Fb),
where the disjunction ranges over all simple paths from a to b in the graph of the
dependence alphabet (S, D).
Let z=xy with x ¥M, max(ax)={b} and y ¥ RB. As in the proof above, we find
a simple path a=b0−b1− · · · −bk=b in the graph of the dependence alphabet
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(S, D) and a factorization x=x1b1 · · · xkbk. Note that if x=1 is the empty trace
then we have a=b and we choose k=0. Since LR( ¬ Fb)=RB we deduce that
z / k.
Conversely, assume that z / k. Consider a path a=b0−b1− · · · −bk=b in the
graph of the dependence alphabet (S, D) and a factorization z=x1b1 · · · xkbk y with
y ¥ RB. Let x=x1b1 · · · xkbk. We have b=bk ¥max(ax); hence we can write ax=
axŒxœ with max(axŒ)={b} and xœ ¥MI(b) . Therefore, z=xŒ(xœy) ¥ (a−1(Max=b))·RB.
L
Lemma 6.8. Let b ¥ S, B=S0{b}, and P=MB 5 (Max ı D(b)). Let j ¥
LTL(S). Then the language (LR(j) 5P) bR is expressible in LTL(S).
Proof. We proceed by structural induction on j. The cases + and jKk are
trivial.
• ¬ j: Since the product PbR is unambiguous, we have
(LR( ¬ j) 5P) bR=PbR0(LR(j) 5P) bR. We can conclude by induction since
PbR=MbR=LR(Fb).
• OaP j: We first claim that
(LR(OaP j) 5P) bR=a·((LR(j) 5P) bR 5 (a−1P) bR).
Indeed, let x ¥ (LR(OaP j) 5P) bR; we can write x=aybz with y ¥ LR(j), ay ¥P,
and z ¥ R. Then, y ¥ a−1P ıP and we deduce that ybz ¥ (LR(j) 5P) bR 5
(a−1P) bR.
Conversely, let x ¥ a · ((LR(j) 5P) bR 5 (a−1P) bR). We can write x=aybz
with y ¥ a−1P, z ¥ R and ybz ¥ (LR(j) 5P) bR. Then, y ¥P and since the product
PbR is unambiguous, we deduce that y ¥ LR(j). Therefore, ay ¥ (LR(OaP j) 5P)
which proves the claim.
By Lemma 6.6, the language (a−1P) bR is expressible in LTL(S); hence we can
conclude by induction.
• jUk: Here, we claim that
(LR(jUk) 5P) bR=((LR(j) 5P) bR0bR) U(LR(k) 5P) bR.
First, let z ¥ (LR(jUk) 5P) bR. We write z=xby with x ¥ LR(jUk) 5P and
y ¥ R. Then, x=x1x2 with x2 / k and for all factorizations x1=xŒxœ with xœ ] 1,
we have xœx2 / j. Since xœ ] 1 and xœx2 ¥P we have xœx2by ¨ bR and we obtain
xœx2by ¥ (LR(j) 5P) bR0bR. Also, x2by ¥ (LR(k) 5P) bR which proves the first
inclusion.
Conversely, let z be in the right hand side and write z=z1z2 with z2 ¥
(LR(k) 5P) bR and for all z1=zŒzœ with zœ ] 1 we have zœz2 ¥ (LR(j) 5P) bR
0bR. Then clearly, b ¨ alph(z1). We write z2=x2by2 with x2 ¥ LR(k) 5P. We can
also write z1=x1 y1 with y1 independent of x2b and x=x1x2 ¥P. Therefore, we
obtain z=x1 y1x2by2=(x1x2) b(y1 y2). Now, for all factorizations x1=xŒxœ with
408 DIEKERT AND GASTIN
xœ ] 1, we have z1=xŒ(xœy1) and we obtain (xœx2) b(y1 y2)=xœy1z2 ¥
(LR(j) 5P) bR. Since the product PbR is unambiguous and xœx2 ¥P, we deduce
that xœx2 ¥ LR(j). Therefore, x1x2 ¥ LR(jUk) 5P which proves the claim.
We can conclude by induction since we have bR=LR(b). L
Lemma 6.9. Let b ¥ S and C ı S such that C×{b} ı I. Let j ¥ LTL(S). Then
the language (LR(j) 5MC) · (Min=b) is expressible in LTL(S).
Proof. Again, we proceed by structural induction on j. The cases + and jKk
are trivial.
• ¬ j: Since the productMC · (Min=b) is unambiguous, we have
(LR( ¬ j) 5MC) · (Min=b)=(MC 0LR(j)) · (Min=b)
=(MC · (Min=b))0((LR(j) 5MC) · (Min=b)),
and we can conclude by induction using Lemma 6.5 since the language (Min=b) is
expressible in LTL(S).
• OaP j: Easy, since if a ¨ C we have (LR(OaP j) 5MC) · (Min=b)=” and if
a ¥ C we have (LR(OaP j) 5MC) · (Min=b)=a· (LR(j) 5MC) · (Min=b).
• jUk: This case follows directly by induction from the equality
(LR(jUk) 5MC) · (Min=b)
=((LR(j) 5MC) · (Min=b)) U((LR(k) 5MC) · (Min=b)).
First, let z=xy with x ¥ LR(jUk) 5MC and min(y)={b}. Write x=x1x2 with
x2 / k and for all factorizations x1=xŒxœ with xœ ] 1, we have xœx2 / j. Then,
x2 y ¥ (LR(k) 5MC) · (Min=b) and xœx2 y ¥ (LR(j) 5MC) · (Min=b).
Conversely, let z be in the right hand side and write z=z1, z2 with
z2 ¥ (LR(k) 5MC) · (Min=b) and for all z1=zŒzœ with zœ ] 1 we have
zœz2 ¥ (LR(j) 5MC) · (Min=b). Write z2=x2 y2 with x2 ¥ LR(k) 5MC and
y2 ¥ (Min=b). Let a ¥ alph(z1). Then we can write z1=zŒzœ with min(zœ)={a}.
From zœz2 ¥MC · (Min=b) we deduce that a ¥min(zœz2) ı C 2 {b}. Hence,
alph(z1) ı C 2 {b} and we can write z=x1 y1 with x1 ¥MC and alph(y1) ı {b}.
Now, y=y1 y2 ¥ (Min=b) and for all factorizations x1=xŒxœ with xœ ] 1, we have
(xœx2)(y1 y2)=xœy1z2 ¥ (LR(j) 5MC) · (Min=b). Since the productMC · (Min=b)
is unambiguous, we deduce that xœx2 / j. Therefore, x=x1x2 / jUk and we are
done. L
Lemma 6.10. Let b ¥ S, B=S0{b}, and let j ¥ LTL(S). Then the language
(LR(j) 5 (Max ı {b})) RB is expressible in LTL(S).
Proof. We use a structural induction on j. The cases + and jKk are trivial.
• ¬ j: Since the product (Max ı {b}) RB is unambiguous, we have
(LR( ¬ j) 5 (Max ı {b})) RB=(Max ı {b}) RB 0(LR(j) 5 (Max ı {b})) RB.
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Moreover (Max ı {b}) RB is the set (Alphinf ı B), which is expressible in LTL(S)
by the formula FG ¬ b.
• OaP j: We first claim that
(LR(OaP j) 5 (Max ı {b})) RB
=a((LR(j) 5 (Max ı {b})) RB 5 (a−1(Max=b)) RB).
Indeed, let z=axy with ax ¥ LR(OaP j) 5 (Max ı {b}) and y ¥ RB. Then,
x ¥ a−1(Max=b) ı (Max ı {b}) and also x ¥ LR(j). Hence, z belongs to the right
hand side.
Conversely, let z be in the right hand side and write z=axy with x ¥
a−1(Max=b), y ¥ RB, and xy ¥ (LR(j) 5 (Max ı {b})) RB. Since the product
(Max ı {b}) RB is unambiguous, we deduce that x ¥ LR(j). Hence, ax ¥
LR(OaP j) 5 (Max ı {b}) and we are done.
By Lemma 6.7, the language (a−1(Max=b)) RB is expressible in LTL(S); hence
we can conclude by induction.
• jUk: This case follows by induction from the formula
(LR(jUk) 5 (Max ı {b})) RB
=(LR(j) 5 (Max ı {b})) RBU(LR(k) 5 (Max ı {b})) RB.
First, let z=xy with x ¥ LR(jUk) 5 (Max ı {b}) and y ¥ RB. Then, x=x1x2 with
x2 / k and for all factorizations x1=xŒxœ with xœ ] 1, we have xœx2 / j. Since
each suffix of x is in (Max ı {b}), we deduce x2 y ¥ (LR(k) 5 (Max ı {b})) RB and
xœx2 y ¥ (LR(j) 5 (Max ı {b})) RB which proves the first inclusion.
Conversely, let z be in the right hand side and consider a factorization z=z1z2
such that z2 ¥ (LR(k) 5 (Max ı {b})) RB and for all z1=zŒzœ with zœ ] 1 we have
zœz2 ¥ (LR(j) 5 (Max ı {b})) RB. We write z2=x2 y2 with y2 ¥ RB and x2 ¥
LR(k) 5 (Max ı {b}). We can also write z1=x1 y1 with y1 independent of x2b
and max(x1x2) ı {b}. Note that y1 ¥ RB. We obtain z=x1 y1x2 y2=(x1x2)(y1 y2).
Now, for all factorizations x1=xŒxœ with xœ ] 1, we have z1=xŒ(xœy1) and we
obtain (xœx2)(y1 y2)=xœy1z2 ¥ (LR(j) 5 (Max ı {b})) RB. Since the product
(Max ı {b}) RB is unambiguous, we deduce that xœx2 ¥ LR(j). Therefore,
x1x2 ¥ LR(jUk) 5 (Max ı {b}). L
7. KAMP’S THEOREM FOR REAL TRACES
Theorem 7.1. A real trace language is expressible in FO(S, < ) if and only if it is
expressible in LTL(S).
By Proposition 4.1 and Theorem 5.1 it is enough to show that all aperiodic lan-
guages in R(S, I) are expressible in LTL(S).
Let Q be a finite set of states. We denote by Trans(Q) the monoid of mappings
from Q to Q. The multiplication is the composition (in reverse order) of mappings:
(fg)(x)=g(f(x)); and the unit element is the identity idQ. We will use the fact
that every finite monoid S can be realized as a submonoid of some Trans(Q) where
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|Q| [ |S|. Indeed, it suffices to consider the right action of S over itself. More
precisely, if we define q(s) ¥ Trans(S) by q(s)(t)=ts then it is easy to see that
q: SQ Trans(S) is an injective morphism.
We deduce that every aperiodic trace language can be recognized by some
morphism h:M(S, I)Q S ı Trans(Q) where S is aperiodic. We show by induction
on (|Q|, |E|) that all languages recognized by h are expressible in LTL(S). For this
induction, we use the following well-founded lexicographic order on N2: (m, n) <
(mŒ, nŒ) if and only if m < mŒ or m=mŒ and n < nŒ.
First, assume that h(a)=idQ for all a ¥ S, which is in particular the case when
|Q|=1. If L ı R is recognized by h then L is one of the sets ”, R, M, or R0M
which are respectively defined by the formulas + , 2 , F stop, and GX 2 . This
shows the basis case of the induction.
Second, assume that h(b) ] idQ for some b ¥ S. The crucial observation here is
that h(b) is not a permutation of Q. Indeed, since S is aperiodic, there exists some n
such that h(b)n=h(b)n+1. If h(b) were a permutation then it would be invertible and
the last equality would imply h(b)=idQ, a contradiction. Hence, h(b)(Q)=QŒ for
some QŒ … Q with |QŒ| < |Q|.
We let B=S0{b} and we define two subsets ofM:
P={x ¥MB |max(x) ı D(b)},
C={x ¥MB |min(x) ı D(b)}.
The notation P is chosen since Pb are exactly the pyramids of M where the
unique maximal element is b. It should be noted that (Pb)* and (Cb)* are free
submonoids ofM, both being infinitely generated if D(b) ] {b}.
By D we denote the subset of real traces x which are either inMb or which can be
factorized into an infinite product of finite traces such that all factors except the
first belong to Cb; that is, D=Mb(Cb).. The set D, which plays a key role, admits
the following unambiguous decomposition:
D=PMI(b)b(Cb).
. This decomposition is best visualized by the following picture; it is in some sense
the guide for the modular construction of a formula defining the language L 5 D.
The core of the proof is now the following proposition.
Proposition 7.1. Let L ı R be recognized by h. Then, L 5 D is expressible in
LTL(S).
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The proof of this proposition will be given later in Section 7.1. Here we show
how it is used in the proof of Theorem 7.1. We start with two corollaries.
Corollary 7.1. Assume that (S, D) is connected and let L ı R be recognized by
h. Then the language L 5 (Alphinf=S) is expressible in LTL(S).
Proof. Since (S, D) is connected, we have (Alphinf=S) ı D. Therefore,
L 5 (Alphinf=S)=(L 5 D) 5 (Alphinf=S).
By Proposition 7.1 we know that L 5 D is expressible in LTL(S) and we conclude
easily since (Alphinf=S)=LR(Ma ¥ S GFa). L
Corollary 7.2. Let c ¥ S, C=S0{c} and let L ı R be recognized by h. Then
the language L 5 (Alphinf ı C) is expressible in LTL(S).
Proof. We claim that L 5 (Alphinf ı C) is the finite union
0
u, v ¥ S
(((h−1(u) 5 (Max ı {b})) · (h−1(v) 5MB)) 5 (Max ı {c})) · (L(uv) 5 RC).
First, let t=xyz with x ¥ h−1(u), y ¥ h−1(v), and z ¥ L(uv) for some u, v ¥ S. Then
h(xy)=uv and we deduce from Proposition 5.3 that t=xyz ¥ L.
Conversely, we have the unambiguous decompositions
(Alphinf ı C)=(Max ı {c}) ·RC and M=(Max ı {b}). ·MB.
Therefore,
(Alphinf ı C)=(((Max ı {b}) ·MB) 5 (Max ı {c})) ·RC.
Hence, if t ¥ L 5 (Alphinf ı C), we can write t=xyz with x ¥ (Max ı {b}),
y ¥MB, xy ¥ (Max ı {c}), and z ¥ RC. If we let u=h(x) and v=h(y) then we get
z ¥ L(uv) which concludes the proof of the claim.
We will now apply Lemma 6.2 twice in order to conclude the proof of Corollary
7.2. We fix some u, v ¥ S. First, by Propositions 5.1 and 5.3 we know that
K2=L(uv) 5 RC is recognized by the morphism h A MC , and L2=h
−1(v) 5MB is
recognized by the morphism h A MB . By induction on the size of the alphabet, we
deduce that L2 and K2 are expressible in LTL(B) and LTL(C), respectively. By
Lemma 3.1 they are also expressible in LTL(S).
Second, note that (Max ı {b}) ı D 2 {1}. Hence,
h−1(u) 5 (Max ı {b})=(h−1(u) 5 (D 2 {1})) 5 (Max ı {b}).
By Proposition 7.1, the language L1=h−1(u) 5 (D 5 {1}) is expressible in LTL(S).
Applying Lemma 6.2 once we deduce first that
K1=(L1 5 (Max ı {b})) ·L2=(h−1(u) 5 (Max ı {b})) · (h−1(v) 5MB)
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is expressible in LTL(S). Next, applying Lemma 6.2 a second time we deduce that
(K1 5 (Max ı {c})) ·K2; that is,
(((h−1(u) 5 (Max ı {b})) · (h−1(v) 5MB)) 5 (Max ı {c})) · (L(uv) 5 RC)
is expressible in LTL(S). Therefore, L 5 (Alphinf ı C) is expressible in
LTL(S). L
In order to conclude the proof of Theorem 7.1, we use the following proposition.
Proposition 7.2. Assume that (S, D) is nonconnected and let L ı R be recog-
nized by h. Then L is expressible in LTL(S).
Proof. Assume that S=S1 2 S2 with S1×S2 ı I and let Mi=MSi , Ri=RSi ,
and hi=h AMi for i=1, 2. By Proposition 5.2, L is a finite union of products L1 ·L2
where Li ı Ri is recognized by hi for i=1, 2. By induction on the size of the
alphabet, we deduce that L1 and L2 are expressible in LTL(S1) and LTL(SZ),
respectively. Using Lemma 3.2, we deduce that L1 ·L2 is expressible in LTL(S). L
7.1. Proof of Proposition 7.1
Let us first show that the set (Cb). is expressible in LTL(S).
Lemma 7.1. The real trace language (Cb). is expressed by the formula
(Min ı D(b))N (stopKFObP stopKGF(Min=b)),
where we write simply (Min ı D(b)) and (Min=b) instead of the corresponding
LTL(S) formula.
Proof. We have (Cb)+=(Min ı D(b)) 5Mb; therefore (Cb)* is expressed by
the formula (Min ı D(b))N (stopKFObP stop).
Now, if x ¥ (Cb)w then clearly min(x) ı D(b) and x/ GF(Min=b). Conversely,
assume that min(x) ı D(b) and x / GF(Min=b). Consider any infinite factoriza-
tion x=z0z1... of x into finite traces. Since x / GF(Min=b) and z0 is a finite prefix
of x we can write x=y0bx1 with z0 [ y0 ¥M and min(x1) ı D(b). From
min(x) ı D(b), we deduce that y0b ¥ (Min ı D(b)) 5Mb=(Cb)+.
Now, z0z1 and yob are finite prefixes of x; hence we can write x=y0by1bx2 with
z0z1 [ y0by1 ¥M and min(x2) ı D(b). From min(x1) ı D(b), we deduce that
y1b ¥ (Min ı D(b)) 5Mb=(Cb)+.
In this way, we construct an infinite sequence of finite traces yi such that for all i
we have yib ¥ (Cb)+ and z0 · · · zi [ y0b · · · byi [ x. We deduce that x=y0by1b · · · ¥
(Cb)w. L
Now, recall that h(b)(Q)=QŒ. Each s ¥ h((Cb)*) maps the subset QŒ to QŒ.
Hence we may define two subsets T, TŒ ı Trans(QŒ) by T={s A QŒ | s ¥ h(Cb)} and
TŒ={s A QŒ | s ¥ h((Cb)*)}. Since h((Cb)*) is a submonoid of S, the set TŒ is a
monoid. Moreover, the monoid TŒ is generated by T and is aperiodic since S is
aperiodic.
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By T* we denote the free monoid generated by the finite set T (here T is viewed
as an alphabet). Accordingly, T. means the set of finite or infinite words over the
alphabet T. The inclusion T ı TŒ induces a canonical morphism e: T*Q TŒ which is
called the evaluation.
The mapping s: CbQ T, defined by the restriction s(x)=h(x) A QŒ , induces a
morphism s: (Cb)*Q T* between free monoids. The mapping s is also extended to
infinite sequences s: (Cb)wQ Tw, so finally we have s: (Cb).Q T..
Since TŒ is a submonoid of Trans(QŒ) and |QŒ| < |Q|, we may use induction
(although we might have |T| > |S|). More precisely, we may assume that every lan-
guage K ı T. which is recognized by the morphism e is expressible in LTL(T). The
following lemma allows us to make use of this induction step.
Lemma 7.2. Let K ı T. be a word language expressible in LTL(T). Then the
real trace language s−1(K) ı (Cb). is expressible in LTL(S).
Proof. We prove this by induction on the formula j ¥ LTL(T) which defines
the language K. Let us denote in this proof by s−1(j) the language s−1(LT.(j)).
The cases + and jKk are trivial.
• ¬ j: We have s−1( ¬ j)=(Cb).0s−1(j). We conclude by induction using
Lemma 7.1.
• OtP j: We first claim that
s−1(OtP j)=(Min ı D(b)) 5 1 0
t=(uvh(b)) A QŒ
(h−1(u) 5P)(−1(v) 5MI(b)) bs−1(j)2.
This is based on the unambiguous decomposition
(Cb)(Cb).=(Min ı D(b)) 5PMI(b)b(Cb)..
Let x ¥ s−1(OtP j). Write x=yz with y ¥ s−1(t) ı (Cb) and z ¥ s−1(j) ı (Cb)..
Using the unambiguous decomposition above we deduce that y=yŒyœb with yŒ ¥P
and yœ ¥MI(b). Let u=h(yŒ) and v=h(yœ). We obtain t=s(y)=(uvh(b)) A QŒ and
x=yz ¥ (Min ı D(b)) 5 ((h−1(u) 5P)(h−1(v) 5MI(b)) bs−1(j)).
Conversely, let x=yŒyœbz ¥ (Min ı D(b)) with yŒ ¥ h−1(u) 5P, yœ ¥ h−1(v) 5
MI(b) and z ¥ s−1(j) for some u, v ¥ S such that t=(uvh(b)) A QŒ . We deduce that
y=yŒyœb ¥ Cb and s(y)=t. Therefore, x=yz ¥ s−1(OtP j).
By induction, the language s−1(j) is expressible in LTL(S). Hence, so is
L3=bs−1(j) ı (Min=b). By Proposition 5.1, the languages L1=h−1(u) 5MB and
L2=h−1(v) 5MB are recognized by the restriction of h to MB. Hence, by induction
on the size of the alphabet, they are expressible in LTL(B) and also in LTL(S) by
Lemma3.1.SinceP 2MI(b) ıMB,wehaveh−1(u) 5P=L1 5Pandh−1(v) 5MI(b)=
L2 5MI(b). Using Lemma 6.1, we deduce that
(L1 5P)(L2 5MI(b)) L3=(h−1(u) 5P)(h−1(v) 5MI(b)) bs−1(j)
is expressible in LTL(S).
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• jUk: An until-formula jUk over words is equivalent with kK (jNX(jUk)).
Thus it is enough to consider X(jUk). We claim that
s−1(X(jUk))=(Cb). 5 ((bs−1(j) 2 (Min ] b)) U(bs−1(k))).
Let x ¥ s−1(t) for some t=t0t1t2 · · · ¥ T. with t / X(jUk). We write x=
x0bx1bx2b · · · with xi ¥ C and s(xib)=ti. Let i > 0 be such that titi+1 · · · / k and
for all 0 < j < i, tjtj+1 · · · / j. We deduce that z=bxibxi+1 · · · ¥ bs−1(k) and if
y=x0bx1...bxi−1=uv with v ] 1 then either min(v) ] {b} and also min(vz) ] {b},
or min(v)={b} and we have v=bxj...bxi−1 for some 0 < j < i. In this case, we have
vz=bxjbxj+1 · · · ¥ bs−1(j). Therefore, x belongs to the right hand side.
Conversely, assume that x belongs to the right hand side; then we can write
x=x0bx1bx2b · · · with xi ¥ C. Let t=s(x)=t0t1t2 · · · with ti=s(xib). Let x=yz
be a factorization such that z ¥ bs−1(k) and for all y=uv with v ] 1 we have either
min(vz) ] {b} or vz ¥ bs−1(j). We deduce that z=bxibxi+1 · · · for some i > 0 and
titi+1 · · · / k. Now, for all 0 < j < i we have min(bxjbxj+1 · · · )={b}; hence
bxjbxj+1 · · · ¥ bs−1(j) and tjtj+1 · · · / k. Therefore, t / X(jUk), which concludes
the proof of the claim.
By induction, we know that s−1(j) and s−1(k) are expressible in LTL(S) and
hence also bs−1(j) and bs−1(k). Since both (Cb). (Lemma 7.1) and (Min ] {b})
are expressible in LTL(S), we deduce from the claim that s−1(X(jUk)) is also
expressible in LTL(S). L
Lemma 7.3. Let L ı R be recognized by h. Then L 5 b(Cb). is expressible in
LTL(S).
Proof. We define the language K ı T. with respect to the language L by
K={s(x) ¥ T. | bx ¥ L 5 b(Cb).}.
We first show that L 5 b(Cb).=bs−1(K). The inclusion ı is clear. Conversely,
let y=y1by2b · · · ¥ s−1(K) with yi ¥ C and let bx ¥ L 5 b(Cb). be such that
s(x)=s(y). We write x=x1bx2b · · · with xi ¥ C. We have the same number of
factors and for all i we have h(xib) A QŒ=s(xib)=s(yib)=h(yib) A QŒ . If the number
of factors is finite, then directly h(bx)=h(by); hence by ¥ L 5 b(Cb)*. If the
number of factors is infinite, then we deduce first that h(bxib)=h(byib). It follows
that bx ’h bz ’h by with z=x1by2bx3by4b · · · . Since bx ¥ L, we deduce that
by ¥ L 5 b(Cb)w.
Next, we show that K is recognized by the morphism e: T*Q TŒ. To see this let
u ¥K and v ¥ T. be such that u ’e v. We have to show that v ¥K. Let x ¥ (Cb). be
such that bx ¥ L and s(x)=u. Note that u is finite if and only if x ¥ (Cb)* if and
only if x is finite.
Assume first that u and v are both finite. We choose some y ¥ (Cb)* with
s(y)=v. We have e(s(x))=e(u)=e(v)=e(s(y)). Thus, h(x) A QŒ=h(y) A QŒ , but
then h(bx)=h(by) and we conclude by ¥ L and therefore v=s(y) ¥K.
Now, assume that u and v are both infinite. Since u ’e v, we find infinite fac-
torizations u=u1u2 · · · and v=v1v2 · · · with ui, vi ¥ T+ and e(ui)=e(vi) for all i.
LTL AND MAZURKIEWICZ TRACES 415
Since s(x)=u, we find a factorization x=x1bx2b · · · such that xib ¥ (Cb)+ and
s(xib)=ui for all i. Now, for all i, let yib ¥ (Cb)+ be such that s(yib)=vi and let
y=y1by2b · · · . For all i, we have
h(xib) A QŒ=e p s(xib)=e(ui)=e(vi)=e p s(yib)=h(yib) A QŒ
and therefore h(bxib)=h(byib). It follows that bx ’h bz ’h by with z=
x1by2bx3by4b · · · . Since bx ¥ L, we deduce that by ¥ L and therefore v=s(y) ¥K.
Now, it is easy to conclude the proof. Since |QŒ| < |Q| and K is recognized by
e: T*Q TŒ ı Trans(QŒ), we know by induction that K is expressible in LTL(T).
Using Lemma 7.2, we deduce that s−1(K) is expressible in LTL(S). Therefore,
L 5 b(Cb).=bs−1(K) is expressible in LTL(S). L
We are now ready to complete the proof of Proposition 7.1. Let L ı R be a real
trace language recognized by the morphism h. We claim that
L 5 D= 0
u, v ¥ S
(h−1(u) 5P)(h−1(v) 5MI(b))(L(uv) 5 b(Cb).).
Indeed, let t=xyz with x ¥ h−1(u), y ¥ h−1(v), and z ¥ L(uv) for some u, v ¥ S. Then
h(xy)=uv and we deduce from Proposition 5.3 that t=xyz ¥ L. Conversely, let
t ¥ (L 5 D). Using the unambiguous factorization D=PMI(b)b(Cb)., we can write
t=xyz with x ¥P, y ¥MI(b), and z ¥ b(Cb).. If we let u=h(x) and v=h(y) then
we get z ¥ L(uv) which concludes the proof of the claim.
By Proposition 5.3, we know that L(uv) is recognized by h; hence by Lemma 7.3
the language L3=L(uv) 5 b(Cb). ı (Min=b) is expressible in LTL(S). By Prop-
osition 5.1, the languages L1=h−1(u) 5MB and L2=h−1(v) 5MB are recognized
by the restriction of h to MB. Hence, by induction on the size of the alphabet, they
are expressible in LTL(B) and also in LTL(S) by Lemma 3.1. Since P 2
MI(b) ıMB, we have h−1(u) 5P=L1 5P and h−1(v) 5MI(b)=L2 5MI(b). Using
Lemma 6.1, we deduce that
(L1 5P)(L2 5MI(b)) L3=(h−1(u) 5P)(h−1(v) 5MI(b))(L(uv) 5 b(Cb).)
is expressible in LTL(S).
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