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Resumen
En este trabajo se desarrollan aspectos importantes de los observadores de estado como son
el dise~no, aplicaciones y analisis de la convergencia. As pues, lo que se pretende es brindar
nuevas herramientas que permitan un mejor aprovechamiento de las tecnicas de estimacion
existentes. Esta investigacion esta dividida en tres etapas: en la primera, se determina la
estabilidad del observador de estado extendido (ESO) de orden n, haciendo uso de la teora
de estabilidad absoluta. El analisis de estabilidad se llevo a cabo tomando las ecuaciones del
error de estimacion como un sistema realimentado, con el objetivo de aplicar el criterio de
Popov. A partir de este analisis se pudo determinar los requerimientos de la funcion no lineal
del observador, que garantizan la convergencia asintotica del ESO de segundo y tercer orden.
En la segunda parte se dise~na un estimador de funciones no lineales basado en el enfoque del
ESO. En particular se planteo un modelo generico que permite la estimacion de las incer-
tidumbres en plantas no lineales, dependiendo del numero de salidas que tenga el sistema.
El estimador se propuso en forma de teorema y se valido a traves simulaciones numericas
con sistemas no lineales de segundo y tercer orden ademas de sistemas que presentan ciclos
lmite. Por ultimo, se presenta el dise~no de un observador no lineal aplicado a una tecnica
de control adaptativo para digestores anaerobios. El dise~no del observador se hizo usando la
teora de funciones de Lyapunov{like, asegurando la total convergencia del estimador ante
cualquier variacion de los parametros del sistema. La ley de control se desarrollo con base
en las dinamicas del observador, lo que hizo posible utilizar terminos de saturacion en las
se~nales de control sin degradar el rendimiento del controlador. El rendimiento del controlador
se evaluo mediante simulaciones numericas presentando notables caractersticas en cuanto a
la robustez en el modelado y perturbaciones.
Palabras clave: Observador de estado extendido (ESO), Criterio de Popov, funcion
Lyapunov-like, control adaptativo, bio{reactores .
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Abstract
In this dissertation, several features of the state observers such as design, applications and
stability studies are addressed. The objective is to provide new tools to make better use
of existing estimation techniques. This research focuses on three stages: First, the stability
of the extended state observer (ESO) is determined by absolute stability theory. Basically,
it is propose to represent the observer error system as a feedback interconnection in order
to use the Popov criterion. From this analysis it was determined the requirements of the
nonlinear function of the observer which guarantee the asymptotic convergence of the sec-
ond and third ESO order. On the second stage: a nonlinear function observer based on the
ESO approach is proposed. Particulary, the generic model allows to estimate uncertainties
in nonlinear systems depending on the number of available outputs. The observer was pro-
posed as a theorem and it was evaluated via numerical simulations on the second and third
order nonlinear systems. Finally, an adaptive controller for bio{reactors based on nonlinear
observer dynamics was proposed. The observer state was incorporated in the control design
in order to handle nonlinear behavior of the system. The Lyapunov{ like function method to
derive the controller is used. The controller performance was evaluated through numerical
simulations showing excellent responses under the uncertainties.
Keywords: Extended state observer (ESO), Popov criterion, Lyapunov{like function,
adaptive control, bio{reactors
Contenido
Agradecimientos VII
Resumen IX
1. Introduccion 1
2. Marco teorico 5
2.1. Observadores de estado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1. Observadores deslizantes . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2. Observadores de alta ganancia . . . . . . . . . . . . . . . . . . . . . . 7
2.1.3. Observadores de estado extendido . . . . . . . . . . . . . . . . . . . . 7
3. Analisis de las dinamicas del error de estimacion del observador de estado ex-
tendido 10
3.1. Estabilidad Absoluta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.1.1. Criterio de Popov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2. Analisis de las dinamicas del error de estimacion del ESO como un sistema
realimentado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.3. Analisis de la convergencia de ESOs de 2do orden . . . . . . . . . . . . . . . 19
3.4. Analisis de la convergencia de ESOs de 3er orden . . . . . . . . . . . . . . . 20
3.5. Conclusiones y observaciones . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4. Identicacion de sistemas no lineales 24
4.1. Estimacion de trozos o funciones no lineales . . . . . . . . . . . . . . . . . . 25
4.2. Pruebas de simulacion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2.1. Sistema de 2do orden con 2 salidas . . . . . . . . . . . . . . . . . . . . 27
4.2.2. Sistema de 3er orden con 2 salidas . . . . . . . . . . . . . . . . . . . . 29
4.2.3. Sistema de 3er orden con 3 salidas . . . . . . . . . . . . . . . . . . . . 31
4.2.4. Oscilador de Van der Pol . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5. Dise~no de observadores de estado no lineales para bioreactores 37
5.1. Modelo de la planta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Contenido xiii
5.2. Control adaptativo basado en las dinamicas de un observador no lineal . . . 39
5.2.1. Dise~no del observador . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.2.2. Dise~no de la ley de control . . . . . . . . . . . . . . . . . . . . . . . . 42
5.3. Analisis de la convergencia y acotacion del esquema de control . . . . . . . . 43
5.4. Estudios de simulacion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.5. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6. Principales Aportaciones y Trabajo Futuro 49
6.1. Principales contribuciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.1.1. Estabilidad de sistemas . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.1.2. Modelado de sistemas . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.1.3. Sistemas de control . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
6.2. Trabajo Futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
Bibliografa 51
1 Introduccion
En muchas aplicaciones de la ingeniera es deseable obtener una estimacion de ciertas vari-
ables que no pueden ser medidas directamente. Estas mediciones pueden ser muy costosas o
incluso imposibles de lograr dependiendo de las limitaciones fsicas del sistema (planta); por
lo tanto, una alternativa interesante es dise~nar observadores de estado para suplir la falta
de informacion. Los observadores de estado son usados para varios propositos tales como:
modelado (identicacion), monitoreo (deteccion de fallas) o tareas de control (regulacion o
seguimiento) convirtiendose as en el corazon de los problemas de la ingeniera [3] como se
resume en la gura (1-1).
Figura 1-1: Observador como el corazon de los problemas de la ingenieria
Dise~nos de observadores no lineales como el observador en modos deslizantes (SMO) [28],
el observador de alta ganancia (HGO) [6] y el observador de estado extendido (ESO) [9]
han sido propuestos. Estos son mas robustos frente a las incertidumbres de la planta, er-
rores de estimacion y perturbaciones que los observadores clasicos, siendo el ESO el menos
dependiente del modelo matematico de la planta. Estos observadores han sido utilizados
2 1 Introduccion
exitosamente en diferentes aplicaciones industriales, como la estabilizacion de sistemas de
levitacion magnetica [15], rechazo a perturbaciones en sensores de velocidad angular (giro-
scopios) basados en sistemas micro-electromecanicos [23] o el control de motores de induccion
[13], entre otros. Sin embargo la estructura y sintonizacion de estos es una tarea compleja,
haciendo mas difcil el analisis de la estabilidad del observador y en consecuencia la del
proceso en el cual se utiliza. De hecho, el analisis de la estabilidad del observador de estado
extendido sigue siendo un problema abierto.
Por otra parte, observadores de estado han sido propuestos para la identicacion de sistemas
no lineales, como por ejemplo observadores adaptativos [26, 1] y los observadores de alta
ganancia [8, 7], entre otros. Sin embargo, para el caso de los observadores de alta ganancia,
las altas ganancias usualmente podran conducir al sistema a oscilaciones en presencia de
perturbaciones o ruido. Mientras que los observadores adaptativos asumen que la condicion
de \persistencia en la excitacion"(PE) se cumple, lo cual es difcil de demostrar. Otras tecni-
cas de estimacion tales como redes neuronales [22] y algoritmos geneticos [18], entre otros,
han sido propuestos para tareas de identicacion. No obstante, el costo computacional y
la complejidad de estas tecnicas han dicultado sus posibles aplicaciones. Por esta razon el
dise~no de estrategias para la identicacion de sistemas no lineales basadas en observadores
de estado sigue siendo un tema de estudio en el modelado de sistemas.
Recientemente, se han dise~nado observadores de estado con el objetivo de mejorar la ro-
bustez de los controladores para reactores bioqumicos [17, 21], debido a que una eciente
operacion de estos bio{reactores podra llegar a reducir los costos operacionales y mejorar el
rendimiento de los procesos llevados a cabo dentro de estos dispositivos. Un observador de
Luenberger extendido fue introducido en [21] para tratar las incertidumbres y no linealidades
en digestores anaerobios, sin embargo la convergencia del error de seguimiento no ha sido
completamente probada para el caso del digestor anaerobio con parametros variantes en el
tiempo.
As pues, debido al papel determinante que juegan los observadores de estado en la au-
tomatizacion industrial, el proposito de esta investigacion es tratar aspectos importantes de
los observadores de estado como son el dise~no, aplicaciones y analisis de estabilidad. A partir
de estas cuestiones, y teniendo en cuenta que el observador de estado extendido ha mostrado
una notable superioridad frente a los demas [34], en este documento se presenta una estrate-
gia para determinar la estabilidad del ESO, con el n de facilitar el dise~no y ampliar las
aplicaciones de este tipo de observadores. Posteriormente, se propone una metodologa para
la construccion de modelos de sistemas no lineales basada en el ESO. Finalmente, se dise~na
un observador no lineal con el objetivo de mejorar las tecnicas de control para bio{reactores
anaerobios con parametros variantes en el tiempo y entradas saturadas.
El trabajo se divide en 3 captulos: el primero, determinacion de la convergencia del ob-
3servador de estado extendido, basado en la teora de estabilidad absoluta. En esta primera
parte (Captulo 2), se consideran las ecuaciones del error de estimacion del ESO como un
sistema realimentado, con el n de establecer las condiciones bajo las cuales se puede aplicar
la teora de estabilidad absoluta mas concretamente el criterio de Popov. Una vez se logran
las condiciones de suciencia, se proporcionan los requerimientos bajo los cuales se deben
seleccionar los parametros del observador, con los cuales el observador sera asintoticamente
estable. Para concluir con este captulo, con base en los anteriores resultados, se presentan
analisis de la convergencia para ESOs de segundo y tercer orden.
La segunda parte (Captulo 3), consiste en el aprovechamiento de las caractersticas del ESO
para la identicacion de funciones no lineales. Teniendo en cuenta que el ESO ha sido proba-
do con exito para estimar un trozo no lineal o para estimar el sistema completo [39], en
este documento se propone una solucion intermedia, donde se pueda usar la mayor cantidad
de informacion conocida del modelo y del sistema, y se puedan implementar ESOs para las
partes desconocidas del modelo. En particular se propone un modelo generico el cual incluya
una parte lineal, la cual puede provenir por ejemplo de una identicacion lineal del modelo
en un punto de operacion, y una parte no lineal. Para ello, se establecio un teorema donde
se propone que, dado un sistema dinamico de orden n, se pueden estimar las m funciones no
lineales del sistema de acuerdo al numero de salidas que se tenga disponible. La metodologa
planteada es corroborada mediante resultados de simulacion donde se prueba con sistemas de
segundo y tercer orden, ademas se incluye la estimacion de funciones no lineales en sistemas
que presentan ciclos limite.
En la ultima parte (Captulo 4) se presenta la aplicacion de un observador no lineal a una
tecnica de control adaptativa con el n de regular los acidos grasos volatiles de un proceso
de digestion anaerobica, llevada a cabo en un bio{reactor. Las condiciones bajo las cuales se
da el proceso son: i) entrada saturada, ii) parametros de la planta desconocidos, variantes
pero acotados y iii) concentraciones de biomasa y demanda de oxgeno desconocidas. La
tecnica de control robusta se basa en las dinamicas del observador no lineal, por lo tanto
la convergencia de este observador es un factor determinante en el dise~no del controlador.
El observador no lineal es desarrollado usando una variante de las funciones de Lyapunov
conocida en la literatura como \Lyapunov-like"[27], con el objetivo de obtener: un error de
estimacion acotado (perteneciente a un conjunto residual denido por el usurario) y una
rigurosa prueba matematica. Una vez dise~nado el observador, se desarrollaron las leyes de
adaptacion y la ley de control. Por ultimo, se llevaron a cabo pruebas de simulacion con el
n de evaluar el rendimiento del controlador y del observador.
Por otro lado, durante la elaboracion de este proyecto, se obtuvo la siguiente produccion
bibliograca:
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Artculos:
Stability Analysis of the Extended State Observers by Popov Criterion, Christian Er-
azo, Fabiola Angulo and Gerard Olivar, International Journal of Mathematics and
Mathematical Sciences, 2012 -Enviado-
A robust adaptive controller for an anaerobic digester with saturated input: guarantees
for the boundedness and convergence properties, A. Rincon, C. Erazo and F. Angulo,
Journal of Process Control, December, 2011 - En revision-
Ponencias presentadas:
On the use of the extended state observers to estimate nonlinear in a model, llevada a
cabo en el 11th Conference On Dynamical Systems - Theory and Applications, Poland,
2011
A robust adaptive controller for bio{reactors with saturated input and uncertain vary-
ing plant parameters, llevada a cabo en el XI Latin American Robotics Competition
& Colombian Conference on Automatic Control & II Industry Applications Society
Colombian Workshop, Colombia, 2011
Dise~no de nuevos observadores de estado, llevada a cabo en el V congreso internacional
de ingeniera mecanica y tercero de ingeniera Mecatronica, Colombia, 2011.
Posters presentados:
Identication of Dynamical Systems Using Nonlinear Observers, llevada a cabo en el XI
Latin American Robotics Competition & Colombian Conference on Automatic Control
& II Industry Applications Society Colombian Workshop, Colombia, 2011.
Desarrollo de una nueva tecnica para el analisis de sistemas dinamicos no lineales
basada en el observador de estado extendido no lineal NESO, en el School of Applied
Mathematics and Innovation (SAMI), evento que se llevo a cabo del 28 de noviembre
al 2 de diciembre del 2010 en Santa Marta-Colombia.
Articulo en preparacion:
A Robust Controller for DC-DC Buck Converters with Uncertain Loads Based on
GZAD Strategy, Daniel Burbano, Christian Erazo, Fabiola Angulo.
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En este captulo presentan los aspectos generales correspondientes al analisis y dise~no de
observadores de estado. Dichos aspectos incluyen una breve descripcion de los observadores
clasicos mas conocidos como observadores de Luenberger, algunos aspectos los observadores
en modos deslizantes, los observadores de alta ganancia y el observador de estado extendido.
2.1. Observadores de estado
Los observadores de estado son herramientas que permiten estimar las variables o estados
de un sistema con base en las mediciones de las se~nales de salida y control. Estos obser-
vadores permiten enviar informacion estimada acerca del valor que toman dichos estados,
permitiendo conocer un aproximado del valor real, ademas cuentan con muy poco margen
de diferencia o error.
A continuacion se presenta el proceso de dise~no de un observador de estado mas conocido
en la literatura como observador de Luenberger.
Considerese el siguiente sistema dinamico lineal:
_x = Ax+Bu
y = Cx
(2-1)
donde x 2 Rn es el vector de estados, y 2 Rm es la salida, u 2 R es la se~nal de control y las
matrices A, B y C son de dimensiones nxn, nx1 y nx1, respectivamente. Los estados pueden
ser estimados mediante la siguiente expresion:
_z = Az +Bu+ (y   y^)
y^ = Cz
(2-2)
donde z 2 Rn es el vector de estados estimados, y^ es la salida estimada y  es el vector de
ganancias que permite la estimacion de los estados y es de dimension nx1. En la gura (2-1)
se muestra el diagrama de bloques del sistema y el observador. Para obtener la ecuacion del
error de estimacion se resta la ecuacion (2-2) de (2-1).
_x  _z = Ax  Az   (Cx  Cz)
_x  _z = (A  C)(x  z) (2-3)
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Figura 2-1: Diagrama Sistema-Observador
deniendo e = x  z tenemos:
_e = (A  C)e (2-4)
A partir de (2-4) se puede ver que el comportamiento dinamico del error de estimacion
esta determinado por los valores propios de la matriz A C, es decir si la matriz A C es
estable, el error de estimacion convergera asintoticamente a cero. Si el sistema es de estado
completamente observable, es posible determinar una matriz  tal que A C tenga valores
caractersticos arbitrariamente deseados.
Cabe resaltar que es necesario tener el modelo exacto de la planta (A;B;C), ya que las
dinamicas del error de estimacion pueden no ser gobernadas por la Ec.(2-4). Incluso si el
modelo esta disponible, si este no es lo sucientemente exacto la estimacion no sera con-
able. Recientemente, observadores de estado robustos con respecto a las incertidumbres de
la planta y errores de estimacion, tanto en estado estacionario como en el transitorio han
sido propuestos. Dentro de estos se destacan los observadores deslizantes, los de alta ganan-
cia y otros conocidos como observadores de estado extendido que son una clase especial de
estimadores de perturbaciones.
2.1.1. Observadores deslizantes
La principal caracterstica de los observadores deslizantes [28] es la uctuacion de la ganancia
respecto del valor del error de estimacion, tambien conocido como supercie deslizante.
Forzando esta funcion a cero, la salida del observador es obligada a ser igual a la salida
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del sistema, por lo tanto se obtendra el conjunto de estados estimados. Dado un sistema no
lineal de segundo orden escrito como:
_x1 = x2
_x2 = f(x1; x2; ) + bu
y = x1
(2-5)
La estructura del observador deslizante para el sistema (2-5) es la siguiente:
_z1 = 1e1 + z2 + k1sgn(e1)
_z2 = 2e1 + ~f + b0u+ k2sgn(e1)
(2-6)
donde e1 = x1  x^1, ~f es el estimado del valor de f y las ganancias del observador i(i = 1; 2)
se escogen mediante el metodo de ubicacion de polos. En esta estructura de observadores no
es necesario conocer con exactitud las dinamicas de la planta (f(:)), ya que esta cuestion es
manejada por la robustez de los modos deslizantes presentes en la estructura del observador.
2.1.2. Observadores de alta ganancia
Los observadores de alta ganancia fueron introducidos por Khalil & Esfandiari [6] y desde
entonces se han venido desarrollando sistemas de control con realimentacion de la salida,
debido a su habilidad para estimar robustamente los estados no medidos en presencia de in-
certidumbres cuando las ganancias del observador son sucientemente grandes. La estructura
del observador de alta ganancia para el sistema (2-5) es la siguiente:
_z1 = z2 + h1(y   z1)
_z2 = ~f + h2(y   z1) (2-7)
donde ~f es el modelo nominal de f . Si ~f es diferente de cero, se debe dise~nar las ganancias
del observador de tal forma que rechace el efecto del termino de perturbacion ~f , lo cual se
logra si la funcion de transferencia de ~f tiende a cero. Las ganancias del observador pueden
ser dise~nadas tomando h1 >> h2 >> 1. En particular, tomando
h1 =
1
"
; h2 =
2
"2
(2-8)
para algunas constantes 1, 2 y ", con " << 1.
2.1.3. Observadores de estado extendido
El observador de estado extendido (ESO) es una clase especial de los estimadores de pertur-
baciones [37, 5, 19], donde la perturbacion es tratada como un estado extendido de la planta.
El observador de estado es dise~nado para estimar tanto, los estados originales como el estado
extendido. De esta forma, la perturbacion es rechazada usando su valor estimado obtenido
por el observador. La diferencia del ESO y los otros estimadores de perturbacion es que este
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no estima solo las perturbaciones si no tambien las dinamicas de la planta, ademas el ESO
requiere un mnimo conocimiento de la planta, a diferencia de los otros observadores.
Suponiendo que la funcion f(x1; x2; ) de la ecuacion (2-5) es diferenciable y con deriva-
da acotada, el concepto de estado extendido lo que hace es asignar a la funcion f(x1; x2; )
una nueva variable, notada como x3 con derivada constante, de tal manera que el sistema
(2-5) con esta nueva variable, queda expresado como:
_x1 = x2
_x2 = x3 + bu
_x3 = h1
y = x1
(2-9)
donde h1 es la derivada de la funcion f , la cual se asume como desconocida y generalmente
para efectos del dise~no del observador se hace h1 = 0. Como se menciono anteriormente este
modelo de observadores se aplica solamente si f(:) es continua y tiene derivada acotada, lo
que justica la asignacion _x3 = h1. Estas caractersticas ocurren generalmente en la mayora
de los sistemas fsicos. Con estas consideraciones y teniendo en cuenta que e1 = y y^ = x1 z1,
el dise~no del observador de estado extendido no lineal continuo para el sistema (??) es:
_z1 = z2 + 1g1(e1)
_z2 = z3 + bu+ 2g2(e1)
_z3 = h^1 + 3g3(e1)
(2-10)
Ahora si h1   h^1 6= 0 en estado estacionario, se puede probar que el error de estimacion del
ESO es acotado y su cota superior decrece a medida que se aumenta el ancho de banda del
observador. La funcion de ganancia no lineal gi(:) puede ser denida de manera no lineal
como se reporta en [34]:
gi(ei; i; ) =
 jeijisign(ei); jeij > 
ei
1 i ; jeij  
(2-11)
Los parametros de la funcion no lineal gi(:) dados por la Ec. (2-11), son seleccionados te-
niendo en cuenta que i se encuentra entre 0 y 1, y  es un numero peque~no positivo usado
para limitar la ganancia alrededor del origen.
El ESO fue originalmente propuesto en [9] usando ganancias no lineales, por esto, el analisis
de la convergencia de este observador se ha hecho difcil. En la mayora de las aplicaciones
en las que este observador ha sido empleado, los dise~nadores suponen una ganancia inicial
gi(e1) = e1, y por medio del metodo de ubicacion de polos se seleccionan los parametros del
observador, de tal forma que sea asintoticamente estable. Sin embargo la estabilizacion del
observador no esta demostrada analticamente.
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En contraste al observador de Luenberger clasico, el cual solo aplica a sistema lineales invari-
antes en el tiempo, la forma extendida de los observadores tradicionales es capaz de estimar
estados de sistemas no lineales variantes en el tiempo.
3 Analisis de las dinamicas del error de
estimacion del observador de estado
extendido
El observador de estado extendido mas conocido en la literatura como ESO, tiene la carac-
terstica de estimar no solo los estados del sistema si no tambien las perturbaciones internas
o externas del mismo, ademas es independiente del modelo matematico de la planta. Debido
a estas caractersticas, el observador de estado extendido ha sido usado en varias aplicaciones
practicas [31, 38, 24] mostrando excelentes resultados. Ademas, es importante resaltar que el
observador que presenta mejor rendimiento ante perturbaciones y dinamicas desconocidas es
el observador de estado extendido (ESO) como lo presentan Wang y Gao [34] en un estudio
comparativo del desempe~no de observadores, donde los criterios que se tuvieron en cuenta
fueron errores de seguimiento en estado transitorio y estacionario, y la robustez en cuanto a
las incertidumbres de la planta. Por otra parte, el ESO es una de las piezas principales de la
tecnica de control conocida como ADRC (active disturbance rejection control), la cual tiene
la habilidad de detectar y compensar las perturbaciones internas y externas del sistema,
activamente. Durante los ultimos a~nos esta tecnica ha estado abriendose campo dentro de la
ingeniera, mostrando buenos resultados [10, 33, 4, 23]. Si bien, el observador de estado exten-
dido (ESO) ha sido ampliamente usado en numerosas aplicaciones, cabe resaltar que hasta
ahora no hay un analisis de estabilidad para ESOs de orden n, esto debido que la estructura
del observador es no-suave aunque continua, y la teora clasica del dise~no de observadores es
difcil de usar para este tipo de sistemas. Sin embargo, analisis de la convergencia de ESOs
de segundo orden han sido reportadas en la literatura. En [12], se construye una funcion de
Lyapunov suave a trozos para analizar el error de estimacion de un ESO de segundo orden,
mostrando la relacion entre los parametros y la precision en la estimacion. De forma similar
en [11], el enfoque de la region auto - estable, mas conocido en la literatura como self-stable
region (SSR), es usado para analizar las propiedades de convergencia de un ESO de segundo
orden. Si bien, Zhang [25] propone el uso de series de ESOs de segundo orden para plantas
de alto orden, esta metodologa se restringe a cierto tipo de sistemas cuyas dinamicas no
son altamente acopladas; ademas la construccion de series de observadores podra ser algo
dispendioso a la hora de implementar. Con base en lo anterior y teniendo en cuenta que
el problema de la estabilidad del ESO de orden n, sigue siendo un tema abierto dentro del
campo de la ingeniera, en este captulo se desarrolla un analisis de la convergencia del obser-
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vador de estado extendido (ESO) de orden superior, haciendo uso del la teora de estabilidad
absoluta mas concretamente el criterio de estabilidad de Popov. El presente analisis da como
resultado una metodologa para determinar la estabilidad del ESO de orden n. Basicamente,
se toman las dinamicas del error de estimacion como una interconexion de un sistema lineal
y un conjunto de funciones no lineales, tal como se muestra en la Figura (3-1), para despues
aplicar el criterio de estabilidad de Popov multivariable [16]. Dise~nos de observadores de
Figura 3-1: Conexion de un sistema lineal y un elemento no lineal
estado donde se garantiza la estabilidad asintotica del error de estimacion haciendo uso del
criterio de Popov o del criterio de circulo, ya han sido reportados en la literatura [14, 36].
A continuacion se presentara una breve introduccion de la teora de estabilidad absoluta,
con la cual se propone una metodologa para determinar la convergencia del observador de
estado extendido. Posteriormente, teniendo en cuenta esta metodologa, se llevara a cabo el
analisis de la convergencia del ESO de segundo y tercer orden. Finalmente, se presentaran
comentarios y conclusiones acerca de este captulo.
En [16] se puede encontrar todas las herramientas usadas en el presente capitulo.
3.1. Estabilidad Absoluta
Ciertos sistemas fsicos no lineales pueden ser representados como la conexion de un sistema
dinamico lineal y un elemento no lineal, como se muestra en la Figura (3-2). Las dinamicas
de este sistema estan representadas por:
_x = Ax+Bu
y = Cx+Du
(3-1)
donde x 2 Rn, u, y 2 Rp, (A;B) es controlable y (A;C) es observable. La se~nal de control
u esta denida como:
u =  '(t; y) (3-2)
siendo '(:) una no linealidad posiblemente variante en el tiempo, continua en t y localmente
Lipschitz en y. La matriz de la funcion de transferencia del sistema (3-1) esta dada por:
G(s) = C(sI   A) 1B (3-3)
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Figura 3-2: Conexion de un sistema lineal y un elemento no lineal
la cual es una matriz cuadrada estrictamente propia. Las consideraciones de observabilidad
y controlabilidad aseguran que las matrices fA;B;Cg sean una realizacion mnima de G(s).
Por otra parte, una de las condiciones sobre la no linealidad '(:), es que esta pertenezca al
sector [ ] en el caso SISO (p = 1), lo cual ocurre si existen constantes , , a y b (con
 >  y a < 0 < b) tales que
y2  y'(t; y)  y2; 8t  0; 8y 2 [a; b] (3-4)
Si (3-4) se mantiene para todo y 2 ( 1; 1), se dice que la condicion del sector se cumple
globalmente. En la gura (3-3) se muestra cuando la condicion del sector se cumple global-
mente y cuando se mantiene para un dominio nito.
Para el caso multivariable, cuando u y y son vectores p-dimensionales se dice que la funcion
(a) Global (b) Local
Figura 3-3: Sector de las no linealidades
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'(:) pertenece al sector, si satisface la condicion (3-4) con las constantes i, i, ai y bi. Siendo
la no linealidad '(:) desacoplada en el sentido de que 'i solo depende de yi, es decir:
'(t; y) =
26664
'1(t; y1)
'2(t; y2)
...
'p(t; yp)
37775 (3-5)
Por lo tanto, reagrupando los terminos i y i de forma maticial, Kmn = diag(1; 2; ::; p),
Kmax = diag(1; 2; ::; p) y   = y 2 Rpjai  yi  bi, la condicion del sector para el caso
multivariable puede ser formulada como:
['(t; y) Kmny]T ['(t; y) Kmaxy]  0; 8t  0; 8y 2   (3-6)
Donde Kmax Kmn es una matriz denida positiva. Con base en lo anterior, la condicion del
sector se resume de forma general, tanto para el caso multivariable como para el caso SISO
de la siguiente manera [19]:
Denicion 2.1. Una no linealidad '(:) : [0;1]xRp ! Rp se dice que satisface la condi-
cion del sector si
['(t; y) Kmny]T ['(t; y) Kmaxy]  0; 8t  0; 8y 2    Rp (3-7)
para cualquier matriz real Kmn y Kmax, donde K = Kmax   Kmn es una matriz simetrica
denida positiva y   es conexo y contiene el origen. Si   = Rp, entonces '(:) satisface la
condicion del sector globalmente, por lo tanto '(:) pertenece al sector [Kmn; Kmax]. Si la
desigualdad de (3-7) se cumple estrictamente, entonces ' pertenece al sector (Kmn; Kmax).
Ahora, ya que para todas las no linealidades que cumplen la condicion (3-7), el origen es un
punto de equilibrio del sistema (3-1), el problema de interes consiste en mostrar la estabilidad
del origen, ya que si el origen es un punto de equilibrio asintoticamente estable para todas
las no linealidades dentro del sector, se dice que el sistema es absolutamente estable.
Generalmente, el estudio de la estabilidad asintotica del origen se ha hecho usando dos
candidatas a funciones de Lyapunov. La primera es una simple funcion cuadratica:
V (x) = xTPx; P = P T > 0 (3-8)
y la segunda es una funcion de la forma:
V (x) = xTPx+ 
yZ
0
'T ()Kd; P = P T > 0;   0 (3-9)
la cual es conocida como una funcion de Lyapunov del tipo Lure y se restringe solamente
a no linealidades invariantes en el tiempo. Ademas, la no linealidad '(:) satisface algunas
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condiciones que aseguran que la integral sea positiva y este bien denida. Entonces, el primer
paso es determinar las condiciones de la existencia de P tales que la derivada de V (x) sea
denida negativa. Estas condiciones se pueden encontrar en el dominio de la frecuencia ha-
ciendo uso del criterio de estabilidad de Popov, el cual se fundamenta en el concepto de
funcion de transferencia real positiva.
Lema 2.1 Sea Z(s) una matriz de funciones de transferencia racional propia de dimen-
siones p x p y suponga que el det

Z(s) + ZT ( s) es diferente de cero. Entonces, Z(s) es
estrictamente positivo real si y solo si:
Z(s) es Hurwitz
Z(jw) + ZT ( jw) > 0, 8w 2 R
una de las siguientes tres condiciones se satisface:
1. Z(1) + ZT (1) > 0
2. Z(1) + ZT (1) = 0 y lm
w!1
w2[Z(jw) + ZT ( jw)] > 0
3. Z(1) + ZT (1)  0 y existen constante positivas o y !o tales que :
w2mn[Z(jw) + Z
T ( jw)] > o 8 jwj  wo
3.1.1. Criterio de Popov
El criterio de estabilidad de Popov se lleva a cabo en el campo de la frecuencia, similar al
metodo de Nyquist. Popov propone determinar la estabilidad de los sistemas no lineales,
analizando las caractersticas de la parte lineal del sistema. Este criterio se resume de la
siguiente manera:
Teorema 2.1 Considere el sistema (3-1), donde A es Hurwitz, (A,B) es controlable, (A,C)
es observable y '(:) es una no linealidad invariante en el tiempo que satisface la condicion
del sector:
'T (y)['(y) Kmaxy]  0; 8 y 2 T  Rp (3-10)
con K siendo una matriz simetrica denida positiva. Entonces, el sistema es absolutamente
estable si hay un   0, con  1= diferente de los valores propios de A tal que:
Z(s) = I + (1 + s)KmaxG(s) (3-11)
es estrictamente positiva real.
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Entonces, de acuerdo al Lema 2.1, Z(s) es estrictamente positiva real si y solo si:
Re[(1 + jw)G(jw)] +
1
Kmax
> 0; 8w 2 R (3-12)
donde
G(jw) = C(iwI   A) 1B (3-13)
Si se dibuja Re[G(jw)] contra wIm[G(jw)] con w como parametro, entonces la condicion
(3-12) se satisface si la graca se encuentra al lado derecho de la recta que intercepta el
punto  1=Kmax + j0 con pendiente 1= , como se ve en la gura (3-4).
En resumen, este criterio prueba que: un sistema no lineal cuyo unico punto de equilibrio
Figura 3-4: Diagrama de Popov
es el origen, es absolutamente estable siempre y cuando se cumplan las condiciones (3-10) y
(3-11).
3.2. Analisis de las dinamicas del error de estimacion del
ESO como un sistema realimentado
El objetivo de esta seccion es presentar una metodologa para determinar la estabilidad del
ESO por medio de la teora de estabilidad absoluta de sistemas realimentados, tomando las
ecuaciones del error de estimacion del ESO como un sistema realimentado y estableciendo
condiciones con el n de demostrar la convergencia del observador.
Considerese un sistema dinamico descrito por:
y(n) = f(y; _y; :; y(n 1); ) + bu(t) (3-14)
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donde f(:) es una funcion desconocida,  es una perturbacion externa desconocida, u(t) es
la se~nal de control y y es la salida del sistema, la cual se supone medida. El sistema (3-14)
se puede representar en variables de estado como:
_x1 = x2
...
_xn = f(x1; x2; :; xn; ) + bu(t)
y = x1
(3-15)
Suponiendo que la funcion f(x1; x2; :; xn; ) es diferenciable y con derivada acotada, el con-
cepto de estado extendido lo que hace es asignar a la funcion f(x1; x2; :; xn; ) una nueva
variable, notada como xn+1 con derivada constante, de tal manera que el sistema con esta
nueva variable, queda expresado como:
_x1 = x2
...
_xn = xn+1 + bu
_xn+1 = h1
y = x1
(3-16)
El dise~no del observador de estado extendido no lineal continuo para el sistema (3-16) es:
_z1 = z2 + 1g1(e1)
...
_zn = zn+1 + ngn(e1) + bu
_zn+1 = h2 + n+1gn+1(e1)
y^ = z
(3-17)
Los parametros i son las ganancias lineales y g(e) es una funcion de ganancia exponencial
no lineal denida como:
g(e; ; ) =
 jejsign(e); jej > 
e
1  ; jej  
(3-18)
donde
0    1 ; 0    1 (3-19)
Notese que errores peque~nos corresponden a altas ganancias y errores grandes corresponden
a peque~nas ganancias. Se puede mostrar que para i = 0 la funcion de ganancia g(e) es
igual a la de un observador en modos deslizantes (SMO) y para i = 1 es igual al conocido
observador de Luenberger, tal como se observa en la Figura (3-5).
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Figura 3-5: Estimacion de las funciones no lineales
El error de estimacion del observador de estado extendido (3-17) esta denido como:
_e1 = e2   1g1(e; 1; )
...
_en 1 = en   n 1gn 1(e; n 1; )
_en = en+1   ngn(e; n; )
_en+1 =  n+1gn+1(e; n+1; )
(3-20)
donde (3-20) puede ser representado como un sistema realimentado igual que la gura (3-2),
tomando las funciones gi's como los elementos de la realimentacion, teniendo as un sistema
MISO. A continuacion, se presentan las condiciones necesarias segun el criterio de Popov,
para determinar la estabilidad absoluta del observador.
El sistema (3-20) se ajusta a la forma (3-1) si se dene 'i(e) = g(e; i; ), sin embargo la
matriz A no sera Hurwitz. Por lo tanto, agregando y substrayendo el termino ie1 al lado
derecho de cada ecuacion de estado, se asegura que la matriz A sea Hurwitz y que esta se
ajusta a la forma del tipo Lure, por tanto se puede aplicar el criterio de Popov para analizar
la convergencia del ESO. Ahora el sistema (3-20) esta denido como:
_e = Ae+ bu
~y = Ce1
(3-21)
donde u =  '(e) es una funcion del error e y '(e) esta denida como:
'(e) = g1   e1 (3-22)
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Las matrices A y b estan denidas como:
A =
0BBBBB@
 1 1 0    0
 2 0 1    0
...
...
. . .
...
...
 n 0    0 1
 n+1 0    0 0
1CCCCCA b =
0BBBBB@
1
2
...
n
n+1
1CCCCCA (3-23)
Se dice que '(e) satisface la condicion del sector (3-10) si:
'(e)[Kmaxe  '(e)]  0 8e 2    R (3-24)
donde   es la region del error la cual garantiza la estabilidad del observador. El valor de
Kmax es determinado analticamente a partir de la condicion (3-24), por lo tanto de (3-24)
se tiene:
0  '(e)  Kmaxe
0  g1   e  Kmaxe (3-25)
Debido a que, lo que se pretende es encontrar las cotas de la funcion no lineal g1, entonces
se selecciona la parte de g1 para jej  . Ahora reemplazando el valor de g1 en (3-25) se
obtiene:
0  e
1    e  Kmaxe
e  e
1   Kmaxe+ e
1  1
1   Kmax + 1
0  1
1    1  Kmax
(3-26)
Por lo tanto el valor de Kmax esta determinado por:
Kmax  1
1 
  1 8  2 (0; 1) (3-27)
Entonces, de acuerdo con el criterio de Popov el sistema (3-20) es absolutamente estable si
hay un   0 (el cual no es un valor propio de A) tal que:
1  +Re[G(jw)]  wIm[G(jw)] > 0 (3-28)
donde G(jw) esta denido como:
G(jw) = C(Is  A) 1B = s
n + sn 1 + : : :+ 1
sn+1 + 1sn + : : :+ n+1
(3-29)
De esta forma, si se seleccionan los valores adecuados de los parametros (i; ) y 's de tal
forma que se cumpla la condicion (3-28), el sistema (3-20) sera absolutamente estable para
todas las no linealidades que se encuentren dentro del sector (3-24). Para mayor facilidad, el
metodo de ubicacion de polos puede ser utilizado para un dise~no inicial del observador. La
interpretacion graca de la condicion (3-28) puede ser analizada mediante el diagrama de
Popov.
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3.3. Analisis de la convergencia de ESOs de 2do orden
Sea un sistema dinamico no lineal de primer orden descrito por:
_x = f(x; ) + bu
y = x
(3-30)
donde  es una perturbacion externa y b es una constante conocida. Aqu f(x; ) representa la
dinamica no lineal de la planta, que se supone desconocida. Suponiendo que f es diferenciable,
el observador de estado extendido para el sistema (3-30) esta denido como:
_z1 = z2 + bu+ 1g1(e1)
_z2 = 2g2(e1)
y^ = z1
(3-31)
donde z2 es el estimado de la funcion f(:), e1 = y   y^ y gi(e1) esta denido en (3-18). Las
dinamicas del error de estimacion se denen como:
_e1 = e2   1g1(e1)
_e2 =  2g2(e1)
~y = e1
(3-32)
De acuerdo a la metodologa anteriormente planteada para analizar la estabilidad del ESO,
se adecua el sistema (3-32) a la forma (3-21), sumando y restando los terminos 1e1 y 2e1,
teniendo as:
_e1
_e2

=
  1 1
 2 0
 
e1
e2

+

1
2

u
~y =

1 0
  e1
e2
 (3-33)
donde u =  '1(e1) y '1(e1) = g1   e1. Ahora, debido a que '1 satisface la condicion del
sector (3-27) con Kmax = 1=
1 , entonces el sistema (3-32) es absolutamente estable si:
1  +
1
2w2   2w2 + 22
(2   w2)2 + (1w)2
  w  1w
3
(2   w2)2 + (1w)2
> 0 (3-34)
para todos los valores 1, 2 i y i que cumplan la anterior condicion. Por simplicidad, el
metodo de ubicacion de polos puede ser usado para el dise~no inicial del observador. En este
caso, se suponen los polos del observador en (S + 8)2, con lo cual 1 = 16 y 2 = 64. Ahora
reemplazando los valores de las ganancias i en la ecuacion (3-34) se obtiene:
1  +

256w2   64w + 4096
w4   128w2 + 4096

+ 

16w4
w4   128w2 + 4096

> 0 (3-35)
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Si  = 0, se deriva el termino real de la ecuacion (3-35) y se iguala a cero, con el objetivo de
obtener los valores para los cuales hay maximos y/o mnimos. De lo anterior, se tiene que
para valores de w = 0:
1  >  1
y para valores de w = 4;6188 y w =  4;6188
1  >  1;1250
Esta condicion se cumple para todo  y  en el intervalo denido en la ecuacion (3-19). Por
ejemplo, tomando valores de  = 0;01 y  = 0;5 se obtiene la estabilidad absoluta del obser-
vador. La Figura (3-6) muestra la interpretacion graca de la estabilidad, que se conoce con el
nombre de diagrama de Popov. En este esquema, el diagrama de Re(G(jw)) vs wIm(G(jw))
se encuentra al lado derecho de la lnea que intercepta el punto ( 1=Kmax), siendo Kmax = 10
la cota mnima superior del sector (3-24).
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Figura 3-6: Interpretacion graca de la estabilidad del observador de 2er orden
3.4. Analisis de la convergencia de ESOs de 3er orden
Considerese un sistema dinamico de tercer orden en el espacio de estados:
_x1 = x2
_x2 = f(x1; x2; ) + bu
y = x1
(3-36)
3.4 Analisis de la convergencia de ESOs de 3er orden 21
donde  es una perturbacion externa, b es una constante y f(:) representa las dinamicas de
la planta que se suponen desconocidas. Suponiendo que f(:) es diferenciable, el observador
de estado extendido para el sistema (3-36) esta denido como:
_z1 = z2 + 1g1(e1)
_z2 = z3 + 2g2(e1) + bu
_z3 = 3g3(e1)
y^ = z1
(3-37)
donde z3 es el estimado de la funcion f(:), e1 = y   y^ y gi(e1) esta denido en (3-18). Las
dinamicas del error de estimacion estan denidas como:
_e1 = e2   1g1(e1)
_e2 = e3   2g2(e1)
_e3 =  3g3(e1)
~y = e1
(3-38)
Ahora, de acuerdo a la metodologa propuesta, se adecua el sistema (3-38) a la forma (3-21),
teniendo as:24 _e1_e2
_e3
35 =
24  1 1 0 2 0 1
 3 0 0
3524 e1e2
e3
35+
24 12
3
35u
~y =

1 0 0
 24 e1e2
e3
35 (3-39)
donde u =  '1(e1) y '1(e1) = g1   e1. Ahora, debido a que '1 satisface la condicion del
sector (3-27) con Kmax = 1=
1 , entonces el sistema (3-38) es absolutamente estable si:
1  +
1
2w4   2w4 + 22w2   213w2 + 23
(3   1w2)2 + (2w   w3)2
  w  1w
5 + 3w
3
(3   1w2)2 + (2w   w3)2 > 0
(3-40)
para todos los valores 1, 2, 3, i y i que cumplan la anterior condicion. Por simplicidad,
el metodo de ubicacion de polos puede ser usado para el dise~no inicial del observador. En
este caso, se suponen los polos del observador en (S + 8)3, con lo cual 1 = 24, 2 = 192
y 3 = 512. Ahora reemplazando los valores de las ganancias i en la ecuacion (3-40) se
obtiene:
1  +
  384w4 + 12288w2 + 262144
w6 + 192w4 + 12288w2 + 262144

+

24w6   512w4
w6 + 192w4 + 12288w2 + 262144

> 0
(3-41)
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Si  = 0, se deriva el termino real de la ecuacion (3-41) y se iguala a cero, con el objetivo de
obtener los valores para los cuales hay maximos y/o mnimos. De lo anterior, se tiene que
para valores de w = 0:
1  >  1
y para valores de w = 8 y w =  8
1  >  1;25
La anterior condicion se cumple para todo  y  en el intervalo denido en la ecuacion (3-19).
Por ejemplo, haciendo  = 0;1 y  = 0;5 se obtiene la estabilidad absoluta del observador. La
Figura (3-7) muestra la interpretacion graca de la estabilidad, que se conoce con el nombre
de diagrama de Popov. En este esquema, el diagrama de Re(G(jw)) vs wIm(G(jw)) se
encuentra al lado derecho de la lnea que intercepta el punto ( 1=Kmax), siendo Kmax = 3;16
la cota superior del sector (3-24).
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Figura 3-7: Interpretacion graca de la estabilidad del observador de 3er orden
3.5. Conclusiones y observaciones
En este captulo se presento una metodologa para determinar la estabilidad del ob-
servador de estado extendido de orden n, va el concepto de estabilidad absoluta de
sistemas realimentados.
Se obtuvieron los requerimientos sobre los parametros  y  de la funcion de ganancia
no lineal de ESOs de segundo y tercer orden, que garantizan la convergencia asintotica
del observador.
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Teniendo en cuenta que la funcion de ganancia no lineal del ESO esta acotada su-
periormente por la funcion de conmutacion del observador en modos deslizantes, se
obtuvieron las condiciones que garantizan que la funcion del ESO cumple con la condi-
cion del sector.
Se mostraron gracamente los requerimientos que permiten garantizar la estabilidad
de ESOs de segundo y tercer orden.
A pesar de que se establecieron los parametros bajo los cuales el observador es asintotica-
mente estable, se debe tener en cuenta que el dise~no del observador tambien depende
de la adecuada seleccion de las ganancias lineales.
El error de estimacion convergera asintoticamente a cero solo si las derivadas de los
estados extendidos son iguales a cero. Si esto no se cumple el error de observacion no
convergera a cero, pero estara acotado.
Los limites  1;1250 y  1;25 se determinaron as : i) por simplicidad se asume  = 0, ii)
se calculo la derivada de Re[G(wj)] y se igualo a cero, iii) se verico que las condiciones
dadas por (3-35) y (3-41) se cumplen para los valores obtenidos en ii), respectivamente
y iv) se calcularon los valores de los parametros  y .
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Uno de los principales retos en la teora de sistemas dinamicos y control es el modelado de
sistemas, tarea indispensable en el control de procesos. La construccion de modelos es una
tarea difcil ya que la mayora de los sistemas poseen dinamicas complejas y son altamente
no lineales. Generalmente, la generacion de modelos se basa en la linealizacion alrededor de
algun punto de operacion. El sistema lineal obtenido, es entonces valido solo en una vecindad
del punto operacion, lo cual es aceptable en muchas situaciones. Sin embargo, si una amplia
region del espacio de estados es utilizada, entonces el modelo lineal podra no ser suciente.
Debido a esto, se requieren nuevas estrategias para la identicacion de sistemas no lineales.
Recientemente, nuevas tecnicas de identicacion basadas en redes neuronales [22, 32] y al-
goritmos geneticos [18, 40] entre otros, han sido reportadas en la literatura. La habilidad
para aproximar dinamicas no lineales complejas sin un conocimiento a priori de la estructura
del modelo, hace de estas tecnicas una interesante alternativa para el modelado de sistemas.
Si bien el desarrollo de nuevas plataformas tecnologicas ha facilitado el desarrollo de estas
tecnicas, la complejidad de los algoritmos y el alto costo de estas plataformas han frena-
do su desarrollo en aplicaciones practicas. Por otra parte, los observadores de estado han
mostrado buenos resultados en la identicacion de incertidumbres de sistemas no lineales,
como por ejemplo observadores adaptativos [26, 1], observadores de alta ganancia [8, 7], entre
otros. Sin embargo, para el caso de los observadores de alta ganancia, las altas ganancias
usualmente podran conducir al sistema a oscilaciones en presencia de perturbaciones o rui-
do, mientras que los observadores adaptativos asumen que la condicion de \persistencia en
la excitacion"(PE) se cumple, lo cual es difcil de demostrar. Debido a estas cuestiones, el
dise~no de estrategias para la identicacion de sistemas no lineales basadas en observadores
de estado sigue siendo un tema de estudio en el modelado de sistemas.
As pues, teniendo en cuenta que el ESO es el observador que presenta mejor rendimiento
en la estimacion [34], no es modelo-dependiente y ademas que ya se reporto en el captulo
anterior un analisis de estabilidad para este observador, en este captulo se propone una
estrategia para la identicacion de incertidumbres en sistemas dinamicos basada en el ESO.
Se propone usar la mayor cantidad de informacion conocida del sistema e implementar ESOs
para las partes desconocidas. En particular se propone un modelo generico el cual incluya
una parte lineal, la cual puede provenir por ejemplo de una identicacion lineal del modelo
en un punto de operacion, y una parte no lineal. El numero de funciones no lineales a estimar
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dependera del numero de salidas que tenga el sistema. La tecnica se propone en forma de
teorema y es probada va simulaciones numericas con plantas de segundo y tercer orden
ademas de sistemas que contienen ciclos limite.
4.1. Estimacion de trozos o funciones no lineales
A continuacion se plantea un teorema para la estimacion de funciones no lineales en un
sistema dinamico. La cantidad de funciones no lineales a estimar depende del numero de
salidas que haya disponibles para realimentacion.
Teorema: Considerese un sistema dinamico con variables de estado, salidas y funciones no
lineales desconocidas, descrito por:
_x = Ax+Bu+ Ef(x)
y = Cx
(4-1)
donde x 2 Rn es el vector de estados y es de dimension nx1, y 2 Rm es el vector de sali-
das y es de dimension mx1, u 2 R corresponde a la excitacion del sistema, f : Rn ! Rm
corresponde al conjunto de funciones no lineales que se desean estimar y es de dimension
mx1; A, B, C y E son matrices de dimensiones nxn, nx1, 1xn y mxn, respectivamente. A
este sistema se le pueden estimar m funciones no lineales dadas por f(x), si el sistema es de
estado completamente observable y si el dise~no del observador conduce a una dinamica de
error de estimacion BIBO estable.
Demostracion: El primer paso consiste en aumentar el orden del sistema como se ve
en la Ec. (4-2), tomando como estados extendidos los trozos no lineales del sistema
_x = Ax+Bu+ Ex^
_^x = _f(x)
(4-2)
donde _x es el estado extendido, correspondiente a las m funciones no lineales que se quieren
estimar y es de dimension mx1, _f(x) son las derivadas de las funciones no lineales a estimar,
las cuales se consideran acotadas pero de valor desconocido, su dimension es mx1. Ahora el
observador de estado extendido (ESO) puede ser construido de la siguiente manera:
_z = Az +Bu+ Ez^ +KCe
_^z = h2 +GCe
(4-3)
donde el error de estimacion se dene como e = x z y sera de dimension nx1, Ce corresponde
al error entre la salida real y la estimada, z es el estado estimado de la variable x, z^ es el
estimado de las funciones no lineales, K es la matriz de ganancias con la cual se le asigna
peso a los errores de estimacion de las salidas respecto a los estados y es de dimension nxm;
h2 es una funcion denida por el usuario que acota la dinamica de la planta, de dimension
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mx1, G es la matriz de ganancias con la cual se le asigna peso a los errores de estimacion
de los estados en relacion con la estimacion de las funciones no lineales y es de dimension
mxm. Para calcular el error de estimacion de los estados y de las funciones no lineales se
hace e = x   z^. Las Ec. (4-2) y (4-3) pueden ser representadas en funcion de los errores de
estimacion de la siguiente manera:
_e = Ae+ Ee^ KCe
_^e = h GCe (4-4)
donde h = _f(x)  h2. De manera compacta esta expresion puede ser escrita como:
_e
_^e

=

A KC E
 GC 0m
 
e
e^

+

0h
h

(4-5)
donde 0m es una matriz de ceros de dimension mxm, 0h es un vector de ceros de dimension
nx1, y h es un vector de dimension mx1.
Dado que el sistema es observable, entonces las funciones no lineales tendran un error de
estimacion acotado debido a los elementos de h, si y solo si los valores propios de la matriz
A^ estan en el semiplano complejo izquierdo abierto, donde A^ se dene de acuerdo a la Ec.
(4-5).
La matriz A^ es de dimension (n + m)x(n + m). Los terminos de ganancias que se pueden
escoger arbitrariamente son nm + m2 correspondientes a los terminos de las matrices K
y G, respectivamente. Ahora, como el sistema es observable, la ecuacion de la matriz A^
dara un polinomio de orden n+m cuyos ceros podran ser ubicados arbitrariamente, es decir
el polinomio tendra n+m incognitas, y por lo tanto el sistema tendra solucion si se satisface
la siguiente ecuacion:
m (n+m)  n+m (4-6)
lo cual es cierto para m  1. Con esto queda demostrado el teorema. Si no se tiene informa-
cion previa de _f(x), la mejor seleccion es h2 = 0, tal como se menciono anteriormente.
Es importante se~nalar que para el dise~no del estimador de funciones, se supone inicial-
mente que las ganancias son lineales; es decir g(e) = e. Lo cual se sustenta en el analisis de
estabilidad que se realizo en el captulo 3.
4.2. Pruebas de simulacion
La metodologa anteriormente propuesta fue vericada a traves de simulaciones numericas
en varios sistemas dinamicos no lineales con diferente numero de salidas, como se muestra a
continuacion:
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4.2.1. Sistema de 2do orden con 2 salidas
Sea el sistema de segundo orden, dado por:
_x1 = x2   x1   2x12 + u
_x2 =  2x2 + 2x1x2
y1 = x1
y2 = x2
(4-7)
Teniendo en cuenta la metodologa anteriormente planteada, el primer paso es aumentar el
orden del sistema, considerando los trozos no lineales como estados extendidos:
_x1 = x2   x1 + x3 + u
_x2 =  2x2 + x4
_x3 = _f1
_x4 = _f2
(4-8)
donde f1 y f2 son las funciones no lineales a ser estimadas. Para el dise~no del observador, se
asume h1;2 = 0. Ahora, El ESO para el sistema (4-7) es:
_z1 = z2   z1 + z3 + u+ 11g11(e1)
_z2 =  2z2 + z4 + 22g22(e2)
_z3 = 31g31(e1) + 32g32(e2)
_z4 = 41g41(e1) + 42g42(e2)
(4-9)
donde z3 y z4 son los estimados de las funciones no lineales y la se~nal de control u corresponde
a un escalon unitario. A continuacion, las dinamicas del error de estimacion se obtienen a
partir de la resta de las ecuaciones (4-8) y (4-9):
Ae =
26664
 1 + 11 1 1 0
0  2  22 0 1
 31  32 0 0
 41  42 0 0
37775 (4-10)
La tecnica de ubicacion de polos es usada ubicar los polos del observador en -2 y determinar
el valor de las constantes is. Los parametros del ESO se muestran en la tabla (4-1).
La estimacion de los trozos no lineales y sus errores se muestran en las guras (4-1) y (4-2),
respectivamente. Los porcentajes de error de las funciones no lineales convergen rapidamente
a cero. Es importante resaltar que, como el ESO no posee informacion de las dinamicas del
sistema, el transitorio del error de estimacion es alto; sin embargo, en estado estacionario
este converge a cero.
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Figura 4-2: Porcentaje de error de las funciones no lineales
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Parametro Valor Parametro Valor
11 2 42 11.5
22 3 1 0.125
31 -2.5 2 0.125
32 -4.475 3 0.125
41 10  0.001
Cuadro 4-1: Parametros de dise~no del ESO
4.2.2. Sistema de 3er orden con 2 salidas
Considerese un sistema no lineal descrito por:
_x1 = 3x2   x1 + x3 + u
_x2 =  4x1   2x2 + x32 cos(x2)
_x3 = x1   3x3   x1x3
y1 = x2
y2 = x3
(4-11)
de acuerdo a la metodologa planteada se aumenta el orden del sistema tomando las funciones
no lineales como estados extendidos:
_x1 = 3x2   x1 + x3 + u
_x2 =  4x1   2x2 + x4
_x3 = x1   3x3 + x5
_x4 = _f1
_x5 = _f2
(4-12)
donde f1 y f2 son las funciones no lineales que se van a estimar. Para el dise~no del obser-
vador, asumimos h1;2 = 0. Ahora el observador de estado extendido para el sistema (4-11)
esta denido como:
_z1 = 3z2   z1 + z3 + u+ 12g12(e2) + 13g13(e3)
_z2 =  2z2   4z1 + z4 + 22g22(e2)
_z3 =  3z3 + z1 + z5 + 33g33(e3)
_z4 = 42g42(e2) + 43g43(e3)
_z5 = 52g52(e2) + 53g53(e3)
(4-13)
donde z4 y z5 son los estimados de las funciones no lineales y u es la se~nal de control, la
cual corresponde a un escalon unitario. Las dinamicas del error de estimacion se obtienen a
partir de la resta de las ecuaciones (4-12) y (4-13):
Ae =
2666664
 1 3  12 1  13 1 0
 4  2  22 0 0 1
1 0  3  33 0 0
0  42  43 0 0
0  52  53 0 0
3777775 (4-14)
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La tecnica de ubicacion de polos es usada para ubicar los polos del observador en -2 y
determinar el valor de las constantes is. Los parametros del ESO se muestran en la tabla
(4-2).
Parametro Valor Parametro Valor
12 4.3440 52 -1.836
13 6 53 1.3634
22 2 1 0.25
33 2 2 0.25
42 10 3 0.25
43 10  0.001
Cuadro 4-2: Parametros de dise~no del ESO
La estimacion de los trozos no lineales y sus errores se muestran en las Figuras (4-3) y (4-4),
respectivamente. Los porcentajes de error de las funciones no lineales convergen rapidamente
a cero. Es importante resaltar que, como el ESO no posee informacion de las dinamicas del
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Figura 4-3: Estimacion de las funciones no lineales
sistema, el transitorio del error de estimacion es alto; sin embargo, en estado estacionario
este converge a cero.
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4.2.3. Sistema de 3er orden con 3 salidas
Considerese un sistema no lineal descrito por:
_x1 =  x1 + 3x2 + x3 + u  x1x2
_x2 =  4x1   2x2 + x1ex3
_x3 =  3x3 + x1   sin(x12)
y1 = x1
y2 = x2
y3 = x3
(4-15)
de acuerdo a la metodologa planteada, se aumenta el orden del sistema tomando las funciones
no lineales como estados extendidos:
_x1 =  x1 + 3x2 + x3 + u+ x4
_x2 =  4x1   2x2 + x5
_x3 =  3x3 + x1 + x6
_x4 = _f1
_x5 = _f2
_x6 = _f3
(4-16)
donde f1, f2 y f3 son las funciones no lineales que se van a estimar. Para el dise~no del
observador, se asume h1;2;3 = 0. Ahora, el observador de estado extendido para el sistema
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(4-15) esta denido como:
_z1 =  z1 + 3z2 + z3 + u+ z4 + 11g11(e1)
_z2 =  4z1   2z2 + z5 + 22g22(e2)
_z3 = z1   3z3 + z6 + 33g33(e3)
_z4 = 41g41(e1) + 42g42(e2) + 43g43(e3)
_z5 = 51g51(e1) + 52g52(e2) + 53g53(e3)
_z6 = 61g61(e1) + 62g62(e2) + 63g63(e3)
(4-17)
donde z4 y z5 son los estimados de las funciones no lineales y u es la se~nal de control, la
cual corresponde a un escalon unitario. Las dinamicas del error de estimacion se obtienen a
partir de la resta de las ecuaciones (4-16) y (4-17):
Ae =
266666664
 1  11 3 1 1 0 0
 4  2  22 0 0 1 0
1 0  3  33 0 0 1
 41  42  43 0 0 0
 51  52  53 0 0 0
 61  62  63 0 0 0
377777775
(4-18)
La tecnica de ubicacion de polos es usada ubicar los polos del observador en -2 y determinar
el valor de las constantes i's. Los parametros del ESO se muestran en la tabla (4-3).
Parametro Valor Parametro Valor
11 17 53 30
22 10 61 2.226
33 15 62 -6.9764
41 133 63 30
42 -71.37 1 0.8
43 -199.7 2 0.8
51 30 3 0.8
52 30  0.001
Cuadro 4-3: Parametros de dise~no del ESO
La estimacion de los trozos no lineales y sus errores se muestran en las guras (4-5) y (4-6),
respectivamente. Los porcentajes de error de las funciones no lineales convergen rapidamente
a cero.
4.2 Pruebas de simulacion 33
0 1 2 3 4 5 6
0
0.05
0.1
Time(sec)
f 1
 
=
 −
x
1x
2
 
 
Real
Estimated
0 1 2 3 4 5 6
0
0.1
0.2
0.3
0.4
Time(sec)
f 2
 
=
 x
1e
xp
(x 3
)
 
 
Real
Estimated
0 1 2 3 4 5 6
−0.1
−0.05
0
Time(sec)
f 3
 
=
 −
se
n
(x 12
)
 
 
Real
Estimated
Figura 4-5: Estimacion de las funciones no lineales
34 4 Identicacion de sistemas no lineales
0 1 2 3 4 5 6
0
20
40
60
80
%
Er
ro
r d
e 
es
tim
ac
ió
n:
 f 1
−
z 4
Tiempo[s]
0 1 2 3 4 5 6
0
20
40
60
80
%
Er
ro
r d
e 
es
tim
ac
ió
n:
 f 2
−
z 5
Tiempo[s]
0 1 2 3 4 5 6
0
20
40
60
80
%
Er
ro
r d
e 
es
tim
ac
ió
n:
 f 3
−
z 6
Tiempo[s]
Figura 4-6: Porcentaje de error de las funciones no lineales
Al igual que los anteriores sistemas, el transitorio del error de estimacion es alto; sin embargo,
en estado estacionario este converge a cero.
4.2.4. Oscilador de Van der Pol
El oscilador de Van der Pol puede ser descrito por
_x1 = x2
_x2 = (1  x12)x2   x1 (4-19)
donde f1 = (1 x12)x2 es la funcion no lineal a ser estimada y y1 = x1 es la salida del sistema.
De acuerdo con la metodologa, se asume que _f1 := h1 = 0; por lo tanto el observador esta
dado por
_z1 = z2 + 1g1(e1)
_z2 =  z1 + z3 + 2g2(e1)
_z3 = 3g3(e1)
(4-20)
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siendo z3 el estimado de la funcion no lineal del sistema. La matriz de la dinamica del error
es:
Ae =
24  1 1 0 2   1 0 1
 3 0 0
35 (4-21)
Los polos del observador se ubicaron en -30 y las ganancias i son determinadas via el
metodo de ubicacion de polos. Los parametros de las funciones de ganancia no lineal gi(:) se
encuentran en la tabla (4-4)
Cuadro 4-4: Parametros de dise~no del ESO
Parametro Valor
1 60
2 1199
3 8000
1 1
2 0.5
3 0.3
 0.001
En las guras (4-7) y (4-8) se observa la estimacion del trozo no lineal del sistema y el
porcentaje de error, aqu se observa como el porcentaje error de estimacion del trozo no
lineal es acotado, sin embargo no tiende a cero, esto debido a que la suposicion de que la
derivada del trozo no lineal fuese cero nunca se cumple, por lo tanto siempre hay error en
estado estacionario.
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4.3. Conclusiones
Con el n de identicar la parte no lineal de los sistemas dinamicos se dise~no un
estimador de funciones no lineales basados en el enfoque del ESO.
Las pruebas de simulacion realizadas con diferentes sistemas muestran que el estimador
de funciones es efectivo, a pesar de que se presenta un alto transitorio, esto debido a
que el estimador no posee informacion de las dinamicas del sistema.
Se comprobo que el estimador de funciones es util en sistemas no lineales, donde se
presentan ciclos limite.
Debe tenerse en cuenta, que para funciones no lineales cuya derivada temporal sea
diferente de cero pero acotada, el error de estimacion tendera a un valor nito, el cual
dependera de las ganancias del observador y de la cota de la derivada de la funcion no
lineal.
5 Dise~no de observadores de estado no
lineales para bioreactores
El uso de observadores de estado en las tecnicas de control para bio{reactores ha sido de
gran importancia no solo en estimacion de los estados si no tambien en la estimacion de las
incertidumbres. Ademas, los observadores de estado agregan al controlador una estructura
anti-windup con lo cual se permite la utilizacion de terminos de saturacion en las se~nales de
control, evitando la degradacion del rendimiento de los controladores. Los bio-reactores, en
especial los digestores anaerobios son utilizados en el tratamiento de aguas residuales, por lo
tanto la correcta operacion de estos dispositivos permite disminuir la contaminacion de los
auentes, disminuyendo los costos operacionales y brindando mayores benecios como es el
caso de la generacion de energa a traves de la produccion de biogas. Sin embargo, el com-
portamiento no lineal debido a las funciones de crecimiento asociadas a la concentracion de
la biomasa y los terminos desconocidos como son los coecientes de rendimiento, dicultan
el dise~no e implementacion de esquemas de control [30]. Por otra parte, variaciones en las
variables de entrada, podran facilmente llevar al sistema a la condicion de lavado, es decir
un estado donde la poblacion bacterial desaparece, como resultado de la acumulacion de
acidos grasos volatiles (AGV), induciendo inestabilidad en el proceso. Diferentes dise~nos de
observadores de estado han sido propuestos, para manejar la no linealidad de funciones de
crecimiento de la biomasa y las incertidumbres en el modelado [20, 29]. En [35] se propone
un observador asintotico para estimar los estados de los procesos no medidos y calcular la
concentracion de la biomasa, sin embargo algunos coecientes de rendimiento se suponen
constates y conocidos, lo cual no es cierto en aplicaciones practicas. Recientemente, se han
propuesto esquemas de control [17, 21], donde la ley de control se basa en las dinamicas
del observador de estado, en lugar de las dinamicas del error de seguimiento, obteniendo
as una estructura antiwindup para evitar que la saturacion en la se~nal de entrada, degrade
el rendimiento del controlador. Esto debido a que una de las formas mas faciles de evitar el
fenomeno de arrastre es incluir un termino de saturacion en la se~nal de control. Mendez y
otros [21], propusieron un esquema de control robusto, el cual fue construido por la combi-
nacion de un observador de Luenberger extendido (ELO) y un control por realimentacion de
la salida con una estructura linealizante. Aqu el (ELO) es usado para estimar las dinamicas
del proceso y las variaciones en la se~nal de entrada. Sin embargo, la convergencia del error
de seguimiento no ha sido completamente probada cuando los parametros de la planta son
variantes, lo cual es muy comun en la vida real, ya que cambios en la temperatura o en el
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pH del proceso hace que los parametros del sistema varen.
Con base en lo anterior y teniendo en cuenta las anteriores desventajas en el dise~no de es-
quemas de control para digestores anaerobios, en este captulo se desarrolla un controlador
adaptativo del tipo modelo de referencia, con el objetivo de manipular el ujo de aguas resid-
uales para obtener niveles deseados en la concentracion de AGV. El controlador propuesto
es capaz de manejar el comportamiento no lineal variante en el tiempo as como las incer-
tidumbres en los coecientes de rendimiento. Ademas debido a que el dise~no del controlador
esta basado en las dinamicas de un observador no lineal, los efectos de la saturacion en las
se~nales de entrada no afectan el rendimiento del controlador. Otra caracterstica del esquema
de control es que este asegura la estabilidad global del sistema adaptativo obteniendo una
rigurosa prueba matematica y mejorando la precision en el seguimiento deseado. Esto a difer-
encia de los anteriores esquemas de control donde no se tiene en cuenta el comportamiento
variante del modelo de parametros, se necesita conocer los coecientes de rendimiento y el
usuario no tiene la posibilidad de manejar la precision del controlador.
La metodologa de dise~no del controlador es construir un observador de estado para estimar la
concentracion de AGV, teniendo en cuenta que el error de estimacion converja a un conjunto
residual especicado por el usuario. El dise~no del observador se fundamenta en la teora de
Lyapunov pero tiene una leve modicacion, motivo por el cual se le conoce como \Lyapunov-
like". En la primera parte de este captulo se presenta una descripcion del modelo usado en
el esquema de control, luego se plantea el dise~no del observador seguido de la ley de control,
se evalua el rendimiento del controlador mediante simulaciones numericas y nalmente se
presentan algunos comentarios y conclusiones.
5.1. Modelo de la planta
Se considero el modelo de digestor anaerobio reportado en [2], donde las dinamicas del
proceso consisten en la sucesion de degradaciones biologicas llevadas a cabo en la ausencia
de oxgeno y por las cuales la materia organica se descompone y se convierte en biogas
(metano) y en materia organica residual. Las dinamicas de este proceso estan descritas por
el siguiente sistema de ecuaciones:
_X1 = X1(1   D)
_X2 = X2(2   D)
_S1 = (S1
in   S1)D   k11X1
_S2 = (S2
in   S2)D   k21X1   k33X2
(5-1)
donde
1 = 1max
S1
S1+Ks1
2 = 2max
S2
S2+Ks2+(1=KI2)S2
2
(5-2)
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Las variables X1, X2, S1 y S2 representan las concentraciones de biomasa acidogenica (g/L),
biomasa metanogenica (g/L), sustrato organico (g/L) y acidos grasos volatiles, respectiva-
mente. El termino  es la proporcion de biomasa, D es la velocidad de dilucion y nalmente
1 y 2 son las funciones de crecimiento especicas asociadas a las concentraciones de aci-
dogenica y metanogenica respectivamente.
El proceso de dise~no del controlador se hace teniendo en cuenta las siguientes considera-
ciones: Ai) los valores de S2, S2
in y D son conocidos, Aii) las concentraciones de biomasa
acidogenica (X1), biomasa metanogenica (X2) y la demanda de oxgeno qumico (S1) son
desconocidas, Aiii) los valores de los coecientes de rendimiento biologicos, parametros de
la cinetica, la proporcion de  y S1
in son desconocidos y las cotas superiores e inferiores de
sus valores tambien son desconocidas, Aiv) la se~nal de control D se satura entre valores umn
y umx, es decir umn  D  umx 8t  t0, donde umn y umx son constantes positivas.
En vista de las anteriores consideraciones y para mayor simplicidad, se reescriben las dinami-
cas del bio{reactor (5-1) como:
_y = bu+ a0 (5-3)
donde
y = S2; u = D
b = S2
in   S2; a0 = k21X1   k33X2 (5-4)
Debido a las suposiciones Ai-Aiv, b es conocido, D es acotado, y como los estados X1, X2,
S1 y S2 tambien son acotados, en consecuencia a0 esta acotado:
ja0j  0 (5-5)
siendo 0 una constante positiva desconocida.
5.2. Control adaptativo basado en las dinamicas de un
observador no lineal
A continuacion se desarrolla un esquema de control adaptativo, el cual consiste de una ley de
control, un mecanismo de actualizacion y un observador de estado no lineal. La metodologa
de dise~no de este controlador esta basada en el metodo de Lyapunov-like, con el n de obtener
una rigurosa prueba matematica. El esquema de control se muestra en la Figura (5-1).
5.2.1. Dise~no del observador
Esta seccion describe el dise~no de un observador no lineal el cual es robusto a ciertos tipos
de errores de modelado y/o perturbaciones, y ademas tiene una tolerancia en el error de
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Figura 5-1: Esquema de control adaptativo
estimacion cuyo tama~no es denido por el usuario. El dise~no del observador de estado,
esta basado en las dinamicas del bio{reactor (5-3) y se describe como:
_^y = c1gb + ^sat(z) + bu
_^
 =  jgbj
(5-6)
donde z = y   y^ es el error de estimacion y gb esta denido como:
gb(z) =
8<:
z   Cbe si z  Cbe
0 si z 2 ( Cbe; Cbe)
z + Cbe si z   Cbe
(5-7)
La funcion (5-7) se incorporo al observador con el proposito de hacer que el error de esti-
macion converja a un conjunto residual denido por el usuario 
z = fz : jzj  Cbeg, como
se muestra en la Figura (5-2).
De aqu en adelante, se mostrara el proceso de dise~no del observador no lineal, con el
objetivo de incorporar las dinamicas del observador al esquema de control adaptativo. El
primer paso es comenzar a denir la estructura preliminar, de la siguiente manera:
_^y = a^0 + bu (5-8)
donde b se dene en (5-4) y a^0 se construye a partir del error de estimacion. Por lo tanto
restando (5-8) de (5-3) se obtiene la siguiente dinamica del error de estimacion:
_z = a0   a^0 (5-9)
Ahora, teniendo en cuenta que a0 esta acotada por una constante desconocida 0 y ademas
como el objetivo es hacer que el error de estimacion del observador converja a un conjun-
to residual denido por el usuario 
z = fz : jzj  Cbeg, se dene la siguiente funcion de
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Figura 5-2: Diagrama de gb(z)
Lyapunov:
Vz =
8<:
(1=2)(z   Cbe)2 if z  Cbe
0 if z 2 ( Cbe; Cbe)
(1=2)(z + Cbe)
2 if z   Cbe
(5-10)
de donde se puede concluir que:
i) Vz  0
ii) jzj  Cbe +
p
2Vz
iii) Vz y
@Vz
@z
son continuas
Diferenciando Vz con respecto a z:
@Vz
@z
= gb(z) (5-11)
donde gb(z) se denio en (5-7), por lo tanto la derivada del tiempo de Vz es:
_Vz = (@Vz=@z) _z = gb(z) _z (5-12)
sustituyendo (5-9) tenemos:
_Vz = a0gb(z)  a^0gb(z)
=  c1gb(z)2 + a0gb(z)  a^0gb(z) + c1gb(z)2 (5-13)
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donde el termino c1gb(z)
2 ha sido sumado y restado con el animo de obtener una convergencia
asintotica del observador. Sustituyendo (5-5) en la anterior ecuacion se tiene:
_Vz   c1gb(z)2   a^0gb(z) + c1gb(z)2 + 0 jgb(z)j (5-14)
Ahora reescribiendo el termino 0 como:
0 = ^   ~
~ = ^   0 (5-15)
donde ~ es el error de ajuste y ^ es un parametro de ajuste el cual se denira mas adelante.
Ahora sustituyendo la anterior ecuacion en (5-14), obtenemos:
_Vz   c1gb(z)2   a^0gb(z) + c1gb(z)2 + ~ jgb(z)j+ ^ jgb(z)j
  c1gb(z)2   gb(z)[a^0   c1gb(z)  ^sgn(gb(z))]  ~ jgb(z)j (5-16)
seleccionando una expresion para a^0, de tal forma que cancele el efecto del termino que se
encuentra en los parentesis (5-16), a^0 = c1gb(z)+^sgn(gb(z)). La desventaja de esta expresion
es que el termino sgn(gb(z)) es discontinuo con respecto a z:
sgn(gb(z)) =

sgn(z) si jzj > Cbe
0 otro caso
(5-17)
Por lo tanto, gb(z) conducira a un campo vectorial discontinuo y sera necesario introducir la
teora de Filipov. Entonces, en lugar de usar sgn(gb(z)), se usa sat(z) que es una aproximacion
de la funcion sgn(gb(z)):
a^0 = c1gb(z) + ^sat(z)
sat(z) =

sgn(z) si jzj > Cbe
(1=Cbe)z en otro caso
(5-18)
Ahora, se selecciona la ley de ajuste de tal forma que elimine el efecto del termino ~ jgb(z)j
en (5-16):
_^
 =  jgb(z)j (5-19)
donde  es una constante positiva denida por el usuario.
5.2.2. Dise~no de la ley de control
A continuacion se formulara la ley de control, basada en las dinamicas del observador de
estado (5-8). Sea
x = y^   yd (5-20)
derivando con respecto al tiempo, se obtiene:
_x = _^y   _yd = c1gb(z) + ^sat(z)  _yd + bu (5-21)
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usando el metodo de linealizacion [27] pp. 216-218, de tal forma que x converja asintotica-
mente a cero.
u =
8<:
umx if uo > umx
uo if uo 2 [umn; umx]
umn if uo < umn
(5-22)
u0 = (1=b)(c1gb(z) + ^sat(z) + _yd   c2x) (5-23)
5.3. Analisis de la convergencia y acotacion del esquema
de control
A continuacion, por medio de los siguientes teoremas se demuestra la acotacion de las dinami-
cas del controlador propuesto, como sigue:
Teorema 1 (Propiedades de convergencia y acotacion) : El controlador adaptativo com-
puesto por el observador no lineal y la ley de adaptacion (5-6), usado en la planta (5-1) sujeta
a las consideraciones Ai - Aiv, asegura que las se~nales y^, ^ y a0 se mantienen acotadas, y el
error de estimacion z converge asintoticamente al conjunto residual 
z = fz : jzj  Cbeg.
Prueba 1: Sustituyendo (5-15) en (5-16) se tiene:
_Vz =  c1gb(z)2   ^gb(z)[sat(z)  sgn(gb(z))]  ~ jgb(z)j (5-24)
el termino [sat(z)  sgn(gb)] es cero, ya que de (5-7) se tiene que:
sat(z) = sgn(gb(z)) si jzj > Cbe
gb(z) = 0 si jzj  0
) gb(z)(sat(z)  sgn(gb(z))) = 0
(5-25)
por lo tanto:
_Vz =  c1gb(z)2   ~ jgb(z)j (5-26)
ahora, se selecciona la siguiente funcion de Lyapunov general:
V = Vz + V (5-27)
donde Vz esta denida en (5-16) y V esta denida como:
V = (2)
 1~2 (5-28)
diferenciando (5-28) con respecto al tiempo se tiene:
_V = 
 1~ _~ =   1~ _^ =  ~ jgb(z)j (5-29)
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Ahora, diferenciando (5-27) se obtiene:
_V   c1gb(z)2  0 (5-30)
Los anteriores resultados implican que  2 L1, que z 2 L1 y z converge asintoticamente al
conjunto residual cuyo tama~no es denido por el usuario.
Ahora, se probara que el error de seguimiento del esquema de control propuesto converge
asintoticamente, si la ley de control no alcanza sus valores extremos.
Teorema 2 (Convergencia del error de seguimiento) : Para la planta (5-1) sujeta a
las consideraciones Ai - Aiv, el controlador adaptativo robusto especicado por las ecuaciones
(5-6) y (5-23), asegura que el error de seguimiento converge asintoticamente al conjunto
residual 
e = fe : jej  Cbeg.
Prueba 2: De (5-22) se tiene que si u0 2 [umn; umx], u = u0. En vista de esto y usando
(5-23) en (5-21) se obtiene: _x =  c2x, por lo tanto x converge asintoticamente a cero. Para
examinar la convergencia del error de seguimiento e expresamos este en terminos de z y x:
e = y   yd = (y   y^) + (y^   yd) = z + x (5-31)
Ya que x converge asintoticamente a cero y z converge asintoticamente a 
z = fz : jzj  Cbeg
entonces e converge asintoticamente a 
e = fe : jej  Cbeg. De acuerdo a los anteriores re-
sultados el dise~no del controlador adaptativo conduce a una convergencia asintotica del error
de seguimiento.
En resumen, el esquema de control adaptativo junto con la ley de adaptacion garantiza que
todas las se~nales y parametros se mantengan acotados y ademas tengan una convergencia
asintotica de los errores de estimacion y de seguimiento.
5.4. Estudios de simulacion
En esta seccion se evalua el rendimiento del controlador (5-22)-(5-23) a traves de simulaciones
numericas, dentro de diferentes condiciones de operacion. Sea la planta (5-1) sujeta a las
consideraciones Ai - Avi, con S1
in = 9 g=l, S2
in = 52mmol=l y  = 0;5. El objetivo del
control es hacer que la concentracion de acidos volatiles grasos (S2) converja al valor deseado
yd, durante un tiempo determinado y con una tolerancia de Cbe = 0;1, como se muestra en
el Cuadro (5-1)
Los parametros del controlador usados en esta simulacion se listan en el Cuadro (5-2). La
seleccion de los parametros se hizo teniendo en cuenta la restriccion de que estos deben ser
constantes y positivos.
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Cuadro 5-1: Trayectoria deseada
t < 40 dias t 2 [40; 80) dias t 2 [80; 120) dias
yd 3 5 4
Cuadro 5-2: Parametros del Controlador
C1 C2  umn umx
1 1 1 0 1.2
Los resultados de simulacion se muestran en las Figuras (5-3)-(5-6). En la Figura (5-3)
se presenta el error de estimacion del observador propuesto, donde se puede ver que el er-
ror converge asintoticamente al conjunto residual cuyo tama~no es se~nalado por el usuario
(Cbe = 0;1).
La Figura (5-4) muestra la habilidad del seguimiento del controlador propuesto. Como
Figura 5-3: Error de estimacion de y = S2
se esperaba la concentracion de acidos grasos volatiles S2 converge asintoticamente a la
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trayectoria deseada, en este caso con una exactitud de Cbe = 0;1. Ya que el controlador
esta inactivo para t < 40 das y este se activa en t = 40 das, aparece un cambio abrupto
en la se~nal, el cual esta relacionado con el transitorio natural del comportamiento del bio{
reactor.
Los cambios abruptos en la se~nal de control u gura (5-5), se presentan debido a la acti-
Figura 5-4: Concentracion de acidos volatiles grasos S2 [nmol/L] (linea punteada), salida
deseada yd (linea continua)
vacion del controlador en t = 40 das y al cambio en la trayectoria deseada.
Finalmente en la Figura (5-6), se muestra el comportamiento del parametro de adaptacion
^ el cual se encuentra acotado, lo cual se aseguro mediante una rigurosa prueba matematica.
5.5. Conclusiones
Se dise~no y probo un controlador adaptativo con modelo de referencia, con el n de
obtener niveles deseados en las concentracion de acidos grasos volatiles S2, obteniendo
rigurosas pruebas matematicas.
El esquema de control permite el uso de terminos de saturacion en la se~nal de entrada
sin que se afecte el rendimiento del mismo, esto debido al uso del observador de estado.
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Figura 5-5: Entrada de control [dia 1]
Figura 5-6: Ley de adaptacion
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El dise~no del controlador se hizo teniendo en cuenta las incertidumbres y el compor-
tamiento no lineal y variante del digestor anaerobio, obteniendo excelentes resultados
en regulacion de S2, como se mostro en la gura (5-4).
Se obtuvo mayor precision en las tareas seguimiento, brindadas por el dise~no del ob-
servador, ademas la exactitud en el seguimiento la especica el usuario mediante Cbe
que es el tama~no del conjunto residual al cual converge el sistema.
El controlador propuesto evita esfuerzos excesivos en la se~nal de control, lo cual au-
menta la vida de los actuadores que en este caso, valvulas.
El esquema de control propuesto maneja las incertidumbres en los parametros del
modelo, reduciendo las tareas de modelado.
Se evita usar terminos discontinuos con el objetivo de no introducir la teora de Fillipov,
lo que causara que aumente la complejidad del dise~no del controlador.
Los resultados de simulacion, guras (5-3)-(5-6) conrmaron que el sistema de control
en general es estable y los parametros del sistema se mantienen acotados.
6 Principales Aportaciones y Trabajo
Futuro
En este captulo se recogen los principales aportes y conclusiones obtenidos en cada captulo
de la tesis. Ademas se proponen algunos temas con los cuales se puede dar continuacion al
trabajo desarrollado.
6.1. Principales contribuciones
Gracias a que los observadores son un motor importante en la automatizacion industrial, las
contribuciones que se pueden beneciar con el estudio y desarrollo de estos son variados, con
esta investigacion principalmente se fortalecen tres ramas de la ciencia que son:
6.1.1. Estabilidad de sistemas
Se realizo un analisis matematico de la convergencia asintotica del error de estimacion del
ESO de orden n, haciendo uso de la teora de estabilidad absoluta mas concretamente el
criterio de Popov. Con base en estos resultados, se propuso una metodologa para dise~nar los
parametros del observador de tal forma que sea asintoticamente estable. A partir de estos
resultados, analisis de la convergencia de ESOs de segundo y tercer orden fueron llevados a
cabo. El estudio de estabilidad realizado nos permite sustentar matematicamente la seleccion
de los parametros de la funcion no lineal del observador, lo cual anteriormente se hacia
heursticamente.
6.1.2. Modelado de sistemas
Se propuso una metodologa para la identicacion de sistemas, concretamente un estimador
de funciones no lineales basado en el enfoque del ESO. Las simulaciones realizadas con difer-
entes sistemas no lineales han mostrado que la metodologa propuesta es efectiva, garan-
tizando as que la estimacion de los estados y las incertidumbres pueden ser realizadas de
una forma integrada. Se mostro como, basado en algunos conocimientos del sistema y en los
datos de entrada y salida, se puede obtener informacion de funciones o terminos no lineales
del sistema. Ademas se mostro que la metodologa propuesta es tambien util, en sistemas
que presentan ciclos limite.
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6.1.3. Sistemas de control
Se desarrollo un esquema de control adaptativo para bio{reactores, el cual se basa en las
dinamicas de un observador no lineal. Los principales benecios del observador son: robustez
frente al comportamiento no lineal y variante del sistema y prueba rigurosa de la convergencia
de los errores de estimacion y seguimiento. Ademas, el error de observacion converge a un
conjunto residual, cuyo tama~no es denido por el usuario. Por otra parte, el rendimiento del
controlador no se ve afectado por efecto de saturaciones en la se~nal de entrada. El controlador
propuesto ha mostrado gran rendimiento con respecto a los trabajos similares.
6.2. Trabajo Futuro
Analizar la estabilidad del observador en modos deslizantes, ya que la funcion de con-
mutacion de este observador cumple la condicion del teorema del sector y puede estu-
diarse mediante la teora de estabilidad absoluta.
Debido a que el ESO es pieza fundamental de la tecnica de control conocida como
control de rechazo a perturbaciones activas (ADRC), se podra usar el analisis de
estabilidad del ESO para determinar la estabilidad de esta tecnica de control.
Con base en el analisis de la convergencia del ESO, se podran encontrar analticamente
las cotas del error de estimacion cuando las derivadas de las funciones no lineales son
diferentes de cero.
Se podra incorporar el ESO a las tecnicas de control de convertidores de potencia, con
el n de dise~nar e implementar un controlador robusto a cargas desconocidas.
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