Motivation: Conserved motifs often represent biological significance, providing insight on biological aspects such as gene transcription regulation, biomolecular secondary structure, presence of non-coding RNAs and evolution history. With the increasing number of sequenced genomic data, faster and more accurate tools are needed to automate the process of motif discovery.
INTRODUCTION
The vast and fast increasing amount of sequenced genomic information presents us with an opportunity for biological discovery in silico by identifying conserved DNA segments, or motifs, associated with known or even unknown biological functionalities.
There is a wide range of motif discovery algorithms available, which in general can be grouped into three categories: consensus-based algorithms, projection-based algorithms and profile-based algorithms. Algorithms such as WINNOWER (Pevzner and Sze, 2000) and CONSENSUS (Hertz and Stormo, 1999) are examples of consensus-based algorithms, where a consensus is formed for each of the possible sets of starting locations, and the best consensus is chosen to describe the motifs in the data. Projection-based algorithms such as Projection (Buhler and Tompa, 2002) and Uniform Projection Motif Finder (UPMF) in (Raphael et al., 2004) , are designed to solve the (', k) motif problems where each instance of a motif of length ' differs from the original at exactly k positions. These k positions serve as hashing functions for all possible contiguous sequences of ' nucleotides. The possible motif sequences are placed in buckets based on their hashing functions. The algorithms then search the buckets that exceeds a threshold to explore.
In profile-based algorithms, a position weight matrix (PWM) is used to describe the statistical distribution of the four possible nucleotides at every position in the motif. For motifs of length M, the PWM is a matrix of size 4 Â M, so that each column of the PWM represents the distribution of the 4 nt at the corresponding position in the motif. The PWM is estimated in the various profile-based algorithms and is used to predict the most likely location of the motif within each sequence. In Lawrence and Reilly (1990) , by treating the locations of the motifs in each sequence as missing information, an expectationmaximization (EM) algorithm is proposed to estimate and locate the motifs. In Elkan (1993, 1994) , MEME, an algorithm based on EM, is introduced with support for finding an unknown number of motifs present with unknown number of occurrences in the sequences. In Lawrence et al. (1993) , Roth et al. (1998) and Hughes et al. (2000) , the Gibbs Motif Sampler and AlignACE techniques are proposed based on the Gibbs sampler, a Markov chain Monte Carlo (MCMC) algorithm, to estimate the PWM and the locations of the motifs in the sequences. In Liu et al. (2001) , the Gibbs sampler-based BioProspector technique is proposed allowing for a two-block motif model and palindromic patterns.
With the ever increasing amount of sequenced genomic data for various organisms, improvements in motif discovery algorithms in terms of both accuracy and ability to process large datasets is desirable. With this goal in mind, we propose a deterministic sequential Monte Carlo (DSMC) algorithm for the profile-based approach to motif discovery to estimate the PWM and the locations of the motifs. Furthermore, we extend our algorithm to address cases where some insertions and deletions are found in different instances of the motif. We use a hidden Markov model (HMM) approach in which the state of the sequence is the location of the motif, and the observation is the nucleotide order of the sequence. Modeling the PWM with a prior distribution also provides a simple method to incorporate prior knowledge about the PWM from previous studies. Since the PWM is an unknown parameter in the system model, the EM approach may converge to local maxima, thus is less efficient and less accurate than a Bayesian approach.
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Furthermore, although the underlying system is not sequential in nature, we take a sequential approach to the problem. It has been shown in Fearnhead (2004) that sequential Monte Carlo methods provide efficient alternatives to batched-processing methods such as Gibbs sampling.
SYSTEM MODEL
We assume that each sequence contains one motif of length M, and that the motifs are described statistically by the unknown PWM of size 4 Â M. For simplicity, and without loss of generality, we also assume that each sequence has a fixed length of L. To estimate the starting locations of the motifs in a set of sequences, we model the system as an HMM. In this approach, a natural choice for the state space of the HMM would be the set of all possible starting locations for the motif within the sequence, and the hidden state at time interval t is the unknown starting location of the motif, with the observation at time t being the t-th sequence in the dataset. Furthermore, given the starting location, or state, at time t, the t-th sequence has an emission probability that depends upon the unknown PWM. In the following, we will give the formulation of our model that will be solved with a DSMC algorithm.
Let
, be the set of T nucleotide sequences of length L in which we wish to find a common motif of length M. The distribution of the motif is described by the 4 Â M position weight matrix
is the probability distribution of the nucleotides {A, C, G, T } at the j-th position of the PWM. In the non-motif regions, each nucleotide is assumed to be independent and identically distributed according to the background distribution h 0 X [ 0,1 ,. . ., 0, 4 ] 0 . The background distribution h 0 can be given prior to motif discovery as user-specified parameters, or can be computed from the nucleotide frequencies from the given dataset.
At each time interval, we observe the order of the nucleotides in a given sequence, and the state of the system during the corresponding interval is the location i of the first nucleotide of the motif in the sequence. Since the last M À 1 nucleotides in a sequence are not valid starting locations for a motif with length M, at step t, t ¼ 1,. . ., T, the state, denoted as x t , takes value from the set
Let a t, i be a sequence fragment of length M in s t with the first nucleotide located at position i, and a c t;i be the remaining fragment in s t with a t,i removed. We then define a vector n(a) ¼ [n 1 , n 2 , n 3 , n 4 ] where n j , j ¼ 1, . . . , 4, denotes the number of each of the four types of nucleotides found in the sequence fragment a. Given two vectors h ¼ [ 1 , . . . , 4 ] 0 and n ¼ [n 1 , . . . , n 4 ] 0 , we define n X Q 4 j¼1 nj j . Since the nucleotides located in the motif are independent of the other motif nucleotides and non-motif nucleotides, given the PWM H, the background distribution h 0 , and the state at time t, the distribution of the observed sequence s t is then given as follows:
where a t, i (m) is the m-th element of the sequence fragment a t, i , and n(a t,i (m)) is a 1 Â 4 vector of zeros except at the position corresponding to the nucleotide a t, i (m), where it is a one. Note that the background distribution we used here is the single nucleotide distribution, and each of the non-motif nucleotides are assumed to be distributed i.i.d. according to h 0 . The single nucleotide distribution can be easily replaced by higher order distributions by replacing the h nða c t;i Þ 0 term in (1) with the higher order non-motif distribution.
From the discussion above, we formulate our inference problem as follows. Let us denote the state realizations up to time t as x t X [x 1 , x 2 , . . . , x t ] and similarly the sequences up to time t as S t X [s 1 , s 2 , . . . , s t ]. Given the sequences S t and the non-motif nucleotide distribution h 0 , we wish to estimate the state realizations x t , which are the starting locations of the motif in sequences s 1 , . . . , s t , and the position weight matrix H, which describes the statistical properties of the motif. The proposed DSMC algorithm performs the inference sequentially, where the location of the motif in each sequence is inferred in the order in which they are arranged in S. In the next section, we derive the DSMC algorithm to solve this inference problem.
DSMC MOTIF DISCOVERY ALGORITHM
In this section, we derive a DSMC motif discovery algorithm for the case where each sequence in the dataset contains exactly one instance of the same motif. In Section 4, we extend this algorithm to treat insertions/deletions.
Deterministic sequential sampling
In the sequential treatment of the motif discovery problem, at time t we want to make an online inference of the starting locations of the motifs x t ¼ (x 1 , . . ., x t ) based on the observation S t ¼ (s 1 , . . . , s t ). We assume that we have at time t À 1 a set of samples and their associated weights fðx ðkÞ tÀ1 ; w ðkÞ tÀ1 Þ; k ¼ 1; Á Á Á ; Kg properly weighted with respect to the posterior distribution p(x t À 1 |S t À 1 ). Since the locations of the first nucleotide of the motifs take value from a finite set of possible locations, this naturally leads us to consider all possible extensions for each sample from t À 1 at time t. The deterministic approach to SMC was developed in Fearnhead (1998) and Punskaya (2003) , and extended to include unknown parameters and Markov state processes. For each sample x ðkÞ tÀ1 , k ¼ 1,. . . , K, we consider all L M possible extensions, and perform a selection step to keep only K of the K Â L M samples to avoid an exponential growth of the number of samples. Figure 1 illustrates the particle extensions and selections in deterministic sequential sampling. At time t, we have K ¼ 4 particles, each particle has L M ¼ 5 possible extensions, all of which are realized at t þ 1. After all necessary estimations are performed at t þ 1, only 4 of the extensions with the largest weights are retained. Thus, the DSMC algorithm is a deterministic tree-search algorithm. Multiple runs through the dataset will always give the same result as long as the ordering of the sequences in the dataset remains the same. Therefore, the DSMC algorithm has no convergence issue as in other algorithms based on MCMC. Compared to other MCMC techniques, sequential Monte Carlo methods do not consider the entire dataset in the beginning, so the estimations for the first few sequences may be poor. However, performing a second pass through the dataset, even only for the first few sequences, and using the results from second pass can improve the performance of the algorithms.
Given a set of samples and associated weights fðx ðkÞ tÀ1 ; w ðkÞ tÀ1 Þ; k ¼ 1; . . . ; K g that does not contain duplicate paths, we can obtain the posterior distribution of x t À 1 aŝ
where From this relationship, we can approximate the posterior distribution of x t aŝ Depending on the system under consideration, evaluating (3) can be an easy or very difficult task. It turns out, as we will show in the following, from our system model and our choice of prior distribution for H, that H depends only on some sufficient statistic T t that can be easily updated and will be derived in the next section. We can derive an analytical solution to the integral in (3) with respect to p(H|T t À 1 ).
DSMC estimator
In Bayesian inference, we often assume uninformative priors, thus even when different prior probabilities are used, additional observations will tend to bring the posterior probabilities close to each other. In this article, we use the product Dirichlet distribution as the prior for the PWM H. For the prior distribution of the m-th column of the PWM, we have Evans et al. (2002) for a detailed discussion on the Dirichlet distribution. Recently, it has been shown that positions within a binding site may be interdependent . However, while the independence assumption does not fit the data perfectly, in most cases it does provide a good approximation (Benos et al., 2002) . Therefore, to reduce the complexity of the motif discovery algorithm, we choose to model the columns of the PWM as independent from one another.
Let us denote m X [ m1 , . . ., m4 ], and assuming independent priors, the prior distribution for the PWM H is then the product Dirichlet distribution H $ Q M m¼1 Dð m Þ. To update the posterior distribution of H, we use the following conditional posterior distribution for H:
where we denote
. ., M, as the parameters of the distribution of H at time t, and h
. Note that the posterior distribution of h depends only on the sufficient statistics T t X { mj (t),1 m M,1 j 4}, which is easily updated based on T t À 1 , x t , and s t as given by (6)
We now outline the DSMC algorithm for motif discovery. By our choice of the product Dirichlet distribution as the prior for H, the integral with respect to p(H|T t À 1 ) can also be computed analytically. We have p(
which is used in (5) for weight update. In the selection step, the K samples with the highest weights are retained.
We are now ready to give the DSMC motif discovery algorithm: 
t ; stÞ according to (6).
Note that due to the sequential nature of the algorithm, the ordering of the sequences may affect the performance. In particular, if the initial sequences in the dataset have poorly conserved motifs or contains no motifs at all, a good estimate of the PWM cannot be made, and the inferences made for the following sequences may be poor. To lessen this effect, we can average the inference results over different permutations of the sequence order, and take as the final result the most frequently appearing estimation.
Unknown motif length
In the previous section, we have assumed that the length of the motif is known, thus we can simply use the DSMC algorithm to search for a motif of the given length. However, the motif length is often not given when dealing with a dataset containing an unknown motif. In Algorithm 1, estimating the unknown motif length is not directly supported. However, we can apply the algorithm on the dataset with different given motif lengths, each with a score computed based on the estimated results. The motif length that obtained the highest score is chosen as the estimated motif length.
For Bayesian analysis, a natural choice for a score is the posterior distribution p(S T |x T ):
whereĥ m is the m-th column of the estimated PWM.
INSERTION/DELETION MODEL
In this section, we present modifications to the DSMC motif discovery algorithm to cope with situations where insertions and deletions exist in different instances of a motif. For certain transcription factors, it is known that there are indel mutations in some of their binding sites (McIver et al., 1999) . Bulges in the structure of nucleotide chains can lead to indels in the functional motifs for some of the sequences. Furthermore, even if indel mutations have rendered some motifs nonfunctional, we are often still interested in detecting their presence. In most cases, existing motif discovery algorithms are unable to locate these motifs due the partial shift of the nucleotides. We propose an extension of the DSMC motif discovery algorithm to handle datasets that contain indel mutations in some instances of the motif. In multiple alignment (Karplus et al., 1998; Krogh et al., 1994) , a sequence containing a motif is often modelled as a hidden Markov model, with states divided into motif states and non-motif states. In our case, we model a sequence containing a single motif with indel mutations as shown by Figure 2 . As a convention in this article, for a sequence with motif of length M, we index the motif states from 1 to M, insertion states M þ 1 to 2M À 1, the deletion states 2M to 3M À 1, and 3M and 3M þ 1 for non-motif states before and after the motif, respectively. Thus, for a dataset with motif length M, the number of states for the HMM is R ¼ 3M þ 1.
We define z 1:q X [z 1 ,. . ., z q ] and s 1:q X [s 1 ,. . .,s q ], where z q and s q are the state and observation at time q for the sequence s, respectively. The state transition from z q to z q þ 1 follows the transition probability matrix È X [ ij ] R Â R . Note that È is a sparse matrix where the entries are non-zero only at positions that correspond to valid state transitions indicated by Figure 2 . Row r of the transition probability matrix, r , is assumed to have the Dirichlet prior r $ D( r1 , . . . , rR ).
The posterior distribution of r is then given by
where Ã 1 ( r ; r1 ,. . ., rR ) is the Dirichlet pdf and rp (q) is the Dirichlet coefficient of the p-th element in the r-th row at time q. The parameter rp is non-zero only for entries that correspond to valid state transitions. Note that the posterior distribution of È is only dependent on the sufficient statistic U q X { rp (q),1 p, r R}, and is updated according to (9). The distribution of the observation in the motif states again has a Dirichlet prior, and we make use of the estimated PWM obtained in Algorithm 1. Thus, for each motif state m, m ¼ 1,. . ., M, the observed nucleotides have the Dirichlet prior h m $ D( m1 ,. . ., m4 ), where parameters mj are initialized with values according to the corresponding column inĤ obtained after using Algorithm 1 to process the entire dataset. The posterior distribution of h m is then given by
and it depends only on the sufficient statistics T q X { mj (q),1 m M, 1 j 4}. For both the non-motif states and the insertion states, the nucleotide distribution follows the non-motif nucleotide distribution h 0 X [h 01 ,. . .,h 04 ] 0 , which is assumed to be known. In the case of deletion states, the nucleotides in the motif positions that correspond to deletion mutations are removed, and the sequence fragments to either side of the deletions are concatenated. Therefore, the outputs of the deletion states are not observed, and this occurs with probability 1.
Then, similar to (3), the posterior distribution p(z 1:q | s 1:q ) can be derived as if 1 z q M;
0;sq otherwise:
After the (q À 1)-th nucleotide, p(z 1:q js 1:q ) can be approximated bŷ 
Note that to assist Algorithm 2 to more accurately predict the starting locations of the motifs and the locations of the indel mutations, we first process the dataset using Algorithm 1. The result of Algorithm 1 are then used to update the parameters for h m , m ¼ 1, . . . , M, so that Algorithm 2 is initialized with better knowledge of the PWM, and is able to more accurately locate the motif within the sequences. Furthermore, Algorithm 2 is used to process the nucleotides immediately surrounding the starting locations predicted by Algorithm 1, e.g. 100 nt up and downstream relative to the predicted starting locations. From our experience, if the site predicted by Algorithm 1 is far away from the known location, Algorithm 2 will also make the incorrect prediction due to the lack of conservation in the true motif. In other words, Algorithm 2 is used to refine the results of Algorithm 1 to locate possible indel mutations that are found in instances of motifs. Another approach would be to divide long sequences into several shorter sequences, each processed by Algorithm 2 separately, and the best motif is then selected based on a score similar to (8).
In conclusion, the DSMC algorithm to locate a motif with possible indel mutations within some sequences is described as follows:
ALGORITHM 2 [DSMC motif discovery algorithm for motif with indel mutations].
Process dataset using Algorithm 1 update h m , m ¼ 1,. . ., M, using Algorithm 1 results.
For each sequence in the dataset:
Initialization: Enumerate all paths through the Markov model up to the -th nucleotide such that the total number of paths enumerated is less than or equal to K. For q ¼ þ 1, þ 2, . . . 
EXPERIMENTAL RESULTS
We have implemented the proposed DSMC motif discovery algorithms and evaluated their performance on synthetic and real data. The results are compared to those of BioProspector, MEME Elkan, 1993, 1994) , and AlignACE.
Results for synthetic data
We used the following rule to generate synthetic data for performance comparisons. For the dominant nucleotide at each position in the motif, we assign the probability of 70%, while the remaining nucleotides are assigned a probability of 10%. Non-motif frequency is assigned as 25% for each nucleotide. We compared the performance of DSMC Algorithm 1, refinement of Algorithm 1 by 2, BioProspector, MEME and AlignACE using synthesized datasets at various motif lengths. We generated 10 motif datasets for each motif lengths between 17 and 22. Each dataset contains 50 sequences, each of which is 200 nt long. A motif of corresponding length is present in each of the sequences. The performance comparison using the synthetic datasets is given in Figure 3 , in terms of performance coefficient. The accuracy of each algorithm is plotted against this length of motif.
We see from Figure 3 that DSMC Algorithm 1 achieves higher performance than the other algorithms do at all motif lengths tested. Note that results of Algorithm 1 after being refined by Algorithm 2 is as good as the unrefined results except in the regions of short motif lengths. In these regions, due to the low conservation and short sequence lengths, Algorithm 2 is more likely to erroneously include insertions and deletions to attempt to obtain a better match to the PWM.
In another experiment, we constructed 20 datasets, each of which contained 20 sequences with length of 100 nt. In each sequence, we embedded a motif with length of 16 nt, where the dominant nucleotides appear with probability 91%, and the remaining nucleotides appear with probability 3%. Each sequence has a 40% chance of having a 1-nt-long insertion or deletion occurring within the motif, where the insertions and deletions appear with equal probability. We compared the performance of both DSMC Algorithms with those of BioProspector, MEME and AlignACE. The comparisons in terms of their average performance coefficient and the average number of correctly predicted motif locations are shown in Table 1 .
We can see that on the average, Algorithm 1 has a slight edge over the existing algorithms, whereas after running Algorithm 2, the results is improved over all algorithms by having the highest performance coefficient and predicting on average more than two more correct motif location than Algorithm 1, BioProspector, MEME and AlignACE can. In Figure 4 , we give an example of motif alignment of a synthetic dataset as estimated by Algorithm 2. Once again, the boldfaced first sequence in each alignment is the motif consensus.
In Figure 5 , we show the convergence of the performance coefficient of Algorithm 1. The result is averaged over 10 datasets, where each dataset contains 25 sequences of 200 nt long each. Each sequence is generated to contain a motif of length 17, where the dominant nucleotide in the motif appears with 70%. In Figure 5 , Algorithm Step at 0 represents the average performance coefficient of the datasets after the first pass. For Algorithm Step t, t ¼ 1,. . ., 25, the average performance coefficient is computed by replacing the estimation made during the first pass for the t-th sequence with its second pass estimation. Similarly, Algorithm Steps 26-51 represents the sequential update of the estimations to the third pass estimations. As we can see from Figure 5 , performing a third pass through the dataset does not improve the performance, and in most cases, only the first few sequences need to be re-estimated in the second pass.
Results for Real Data

Cyclic-AMP receptor protein
The first dataset we used consists of 18 sequences from Escherichia coli with cyclic-AMP receptor protein (CRP) binding sites (Stormo and Hartzel, 1989) . Each of the sequences is 105 nt long, and the dataset contains 23 motifs that have been experimentally determined with the footprinting method A prediction performance comparison for this dataset using BioProspector, MEME and AlignACE is presented in Jensen et al. (2004) .
Our results are presented in terms of the slightly modified 'performance' coefficient defined in Pevzner and Sze (2000) as follows: Let a Ã t be the known motif segment in s t , and let A T Xfa 1;x1 . . . ; a t ; xt g and A Ã T Xfa Ã 1 ; . . . ; a Ã T g be the sets containing the estimated and known motif segments in S T , respectively. The performance coefficient is equal to
where ja \ bj is the number of nucleotids common to both segments a and b, and ja [ bj is the number of unique nucleotides in both a and b. Note that we may encounter cases where insertions or deletions are found in an instance of the motif, or the motif states predicted by Algorithm 2 may contain insertions or deletions. Thus (16) needs to be modified to handle these situations. We construct the known motif fragment a Ã t by counting the nucleotides found between the first and the last nucleotides of the known motif. In other words, the number of nucleotides in a Ã t is increased by 1 with an insertion, and decreased by 1 with a deletion. For Algorithm 2, a t is constructed similarly, reflecting the number of insertion/ deletion states found in the estimated state transitions. Since all other algorithms, including Algorithm 1, do not assume insertion/deletions, their size of a t is always the given length of the motif.
For each algorithm, we performed six trials on the CRP dataset and the most frequently appeared position is used as the estimated motif position for each sequence. The six trials consist of the CRP dataset in its original and a randomly permuted sequence order, searched using motif lengths of 21, 22 and 23. The results found by using motif length 21 and 23 are shifted so that their consensus have the same starting location as the consensus found using motif length 22. By averaging over results from different motif lengths and different sequence orders, the performance of MEME and AlignACE improved by about two positions, whereas the DSMC algorithms and BioProspector improved by about one position. The performance coefficient is then computed using motif length of 22. The performance results of the DSMC Algorithms, BioProspector, MEME and AlignACE on the CRP dataset are given in Table 2 , where the first row shows the performance coefficients and the second row indicates the number of correctly located motifs. The results obtained from each algorithm is compared with the experimentally confirmed CRP motif position as given in . Note that for MEME and AlignACE, the consensus of the predicted motif is shifted to the left by 2 nt from the known consensus, therefore, the known motif locations for these two algorithms are shifted accordingly so that fair comparisons of the performance coefficients can be made.
In our simulations, Algorithm 1 and BioProspector have the top two scores both in terms of performance coefficient and the number of correctly predicted motif locations. Note that although Algorithm 1 and BioProspector have the same number of correctly predicted motif locations, Algorithm 1 has a higher performance coefficient since some of its incorrectly predicted positions have higher degree of overlap with the known motifs than those predicted by BioProspector. The results of Algorithm 1 after being refined by Algorithm 2 actually performs worse than those of Algorithm 1, due to the incorrect prediction of two motifs. These errors seems to have been caused by repetitions of one of the highly conserved 5-nt block from the CRP motif at other locations within the sequence. Figure 6 shows the CRP motifs predicted by each algorithm. The first sequence in each panel is the consensus of the CRP motif, and sequences with stars to the left are those that are correctly predicted. The CRP motif is known to contain two blocks of highly conserved nucleotides: 'TGTGA' and 'TCACA'. For each algorithm, the matches to the two highly conserved blocks are highlighted in red.
Interestingly, AlignACE contains the least number of correctly identified motifs although its performance coefficient is higher than that of MEME. Upon further inspection of the motif positions incorrectly predicted by MEME and AlignACE, we observe that while the positions predicted by AlignACE have higher degree of overlap with the known positions, they however have poorer alignments with the two highly conserved blocks in the CRP motif. It is in our opinion that this example illustrates the insufficiencies of the performance coefficient as a measure for the performance of motif discovery algorithms. In a typical motif discovery problem, there are two primary interests for any algorithm: the positions of the motifs, and the alignment or the consensus logo of the motif. As we can see from (16), the computation of performance coefficient only Motif score À537 À560 À538 À562 À634 Fig. 6 . Alignment of CRP motifs found.
considers the amount of overlap between the predicted and the known motifs, whether the predicted motifs are aligned has no effect on the end result. Thus we have the situation that we observe in this example, where the incorrectly predicted motif positions by AlignACE are closer to the known positions but has a poorer estimate for the PWM compared to the known motifs. We believe that both of these properties are important in a motif discovery problem.
With this in mind, we compare the alignment in Figure 6 for Algorithm 1 and BioProspector. We can see that the only difference between the predictions are in the 21st and 23rd motifs. Comparing the two predicted motifs for each algorithm to the complete consensus of the CRP motif, we can see that Algorithm 1 has 22 matches to the CRP motif consensus in both predicted motifs, whereas BioProspector only has 18. For only the two highly conserved blocks, Algorithm 1 has 13 matches to the consensus whereas BioProspector has 12. Thus both in terms of performance coefficient and alignment to the consensus, Algorithm 1 slightly outperforms BioProspector. Furthermore, we include in Table 2 the logarithm of the motif scores using (8), where the estimated PWM used for each algorithm is built from the motif predicted by that algorithm. As we can see from Table 2 , the motif scores is closer to what we observed from the alignments in Figure 6 where MEME shows stronger alignment of the conserved regions in the CRP motif than that of AlignACE, and that Algorithm 1 and BioProspector have the highest scores and show very similar alignment properties.
Next, we repeated the above simulations for Algorithm 1 without assuming a known motif length. Algorithm 1 was ran using motif lengths between 16 and 25, and for each motif length a score was computed according to (8) . The simulation results showed that the motif length 23 has the highest score, and in Table 2 we compared this result with the predictions by BioProspector, MEME and AlignACE from (Jensen and Liu, 2004) .
Drosophilo melanogaster Dscam introns in exon 6
cluster It has recently been discovered (Anastassiou et al., 2006; Graveley, 2005) that the mutually exclusive choice of 1 out of the 48 alternative exons in exon cluster 6 of the alternatively spliced Dscam gene of the fruit fly Drosophila melanogaster is governed by competing alternative pre-mRNA secondary structures. There exists a conserved 'docking site' containing an 'anchor sequence' of $ 40 nt, upstream of the first of the tandemly arranged 48 alternative exons. Specifically, the sequence 'AAATTGAAAACTGCCTGAATGTTGGGA TAGGGTACTCGACAA' is perfectly conserved among six Drosophila species. On the other hand, in direct upstream of each of the alternative exons there is a binding site containing a moderately conserved segment of the reverse complement of the anchor sequence. The introns are competing for binding with the anchor sequence, and the one that binds with the anchor sequence activates the selection of the exon directly downstream from it. The first exon does not have such a motif (Anastassiou et al., 2006) . Thus our second dataset consists of the 47 introns upstream of the 2nd up to the 48th alternative exon in the exon 6 cluster of the Dscam gene, and the motif is the reverse complement of the anchor sequence.
We applied DSMC Algorithm 1 to the Dscam dataset with various motif lengths. Motif length of 21 resulted in the longest estimated PWM with contiguous highly conserved positions. The consensus sequence of the estimated PWM, 'CCAACA TTCAGGCAGTTTTTC', is very similar to a segment of the reverse complement of the anchor sequence, 'CCAACA TTCAGGCAGTTTTCA', with two errors at the end due to misalignment of the predicted motifs.We then applied Algorithm 2 to the dataset using the estimated PWM from Algorithm 1 as the parameters for H. As the identified motifs may be slightly shifted versions of each other, to compute the performance coefficient, Equation (16) is applied to the motif positions estimated by the algorithm with respect to the corresponding part of the known 'superset' motif. In Table 3 , we give the performance comparisons of the different algorithms for 45 introns out of the total of 47 available. The 45th and 46th introns are excluded since they do not contain the fragment 'CCAACATTCAGGCAGTTTTCA', as shown in the supplement to (Anastassiou et al., 2006) , and thus are not used in our comparisons since their contribution to the performance coefficient cannot be computed. Table 3 shows the performance coefficient comparisons for the different algorithms.
We can see that the refinement of Algorithm 1's results by Algorithm 2 produces the most exact matches to the known sequence. From (Graveley, 2005) we observe that many of the intronic sequences contain insertions and deletions relative to the consensus, which from a biological standpoint are bulges in the secondary structure. When an insertion or deletion occurs in the motif of an intronic sequence, the PWM-based algorithm needs to 'decide' which side of the insertion/deletion has better match to the estimated PWM. For algorithms that are unable to deal with insertions and deletions, if the right side of the insertion/deletion is determined to contain more matches, the estimated motif location will be shifted to the right to obtain higher score. Thus, we observe that many estimated locations are shifted from the correct locations by a few nucleotides. The HMM used in Algorithm 2 provides a mechanism to break up the motif, or remove fragments, so that the match to the PWM is improved.
Results for motif discovery assessment project datasets
In (Tompa et al., 2005) , a large-scale assessment of 13 motif discovery algorithms was performed. The 52 datasets used in the assessment contain transcription factor binding sites drawn from mouse, human, fly and yeast. The binding sites are planted in three different types of background sequences: their original promoter sequence, the promoter sequence of a randomly chosen gene from the same genome and sequence generated using Markov chain of order 3. Four datasets with no motifs were also added as negative controls. In this section, we present the comparison of the performance of the DSMC algorithms on these datasets with those of MEME and AlignACE, which were also part of the study in (Tompa et al., 2005) . The metrics used in the comparison are: nucleotide and site-level sensitivity (nSn and sSn), nucleotide and site-level positive predictive value (nPPV and sPPV), nucleotide-level performance coefficient (nPC), nucleotide-level correlation coefficient (nCC) and site-level average site performance (sASP). Please refer to (Tompa et al., 2005) regarding the detailed formulas for these metrics. From Figure 7 , we can see that the DSMC algorithms have comparable or better performances in nPPV, nPC, nCC, sPPV and sASP, whereas for the measures nSn and sSn, the DSMC algorithms performed more poorly than those of MEME and AlignACE. The sensitivity metrics, nSn and sSn, are both similar measures to the performance coefficient, except that they do not take into consideration of the false positives as performance coefficient does. As the figure shows, the DSMC algorithms predicted less false positives than by MEME and AlignACE, thus we see a more comparable performance by the algorithms in terms of nPC. The DSMC algorithms also have higher positive predictive values, meaning that more of its predictions are the true nucleotide or true sites.
DISCUSSION AND CONCLUSIONS
We have proposed a novel deterministic sequential Monte Carlo solution to the hidden Markov model of the motif discovery problem. We have shown that for certain types of datasets, the DSMC algorithm can provide better performance than those of other algorithms. We have also proposed an extension to treat datasets that have insertions and deletions occurring inside motifs. The complexity of the DSMC algorithms compares favorably with existing algorithms. We implemented the Gibbs samplingbased algorithm proposed in (Lawrence et al., 1993) using MATLAB for a comparison with Algorithm 1. Our tests have shown that for a dataset of 50 200-nt-long sequences, DSMC Algorithm 1 on average takes about 1.5 min on an Intel Core 2 Dual E6700 cpu, whereas it takes 3 min for the Gibbs samplingbased algorithm to converge to the final solutions. However, running time for Algorithm 2 is much longer, where each 200-nt-long sequence takes up to 6 min. This is due to Algorithm 2 having to process each nucleotide in the sequence to determine the state it is in.
From our simulations, the DSMC algorithms are shown to perform well when most of the sequences in the given dataset contain at least one instance of the motif. For datasets that have insertions/deletions in some instances of the motif, Algorithm 2 is shown to improve the performance and provides an alignment of the estimated motifs. At this moment, the DSMC algorithms are not able to accurately predict the locations of motifs if a significant portion of the dataset contains no motif at all. Algorithm 1 performs the search by predicting the most likely candidate for each sequence in each pass. Multiple occurrences of the motif in the same sequence are discovered in the subsequent passes through the dataset. If the majority of the motifs are located in a few sequences, the algorithm is unable to form a good estimate of the PWM, and subsequent passes through the dataset will also produce poor results.
The computational complexity of Algorithm 2 immediately points to a possible future research topic of improving its performance. Also, modifications to the HMM model may allow us to better treat datasets where significant portions of the sequences contains no motifs. Furthermore, the scope of this article focuses on improving the performance of traditional models where the sequences are assumed to be independent. The current system model for Algorithm 1 can be modified to support models where the locations of the motifs are correlated between adjacent sequences by casting the current model into an HMM problem. The states and observations in the HMM model remain the same as the current model, and the state transition probabilities can be estimated with some metric based on data provided by microarray experiment results. 
