The main objective of this work is the development of an intelligent multisensor integration and fusion model that uses fuzzy logic. Measurement data from different types of sensors with different resolutions is integrated and fused together based on the confidence in them derived from information not typically used in traditional data fusion methods. Examples of such information are operating temperature, frequency range, fatigue cycles, etc. These are fed as additional inputs to a fuzzy inference system (FIS) that has predefined membership functions for each of these variables. The output of the FIS are weights that are assigned to the different sensor measurement data that reflect the confidence in the sensor's behavior and performance. A modular approach is adopted for the data fusion system. It allows adding or deleting a sensor, along with its fuzzy logic controller (FLC), anytime without affecting the entire data fusion system. This paper presents a preliminary model that fuses the data from three different types of sensors that monitor the strain at a single location in a cantilever beam. This will be later extended to sensors that will be fixed at different locations on the same beam. The results from the proposed work are a stepping stone towards the development of generic autonomous sensor models that are capable of data interpretation, self-calibration, data fusion from other sources and even learning so as to improve their performance with time. This work is aimed at the development of smart structural health monitoring systems, but has applications in diverse fields such as robotics, controls, target tracking and biomedical imaging.
Introduction
The use of multiple sensors to increase the capabilities of intelligent systems has received considerable attention in recent years. For systems to use multiple sensors effectively and intelligently, specially designed methods are required for integrating the information provided by these sensors into the operation of the systems. Multisensor integration and fusion has always been used at different levels of complexity to reduce the ambiguity in the sensed data. It plays an important role in applications such as assembly, military command and control for battlefield management, mobile robot navigation, multiple target tracking and aircraft navigation. Although it is not standard and necessary, sometimes multisensor integration is distinguished from multisensor fusion in that the former is involved with more general issues at the system architecture and control level while the later with the more specific issues in the actual combination of multisensory information. Some general multisensor fusion methods include weighted average, Kalman filter, Bayesian estimate, fuzzy logic, etc [1] .
Modeling of sensor capabilities is of great importance to intelligent multisensor data fusion. Durrant-Whyte [2] developed a model in which sensors are treated as members of a team with the capability to make local decisions. Each sensor is considered as a source of uncertain geometric information, able to communicate to and coordinate its activities with other members of the sensing team. A logical sensor, proposed by Henderson and Shilcrat [3] and then later extended [4] , is an abstraction of the physical sensing that can be used to provide a uniform framework for multisensor fusion. The abstract definition of a sensor separates the unnecessary details of the actual physical sensor from their functional use in a system. The advantage of logical sensors is the portability between any multisensor systems as well as the ability to adapt to technological changes in a manner transparent to the system. A formalized theory for a general model of an autonomous sensor, called DATA-SIMLAMT (Dynamic Across Time Autonomous -Sensing, Interpretation, Model Learning and Maintenance Theory), was developed by Mahajan and Figueroa [5] to combine the capabilities of the physical sensor and an expert operator monitoring the sensor in real time. The system was capable of learning and therefore improving its performance over time. An article on multisensor integration in the Encyclopedia of Artificial Intelligence has focused on the issues involved in object recognition [6] . Nandhakumar and Aggarwal [7] discussed a technique based on the fusion of information derived from thermal and visual sensors. It was implemented at different levels of abstraction (pixel and symbolic levels) in the interpretation hierarchy. Garvey [8] has surveyed some of the different artificial intelligence approaches to the integration and fusion of information. The inference process is emphasized as a fundamental role in artificial intelligence for combining information. In his paper he also discussed different kinds of knowledge representations, inference methods and control strategies used in the inference process.
Mahmoud, et al [9] discussed a topic on multisensor data fusion for the navigation of a 4-wheel vehicle with two driven wheels. The basic sensors of the vehicle comprise a fiber optical gyro and a landmark sensor. The extended Kalman filter was used to implement multi model filtering.
It incorporates the different noisy measurements in order to fuse them to one precise position and orientation estimate. Mann [10] provided a literature review as part of his paper concerning methods for integration and fusion based on the maintenance of consistent labels detected in different sensor domains. Shekhar, et al [11] presented a method to obtain the position and orientation of an object through measurement from multiple sensors. The first step computes vectors from sensor measurements of points. The second step relates the orientation parameters to the vectors from the first step as a linear system. The best estimate is obtained by solving a weighted linear system of the optimal set of vectors in a least squares sense. He implemented this method for localizing an object in a manipulator end-effector instrumented with centroid and matrix tactile sensors. Multisensor data fusion is widely used in robotic systems. Allen [12] developed a hierarchical procedure to integrate the visual and tactile data into accurate 3-D surface and feature primitives in a robotic system for object recognition. The integration of vision and touch provides geometric measures of the surfaces and features that are used in a matching phase to find model objects that are consistent with the sensory data. In military areas Byrd, et al [13] discussed an intelligent processing technique applied to a ballistic missile defense application, which focused on classifying the objects in a typical threat complex using different sensors. A fuzzy rule based system was one of the candidates in the fusion process along with expert systems and neural networks.
In this paper a generic model using a Fuzzy Inference System (FIS) has been developed to fuse redundant data from three different sensors attached on a cantilever beam which is actuated by a pair of piezoceramic patches. Three sensors, a strain gage, a piezoceramic patch (used as a sensor) and an accelerometer are attached transversely to pick up strain and acceleration signals at the same point. Figure 1 shows the physical set-up which is modeled in this paper, and will be used for experimental verification. In certain operating conditions one sensor might be more reliable than the other. Thus, in addition to the strain signals, information such as operating temperature, amplitude ratio of noise to signal, operating frequency is also considered as input parameters to the FIS. The output of the Matlab's Fuzzy Logic Toolbox [14] and Simulink [15] are used for this project, though the ideas and strategies presented are generic and can be implemented using any other software. The rest of the paper is divided into six sections. Section 2 introduces the basic concepts of fuzzy logic and FIS; Section 3 discusses the strategies in data fusion with emphasis on resolution factors; Section 4 presents the sensor models; Section 5 presents the data fusion model; Section 6 presents some results, and finally, Section 7 provides some conclusions and future work. 
Nomenclature

CRF
Fuzzy Logic and Fuzzy Inference System (FIS)
This section provides a brief introduction to fuzzy logic and fuzzy inference systems. Fuzzy logic was introduced by Zadeh [16] in the 1960's as an approach to model the vagueness or uncertainty of natural language. It has been extended from a superset of conventional (Boolean) logic to handle the concept of partial truth, i.e. truth values between "completely true" and "completely false". In fuzzy set theory an object can be allowed to have partial membership in more than one set through the introduction of the membership function, which maps from the complete set of objects X into a set known as membership space. Formal definition of a fuzzy set can be described as:
If X is a collection of objects denoted generally by x then a fuzzy set A in X is a set of ordered pairs:
Where µ µ µ µ A (x) is the membership function (or grade of membership, degree of membership, degree of truth) of x in A which maps X to the membership space. Development of fuzzy logic led to many successful implementations of fuzzy systems or fuzzy inference systems (FIS) which use fuzzy sets to make decisions or draw conclusions. In order to deploy fuzzy logic in a rule-based system, one needs to be able to handle the operators ('AND', 'OR' and 'NOT') and be able to carry out inferencing on the rules. For two fuzzy sets A and B:
Union of A and B:
Intersection of A and B:
Negation of A:
These operations are shown graphically in Figure 2 .
A fuzzy variable is one whose values can be considered labels of fuzzy sets. It can take linguistic values with descriptors and hedges. For example, the variable "temperature" may have linguistic values of low, medium, or high, with each having its own membership function. The dependence of one linguistic variable on another can be described by means of a fuzzy conditional statement or rule in the "IF…THEN…" form:
where S 1 and S 2 are fuzzy statements, for example "temperature is low". When a series of rules are determined, they then have to be combined in some way referred to as rule composition.
Final conclusions can be drawn, which is the defuzzification process. In general the FIS can consist of four components: base fuzzy sets with membership functions, rules combining the fuzzy sets, fuzzy composition of the rules and defuzzification of the solution fuzzy set. 
Defuzzification is a procedure during which a composite membership function of the output is converted into a single 'crisp' value that uniquely describes the desired output value.
As an example, consider that a FIS system for a sensor has two inputs (strain and temperature, both with variables 'low' and 'okay'), one output (weight, with variables 'low' and 'high') and two rules. The zero-order Sugeno model [17] is shown in Figure 3 .
Based on the input membership functions (shown in Figure 3 ) the FIS uses the following rules:
R1: If (strain is low) or (temperature is low) then (weight is low)
R2: If (strain is okay) and (temperature is okay) then (weight is high)
to come up with a path that leads to a crisp number using the output membership function (follow the arrows in Figure 3 ). The crisp number (59.4) in this case is the weight that will be given to the sensor based on the confidence in it obtained from the inputs. This will be extended and explained in more detail as part of the fusion model in Section 5. 
Strategies for Intelligent Data Fusion
Sensor properties such as operating range, temperature, frequency etc., available from the manufacturer or some other source, are used to estimate the reliability and confidence in the sensor. If each and every characteristic and property of the sensor is absolutely known and the signal conditioning electronic circuitry always works normally, then one should consider the reading of the sensor which has the highest confidence level and disregard all other sensors.
There are many situations, when one cannot rely absolutely on a sensor reading. All the information about the sensors is not known and electronic circuitry does not always behave normally. One way to solve this problem is to take the weighted average of all the sensor readings. But in this way a sensor with low confidence level and unreliable data can corrupt good data from a high confidence sensor. To overcome this problem, the sensors are divided into two
Groups at every sensor reading: Group I -sensors with confidence level more than a threshold (say 95%) and Group II -sensors with confidence level less than the threshold. If there is any data present in Group I, it will be fused within that Group and that will be the final fused data,
Group II data will not be considered at all in this case. In the situation when no data belongs to Group I, all the data (belonging to Group II) will be fused to get the final data. In this strategy, the Group II data does not corrupt the good Group I data. But in the situation when there is only one Group I data and it is not reflecting the correct reading, the reading cannot be corrected using the Group II reading. Most of these rare situations can be taken care of by using intelligence at the single sensor level as in DATA-SIMLAMT [5] before the data fusion.
A novel modular approach is followed for data fusion. A fuzzy logic controller is designed for each sensor. Each sensor controller is independent of the controller for other sensors. Any sensor, with its controller, can be added or deleted anytime without affecting the entire data fusion model. Sensors of similar kind can copy the existing controller and make some finetuning to suit the new sensor characteristics. If available, information is obtained from the manufacturer to find the confidence level in the sensor under different operating conditions.
Other information from literature about the operation of the sensor is also used to find the confidence level in the sensor, and can be further enhanced by experiments or other expert sources. Membership functions are defined in fuzzy logic for the operating range, operating temperature, noise to signal ratio and the operating frequency of the sensor in use. Based on these the fuzzy logic controllers (FLCs) produce a confidence/reliability factor, (CRF 1 , CRF 2 …)
for each sensor data (D 1 , D 2 …). The CRF varies from 0 to 100. Now, the data can be fused with normalization as: 
where RF is a resolution factor. It has been introduced in order to satisfy the modular approach.
Extra processing needs to be done on the confidence/reliability factor obtained from FLCs before it can be used in Equation (5) . This has to do with sensors measuring similar data but, with different resolution. As an example, consider that a strain gage has a resolution of 10µε and a piezoceramic sensor has a resolution of 1µε. Consider an actual strain of 54.8µε. The strain gage and piezoceramic will read it as 50µε and 55µε respectively. Let the CRF for strain gage and piezoceramic be 98 and 95 respectively, based on the operating condition of each. For the time being let us assume the Resolution Factor (RF) to be the same for all the sensors, so that it can be cancelled from the numerator and denominator. Now, if Equation (5) is applied, the fused data becomes (50*98 + 55*95)/(98+95) i.e., 52.46≈52µε. Thus, the resolution of the piezoceramic sensor is lost. A better way of fusing the data is to introduce a Resolution Factor (RF). The strain gage and the piezoceramic sensor are assigned a RF of 1 and 10 respectively, based on their resolutions. Now, instead of considering CRF alone, a joint factor (CRF*RF) can be used to weigh the raw data. Applying this idea the new fused data becomes (50*98*1 + 55*95*10)/(98*1 +95*10) i.e., 54.53≈55µε. It can be seen that the higher resolution of the piezoceramic sensor is not lost.
The RF still needs to be further modified. This is because when the high resolution sensor becomes unreliable, it produces a high CRF*RF term as compared to a lower resolution reliable sensor, as shown in Figure   4 . Suppose as an example, the piezoceramic sensor is working out of range and the strain gage is still very reliable. Let the actual strain 
94% CRF
x 50% CRF to be measured be 546.8µε. The piezoceramic sensor and strain gage may read it as 532µε and 550µε respectively and the CRF may be 50 (showing low reliability) and 97 respectively. So, the fused data becomes (550*94*1 + 532*50*10)/(94*1 +50*10) i.e., 534.85≈535µε. It can be seen that the good data from the low resolution sensor is corrupted by the high resolution sensor working out of range. This can be solved by drastically reducing the CRF*RF term for the high resolution sensor, so that it is comparable to that of the lowest resolution sensor, when the reliability of the high resolution sensor goes below a certain threshold, say 85%.
One way of doing this is reshaping the CRF, which is undesirable. CRF is the output of the FLC and changing it will mean changing the membership functions of FLC. This will defeat the modular approach. Changing the RF is a better solution. A sensor can have a high resolution, and hence a high RF, only when it is reliable. High resolution looses its meaning when the sensor becomes unreliable. So, the RF should go down when the reliability goes down. Each sensor is then assigned a Resolution Coefficient (RC) corresponding to its relative resolution. The higher the resolution the higher the RC. Any sensor with CRF less than 85 should have a RF equal to the minimum of all the RCs (say, RC min ) in the data fusion system, so that all the unreliable sensors have comparable RF, irrespective of their resolution. As the CRF for a sensor moves from 85 to 100, the RF should move drastically from the RC min to RC for the sensor. At around CRF = 90 and above, the RF should be very close to RC, meaning that the sensor is very reliable and can be used with its specified resolution. The above mentioned variation of RF can be achieved by using the following sigmoid function:
The plot of the modified RF is shown in Figure 5 . The plot of the CRF*RF with the original RF and modified RF is shown in Figure 6 . Note the curve drops down sharply from 90 to 85 CRF. So, the fused data becomes (550*94*1 + 532*50*1)/(94*1 +50*1) i.e., 543.7µε ≈ 544µε. Actual strain was 548.6µε. Thus, the fairly good data of the low resolution, but reliable, sensor is not completely lost.
There is one last thing that needs to be introduced in the CRF. The sensor can go out of range and again return back to the operating range without affecting its reliability. But, there can be certain situations that can permanently disable the sensor's ability to acquire reliable data, like crossing the adhesive temperature range for strain gages or the piezoceramic sensors. If this kind of situation occurs, the CRF of the sensor should be zero for all future data until the problem is addressed. This is implemented as an extra rule in the fuzzy inferencing system (FIS) 
Sensor Models
For the development of the data fusion model, three sensors were simulated to give correct readings within the range and incorrect readings when they were out of range. The voltage produced by the sensor is converted into the desired measurand, i.e. strain or acceleration, using the sensor models provided by the manufacturer. Temperature compensation, deviation and information provided by the manufacturer, or obtained from literature, are also incorporated to get the corrected data. A random high frequency noise signal is also added to the sensor signal to simulate noise effects in real sensors. The sensor model simulates the sensor and converts/transforms the measurand to a voltage with the non-linearity, just as in a real sensor.
A sinusoidal displacement signal is generated with a signal generator. It is then converted to strain and acceleration. Strain is input to both the piezoceramic and strain gage sensor models while acceleration is input to accelerometer sensor model. In order to simulate sensors accurately in real applications, two type of sigmoid functions are implemented to ensure that the output will decrease or be cut off when any significant parameter is beyond its range. The effect of each parameter to the output is different depending on the specific shape of the function.
Type 1:
and Type 2:
Plot of type 1 has the same shape as in Figure 4 while that of type 2 has the shape as in Figure 7 .
Type 1 is used for strain and temperature ranges, while type 2 is used for time and frequency ranges. In addition to these, the manufacturer can provide the compensation or deviation curves (say, temperature compensation) in the operating range. The curve can be converted to an equation and applied to get corrected parameters for the sigmoid function.
Data Fusion with Fuzzy Logic
Three independent fuzzy logic controllers are designed for each sensor in accordance with the modular design approach. The Sugeno method [17] is used for the FLC. The corrected data along with the operating temperature, frequency and noise to signal ratio are inputs to the corresponding FLC. Based on the input the FLC outputs a confidence level (between 0 and 100) regardless of the years/cycles of operation. The output is multiplied with a sigmoid function out of range, then all of them will produce low CRFs, but even then the data fusion system will produce a fused data. This data is not very reliable and an alarm is raised to draw attention to the unreliability of the data. Thus, when all the CRFs are below 20, a flag is set to zero. This is extremely useful information and is usually not available for stand-alone groups of sensors operating without any intelligence.
The membership functions of the strain gage FLC's variables are shown in Figure 8 through Figure 11 . Three simple rules are followed in this FLC. These are: (1) . If (strain is low) or (temp is low) or (freq is high) or (noise is toomuch), then (weight is low); (2) . If (strain is high) or (temp is high), then (weight is low); (3) . If (strain is okay) and (temp is okay) and (freq is low) and (noise is okay), then (weight is high). The rules may be made more complex as and when more information is available about the sensor. There are four inputs for every FLC: strain (acceleration for accelerometer), frequency, temperature and noise ratio. The system diagram (in Simulink/Matlab) is shown in Figure 12 .
Results
Simulation tests have been carried out in order to verify the effectiveness of the sensor models and the data fusion model. Before multiplying by their individual RCs, the outputs from the FLC's were inspected and 'filtered'. A threshold was set at 95 (maximum being 100) for the high level filtering. Another threshold was set at 50 for the low level filtering. If weights greater than the high threshold existed, those below it were discarded and the final result relied only on the former weights. On the other hand, any weights below the low threshold were discarded unless all weights were below the threshold. In the later case all the data was fused but the flag was set to zero, which means the results were considered invalid. Parameter ranges of each sensor are listed in Table 1 below. The fusion model works on real time data, so the results presented in this section are for data captures at a certain point in time. The conditions for the six runs are listed in Table 2 below. The weights and percentage errors of each sensor are compared in Table 3 . In order to analyze the results with the original displacement signals all the data is converted back to displacement by the use of related equations. The shaded row shows the percentage errors in the fused data. On comparing this number with the percentage errors of individual sensors for the different runs (except Run 5 which was declared invalid -Note the zero flag in the last row), one can see that the fusion model delivers an accurate estimation based on fused data. Remember, the aim of the fusion model is to have extremely low percentage errors in the fused data (shaded row in Table 3 ), irrespective of high percentage errors in the individual sensor readings (third row of each sensor in Table 3 ). Run 1 demonstrates a normal operating condition. Weights in parentheses are discarded because of the strategies mentioned earlier. In Run 5, since the ratio of noise to strain is too high all weights are below the low threshold level and the flag is set to 0.
Conclusions and Future Work
This paper presents a unique strategy to fuse data from multiple sensors with a fuzzy logic inference system. Simulated sensor models are created to help in the development of the data fusion model. One of the most significant strengths of the model is the handling of sensors with different resolutions. Sensor models with numerous operating conditions are used to test the model and the results show that the method is very effective for multisensor data fusion.
Redundant sensors in the same location have been considered (Figure 13 , a) for this paper.
Future work entails the extension of the fusion model to sensors in different sensor locations as shown in Figure 13 (b and c). These are more realistic applications for the development of a smart structural health monitoring system, which is the eventual aim of this work. Even though the paper presents the data fusion model with three specific sensors, it has been designed to accommodate any number and type of sensors. In the future actual signals from sensors will be investigated with these strategies and the membership functions will be finetuned according to experimental results. Intelligence will also be built into individual sensors so that problems, such as spikes, excessive noise, etc., can be eliminated before the fusion process.
Future work also entails the comparison of the output of an expensive (very accurate) sensor to the fused data from a bunch of low cost sensors to test the viability of such a method to bring down the cost in certain applications, and yet retain or even improve the accuracy in the sensed data.
