Highlights d GC B cells exchange surface BCRs in dark zones (DZ) following somatic hypermutation d GC B cells acquiring damaging BCR mutations genes rarely transition to the light zone (LZ) 
In Brief
Somatic hypermutation is important for the generation of high-affinity antibodies, but this mutational process is also likely to negatively impact the functional integrity of B cell receptors (BCRs). Stewart et al. find that germinal center B cells replace surface BCRs in dark zones (DZ) and present evidence for a DZ checkpoint that prevents the accumulation of clones with nonfunctional BCRs, thus facilitating selection in the LZ.
INTRODUCTION
The affinity and breadth of antibodies improves over the course of immune responses as a consequence of antibody affinity maturation in germinal centers (GCs) (Bannard and Cyster, 2017; Mesin et al., 2016) . GCs are specialized transient structures that form within B cell follicles in the days following an infection or immunization and can persist for periods of a few of weeks to many months depending upon the nature of the challenge. GCs are anatomically divided into two distinct zones known as light zones (LZs) and dark zones (DZs), with the former forming proximal to the site of antigen entry. LZs are clearly distinguishable by the presence of specialized stromal cells known as follicular dendritic cells (FDCs), which express very high amounts of Fc and complement receptors that sequester antigen-containing immune complexes. DZs are identified by the relative absence of FDCs and by the higher density of proliferating GC B cells.
Antibody affinity enhancements occur through iterative rounds of immunoglobulin variable region (IgV) gene somatic hypermutation (SHM) and selection involving GC B cells transitioning back and forth between DZs and LZs. Movement of GC B cells between the two zones is associated with changes in behavior and phenotype (Allen et al., 2004; Bannard et al., 2013; Victora et al., 2010) . Expression of Aicda (Muramatsu et al., 2000; Victora et al., 2010; , the gene encoding activation induced cytidine deaminase (AID), is higher in DZ GC B cells. AID catalyzes the deamination of cytosines to uracils, which in turn recruits various error prone repair pathways that cause nucleotide substitutions, additions, or deletions. Mutations in IgV genes are introduced at frequencies of approximately 10 À3 nucleotides/division, approximately 10 6 -fold above background mutation rates (McKean et al., 1984) . Following antibody diversification in DZs, somatically mutated GC B cells reduce surface expression of the chemokine receptor CXCR4 and migrate to LZs, where they test their newly minted receptors through ''selection,'' a competitive process that involves the acquisition of antigen from FDCs and the presentation of processed peptides to T follicular helper (Tfh) cells (Allen et al., 2004; 2007a; 2007b; Batista and Neuberger, 2000; Victora et al., 2010) . Rare cells in which somatic mutations cause antibody affinity improvements are thought to be preferentially selected as a result of them internalizing and processing more antigen to limiting numbers of Tfh cells, thereby driving antibody affinity maturation. It has become increasingly evident that humoral immune responses are not always best served by rapidly expanding the highest affinity B cell clones at the expense of all others (Bannard and Cyster, 2017; Mesin et al., 2016) . For example, the unmutated common ancestors of HIV broadly neutralizing antibodies (bnAbs) often are of very low affinities and only acquire neutralizing potential after accumulating a slew of somatic mutations (Kelsoe and Haynes, 2017; West et al., 2014) . While HIV bnAbs may represent extreme examples when it comes to mutation loads, simpler antibodies such as those arising during responses to influenza A infections may also mature in a stepwise process (Lingwood et al., 2012) .
Moreover, secondary memory B cell responses to viral variants and re-assortments benefit from antibody diversification in the GC during the primary challenge (Pappas et al., 2014; Purtha et al., 2011) . As such, the preferential selection and expansion of high affinity B cells should not come at the expense of retaining breadth. Consistent with such a notion, two recent studies tracked clonal participation in GCs formed following immunization with complex protein antigens and reported that, while affinity enhancements with time were evident, GCs were remarkably permissive to the retention of low to moderate affinity cells (Kuraoka et al., 2016; Tas et al., 2016) . Therefore, GC B cell selection might be as much about screening new pools of somatically mutated cells for their ability to still bind antigen as it is about expanding the very best clones (Bannard and Cyster, 2017) . This is necessary because the random nature of SHM means that it is far more likely to negatively impact antigen-binding or be harmful to antibody structure than it is to increase affinity.
The dynamics of GC B cell responses have been intensively studied in recent years with direct measurements of cell movement between zones and states revealing that cells undergo on average two cell divisions between each selection event (Gitlin et al., 2015; , inclusive of the one initiated in the LZ, and that approximately half of all DZ cells transition back to the LZ every 4 hr period Victora et al., 2010) . Therefore, the period between a cell somatically mutating its immunoglobulin genes and it entering the selection process is probably quite short (Bannard et al., 2016) . This raises the question of whether GC B cells actively replace their BCRs during the intervening period so that they are selected while only expressing the ''new'' mutated variants. When membrane immunoglobulin halflives have been measured in follicular B cells, they were found to be long, in the range of 20-80 hr (Andersson et al., 1974) . While it is easy to rationalize that GC B cells acquiring affinity enhancing mutations can be preferentially selected without need for complete receptor replacement, it is less clear how detrimental or affinity lowering mutations might be screened out, as is required for diversification, without BCR turnover.
Here, we determined the stage at which pre-SHM antigen receptor complexes are degraded in GC B cells by correlating the acquisition of harmful mutations with the presence or absence of membrane BCRs. Within the DZ, although some cells displayed high surface BCR levels despite carrying damaging mutations in their immunoglobulin genes, two thirds of the cells with that mutation type had low to negligible surface BCR expression, indicating that complete receptor turnover had already occurred. GC B cells carrying damaging mutations did not accumulate in LZ populations as might be predicted if newly minted receptors are first tested at that phase. Instead, apoptosis of cells lacking surface BCR complexes was triggered while cells were still in the DZ state. We propose that the turnover of BCR complexes and the testing of antibody functional integrity following SHM in the DZ prevents the accumulation of cells carrying damaging mutations and facilitates accurate selection for antigen-binding ability when GC B cells reach the LZ.
RESULTS

Existence of Dark Zone GC B Cells with Undetectable Surface BCR Expression
The GC DZ is considered to be where most SHM occurs because it is the site of highest AID mRNA and protein abundance and of expression of error prone repair-pathway-associated genes 2010) . It therefore follows that GC B cells should turnover and replace their BCR proteins before moving from the DZ to the LZ if they are to be accurately selected. With this in mind, we compared the abundance of membrane BCR proteins on DZ and LZ GC B cells to look for indications that the complexes may be handled differently at the two stages. Levels of the BCR subunit Igb (CD79b) correlated with those of immunoglobulin light chains (Igk), providing a means to determine BCR levels irrespective of isotypes ( Figure S1A ). The majority of CXCR4 low LZ cells expressed relatively high BCR levels (albeit lower than follicular B cells), however the CXCR4 high DZ population contained within it cells with a $2 log range of staining intensities (Figures 1A and 1B) . BCL6 staining confirmed CXCR4 high BCR low cells as being bonafide GC B cells ( Figure S1B ) and single cell RT-PCR analysis indicated that differences in BCR levels were not associated with fluctuations in the abundance of Igh, Cd79a, or Cd79b mRNAs (data not shown). Interestingly, GC B cells that stained least brightly were essentially indistinguishable from B220 negative(neg) non-B cells in terms of their BCR levels, indicating very little or no protein was present ( Figure 1A ). To assess intracellular immunoglobulin levels, surface epitopes were saturated with a FITC conjugated antibody before fixation, permeabilization, and further staining with a different antibody-conjugate, revealing the presence of a subpopulation of CXCR4 high cells that lacked detectable levels of both surface and intracellular BCRs ( Figure 1C) . Therefore, the lack of surface protein on GC B cells was not caused simply by endocytic recycling but might instead reflect that BCR complexes had been degraded. Recognition of self antigen causes anergy in follicular B cells and this is associated with reduced surface IgM levels (Goodnow et al., 1988) . However, the decreases in BCR levels by GC B cells was not solely the result of cells acquiring self-reactivity because similar populations existed even when BCR specificity was fixed in hen egg lysozyme (HEL) specific MD4 transgenic and SW HEL gene-targeted B cells ( Figures  1D and 1E) (Goodnow et al., 1988; Phan et al., 2003) . The presence of BCR low cells within MD4 GC B cell populations also raised the possibility that this state might not be caused only by cells acquiring mutations that completely cripple immunoglobulin expression because, although cells from this mouse line can still undergo SHM, they carry multiple copies of the transgene (Goodnow et al., 1988) . Consistent with this, BCR low GC B cells were capable of re-expressing surface BCR when cultured ex vivo for 8 hr or 48 hr and they could also be driven to secrete antibodies using the ''Nojima'' method ( Figures S1D-1G ) (Kuraoka et al., 2016) . The frequency of single BCR low DZ cells successfully cloned was approximately half that of BCR high DZ cells, suggesting that this population may contain cells at a mixture of states including at least some that are destined to die ( Figure 1G ).
The BCR low DZ subset does, however, depend upon the SHM machinery because it was almost absent in AID deficient (Aicda
) GC B cell populations (Figures 1H and S1F-S1H). In summary, GC DZs contain cells that have very low or undetectable BCR levels that depend upon AID for their normal generation.
GC B Cells Replace Their Antigen Receptors following Somatic Hypermutation but While Still in the Dark Zone
The average period that GC B cells spend in the DZ during each visit is relatively short (Gitlin et al., 2015; Victora et al., 2010) . We therefore investigated whether the turnover and replacement of pre-SHM BCRs with newly mutated versions may occur while (Phan et al., 2003) . The use of gene targeted B cells with a fixed Ighv gene allowed for the amplification and sequencing of gDNA sequences, thereby overcoming concerns regarding reverse transcriptase fidelity, non-sense mediated mRNA decay and non-productive allele transcription. Ighv region stop codons were present in BCR high DZ cells at a frequency of 2.2% but were strikingly enriched in cells with low BCR levels, being > 7-fold more abundant (17.2%) (Figure 2A ).
Results from multiple experiments are also shown ( Figure 2B ). As such, $66% of DZ cells carrying SHM induced stop codons had decreased their surface receptor levels in the period since that event. Premature stop codon encoding mutations were not detected in Aicda À/À SW HEL GC B cells (n = 25), confirming the fidelity of the assay (data not shown). The BCR staining intensities of individual cells carrying the damaging mutations are shown in Figure 2C for one experiment (and for all five mice in Figure S2 ) where they are overlaid with the total GC (for reference) and sequenced DZ B cells. Evidence of Somatic Hypermutation at G1 in the Dark Zone followed by Continued Initiation of and Progression through Cell Cycle without Functional BCR Genes Alongside SHM, the other defining cellular process of the GC DZ is cellular division. We therefore extended our analysis to ask whether any correlation existed between cell cycle stage and the phenotypes discussed above. Fucci2 mice provide a useful tool for such questions because they carry a Rosa26 promoter driven bi-directional transgene consisting of mVenus-hGem(1/ 1 10) and mCherry-hCdt1(30/120) (Abe et al., 2013) . mVenus protein begins to accumulate as cells enter S phase and its fluorescence intensity increases with time while mCherry is concurrently degraded. Then, at the completion of mitosis, cells begin to accumulate mCherry again. As such, mVenus fluorescence marks actively dividing cells and the relative abundance of mCherry in mVenus neg cells provides an indication of time since completion of mitosis; it is therefore possible to determine the cell cycle stage and the relative time a cell has been in that phase. The accuracy of the Fucci2 reporter in GC B cells was validated by co-staining for DNA content ( Figure 3A ) and by confirming that mCherry low mVenus neg post-mitotic ''early G1'' cells did not incorporate BrdU when the pulse was very short (30 mins) but did if assessed 2 hr later ( Figure 3B ). LZ cells remain in G1 while they await selection and consequently mCherry levels were higher in cells from that zone ( Figure 3C ). BCR low DZ cells were abundant in both S/G2/M and in early G1 cells suggesting that this phenotype is not caused solely by asymmetrical distribution of the receptor complex ( Figures  S3A-S3C ). We analyzed the indexed Ighv region sequencing results to determine whether any correlation existed between the presence of disruptive stop codons and cell cycle stage. If BCR turnover following SHM is fast, then BCR high cells with deleterious mutations are those that have very recently undergone SHM. Interestingly, all DZ cells with this phenotype were in G1 phase raising the possibility that SHM may occur preferentially at this stage in GC B cells in vivo ( Figures 3D and 3E ).
The rarity of such cells meant that the absolute numbers of BCR high stop codon + events detected at each cell cycle stage was very low, however consistent findings were also made using a bulk population next generation sequencing approach in which cells from 7 additional mice were interrogated (Figures S3D and S3E) . We observed slightly lower stop codon frequencies overall using the NGS sequencing method which probably reflected the stringency of the BCR high gates used in these particular experiments. An association of AID activity and G1 was previously reported in in vitro B cell culture systems (Le and Maizels, 2015; Wang et al., 2017a) . In contrast, BCR low cells carrying premature stop codons were observed at all stages of cell cycle in the DZ (early G1, late G1, early-S, late G2/M) indicating that BCR dependent signals do not control the transitioning between cell cycle phases once in the DZ state ( Figures 3D and 3F ).
GC B Cells Acquiring Damaging Immunoglobulin Gene Mutations Rarely Reach the Light Zone Phase
Models for antibody affinity maturation involve GC B cells moving to the LZ following SHM in order to ''test'' their newly minted BCRs via a competitive process involving interactions with follicular helper T cells (Allen et al., 2007a; . Cells that have acquired affinity conferring mutations have an increased likelihood of passing the bottleneck while cells now carrying detrimental mutations will fail selection and die by neglect (Liu et al., 1989) . If this were the only time where functional BCRs were needed, then this model would predict that GC B cells carrying detrimental mutations should accumulate in the LZ as they await selection. To test this, the frequency of cells with Ighv premature stop codons within LZ and DZ populations was compared. Detrimental mutations were present in the CXCR4 high CD83 low DZ population at approximately three and a half fold the frequency to within the CXCR4 low CD83 high LZ (4.6% versus 1.3%) (Figures 4A and 4B) . Where LZ cells were stop codon + , they were more commonly BCR high ( Figure 4C ), indicating either that cells infrequently but occasionally transition to the LZ before fully replacing their BCRs or that they sometimes undergo SHM while in that zone. These results do not fit with the expectation of the models discussed above. Therefore, GC B cells mostly turn over their BCRs in the DZ and do not frequently transition to the LZ stage when can no longer translate a functional receptor complex.
GC B Cells May Undergo Cell Death as an Alternative Fate to Initiating Another Cell Division or Transitioning to the Light Zone Stage
The finding that GC B cells acquiring detrimental IgV region mutations were not commonly found within LZ gates suggested that cells losing expression of a functional antigen receptor may die while still in the DZ. The site and timing of apoptosis in GC was therefore investigated by staining fixed and permeabilized cells with a monoclonal antibody specific for the active form of caspase3 (act-Casp3). Act-Casp3 + GC B cells were detected in both LZ and DZ gated populations, however the frequency was slightly higher in the latter subset which is also typically 2-3x larger (Figures 5A and 5B) . Therefore, most GC B cells die in the DZ rather than during selection in the LZ. That GC B cells move to the LZ a number of hours after exiting cell cycle in the DZ is well documented (Allen et al., 2007b) . However, an examination of mVenus and mCherry fluorescence patterns in GC B cells from the Fucci2 mice revealed that the timing at which cells reduced their CXCR4 levels was tightly co-ordinated with a specific period in late G1 ( Figure 5C ). BrdU pulsechasing experiments revealed that this period corresponded to $8-10 hr after the completion of the last S phase because it took cells this amount of time after labeling to reach the relevant mCherry levels ( Figure S4Ai ). By comparison, S phase re-entry in the DZ occurred $5-8 hr after the previous period of DNA synthesis ( Figure S4Aii ). As such, cells destined to return to the LZ began reducing their CXCR4 levels at periods that were only slightly later than that of S phase re-entry by DZ cells initiating more cellular divisions. This late G1 period can therefore be considered a fate junction at which cells must be committed to S phase re-entry or to CXCR4 decreases (period corresponding to shaded yellow area on Figure 5C ). With this in mind, it was notable to us that in earlier experiments, GC B cells with damaged Ighv genes and very low BCR levels had been reasonably abundant at this late G1 phase and in the populations of cell re-entering S phase from it despite their being almost absent from the LZ which is only separated by a short period of time ( Figures 3D and 4A ). These observations lead us to examine whether any association exists between cell cycle stage and the timing of apoptosis in the DZ.
DZ cells staining for act-Casp3 were present at all stages of cell cycle indicating that apoptosis can occur at any time ( Figures   5D ). However, we observed an enrichment within the apoptotic gate of cells at late G1 (mCherry high mVenus neg ) indicating that a disproportionate amount of cell death occurred at this stage ( Figures 5D and 5E Figures 5D and E) . Therefore, GC B cells may undergo cell death at any time while in the DZ but they are most likely to do so in late G1 when other cells are re-entering S phase or transitioning to the LZ. Consequently, mCherry levels in apoptotic DZ cells were higher than in non-apoptotic CXCR4 high CD83 low cells but lower than in the LZ ( Figure 5H ). These results are consistent with earlier findings that the DZ to LZ transition is determined by an intrinsic timer (Bannard et al., 2013) , but also suggest that cells may not all be equally competent for the change. Rapid cell death may be the default pathway when cells exhaust their DZ proliferative program but also do not receive, or respond to, LZ promoting cues ( Figure S4B ). The findings that GC B cells carrying damaged IgV region genes did not reach the LZ and that cells with low BCR levels preferentially died in late G1 prompted us to investigate whether the delaying or prevention of cell death might be sufficient for GC B cells with detrimental mutations to transition to the LZ state. GCs from mice carrying a B cell specific Bcl2 anti-apoptotic transgene contained slightly larger DZs and an increased frequency of CXCR4 high BCR low cells ( Figures 6A and B) . Interestingly, when characterizing GCs from Bcl2-tg mice also carrying the Fucci2 allele we noticed that approximately a third of the DZ cells were mCherry very-high and mVenus neg suggesting that they may be quiescent ( Figure S5A ). Wild-type DZ cells generally remained in G1 for a maximum of $8-10 hr ( Figure S4A ), however the majority of the mCherry v-bright Bcl2-tg DZ cells were still BrdU -ve even after a 20 hr chase period ( Figure S5B ). A proportion of the quiescent DZ subset expressed various recently described pre-memory cell markers (CCR6, CD38, CD62L, Ephrin B1) ( Figures S5C and S5D) (Laidlaw et al., 2017) (Wang et al., 2017b) (Suan et al., 2017) , but their BCR levels were indistinguishable from that of the total DZ population ( Figure S5E ).
Premature Ighv stop codons were present in Bcl2-tg + SW HEL GC B cells populations at approximately 2.5-fold that in WT mice and were 45% higher within the BCR low subset than in the WT equivalent (25.0% versus 17.2%), supporting the notion that the transgene allows cells to persist for longer after a detrimental SHM event has occurred ( Figures 6C and 6D, S5F ). Surprisingly, the frequency of detrimental somatic mutations was also increased within the DZ BCR high (but not LZ BCR high ) gates, perhaps indicating higher SHM rates in these cells or a general increased resistance to genotoxic stress (Le and Maizels, 2015) . The latter might cause the former if AID is active at inappropriate times or cell-cycle stages in Bcl2-tg cells. Despite the striking increases in the DZ subsets (11.6% versus 4.6% for WT DZ cells), the promotion of cell survival through expression of the Bcl2 transgene was not sufficient to increase the frequency of cells with premature stop codons present within LZ gates (0.8% of CXCR4 low CD83 high cells in Bcl2-transgenic versus 1.3% in WT cells) ( Figures 6E, S5G, 4A) . While it is possible that SHM and LZ re-entry are temporally separated to a degree that cannot be rescued by the transgene, these results raise the possibility that BCR-dependent cues might be necessary not only for survival in the DZ but also for the transitioning to the LZ state.
DISCUSSION
That GCs are sites of intra-clonal competition that leads to the preferential expansion of high-affinity antibody mutants has been recognized for almost three decades (Berek et al., 1991; Jacob et al., 1991) . However, it has become increasingly evident in recent years that these unique structures also play critical roles in diversifying humoral responses (Bannard and Cyster, 2017; Mesin et al., 2016) . Consequently, for a competitive environment, the GC can be remarkably permissive to retaining lower affinity clones (Kuraoka et al., 2016; Tas et al., 2016) . Neutralizing epitopes on pathogens are often not those which are most abundant or ''easy'' for antibody binding and important key neutralizing epitopes on some viruses such as HIV share structural similarities to self-antigens (Kelsoe and Haynes, 2017; West et al., 2014) . As such, SHM at multiple sites across the IgV region genes may be required for antibodies to properly reach maturity. The conceptual challenges that GC responses face therefore seem to extend beyond screening cells for affinity via a tight selection ''bottleneck'' (Bannard and Cyster, 2017) . The introduction of somatic mutations is a mostly random process that is far more likely to cause detrimental changes to the immunoglobulin genes or proteins than it is to increase antigen binding. A major challenge for the GC response must therefore be to quickly screen out cells in which SHM has been harmful to limit their impact on the response as a whole. The presence of a relatively small number of newly minted high-affinity receptors on the surface of cells is probably sufficient for their positive selection even when old BCR complexes are also present, but screening out B cells bearing loss-of-function immunoglobulin mutations will require the exchange of pre-SHM receptors with the new variants. In this study, we found that BCR replacement following SHM occurred mostly within a single DZ cycle, and as such is likely to be quite rapid process. Cells carrying stop codons were approximately 3-fold more abundant in DZs than in LZs and most stop codon + LZ cells had high surface BCR expression. It is important to consider that some DZ cells might have entered that phase already carrying damaged receptor genes due to their still being BCR high at the time of selection; however, such cells represented only $1% of the LZ. Consequently, most of the DZ cells with damaged receptors ($80%) were newly generated and two thirds had decreased their surface BCR levels. Moreover, these calculations may underestimate the true extent of BCR turnover in the DZ because they do not take into account stop codon + BCR low cells that died before being counted. While we restricted our analysis to stop codons for feasibility reasons, we predict similar consequences for GC B cells acquiring other types of mutations that cause loss of functional BCR complexes. However, our results also indicate that the system is not foolproof because stop codon + BCR high LZ cells were rare but present and probably represent examples of post-SHM cells engaging in the selection process before replacing their antigen receptors. Early studies on BCR turnover in follicular B cells predicted protein half-lives to be in the range of 20-80 hr (Andersson et al., 1974) . However, similar turnover rates in GC B cells are unlikely to fit with the findings reported here. Faster turnover in the DZ provides opportunity for screening out cells with detrimental mutations even before they return to the LZ and also means that once non-crippled cells reach there they are less likely to still carry ''old'' pre-SHM receptors that might otherwise cause inappropriate selection. Pioneering studies from the Rajewsky lab demonstrated that resting B cells depend upon tonic BCR derived signals for their survival, although in that situation BCR-less cells have half-lives of several days which is the equivalent to several LZ:DZ cycles (Kraus et al., 2004) . This concept of receptor replacement in the DZ seems all the more important when considering the GC to be an antibody diversifier because the major challenge is perhaps to screen-out cells that have lost the ability to bind antigen rather than to preferentially pick the best clones. The exact nature, kinetics, and mechanism of BCR replacement in the GC remain to be fully explored. Conceptually, only two possibilities exist for the events occurring after SHM; either old pre-mutation receptors are joined by the new somatic variants leading to a period of ''dual specificity,'' or pre-existing membrane receptor complexes must be rapidly degraded and replaced with new ones. The existence of small numbers of BCR high cells carrying detrimental IgV region mutations in the DZ indicates that SHM occurs at times of receptor expression, however the greater abundance of stop codons within BCR low populations suggests that replacement may then proceed quickly. The finding that some BCR low DZ cells were capable of re-expressing their antigen receptors ex vivo raised the possibility that this subset may be a medley of cells; some engaged in a process of receptor replacement and others that carry damaging mutations that will cause them to soon die. Given the dependence of this subset upon AID, one hypothesis might be that SHM activity is sensed through DNA damage response pathways that subsequently initiate BCR degradation. However, this remains a purely speculative model and it is not clear whether BCR re-expression by BCR low cells can or does occur in vivo. It is equally plausible that receptor replacement is a relatively rapid but continuous process and that the seemingly non-crippled BCR low cells observed here carry mutations that destabilize or reduce, rather than completely disrupt, the membrane BCR complex.
Previous studies identified AID as being at its most active during G1 stages of cell cycle in vitro (Le and Maizels, 2015; Wang et al., 2017a) and our observation that BCR high cells with stop codons were preferentially within G1 populations in GCs suggests that the same may hold true during SHM in vivo. Selection is initiated in the LZ while cells are in G1 and this drives their entry into S phase. As such, GC B cells should in most cases complete at least one division following their positive selection before undergoing further diversification; this might ensure that selected mutations are expanded in advance of further gene modification. Whether the fate of both daughter cells is the same in terms of subsequent AID activity, or whether instead one cell temporarily acts as a clonal amplifier, is not clear (Tas et al., 2016; Thaunat et al., 2012) . It has long been known that GCs are sites of extensive apoptotic cell death; cells failing to receive adequate T cell help during selection are thought to mostly die by neglect (Liu et al., 1989; Peperzak et al., 2012; Smith et al., 2000; Takahashi et al., 1999) . While GC B cells with active caspase3 were found in both zones, our findings suggest that the majority of cell death occurs when in the DZ state and therefore not seemingly as a direct and immediate consequence of failing selection for cyclic re-entry. This conclusion is consistent with a recent study by Mayer et al. that was published while our work was in preparation (Mayer et al., 2017) . The DZ is a site of rapid cell division and, while cells of that zone may undergo apoptosis at any point during cell cycle, cell death was most common at late G1. We describe this period as a fate junction because it corresponds to a specific phase at which DZ cells are destined either to undergo another cell division or to enter the LZ, or seemingly to die. The latter may be the default pathway when cues or pathways that drive the former processes are not intact.
Based upon observations that positioning GC B cells in the LZ is not enough to make them look or behave like cells of that zone, it was proposed that the DZ to LZ transition is controlled by a ''timer'' that is part of an intrinsic cellular program (Bannard et al., 2013) . This model was supported by later reports that T cell derived signals set the DZ dwell time and that the transcriptional regulator FoxO1 contributes to driving that state (Chou et al., 2016; Dominguez-Sola et al., 2015; Gitlin et al., 2015; Sander et al., 2015) . However, these new findings that GC B cells acquiring detrimental IgV region mutations fail to reach the LZ, and that cells with low BCR levels preferentially die at a period that corresponds to when other cells are decreasing their CXCR4 levels in order to move to the LZ, raises the possibility that BCR dependent cues might feed into controlling this transition. Inputs through the BCR may enable LZ transitioning in a more active manner than just through enhanced survival because expression of a Bcl2-transgene was not sufficient to allow cells with damaged BCRs to reach the LZ. One possibility is that timed inactivation of FoxO1 leads to de-repression of BCR signaling in late DZ cells, as was recently proposed . It may be relevant therefore that temporal deletion of Syk in GC B cells was very recently demonstrated to lead to greatly diminished LZ compartments (Luo et al., 2018) . The dynamics and nature of such signals, whether they be tonic or antigen driven, and whether they relate to transient changes in responsiveness at particular times, will be important questions for further investigation (Khalil et al., 2012; Kraus et al., 2004; Nowosad et al., 2016; Srinivasan et al., 2009) .
We were surprised to discover during the course of this work that the DZs of Bcl2-tg mice contain aberrant populations of seemingly quiescent cells. This mouse line has been utilized in the study of GC responses for approximately a quarter of a century with a seminal finding being that such mice develop enlarged memory B cell compartments (Smith et al., 1994) . It is therefore of interest that appreciable fractions of the quiescent DZ cells in these mice express recently described pre-memory markers. Whether such cells develop directly from the DZ after exhausting their proliferative program or whether they instead they come via the LZ was not clear from our BrdU chase experiments. Importantly, although aberrant DZ cells were not excluded from our analysis of stop codon frequencies in SW HEL x Bcl2-tg GCs because these mice did not carry the Fucci2 allele, their likely presence would not change the expectation that higher frequencies of stop codons should be seen (but were not) in the LZs of Bcl2-tg mice, as compared to the wild-type setting, if enhancing survival were all that was needed to facilitate the DZ to LZ transition.
GCs are specialized sites of remarkable genetic diversification and clonal evolution that occurs with impressive pace and efficiency. In the arms battle against pathogens, antibody diversification in GCs provides the plasticity needed for potentially developing antibodies that can neutralize a practically infinite range of antigens. But for the best clones to be selected after SHM, non-useful reaction by-products must be quickly screened out. Our study suggests that GC B cells are uniquely programmed to deal with this challenge. DZ cells appear to quickly turnover, and potentially replace, their receptors following SHM and as such cells acquiring harmful mutations die off in advance of LZ entry. For cells making it back to the LZ, BCRs will mostly match genes by that time, and therefore the focus of selection may be on efficiently testing whether their somatically mutated antibodies remain capable of antigen recognition. The evolutionary advantage seems likely to be facilitating the kinds of diversification dependent antibody maturation pathways that are required to counter complex pathogens that will do all that they can to avoid recognition.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: 
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EXPERIMENTAL MODEL DETAILS
Mice SW HEL (Phan et al., 2003) , MD4 (Goodnow et al., 1988) ), OT-II (Barnden et al., 1998) , R26p-Fucci2 (Abe et al., 2013) , Emu-Bcl-2tg (Strasser et al., 1991) and Aicda À/À (Muramatsu et al., 2000) mice have been described previously. C57BL/6 and B6SJLCD45.1 mice were purchased from the University of Oxford core breeding facility. Animals were housed in specific pathogen-free enclosures at the University of Oxford Biomedical Sciences facility. All experiments were approved by a project license granted by the UK Home Office and were also approved by the Institutional Animal Ethics Committee Review Board at the University of Oxford. All mice were over 6 weeks of age and a mixture of male and female mice were used.
METHOD DETAILS
Immunisation, treatments and adoptive transfer For HEL-specific GC responses, 5x10 4 to 1x10 5 MD4, SW HEL or SW HEL xFucci2 cells were co-transferred with an equal number of OT-II cells into C57BL/6 or B6SJLCD45.1 hosts by intravenous injection. Mice were immunized one to three days later with 50ug of HEL conjugated to ovalbumin (HEL-OVA) in 100uL of Sigma adjuvant system (Ribi)(200ul total volume) as previously described (Allen et al., 2007b 
MIXED BONE MARROW CHIMERAS
To generate mixed bone marrow chimeric mice, B6SJLCD45.1 host mice were lethally irradiated at 4.5 Gy for 300 s, followed by a 3 hour rest, and a subsequent 4.5 Gy dose for 300 s. Mice were injected i.v. with a 2:1 mixture CD45.1 WT and CD45.2 Aicda À/À or Aicda +/+ bone marrow. Recipient mice received drinking water containing antibiotics (0.16mg/mL Enrofloxacin (Baytril), Bayer Coporation). Mice were rested for > 8 weeks before use.
FLOW CYTOMETRY AND SINGLE CELL SORTING
Single cell suspensions were prepared and stained for with the relevant antibodies. BRDU staining was performed following the fixation/permeabilization reagents from the BD BrdU flow kit according to manufacturer's instructions but using the Mobu-1 antibody clone (Thermo Fisher Scientific). Intranuclear BCL6 staining was performed on cells permeabilised using the eBioscience Foxp3 / Transcription Factor Staining Buffer Set (Invitrogen). Active caspase 3 staining was performed on cells permeabilised using the Fixation/Permeabilization Solution Kit (BD bioscience). All permeablization steps were performed with an overnight incubation at 4 C. Samples were analyzed using BD LSR Fortessa, LSR Fortessa x20, LSR Fortessa x50, LSR II, or Attune NxT machines. Analysis was performed with Flowjo (Treestar Inc.). Single cell index sorting for sequencing and cell culture experiments were performed using the BD FACs Aria II, FACs Aria II SORP, or Fusion II machines. FACs sorts were performed using 85uM or 100uM (when culturing) nozzles.
IMMUNOGLOBULIN HEAVY CHAIN SEQUENCING
Sanger sequencing Single cells were sorted into 3.8uL of 0.2% Triton-x (Sigma Aldrich) in water. Proteinase K treatment was performed in 1X Q5 reaction buffer, with 1mg/mL tRNA; 1mg/mL proteinase K, and 0.05mM EDTA in a total volume of 10uL by heating to 56 C for 40 minutes followed by 95 C for 8 minutes. PCR was performed with Q5 High Fidelity DNA polymerase (New England Biolabs), and dNTPs (Thermo Fisher Scientific). Primary PCR used primers ''1 st
Step SW HEL forward'' and ''1 st
Step SW HEL reverse.'' Conditions were 98 C for 3 minutes; then 98 C for 15 s, 62 C for 1 minute, and 72 C for 1 minute, for 35 cycles; and finally 3 minutes at 72 C. A 1:50 dilution of the initial product was used as template for the second step PCR. The 2 nd step PCR was performed using primers ''2 nd
Step SW HEL forward'' and ''2 nd
Step SW HEL reverse.'' Conditions were 98 C for 3 minutes; then 35 cycles of 98 C for 15 s, 65 C for 30 s, then 72 C for 1 minute; and finally 3 minutes at 72 C. The PCR had an approximately 80% efficiency. PCR was checked by running 1uL of product on a 96 well agarose gel. PCR product purification was performed using Agencourt AMPure XP PCR purification beads (Beckman coulter). The concentration of DNA was measured by nanodrop. Sanger sequencing was performed by the Weatherall Institute of Molecular Medicine's sequencing unit.
Sanger sequences were converted to FASTA files and analyzed using NCBI IgBlast tool to search for premature stop codons. Sequencing data was combined with Indexed FACS data, and converted to an FCS file using, R package version 1.44.0. (Hahne et al., 2009) . Original Fcs files and sequence Fcs files were superimposed using Adobe Illustrator Library preparation and analysis for Ighv NGS sequencing Bulk populations were sorted in 7.6uL of 0.2% Triton-x (Sigma Aldrich) in water. The PCR was performed as described for single cells with the exception that the initial PCR involved only 20 cycles. DNA was purified using Agencourt AMPure XP PCR purification beads (Beckman coulter), and the DNA products were sequentially cut with NsiI-HF and AFlIIII to produce a $435bp product. The DNA was subsequently purified, end prep and adaptor ligation was performed using NEBNextÒ Ultra II DNA Library Prep Kit for IlluminaÒ (New Enlgand Biolabs, E7645S) according to the manufacturer's instructions and NEBNextÒ Multiplex Oligos for IlluminaÒ (New England Biolabs, E7600S) were added according to the manufacturers instructions. The DNA was again purified, quantified using Qubit dsDNA HS Assay Kit (Invitrogen, Q32854). The DNA was sequenced on an Illumina MiSeq using MiSeq Reagent Kit v2 (500-cycles) (Illumina, MS-102-2003) PANDAseq was used to assemble paired-end FASTQ reads resulting from sequence analysis (Masella et al., 2012) . The assembled sequences were compared to the known SW HEL Ighv genomic template sequence by pairwise sequence alignment using needle (Rice et al., 2000) . Following translation of the DNA sequence, STOP codons were identified in the relevant forward frame. Custom perl scripts were used to automate an analysis pipeline (find_stop_codons.pl) and summarize the subsequent data generated (make_summary.pl).
The number of reads of a given unique sample should be proportional to the number of times the read is identified in a sample. If 100 cells were sorted, then one would expect a sequence which occurred in only one cell, to be present in 1% of the reads; if 500 cells were sorted, one would expect a sequence which occurred in only one cells to be present in 0.2% of reads. Therefore, we selected only reads which occurred in more than (100/n)% of reads for that given sample. With this threshold, an average of 49.7% of reads appeared to have a somatic hypermutation of any kind in Aicda +/+ samples, and an average of 1.3% of reads from Aicda À/À samples appeared to have a SHM of any kind. The frequency of reads carrying a premature stop codon is the combined number of reads carrying a premature stop codon from sequences passing this threshold, divided by the total number of reads passing threshold, multiplied by 100 to give a percentage value.
IN VITRO CULTURE
Single cell culture Single GC B cells were FACs sorted and expanded for 8 days using the NB21 feeder line as previously described, with minor adjustments (Kuraoka et al., 2016) . On day À1, NB21.2D9 cells were seeded into 96-well plates at 1,000 cells/well in 100uL of B cell media (RPMI-1640 (Invitrogen), (Thermo Scientific), 10% FBS (GIBCO, Cat #10500 056) 5.5x10
À5
M 2-mercaptoethanol (Sigma Aldrich), 10 mM HEPES, (GIBCO) 1mM sodium pyruvate, (GIBCO) 100 units/mL penicillin, (Thermo Fisher) 100 mg/mL streptomycin, and MEM nonessential amino acid (Thermo fisher)). On day 0, recombinant mouse IL-4 (Peprotech; 2 ng/mL final concentration) was added in a further 100ul media which single cells were subsequently sorted into. On day 3, 100uL of media was replaced with 150uL of fresh media (without IL-4). 150uL media was subsequently discarded and replaced on days 5, 6 and 7. One row on each plate was left blank as controls for cross well contamination. Cell growth was confirmed by flow cytometry, detecting either endogenous mCherry florescence (Fucci2) or after staining with CD19/CD138 antibodies. Thresholds for detecting lymphocytes versus feeder cells were established using NB21.2D9 cell alone wells.
Short term cultures
For 8 hour B cell cultures, 1000 cells were sorted into 200uL of B cell medium without feeder cells. For 48 hour cultures, sorted B cells were cultured in the presence of NB21 feeder cells as described above. 1000 cells were sorted either straight onto NB21 feeder line cells or into media and then transferred into wells containing the cells, and cultured in the presence of IL-4. For both 8 hour and 48 hour cultures, three technical replicates were taken for each sample.
ELISA
The capacity of cultured B cells to secrete antibodies was assessed by ELISA. Plates were coated O/N at 4 C with anti-mouse Igk (2ug/ml, Southern Biotech, 1050-01), washed 3x in PBS/0.05% Tween20, blocked for 1hr at RT with 0.5% BSA/PBS and washed again as before. Samples were diluted in PBS/0.05% Tween20 before incubation for 2hrs at RT or O/N at 4 C. Plates are washed as before, and the secondary HRP anti-mouse IgG antibody (Southern Biotech, 1033-05) was added at 1:2000 in 1x PBS/0.05% Tween20/0.5% BSA. Cells were washed as before, and plates were developed with TMB (Biolegend). Reactions were stopped with 50ul of Biolegend stop reagent and read on CLARIOstar at 450nm against a mouse IgG standard curve. Samples were scored as positive if they were > 4 standard deviations above the mean of the negative controls.
QUANTIFICATION AND STATISTICAL ANALYSIS
Statistical analysis
Statistical parameters including number of mice, number of replicates, and the nature of error bars are described in figure legends. Center bars always indicate means. Statistics were calculated using Prism 7 software (Graphpad). Two-tailed unpaired t tests were used. ***p < 0.001. Estimates of expected premature stop codon frequency At risk codons We first consider single nucleotide substitutions. The SW HEL Ighv region gene was annotated to determine which codons were at risk of generating stop codons by single point changes at any position. Codons were classified as to whether one point mutation, or two different singular point mutations could terminate the gene. For the former, there is a 1 in 3 chance that a mutation will occur in the stop codon causing position, and a 1 in 3 chance that the mutation will yield a premature stop codon (1 in 9 chance total). The ''risk'' is doubled (2 in 9) where substitutions in either of 2 different positions can cause stops, or if substitutions of two different nucleotides in the same position could cause stops. For any given gene sequence, the likelihood of a mutation leading to a stop codon is equal to the frequency of ''at risk'' codons multiplied by 1/9, plus the frequency of codons which are ''doubly at risk'' multiplied by 2/9. Enrichment at specific sites SHM occurs preferentially in complementarity determining regions (CDRs) and following specific motifs. To account for this in a crude manner, we worked with an assumption that mutations were 5 times more likely to occur in CDRs, and 2 times more likely to occur in motif associated regions. We demarked the SW HEL Ighv region gene CDRs; and motif containing regions, both within the CDRs and outside the CDRs. The frequency of point mutations expected to occur in a region is equal to the size of that region, multiplied by the enrichment (2 for 2 times, 5 for 5 times) for that region, divided by the sum of sizes of all other regions of the gene, each multiplied by their respective enrichments.
The frequency of SHMs which will cause a premature stop codon in a given region is equal to the likelihood of a point mutation causing a premature stop codon for that region, multiplied by the percentage of SHM that should occur in that region, divided by 100 to give a percentage. The frequency of SHMs expected to cause a stop codon the entire Ighv is equal to the sum of the frequencies of SHMs which will cause stop codons in all the constitutive regions of the gene. Using these calculations, the frequency of point mutations which would cause premature stop codons is 6.4%. N.B. the enrichment had a negligible effect, with no enrichment the frequency is 5.8%. Accounting for established SHM rates per division SHM is reported to occur at approximately 10 À3 mutations per division. The SW HEL Ighv gene is 393 bases long, and so a cell has a 39.3% chance of acquiring a mutation per division. Therefore, the likelihood of the gene acquiring a premature stop codon by point mutation per division is 6.4 3 39.9/100 = 2.5%.
Risk of insertions and deletions (indels) causing stop codons
All indels that are not units of three (i.e., 2/3 s of indels) are considered to cause eventual stop codons in the gene. It is difficult to estimate the rate of indels, but there is correlative data of numbers of mutations and frequency of deletions (Yeap 2015) . By correlating point mutation frequency and deletion frequency, we can estimate the likelihood of a deletion per division. If a Ig gene has a mutational load of X, we assume it has undergone X/0.393 divisions. E.g., if a cell has 20 mutation it is assumed to have completed 51 divisions. Yeap et al. correlated frequencies of point mutations and deletions in vivo. If the 40% of cells with 20 SHMs have a deletion, then after 51 divisions 60% of cells do not have a deletion; therefore (likelihood of not acquiring a deletion per division) 51 = 0.6. In this case, the likelihood of not acquiring a deletion per division = 0.99, or 99%. Medium mutation frequency cells, with about 15 mutations, have a 15% frequency of deletion. Low mutation frequency cells, with 5 point mutations, have a frequency of deletion of only 5%. We averaged the likelihood of not acquiring a deletion, and found the chance of not acquiring a deletion per division is 0.994. Therefore, the chance of acquiring a deletion is 0.6%. If one third of those are multiples of three and so do not cause a frameshift mutation, then a cell has a 0.4% chance of acquiring a premature stop codon by deletion per cell division. Combined risk of induction of premature stop codons by point mutations and indels The total frequency of SHM causing stop codon is equal to the sum of the likelihood of acquiring a stop codon by point mutation and the likelihood of acquiring a stop codon by deletion. This is 2.5% + 0.4%, so the probability is 2.9%
Frequency of cells with premature stop codons in the dark zone If cells complete on average two divisions in the DZ, then at a given period 14% will have completed zero divisions, 29% will have completed one division and 57% will have completed two. Those numbers change to 7% (zero), 14% (one), 27% (two) and 54% (three) where the average number of DZ divisions is three. We assume cells with zero divisions to have a have a 0% chance of having acquired a premature stop codon, cells with one division a chance of 2.9% (and as such a 97.1% chance of having not acquired a stop codon per division). The chance of a cell not acquiring a premature stop codon after n divisions is equal to the 0.971 n . Therefore, the chance of acquiring a premature stop codon after n divisions is equal to 1-0.971 n . The frequency of cells in the dark zone that carry a premature stop codon is equal to the sum of the proportion of cells which have undergone a given number of divisions multiplied by the likelihood of having acquired a premature stop codon in that number of divisions. For two divisions in the DZ this is 4.1%; for three divisions in the DZ this is 6.4%.
