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We show that the mean recurrence times of (countable state)
irreducible andpositively recurrentMarkov chains are the spanning
tree invariants of the ﬁrst return loop systems. Then, by the Perron–
Frobenius Theorem, the spanning tree invariants of the ﬁrst return
loop systems of a ﬁnite stateMarkov chain are all equal if and only if
the process is doubly stochastic, settling a conjecture on a question
in Go´mez and Salazar-Montiel (2010) [1] where it was veriﬁed for
matrices of size at most three.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and results
In [1] the spanning tree invariant of Lind and Tuncel [3] was studied in the context of ﬁrst return
loop systems of ﬁnite state Markov chains to exhibit evidence of a doubly stochastic condition on the
set of values of the spanning tree invariants of the ﬁrst return loop systems (the so called “spanning
tree invariant spectrum”). The following question was raised.
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Question 1.1. When does the spanning tree invariant spectrum consist of a singleton?
We are going to prove the following theorem.
Theorem 1.2. The mean recurrence times of (countable state) irreducible and positive recurrent Markov
chains are the spanning tree invariants of the ﬁrst return loop systems.
Henceforth, for (countable state) irreducible and positive recurrent Markov chains, spanning tree
invariants of loop systems aremean recurrence times. Question 1.1 is therefore equivalent to askwhen
the mean recurrence times of ﬁnite state Markov chains are all equal (recall that a ﬁnite state and
irreducible Markov chain is automatically positively recurrent). Proposition 1.3 answers this question
and follows from the Perron–Frobenius Theorem.
Proposition 1.3. The mean recurrence times of a ﬁnite state and irreducible Markov chain are all equal if
and only if the process is doubly stochastic.
The answer to question 1.1 comes as a corollary.
Corollary 1.4. The spanning tree invariants of the ﬁrst return loop systems of a ﬁnite state and irreducible
Markov chain are all equal if and only if the process is doubly stochastic.
The proof of Theorem 1.2mostly follows from deﬁnitions which come from both random processes
and symbolic dynamics. The following section contains the main body of the paper, which is devoted
to brieﬂy presenting some basic background. This includes mean recurrence times and stationary
distributions ofMarkov chainswhen considered as randomprocesses [2], and spanning tree invariants
and loop systems of Markov chains when considered as symbolic dynamical systems [3,4]; for more
references on these subjects, see [1]. The last section contains the proof of Theorem 1.2, a proof of
Proposition 1.3 and a remark.
2. Background
2.1. Markov chain random processes
A (discrete) randomprocess on a (countable) state spaceS ⊂ Z is a sequence X = (Xk)k∈Z of random
variablesXk:Ω → S fromaprobability space (Ω ,P). The randomprocessX is a (homogeneous)Markov
chain if P(Xk = x|Xk−1 = xk−1, . . . , Xk−m = xk−m) = P(X1 = x|X0 = xk−1) for allm 1 and k ∈ Z.
The Markov chain X is irreducible if P(Xn = v for some integer n 1|X0 = u) > 0 for each pair of
distinct states u, v ∈ S . The state u ∈ S is recurrent if P(Xn = u for some n > 0|X0 = u) = 1 and
otherwise is transient. Let fu(k) = P(X1 /= u, . . . , Xk−1 /= u, Xk = u|X0 = u) be the probability that
theﬁrst return time tou is k. Thenu is recurrent if andonly if
∑
k 1 fu(k) = 1. Let Fu = min{k 0|Xk =
u} be the ﬁrst visit time to u. Themean recurrence time of u is
μu = E(Fu|X0 = u) =
{∑∞
k=1 kfu(k) if u is recurrent∞ if u is transient
A state is positively recurrent if its mean recurrence time is ﬁnite.
The Markov chain random process X is represented by a non-negative real |S| × |S|-matrix P
of transition probabilities Puv = P(X1 = v|X0 = u) for all u, v ∈ S . The matrix P is stochastic, which
means that P  0 and
∑
v∈SPuv = 1 for all u ∈ S (the matrix P is doubly stochastic if, in addition,∑
u∈SPuv = 1 for all v ∈ S). The Markov chain X is irreducible if and only if P is irreducible, which
means that for each pair of distinct states u, v ∈ S there exists an integer n 1 such that (Pn)uv > 0.
If P is irreducible and a state is positively recurrent, then P is positively recurrent. In this case, P has a
unique stationary distribution, which is a left eigenvector π = (πu)u∈S , πP = π , with πu > 0 for all
u ∈ S and∑u∈Sπu = 1. A well known fact is that if P is irreducible and positive recurrent, then
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μu = 1
πu
.
We say that the Markov chain random process X is doubly stochastic if P is doubly stochastic. We know
that this occurs if and only if μu = μv for all u, v ∈ S (Proposition 1.3).
2.2. Markov chain dynamical systems
The matrix P deﬁnes a digraph DP with vertex set VP = S and edge set EP ⊆ VP × VP determined
by the rule e = (u, v) ∈ VP for u, v ∈ VP if and only if Puv > 0. In this case, let Puv be the transition
probability of e, the conditional probability of crossing through the edge e given the initial state u (it is
customary to say that P induces a Markov chain on the directed graph DP). Let ΣP = {x = (xn)n∈Z ∈
VZP |(xn, xn+1) ∈ EP} be equipped with the induced topology from the product topology on VZP . The
cylinder set determined by w = w0 . . .w ∈ V+1P with  0 and k ∈ Z is
[w; k] = {x = (xn)n∈Z ∈ ΣP |xk · · · xk+ = w},
and the collection of cylinder sets forms a base of the topology on ΣP (this topology makes ΣP
homeomorphic to the Cantor set when |S| < ∞). Let σP :ΣP → ΣP be the left shift map deﬁned
for every x ∈ ΣP by the rule σP(x)n = xn+1 for all n ∈ Z. The dynamical system (ΣP , σP) is aMarkov
shift (if |S| < ∞, then (ΣP , σP) is a shift of ﬁnite type, see [4]). The digraph DP is strongly connected
if for every pair of distinct vertices u, v ∈ VP , there exists w = w0 . . .w ∈ V+1P with  1 such that[w; 0] /=. The directed graph DP is strongly connected if and only if P is irreducible.
If P is positive recurrent, then the transition probabilities on the edges, togetherwith the stationary
distribution π , induce a Markov measure on ΣP , an ergodic σ -invariant probability Borel measure νP
deﬁned on cylinder sets by
νP([w; k]) = πw0 Pw0w1 · · · Pw−1w .
The measurable dynamical system determined by the triple (ΣP , σP , νP) is referred to as the Markov
chain dynamical system.
A fundamental deﬁnition in symbolic dynamics is the following. Two Markov chain dynamical
systems (ΣP , σP , νP) and (ΣP′ , σP′ , νP′) are conjugate if there exists a measurable homeomorphism
ϕ:ΣP → ΣP′ such that ϕ ◦ σP = σP′ ◦ ϕ. Spanning tree invariants were introduced in this context.
2.2.1. Spanning tree invariants
For every subdigraph H ⊆ DP with vertex set V(H) and edge set E(H), let
wtP(H) =
∏
e∈E(H)
wtP(e) (2.1)
where wtP(e) = Puv is the transition probability of the edge e = (u, v) ∈ EP . For every u ∈ VP , let
S(u) = {T|T is a spanning tree rooted at u} (a subdigraph T is a spanning tree rooted at u if u has no
outgoing edges in T and for every vertex v ∈ VP \ {u}, v has a unique outgoing edge in T and there
exists a unique path in T from v to u). The local spanning tree invariant at u is
τu(P) =
∑
T∈S(u)
wtP(T) (2.2)
and the spanning tree invariant is
τ(P) = ∑
u∈VP
τu(P). (2.3)
If P is an inﬁnite matrix, (2.1)–(2.3) make sense only as limits. We know from [3] that if P is
ﬁnite and spec(P) = {λ1 = 1, λ2, . . . , λn}, then τ(P) = (1 − λ2) · · · (1 − λk) implying that τ(P) is
determined by the characteristic polynomial χP(t) = det(tI − P) or by the (stochastic) zeta function
ζP(t) = tn det(I − tP).
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In [3] it was shown that spanning tree invariants are conjugacy invariants. This means that if two
Markov chain dynamical systems (ΣP , σP , νP) and (ΣP′ , σP′ , νP′) are conjugate, then τ(P) = τ(P′).
2.2.2. Loop systems
Recall from [1] that for any u ∈ VP , one can deﬁne a formal power series f (u) and a countable state
Markov chain dynamical system, called (ﬁrst return) loop system at u. We deﬁne f (u) as a formal power
series in the semiring R+ = Z+[R+][[t]] by the equation
1 − f (u)(t) = det(I − tP)
det(I − tQ (u)) (2.4)
where Q (u) results from P by removing the row and column corresponding to u (here non-negative
real matrices are understood as R+-matrices by the natural embedding R+ ↪→ R+ given by p 
→ [p]
for every p ∈ R+). It follows from equation (2.4) that f (u) has zero constant term and if we write
f (u)(t) =
∞∑
n=1
∑
ρ∈R+
a(ρ)n [ρ]tn,
then a
(ρ)
n equals the number of distinct ﬁrst return loops to u of length n in DP that occur with
conditional probability ρ > 0 given u. More precisely,
a(ρ)n =
∣∣∣∣∣∣
⎧⎨
⎩w = w0 . . .wn ∈ Vn+1P
∣∣∣∣∣∣
• w0 = u = wn,• wi /= u for every i /= 0, n and• νP([w; 0]) = πuρ.
⎫⎬
⎭
∣∣∣∣∣∣
The formal power series f = f (u) deﬁnes an inﬁnite stochasticmatrix P(f ) onan inﬁnite and strongly
connected digraph DP(f ) . This digraph DP(f ) consists of a distinguished vertex u and then, for each ρ
which appears in f and every n 1, a(ρ)n simple directed cycles at u of length n 1, all vertex disjoint
except for u. The stochasticmatrix P(f ) assignsweight ρ to all edges of these cycles which are outgoing
edges of u and weight 1 to all other edges. We refer to the (countable state) Markov chain on DP(f )
induced by P(f ) as the (ﬁrst return) loop system at u.
3. Proofs and closing remark
For the proof of Theorem1.2wewant to use amore general version (still straightforward) of Lemma
2.1 in [1] because the hypothesis only require P to be positively recurrent (not necessarily ﬁnite).
Lemma 3.1. Let f ∈ R+ be a formal power series with zero constant term. Write
f (t) =
∞∑
n=1
∑
ρ∈R+
a(ρ)n [ρ]tn (3.2)
and suppose that
∞∑
n=1
∑
ρ∈R+
a(ρ)n ρ = 1. (3.3)
Then
τ(P(f )) = 1 +
∞∑
k=2
∑
ρ∈R+
(k − 1)a(ρ)k ρ. (3.4)
Proof. Equation (3.3) guarantees thatP(f ) is actually a stochasticmatrix. Theproof is therefore identical
to the proof of Lemma 2.1 in [1]. 
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Observation 3.5. Lemma 3.1 is more general than Lemma 2.1 in [1] because the formal power series
deﬁning the ﬁrst return loop systems do not necessarily come from ﬁrst return loop systems of ﬁnite
state Markov chains.
Proof of Theorem 1.2. Assume the hypothesis and all the appropriate notation and deﬁnitions. If we
let f = f (u), then the theorem claims that τ(P(f )) = μu for every u ∈ S . First observe that positively
recurrence implies that a
(ρ)
n < ∞ for every ρ ∈ R+ and n 1. Hence we actually have f ∈ R+. More-
over, f has zero constant term and equation (3.3) holds also because P is positively recurrent. Therefore
equation (3.4) holds. By deﬁnition,
fu(k) =
∑
ρ∈R+
a
(ρ)
k ρ ∀k 1
and hence
τ(P(u)) = 1 +
∞∑
k=2
(k − 1)fu(k) = 1 −
∞∑
k=2
fu(k) +
∞∑
k=2
kfu(k).
Since P is positive recurrent,
1 −
∞∑
k=2
fu(k) = fu(1) ⇒ τ(P(u)) =
∞∑
k=1
kfu(k) = μu. 
Proof of Theorem 1.3. Let In = (1, . . . , 1) ∈ Rn for every n 1. A ﬁnite irreducible Markov chain
random process on a ﬁnite state space S presented by P is doubly stochastic if and only if I|S| and
I
ᵀ
|S| are right and left eigenvectors of P respectively and the Perron–Frobenius Theorem implies that
this holds if and only if the stationary distribution of P is 1|S| I|S|. This occurs if and only ifμu = |S| for
all u ∈ S. 
Remark 3.6. According to Lind and Tuncel in [3] the computation of the spanning tree invariant is “in
some sense an operation that is orthogonal to recurrent behaviour”. Still, spanning tree invariants of
ﬁrst return loop systems capture mean recurrence times.
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