Fresh water demand is growing drastically in many parts of the world. Desalination of seawater, brackish water, and waste water is one solution to meet the demands of fresh water. Currently, reverse osmosis (RO) desalination process is one of the best methods for the desalination process.
INTRODUCTION
Desalination is a method by which seawater and brackish water is filtered out in the form of fresh water by using chemical and physical processes so that the unusable water is made available for industrial, irrigation, and drinking purposes (Sobana & Panda ) . In the last few years, significant developments in the area of desalination technologies have been seen all over the world. At present, many desalination techniques such as multistage-flash distillation (MSF), multiple-effect distillation (MED), evaporation, vapor-compression (VC), and membrane processes are used for water treatment. Among all the desalination methods, the reverse osmosis (RO) water treatment method is accepted worldwide due to its simplicity and high performance with minimal cost requirements (Sobana & Panda ) .
The RO desalination process, in spite of being simple, is easy to implement and versatile in nature, and thus can be used for treatment of water; but still the technology suffers from the problems of membrane fouling and concentration polarization (Madaeni et al. ) . However, these problems can be solved with advance technology in terms of process and control optimization. Traditionally, a combination of proportional-integral-derivative (PID) controller is incorporated to fulfill the control objectives in many applications. The remainder of the paper is organized as follows. The section below introduces the RO seawater desalination process and its model structure. This is followed by a section that gives the modified controller design approach used in this work. Then the basics of the SOS algorithm applied to a RO desalination plant are discussed. Simulation results and comparison follow and the final section concludes the paper and discusses future avenues of research.
REVERSE OSMOSIS SEAWATER DESALINATION PROCESS
A generalized layout for a RO desalination system is shown in Figure 1 . In this model, the RO system is characterized by four main segments, i.e., pre-treatment, high-pressure pump, membrane module, and post-treatment (Gambier et al. ) . In the first segment, i.e., pre-treatment, saline water obtained from the sea or any other source is filtered through a chemical and physical process to remove major impurities present in the water. This process is very important in RO desalination plants in order to enhance the life cycle of the RO membrane. Also, it reduces scaling and fouling. In the next segment, a high-pressure pump is provided to raise the pressure of incoming water from the pre-treatment process. In the subsequent segment, the pressurized water is fed to a membrane assembly module. The membrane assembly module should be strong enough to withstand pressurized feed water. Therefore, the RO membrane assembly module is made up of a composite polyamide-type membrane, which is widely used in many RO desalination plants. After passing through membrane assembly, fresh water accumulates in a storage tank and brine water is discarded by the membrane accumulates at the discharge channel. The fresh water obtained from this process is post-treated in the last segment by adding some inhibitors and adjusting the pH value to the appropriate level (Rathore & Singh ) . 
where represented as follows:
The transfer function Equations (2)- (5) in standardized form can be represented as:
where K pr , τ α , τ, and ξ represent process gain, numerator zero, time constant, and damping ratio, respectively.
The operating range for the linear model parameters of RO system is as listed in Table 1 .
Decoupling in RO desalination system
As it is clear from Equation (1) that the RO seawater desalination system is a MIMO process, therefore, to handle the problem of interaction in between two loops, it is required to design a perfect decoupler (Luyben ). Decoupler formation is shown in Figure 2 . P d12 and P d21 are feed-forward transfer functions, calculated using a simplified decoupling process, which is represented by Equations (7) and (8), respectively:
PROPOSED MODIFIED CONTROLLER SCHEME
The proposed modified controller consists of a PID controller with a DD controller. The second order derivative or double derivative controller provides a better response than PID control structures (Sahib ). The control structure of PID-DD is illustrated in Figure 3 .
The continuous time expression for the PID-DD controller in ideal form is provided by:
where K p is proportional gain, K i is integral gain, K d is differential gain, and K dd is double differential gain, u(t) and e(t) represent controller response and error function, respectively. The corresponding transfer function in Laplace domain is represented as:
The four parameters of the modified controller are tuned with different optimization algorithms for minimizing the ISE criterion.
The ISE is provided by Equation (11): 
The ISE is evaluated by alpha-beta table formation, represented as:
where α i and β i are alpha and beta coefficients, respectively, which are obtained from alpha and beta tables (Åström ) , and p is the order of error function e(s). Further details of these three phases are given as follows.
SYMBIOTIC ORGANISMS SEARCH OPTIMIZATION

Mutualism phase
As the name suggests interaction in this phase will benefit both the organisms in the ecosystem. Suppose, S i is an organism which is the i th member of the ecosystem and S j is another organism selected randomly from the ecosystem (where i ≠ j). Both organisms (i.e., S i and S j ) interact mutually with each other for survival in the ecosystem. The new solutions obtained from this phase are modeled as follows:
where MV is mutual factor which is calculated as
, B f 1 and B f 2 are the beneficial factors for organisms S i and S j , respectively. The beneficial factors (i.e., B f 1 and B f 2 ) are considered as either 1 or 2, decided randomly with equal probability, and S best represents the highest degree of adaptation among both organisms. 
Commensalism phase
In this phase, one organism gets benefits from the other organism but the other remains unaffected. This relationship is called the commensalism phenomenon. The modified solution is updated in this phase according to the equation shown below:
where S i and S j are two organisms of the ecosystem, S best is the best organism in the current population, and S new i is updated value of S i .
Parasitism phase
In parasitism, only one organism benefits, but the other organism is harmed by the first organism. In this way, plasmodium parasites pass into the human body with the help of Anopheles mosquitoes, where they get food and increase their population and, in return, humans suffer from malaria and may die.
In the SOS algorithm, a parasite vector is created by duplicating S i organisms in the search space. Further, organisms S i are modified randomly using a random number to obtain the parasite vector. Organisms S j are treated as host in the ecosystem for the parasite vector. This parasite vector tries to replace S j . If the fitness of the parasite vector is better than that of S j , then the parasite vector will replace S j .
The steps for the SOS algorithm are given as follows:
Step 1: Generate initial population in the ecosystem randomly.
Step 2: Determine the fitness value and find their S best value for each organism.
Step 3: Select the S j randomly such that S j ≠ S i (Mutualism phase)
Step 4: Calculate mutual vector MV ¼ (S i þ S j )=2 and benefit factor (B f ) either 1 or 2.
Step 5: Modify the solution according to Equations (14) and ( Step 6: Repeat step 3 and modify the solution according to Equation (16).
(Parasitism phase)
Step 7: Repeat step 3 and create parasite vector from S i .
Calculate the fitness value if Parasite vector better than S j then S j ← Parasite vector end if
Step 7: Repeat step 2 and proceed for next iteration.
Step 8: Stop if termination criterion is met. 
RESULTS AND COMPARISONS
Two case studies are considered in this work to examine the performance of the modified PID controller with different optimizing techniques presented in the literature. The objective function designed in Equation (13) is tested for permeate flux and conductivity parameters, respectively.
Case study 1
In the first case, the performance of the PID-DD controller with SOS, TLBO, DE, PSO, and ABC optimization algorithms is tested. The PID-DD controller parameters obtained from different algorithms are presented in Table 2 and performance indices are given in Table 3 . It is found that the minimum performance index is found with the SOS-based PID-DD (SOS-PID-DD) controller. Time response analysis for flux is plotted in Figure 4 and their values are tabulated in Table 3 .
Case study 2
In the second case, to establish the capability of the pro- Table 4 and performance indices are tabulated in Table 5 . It is obvious from simulation results that performance index is minimum for the SOS-PID-DD controller. Time response analysis for conductivity with the PID-DD controller using different algorithms is shown in Figure 5 and their time response specifications are also tabulated in Table 5 for comparison.
Figures 4 and 5 and Tables 3 and 5 clearly establish that the RO system performance is appreciably enhanced with the SOS tuned PID-DD controller. 
