The transmission of nosocomial pathogens in an intensive care unit: a space–time clustering and structural equation modelling approach by Rushton, Steven et al.
Citation:  Rushton,  Steven,  Shirley,  Mark,  Sheridan,  E.  A.,  Lanyon,  Clare  and O'Donnell, 
Anthony (2010)  The transmission  of  nosocomial  pathogens  in  an  intensive  care  unit:  a 
space–time  clustering  and  structural  equation  modelling  approach.  Epidemiology  and 
Infection, 138 (06). pp. 915-926. ISSN 0950-2688 
Published by: Cambridge University Press
URL:  http://dx.doi.org/10.1017/S095026880999094X 
<http://dx.doi.org/10.1017/S095026880999094X>
This  version  was  downloaded  from  Northumbria  Research  Link: 
http://nrl.northumbria.ac.uk/4560/
Northumbria University has developed Northumbria Research Link (NRL) to enable users to 
access the University’s research output. Copyright © and moral rights for items on NRL are 
retained by the individual author(s) and/or other copyright owners.  Single copies of full items 
can be reproduced,  displayed or  performed,  and given to  third parties in  any format  or 
medium for personal research or study, educational, or not-for-profit purposes without prior 
permission or charge, provided the authors, title and full bibliographic details are given, as 
well  as a hyperlink and/or URL to the original metadata page. The content must  not  be 
changed in any way. Full items must not be sold commercially in any format or medium 
without  formal  permission  of  the  copyright  holder.   The  full  policy  is  available  online: 
http://nrl.northumbria.ac.uk/policies.html
This document may differ from the final, published version of the research and has been 
made available online in accordance with publisher policies. To read and/or cite from the 
published version of the research, please visit the publisher’s website (a subscription may be 
required.)
The transmission of nosocomial pathogens in an intensive care
unit: a space–time clustering and structural equation modelling
approach
S. P. RUSHTON 1*, M. D. F. SHIRLEY1, E. A. SHERIDAN 2, C. V. LANYON 1
AND A. G. O’DONNELL 1
1 Institute for Research on Environment and Sustainability, Newcastle University, Newcastle upon Tyne, UK
2 Department of Medical Microbiology, Barts and the London NHS Trust, London, UK
(Accepted 2 September 2009; ﬁrst published online 9 October 2009)
SUMMARY
We investigated the incidence of cases of nosocomial pathogens and risk factors in an intensive
treatment unit ward to determine if the number of cases is dependent on location of patients
and the colonization/infection history of the ward. A clustering approach method was
developed to investigate the patterns of spread of cases through time for ﬁve microorganisms
[methicillin-resistant Staphylococcus aureus (MRSA), Acinetobacter spp., Klebsiella spp.,
Candida spp., and Pseudomonas aeruginosa] using hospital microbiological monitoring data and
ward records of patient-bed use. Cases of colonization/infection by MRSA, Candida and
Pseudomonas were clustered in beds and through time while cases of Klebsiella and Acinetobacter
were not. We used structural equation modelling to analyse interacting risk factors and the
potential pathways of transmission in the ward. Prior nurse contact with colonized/infected
patients, mediated by the number of patient-bed movements, were important predictors for all
cases, except for those of Pseudomonas. General health and invasive surgery were signiﬁcant
predictors of cases of Candida and Klebsiella. We suggest that isolation and bed movement as a
strategy to manage MRSA infections is likely to impact upon the incidence of cases of other
opportunist pathogens.
Key words : Intensive treatment unit, nosocomial pathogens, space–time clustering, structural
equation modelling.
INTRODUCTION
Health-care associated infections (HCAIs) are esti-
mated to aﬀect 9% of in-patients in UK hospitals [1]
and the risk of infection in intensive treatment units
(ITUs) is particularly high. Analysing cause is diﬃcult
because infection is likely to be multifactorial [2].
Hospitalization in an ITU, duration of stay, hand and
environmental contamination [3] and previous anti-
biotic use have all been recorded as risk factors for
many nosocomial infections [4–6], as has the health
status of the patient preceding infection [7, 8]. Re-
gression analyses can identify individual risk factors,
but they oversimplify the underlying processes that
lead to the infection. For example, the duration of stay
in an ITU is a suggested risk factor for both Acineto-
bacter and methicillin-resistant Staphylococcus aureus
(MRSA) infection [9, 10] but stay in an ITU is likely
to be extended if patients become infected. Further-
more, correlation may not reﬂect causality and may
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reﬂect an underlying phenomenon towhich both infec-
tion and the risk factor are related. This is particularly
important if there is a chain of processes that occur in
sequence and lead to infection. Finally, infections by
one pathogen do not occur in isolation and that con-
tainment and management of one pathogen can im-
pact on the incidence of others [10].
Given the magnitude of the clinical problems posed
by nosocomial infections there has been considerable
interest in developing models to investigate the trans-
mission and infection process and the impact of
management to mitigate against spread. Modelling
disease transmission and control in a hospital en-
vironment is complicated by the fact that the clinical
environment is not homogeneous. Hospital environ-
ments are hierarchically structured and have inherent
stochastic processes and small populations that im-
pact on the ability to generate practical models.
Therefore, mean-ﬁeld models are often limited by the
small number and stochastic nature of the clinical
environment and frequentist statistical approaches by
interdependence and non-independence of the disease
processes. While there have been considerable ad-
vances in the use of Bayesian approaches and Markov
chain Monte Carlo (MCMC) methods that allow for
model parameter estimation under these conditions
[11], few models have been developed to investigate
day-to-day processes that operate at the level of the
individual nurse and patient. In this paper we con-
sider these processes and investigate the structural
dependency between management processes that we
hypothesize may be signiﬁcant in determining the in-
cidence of cases of colonization/infection in an ITU.
Structural equation modelling (SEM) investigates re-
lationships among diﬀerent processes by partitioning
relationships among variables on the basis of a hypo-
thetical pathway of interaction that are identiﬁed
a priori. The paths between variables are deﬁned in
equation form with response variables (a case occur-
ring) related to two or more predictor variables
(medical history, contact with infected patients, etc.)
with response variables in one equation forming the
predictors in others. SEM tests whether the variables
in the path are interrelated by analysing their vari-
ances and covariances. Goodness-of-ﬁt criteria for
each model are then used to compare and identify the
simplest model and best explanation for the available
data. SEM is eﬀectively used to challenge an a priori
hypothetical model of a system with data observed
about that system. While SEM has been used in the
analysis of behavioural aspects of healthcare [12] its
use in an epidemiological context has been less fre-
quent [13].
We used this patient-centred modelling approach to
investigate the role of risk factors in determining co-
lonization and infection by opportunist pathogens
in an ITU, speciﬁcally MRSA, Acinetobacter spp.,
Klebsiella spp., Candida spp., and Pseudomonas spp.
First, we used Monte Carlo analyses of incidences
of colonization and infection in space and time to in-
vestigate whether cases in the ward were clustered
in space or time. The rationale being that close prox-
imity of cases in time and bed occupancy might be
indicative of contagious rather than opportunistic
colonization and infection among patients. We then
developed a hypothetical pathway model of ward co-
lonization/infection based on recorded patient and
ward management and challenged it using SEM to
disentangle the relative contribution of interacting
covariates in determining the number of cases.
MATERIALS AND METHODS
Management of the ITU and collation of data
The data were derived from records of admission of
patients (from 1 September 2002 to 31 August 2003)
to an 18-bedded ITU in a UK hospital with a high
proportion of trauma, neurosurgery, vascular surgery
and hepato-biliary surgery patients. Patients were ad-
mitted directly from the community and other wards
and all were screened routinely for MRSA carriage.
Clinical samples were collected if patients showed
signs of sepsis. Patients were isolated if they had
diarrhoea, other transmissible infections or were co-
lonized with a resistant organism. Given the diverse
nature of the sources of samples it was not possible to
delineate between colonized and infected status among
the cases so no distinction was made between clinical
infection and asymptomatic colonization. A colon-
ization/infection case or event was considered to be
any positive record of the presence of a pathogen on
an individual patient.
About 3 months into the study period there was an
outbreak of multi-drug resistant Acinetobacter. Iso-
lation protocols were changed to barrier nursing
procedures without moving the patient or bed. Nurs-
ing staﬀ worked a shift system with two shifts per 24-h
period and each patient was allocated a nurse for the
duration of each shift. Nurses also assisted colleagues
with the care of other patients when required. No
records of movements by doctors and other medical
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professionals were kept. Similarly, no information on
nursing activities with individual patients was avail-
able and nurse contact was simply a record of who
was nursing whom and their colonization/infections
status on each shift. Due to availability of data, the
ﬁve pathogens were analysed as species ; sub-species/
serotypes information was not available.
Analysis of clustering of colonization/infection status
among beds and through time
AMonteCarlo approachwas used to estimatewhether
cases of colonization/infection by each of the organ-
isms clustered in time and space. The 18 beds posi-
tions were assumed to be ﬁxed points in space.
A modiﬁcation of K functions was used to assess
the extent to which cases of colonization/infection
within patients were clustered in time and space. The
K function K^s is deﬁned as the expected number of
events within distance s of an arbitrary event. Over a
surface of events it is calculated from:
K^s=
R
n2
X
ilj
X Isdij
wij
,
where R is the area of the study area; n is the number
of points ; s is the distance; I is an indicator variable
taking the value 1 if the event is within the distance s ;
d is the distance between points i and j ; and w is an
edge correction factor that allows for the fact that the
boundary of the study area may lie within the search
radius s beyond which there are obviously no events
to count. If K^s is calculated for randomly distributed
points in the same plane, for multiple realizations
of randomly distributed points, then it is possible
to assess the extent to which the observed pattern K
deviates from random. To consider clustering in both
time and space the K function is extended to K^s, t
which is deﬁned as the expected number of events
within distance s and time t of an arbitrary event.
Here u is the temporal separation between points i
and j ; and v is an analogous edge correction factor for
time:
K^s, t=
R
n2
X
ilj
X Isdij
wij

Ituij
vij
:
If the processes are independent in time and space
then K^s, t should equate to the product of two K
functions, one relating to space K^s and one to time K^t.
The function:
D^st=K^stxK^s  K^t
is then a measure of the extent of spatio-temporal
dependency in the point data. The extent to which
there is spatial and temporal dependency in the point
data can be assessed by Monte Carlo approaches in a
manner similar to that for the simple K function, by
allocating time coordinates to the points at random
and comparing the random D^s, t with those of the
observed.
The extent of clustering is assessed by ranking the
total count of colonizations/infections against similar
total counts obtained from a large number of random
permutations. To allow for the disease demography
we included the full period over which patients were
infected in the analysis. In contrast with K-function
analysis (which addresses points of colonization/in-
fection in time and space) we preserved the trajectory
of time of disease and changes in bed occupancy for
each patient, but permuted when and where they
started. One thousand iterations were performed for
each pathogen.
We undertook initial analyses over the range
0–30% of the total ranges in time and space with
space and time steps of 1 m and 7 days. The limits
were set to ensure that all events were not included in
the count in space or time.
SEM of colonization/infection in the ITU
We collated records of the numbers of patients
reported as carrying individual pathogens with a co-
lonization/infection; beds occupied; the number of
colonized/infected patients seen by nurses prior to any
individual becoming colonized/infected; the level of
ward colonization/infection from admission to the
point at which individual patients became colonized/
infected; the reason for admission to ITU; patient
age; duration of stay prior to colonization/infection
and the APACHE II score on admission to the ward.
The APACHE II score is a continuous measure of
patient health and is an assessment of the likelihood
of patient survival. These data were used to collate a
series of potential predictor variables that were
hypothesized to be responsible for colonization/
infection by each pathogen. These variables were the
number of bed moves made by an individual patient
in the ward, the duration of time in the ward, and
three time-based measures of nurse contact with other
colonized/infected patients prior to an individual be-
coming colonized/infected. The nurse contact variable
was the sum of shifts that a nurse had with colonized/
infected patients in 2, 4 or 6 days prior to the reference
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case becoming colonized/infected. Where patients left
the ward without ever becoming colonized/infected,
they were eﬀectively censored and the relevant details
of time in the ward and bed moves were collated in
relation to their points of leaving. The nurse contact
variables were also measured in relation to the time of
leaving.
We developed a conceptual model of the coloniza-
tion and infection process for all pathogens (Fig. 1).
This model was based on our assessment of the likely
impact of the processes observed in the ITU, it did not
include processes or factors for which we had no data.
As such it is an empirical model. This model assumed
that incidence of colonization/infection in individual
patients in the ITUwas driven by two sets of processes,
one related to patient health and their reason for ad-
mission to the ward and the other related to their
subsequent management post-admission. The ﬁrst
included the cause of admission to ITU and the gen-
eral health of the patient. Patients were admitted for
treatment for one of 19 specialities ; however, the
numbers of patients in each category were, in some
cases, too few for analysis. Specialities that involved
invasive surgical procedures were pooled into a sur-
gical group and those without surgical procedures
into a second group. We assumed that patients suf-
fering invasive procedures and those with high
APACHE II scores were likely to be more susceptible
to colonization/infection. For the second set of pro-
cesses, the hypothesis was that colonization/infection
was related to contact with nurses who had been in
contact with colonized/infected patients prior to the
individual patient becoming colonized/infected (time
period set to contacts in the preceding 2, 4, or 6 days)
and that the number of these contacts was related to
the overall level of colonization/infection in the ward
and the duration of stay prior to colonization/infec-
tion. In addition, risk of colonization/infection would
be greater in patients who had moved beds or around
the ward prior to infection. We also assumed that
length of stay prior to colonization/infection would
increase bed moves and the number of nurse contacts
with colonized/infected patients. Since isolation of
cases of MRSA was a speciﬁc management strategy
bed movement was included as an endogenous vari-
able in the full model forMRSA, but this was assumed
to be an exogenous variable for the other pathogens.
SEM [14] was used to investigate the relationships
among the predictor variables and colonization/
infection in the hypothetical model. The model was
tested for each pathogen and then compared with
simpler models from which non-signiﬁcant pathways
were removed. Goodness of ﬁt was assessed using x2
tests (where a signiﬁcant x2 statistic indicates that the
model is not supported by the data), the comparative
ﬁt index (CFI) and the root mean square error of ap-
proximation (RMSEA) following the methodology of
Kline [14]. The models were ﬁtted using weighted least
squares using a diagonal weight matrix and a variance
adjusted x2 statistic (the default settings for a binary
response variable in a SEM) in the Mplus 8 package
[15]. The Mplus analysis formulation assumes con-
ditional normality rather than the more restrictive as-
sumptions of multivariate normality. The conditional
normality assumption allows non-normality for the
response variables [15].
In order to test the validity of the models we ob-
tained new (validation) data from the same ITU, for
the 4 months preceding the study period (1 May 2002
to 30 August 2002). A typical method for comparing
two datasets in a SEM is to undertake a group ana-
lysis, whereby both sets of data are modelled in com-
bination with group as a covariate, eﬀectively under
the constraint that the parameter estimates are as-
sumed to be the same for each dataset. This approach
was not used since this method makes the assumption
that the two datasets are independent [16], which
given the longitudinal nature of the dataset was not a
valid assumption. Instead, we identiﬁed the most
Ward
prevalence
Bed
moves
Nurse
contacts
Surgery
APACHE
score
Supernumerary
staff
Individual
infection
Duration
of stay
Fig. 1. Full model of the potential routes of infection for an
individual pathogen in an intensive treatment unit.
918 S. P. Rushton and others
parsimonious path model for each pathogen and then
cross-validated each with the new dataset. Three
methods were used to cross-validate each model. In
the ﬁrst we compared the levels of incidence of each
pathogen over the two periods and then made a for-
mal comparison of the magnitude of the covariates
used in the models in the two periods using general-
ized linear models with the log-transformed covari-
ates as the response and the sample period as a
predictor. In the second, the correlation matrices for
the parsimonious model were compared with those
for the new data using the root mean square residual
(RMSR) statistic. This eﬀectively quantiﬁes how the
overall relationships among the covariates diﬀered
between the model and new datasets for each patho-
gen. A Monte Carlo approach was used to test the
extent to which the RMSR statistic diﬀered between
the new data and that used in the original analyses.
Here we permuted the input covariates for each model
1000 times and calculated the RSMR between the
correlationmatrix for the variables used in the original
parsimonious model and that of each permutation.
The number of the random permutations were calcu-
lated that exceeded the RSMR value of that of the
new data to original data comparison. This gave an
assessment of the extent to which the match between
correlation structures in the original model data and
that used in the validation could have arisen by
chance. If the RSMR for the correlation matrices of
the validation data and original model data, for any
pathogen model, was exceeded by 950 of the permu-
tation correlation matrix comparisons then it could be
concluded that the similarity did not arise by chance
and that the correlation structures of the two datasets
were similar. In the third method the parameter esti-
mates from the ﬁnal (parsimonious) SEM for each
pathogen were used to predict the probability of col-
onization/infection expected for each case/non-case in
the new dataset. Receiver operator characteristics
(ROC) plots and area under the curve (AUC) stat-
istics were used to compare the predicted infection/
colonization status with that actually observed in the
validation data.
RESULTS
The incidence of infections within the ITU
A total of 440 patients passed through the ITU ward
in the study period. Patients were admitted under 24
specialities from 87 clinicians ; 291 nursing staﬀ were
associated with individual beds within the ward. The
number of beds with which each nurse was associated
increased with the number of patients admitted, with
102 nurses attending half or more of the beds over the
study. The mean duration of stay in the ward was 38.6
shifts (S.D.=83.8). The number of beds occupied by
individual patients was positively related to length of
stay (r=0.541, t=13.47, P<2.2r10x16). There was a
total of 3814 microbiological tests undertaken on
patients from the ITU over the study period. Of these
cases it was not possible to identify which were colon-
ization, infections at speciﬁc wound sites or whether
the latter were derived from injuries/interventions re-
ceived before, during or after surgery. Nonetheless,
information on sample position was recorded in the
microbiology laboratory and of the samples taken
from ITU; 216 recorded no pathogen, 579 records
were collated from blood samples ; 267 from drains
following procedures ; 1482 from sputum samples ; 186
from swabs; 137 from tips ; 119 from tracheostomies ;
196 from urine and 632 from wounds. Of these there
were 168 cases of colonization/infection by MRSA,
44 cases by Acinetobacter spp., 50 cases by Klebsiella
spp., 105 cases by Candida spp. and 72 cases by
Pseudomonas spp. There was an increase in all cases of
colonization/infection during the ﬁrst 3 months of the
study (Fig. 2), which was followed by a decline and a
slight increase towards the end. The decline in
Acinetobacter cases after the ﬁrst 3 months followed
the introduction of a series of interventions to mini-
mize spread of this pathogen in the ward.
Space–time clustering
Table 1 shows the signiﬁcance of clustering at each
separation in time and space. Colonizations/infections
by MRSA, Candida and Pseudomonas were clustered
at many space and time thresholds, but those of
Acinetobacter and Klebsiella showed no clustering
whatsoever. Clustering was highest in Candida. These
results suggest that for some of the pathogens the
presence of colonization/infection was a risk for sub-
sequent colonization/infection in nearby beds.
SEM of pathways of colonization/infection
Pathway models are assessed by considering (i) the x2
statistic – which should be non-signiﬁcant if the dif-
ference between the predicted covariance structure
and that observed in the data is non-signiﬁcant. In
eﬀect, a non-signiﬁcant x2 is suggestive that the model
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is adequate; (ii) the RMSEA which should be<0.05,
and (iii) through consideration of the signiﬁcance of
the individual path coeﬃcients. x2 tests for the full
models for each pathogen were high suggesting that
our conceptual models were not good descriptors of
the data. The removal of non-signiﬁcant pathways
greatly decreased the x2 values for all pathogens
except Pseudomonas – for which no model provided
signiﬁcant pathways. The models with all of the non-
signiﬁcant predictors removed are shown in Figure 3.
Assessments of model adequacy for parsimonious
models for each pathogen are shown in Table 2. The
best models diﬀered between pathogens. For all
pathogens, the number of nurse contacts with other
colonized/infected patients was a signiﬁcant predictor
of colonization/infection in these simpler models, al-
though the contact period diﬀered between pathogens.
For MRSA, nurse contacts with infected patients for
2, 4 and 6 days prior to colonization/infection were all
signiﬁcant predictors, but the strongest impact was
noted for contacts in the prior 2 days. The results were
similar for Klebsiella colonizations/infections, while
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Fig. 2. Trends in incidence of infections by 5 pathogens in the intensive treatment unit ward, by 12-h shift (x axis), from 2002
to 2003. Note the study began at shift number 1200. Loess smoothing was used to simplify time trend (smoothing parameter
f=0.001, equivalent to 7 shifts around each point).
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nurse contacts in the previous 4 days generated the
best models for Acinetobacter and Candida coloniza-
tions/infections. Nurse contact variables were also
signiﬁcantly related to number of bed moves made
by a patient prior to becoming infected. Therefore,
bed moves impacted on nurse contacts, which in turn
impacted on colonization/infections. These results
suggest that there is an interaction between nursing
contacts with patients and ward management that in-
ﬂuences the likelihood of a patient becoming infected
for all of the pathogens tested, except Pseudomonas.
In addition for all pathogens except MRSA the time
spent in the ward prior to becoming infected was a
signiﬁcant predictor of bed movement. This indicates
that extending the time in the ward increased risk of
becoming infected because it enhanced bed movement
and hence nurse contact. The residual terms (expressed
as coeﬃcients in the boxes in Fig. 3) for internal
variables within the model (i.e. those that are pre-
dicted and are themselves predictors – such as nurse
contacts) were high, suggesting that other key pro-
cesses and variables were not included in our models.
SEM model validation
There was a total of 143 patients in ITUs in the
3-month validation dataset. Numbers of cases of col-
onization and infection were lower in this period, with
only 4 cases of Acinetobacter, 5 of Candida, 2 of
Klebsiella and 8 of MRSA. On the basis of the pre-
vious period we would have expected 11 cases of
Acinetobacter ; 26 of Candida ; 12 of Klebsiella and 44
of MRSA. However, the number of bed movements
and nurse contacts that were key drivers in the SEM
Table 1. Space–time clustering of infections in the intensive treatment unit at diﬀerent time and inter-bed distances
s0 s2 s4 s6 s8 s10 s12 s14
MRSA
t0 0.018 0.001
t4 0.032 0.044 0.006 0.003 0.001 0.000
t8 0.031 0.028 0.004 0.002 0.001 0.000
t12 0.009 0.045 0.010 0.003 0.001 0.000
t16 0.000 0.033 0.008 0.002 0.001 0.000
t20 0.000 0.033 0.015 0.004 0.001 0.000 0.000
t24 0.000 0.008 0.032 0.007 0.002 0.001 0.000 0.000
s0 s2 s4 s6 s8 s10 s12 s14
Candida
t0 0.000 0.000 0.000 0.000 0.000
t4 0.021 0.000 0.000 0.000 0.000 0.000
t8 0.003 0.000 0.000 0.000 0.000 0.000
t12 0.002 0.000 0.000 0.000 0.000 0.000
t16 0.001 0.044 0.000 0.000 0.000 0.000 0.000
t20 0.000 0.027 0.048 0.000 0.000 0.000 0.000 0.000
t24 0.000 0.014 0.023 0.000 0.000 0.000 0.000 0.000
s0 s2 s4 s6 s8 s10 s12 s14
Pseudomonas
t0 0.007 0.024 0.027 0.011 0.011 0.003
t4 0.007 0.039 0.048 0.015 0.003 0.000
t8 0.004 0.019 0.026 0.008 0.001 0.000
t12 0.002 0.009 0.013 0.003 0.001 0.000
t16 0.002 0.005 0.008 0.002 0.000 0.000
t20 0.001 0.002 0.003 0.001 0.000 0.000
t24 0.001 0.001 0.002 0.001 0.000 0.000
s(m) is the distance step in metres and t(m) is the time step in shifts (12 h). P values representing levels of signiﬁcance of
diﬀerence between observed level of clustering and that derived from 1000 permutations of starting point of patient entry into
intensive treatment unit. Grey cells indicate signiﬁcant space–time clustering, e.g. s6 (6 m), t4 (4r 12 h shifts) was P=0.044.
Empty cells indicate no signiﬁcant space–time clustering.
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were also lower in this period. The number of bed
moves per patient was 2.45 times higher in the original
study period for patients with Acinetobacter than in
the validation period (t=17.8 P<0.0r 10x16) and
the number of nurse contacts was higher in this period
by a factor of 1.21 (t=3.67, P<0.00031). The same
was the case for MRSA, Candida and Klebsiella
colonizations/infections where bed movements was
between 2.3 and 2.6 times higher and nurse contacts
with other cases of infection 1.2–2.3 times higher in
the later period than in the validation phase (P<
0.000001 in all cases).
If both the incidence of the pathogens and the
putative drivers changed between the original sam-
pling period and that of the validation period, did
their relationships change? If the correlation structure
of the data derived from the two periods was the same
then the relationships developed in the earlier stage of
the modelling would have greater generality for sub-
sequent periods. The number of times that permuted
samples of the validation data produced RSMR stat-
istics greater than those derived from a comparison of
the cross-validation and original data correlation
matrices, varied with the pathogen. There were in-
suﬃcient cases of Klebsiella for analysis. For the
MRSA models 990 permutation matrices had higher
RSMR values than that of the direct original to vali-
dation data comparison. For Acinetobacter the
number was 797 and for Candida, 992. These results
suggest that the correlation structures of the original
data used in the models and those used to validate
them were similar for each pathogen.
ROC plots assessing the extent to which predictions
of the parsimonious model for each pathogen were
matched by the observed data in the validation data-
sets are shown in Figure 4. In a ROC plot the true
positive rate (sensitivity) is plotted against the false
positive (speciﬁcity) for diﬀerent decision thresholds
for accepting presence. The closer the plot is to the
upper left of the plot the better is the model at pre-
dicting the binary outcome. The AUC represents this
more formally, with a value of 1 representing perfect
ﬁt and values of 0.5 approximately random. In this
case all models except that for MRSA had AUC>0.6
indicating that they performed better than chance.
The model forMRSAwas the poorest, suggesting that
it was little better than chance and that the variables
measured were not good predictors outside of the
dataset for which the model was originally developed.
Summary of results
The pattern of disease in the ITUs over the study
period depended on the pathogen considered. There
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Fig. 3. The best path models (i.e. those with signiﬁcant
pathways) for infections by four pathogens in the intensive
treatment unit 2002–2003. Values next to pathways show
standardized coeﬃcients. The parameter estimates and their
standard errors are shown in parentheses. The unexplained
variation for each of the variables, internally predicted by
the models, is shown in their respective boxes. No model is
shown for the infections caused by Pseudomonas aeruginosa
since there were no signiﬁcant pathways.
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was signiﬁcant clustering of cases of MRSA, Candida
and Pseudmononas, but not of cases of either
Acinetobacter or Klebsiella. For the structural equa-
tion models, only that for cases of Candida was ad-
equate when assessed by both goodness-of-ﬁt criteria
and in terms of its ability to predict new cases. While
the models for Acinetobacter and Klebsiella (and more
marginally MRSA) were adequate when assessed on
the basis of goodness-of-ﬁt criteria, there were insuf-
ﬁcient cases to validate them in the new dataset.
DISCUSSION
The high cost of control programmes and the need for
an evidence base on which to form them have led to
extensive research into risk factors associated with
nosocomial infections. Since experimentation is inevit-
ably diﬃcult in a clinical context, considerable atten-
tion has been paid to modelling approaches. There
have been a number of studies that have investigated
nosocomial infections using modelling approaches.
These have ranged from analytical approaches (e.g.
[17]) that attempt to simulate the dynamics of spread
to stochastic modelling approaches [18, 19] that speci-
ﬁcally recognize the longitudinal and stochastic nature
of colonization in a small population setting. Many of
these approaches have been based on MCMC tech-
niques that allow parameter estimation, e.g. trans-
mission coeﬃcients, when frequentist approaches are
intractable. While some of these models address issues
of the disease progression, e.g. through compartment
models [20], few have addressed issues of day-to-day
patient management considering factors like the role
of individual nurses and individual bed occupancy;
with the possible exception of McBryde [11], who
investigated hand washing and duration of stay on
disease transmission. Our approach was totally em-
pirical, in that we built our conceptual model around
the processes that we observed in this particular ITU.
We wanted to assess the relative impacts of these
procedures on disease incidence, while recognizing
that many of the processes would be non-independent
and interact in the disease process. We used SEM
because it explicitly seeks to model the dependency
among the covariates and the outcomes. All models
are simpliﬁcations of reality and their outputs have to
be judged in the context of the underlying simpliﬁca-
tions and assumptions. In our case simpliﬁcation was
driven as much by the available information as by the
scope of the observed and modelled processes. Our
Table 2. Summary statistics for the pathway models to infection for ﬁve pathogens
Infectious
agent Model
Nurse
contact x2 D.F. P CFI RMSEA
MRSA Full 4 46.647 6 0 0.525 0.146
Parsimonious 2 3.072 1 0.0796 0.976 0.073
Parsimonious 4 3.158 1 0.0756 0.973 0.074
Parsimonious 6 3.495 1 0.0615 0.966 0.08
Acinetobacter Full 4 10.007 11 0.075 0.97 0.055
Parsimonious 2 3.566 3 0.3123 0.997 0.021
Parsimonious 4 3.64 3 0.303 0.996 0.022
Parsimonious 6 3.802 3 0.2837 0.995 0.025
Candida Full 4 60.401 5 0 0.429 0.186
Parsimonious 2 1.919 2 0.3831 1 0
Parsimonious 4 4.937 2 0.0847 0.984 0.058
Parsimonious 6 1.616 1 0.2036 0.998 0.038
Klebsiella Full 4 4.263 5 0.5123 1 0
Parsimonious 2 1.782 4 0.7757 1 0
Parsimonious 4 3.226 3 0.3581 0.998 0.014
Parsimonious 6 3.212 3 0.3601 0.998 0.013
Pseudomonas Full 4 39.793 4 0 0.868 0.166
Results for both the full model and the best path model at each nurse contact period (2, 4 and 6 days) are shown for each. x2 is
the test statistic used to assess the models, D.F. is the degrees of freedom and P is the signiﬁcance level. For x2 tests, non-
signiﬁcance means that the model is an adequate description of the data. The simplest models from which non signiﬁcant
pathways have been removed are shown in Figure 3. CFI is the comparative ﬁt index where values near 1 infer good ﬁt.
RMSEA is the root mean square error of approximation with values<0.05 indicating good ﬁt.
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analyses were not based on data collected from a
‘trial ’, rather they were based on data collected from
a real clinical environment where behaviour was de-
termined by clinical need and not the scientiﬁc rigour
required in experimentation. Furthermore, none of
the data were collected with any form of analysis in
mind, rather they were collected for management and
monitoring of a highly dynamic clinical environment.
This has implications for the results insofar as the
data themselves would not necessarily have been
able to capture the dynamics of colonization or dis-
ease transmission at an appropriate scale, e.g. patients
were not sampled on a daily basis for colonization.
We could not diﬀerentiate between colonization and
infection for which the risk factors are likely to be
diﬀerent. Furthermore, we clearly did not have access
to information on all of the processes likely to be
involved with colonization or infection, and had, at
best, surrogate measures for disease spread. The
potential role of non-nursing medical staﬀ in colon-
ization/infection was not investigated, since attend-
ance of these staﬀ on the ward was not recorded. We
subsumed the role of clinicians into the speciality that
they provided thus possibly underestimating clin-
icians in the colonization/infection process. Prior
patient treatment with antimicrobials was also not
included and this is an important risk factor predis-
posing colonization/infection by both MRSA [8] and
carbapenem-resistant A. baumannii [4]. Pathways of
disease to uncolonized/uninfected patients were only
investigated after colonization/infection was present
in the ward and we assumed that ward colonization/
infection, patient condition and surgery were inde-
pendent of the colonization/infection process.
Our modelling approach could also be criticized on
the basis of attempting to adopt a quasi-frequentist
approach in an environment where the data are un-
likely to meet distributional assumptions. There was
obvious serial dependency between the levels of ward
colonization and infection and nurse contact variables
and the outcome of individual patient colonization/
infection.However, the results indicate that the pattern
of variation and relationships among the outcomes
and their putative covariates were similar in the orig-
inal and validation datasets, suggesting that the SEM
analyses were reasonably robust. Notwithstanding
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Fig. 4. Receiver operator characteristic (ROC) plots assessing model performance for the four parsimonious path models
when used to predict outcomes in the validation dataset. Note that the models used the direct eﬀects and not indirect eﬀects of
variables, since the endogenous proximal variables in the networks were all directly observed.
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these assumptions, weaknesses and omissions, the
results suggest that the pattern of incidence of the
pathogens was diﬀerent on the ward and that manage-
ment and ward-related factors impacted on the each
pathogen diﬀerently. These diﬀerences in pattern may
well relate to the biology of each organism and/or the
direct management of the Acinetobacter outbreak that
occurred during the study period. The outbreak in-
itiated a range of infection control measures over sev-
eral months. These measures controlled the outbreak
as reﬂected in the subsequent low number of cases. It
was not possible to identify which factors contributed
to the reduction of infections by Acinetobacter, but
the absence of clustering in cases during the period
suggests that any contagious element had been con-
tained. The introduction of antibacterial alcohol
hand-washes may have been responsible for the de-
cline. However the incidence of MRSA and Candida
increased subsequently, indicating that incidence of
colonization/infection occurred irrespective of the in-
tervention to control the Acinetobacter outbreak.
Furthermore, the existence of space–time clustering
for three of the pathogens leads us to conclude that
inter-patient transmission of some form for these
pathogens (at least) was occurring on the ward [21].
The SEM analyses attempted to identify risk factors
leading to colonization/infection by each pathogen.
Prior nurse contact with colonized/infected patients
prior to a patient becoming colonized/infected was a
signiﬁcant predictor for all pathogens. Nursing staﬀ
have been implicated as risk factors in previous stud-
ies [22]. Given that the nurse contact, ward level of
colonization/infection and duration of stay prior to
colonization/infection covariates were speciﬁc to each
pathogen (although undoubtedly non-independent)
it is not possible to compare the relative signiﬁcance
of each variable across pathogens. Nevertheless, the
results indicate that the ‘contact time’ leading to the
best models varied with the pathogen, possibly as a
consequence of diﬀerences in their underlying epi-
demiology of transmission. More interestingly, the
number of contacts made by nurses with colonized/
infected cases was signiﬁcantly related to the number
of bed moves made by patients. These results suggest
that there is an interaction between bed movement
and patient–nurse changes that interact to enhance
the risk of colonization/infection. Indeed, this factor
may have been partially responsible for the relatively
low incidence of the pathogens during the period
when the validation data were collected, since the
extent of bed moves and the subsequent nurse con-
tacts with colonized/infected cases was considerably
lower in this part of the study. Ironically, this may
also have contributed to the comparatively low suc-
cess in our model validation, since there were fewer
cases of colonization/infection by each pathogen
available for analysis. The impacts of extended stays
in ward increasing the risk of infection reported else-
where [3] appear to be mediated by bed movements.
This is logical since ward management necessitates
bed movement and the longer patients are present in a
ward the more likely they are to be moved. The sug-
gested role of bed movements in colonization/infec-
tion clearly has implications for ward management
since it implies that patient movement and changing
nurses among patients should be minimized to reduce
risk of colonization and infection. Thus the practice
of moving patients to isolate cases of MRSA within
the ward could pose risks of enhancing other noso-
comial infections.
This study highlights the complex interactions
arising from the need to manage multiple clinical
conditions among multiple nosocomial threats. Our
ﬁndings suggest that the interaction between bed
movement and contact between nursing staﬀ and co-
lonized/infected patients has to be managed pre-
scriptively to minimize risk of infection. The ﬁndings
also suggest that there are diﬀerences in the epidemi-
ology of individual pathogens which mean that a
general strategy aimed at controlling all infections in
an ITU context might not be as eﬀective as individual
strategies aimed at each [21].
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