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Abstract
Let I ⊂P(N) be an ideal. We say that a sequence (yn)n∈N of real numbers is I-convergent to y ∈ R if for every neighborhood U
of y the set of n’s satisfying yn /∈ U is in I. Basing upon this notion we define pointwise I-convergence and I-convergence in
measure of sequences of measurable functions defined on a measure space with finite measure. We discuss the relationship between
these two convergences. In particular we show that for a wide class of ideals including Erdo˝s–Ulam ideals and summable ideals
the pointwise I-convergence implies the I-convergence in measure. We also present examples of very regular ideals such that this
implication does not hold.
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1. Introduction
Let N = {1,2, . . .} and let I ⊂P(N) be an ideal, i.e. a hereditary family of subsets of N stable under finite unions.
We say that a sequence (yn)n∈N of points in a metric space (Y,ρ) is I-convergent to y ∈ Y if {n ∈ N: ρ(yn, y) ε} ∈ I
for every ε > 0. We denote it by yn →I y. If I is a proper ideal, then the limit y is uniquely determined. The notion
of I-convergence is a generalization of the usual convergence of sequences and it was introduced in [9,13], cf. also [8].
If I = Fin is the ideal of all finite subsets of N, then we obtain the usual convergence yn → y. If Fin ⊂ I , then I-
convergence is implied by the usual convergence. When one considers I-convergence, it is reasonable to assume that
Fin ⊂ I =P(N).
I-convergence is also a generalization of the statistical convergence introduced by Steinhaus [18] and Fast [4]. The
statistical convergence is Id -convergence, where Id is the ideal of subsets of N with density equal to zero. We recall
that for A ⊂ N the density of A is the limit d(A) = limn→∞ card(A ∩ [1, n])/n (it does not need to exist). Several
generalizations and applications of statistical convergence have been investigated, see [1,16,5,6,11,12,9,13,2,15].
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that a sequence (yn)n∈N of points in a metric space (Y,ρ) is F -convergent to y ∈ Y if {n ∈ N: ρ(yn, y) < ε} ∈F for
every ε > 0. Both points of view are clearly equivalent: If I is an ideal and F = {A: N \ A ∈ I} is its dual filter, then
the notions of I-convergence and F -convergence coincide.
We discuss a relation between two kinds of I-convergence of sequences of real valued measurable functions defined
on a measure space (X,M,μ), namely pointwise I-convergence and I-convergence in measure.
Definition. Let I ⊂P(N) be an ideal satisfying Fin ⊂ I =P(N).
We say that a sequence (fn)n∈N of real-valued functions defined on set X is pointwise I-convergent to f :X → R
if the sequence (fn(x))n∈N is I-convergent to f (x) for every x ∈ X.
We say that a sequence (fn)n∈N of real-valued measurable functions defined on a measure space (X,M,μ) is
I-convergent in measure to a measurable function f :X → R if μ({x ∈ X: |fn(x)− f (x)| η}) is I-convergent to 0
for every η > 0.
It was proved by Steinhaus [18] and Fast [4] that if a sequence of measurable functions defined on an interval
(with Lebesgue measure) is pointwise statistically convergent to f , then it is statistically convergent in measure to f .
(Pointwise statistical convergence is defined as pointwise Id -convergence and statistical convergence in measure is
defined as Id -convergence in measure.) This result is a statistical variant of the well-known fact concerning the usual
convergence. A further result in this direction was obtained by Kadets and Leonov in [7]. They showed that if I is
generated by a summability matrix and a sequence of measurable functions defined on a measure space with a finite
measure is pointwise I-convergent to a measurable function, then it is I-convergent in measure to the same limit. See
Section 2 after Theorem 1 for more details.
Our aim is to extend the results of Fast, Steinhaus, Kadets and Leonov to even wider class of ideals. An important
role will be played by the topological complexity of an ideal: After identifyingP(N) with the Cantor space C = {0,1}N
in a standard manner we may consider an ideal as a subset of C. It follows that we may consider Borel ideals (they are
Borel subsets of C), analytic ideals (they are analytic subsets of C), Fσ ideals and so on. The following example and
the next two lemmas suggest that it is reasonable to limit our investigations to Borel ideals only.
Example 1. Let C be the Cantor space equipped with the σ -algebra Borel(C) and any finite Borel measure. We fix
an arbitrary maximal ideal I , which is not Borel. Consider a sequence of continuous functions fn : C → R given
by formula fn(x1, x2, . . .) = xn. It is easy to check that the sequence (fn)n∈N is I-convergent to f = 1C\I (here we
consider I as a subset of C). Since I is not Borel, the pointwise I-limit f is non-measurable and it cannot be a limit
of any sequence for I-convergence in measure.
Another example of a sequence of measurable functions, which is I-convergent to a non-measurable function can
be found in [9, Proof of Theorem 5.2]. The following two lemmas show that such a situation cannot take place when
I is a Borel ideal.
Lemma 1. Let X be a set endowed with a σ -algebra M ⊂ P(X) and let (fn)n∈N be a sequence of M-measurable
functions fn :X → R. If I ⊂ P(N) is a Borel ideal, then the set of x ∈ X such that (fn(x))n∈N is I-convergent is
inM.
Proof. We will use an easy observation, that a sequence (yn)n∈N of real numbers is I-convergent iff for every k ∈ N
there exists q ∈ Q satisfying {n: |yn − q| 1/k} ∈ I . It follows that{
x ∈ X: (fn(x))n∈N is I-convergent}=
⋂
k∈N
⋃
q∈Q
{
x ∈ X: {n: ∣∣fn(x) − q∣∣ 1/k} ∈ I}.
Hence it is enough to show that for every k ∈ N and q ∈ Q we have {x ∈ X: {n: |fn(x)− q| 1/k} ∈ I} ∈M. We fix
k ∈ N and q ∈ Q and define a function g :X → {0,1}N by formula
g(x)(n) =
{1 if |fn(x) − q| 1/k,0 if |fn(x) − q| < 1/k.
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{n: |fn(x) − q| 1/k} ∈ I} = g−1[I] ∈M. 
Lemma 2. Let X be a set endowed with a σ -algebra M ⊂ P(X) and let I ⊂ P(N) be an ideal. Assume that a
sequence (fn)n∈N of M-measurable functions fn :X → R is pointwise I-convergent to some f :X → R. If I is a
Borel ideal, then f isM-measurable.
Proof. We need to verify that for every a ∈ R we have {x ∈ X: f (x) < a} ∈M. Since the last set is equal to⋃
k∈N{x ∈ X: {n: fn(x)  a − 1/k} ∈ I}, it is enough to check that {x ∈ X: {n: fn(x)  b} ∈ I} ∈M for every
b ∈ R. We fix b ∈ R and define a function g :X → {0,1}N by formula
g(x)(n) =
{1 if fn(x) b,
0 if fn(x) < b.
Clearly g(·)(n) :X → {0,1} is M-measurable for every n ∈ N, hence g is M-measurable. It follows that {x ∈ X:
{n: fn(x) b} ∈ I} = g−1[I] ∈M. 
In Section 2 we will show that for a wide class of ideals including Erdo˝s–Ulam ideals and summable ideals the
pointwise I-convergence implies the I-convergence in measure for sequences of functions defined on a measure space
with finite measure (cf. Theorem 1). In Sections 3 and 4 we will present examples of very regular ideals such that this
implication does not hold in a very strong way (cf. Theorems 2 and 3).
2. Positive theorem
An ideal I is a P -ideal if for every sequence (An)n∈N of elements of I there exists A∞ ∈ I such that An \ A∞
is a finite set for every n ∈ N. It was proved by Solecki that every analytic P -ideal is determined by some lower
semicontinuous submeasure on N.
Definition. Let S be a set. We say that a map ϕ :P(S) → [0,∞] is a submeasure on S if it satisfies the following
conditions:
• ϕ(∅) = 0 and ϕ({s}) < ∞ for every s ∈ S,
• ϕ is monotone: if A ⊂ B ⊂ S, then ϕ(A) ϕ(B),
• ϕ is subadditive: if A,B ⊂ S, then ϕ(A ∪ B) ϕ(A) + ϕ(B).
A submeasure ϕ on N is lower semicontinuous if for every A ⊂ N we have ϕ(A) = limn→∞ ϕ(A ∩ [1, n]).
Note that a submeasure on N is lower semicontinuous iff it is lower semicontinuous as a function from P(N)
to [0,∞]. Solecki proved in [17] that every analytic P -ideal I can be presented as
I =
{
A ⊂ N: lim
n→∞ϕ
(
A \ [1, n])= 0}
for some lower semicontinuous submeasure ϕ on N (it is easy to see that every family of subsets of N which can be
presented in the above form is a P -ideal and its complexity is Fσδ , cf. [3]).
Another class of ideals related to submeasures are Fσ ideals. It was proved by Mazur [10] that every Fσ ideal I
can be presented as
I = {A ⊂ N: ϕ(A) < ∞}
for some lower semicontinuous submeasure ϕ (again, it is easy to see that every family of subsets of N which can be
presented in the above form is an Fσ ideal).
The main result of this part of the paper is the following:
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satisfying
∀A⊂N ϕ(A) = sup
{
ν(A): ν is a measure on N satisfying ν  ϕ}. (1)
Let (X,M,μ) be a measure space satisfying 0 < μ(X) < ∞. If fn :X → R are measurable functions and the se-
quence (fn)n∈N is pointwise I-convergent to f :X → R, then f is measurable and (fn)n∈N is I-convergent in
measure to f .
By ν  ϕ we mean that ϕ majorizes ν, i.e., ν(A)  ϕ(A) for all A ⊂ N. According to the upcoming lemma the
assumptions of Theorem 1 concerning the submeasure ϕ can be slightly weakened.
Lemma 3. Let I be an analytic P -ideal. The following three conditions are equivalent:
(1) I is determined by a lower semicontinuous submeasure ϕ on N such that
∀A⊂N ϕ(A) = sup
{
ν(A): ν is a measure on N satisfying ν  ϕ},
(2) I is determined by a lower semicontinuous submeasure ϕ′ on N such that ϕ′(A) = sup{ν(A): ν ∈ M}, where M
is some set of measures on N,
(3) There exists a lower semicontinuous submeasure ϕ′′ on N and C > 0 such that I is determined by ϕ′′ and for
every finite A ⊂ N there exists a measure ν on N satisfying ν  ϕ′′ and ν(A)C · ϕ′′(A).
Proof. To show that (1) ⇒ (2) we put ϕ′ = ϕ and M = {ν: ν is a measure on N and ν  ϕ}. For the implication
(2) ⇒ (1) we put ϕ = ϕ′. Then for A ⊂ N we have
ϕ(A) = sup{ν(A): ν ∈ M} sup{ν(A): ν is a measure on N satisfying ν  ϕ} ϕ(A).
We put ϕ′′ = ϕ and we choose any 0 < C < 1 to get (1) ⇒ (3). Finally, to show (3) ⇒ (2) we define M as
{ν: ν is a measure on N such that for some finite subset A ⊂ N we have ν  ϕ′′ and ν(A)  C · ϕ′′(A)}. Then ϕ′
defined in (2) satisfies C · ϕ′′  ϕ′  ϕ′′ hence ϕ′ and ϕ′′ determine the same ideal.
It can be showed with a bit more effort that in the implication (1) ⇒ (2) we can assure that M is countable. (Note
that it is enough that the equality in (2) is satisfied for finite subsets of N and there are only countably many finite
subsets of N.) 
The class of ideals covered by Theorem 1 is quite wide. It is in particular satisfied by Erdo˝s–Ulam ideals (including
the ideal Id ), summable ideals and density ideals (cf. [3]). We recall that I is an Erdo˝s–Ulam ideal if it consists of all
subsets of N with (an)-density equal to 0, i.e.,
I =
{
A ⊂ N: lim
n→∞
∑
k∈A∩[1,n] ak∑n
k=1 ak
= 0
}
for some sequence (an)n∈N of non-negative real numbers satisfying
∑
n∈N an = ∞. Note that Id is an Erdo˝s–Ulam
ideal for any constant non-zero sequence (an)n∈N. Erdo˝s–Ulam ideal I is determined by the submeasure ϕ(A) =
supn∈N
∑
k∈A∩[1,n] ak/
∑n
k=1 ak . I is a summable ideal if I = {A ⊂ N:
∑
k∈A ak < ∞} for some sequence (an)n∈N
of non-negative real numbers satisfying
∑
n∈N an = ∞. Summable ideal I is determined by the submeasure ϕ(A) =∑
k∈A ak .
Proof of Theorem 1. Assume that I is determined by a submeasure ϕ and a sequence (fn)n∈N is pointwise I-
convergent to f . Since every analytic P -ideal is a Borel ideal (cf. [3]), the measurability of f follows by Lemma 2.
Fix arbitrary ε > 0 and δ > 0. To avoid extremely long formulas we denote
Ex =
{
i ∈ N: ∣∣fi(x) − f (x)∣∣ ε} for x ∈ X,
Ei = {x ∈ X: ∣∣fi(x) − f (x)∣∣ ε} for i ∈ N.
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ϕ
({
i ∈ N: μ(Ei) δ} \ [1, n])< γ. (2)
We fix γ > 0 and denote An = {x ∈ X: ϕ(Ex \ [1, n]) < γ δ/(4μ(X))}. Since the functions fn and f are measurable
and ϕ is lower semicontinuous (hence Borel), it can be easily shown that the sets An are inM. By the definition of
the pointwise I-convergence we have that ⋃n∈NAn = X. Clearly An ⊂ An+1 for n ∈ N. It follows that there exists
n0 ∈ N satisfying μ(An0) > μ(X) − δ/2.
We will show that condition (2) holds for n = n0. Assume the contrary. Then, by our assumptions on the lower
semicontinuous submeasure ϕ, there exist N ∈ N and a measure ν  ϕ on N satisfying
ν
({
i ∈ N: μ(Ei) δ}∩ (n0,N])> ϕ({i ∈ N: μ(Ei) δ}∩ (n0,N])− γ /3 > γ/2.
It is not possible because
ν
({
i ∈ N: μ(Ei) δ}∩ (n0,N])=
N∑
i=n0+1
ν
({i})1{i: μ(Ei)δ}(i)
N∑
i=n0+1
ν
({i})1{i: μ(Ei∩An0 )δ/2}(i)

N∑
i=n0+1
ν
({i})2
δ
∫
An0
1Ei (x)μ(dx) =
2
δ
∫
An0
N∑
i=n0+1
ν
({i})1Ex (i)μ(dx)
= 2
δ
∫
An0
ν
(
Ex ∩ (n0,N]
)
μ(dx) 2
δ
∫
An0
γ δ
4μ(X)
μ(dx) = γμ(An0)
2μ(X)
 γ
2
.
The obtained contradiction completes the proof. 
Theorem 1 is a generalization of one of results obtained by V. Kadets and A. Leonov in [7]. In their paper they
consider the filter convergence and they investigate filters for which the Lebesgue theorem on dominated convergence
remains valid after replacing the usual convergence with the filter convergence (they call them Lebesgue filters). To
recall their result we will use the ideal convergence terminology (e.g. we will write about Lebesgue ideals instead
of Lebesgue filters). It can be easily deduced from [7, Theorem 2.2] that Lebesgue ideals can be characterized as
follows: I is a Lebesgue ideal iff for arbitrary measure space with finite measure and for every sequence (fn)n∈N
of measurable functions which is pointwise I-convergent to a measurable function f we have that (fn)n∈N is I-
convergent in measure to f . Note that above we assume that f is measurable, while in Theorem 1 there is no such
assumption. Kadets and Leonov show [7, Proposition 3.1] that every ideal generated by a summability matrix is a
Lebesgue ideal.
Definition. An infinite matrix (bn,i)n,i∈N is a summability matrix if it satisfies the following conditions:
• bn,i  0 for all n, i ∈ N,
• ∑i∈N bn,i  1 for every n ∈ N,
• lim supn→∞
∑
i∈N bn,i > 0,
• limn→∞ bn,i = 0 for every i ∈ N.
We define an ideal generated by summability matrix (bn,i)n,i∈N as {A ⊂ N: limn→∞∑i∈A bn,i = 0}.
Note that Fin and Erdo˝s–Ulam ideals (including Id ) are generated by a summability matrix. We will show that
Theorem 1 is strictly stronger than [7, Proposition 3.1].
Lemma 4. Every ideal determined by a summability matrix satisfies the assumptions of Theorem 1.
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submeasure ϕ by ϕ(A) = supn∈N νn(A), where νn(A) =
∑
i∈A bn,i for A ⊂ N. Clearly, ϕ satisfies condition (1) from
Theorem 1. We will show that the ideal determined by ϕ is I .
Let A ∈ I . For every ε > 0 we need to find N ∈ N such that ϕ(A\[1,N]) < ε. We fix n0 ∈ N such that∑i∈A bn,i <
ε/2 for n n0. Let N ∈ N satisfy∑i>N bn,i < ε/2 for n < n0. For n < n0 we have νn(A\[1,N ])∑i>N bn,i < ε/2
and for n n0 we have νn(A \ [1,N])∑i∈A bn,i < ε/2. Summing up ϕ(A \ [1,N]) ε/2 < ε.
Now let A be in the ideal determined by the submeasure ϕ. We will show that A ∈ I . We fix ε > 0. Let N ∈ N
satisfy ϕ(A \ [1,N ]) < ε/2 and let n0 ∈ N be such that ∑iN bn,i < ε/2 for n n0. For n n0 we have
∑
i∈A
bn,i  νn
(
A \ [1,N])+ ∑
iN
bn,i < ϕ
(
A \ [1,N])+ ε/2 < ε.
It follows that limn→∞
∑
i∈A bn,i = 0 and A ∈ I . 
Lemma 5. Let (ai)i∈N be a sequence of non-negative numbers such that
∑
i∈N ai = ∞ and limi→∞ ai = 0. There
does not exist an infinite matrix (bn,i)n,i∈N such that for every n ∈ N the series ∑i∈N |bn,i | is convergent and for
every A ⊂ N one has ∑i∈A ai < ∞ iff limn→∞∑i∈A bn,i = 0.
Proof. Assume the contrary: Let (ai)i∈N and (bn,i)n,i∈N satisfy the conditions from the text of the lemma.
For every j ∈ N we clearly have ∑i∈{j} ai = aj < ∞, hence limn→∞ bn,j = limn→∞∑i∈{j} bn,i = 0. We define
by induction two increasing sequences (nk)k∈N and (ik)k∈N of natural numbers as follows: Let n1 = 1 and let i1 be
the smallest natural number such that ai < 1 for every i  i1. Given n1, n2, . . . , nk−1 and i1, i2, . . . , ik−1 we define nk
as the smallest natural number satisfying
• nk > nk−1,
• ∑i<ik−1 |bn,i | < 1/k for every n nk .
Then we define ik as the smallest natural number satisfying
• ∑ik−1i=ik−1 ai  1,
• ai < 1/k for every i  ik ,
• ∑iik |bn,i | < 1/k for every n < nk .
Moreover, for every k ∈ N let i′k be the smallest natural number satisfying
∑i′k
i=ik ai  1/k. We have that ik  i
′
k < ik+1
and
∑i′k
i=ik ai < 2/k.
Consider the set A = ⋃k∈N[i2k, i′2k] ∩ N. We have ∑i∈A ai = ∑k∈N∑i
′
2k
i=i2k ai 
∑
k∈N 1/(2k) = ∞. Thus∑
i∈A bn,i does not converge to 0 when n → ∞. It follows that there exist ε > 0 and an infinite set S ⊂ N such
that for every k ∈ S we have |∑i∈A bn,i |  ε for some n satisfying n2k  n < n2k+2. We can assume (replacing S
with its subset if necessary) that ∑k∈S∑i
′
2k
i=i2k ai < ∞ (note that 0
∑i′2k
i=i2k ai < 2/(2k) → 0 when k → 0).
Now we consider the set A′ =⋃k∈S[i2k, i′2k] ∩ N. We have ∑i∈A′ ai =∑k∈S∑i
′
2k
i=i2k ai < ∞. On the other hand,
for every K ∈ S such that K > 4/ε and for every N satisfying n2K N < n2K+2 and |∑i∈A bN,i | ε we have
∣∣∣∣
∑
i∈A′
bN,i
∣∣∣∣=
∣∣∣∣∣
∑
k∈S
i′2k∑
i=i2k
bN,i
∣∣∣∣∣
∣∣∣∣∣
i′2K∑
i=i2K
bN,i
∣∣∣∣∣−
∑
k =K
i′2k∑
i=i2k
|bN,i |

∣∣∣∣∣
∑ i′2k∑
bN,i
∣∣∣∣∣− 2
∑ i′2k∑
|bN,i | =
∣∣∣∣
∑
bN,i
∣∣∣∣− 2
∑ i′2k∑
|bN,i | − 2
∑ i′2k∑
|bN,i |
k∈N i=i2k k =K i=i2k i∈A k<K i=i2k k>K i=i2k
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∑
i<i2K−1
|bN,i | − 2
∑
ii2K+2
|bN,i | ε − 2 · 12K − 2 ·
1
2K + 2 > ε/2,
hence
∑
i∈A′ bn,i  0 when n → ∞. Since
∑
i∈A′ ai < ∞, we obtain a contradiction which completes the proof. 
A similar reasoning can be found in [14]. By Lemmas 4 and 5 we immediately have:
Corollary 1. No summable ideal determined by a sequence convergent to 0 is generated by a summability matrix.
The class of ideals satisfying the assumptions of Theorem 1 is strictly larger than the class of ideals generated by
a summability matrix.
3. Negative example: Analytic P -ideal
Theorem 2. There exists an analytic P -ideal I such that for every non-atomic measure space (X,M,μ) satisfying
0 < μ(X) < ∞ and for every two measurable functions f,g :X → R there exists a sequence (fn)n∈N of measurable
functions fn :X → R such that (fn)n∈N is pointwise I-convergent to f and (fn)n∈N is I-convergent in measure to g.
Lemma 6. For every T > 1 and ε > 0 there exist a finite set S, a submeasure ψ :P(S) → [0,∞), positive numbers
t1, t2, . . . , tn and subsets A1,A2, . . . ,An ⊂ S satisfying the following conditions:
• ψ(S) = 1,
• ψ(Ai) < ε for i = 1,2, . . . , n,
• ∑ni=1 ti < T ,
• ∑ni=1 ti1Ai  1S .
Proof. We fix natural numbers K and N such that 1/2K < ε and (N/(N − 1))K < T . For every k ∈ N ∪ {0} let
N=k = {1,2, . . . ,N}k , N<k =⋃k−1i=0 N=i and Nk = N<k ∪ N=k . Let S = {1,2, . . . ,N}N<K be the set of functions
from N<K to {1,2, . . . ,N}.
For w = (w1,w2, . . . ,wK) ∈ N=K we define
Aw =
{
f ∈ S: f (w1,w2, . . . ,wk−1) = wk for k = 1,2, . . . ,K
}
.
For A ⊂ S we define
ψ(A) = 1
2K
min
{
|W |: W ⊂ N=K and A ⊂
⋃
w∈W
Aw
}
.
It is easy to see that ψ is a submeasure. For every w ∈ N=K we have ψ(Aw) = 1/2K < ε. Every f ∈ S is an element
of exactly (N − 1)K sets Aw. It follows that for tw = 1/(N − 1)K we have ∑w∈N=K tw1Aw = 1S and ∑w∈N=K tw =
(N/(N − 1))K < T . It remains to be shown that ψ(S) = 1.
For W ⊂ N=K and k = 0,1, . . . ,K we define sets Dk(W) ⊂ N=k as follows:
• DK(W) = W ,
• For k = 1,2, . . . ,K set Dk−1(W) consists of (k−1)-tuples (w1,w2, . . . ,wk−1) ∈ N=k−1 satisfying the condition:
there exist distinct w1k ,w
2
k ∈ {1,2, . . . ,N} such that (w1, . . . ,wk−1,w1k) and (w1, . . . ,wk−1,w2k) are in Dk(W).
We will show that
⋃
w∈W Aw = S iff D0(W) = ∅. First assume that D0(W) = ∅. Let f ∈ S be arbitrary. We
will find (w1,w2, . . . ,wK) ∈ W such that f ∈ A(w1,w2,...,wK). Since ( ) ∈ D0(W), there exist w11 = w21 satisfying
(w11) ∈ D1(W) and (w21) ∈ D1(W). We choose w1 to be any element of {w11,w21} \ {f ( )}. Similarly, since (w1) ∈
D1(W), there are w12 = w22 satisfying (w1,w12) ∈ D2(W) and (w1,w22) ∈ D2(W). We choose w2 to be any element
of {w12,w22} \ {f (w1)}. Proceeding this way we obtain w1,w2, . . . ,wK such that (w1,w2, . . . ,wK) ∈ DK(W) = W
and f (w1,w2, . . . ,wk−1) = wk for k = 1,2, . . . ,K , hence f ∈ A(w1,w2,...,wK). Since f ∈ S was arbitrary, we get⋃
Aw = S.w∈W
A. Komisarski / J. Math. Anal. Appl. 340 (2008) 770–779 777Now, assume that D0(W) = ∅. We will construct f ∈ S such that f /∈ Aw for every w ∈ W . If (w1, . . . ,wk−1) ∈
N<K is not in Dk−1(W) and there exists wk satisfying (w1, . . . ,wk) ∈ Dk(W), then we put f (w1, . . . ,wk−1) = wk .
In any other case (i.e., if (w1, . . . ,wk−1) ∈ Dk−1(W) or there does not exist wk with (w1, . . . ,wk) ∈ Dk(W))
we put f (w1, . . . ,wk−1) = 1. Let w = (w1,w2, . . . ,wK) ∈ W and let k be the largest natural number satisfying
(w1,w2, . . . ,wk−1) /∈ Dk−1(W). Then f (w1,w2, . . . ,wk−1) = wk and f /∈ Aw.
It is easy to observe that Dk({1,2}K) = {1,2}k = ∅, hence S = ⋃w∈{1,2}K Aw. It follows that ψ(S)  1/2K ·
2K = 1. On the other hand, if W ⊂ N=K satisfies D0(W) = ∅, then for k = 0,1, . . . ,K we clearly have |Dk(W)| 2k .
Thus |W | = |DK(W)| 2K and ψ(S) 1/2K · 2K = 1. 
Proof of Theorem 2. For every k ∈ N we apply Lemma 6 with T = Tk = (k + 1)/k and ε = εk = 1/k and obtain
suitable finite sets Sk , submeasures ψk numbers tk1 , t
k
2 , . . . , t
k
n(k) and subsets A
k
1,A
k
2, . . . ,A
k
n(k) ⊂ Sk . We define a se-
quence (Nk)k0 with Nk ∈ N ∪ {0} by formula Nk =∑ki=1 |Si |. We have |N ∩ (Nk−1,Nk]| = |Sk|, hence we can
identify both sets and assume that Sk = N ∩ (Nk−1,Nk]. The required ideal I is an analytic P -ideal determined by
a submeasure ϕ defined by
ϕ(A) = sup
k∈N
ψk
(
A ∩ (Nk−1,Nk]
)
.
It is easy to check that ϕ is a lower semicontinuous submeasure.
Now, let (X,M,μ) be a non-atomic measure space satisfying 0 < μ(X) < ∞ and let f,g :X → R be measurable.
For every k ∈ N let Mk1 ,Mk2 , . . . ,Mkn(k) ∈M be disjoint subsets of X such that μ(Mki ) = μ(X) · tki /Tk . We define
functions fn by formula
fn(x) = f (x) +
(
g(x) − f (x))
n(k)∑
i=1
1Mki (x) · 1Aki (n),
where k is such that n ∈ (Nk−1,Nk].
We will show that (fn)n∈N is pointwise I-convergent to f . Fix x ∈ X. For every ε > 0 we have Ex := {n ∈ N:
|fn(x)−f (x)| ε} ⊂ {n ∈ N: fn(x) = f (x)}. If n ∈ Ex and n ∈ (Nk−1,Nk] for some k, then there exists exactly one
i  n(k) such that x ∈ Mki and then n ∈ Aki . Note that i depends on x and k and does not depend on n ∈ (Nk−1,Nk]. It
follows that Ex ∩ (Nk−1,Nk] is contained in one of the sets Aki , thus ψk(Ex ∩ (Nk−1,Nk]) < εk = 1/k and we have
ψk
((
Ex \ [1,Nj ]
)∩ (Nk−1,Nk])=
{
ψk(∅) = 0 if j  k,
ψk(Ex ∩ (Nk−1,Nk]) < 1/k < 1/j if j < k.
Summing up, ϕ(Ex \ [1,Nj ]) 1/j → 0 when j → ∞, thus Ex ∈ I and (fn(x))n∈N I-converges to f (x).
Finally, we will show that (fn)n∈N I-converges in measure to g. We fix ε > 0 and δ > 0. We need to show that
the set of n’s satisfying μ({x ∈ X: |fn(x)− g(x)| ε}) δ is in I . Let k > μ(X)/δ. Then μ(X)(1 − 1/Tk) < δ. For
n ∈ (Nk−1,Nk] if |fn(x) − g(x)| ε, then ∑n(k)i=1 1Mki (x) · 1Aki (n) = 0. It follows that for such n and k we have
μ
({
x ∈ X: ∣∣fn(x) − g(x)∣∣ ε}) μ
(
X \
⋃
i: n∈Aki
Mki
)
= μ(X) −
∑
i: n∈Aki
tki
Tk
μ(X)
= μ(X) −
n(k)∑
i=1
tki 1Aki (n)
Tk
μ(X) μ(X) − 1(Nk−1,Nk](n)
Tk
μ(X)
= μ(X)(1 − 1/Tk) < δ.
We have just shown that not only (fn)n∈N I-converges in measure to g but it also converges in measure to g in the
usual sense. 
Remark. For f = 0 and g = 1 let (fn)n∈N be the sequence constructed in the proof of Theorem 2. If we define
(f ′n)n∈N by
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fn when n ∈ (Nk−1,Nk] and k is odd,
f when n ∈ (Nk−1,Nk] and k is even,
then (f ′n)n∈N is pointwise I-convergent to f but it is not I-convergent in measure to any function. Similarly, if we
define (f ′′n )n∈N by
f ′′n =
{
fn when n ∈ (Nk−1,Nk] and k is odd,
g when n ∈ (Nk−1,Nk] and k is even,
then (f ′′n )n∈N is I-convergent in measure to g but (f ′′n (x))n∈N is not I-convergent for any x ∈ X.
4. Negative example: Fσ ideal
Theorem 3. There exists an Fσ ideal I such that for every non-atomic measure space (X,M,μ) satisfying 0 <
μ(X) < ∞ and for every two measurable functions f,g :X → R there exists a sequence (fn)n∈N of measurable
functions fn :X → R such that (fn)n∈N is pointwise I-convergent to f and (fn)n∈N is I-convergent in measure to g.
Lemma 7. There exists a sequence (An)n∈N of clopen subsets of the Cantor space C = {0,1}N such that
limn→∞ ν(An) = 0 and for every finite set F ⊂ C one has F ⊂ An for infinitely many n’s. (ν stands for the canonical
probability measure on C determined by ν({y ∈ C: y(1) = c1, y(2) = c2, . . . , y(k) = ck}) = 2−k for every k ∈ N and
c1, c2, . . . , ck ∈ {0,1}.)
Proof. We construct consecutive sets of the sequence (An)n∈N in blocks. Number of elements in the kth block (where
k = 1,2, . . .) is equal to (2k
k
)
. The first block consists of two sets: A1 and A2, the second block contains 6 sets: A3,
A4, A5, A6, A7 and A8, the kth block consists of sets An with n satisfying
∑k−1
l=1
(2l
l
)
< n
∑k
l=1
(2l
l
)
.
For k ∈ N let Fk be a family of subsets of C consisting of the sets {(c1, c2, . . .): ck+1, ck+2, . . . ∈ {0,1}}, where
c1, c2, . . . , ck ∈ {0,1}. We consider all possible choices of k elements from Fk . Note that the number of these choices
is exactly the same as the number of sets An to be defined in the kth block (and is equal to
(2k
k
)), so there exists a
bijection between the set of all the choices and the family of sets An in the kth block. If An is in the kth block, then
we define An as a union of the corresponding k sets from Fk .
It is clear that Ak is clopen. Moreover, ν(An) = k/2k for An in the kth block, hence limn→∞ ν(An) =
limk→∞ k/2k = 0.
Now, we fix an arbitrary finite set F ⊂ C. Let k ∈ N be any number satisfying k  |F |. We have ⋃Fk = C. It
follows that F can be covered with |F | sets from Fk . Hence it is possible to choose k different sets I1, I2, . . . , Ik ∈Fk
satisfying F ⊂⋃ki=1 Ii . We have just shown that there exists at least one set An in the kth block such that F ⊂ An.
Since k  |F | was arbitrary, it follows that F ⊂ An for infinitely many n’s. 
Proof of Theorem 3. Let (An)n∈N be the sequence given by Lemma 7. Consider the family G = {By : y ∈ C} ∪ Fin,
where By = {n: y /∈ An} ⊂ N. Let I be the ideal generated by G. Clearly, Fin ⊂ I . Moreover, I = P(N). Otherwise
it would be N ∈ I , thus N = By1 ∪ · · · ∪Byl ∪F for some y1, y2, . . . , yl ∈ C and a finite set F ⊂ N. Then there would
be only finitely many n’s satisfying y1, y2, . . . , yl ∈ An. A contradiction.
We will show that I is an Fσ ideal. To this end, consider the sets
Kl =
{
(Q,Q1,Q2, . . . ,Ql,F, y1, y2, . . . , yl) ∈
(P(N))l+2 × Cl : Q ⊂ Q1 ∪ Q2 ∪ · · · ∪ Ql ∪ F,
Qi = Byi for i = 1,2, . . . , l and F ⊂ {1,2, . . . , l}
}
,
where l ∈ N. It is easy to verify that sets Kl are closed (here we use the clopenness of An’s), hence they are compact.
We have I =⋃∞l=1 π1[Kl], where π1’s are projections onto the first coordinate in suitable products. Thus I is Fσ
subset of P(N).
Now, let (X,M,μ) be a non-atomic measure space satisfying 0 < μ(X) < ∞ and let f,g :X → R be measurable.
Since (X,M,μ) is non-atomic, it is easy to define by induction a sequence (Mn)n∈N of elements of M satisfying
μ(
⋂N
n=1 M
εn
n ) = μ(X) · ν(⋂Nn=1 Aεnn ) for every N ∈ N and ε1, ε2, . . . , εN ∈ {0,1}. (Here we use a notation: A0n = An,
A1n = C \ An, M0n = Mn, M1n = X \ Mn.) Moreover, we can assure that if ν(
⋂N
n=1 A
εn
n ) = 0, then ⋂Nn=1 Mεnn = ∅. For
n ∈ N we define fn :X → R by fn = g + (f − g)1Mn .
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μ({x: |fn(x) − g(x)| ε}) →I 0, hence (fn)n∈N I-converges in measure to g.
Now, let x ∈ X and ε > 0 be arbitrary. Clearly {n: |fn(x)−f (x)| ε} ⊂ {n: x /∈ Mn}. Denote {n: x /∈ Mn} by Dx .
We will show that Dx = By for some y ∈ C. The required y is any element of the intersection ⋂∞n=1 A1−1Dx (n)n . It
is enough to show that this intersection is non-empty. We have x ∈⋂∞n=1 M1−1Dx (n)n . Hence for every N ∈ N the
set
⋂N
n=1 M
1−1Dx (n)
n is non-empty and μ(
⋂N
n=1 A
1−1Dx (n)
n ) > 0.
⋂∞
n=1 A
1−1Dx (n)
n is non-empty as an intersection of
a decreasing sequence of non-empty compact sets
⋂N
n=1 A
1−1Dx (n)
n . We have shown that {n: |fn(x) − f (x)| ε} ⊂
Dx = By ∈ I . Thus (fn)n∈N is pointwise I-convergent to f . 
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