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1. INTRODUCTION 
Consider the following second-order linear difference quation: 
ly(n) := w-l(n) {-V(p(n)Ay(n)) + q(n)y(n) 
+i[A(~(n)y(n) )  + ~(n)Vy(n) ]}  = ~y(n),  n e [0, ~) ,  
(1.1) 
where V and A are the backward and forward difference operators, respectively, namely, Vy(n) := 
y(n) - y(n - 1) and Ay(n) := y(n + 1) - y(n); p(n), q(n), r(n), and w(n) are real numbers with 
w(n) > 0 for n C [0, c~) and p(n) ~ 0 for n E [-1, oo); [0, co) denotes the integer set {n}n~=0; )t 
is a complex parameter. 
If r(n) =_ O, (1.1) becomes the following formally self-adjoint second-order 4ifference quation 
with only real coefficients: 
ly(?%) :-~- w -1  (n ){ - -V(p(n)Ay(n) )  q- q (n )y (n)}  : )ky(n), n e [0, oo), (1.2) 
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which can be regarded as a discrete analog of the following self-adjoint second-order differential 
equation: 
[y(t) := w-Z(t) {-(p(t)y'(t))' + q(t)y(t)} = ),y(t), t _> 0. (1.3) 
Weyl [1] first made an important observation that [ can be divided into two cases: the limit- 
point and limit-circle cases. His work has greatly been developed and generalized to Hamiltonian 
systems (cf., [2-8], and references cited therein). Atkins0n first found that the formally self- 
adjoint second-order difference quation (1.2) can also be divided into the limit-point case (1.p.c.) 
and the limit-circle case (1.c.c.) and established several criteria of the limit-point and limit- 
circle cases for equation (1.2) [51. His work was further developed (cf., [9-131, and references 
cited therein). Several other sufficient conditions for the limit-point and limit-circle cases of 
equation (1.2) were given later (cf., [9-11,13]). Especially, some sufficient and necessary conditions 
were given in the recent paper [13]. Research on spectral theory of discrete Hamiltonian systems 
has attracted a great deal of interest and some good results have been obtained (cf., [14-17], 
and references cited therein). In particular, some Titchmarsh-Weyl fundamental theory has been 
established in the paper [17] for the following singular discrete Hamiltonian system: 
JAy(t) = (AW(t) + P(t)) R(y)(t), t ¢ [0, oo), (1.4) 
where W(t) and P(t) are 2d x 2d Hermitian matrices, and W(t) > 0 is the weighted function; 
the right partial shift operator R(y)(t):= (y[(t + 1),y2T(t)) y with y(t) = (y[(t),y-~(t)) T, and 
m(t),y2(t) ~ ca; (0 --/d) 
J=  Id 0 ' 
and Id is the d x d unit matrix. For convenience, in the sequel discussions, we first recall the 
assumptions for system (1.4) in [17]. It is assumed that W(t) has the block diagonal form 
W(t) = diag {Wz (t), W2(t)}, where Wj (t) is a d x d nonnegative matrix for j = 1, 2. P(t) can be 
written as the block form: 
P(t) = ( -C( t )  A*(t) ) 
\ A(t) B(t) ' 
where A(t), B(t), and C(t) are d x d matrices and A*(t) is the conjugate transpose of A(t). 
Furthermore, it is assumed that 
(A1) there exists a positive integer no such that for all A C C and for all the nontrivial solution 
y(t, A) of (1.4), it holds that 
k 
E n(y)*(t, A)W(t)R(y)(t, A) > O, 
t=O 
k _> no; 
(A2) Id - A(t) is invertible on [0, oo). 
A classification for the discrete Hamiltonian system (1.4) was given in terms of the defect indices of 
the corresponding minimal operator [17, Definition 5.1]. In addition, several equivalent conditions 
to the limit-point and limit-circle cases for system (1.4) were established in [17]. 
It has been noticed that many criteria of the limit-point and limit-circle cases were established 
only for equation (1.2), whose coefficients are all real. However, there are few criteria of the limit- 
point and limit-circle cases for equation (1.1) in terms of its coefficients. This paper focuses on 
studying equation (1.1) and establishing several criteria of the limit-point and limit-circle cases 
for equation (1.1), some of which extend relevant existing results for equation (1.2). 
By setting v(n) = p(n)Ay(n)--ir(n+l)y(n+ 1), (1.1) can be rewritten as the following discrete 
Hamiltonian system: 
= + n [ -1 ,  (1.5) 
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where 
;(01 :), P(n)= {P-l(n)r2(n+l)-q(n+l) -ip-l(n)r(n+l)) \ \ ip-l(n)r(n+ 1) p - l (n )  ] ' 
l]((n) = d iag(w(n + 1),0}, and R(x)(n) = (y(n + 1),v(n)) T with x(n) = (y(n),v(n)) T. It is 
easy to verify that (Az) and (A2) hold in this case. This paper will apply the classification for 
discrete Hamiltonian systems and some results of [17]. 
The rest of the paper is organized as follows. In Section 2, a formally self-adjoint second- 
order difference expression is first formulated and some fundamental properties of solutions of 
equation (1.1) are studied. Section 3 is devoted to criteria of the limit-point ease for equation (1.1). 
Two sufficient conditions and a sufficient and necessary condition subject to a certain restriction 
are obtained. In Section 4, several sufficient conditions and a sufficient and necessary condition 
of the limit-circle case for equation (1.1) are established. 
2. SET  UP  
Introduce the following space: 
l~(0, o0) := y :  y = (y(n)}~=_l C C and < . 
n~0 
Obviously, 12(0, c~) is a Hilbert space with the inner product (x, y) := E~=o w(n)2(n)y(n) for 
2 any x, y • l~(0, oo), where ~ is the complex conjugate of x. Denote IlYlI~ := ((y,y))l/2 for 
y • l~(0, co). When w(n) - 1 for n >_ 0, 12(0, co) and IlYlI~ are denoted by/2(0,  oo) and [lYI[, 
respectively. For convenience, y is called to be square summable if y E 12(0, oo). 
For formally self-adjoint higher-order differential expressions, we refer to [18]. The formally 
self-adjoint second-order difference expression in (1.2) with only real coefficients was given in 
[5,11]. Now, we formulate formally self-adjoint second-order difference xpressions with complex 
coefficients. 
The general second-order linear difference operator can be written as 
My(n) :~- a(n)VAy(n) + b(n)Ay(n) + c(n)y(n), n e In1, n2], (2.1) 
where a(n), b(n), and c(n) are complex numbers; nl and n2 are finite integers or nx = -0% 
~'2 n2 +c~; and [nl, n2] denotes the integer set {n}n=~ 1. For any y, z C l[nl - 1, n2 + 1] := {y : 
y = {y(n)}:~+_~ C C}, we have 
2(n)My(n)=[VA(a(n)5(n)) -V(b(n)2(n)) +c(n)2(n)]y(n) 
+V[~(~)a(n)ZXy(n)-A(~(n)a(n))y(n)+~(n)b(~)y(n+l)]. 
So, it is natural to give the following definitions. 
DEFINITION 2.1. The operator defined by 
M+y (n) := VA (5 (n) y (n)) - 27 (b (n) y (n)) + ~ (n) y (n) (2.2) 
is said to be the formally adjoint operator of M. 
DEFINITION 2.2. M is said to be formally self-adjoint if M = M +. 
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THEOREM 2.1. M is formally self-adjoint if and only if  M can be written as 
My(n)  -- -V (p(n)Ay(n) )  + q(n)y(n) + i [A(r(n)y(n)) + r(n)~Ty(n)], n 6 [nl,n2], (2.3) 
where p(n), q(n), and r(n) are real numbers. 
PROOF. Suppose that M is formally self-adjoint. Let 
a(n) = al(n) + ia2(n), b(n) = bl(n) + ib2(n), c(n) =- Cl(rt) -t- ic2(r~), 
where aj, bj, and cj (j = 1, 2) are real numbers. Then M and M + can be rewritten as 
My(n)  = al (n) V Ay(n)  + bl (n) Ay(n)  + cl (n)y(n) 
(2.4) 
+i[a2(n)VAy(n) + b2(n)Ay(n) + c2(n)y(n)], 
M+y(n)  = VA(a l (n)y(n) )  -V (b l (n )y (n) )+ cl(n)y(n) 
(2.5) 
- i [VA(a2(n)y(n) )  - V(b2(n)y(n)) + c2(n)y(n)]. 
From (2.4), (2.5), and M = M +, it follows that 
ALl(n) = bl(n), 
a2(n + 1) + a2(n) + b2(n) -- 0, (2.6) 
2a2(n) + b2(n) = c2(n). 
Inserting (2.6) into (2.4), we have 
My(n)  = V[al(n + 1)Ay(n)] + cl(n)y(n) - i[A(a2(n)y(n)) + a2(n)Vy(n)], 
which implies (2.3) by setting p(n) = -a l (n  + 1), q(n) = cl(n), and r(n) = -a2(n) .  
Conversely, suppose that M is expressed as (2.3). It can be easy to verify that M = M +. 
Hence, M is formally self-adjoint. This completes the proof. 
Now, we give the other form of the formally self-adjoint difference xpression. This form will 
be useful in the rest discussions of the paper. 
COROLLARY 2.1. M is formally self-adjoint if and only if M can be written as 
My(n)  = -c (n )y (n  + 1) + b(n)y(n) - ~(n - 1)y(n - 1), n 6 [nl, n21, (2.3*) 
where b(n) is a real number  for n e [nl, n21. 
PROOF. By Theorem 2.1, M is formally self-adjoint if and only if M can be written as the 
form (2.3). By setting c(n) -= p(n) - ir(n + 1) and b(n) = q(n) + p(n) + p(n - 1) or by setting 
p(n) = Re {c(n)}, r(n) = - Im {c(n -  1)}, and q(n) = b(n) -Re  {c(n)} -Re  {c(n -  1)}, it can be 
easily concluded that the forms (2.3) and (2.3*) are equivalent, where Re {z} and Im {z} are the 
real and imaginary parts of the complex number z, respectively. Hence, the proof is complete. 
REMARK 2.1. Equation (1.1) can be rewritten as 
- c (n )y (n  + 1) + b(n)y(n) - ~(n - 1)y(n - 1) = Aw(n)y(n), n e [0, co), (1.1") 
where b(n) = q(n) + p(n) + p(n - 1) is a real number for n 6 [0, c~) and c(n) = p(n) - ir(n + 1) 
is a complex number with Re {c(n)} ¢ 0 for n C [-1, ~) .  
Based on the discussion in Section 1, equation (1.1) can be transformed into the Hamiltonian 
system (1.5). The natural difference operator corresponding to system (1.5) is 
(~x) (n )  := J /Xx(n)  - P (n )R(z ) (n ) .  
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Let H0 be the minimal operator induced by £ (see [17, Section 2] for its definition) and d± be the 
positive and negative indices of H0 [17, Section 2]. According to the classification for the discrete 
Hamiltonian system (1.4) [17, Definition 5.1], L is said to be in 1.p.c. at n = 0o if d+ -- d_ = 1, 
and £ is said to be in l.c.c, at n = 0o if d+ --- d_ = 2. On the other hand, it is evident hat x is 
a solution of system (1.5) if and only if the first component y of x is a solution of equation (1.1) 
and they satisfy 
= 
n=- I  n=0 
This implies that x is a solution in /~z(-1, 0o) of system (1.5) if and only if y is a solution in 
/~(0, 0o) of equation (1.1). Hence, the following result can be easily concluded by using the 
relation between the number of linear independent solutions in /2 ( -1 ,  0o) of system (1.5) and 
the defect index [17, Theorem 5.1], and the largest defect index theorem [17, Theorem 5.5]. 
THEOREM 2.2. I f  all the solutions o f ly  = A0y are in /~(0 ,  0o) for some complex number A0 e C, 
then all the solutions of Iy = Ay are in l~(O, 0o) for any A E C. Consequently, d+ = d_ = 2 in 
this case. Otherwise, d+ = d_ = 1. 
By Theorem 2.2, f can be divided into two cases: the limit-point and limit-circle cases at 
n = 0o. Now we can give the following definitions of the limit-point and limit-circle eases for the 
operator I. 
DEFINITION 2.3. l is said to be in 1.p.c. at n = 0o i l l :  is in 1.p.e. at n = 0o; l is said to be in 
1.c.c. at n = 0o i f f .  is in 1.c.c. at n -- 0o. 
The following is a consequence of Theorem 2.2. 
THEOREM 2.3. I is in l.c.c, at n = 0o i f  for some ~o E C, every solution o f ly  = A0y is in 12(0, oe). 
Otherwise, l is in 1.p.c. at n = 0o. 
REMARK 2.2. Usually, equation (1.1) is called to be in l.c.c, at n = 0o if 1 is in 1.c.c. at n = ~;  
equation (1.1) is cMled to be in 1.p.c. at n = 0o if l is in 1.p.c. at n = o~. 
LEMMA 2.1. Let y and z be any two solutions of (1.1). Then, their Wronskian 
y(~+ 1) z(n+ 1) 
W[y,z](n): = (-p(n)+ir(n+ 1))Ay(n) (-p(n)+ir(n+l))Az(n) 
= (p(n) - i r (~+l ) ) (y (~+l )z (~)  -v (n )z (~+l ) )  
satisfies the following identity: 
Iw ly ,  = Iw[y ,z ] ( -1 ) l ,  w e [ -1 ,oo) .  
PROOF. Let y and z be any two solutions of (1.1). Since (1.1) can be written as the discrete 
Hamiltonian system (1.5), the Wronskian of y and z can be expressed as 
z¢o) I
. y (n )  ' 
where vy(n) = p(n)Ay(n)  -- i r (n + 1)y(n + 1) and vz (n) = p(n)Az(n)  - i r (n + 1)z(n + 1). Then, 
this lemma directly follows from [17, Theorem 2.2]. The proof is complete. 
The following result is easily concluded by Lemma 2.1 and by using uniqueness of solutions of 
initial value problems for equation (1.1). 
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PROPOSITION 2.1. Let y and z be two solutions of (1.1). Then, y and z are linearly independent 
on [-1, oo) if and only ifW[y, z](-1)  ¢ 0. 
For any fixed A • C, let ¢ and 0 be solutions of (1.1) satisfying the following initial conditions: 
¢ ( -1 )  = (p(-1)  - ir(O)) -1, ¢(0) = 0( -1)  = O, O(0) = 1, (2.7) 
and let ~ and %b be solutions of (1.1") satisfying the following initial conditions: 
~o(-1) = (Re {c(-1)} + i Im {c(-1)}) -1 , ~o(0) = ¢( -1 )  = 0, ¢(0) = 1. (2.8) 
The following proposition is a direct consequence of Lemma 2.1 and Proposition 2.1. 
PROPOSITION 2.2. ¢ and 0 are linearly independent solutions of (1.1) and satisfy 
IW[¢,O](n)] = 1, n • [-1,oo),  (2.9) 
and ~ and ¢ are hnearly independent solutions of (1.1") and satisfy 
THEOREM 2.4 .  
value problem 
IW[~, %bl(n)l = 1, n • [-1, oo). (2.10) 
For any sequence {f(n)}~= o c C and for any constants cl, c2 • C, the initiM 
l y (n )  - Ay(n)  = f (n ) ,  n • [0, oo), (2.11) 
y( -1 )  = Cl, y(0) = e2, (2.12) 
has a unique solution y, which can be expressed as 
n-1  
y(n) = c1¢-1( -1)¢(n)  4- c20(n) - E w(j) (¢(n)O(j) - ¢(j)O(n)) f(j) 
w[¢, o](j) j=O 
for all n • [--1, oo), where 27=20.= }-~j-10 •:= 0. 
PROOF. First, show 
(2.13) 
n- - I  x(n) = - ~ ~(j) (¢(n)0(j) - ¢(j)0(n)) f ( j )  
j=o w[¢, 0](j) 
n • [-1,o~), (2.14) 
n--i n--i 
~( j )0 ( j ) f0 )  A(r(n)x(n)) ---- --A(r(n)¢(n)) E W[¢,O](j) 4- A(r(n)O(n)) E w(j)¢(j)f(j) 
~=o j=o w[¢, o](j) 
r(n 4- i )  (¢(n 4- 1)O(n) -- ¢(n)O(n 4- 1)) w(n)f(n) 
w[¢, o](~) 
n--1 n--1 w( j )¢ ( j ) f ( j )  
j~o wtj)Otj)ftj) V(p(n)AO(n)) j~o W[¢,OI(J) -V(p(n)Ax(n)) = V(p(n)ZX¢(n)) W[¢, 0](j) = 
+p(n) (¢(n 4- 1)0(n) - ¢(n)O(n 4- 1)) w(n)f(n) 
W[¢, 01 (n) 
is a solution of equation (2.11). Since X(-1)  = X(0) = 0, it is easy to verify that X satisfies 
equation (2.11) at n = 0. For any n • [1,oo), it follows from (2.14) that  
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n- -1  n -1  w( j )¢ ( j ) f ( j )  
w( j )O( j ) f ( j )  + r(n)VO(n) E W[¢,0](j) r (n )Vx(n)  = - r (n )V¢(n)  E W[¢,0](j) 
j=o j=o 
Inserting x(n) and the above three relations into (2.11) yields that X satisfies (2.11) for n • [1, co). 
Hence, X is a solution of (2.11). Since ¢(n) and 0(n) are the solutions of the homogeneous linear 
equation (1.1), y defined by (2.13) is a solution of (2.11). Furthermore, it is easy to verify that y 
satisfies the initial conditions (2.12) by using (2.7). 
On the other hand, the uniqueness of the solution of the initial value problem (2.11) and (2.12) 
is easily concluded by referring to p(n) • 0 for n • [-1, c~). Hence, the proof is complete. 
We now consider two transformations for equation (1.1) or equation (1.1"), which are useful 
in the following sections. First, we transform equation (1.1) into an equivalent equation with the 
weighted function identical to 1. 
PROPOSITION 2.3. Equation (1.1) is in 1.c.c. at n = co if and only if the following equation: 
-V (p l (n )Az(n) )  + ql(n)z(n) + i[A(rt(n)z(n))  + r l(n)Vz(n)] = ;~z(n), n • [0, ~)  (2.15) 
is in 1.c.c. at n = ~,  where 
z (n)  = 
ql(n) = (p(n) + p(n - 1) + q(n)) w- l (n )  - pl(n) - p l (n - 1), 
pt(n) = p(n) (w(n + 1)w(n)) -1/2 , 
r l (n) = r (n ) (w(n)w(n  - -  1)) -1/2 . 
PROOF. By Remark 2.1, (1.1) can be rewritten as 
- (p(n) - ir(n + 1)) y(n + 1) - (p(n - 1) + ir(n)) y(n - 1) 
+ (q(n) + p(n) + p(n - 1)) y(n) = ikw(n)y(n), n e [0, c~). 
By setting y(n) = w-1/2(n)z(n) and multiplying two sides of the above equation by w-1/2(n), 
(2.15) can be directly derived from the above relation. On the other hand, ~n~__0 Iz(n)l 2 = 
~n~=o w(n)ly(n ) 12, which implies that z e 12 [0, c~) if and only if y • l~ [0, c~). This completes 
the proof. 
The following result is a direct consequence of Proposition 2.3 by using Remark 2.1. 
COROLLARY 2.2. Equation (1.1") is in 1.c.c. at n = oc if and only if the following equation: 
-h (n )y (n  + 1) + b(n)w- l (n)y(n)  - h(n - 1)y(n - 1) = )~y(n), n e [0, c~) (2.16) 
is in 1.c.c. at n = 0% where h(-1)  = c(-1)w-1/2(0) and h(n) = c(n)w- l /2(n + 1)w-1/2(n), 
n>_O. 
Second, we transform equation (1.1") into an equivalent equation with the ~first leading coeffi- 
cient identical to 1. 
PROPOSITION 2.4. Equation (1.1") is in 1.c.c. at n = c~ if and only if the following equation: 
- z (n  + 1) + b(n)lg(n)12z(n) - z(n - 1) = Aw(n)[g(n)]2z(n), n • [0, c~), (2.17) 
is in 1.c.c. at n = c~, where g(n) is defined by g( -1)  := 1, g(0) := c -1( -1) ,  and { ~'(-1)e(1)...e(n--2) 
~ -  c-~-------1)-' n = 1, 3, 5 , . . . ,  
g(n)  :=  . 2)  , (2 .1s )  
n = 2 , 4 ,  
546 
PROOF. 
H. SUN AND Y. SHI 
Let y(n) = g(n)z(n). Multiplying (1.1") by ~(n), we get 
-c (n)g(n  + 1)~(n)z(n + 1) + b(n)[g(n)[2z(n) 
-e (n -  1 )~(n)g(n -  1)z (n -  1) = Aw(n)]g(n)12z(n), 
From the definition of g, it follows that 
c(n)g(n + 1)O(n) = 1, 
which together with (2.19) implies (2.17). In addition, 
n • [o, ~) .  
(2.19) 
Hence, equation (1.1") is in 1.c.c. at n = oo if and only if equation (2.17) is in 1.c.c. at n = oo. 
This completes the proof. 
Recently, Chen and Shi found the invariance of the limit-point and limit-circle cases for a 
class of second-order linear difference equations with real coefficients under a certain bounded 
perturbation [13, Lemma 2.4]. This result still holds for second-order linear difference quations 
with complex coefficients. 
THEOREM 2.5. Let w(n) -- 1 for n • [0, oo) and {d(n) }n~=o be a bounded real sequence, equation 
(1.1") is in l.c.c, at n = oo if and only if the equation, 
- c (n )y (n+l )+(b(n)+d(n) )y (n ) -e (n -1 )y (n -1 )=Ay(n) ,  n • [0, oo), (2.21) 
is in l.c.c, at n = co. 
PROOF. First consider the necessary. Suppose that (1.1") is in 1.c.c. at n = oo. It suffices to 
show that each solution of the equation, 
- c (n )y (n+l )+[b(n)+d(n) ]y (n ) -E (n -1 )y (n -1 )=O,  n C [0, cx~), (2.22) 
is in/2(0, oo) by Theorem 2.3. equation (2.22) can be rewritten as 
- c (n )y (n  + 1) + b(n)y(n) - e(n - 1)y(n - 1) = -d(n)y(n) .  (2.23) 
By Remark 2.1 and Theorem 2.4, the general solution of (2.23) can be expressed as 
(~(j)%~(n) -- ~(n)¢( j )   d( j )y( j )  
(2.24) 
for n C [-1, oo), where a and j3 are any two constants. Since {d(n)}~= o is bounded, there is a 
positive constant K1 such that ]d(n)J < K1 for all n E [0, o~). It follows from (2.24) and (2.10) 
that for n >_ -i, 
n-1  
ly(n)l ~ I'~lMn)l + t~ll¢(n)l + K1 ~ (l~(J)ll¢(n)l + I~(n)ll¢(J)l)ly(J)l. 
j=O 
(2.25) 
Let 
[y(n)J n > O. 
Y~(~) = I~(~)1 + I¢(n)l' 
y~ w(n)lg(n)121z(n)l 2 = E w(n)ly(n)l 2. 
n=O ~=0 
n _> o, (2.20) 
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It follows from (2.25) that 
n--1 
yl(n) _< Ic~l + [fll + 2K1 E ( I~(j)12 + 1¢(2)12) yl ( j ) ,  n >> O. 
j=O 
By [13, Lemma 2.3], we have 
yl(n) < (lal + IflDexp 2K1~ (l~(j)l 2 + I~(j)l 2 , 
\ j=0 
for n k 0. By the assumption, qo, ¢ C/2(0, oo). So, there exists a positive constant K2 such that 
yl (n) <_ K2 for all n e [0, oo). Then, 
b(n)l < Ks (l~(n)l + l¢(n)D, n >_ 0, 
which implies that y E/2(0, oo). Therefore, (2.21) is in 1.c.c. at n = oo. 
Finally, consider the sufficiency. Suppose that (2.21) is in 1.c.c. at n = oo. equation (1.1") can 
be regarded as a perturbation of (2.21); that is, equation (1.1") can be rewritten as 
- c (n )y (n  + 1) + (b(n) + d(n) - d(n)) y(n) - ~(n - 1)y(n - 1) - Ay(n), n e [0, oo). 
So, the sufficiency directly follows from the conclusion of the first part. The proof is complete. 
3. SEVERAL  CR ITERIA  OF  THE L IM IT  POINT  CASE 
In this section, we shall establish several criteria of the limit-point case for equation (1.1) or 
its alternate form (1.1"). 
THEOREM 3.1. Equation (1.1") is in 1.p.c. at n = ~o if 
~0 
E (w(n + 1)w(n)) 1/2 (3.1) 
~=0 Ic(-)J = oo.  
PROOF. Assume the contrary. Suppose that (1.1") is in 1.c.c. at n = oe. Then, qo and ~, defined 
as in Section 2, are linearly independent solutions in/2(0, oo) of (1.1") by Proposition 2.2 and 
Theorem 2.3. It follows from (2.10) that 
Ic (n)(~(n + 1)¢(n)  - ~(n)¢(n  + 1))1 = 1, n • [-1, oo), 
which implies that 
[(wl/2(n + 1)~p(n + 1))(wl/2(n)ib(n))l 
+[(wl/2(n)~(n))(wl/2(n + 1)%b(n + 1)) I > (w(n + 1)w(n)) I/2 (3.2) 
- I c ( " ) l  
By Cauchy's inequality, the left-hand side of (3.2) is summable and consequently, the right-hand 
side of (3.2) is summable. This is contrary to (3.1). Therefore, (1.1") is in 1.p.c. at n = co. This 
completes the proof. 
The following result is a consequence of Theorem 3.1 by Remark 2.1. 
COROLLARY 3.1. Equation (1.1) is in 1.p.c. at n = oo i£ 
'~  (W('n "F 1)W(n)) 1/2 
= oc. (3.3) 
~=oZ-" ~/p2(n) + r2(~ + i) 
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THEOREM 3.2. Let {b(n)/w(n)}~_ o be bounded. Then, equation (1.1") is in 1.p.c. at n = oo if 
and only if 
oo 
~-~ w(n)lg(n)] 2= co, 
n=O 
where g(n) is defined by (2.18). 
PROOF. By Corollary 2.2, (1.1") is in 1.p.c. at n = oo if and only if (2.16) is in 1.p.c. at n = oo. 
By using the boundedness of {b(n)/w(n)}~= o and by Theorem 2.5, (2.16) is in 1.p.c. at n -- oo if 
and only if 
-h(n)y(n + 1) - h(n - 1)y(n - 1) -- Ay(n), n 6 [0, oo), (3.4) 
is in hp.c. at n -- oo, where h(n) is defined as in Corollary 2.2. On the other hand, by Proposi- 
tion 2.4, (3.4) is in l.p.c, at n = c~ if and only if 
-y (n  + i) - y(n - i) = A[G(n)[2y(n), n e [0, oo), (3.5) 
is in 1.p.c. at n ~- 0% where C(n) is defined as in (2.18) by replacing c(j) with h(j) for j >_ -1 ,  
that is, C ( -1 )  --- 1, C(0) -- h - l ( -1 ) ,  and 
{ h ( -1 )h(1) . . .h (n -  2) 
G(n)-~ h(0)h(2) . . .h (n -1 )  ' n~- l ,3 , . . . ,  
h(0)h(2)- . ,  h(n - 2) 
h ( -1 )h(1) . . .h (n -1 ) '  n=2,4 , . . . .  
By Theorem 2.3, equation (3.5) is in 1.p.c. if and only if the following equation, 
-y (n  + 1) - y(n - 1) ---- 0, n 6 [0, oo), (3.6) 
has at ]east one solution not in l~cl2 (0, co). It is seen that any solution of (3.6) satisfies 
Jy(2n - 1)1 = ly ( -1 ) [ ,  ly(2n) l  = ry(0)l, n > 1. 
Then, equation (3.6) has at least one solution not in l~c]2 (0, oo) if and only if ~,~°°=0 IG(n)I 2 = oo. 
Further, from the definitions of h (see Corollary 2.2) and g (see (2.18)), we have 
]C(n)l 2 = ~ w(n)lg(n)l 2" 
n=0 n~0 
Therefore, equation (3.6) has at least one solution not in l~cl2(0, oo), i.e., equation (1.1") is in 
1.p.c. at n co if and only if oo = = ~=ow(n)]g(n)[  2 oo. This completes the proof. 
THEOREM 3.3. Let w(n) =- 1 for n > 0 and p(n) > 0 for n >_ -1.  If there exist a positive 
integer N, a sequence of positive numbers {M(n) }~=g, and three positive constants kl, k2, and 
k3 such that for all n > N, 
1) ]r(n + 1)1 + ]r(n)l < klM(n), 
2) q(n) >__-k2M(n), 
3) 
p l /2 (n -  1)[VM(n)[ 
4) 
n=g (p2(n-- 1)+r2(n))U4M1/2(n) =00, 
then equation (1.1) is in l.p.c, at n -~ oo. 
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PROOF. Suppose that Iy(n) = 0 has a nonzero solution z E /2(0, o0). Then, Y~-,~--0 [z(n)] 2 -< k 
for some positive constant k and for n _> 0, 
2(n) 2(n) 
-V(P(n)Az(n))-M-~(n) +q(n)z(n)~-~(n) 
~(~) +igX(r(~)z(~))+~(~)Vz(~)]~-~=0. 
(3.7) 
It follows from (3.7) that 
v(p(n)(Az(n))2(n)~ = p(n-- 1)[Vz(n)l 2 _ p(n -  1)(VM(n))(Vz(n))2(n- 1) 
\ M(n) J M(n) M(n)M(n-  1) 
q(n)lz(n)l = i r (n+l)z(n+l)2(n)  ir(n)#(n)z(n- 1) + + - 
M(n) M(n) M(n) 
(3.8) 
Summing up (3.8) from N to n yields 
p(n)(Az(n))5(n) = H(n) - ~ p(j - 1)(VM(j))(Vz(j))5(j - 1) 
M(n) M(j)M(j  - 1) 
j=N 
~ ~ r ( j , z ( j -  1)5(j) + q(j)[z(j)l 2 r(j + 1)z(j + 1)50) i + co, 
j=N M(j) + i j=N M(j) M-~5 j=N 
(3.9) 
where 
H(n) = ~ p(j - 1)lVz(J)[2 and Co = p(N - 1)(Az(N - 1))2(N - 1) 
j=Y M(j) M(N - 1) 
It is evident that H(n) is nonnegative and nondecreasing on IN, co). By the assumptions and 
Cauchy's inequality, (3.9) implies that 
Re { P(n)(Az(n))2(n) }M(n) > H(n) - kakl/2H1/2(n) - k2k - 2klk - [co[. (3.1o) 
Assume that lim,>+oo H(n) = oo. Then, there exists a positive integer N1 > N such that the 
right-hand side of (3.10) is positive for all n > N1 and consequently, 
Re {(Az(n))5(n)} > O, n k N1, (3.11) 
that is, 
1 
: ( z (n+ 1)e(n) +~(n+ 1)z(~)) - Z(n)z(n) > o, 
2 
n > N~. (3.12) 
It is seen from (3.11) that z(n) • 0 for n >_ N,. Then, (3.12) implies that 
Re z(n) J > 1, n _> N1, (3.13) 
and then 
z(n + 1) 
> 1, n e IN1, oo). 
So, z ~/2(0, ce), which is contrary to the assumption z e/2(0,  ce). Hence, lim,-.o~ H(n) < oo by 
referring to the fact that {H(n)}~= y is nondecreasing. Suppose that all the solutions of lz(n) = 0 
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are in 12(0, oc). By Proposition 2.2, ¢ and 0 axe linearly independent solutions of lz(n) = 0 and 
are both in 12(0, oo). From (2.9), we have 
(p2(n -- 1) + r2(n) ) 1/4 ([¢(n) VO(n)l ~- I(V ¢(n) )O(n)[) 
M:/2(n) 
1 > 
- (p2(n -- 1) + r2(n))l/4M1/2(,~)" 
(3.14) 
However, by using Cauchy's inequality and the inequality lim~--+~ H(n) < oo for ¢ and 0, and 
by assumption 1), we have 
f i  (p2(j _ 1) + r2(j)) 1/4 
j=N M:/2(J) (I¢(J)VO(j)I + I(V¢ij))O(J)[) 
oo / 1/4 
(p2( j  _ 1) k~ (l¢(j)VO(j)[ + I(V¢(j))O(j)[) \ + 
j=N 
j=N "= 
( c~ ] 1/2 
+ f i  (p ( j - -  1) j=N• M( j )  "~kl [V¢(j)I2 ]O(j)12 
< +exp. 
This implies that the left-hand side of (3.14) is summable. But by assumption 4), the right-hand 
side of (3.14) is not summable, which is a contradiction. Then (1.1) is in 1.p.c. at n - co. This 
completes the proof. 
Several remarks on the results of this section are listed as follows. 
REMARK 3.1. Theorems 3.1-3.3 extend the relevant results of [9,13,10] for equation (1.2) with 
only real coefficients to equation (1.1) with complex coefficients. 
REMARK 3.2. 
(1) Theorem 3.2 can not be included by Theorem 3.1. For example, let-c(-1) = c(0) = 1, 
c(2m - 1) = c(2m) = m 4 @ m4i for m > 1, and bin ) -= win  ) = 1 for n >_ 0 in equation 
(1.1"). Then, it follows from (2.18) that ]gi2m - 1)[ -- 1 for rn > 1 and then 
w(n)lg(n)[ 2 -- 0% 
n~O 
which implies that (1.1") is in 1.p.c. at n = oc by Theorem 3.2. However, it is evident 
that Theorem 3.1 can not be applied to this example. 
(2) Theorem 3.3 can not be included by Theorems 3.1 and 3.2. Consider the following example: 
p(n) ---- n 2 for n _> -1 ;  q(n) > -K  for some positive constant K,  r(n) - 1 and w(n) - 1 
for n _> 0 in equation (1.1). By setting M(n)  - 1 for n _> 0, it is easy to verify that all 
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the assumptions of Theorem 3.3 are satisfied. So, equation (1.1) is in 1.p.c. at n = oc by 
Theorem 3.3. However, since 
o0 1 ~,  1 
E (p2(n) _[_ r2(n -b 1)) 1/2 = ~ (n 4 q- 1) 1/2 < cx3, 
j=0 j=0 
Theorem 3.1 can not be applied to this example. On the other hand, equation (1.1) can 
be rewritten as equation (1.1") with b(n) = q(n) + n 2 + (n - 1) 2. Then, for n > 0, 
w(n) - q(n) + + (n -  1) 2 , 
which implies that the sequence {q(n)+n2+(n-1)2}~=o is unbounded. Thus, Theorem 3.2 
cannot be applied to this example, too. 
4. SEVERAL  CR ITER IA  OF  THE L IM IT  C IRCLE  CASE 
In this section, we establish several criteria of the limit-circle case for equation (1.1) or its 
alternate form (1.1"). 
For convenience, first introduce some notations. Let x = (Xl,X2) T and A = (aij) be a two- 
dimensional vector and a 2 × 2 matrix, respectively. Define their norms [[x[I and 1]All as 
They satisfy 
2 2 
Ilxll := [xi] + Ix21, IIAII := ~ ~ 1ceil- 
i= l  j=l 
IIAx[I ~ IIAlIllzll. 
T,EOREM 4.1. Let En%o~(n) < ~,  En%o Ir(n)l < ~,  En%o ( ;2(~)+r2(~+ 1))-1/2 < ~,  
and E,~o Iq(n)l < ~.  T~n,  ~qu~tion (1.1) i~ i~ 1.c.c. at ~ = 0o.  
PROOF. By letting 
z(n) = (-p(n) + ir(n + 1))(y(n + 1) - y(n)), 
equation (1.1) can be transformed into the following system: 
AY(n)  = F(n)Y(n  - 1), n _> 1, 
where Y(n) = (y(n), z(n)) T and 
F(n) = ( 0 
\ Aw(n) -q (n )  +i(r(n) - r (n+ 1)) 
1 
-p (n -  1 )+ i t (n )  
Aw(n) -q (n )  - i ( r (n )+r (n+l ) )  
-p (n -  1)+i t (n)  
(4.1) 
(4.2) 
which implies that there exists a positive constant K such that for n > 0 
IW(~)ll < (1 + tIF(n)tl)llV(n - 1)ll 
<__ (1 + IIF(n)ll)(1 + IlF(n - 1)[ I)"" (1 + IIF(1)II)IW(o)II 
-<exp(  ~ 1IF(j)[1 ) j=l 'lZ(0)[I < K. 
I IY(n)[ I -  I IZ (n  - 1)11 ~ I l F (n ) l l l lZ (n  - 1)ll, n ~ 1, 
oo Since all the entries of F(n) are summable by the assumptions, ~-~j=0 [IF(J)1[ converges. On the 
other hand, it follows from (4.1) that 
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Hence, ty(n)] _< K for n _ 0 and for each solution y(n) of equation (1.1) and consequently, 
OO OO 
~-~ w(n)ly(n)l 2 < K 2 ~-~ w(n) < oo. 
n=O n=O 
So, equation (1.1) is in 1.c.c. at n = oo. This completes the proof. 
Now consider equation (1.1"). Let u(n) be any solution of the following equation: 
- -c(n)y(n + 1) + b(n)y(n) - 5(n - 1)y(n - 1) = 0, n • [0, oo). (4.3) 
Then, 
u(n+l ) - -  ~(n-1) u (n_ l )+~u(n) ,  n>0, (4.4) 
c(n) 
u(n)= c(n-2)u(n-2)+b(n-1)u(n-1),  n>l .  (4.5) 
e(~- 1) e(~ 1) - 
Set t(n) = (5(n - 1))/c(n) and s(n) = b(n)/c(n). Inserting (4.5) into (4.4) yields 
u(n + 1) = (s(n)s(n - 1) - t(n)) u(n - 1) - s(n)t(n -- 1)u(n - 2), n > 1. (4.6) 
It follows from (4.4)-(4.6) that 
u(1) (u (0 )  "~ 
~'0 'at;/= s(0) \~(-1)] 
and 
where 
Let 
and 
u(n + 1) ~ (u(n  - 1) "~ 
S(n) 
u(n) ) \u (n -2 ) ) '  
n>_l ,  
s(0) = (s(0) -t(0)) 
1 0 ' 
( s (n )s (n  - I )  - t (n )  S(n) 
~(n - i )  
-s(~)t(~ 
_t(~_1)1) ) ' n>l .  
W(n) = diag (w(n ÷ 1, w(n)}, 
T(2n) = S(2n)S(2n - 2)... S(2)S(0), 
T(2n + 1) = S(2n + 1)S(2n - 1)..-S(3)S(1), n_>0, 
D(n) = ~_~T*( j )W( j )T ( j ) ,  n >_ O. 
j=o 
Clearly, S(n)  is nonsingular by referring to c(n) ~ 0 for n > -1. Then, D(n) is a positive matrix. 
THEOREM 4.2. Equation (1.1") is in 1.c.c. at n -- oo i f  and only i f  {[ID(n)[I}~= o is bounded. 
PROOF. By Theorem 2.3, it suffices to show that all the solutions of (4.3) is in/2(0, oo) if and 
only if {lID(n)ll}~=0 is bounded. 
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First consider the sufficiency. Suppose that {liD(n)II}~=o is bounded. Let u(n) be any solution 
of (4.3). Then, 
~-~(w (j + 1)lu(j + 1)12 + w (j)lu (j)12) 
j=0 
n (u ( j  + 1) "~ 
= ~(~( j  + 1), f~(j))W(j) u(j) ] 
j=0 
= ~--~(~2(j - 1), fL(j - 2))S*(j)W(j)S(j) u(j 2) 
j=o 
= (~(0), ~( -1 ) )~(T* ( j )W( j )T ( j ) )  u(-1) 
j=o 
(u(0) 
=(~(0), 5(-1))D(n) u(-1)//" 
Since {llD(n)ll}~-0 is bounded, there exists a constant K1 > 0 such that 
O<D 
(w(j + 1)lu(j + 1)12 +tv(j)]u(j)l 2) < K1 (1~(-1)12 + lu(0)l 2) < oo. 
j=0 
Therefore, all the solutions of (4.3) are in 12(0, oc). 
Finally, consider the necessary. Suppose that all the solutions of (4.3) are in 12(0, oo). Let 
z(n) be any solution of (4.3). Then z E l~(0, oo) and 
(w(j + 1)lz(j + 1)12 + w(j)lz(j)t 2) < ~ (w(j + 1)lz(j + 1)12 + w(j)lz(j)l 2) < oo. (4.8) 
j=0 j=0 
It follows from (4.7) and (4.8) that for any fixed z(-1), z(0) C C, there exists a constant K2 such 
that (z(0) 
(~(0), ~(-1))D(n) \ z(-1) / -< K2, n >_ 0. (4.9) 
Hence, {llD(n)ll}~=o is bounded by using the fact that D(n) is positive. This completes the 
proof. 
REMARK 4.1. Theorem 4.2 extends Theorem 3.1 of [13]. 
We now establish some sufficient conditions of the limit-point and limit-circle cases for equa- 
tion (1.1") in terms of the eigenvalues of S*(n)S(n). Since S(n) is nonsingular, S*(n)S(n) is 
positive. Further, we have 
{ Is(n)s(n- 1) -_t(n) p + Is(n- 1)p S*(n) S(n) k ~(n) 
where 
¢(n) ) 
( I s (n)p+l ) l t (n - ) )  P ' 
¢(n)=-  (( Is(~)p+Z)~(~- 1) - ~(~)~(~))t(~- 1). 
(4.10) 
Let #(n) and A(n) be the eigenvalues of S*(n)S(n) with #(n) < A(n). Then, #(n) and A(n) are 
positive and 
#(n)I2 _< S*(n)S(n) < A(n)I2, n > 0. 
THEOREM 4.3. Let w(n) -~ 1. 
(1) Ifliminfn__.~ it(n) > 1, then equation (1.1") is in 1.p.c. at n = oo. 
(2) Iflimsupn_~o o A(n) < 1, then equation (1.1") is in 1.c.c. at n = oo. 
PROOF. Since the proof is similar to that of [13, Theorem 3.3], the details are omitted. 
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COROLLARY 4.1. Let  w(n)  ==- 1. I f  
l im sup ( Is(n)s(n - 1) - t (n ) l  2 + Is(n - 1)12 + (]s(n)l 2 + 1)lt(n - 1)12) < 1, 
n- -~oo 
then equation (1.1") is in 1.c.c. at n = co. 
PROOF. It  follows from (4.10) that  for n > 0, the character ist ic equat ion for S*(n)S(n)  is 
det ()~I - S* (n )S(n) )  = )~2 _ ~-(n)A + v(n)  = 0, (4.11) 
where 
~-(~) : I~(~)~(n  - 1) - t (~) l  ~ + 1~(~-  1)] 2 + ( I s (n ) l  2 + 1)It(-  - 1 ) l  2 ,  
7(n)  = ( I s (n )s (n  - 1) - t (n) l  2 + ] s (n  - 1)12) (l~(~)l = + 1) It(~ - 1)12 - K (n) l  2. 
Since p(n) and A(n) are the two eigenvalues of S*(n)S(n)  with #(n)  < A(n), they are the two 
roots of (4.11). So, #(n)  + A(n) = T(n) by the assumption, which implies that  A(n) < T(n) by 
referring to the fact that  #(n)  and A(n) are positive. So, it follows from the assumpt ion that  
l imsupA(n)  < l imsupw(n)  < 1. 
U- -~O~ n- - -~oo 
Hence, equation (1.1") is in 1.c.c. at n = co by Theorem 4.3. This completes the proofi 
EXAMPLE 4.1. Consider equation (1.1") with w(n)  = 1, c(n) = -4  n + 4"i, and b(n) = 4 n. 
Clearly, 
21 
l~(~)~(n  - 1) - t (n ) l  = ÷ I~(~ - 1)l 2 --I- ( I , (~) l  = ÷ 1) l t (~  - 1)t = = ~ < 1. 
Therefore, equat ion (1.1") is in 1.c.c. at n : oo by Corol lary 4.1. 
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