Vector field images are a type of new multidimensional data that appear in many engineering areas. Although the vector fields can be visualized as images, they differ from graylevel and color images in several aspects. To analyze them, special methods and algorithms must be originally developed or substantially adapted from the traditional image processing area. In this paper, we propose a method for the description and matching of vector field patterns under an unknown rotation of the field. Rotation of a vector field is so-called total rotation, where the action is applied not only on the spatial coordinates but also on the field values. Invariants of vector fields with respect to total rotation constructed from orthogonal Gaussian-Hermite moments and Zernike moments are introduced. Their numerical stability is shown to be better than that of the invariants published so far. We demonstrate their usefulness in a real world template matching application of rotated vector fields.
Introduction
In the last decade, an increasing attention has been paid to vector field images and to the tools for their analysis. Vector fields arise in mechanical engineering, fluid dynamics, computer vision, meteorology, and many other application areas. They describe particle velocity, wind velocity, optical/motion flow, image gradient, and other phenomena, for instance, flowing water in a pipe, an air flow around an aircraft wing or around a coachwork, or a wind velocity map. Vector fields are obtained as a result of computer processing of standard digital images or videos, numerical solutions of the Navier-Stokes equations, or from real physical measurements (see Fig. 1 ).
A 2D vector field f ( x ) can be mathematically described as a pair of scalar fields (images) f ( x ) = ( f 1 ( x ) , f 2 ( x )) . At each point x = (x, y ) , the value of f ( x ) shows the orientation and the magnitude of a certain vector.
A common task in vector field analysis is the detection of various patterns of interest. It comprises not only detection of singularities such as sinks, vortices, saddle points, vortex-saddle combinations, and double vortices, but also detection of patterns which are not specific but are similar to the pattern stored in the database. For engineers and designers, it is very important to identify these patterns of interest in the flow, because they may increase the friction, vary the pressure, or decrease the speed of the medium, which consequently increases the power and cost necessary to transport it through the pipe or the object through the air or water. We also may just look for an appearance of certain pattern because it may indicate the presence of the physical phenomenon in the fluid we are interested in. The detection of these features is typically accomplished by template matching. 1 Sample templates of these patterns, obtained from similar fields or as a result of a simulation, are stored in the template database and searched in the given field. The search algorithm must be primarily rotation invariant , because the particular orientation of the template is unknown (see Fig. 2 for illustration). It is further important that the algorithm is robust with respect to noise in the measurements.
Many template-matching techniques have been developed for scalar images. The key point to avoid a brute-force search is to find rotation-invariant template descriptors. The matching is then performed by a search of all possible template locations (which may be sped-up by a pyramidal representation of the image) and 1 If the patterns to be detected were only singularities or other mathematically well-described patterns, we could alternatively use other methods. Template matching is a general method suitable for any pattern which is defined by example rather than by mathematical description. the matching position is determined as that one which minimizes certain "distance" (usually derived from 2 -norm) in the highdimensional feature-space of descriptors. The first method of this kind was proposed by Goshtasby [1] , who used rotation invariants from geometric moments as the descriptors, but in principle any invariants from any kind of features [2] [3] [4] [5] [6] [7] can be used for this purpose.
The methods (or, more precisely, the invariant descriptors) originally designed for scalar images cannot be applied directly to vector fields, because the behavior of a vector field under rotation is substantially different. The rotation of scalar image f by the angle α can be described as
is a rotation matrix. This rotation, called inner rotation , affects the spatial coordinates only. However, when rotating a vector field, the situation is different. The vectors rotate inversely to the in-plane rotation such that their relative orientation to the image content stays constant. The underlying model, which is called total rotation , is
The total rotation of a sample vector field is illustrated in Fig. 3 (b) for α = 22 . 5 • . Each arrow is rotated around the image center to the new position and its direction is also rotated by the same angle.
In order to implement a rotation-invariant template matching algorithm, we first need to find descriptors that are invariant with respect to the total rotation of a vector field. This problem was raised for the first time by Schlemmer et al. [8] , who adapted the scalar moment invariants proposed by Mostafa and Psaltis [9] and Flusser [3, 10] and designed invariants composed of geometric complex moments of the field. Schlemmer et al. used these invariants to detect specific patterns in a turbulent swirling jet flow. Rotation invariants from geometric complex moments have found several applications. Liu and Ribeiro [11] used them, along with a local approximation of the vector field by a polynomial, to detect singularities on meteorological satellite images showing wind velocity.
Basically the same kind of rotation invariants were used by Liu and Yap [12] for the indexing and recognition of fingerprint images. Bujack et al. [13, 14] studied the invariants of complex moments thoroughly, generalized the previous works, and showed that the invariants can be derived also by means of the field normalization approach. These authors demonstrated the use of the invariants in several pattern matching tasks including fluid dynamics simulation of a Kármán vortex street.
In all of the above-mentioned papers, despite of certain differences, the invariants are essentially based on standard geometric moments. It is well known from many studies of scalar images, that the geometric (and consequently the complex) moments have rather poor numerical properties, in particular they cannot be calculated in a stable way up to high orders [2] . This is caused by the fact that their basis functions x p y q are not orthogonal. In scalar image analysis, this finding led to the design of invariants from orthogonal moments and from other orthogonal projections of the image (see, for instance, [2] for a survey). However, nothing like that has been published for vector fields so far.
In this paper, we introduce vector field invariants w.r.t. total rotation composed of orthogonal Gaussian-Hermite moments and of Zernike moments. We demonstrate that they have better numerical properties than the invariants of geometric/complex moments and they can be advantageously used in the vector field template matching tasks.
In the next section, we briefly recall Gaussian-Hermite moments. In Section 3 , we show how the Gaussian-Hermite moments can be used for designing rotation invariants of vector fields. Section 4 introduces vector field invariants based on Zernike moments. Finally, numerical experiments and comparison are presented in Section 5 .
Gaussian-Hermite polynomials and moments
Hermite polynomials are popular basis functions introduced by C. Hermite [15] . They have been widely used in signal analysis and in many other applications.
The Hermite polynomial of the n -th degree is defined as
Hermite polynomials are orthogonal on ( −∞ , ∞ ) with the weight w ( x ) = e −x 2 . For numerical calculations, Hermite polynomials can be evaluated in a fast and stable way by means of the three-term recurrence relation
with the initialization H 0 (x ) = 1 and 
In most cases, we work with orthonormal GH polynomials ˆ H n , which differ from Eq. (3) just by the scalar factor:
As can be seen in Fig. 4 2D Gaussian-Hermite moments of a function f ( x, y ) are defined as
The GH moments were introduced to the image analysis community by Shen [16, 17] . They were proved to be robust w.r.t. additive noise [18, 19] and were successfully employed in several applications, such as in the detection of moving objects in videos [20] , in license plate recognition [21] , in image registration as landmark descriptors [4] , in fingerprint classification [22] , in face recognition [23, 24] , in 3D object reconstruction [25] , and as directional feature extractors [26] .
The main advantage of the GH moments for using in image processing is their simple transformation under a rotation of the spatial coordinates, as was discovered by Yang et al. [27, 28] and employed to design GH rotation invariants of scalar images [29] . This property of the GH moments has been known as the Yang's theo-
then the same function of the corresponding Hermite moments is also a rotation invariant (see [28] for the detailed proof). Furthermore, Gaussian weighting and scaling do not violate this property provided that the scale parameter σ is the same for x and y and that the normalizing coefficient has been set up as
The Yang's theorem still holds well and the functional I( ˆ
is a rotation invariant of the Gaussian-Hermite moments of scalar images [28] .
In the next section, we adapt the Yang's theorem for vector fields and show how to construct GH invariants w.r.t. total rotation, which is the main theoretical contribution of the paper.
Gaussian-Hermite rotation invariants of vector fields
A vector field can be treated as a complex-valued function (or matrix in a discrete case)
which allows us to use the standard definition of moments. It holds, for arbitrary moment M pq ,
where M pq may stand for geometric, GH, or any other moment. Since the outer rotation (i.e. the rotation of the vector values) can be modeled as a multiplication of the vector field by a constant factor e −iα , any moment M pq suffices
Hence, the GH moments are transformed exactly in the same way as the geometric moments. This allows us to formulate a generalization of the Yang's theorem to vector fields: If there exists invariant to total rotation of a vector field
ments is also an invariant. Practical applicability of the Yang's vector-field theorem depends on our ability to find rotation invariant I composed of geometric moments (in practice, a single invariant is not sufficient and we are looking for a set providing a sufficient discriminability). That is, however, not easy. Already in the theory of moments of scalar images, it was shown [30] that the rotation invariants are hard to construct directly from the geometric moments. The same applies for vector fields, where the problem is even more difficult. In scalar moment invariants, the problem was overcome by using complex moments
The complex moments change under the inner rotation by angle α simply as
(see [30] for the proof). Under a total rotation of a vector field, c
The link between the geometric and the complex moments [30] (which is the same both for scalar and vector images)
yields the possibility of applying the Yang's theorem. When replacing the c pq 's by the corresponding functions of the GH moments
the behavior under a total rotation must be preserved, which leads to
Now we can cancel the rotation parameter by multiplication of proper powers of the d pq 's. Let ≥ 1 and further let k i , p i , and q i
is invariant with respect to total rotation of a vector field.
Eq. (14) may generate an infinite number of rotation invariants. It is desirable to work with an independent and complete subset (basis). The simplest possible basis can be obtained by
where p 0 − q 0 = 2 and d q 0 p 0 = 0 . To get a complete system, we set
from Eq. (15) , would always equal one). The choice of the basis is not unique and it is determined by the choice of d q 0 p 0 , which is sometimes called the basic moment or the normalizer . The normalizer must be nonzero for all vector fields in the given experiment. If this condition was not fulfilled, the basis would lose its discrimination power. The construction of the basis requires special care if the fields in question exhibit certain symmetry, as we will see in the next section.
Symmetry issues
In moment-based pattern recognition, symmetric objects require special care when we define the invariants. Many moments are zero on objects that exhibit a certain symmetry. If they were used as a factor in a product, the invariant would become trivial on any object with the given type of symmetry. Trivial invariants do not provide any discriminability and only increase the dimensionality of the feature space, which may lead to a drop in performance. When we want to recognize different symmetric objects, the vanishing moments must be identified in advance and the trivial invariants need to be discarded from the system.
For rotation invariants of scalar images, the systematic analysis of this phenomenon was first presented in [31] , where the authors showed the solution based on complex moments for objects with N -fold rotation symmetry. Vanishing of Gaussian-Hermite moments was studied later in [29] , where the basis construction that prevents the use of the vanishing moments was proposed. The most general choice of the non-vanishing invariants of complex moments was proposed by Bujack [32] , who introduced socalled flexible basis.
The problem of vanishing moments appears in case of vector fields, too. Unlike scalar images, the symmetry we have to investigate in the case of vector fields is that one which is related to the total rotation of the field. Let us define the notion of total N-fold rotation symmetry . The vector field f is said to be totally N -fold
We may extend this definition also to N = ∞ ; then the equality must hold for any α. Then, due to the symmetry of field f , we get d
pq . This equality can be fulfilled only if d
We should take this proposition into account when designing invariants that are supposed to discriminate two vector fields with the same total N -fold symmetry. Instead of the basic invariants ( p, q ) from Eq. (15) , which may vanish, we create a non-trivial basis composed of the invariants
where (p − q + 1) /N is an integer and p 0 − q 0 = N + 1 .
When considering a total radial symmetry N =∞ , the only nonvanishing invariants are
The described problem of invariants of symmetric fields is not marginal as many specific templates we search for often exhibit symmetry with respect to a total rotation. The symmetry must be identified in advance and the invariant basis should be chosen according to (16) or (17) .
Flexible basis
However, in practice, symmetric patterns may not be exactly symmetric due to sampling errors. Even if we do not detect any zero moments, certain moments may be very close to zero. This may happen also for some non-symmetric patterns. If we choose such a numerically zero moment as a basic moment in (15) , the resulting invariants may be unstable and vulnerable to noise. To overcome that, we may construct a so-called flexible invariant basis as follows. We relax the constraint given earlier on the indices p 0 and q 0 by only requiring p 0 − q 0 + 1 = 0 . We look for a "significantly non-zero" moment d q 0 p 0 satisfying this constraint by calculating the average magnitude of all d pq 's up to the given order. The lowest-order moment whose magnitude exceeds the average is then taken as the normalizer d q 0 p 0 and the basis is constructed via
There are | p 0 − q 0 − 1 | complex roots, so flex ( p, q ) is defined with a | p 0 − q 0 − 1 | -ambiguity. Since all these solutions are dependent, it is sufficient to store a single value only (all of them should be, however, taken into account when comparing two patterns). To avoid working with the multiple roots, we can alternatively use the powers
which are defined unambiguously. The flexible basis avoids using close-to-zero moments but does not require a prior analysis of the symmetry. It may be used in any case; however for common non-symmetric and non-singular patterns the flexible basis provides the same discrimination power as the basis (15) (in many cases the chosen normalizer is exactly the same as in (15) ).
Zernike rotation invariants of vector fields
Zernike polynomials were originally proposed to describe the diffracted wavefront in phase contrast imaging [33] and have found numerous applications in mathematics, optics, and imaging. Zernike moments (ZMs) [5] have become very popular in image analysis. They belong to the family of radial moments , along with the Pseudo-Zernike, Fourier-Mellin, Jacobi-Fourier, ChebyshevFourier, and other moments (see [2] for a survey)). Their main advantage comes from the fact that they are orthogonal on the unit disk, they keep their magnitude constant under an image rotation, and their phase change is simple and easy to eliminate. The latter property ensures a theoretically easy construction of rotation invariants of scalar images [6] .
Zernike moment of degree n with repetition of vector field f is defined as
where n = 0 , 1 , 2 , . . . , = −n, −n + 2 , . . . , n and V n ( r, θ ) is the respective Zernike polynomial (see for instance [2] for its complete definition).
Under a total rotation of the field by α, ZMs are transformed as
The rotation invariants of vector fields are then obtained by phase cancellation as
where the normalizer should be chosen such that 0 = 1 and A n 0 0 = 0 . If we choose 0 = 0 or 0 = 2 , we avoid the complex roots and end up with simpler invariants
Experiments
The goal of the experimental section is to compare the proposed orthogonal invariants of vector fields (both GH and ZM) to their competitors -the invariants composed of geometric/complex moments [2] . These invariants are formally defined by the same equation as (15) (24) of low orders, without mentioning the general formula, were used in [8] and in the follow-up papers mentioned in the introduction. In fact, they perform the only method for template matching in vector fields published so far.
In the remainder of this paper, we will refer to the invariants given by Eq. (24) as the geometric invariants. 2 In the first experiment, we demonstrate the main advantage of the orthogonal invariants -high numerical stability and low precision loss even for high-order invariants. The second and third experiments illustrate the application of the GH invariants in template matching in real vector fields.
Numerical precision
In this experiment, we evaluated numerical properties of GH, ZM and geometric moment invariants up to the order p + q = 160 . It can be expected that high-order geometric moment invariants lose precision because they comprise very high and very low numbers. Since the GH moments can be calculated by the recurrence relation (2) , the overflow and underflow effects should be less significant or even not present at all. The same is true for the Zernike moments. Due to their popularity, great effort has been made to develop efficient and numerically stable algorithms for their calculation [34] [35] [36] [37] [38] [39] [40] . In this experiment, we used an implementation of the recurrent Kintner method [2, 34] , which is like a gold standard in the ZM computation.
The evaluation is done by measuring the relative error of each invariant. We took a 365 × 451 vector field (obtained as a gradient field of the image of a hair, see Fig. 5 ), rotated it by π /4 using the total rotation, and calculated the relative error in percents as
where ( p, q ) stands for the geometric/GH/ZM invariant and ( p, q ) denotes the same invariant of the rotated field. Theoretically it should hold ε = 0 for any p, q , and ; the non-zero values are caused by the field resampling and by numerical errors of the moment calculations. This is why we used the rotation by π /4 -the relative errors are greater than for any other angle and allow to observe the differences between the three types of the invariants clearly. The relative errors of the geometric invariants are visualized in Fig. 6 using the color map on the right. It is worth noting that the invariants are well defined only in a strip along the diagonal p = q . Outside the colored area, the Matlab code yielded NaN values when calculating the invariants. This illustrates the limited possibility of working with the geometric invariants if p − q > 20 and p, q > 80 (the particular numbers depend on the given vector field).
The relative errors of the GH invariants and the ZM invariants are visualized in the same way in Fig. 7 and in Fig. 8 , respectively. The main difference, which is apparent at first sight, is that all investigated invariants are valid, there have been no NaN's in the calculations. To compare the relative errors in the valid region, we calculated element-wise the ratios
,
. They are visualized in Figs. 9-11 . While the calculation of ϱ 1 is straightforward, the definition of ϱ 2 and ϱ 3 may not be unique, because the second index of the Zernike moment expresses the angular repetition factor while both indices of the geometric/GH moments are the degrees of the basis polynomials. A reasonable way, which we employed here, of comparing the geometric/GH moments to the ZMs, is to link the indices p, q of geometric/GH moments to the indices p + q, p − q of the ZMs. The yellow-red color map is used for ϱ > 1, light green is neutral ( = 1 ) and green-blue stands for ϱ < 1 (to keep the same range on both sides, the values of ϱ > 1 were displayed as 2 − 1 / ). The vast majority of indices ( p, q ) (precisely in 85%), satisfies ϱ 1 > 1, which means the relative error of the geometric invariants is higher than that of the GH invariants. The mean value of ϱ 1 is 7.3 and the median equals 4.3, which clearly illustrates the higher stability of the GH invariants. The behavior of ϱ 2 is similar, although the dominance of the ZMs is not as prominent.
The quantitative comparison between the GH and ZM invariants is expressed by ϱ 3 . In the central strip area, the GH invariants are more stable (the mean value of ϱ 3 is 0.8, the median is 0.65). Outside this area, ϱ 3 looks like a close-to-zero-mean random noise, which shows there is no significant difference between the GH and ZM invariants in this range of the indices. 
Template matching in a gradient field
In this experiment we demonstrate the use of the GH invariants for template matching, i.e. in the task they have been designed for and where they are supposed to be applied in practice. As the test vector field, we again used the gradient of the hair image, see Fig. 5 . We chose this particular photograph to make the matching challenging. On one hand, the picture is rich in edges so there are no large regions of a constant gradient; on the other hand there are many patches similar to each other, which makes the matching non-trivial.
We randomly extracted 10 0 0 circular templates of the radius 20 pixels from the gradient field, rotated them by random angles, and matched them against the original field. The matching was carried out by searching for the minimum 2 -distance in the space of the invariants between the template and all field patches of the same size. We encountered two kinds of errors which we call "small" and "gross". An error is considered "small" if it is less than 10 pixels (measured as the Euclidean distance from the groundtruth location). These errors are governed by a Rayleigh distribution R ( x ; σ ) [41] (provided that the errors in horizontal and vertical directions are independent, normally distributed random variables with the same variance), whose density is
The mean value of the distribution, which we used to quantify the small errors, is σ π / 2 .
The "gross" error means the template was found at a completely wrong place, usually because there was a similar patch at that position. Since in most applications the errors are considered equally serious if they are, let us say, 50 or 500 pixels (in both cases, the location found is totally wrong and the position cannot be refined by searching within a neighborhood), we only count the number of these gross errors to evaluate the matching.
We matched each template by eight different invariants for comparison. We used the vector-field GH invariants up to the orders four and six to illustrate the contribution of higher orders. To show the differences in numerical stability, we did the same with the vector-field invariants composed of complex (geometric) moments [2] . Finally, we converted the vector values to magnitudes and used traditional scalar image invariants (both GH and CM) acting on magnitudes only to match the templates. This shows that the vector field template matching cannot be reduced to scalar image matching without a loss of performance. The results are summarized in Table 1 . It can be seen clearly, that the vector field GH invariants outperform the other three methods significantly, both in the number of gross errors as well as in the mean value of the small ones. At the same time, we can observe an improvement of the performance of all methods when the 6-th order moments were used.
Template matching in a fluid flow field
In this experiment, we demonstrate the applicability of the proposed technique in an important problem from fluid dynamics engineering -vortex detection in a fluid flow vector field. We used the field showing the Kármán vortex street, which is a repeating pattern of swirling vortices caused by the flow of a fluid around blunt bodies. In the Kármán pattern, we can see several vortices arranged into two rows. The orientation of the "street" is given by the main flow direction and is generally not known a priori. A patch with a typical vortex is used as a template. In this task we used a vortex from the upper row (see Fig. 12 ), but generally, the template may be extracted from another similar field. To sim- ulate this, we rotated the template by 30 degrees. The task is to find all vortices of a similar shape regardless of their orientation. The search is performed in the space of the rotation invariants. Unlike the previous experiment, we search for all local minima of 2 -distance below a user-defined threshold.
Such a task definition is rather "soft", because it specifies neither the significance of the vortices to be detected nor the required degree of similarity with the template. As we can see, the results may be controlled by the number/order of the invariants we use. 3 In Fig. 13 , we can see the matching results when only the invariants up to the fourth order have been employed. Almost all vortices, existing in the field, were detected. The detection of the vortices in the bottom row requires special care, because they are flipped comparing to the upper row. The GH invariants are transformed under a mirroring w.r.t. an arbitrary line as
Hence, the real part of ( p, q ) keeps its value, but the imaginary part should be taken with an opposite sign. If we want to detect both kinds, the absolute value of the imaginary part should be used. As we increased the order of the invariants, we identified only those vortices, which are more similar to the template (see Fig. 14 ) . Note that the results does not necessarily form a nested sequence because the degree of similarity may not be monotonic with the order. This process terminated at the order 14, where only a single vortex, the one identical with the template, was found.
The previous experiment was carried out on a single vector field with a few templates. In order to perform an objective error analysis, we used a 300-frame video, showing the timedevelopment simulation of the Kármán street. We used the same vortex template as before and matched it to each frame individually. To ensure independency, no information from the previous frames was used. We employed the GH invariants up to the fourth order. In each frame, the algorithm identified 21 or 22 vortices, which are similar to the template. The video with the vortex tracking is at [42] . To evaluate the accuracy, we measured the localization error of each vortex in each frame. The ground truth posi-tions were deduced from the fluid mechanics theory, which guarantees (under ideal conditions) the equidistant placement of the vortices (this assumption, however, works only in the first half of the street; the second half behaves differently and the groundtruth positions could not be estimated there). The ground-truth positions of the first two vortices were detected manually. We measured the absolute localization errors of all templates in the first half of each frame, so we obtained about 30 0 0 random values, which should exhibit a Rayleigh distribution. We estimated its parameter σ and, consequently, the mean of the absolute errors (see Fig. 15 for the error histogram fitted with the Rayleigh curve). We obtained σ = 2 . 138 , which yields the mean m = σ π / 2 = 2 . 68 .
The actual mean localization error is probably even smaller because our Kármán street does not behave exactly as the ideal one and the error we have measured contains not only the localization error but also the error between the ideal and actual Kármán street.
Conclusion
The paper introduced rotation invariants of vector fields, which are functions of orthogonal moments. Vector fields behave differently from graylevel and color images under spatial transformations and traditional scalar invariants cannot be efficiently used for recognition.
Although vector-field invariants can be from simple geometric moments [2] , in this paper we demonstrated that the use of orthogonal moments provides significantly higher numerical stability than the stability of geometric/complex moment invariants. We tested two popular kinds of orthogonal moments -GaussianHermite and Zernike moments. Although they are distinct from one another in their nature (the GH moments are orthogonal on a square, while the Zernike moments are orthogonal on a disk), both can be employed as the building blocks of the invariants. The stability of the GH invariants was slightly better in our experiments, but the difference was not significant and each kind has its own pros and cons, implied by their different areas of orthogonality. We demonstrated their performance in template matching in a gradient field and in a vortex detection in a fluid flow vector field. Comparing to vector-field invariants from non-orthogonal moments and to scalar image invariants, the proposed technique achieved significantly better results.
The paper was focused solely on rotational invariance. Translational invariance is irrelevant in template matching (it could be ensured by using central moments if needed). Invariance to total scaling of the vector field is formally not difficult to achieve -we can just follow the idea of variable modulation of the GH moments, which was proposed for scalar images by Yang et al. [43] and which can be modified for vector fields easily. Dealing with scaled templates brings, however, another problem. Since it is not clear how large the corresponding neighborhood should be, one has to test several sizes in a reasonable interval, which increases the computational time.
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