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Abstract. Liouville theorems for scaling invariant nonlinear parabolic problems in the
whole space and/or the halfspace (saying that the problem does not posses positive
bounded solutions defined for all times t ∈ (−∞,∞)) guarantee optimal estimates of
solutions of related initial-boundary value problems in general domains. We prove an
optimal Liouville theorem for the linear equation in the halfspace complemented by the
nonlinear boundary condition ∂u/∂ν = uq, q > 1.
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1. Introduction and main results
Liouville theorems for scaling invariant superlinear parabolic problems in the whole
space and/or the halfspace (saying that the problem does not posses positive bounded
solutions defined for all times t ∈ (−∞,∞)) guarantee optimal estimates of solutions of
related initial-boundary value problems in general domains, including estimates of singu-
larities and decay, see [11] or [16] and the references therein. In the case of the model
problem
ut −∆u = up, x ∈ Rn, t ∈ R,
where p > 1, n ≥ 1 and u = u(x, t) > 0, an optimal Liouville theorem (i.e. a Liouville
theorem valid in the full subcritical range) has been recently proved in [14]. Its proof was
inspired by [4] and it was based on refined energy estimates for suitably rescaled solutions.
In this paper we adapt the arguments in [14] to prove an optimal Liouville theorem for
the problem
ut −∆u = 0 in Rn+ × R,
uν = u
q on ∂Rn+ × R,
}
(1)
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where u = u(x, t) > 0, Rn+ := {(x = (x1, x2, . . . , xn) ∈ Rn : x1 > 0}, ν = (−1, 0, 0, . . . , 0) is
the outer unit normal on the boundary ∂Rn+ = {x ∈ Rn : x1 = 0} and q > 1. In addition,
we also provide an application of our Liouville theorem.
The nonexistence of positive classical stationary solutions of (1) is known for q < qS,
where
qS :=
{
+∞ if n ≤ 2,
n
n−2 if n > 2,
and the condition q < qS is optimal for the nonexistence, see [7, 5] and the references
therein. Our main result is the following Liouville theorem.
Theorem 1. Let 1 < q < qS. Then problem (1) does not possess positive classical bounded
solutions.
The nonexistence result in Theorem 1 follows from the Fujita-type results in [3, 2] if
q ≤ (n+1)/n. It has also been proved for n = 1, q > 1 (for solutions with bounded spatial
derivatives, see [15]), and for n ≥ 1 and q < qsg or q = qsg (see [12] or [13], respectively),
where
qsg :=
{
+∞ if n ≤ 2,
n−1
n−2 if n > 2.
Assuming on the contrary that a solution in Theorem 1 exists, the proof of [12, Theo-
rem 5] guarantees that we may assume that the solution is nonincreasing in x1. Using this
monotonicity, the proof of Theorem 1 could be obtained by more or less straightforward
modifications of the proof of [14, Theorem 1]. Unfortunately, several technical arguments
in Steps 4–6 of the proof of [14, Theorem 1] are written in an unnecessarily complicated
way. In order to make those arguments simpler and more transparent, we have signifi-
cantly modified the corresponding parts of the proof; see Lemmas 5–8 below. Analogous
modifications can also be done in the proof of [14, Theorem 1], see Remark 9 below.
Theorem 1 can be used in order to prove optimal estimates for various problems related
to (1). In particular, it guarantees an optimal blow-up rate estimate for positive solutions
of the problem
ut −∆u = 0 x ∈ Ω, t ∈ (0, T ),
uν = u
q x ∈ ∂Ω, t ∈ (0, T ),
}
(2)
where Ω ⊂ Rn is bounded and smooth. More precisely, the proof of [12, Theorem 7] shows
that the following theorem is true (see the discussion after [12, Theorem 7] for related
results and references on the blow-up rate and see also [6] and the references therein for
results on the blow-up profile).
Theorem 2. Assume that Ω ⊂ Rn is bounded and smooth, 1 < q < qS. Assume also
that u is a positive classical solution of (2) which blows up at t = T . Then there exists
C = C(u) > 0 such that u satisfies the blow-up rate estimate
u(x, t)(T − t)1/2(q−1) + |∇u(x, t)|(T − t)q/2(q−1) ≤ C
for all x ∈ Ω and t ∈ (T/2, T ).
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2. Proof of Theorem 1
The proof is a combination of arguments used in the proofs of [12, Theorem 5] and [14,
Theorem 1].
Assume on the contrary that there exists a positive bounded solution u of (1). As in
the proof of [12, Theorem 5] we may assume
u(x, t) + |∇u(x, t)| ≤ 1 for all x ∈ Rn+, t ∈ R,
and we also have
ux1(x, t) ≤ 0 for all x ∈ Rn+, t ∈ R. (3)
Due to the results in [12, 13] we may also assume q > qsg. We set β :=
1
2(q−1) and by
C,C0, C1, . . . , c, c0, c1, . . . we will denote positive constants which depend only on n and q;
the constants C, c may vary from step to step. Finally, M =M(n, q) will denote a positive
integer (the number of bootstrap steps). The proof will be divided into several steps.
Step 1: Initial estimates. For y ∈ Rn+, s ∈ R, a ∈ ∂Rn+ and k = 1, 2, . . . set
w(y, s) = wak(y, s) := (k − t)βu(y
√
k − t+ a, t), where s = − log(k − t), t < k.
Set also sk := − log k and notice that w = wak solve the problem
ws = ∆w − 1
2
y · ∇w − βw = 1
ρ
∇ · (ρ∇w)− βw in Rn+ ×R,
wν = w
q on ∂Rn+ × R,

 (4)
where ρ(y) := e−|y|
2/4. In addition, wak(0, sk) = k
βu(a, 0) and
‖wak(·, s)‖∞ ≤ C0kβ‖u(·, t)‖∞ ≤ C0kβ for s ∈ [sk −M − 1,∞), (5)
where t = k − e−s and C0 := e(M+1)β . Set
E(s) = Eak(s) :=
1
2
∫
R
n
+
(|∇wak|2 + β(wak)2)(y, s)ρ(y) dy − 1q + 1
∫
∂Rn+
(wak)
q+1(y, s)ρ(y) dSy .
Multiplying equation (4) by wρ and integrating over y ∈ Rn+ we obtain
E(s) = −1
2
∫
R
n
+
(wws)(y, s)ρ(y) dy +
1
2
q − 1
q + 1
∫
∂Rn
+
wq+1(y, s)ρ(y) dSy . (6)
The function s 7→ E(s) is nonincreasing and nonnegative (see [1]). Integrating (6) over
the time interval (σ1, σ2) we have
1
2
(∫
Rn
+
w2(y, σ2)ρ(y) dy −
∫
Rn
+
w2(y, σ1)ρ(y) dy
)
= −2
∫ σ2
σ1
E(s) ds+
q − 1
q + 1
∫ σ2
σ1
∫
∂Rn
+
wq+1(y, s)ρ(y) dSy ds.


(7)
As in the proof of [12, Theorem 5] we also obtain∫ σ2
σ1
∫
R
n
+
∣∣∣∂w
∂s
(y, s)
∣∣∣2ρ(y) dy ds = E(σ1)− E(σ2) ≤ E(σ1), (8)
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R
n
+
wr(y, s)ρ(y) dy ≤ C
∫
∂Rn
+
wr(y, s)ρ(y) dSy , r ≥ 1, (9)
∫
R
n
+
w(y, s)ρ(y) dy ≤ C, (10)
∫ σ2
σ1
∫
∂Rn
+
wq(y, s)ρ(y) dSy ds ≤ C(1 + σ2 − σ1). (11)
Given 1 ≤ m ≤M , the monotonicity of E, (7), (5), (10) and (11) guarantee
2Eak(sk −m) ≤ 2
∫ sk−m
sk−m−1
Eak(s) ds
≤ 1
2
∫
Rn
+
(wak)
2(y, sk −m− 1)ρ(y) dy + q − 1
q + 1
∫ sk−m
sk−m−1
∫
∂Rn
+
(wak)
q+1(y, s)ρ(y) dSy ds
≤ Ckβ
(∫
R
n
+
wak(y, sk −m− 1)ρ(y) dy +
∫ sk−m
sk−m−1
∫
∂Rn+
(wak)
q(y, s)ρ(y) dSy ds
)
≤ Ckβ.
Consequently,
Eak(sk −M) ≤ Ckβ. (12)
Notice also that (8) guarantees∫ sk−m+1
sk−m
∫
R
n
+
∣∣∣∂wak
∂s
(y, s)
∣∣∣2ρ(y) dy ds ≤ Eak(sk −m), m = 1, 2, . . . M. (13)
Step 2: The plan of the proof. We will show that there exist an integerM =M(n, q)
and positive numbers γm, m = 1, 2, . . . M , such that
γ1 < γ2 < · · · < γM = β, γ1 < µ := 2β − n− 2
2
,
and
Eak(sk −m) ≤ Ckγm , a ∈ ∂Rn+, k large, (14)
where m = M,M − 1, . . . , 1, and “k large” means k ≥ k0 with k0 = k0(n, q, u). Then,
taking λk := k
−1/2 and setting
vk(z, τ) := λ
1/(q−1)
k w
0
k(λkz, λ
2
kτ + sk), z ∈ Rn+, −k ≤ τ ≤ 0,
we obtain 0 < vk ≤ C, vk(0, 0) = u(0, 0),
∂vk
∂τ
−∆vk = −λ2k
(1
2
z · ∇vk + βvk
)
in Rn+ × (−k, 0),
(vk)ν = v
q
k on ∂R
n
+ × (−k, 0).
In addition, using (13) and (14) with m = 1 we also have∫ 0
−k
∫
|z|<
√
k, z1>0
∣∣∣∂vk
∂τ
(z, τ)
∣∣∣2 dz dτ = λ2µk
∫ sk
sk−1
∫
|y|<1, y1>0
∣∣∣∂w0k
∂s
(y, s)
∣∣∣2 dy ds
≤ Ck−µ+γ1 → 0 as k →∞.
(15)
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Now a priori estimates of vk (see estimates in [9, Theorem 7.2 and the subsequent Remark]
or [10, Theorem 13.16] applied to vk and their first order derivatives, and cf. also [8, (3.9)],
for example) show that (up to a subsequence) the sequence {vk} converges to a positive
solution v = v(z) of the problem ∆v = 0 in Rn+, vν = v
q on ∂Rn+ which contradicts the
elliptic Liouville theorem in [7]. This contradiction will conclude the proof.
Notice that (14) is true if m = M due to (12). In the rest of the proof we consider
M > 1, fix m ∈ {M,M − 1, . . . , 2}, assume that (14) is true with this fixed m, and we will
prove that (14) remains true with m replaced by m− 1. More precisely, we assume
Eak(sk −m) ≤ Ckγ , a ∈ ∂Rn+, k large, (16)
(where γ := γm ∈ [µ, β]) and we will show that
Eak(sk −m+ 1) ≤ Ckγ˜ , a ∈ ∂Rn+, k large, (17)
where γ˜ < γ (and then we set γm−1 := γ˜). Our proof shows that there exists an open
neighbourhood U = U(n, q, γ) of γ such that (17) remains true also if (16) is satisfied with
γ replaced by any γ′ ∈ U . The compactness of [µ, β] guarantees that the difference γ − γ˜
can be bounded below by a positive constant δ = δ(n, q) for all γ ∈ [µ, β], hence there
exists M =M(n, q) such that γ1 < µ ≤ γ2.
Step 3: Notation and auxiliary results. In the rest of the proof we will also use
the following notation and facts: If Z is a finite set or a measurable subset of Rd, then by
#Z or |Z| we denote the cardinality or the d-dimensional measure of Z, respectively. Set
C(M) := 8neM+1, B∂r (a) := {x ∈ ∂Rn+ : |x− a| ≤ r}, B∂r := B∂r (0),
Rk :=
√
8n log k, B+r (a) := {x ∈ Rn+ : |x− a| ≤ r}, B+r := B+r (0).
Given a ∈ ∂Rn+, there exists an integer X = X(n, k) and there exist a1, a2, . . . aX ∈ ∂Rn+
(depending on a, n, k) such that a1 = a, X ≤ C(log k)(n−1)/2 and
Dk(a) := B∂√
C(M)k log(k)
(a) ⊂
X⋃
i=1
B∂√
k/2
(ai). (18)
Notice that if y ∈ B∂Rk and s ∈ [sk −M − 1, sk], then a + ye−s/2 ∈ Dk(a), hence (18)
guarantees the existence of i ∈ {1, 2, . . . ,X} such that
wak(y, s) = w
ai
k (y
i, s), where yi := y + (a− ai)es/2 ∈ B∂1/2. (19)
The contradiction argument in Step 2 based on the nonexistence of positive stationary
solutions of (1), combined with a doubling argument can be used to obtain the following
useful pointwise estimates of the solution u.
Lemma 3. Let M,sk, w
a
k be as above, ζ ∈ R, ξ, C∗ > 0, dk, rk ∈ (0, 1], k = 1, 2, . . . . Set
Tk = Tk(dk, rk, ζ, C∗)
:=
{
(a, σ, b) ∈ ∂Rn+ × (sk −M,sk]× ∂Rn+ :
∫ σ
σ−dk
∫
B+rk (b)
(wak)
2
sdy ds ≤ C∗kζ
}
.
Assume
ξ
µ
β
> ζ and
1
log(k)
min(dkk
ξ/β , rkk
ξ/2β)→∞ as k →∞. (20)
6 P. Quittner
Then there exists k1 such that
wak(y, σ) ≤ kξ whenever y ∈ B∂rk/2(b), k ≥ k1 and (a, σ, b) ∈ Tk.
Proof. Assume on the contrary that there exist k1, k2 . . . with the following properties:
kj → ∞ as j → ∞, and for each k ∈ {k1, k2, . . . } there exist (ak, σk, bk) ∈ Tk and
yk ∈ B∂rk/2(bk) such that w˜k(yk, σk) > kξ, where w˜k := w
ak
k .
Given k ∈ {k1, k2 . . . }, we can choose an integer K such that
2Kkξ > C0k
β , K < C log k. (21)
Set
Zj := B
∂
rk(1/2+j/(2K))
(bk)× [σk − dk(1/2 + j/(2K)), σk ], j = 0, 1, . . . ,K.
Then
B∂rk/2(bk)× [σk − dk/2, σk] = Z0 ⊂ Z1 ⊂ · · · ⊂ ZK = B∂rk(bk)× [σk − dk, σk].
Since supZ0 w˜k ≥ w˜k(yk, σk) > kξ, estimates (21) and (5) imply the existence of j∗ ∈{0, 1, . . . K − 1} such that
2 sup
Zj∗
w˜k ≥ sup
Zj∗+1
w˜k
(otherwise C0k
β ≥ supZK w˜k > 2K supZ0 w˜k > 2Kkξ, a contradiction). Fix (yˆk, sˆk) ∈ Zj∗
such that
Wk := w˜k(yˆk, sˆk) = sup
Zj∗
w˜k.
Then Wk ≥ kξ, B∂rk/(2K)(yˆk)×
[
sˆk − dk2K , sˆk
]
⊂ Zj∗+1, hence (3) implies
w˜k ≤ 2Wk on Qˆk := B+rk/(2K)(yˆk)×
[
sˆk − dk
2K
, sˆk
]
.
Set λk :=W
−1/(2β)
k (hence λk ≤ k−ξ/(2β) → 0 as k →∞) and
vk(z, τ) := λ
2β
k w˜k(λkz + yˆk, λ
2
kτ + sˆk).
Then vk(0, 0) = 1, vk ≤ 2 on Qk := B+rk/(2Kλk) × [−dk/(2Kλ
2
k), 0], and
∂vk
∂τ
−∆vk = −λ2k
(1
2
z · ∇vk + βvk
)
in Qk,
(vk)ν = v
q
k on Q
∂
k ,
(22)
where Q∂k := B
∂
rk/(2Kλk)
× [−dk/(2Kλ2k), 0]. In addition, as k →∞,
rk
2Kλk
≥ rkk
ξ/(2β)
C log(k)
→∞, dk
2Kλ2k
≥ dkk
ξ/β
C log(k)
→∞.
Since (ak, σk, bk) ∈ Tk and Qˆk ⊂ B+rk(bk)× [σk − dk, σk], we obtain∫
Qk
∣∣∣∂vk
∂τ
(z, τ)
∣∣∣2 dz dτ = λ2µk
∫
Qˆk
∣∣∣∂w˜k
∂s
(y, s)
∣∣∣2 dy ds ≤ C∗kδ, where δ := −ξ µ
β
+ ζ < 0.
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Hence, as above, a suitable subsequence of {vk} converges to a positive solution v = v(z)
of the problem ∆v = 0 in Rn+, vν = v
q on ∂Rn+, which contradicts the elliptic Liouville
theorem in [7]. 
Remark 4. By a simple modification of the proof of Lemma 3 one can show that the
estimate wak(y, σ) ≤ kξ can be improved to
wak(y, σ) + |∇wak(y, σ)|1/q + |(wak)s(y, σ)|1/(2q−1) ≤ kξ.
In fact, set w˜k := w
ak
k + |∇wakk |1/q + |(wakk )s|1/(2q−1) and assume on the contrary that
w˜k(yk, σk) > k
ξ, where yk, σk, k are as in the proof of Lemma 3. Repeat the doubling
estimates (with a modified constant C0) and define Wk and λk as in that proof, but
replace w˜k with w
ak
k in the definition of vk. Then vk solves (22),(
vk + |∇vk|1/q + |(vk)τ |1/(2q−1)
)
(0, 0) = 1,
vk + |∇vk|1/q + |(vk)τ |1/(2q−1) ≤ 2 in Qk,
and passing to the limit we arrive at a contradiction. 
Recall that γ ∈ [µ, β] (see (16)).
Lemma 5. Let Tk = Tk(dk, rk, ζ, C∗) be as in Lemma 3, ω ∈ R, ε, C1 > 0,
0 ≤ α < ξ
β
, ξ
µ
β
> γ − α+ ε− ω,
and assume
(a, σ, 0) ∈ Tk(12k−α, 1, γ − α+ ε, C1) for k large. (23)
Set
G := {y ∈ B∂1/2 : wak(y, σ) ≤ kξ}.
Then
|B∂1/2 \G| ≤ Ckω−(n−1)α/2 for k large. (24)
Proof. There exist b1, . . . , bY ∈ ∂Rn+ with Y ≤ Ck(n−1)α/2 such that
B∂1/2 ⊂
Y⋃
j=1
Bj, where Bj := B∂1
2
k−α/2
(bj),
and
#{j : y ∈ B+
k−α/2
(bj)} ≤ Cn for any y ∈ Rn+. (25)
Set
H :=
{
j ∈ {1, 2, . . . , Y } : (a, σ, bj) ∈ Tk(12k−α, k−α/2, γ − α+ ε− ω,C1Cn)
}
,
Hc := {1, 2, . . . , Y } \H.
If j ∈ H, then Lemma 3 guarantees wak(y, σ) ≤ kξ for y ∈ Bj. Consequently,
B∂1/2 ∩
⋃
j∈H
Bj ⊂ G, hence B∂1/2 \G ⊂
⋃
j∈Hc
Bj.
Now (23), the definition of H and (25) imply #Hc < kω, hence (24) is true. 
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Lemma 6. Fix a positive integer L = L(n, q) such that
β(
q + 1
3q − 1)
L < µ. (26)
If ε, δ > 0 are small enough, then there exist ξℓ, αℓ, ωℓ, ℓ = 1, 2, . . . L, such that
γ − δ − ε > ξ1 ≤ ξ2 ≤ · · · ≤ ξL ≤ β =: ξL+1 (27)
and the following inequalities are true for ℓ = 1, 2, . . . , L:
0 ≤ αℓ < ξℓ
β
, ξl
µ
β
> γ − αℓ + ε− ωℓ, ωℓ − (n− 1)αℓ
2
≤ γ − δ − (q + 1)ξℓ+1. (28)
Proof. Consider ξ ∈ [µ/2, β] and ξ˜ ∈ [ξ, 3q−1q+1 ξ). Set also α := ξβ − εα, where εα > 0 is
small. Since
γ − ξ
β
− ξ µ
β
=
n− 1
2
ξ
β
+ γ − (3q − 1)ξ
and (q + 1)ξ˜ < (3q − 1)ξ, we see that
ω := γ − α+ ε− ξ µ
β
<
n− 1
2
α+ γ − δ − (q + 1)ξ˜ =: ω (29)
provided ε, εα, δ are small enough. Consequently, we may choose ω ∈ (ω, ω).
If ε, δ are small enough, then (26) guarantees the existence of ξ1, . . . , ξL satisfying (27),
ξ1 ≥ µ/2 and ξℓ+1 < 3q−1q+1 ξℓ for ℓ = 1, 2, . . . , L. Fix ℓ ∈ {1, 2, . . . , L}, set ξ := ξℓ, ξ˜ := ξℓ+1,
and let α, ω be as above. Set αℓ := α, ωℓ := ω. Then the definitions of αℓ, ωℓ and (29)
guarantee (28). 
Lemma 7. Let L, ε, δ and ξℓ, αℓ, ωℓ, ℓ = 1, 2, . . . L, be as in Lemma 6 and let Tk =
Tk(dk, rk, ζ, C∗) be as in Lemma 3. Assume (a, σ, 0) ∈ Tk(12k−αℓ , 1, γ − αℓ + ε, C) for
ℓ = 1, 2, . . . L and k large and∫
B∂
1/2
(wak)
q(y, σ) dSy ≤ Ckε for k large. (30)
Then ∫
B∂
1/2
(wak)
q+1(y, σ) dSy ≤ Ckγ−δ for k large. (31)
Proof. Given ℓ ∈ {1, 2, . . . , L}, set ξ = ξℓ, α = αℓ, ω = ωℓ, and let G be the set in
Lemma 5. Set Gℓ := G and GL+1 := B
∂
1/2. Lemma 5 and (28) guarantee
|Gℓ+1 \Gℓ| ≤ |B∂1/2 \Gℓ| ≤ Ckωℓ−(n−1)αℓ/2 ≤ Ckγ−δ−(q+1)ξℓ+1 ,
hence ∫
Gℓ+1\Gℓ
(wak)
q+1(y, σ) dSy ≤ Ck(q+1)ξℓ+1 |Gℓ+1 \Gℓ| ≤ Ckγ−δ.
In addition, the definition of G1, (30) and (27) imply∫
G1
(wak)
q+1(y, σ) dSy ≤ kξ1
∫
G1
(wak)
q(y, σ) dSy ≤ Ckξ1+ε ≤ Ckγ−δ. (32)
Since B∂1/2 = G1 ∪
⋃L
ℓ=1(Gℓ+1 \Gℓ), the conclusion follows. 
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Step 4: The choice of a suitable time. The proof of (17) will be based on estimates
of wa
i
k (·, s∗), i = 1, 2, . . . ,X, where s∗ = s∗(k, a) ∈ [sk −m, sk −m+ 1] is a suitable time.
Lemma 8. Let ε, γ, C1, C2 > 0, α1, α2, . . . , αL ≥ 0, and, given k = 1, 2, . . . , let Xk
be a positive integer satisfying Xk ≤ kε/2 and σk ∈ R. Set Jk := [σk, σk + 1], J˜k :=
[σk + 1/2, σk + 1], and assume that f
1
k , . . . , f
Xk
k , g
1
k, . . . , g
Xk
k ∈ C(Jk,R+) satisfy∫
Jk
f ik(s) ds ≤ C1kγ ,
∫
Jk
gik(s) ds ≤ C2, i = 1, 2, . . . Xk, k = 1, 2, . . . . (33)
Then there exists k1 = k1(ε, L) with the following property: If k ≥ k1, then there exists
s∗ = s∗(k) ∈ J˜k such that∫ s∗
s∗− 1
2
k−αℓ
f ik(s) ds ≤ C1kγ−αℓ+ε, f ik(s∗) ≤ C1kγ+ε, gik(s∗) ≤ C2kε
for all i = 1, 2, . . . ,Xk and ℓ = 1, 2, . . . , L.
Proof. Set
hi,ℓk (s) :=
∫ s
s− 1
2
k−αℓ
f ik(τ) dτ, s ∈ J˜k, i = 1, 2, . . . Xk, ℓ = 1, 2, . . . , L, k = 1, 2, . . . .
Then ∫
J˜k
hi,ℓk (s) ds =
∫
J˜k
∫ s
s− 1
2
k−αℓ
f ik(τ) dτ ds =
∫
J˜k
∫ 1
2
k−αℓ
0
f ik(s− τ) dτ ds
=
∫ 1
2
k−αℓ
0
∫
J˜k
f ik(s− τ) ds dτ ≤
∫ 1
2
k−αℓ
0
∫
Jk
f ik(s) ds dτ ≤ C1kγ−αℓ .
(34)
Set
Aik := {s ∈ J˜k : f ik(s) > C1kγ+ε}, Bik := {s ∈ J˜k : gik(s) > C2kε},
Ci,ℓk := {s ∈ J˜k : hi,ℓk (s) > C1kγ−αℓ+ε}.
Then (33) and (34) show that the measure of each of the sets Aik, B
i
k, C
i,ℓ
k can be estimated
above by k−ε. Since the number of these sets (with given index k) is (L + 2)Xk ≤
(L + 2)kε/2, their union Uk :=
⋃
iA
i
k ∪
⋃
iB
i
k ∪
⋃
i,ℓC
i,ℓ
k has measure less than 1/2 for
k ≥ k1, hence for k ≥ k1 there exists s∗ = s∗(k) ∈ J˜k \ Uk. Obviously, s∗ has the required
properties. 
Consider m, γ ∈ [µ, β] and a ∈ ∂Rn+ fixed, Jk := [sk − m, sk − m + 1], and let ai,
i = 1, 2, . . . ,X be as in (18) (recall that ai and X depend on k; X ≤ C(log k)(n−1)/2). Let
L, ε and αℓ, ℓ = 1, 2, . . . , L be from Lemma 6. Set
f ik(s) :=
∫
R
n
+
(wa
i
k )
2
s(y, s)ρ(y) dy, g
i
k(s) :=
∫
∂Rn
+
(wa
i
k )
q(y, s)ρ(y) dSy, i = 1, 2, . . . X.
Estimates (13), (16) and (11) guarantee that the assumptions of Lemma 8 are satisfied
with C1, C2 independent of a. Consequently, if k ≥ k1, then there exists s∗ = s∗(k, a) ∈
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J˜k := [sk −m+ 1/2, sk −m + 1] such that the following estimates are true for a ∈ ∂Rn,
w = wa
i
k , i = 1, 2, . . . X, ℓ = 1, 2, . . . L:∫ s∗
s∗− 1
2
k−αℓ
∫
R
n
+
w2sρ dy ds ≤ C1kγ−αℓ+ε, (35)
∫
R
n
+
w2s(y, s
∗)ρ(y) dy ≤ C1kγ+ε,∫
∂Rn
+
wq(y, s∗)ρ(y) dSy ≤ C2kε.


(36)
Step 5: Energy estimates. Let L, ε, δ and ξℓ, αℓ, ωℓ, ℓ = 1, 2, . . . L, be as in Lemma 6
and let Tk = Tk(dk, rk, ζ, C∗) be as in Lemma 3. Let a ∈ ∂Rn+ be fixed and s∗ = s∗(k, a)
be from Step 4. Notice that (35) guarantees (ai, s∗, 0) ∈ Tk(12k−αℓ , 1, γ − αℓ + ε, C1/ρ(1))
for i = 1, 2, . . . ,X and ℓ = 1, 2, . . . , L, and (36) implies (30) with a = ai, i = 1, 2, . . . ,X.
Consequently, Lemma 7 implies∫
B∂
1/2
(wa
i
k )
q+1(y, s∗) dSy ≤ Ckγ−δ for i = 1, 2, . . . ,X and k large,
and using (19) we obtain∫
B∂Rk
(wak)
q+1(y, s∗) dSy ≤
X∑
i=1
∫
B∂
1/2
(wa
i
k )
q+1(y, s∗) dSy ≤ Ckγ−δ(log k)(n−1)/2
≤ Ckγ−δ/2 for k large.
In addition, since
ρ(y) = e−|y|
2/8−|y|2/8 ≤ k−ne−|y|2/8, for |y| > Rk,
we have ∫
∂Rn
+
\B∂Rk
(wak)
q+1(y, s∗) dSy ≤ C
∫
∂Rn
+
\B∂Rk
k(q+1)β−ne−|y|
2/8 dSy ≤ C,
hence ∫
∂Rn
+
(wak)
q+1(y, s∗) dSy ≤ Ckγ−δ/2 for k large. (37)
Denoting w := wak, (36), (9) and (37) imply∣∣∣ ∫
R
n
+
(wws)(y, s
∗)ρ(y) dy
∣∣∣ ≤ (∫
R
n
+
w2(y, s∗)ρ(y) dy
)1/2(∫
R
n
+
w2s(y, s
∗)ρ(y) dy
)1/2
≤ C
(∫
R
n
+
wq+1(y, s∗)ρ(y) dy
)1/(q+1)
k
γ+ε
2 ≤ Ck
γ−δ/2
q+1
+ γ+ε
2 ≤ Ckγ−δ/2,
(38)
provided ε and δ are small enough. Finally, (6), (37) and (38) guarentee Eak(s
∗) ≤ Ckγ˜
with γ˜ := γ − δ/2 and k large, and the monotonicity of Eak implies (17). This concludes
the proof. 
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Remark 9. A straighforward modification of the proof of Theorem 1 provides a simpler
proof of [14, Theorem 1]. One just has to replace q with p, set β := 1/(p − 1), replace
R
n
+, ∂R
n
+ and B
+
r , B
∂
r with R
n and Br, respectively, (n − 1) with n, and do a few more
straightforward changes. In particular, (3) should be removed and (26) should be replaced
with β
(p+1
2p
)L
< µ.
Remark 10. If β < µ + 1, then Lemmas 5–6 are not needed and the proof of (a modi-
fication of) Lemma 7 is simpler. In fact, the inequality β < µ + 1 implies γ µβ > γ − γβ ,
hence if δ, ε > 0 are small enough and ξ := γ − ε − δ, then there exists α < ξ/β such
that ξ µβ > γ − α + ε. If (a, σ, 0) ∈ Tk(12k−α, 1, γ − α + ε, C), then Lemma 3 guarantees
wak(·, σ) ≤ kξ on B∂1/2, hence assumption (30) implies (32) with G1 := B∂1/2 and ξ1 := ξ.
Consequently, (31) is true.
Notice that if β = 1/(p−1), then the inequality β < µ+1 is equivalent to the inequality
p < p∗ in [14].
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