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Abstract
We show that two notions of continued fraction normality, one where overlapping occurrences
of finite patterns are counted as distinct occurrences, and another where only disjoint occurrences
are counted as distinct, are identical. This equivalence involves an analogue of a theorem due
to S. S. Pillai [9] for base-b expansions. The proof requires techniques which are fundamentally
different, since the continued fraction expansion utilizes a countably infinite alphabet, leading
to a non-compact space.
Utilizing the equivalence of these two notions, we provide a new proof of Heersink and
Vandehey’s recent result that selection of subsequences along arithmetic progressions does not
preserve continued fraction normality [3].
1 Introduction
Any irrational real number in x ∈ (0, 1) has a unique continued fraction expansion
x = 0 +
1
a1 +
1
a2 +
1
a3 +
1
.. .
,
where ai ∈ N
+, which we denote by the sequence [0; a1, a2, . . . ]. Since we work exclusively in the
unit interval, we ignore the integer part of the number in the following discussion. A continued
fraction is said to be normal if the asymptotic frequency of any block of integers w is equal to
γ(Cw), where γ is the Gauss measure and Cw is the set of all continued fractions with w as the
prefix (definitions are provided in the following section.) In this notion, when we count occurrences
of w, we count overlapping occurrences of w as distinct occurrences.
Another natural notion of normality counts only disjoint occurrences of any block w as dis-
tinct occurrences, and requires the asymptotic disjoint frequency to be γ(Cw). In combinatorial
arguments, this latter notion is easier to study.
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It is not obvious that these notions are equivalent. In the base-b expansion of reals in the unit
interval, where b ∈ N and b ≥ 2, these two notions, namely, normality via overlapping frequencies
and via disjoint frequencies, coincide. The fact that overlapping block normality implies disjoint
block normality follows from the Postnikov–Piateskii-Shapiro criterion1[10],[11], which is also known
to hold for the continued fraction expansion. The fact that disjoint occurrence normality implies
overlapping block normality is a consequence of Pillai’s Theorem [9]. The proof of Pillai’s theorem
relies on properties of the finite alphabet used in the base-b expansions. It is not immediately clear
whether this generalizes to continued fraction expansions.
We establish that these notions indeed coincide in the case of continued fraction normality.
The proofs employ very different techniques from the classical base-b expansions, since the set of
entries allowed at any position in the expansion is countably infinite, leading to a non-compact
topological space. We prove this result for continued fractions with a technique which does not
require compactness.
Further, we demonstrate the utility of our result by giving an alternative proof of a recent result
by Heersink and Vandehey [3] that if [0; a1, a2, . . . ] is a continued fraction normal, and (i1, i2, . . . )
is any non-trivial arithmetic progression, then [0; ai1 , ai2 , . . . ] is not continued fraction normal.
This result contrasts with the behavior of base-b normality, where such a subsequence is always
normal [12]. Heersink and Vandehey employ an ergodic-theoretic argument whereas our proof is
combinatorial.
2 Preliminaries
Let N denote the set of natural numbers {0, 1, . . . }, and for a non-negative integer k, let N>k
represent the set of numbers greater than k. For a finite sequence of numbers w, we denote its
length by |w|, and the ith coordinate of w is denoted by wi, where 1 ≤ i ≤ |w|. The set of finite
sequences of numbers of length m are represented by Nm, and the set of infinite sequences of
numbers, by N∞.
We consider continued fraction expansions of the form [0; a1, a2, . . . ] where ai ∈ N>0. For a
finite sequence of numbers w, we say that w is a prefix of the (finite or infinite) continued fraction
[0; a1, a2, . . . ] if ai = wi for 1 ≤ i ≤ |w|. If w is a prefix of the continued fraction expansion of x,
we write w ⊑ x.
We work in the probability space (N∞,B, γ) where B is the Borel σ-algebra generated by the
cylinders of the form
Cw = {x ∈ [0, 1] | w ⊑ x},
and γ is the Gauss measure defined by
γ(A) =
1
ln 2
∫
A
1
1 + x
dx, A ∈ B. (1)
If S = {w1, w2, . . . } is a set of strings, then for any x ∈ (0, 1), by x ∈ CS we mean that x ∈ Cwi for
some i ∈ N>0.
To study the block statistics of continued fraction normals, we introduce the left-shift transfor-
mation T : N∞ → N∞ defined by
T ([0; a1, a2, . . . ]) = [0; a2, a3, . . . ]
1also known as the “hot-spot theorem”
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which can be identified with the transformation Tˆ : (0, 1)→ (0, 1) defined by
Tˆ (x) =
1
x
mod 1 =
1
x
−
⌊
1
x
⌋
,
where ⌊y⌋ is the greatest integer lesser than or equal to y. The left-shift transformation T is strongly
mixing, hence a fortiori ergodic and measure-preserving, with respect to the Gauss measure.
Definition 2.1. A real number x ∈ [0, 1] with continued fraction expansion [0; a1, a2, . . . ] is said
to be continued fraction normal if for every w ∈ N∗,
lim
n→∞
|{i | T ix ∈ Cw, 0 ≤ i ≤ n}|
n
= γ(Cw). (2)
In other words, a real number x is continued fraction normal if the asymptotic frequency of
all blocks of integers w is equal to the Gauss measure of the cylinder Cw. Note that T
ix ∈ Cw
if and only if w is a prefix of the continued fraction expansion of x (mod 1). In this notion, we
consider overlapping occurrences of w as distinct - for example, if w is [1, 1], then it occurs twice
in the subsequence [1, 1, 1]. Since T is ergodic with respect to the Gauss measure, by the ergodic
theorem, it follows that the set of continued fraction normals has Gauss measure 1.2
3 An Analogue of Pillai’s theorem
In this section, we prove the analogue of Pillai’s theorem for continued fractions. Let x ∈ (0, 1).
Suppose that the limiting frequency of disjoint blocks of any finite length string s = a1a2...ak,
ai ∈ N, k ∈ N in the continued fraction expansion of x exists, and is equal to the Gauss measure of
the cylinder set of s, i.e.
lim
n→∞
|{i | T kix ∈ Cs, 0 ≤ i ≤
n
k}|
n/k
= γ(Cs). (3)
The analogue of Pillai’s theorem for continued fractions is the assertion that the limiting sliding
block frequency of any finite length string s of positive integers during a long run is equal to the
Gauss measure of its cylinder set.
Theorem 3.1 (Analogue of Pillai’s Theorem for Continued Fractions). Let x ∈ (0, 1). If for all
k ∈ N, and for all strings s ∈ Nk>0, if we have
lim
n→∞
|{i | T kix ∈ Cs, 0 ≤ i ≤
n
k}|
n/k
= γ(Cs), (4)
then, for any finite string s ∈ N∗>0,
lim
n→∞
|{i | T ix ∈ Cs, 0 ≤ i ≤ n}|
n
= γ(Cs). (5)
The proof of the above theorem requires the following lemma. This estimates, for any real with
the right frequency of disjoint k-length strings, the overlapping frequency of k-length strings inside
longer blocks. The proof of this lemma requires new techniques which can deal with non-compact
spaces, and carry out combinatorial arguments where the number of possible patterns of any given
length is infinite.
2Since the Gauss measure is absolutely continuous with respect to the Lebesgue measure, the set of continued
fraction normals has Lebesgue measure 1 as well.
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Lemma 3.2. Let x ∈ (0, 1). Suppose that for all k ∈ N>0, and all s ∈ N
k
>0,
lim
n→∞
|{i | T kix ∈ Cs, 0 ≤ i ≤
n
k}|
n/k
= γ(Cs).
Let s′ ∈ Nk>0 be any finite string and p, q ∈ N>0. Let D1,D2, .. denote any enumeration of all
(p + q + k) length strings such that s′ occurs in it at the position (p + 1). i.e., for any Dj =
b1b2 . . . bp+q+k we have bp+1bp+2 . . . bp+1+k = s
′. Then the following holds.
lim
n→∞
∞∑
j=1
|{i | T (p+q+k)ix ∈ CDj , 0 ≤ i ≤ n/(p + q + k)}|
n/(p + q + k)
= γ(Cs′) (6)
We first assume the above lemma and prove Theorem 3.1. A proof of Lemma 3.2 is given at
the end of this section. The proof of Theorem 3.1 given below is an adaptation of the technique
employed in [7] by John E. Maxfield in the setting of finite alphabet, to our setting of countably
infinite alphabet.
Proof of Theorem 3.1. We know that the sliding block frequency of any finite length string s =
a1a2a3 . . . ak ∈ N
k
>0 for large enough n can be written as:
|{i | T ix ∈ Cs, 0 ≤ i ≤ (n− k)}|
n
= f1(n) + f2(n) + f3(n) . . . f(1+⌊log2 nk ⌋)
(n) +
o(n)
n
(7)
where fp(n) calculates the frequency of s in blocks of length 2
p−1k that are not counted in previous
functions (i.e f1(n),f2(n),. . . ,fp−1(n)), and is defined by
fp(n) =


∑k−1
j=1
|{i | T (2
p−1)kix ∈ CSj , 0 ≤ i ≤ n/2
p−1k}|
n , if p ≤ 1 + ⌊log2(n/k)⌋
0, otherwise
where Sj is an infinite collection of 2
(p−1)k length blocks s.t s occurs in it at starting position
(2(p−2)k − j + 1)th position i.e Sj is the set of strings of the form, u a1a2 . . . ak v where u is some
string of 2p−2k − j positive integers, and v is some string of 2p−2k − k + j positive integers.
Taking limits on both sides of (7) we get,
lim
n→∞
|{i | T ix ∈ Cs, 0 ≤ i ≤ n}|
n
= lim
n→∞
∞∑
i=1
fi(n).
We know show that the sequence 〈
∑m
i=1 fi(n)〉m∈N is uniformly convergent. This will enable us to
interchange the limit and the summation in the previous equation.
Fix ε > 0 arbitrarily small. We show that there is a t such that for all n, |
∑∞
i=t fi(n)| < ǫ. Now
ft(n) ≤
n/2t−1k
n
.(k − 1) =
(
1−
1
k
) 1
2t−1
Hence
∞∑
i=t
ft(n) ≤
∞∑
i=t
(
1−
1
k
) 1
2t−1
=
(
1−
1
k
) 1
2t−2
We can make the above term smaller as much as we need by choosing a large t. Thus the sequence
〈
∑m
i=1 fi(n)〉m∈N is uniformly convergent.
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So,
lim
n→∞
|{i | T ix ∈ Cs, 0 ≤ i ≤ n}|
n
=
∞∑
i=1
lim
n→∞
fi(n).
Now it is given that,
lim
n→∞
|{i | T kix ∈ Cs, 0 ≤ i ≤
n
k }|
n/k
= γ(Cs) (8)
and thus,
lim
n→∞
f1(n) = lim
n→∞
|{i | T kix ∈ Cs, 0 ≤ i ≤ n/k}|
n
=
γ(Cs)
k
.
Now, when p ≤ 1 +
⌊
log2(
n
k )
⌋
,
lim
n→∞
fp(n) = lim
n→∞
k−1∑
j=1
|{i | T (2
p−1)kix ∈ CSj , 0 ≤ i ≤ n/2
p−1k}|
n
=
k−1∑
j=1
lim
n→∞
|{i | T 2
p−1kix ∈ CSj , 0 ≤ i ≤ n/2
p−1k}|
n
.
The interchange between the sum and the limit is valid since there are only finitely many terms in
the sum.
Now we derive an expression for
lim
n→∞
|{i | T 2
p−1kix ∈ CSj , 0 ≤ i ≤ n/2
p−1k}|
n
.
Let D1,D2,D3 . . . be any enumeration of Sj . Now observe that,
∞∑
m=1
|{i | T 2
p−1kix ∈ CDm, 0 ≤ i ≤ n/2
p−1k}| = |{i | T 2
p−1kix ∈ CSj , 0 ≤ i ≤ n/2
p−1k}|.
In the proof by Maxfield, the expression on the right side is calculated directly by counting. Since
we have a countably infinite alphabet, we have to adopt a different approach at this step. Since
equation (8) holds, applying Lemma 3.2, we have,
lim
n→∞
|{i | T 2
p−1kix ∈ CSj , 0 ≤ i ≤ n/2
p−1k}|
n/2p−1k
= lim
n→∞
∞∑
m=1
|{i | T 2
p−1kix ∈ CDm , 0 ≤ i ≤ n/2
p−1k}|
n/2p−1k
= γ(Cs)
And therefore we get that
lim
n→∞
|{i | T 2
p−1kix ∈ CSj , 0 ≤ i ≤ n/2
p−1k}|
n
=
γ(Cs)
2p−1k
Thus,
lim
n→∞
fp(n) = lim
n→∞
k−1∑
j=1
|{i | T 2
p−1kix ∈ CSj , 0 ≤ i ≤ n/2
p−1k}|
n
=
γ(Cs)
2p−1k
.(k − 1)
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Summing over all fi, we obtain
lim
n→∞
|{i | T ix ∈ Cs, 0 ≤ i ≤ n}|
n
=
∞∑
i=1
lim
n→∞
fi(n)
=
γ(Cs)
k
+ (k − 1)γ(Cs)
[ 1
2k
+
1
22k
+ . . .
]
= γ(Cs),
establishing the result.
We now prove Lemma 3.2, emphasizing our means of dealing with countably infinite alphabets.
Proof of Lemma 3.2. Assume that S denotes the collection of all p+ q+k length strings of natural
numbers such that s′ occurs in it at starting at position p + 1. We know that S is a countably
infinite set. Assume 〈D1,D2, . . . 〉 be an enumeration of the elements of S. Now,
∞∑
j=1
γ(CDj ) = γ(Cs′) (9)
holds true since the Gauss transformation is measure preserving (see [2]).
First we show that for any ǫ > 0, there are m and m′ such that for all n ≥ m′, we have the
following.
m∑
j=1
|{i | T (p+q+k)ix ∈ CDj , 0 ≤ i ≤
n
p+q+k}|
n/(p + q + k)
> γ(Cs′)− 2ǫ. (10)
Given ǫ > 0, due to equation (9), we choose an m such that
m∑
j=1
γ(CDj ) > γ(Cs′)− ǫ. (11)
Now for every Dj ∈ 〈D1,D2, ....Dm〉, by assumption, there is an nj such that for every n ≥ nj,
we have
|{i | T (p+q+k)ix ∈ CDj , 0 ≤ i ≤
n
p+q+k}|
n/(p+ q + k)
> γ(CDj )−
ǫ
2j
.
Let m′ = max{n1, n2, ...nm}. Now, for every Dj ∈ 〈D1,D2, ....Dm〉 and for every n ≥ m
′, we
have,
|{i | T (p+q+k)ix ∈ CDj , 0 ≤ i ≤
n
p+q+k}|
n/(p + q + k)
> γ(CDj )−
ǫ
2j
which implies that
m∑
j=1
|{i | T (p+q+k)ix ∈ CDj , 0 ≤ i ≤
n
p+q+k}|
n/(p+ q + k)
>
m∑
j=1
γ(CDj )−
m∑
j=1
ǫ
2j
From the inequality (11) we get that there exist m,m′, such that for all n ≥ m′
m∑
j=1
|{i | T (p+q+k)ix ∈ CDj , 0 ≤ i ≤
n
p+q+k}|
n/(p + q + k)
> γ(Cs′)− 2ǫ. (12)
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This establishes inequality (10).
Now, similarly, we can obtain an upper bound. i.e., for every ǫ > 0, there exist m, m′ such that
for every n > m′,
m∑
j=1
|{i | T (p+q+k)ix ∈ CDj , 0 ≤ i ≤
n
p+q+k}|
n/(p + q + k)
< γ(Cs′) + 2ǫ. (13)
Now let 〈E1, E2, . . . 〉 be an enumeration of (p + q + k) length strings of natural numbers such
that s′ doesn’t occurs in it at starting position (p+ 1). Now, the following is a trivial observation:
∞∑
j=1
|{i | T (p+q+k)ix ∈ CDj , 0 ≤ i ≤
n
p+q+k}|
n/(p+ q + k)
+
∞∑
j=1
|{i | T (p+q+k)ix ∈ CEj , 0 ≤ i ≤
n
p+q+k}|
n/(p + q + k)
= 1
(14)
We know that
∑∞
j=1 γ(CDj ) +
∑∞
j=1 γ(CEj ) = 1. And thus from equation (9), we get that,∑∞
j=1 γ(CEj ) = 1− γ(Cs′).
Repeating the procedure in the initial claim, for the second summand in equation (14) we get
that for every ǫ > 0, there exist M,M ′ such that for every n ≥M ′
M∑
j=1
|{i | T (p+q+k)ix ∈ CEj , 0 ≤ i ≤
n
p+q+k}|
n/(p+ q + k)
> 1− γ(Cs′)− ǫ. (15)
Now, define
H1 =
m∑
j=1
|{i | T (p+q+k)ix ∈ CDj , 0 ≤ i ≤
n
p+q+k}|
n/(p + q + k)
and (16)
T1 =
∞∑
j=m+1
|{i | T (p+q+k)ix ∈ CDj , 0 ≤ i ≤
n
p+q+k}|
n/(p+ q + k)
. (17)
Note that
∞∑
j=1
|{i | T (p+q+k)ix ∈ CDj , 0 ≤ i ≤
n
p+q+k}|
n/(p + q + k)
= H1 + T1.
Similarly, define
H2 =
M∑
j=1
|{i | T (p+q+k)ix ∈ CEj , 0 ≤ i ≤
n
p+q+k}|
n/(p + q + k)
and (18)
T2 =
∞∑
j=M+1
|{i | T (p+q+k)ix ∈ CEj , 0 ≤ i ≤
n
p+q+k}|
n/(p + q + k)
. (19)
We have,
∞∑
j=1
|{i | T (p+q+k)ix ∈ CEj , 0 ≤ i ≤
n
p+q+k}|
n/(p + q + k)
= H2 + T2.
From equation (14),
T1 = 1−H1 −H2 − T2
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Now, for every n ≥ m′′ where m′′ = max{m′,M ′} we have, from the inequalities (10) and (15)
and since T2 ≥ 0 we get,
T1 < 3ǫ− T2 < 3ǫ. (20)
To prove the main lemma it suffices to show that for every ǫ > 0, there is an N such that for all
n ≥ N ∣∣∣∣∣
∞∑
j=1
|{i | T (p+q+k)ix ∈ CDj , 0 ≤ i ≤
n
p+q+k}|
n/(p+ q + k)
− γ(Cs′)
∣∣∣∣∣ < 5ǫ.
Now for every n ≥ m′′,∣∣∣∣∣
∞∑
j=1
|{i | T (p+q+k)ix ∈ CDj , 0 ≤ i ≤
n
p+q+k}|
n/(p + q + k)
− γ(Cs′)
∣∣∣∣∣ = |H1 + T1 − γ(Cs′)|
≤ |H1 − γ(Cs′)|+ T1
< 2ǫ+ 3ǫ
= 5ǫ
where the third statement above follows due to inequalities in (10) and (13).
The following is a generalization of Lemma 3.2,
Lemma 3.3. Let {fj(n)}
∞
j=1 be a family of functions from N→ R
+ such that
∀j ∈ N,∃rj > 0, lim
n→∞
fj(n) = rj
Now, let {gj(n)}
∞
j=1 be a family of functions from N→ R such that
∀j ∈ N,∃sj > 0, lim
n→∞
gj(n) = sj
If there exists c > 0 such that for all n,
∞∑
j=1
fj(n) +
∞∑
j=1
gj(n) = c
and if
∞∑
j=1
rj +
∞∑
j=1
sj = c
then,
lim
n→∞
∞∑
j=1
fj(n) =
∞∑
j=1
rj
A proof of this lemma can be obtained easily by generalizing the proof given above for Lemma
3.2.
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4 The Converse to Pillai’s Theorem
In this section, we prove the following converse of the analogue of Pillai’s theorem for continued
fractions.
Theorem 4.1. Let x ∈ (0, 1) and T be the Gauss map. If, for every k-length strings s of positive
integers,
lim
n→∞
|{i | T ix ∈ Cs, 0 ≤ i ≤ n}|
n
= γ(Cs),
then for any finite length string t of positive integers,
lim
n→∞
|{i | Tmix ∈ Ct, 0 ≤ i ≤
n
m}|
n/m
= γ(Ct),
where m is the length of the string t.
This can be obtained as a consequence of Theorem A in [8] as we show in this section. We
introduce the notions relevant for our result from [8].
Let X be a measurable space with a σ-algebra F and probability measure µ. Let T : X → X
be ergodic with respect to this measure. For f : X → R which is measurable in this space and
k ∈ N, consider the Birkhoff ergodic sum
Sk(f, x) =
k−1∑
i=0
f(T ix). (21)
Suppose {Cm} is a finite or countably infinite family of measurable subsets of X.
Define the set-function H defined for any set E ⊆ X by
H(E) = inf{µ(Ci) | ∪iCi ⊇ E}. (22)
Definition 4.2. [8] We say that the measures µ and H are co-ordinated if any µ-measurable set
is H-measurable.
Definition 4.3. [8] Let {Ci} be a finite or countably infinite family of µ-measurable sets. The
family of {Ci}-approximable sets, denoted Γ({Ci}) is the family of µ-measurable sets such that for
any ε > 0, there exist disjoint collections {Mi} and {Ni} of sets from the family {Ci} such that
⊔Mi ⊆ V ⊆ ⊔Ni and
∑
µ(Mi)− ε < µ(V ) <
∑
µ(Ni) + ε. (23)
We use the following result, due to Moshchevitin and Shkredov ([8], Theorem A), which is a
generalization of the theorem of Postnikov and Piatetskii-Shapiro [11] (see also [1] Section 9.5).
Theorem 4.4. [8] Let (X,F , µ) be a probability space, x0 ∈ X, and T : X → X be ergodic. Let
{Cm} be a finite or countably infinite family of measurable subsets of X, and H be a set function
defined as in (22). Suppose measures µ and H are co-ordinated and for any A ∈ F , µ(A) = H(A).
If there is a positive constant C such that for any I ∈ {Cm}, the following inequality holds:
lim sup
n→∞
Sn(x0, χI)
n
≤ Cµ(I), (24)
then for any set I ∈ Γ({Ci}),
lim
n→∞
Sn(x0, χI)
n
= µ(I). (25)
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The proof of the theorem requires the fact that T k (where T is the Gauss transformation) is
ergodic for any k ≥ 1. It is known that the Gauss transformation T is strongly mixing (see [4]).
Now the fact that T k is ergodic (in fact strongly mixing) is immediate from the following lemma,
Lemma 4.5. Let S : (X,B, µ)→ (X,B, µ) be a measure preserving transformation which is strongly
mixing. Then Sk is strongly mixing for any k ≥ 1
Proof. Consider any two measurable sets A,B.
For any k ≥ 1, the sequence {µ(S−kn(A) ∩B)}∞n=0 is a subsequence of {µ(S
−n(A) ∩B)}∞n=0.
Since S is strongly mixing, we have
lim
n→∞
µ(S−n(A) ∩B) = µ(A)µ(B)
which implies,
lim
n→∞
µ(S−kn(A) ∩B) = µ(A)µ(B)
Hence Sk is a strongly mixing transformation.
Now, we give the proof of Theorem 4.1, which is a consequence of the theorem due to Moshchevitin
and Shkredov [8]. This proof uses observations from the proof of converse to Pillai’s theorem for
normal numbers presented in Kuipers and Niederreiter [6].
Proof. Let {Em}
∞
m=1 denote the family of cylinder sets over [0, 1] with positions 1 to l fixed for any
l ∈ N, defined by
{Em}
∞
m=1 = {Cw | w ∈ N
∗}.
Now, as in [8], let us define a set function H(.) that for any S ⊆ [0, 1], H(S) = inf{
∑
γ(Ei)},
where inf is taken over coverings (finite or countable) of S. Let Γ denote the family of γ-measurable
sets {V } that can be approximated with arbitrary accuracy by sets belonging to the family {Em}.
It can be easily seen that by definition of H, γ and H are coordinated measures (as defined in [8])
and for any γ-measurable S, γ(S) = H(S).
Let s be an arbitrary finite string of length k.
|{i | T kix ∈ Cs, 0 ≤ i ≤
n
k }|
n/k
≤
|{i | T ix ∈ Cs, 0 ≤ i ≤ n}|
n
k
By taking lim sup on both sides and using the hypothesis, we get the following,
lim sup
n→∞
|{i | T kix ∈ Cs, 0 ≤ i ≤
n
k}|
n/k
≤ lim sup
n→∞
|{i | T ix ∈ Cs, 0 ≤ i ≤ n}|
n
.k
= k.γ(Cs)
Now applying Theorem 4.4 in [8] for the transformation T k (which was shown to be ergodic at the
start of this section) and using the observation above, we obtain that
lim
n→∞
|{i | T kix ∈ Cs, 0 ≤ i ≤
n
k}|
n/k
= γ(Cs).
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5 Subsequence selection along arithmetic progressions violates nor-
mality
In this section, we use Theorem 4.1 to obtain a new, combinatorial proof of a recent result by
Heersink and Vandehey [3] that any subsequence selected along a non-trivial arithmetic progression
of indices from any continued fraction normal results in a non-normal continued fraction.
Theorem 5.1 (Heersink, Vandehey [3]). Let x = [x1, x2, . . . ] ∈ [0, 1] be a continued fraction normal.
Let k ≥ 2, and b ≥ 1 be positive integers. Then the subsequence [xb, xb+k, xb+2k, . . . ] ∈ [0, 1] is not
continued fraction normal.
The proof in Heersink and Vandehey employs an ergodic theoretic argument by introducing a
skew product, and establishing the result from the ergodicity of the skew product and a property
of the Gauss measure.
The following proof does not employ ergodic theoretic methods, but rather uses combinatorial
methods to establish the same. We also show that the property of the Gauss measure can be
derived using a combinatorial argument, thus yielding a new proof of the above theorem.
The relevant property of the Gauss Measure is as follows.
Lemma 5.2 (Heersink, Vandehey [3]). Let k ∈ N≥2. Then γ
(
C[1] ∩ T
−k
(
C[1]
))
> γ(C[1,1]).
3
We first assume the lemma above and prove Theorem 5.1 using the converse to Pillai’s theorem
for continued fractions, i.e. Theorem 4.1. Subsequently, we provide a proof of Lemma 5.2 which is
substantially different from that in the work of Heersink and Vandehey.
Proof of Theorem 5.1. Let k ≥ 2 and b ≥ 1 be positive integers, and consider the arithmetic
progression of indices b, b+ k, b+ 2k, . . . .
Since normality does not depend on a finite prefix, we can see that a number x is normal if and
only if for any fixed b ≥ 1, T bx is normal. Hence without loss of generality, we set b = 0, in the
subsequent argument.
Let x = [0;x1, x2, . . . ] be a continued fraction normal. Then we show that the frequency of [1, 1]
in the subsequence x′ = [0;xk, x2k, . . . ] is γ(C[1] ∩ T
−k(C[1])). By Lemma 5.2, this is not equal to
the desired value of γ(C[1,1]), thus establishing that the subsequence is non-normal.
We proceed as follows. Consider the set of positions
Sn =
{
1 ≤ i ≤ n | x′[i] = 1 and x′[i+ 1] = 1
}
.
Since x′[i] = x[ki] for any i ∈ N, the above set is
Sn = {1 ≤ i ≤ n | x[ki] = 1 and x[(i + 1)k] = 1} .
We can rewrite this as a disjoint union of blocks of length 2k in the following manner. Each
“block” contains two occurrences of 1, spaced k − 1 positions from each other. The intermediate
places can be arbitrary positive integers. By making the block length to be 2k and by making every
block start at odd multiples of k, we ensure that the blocks are non-overlapping. This enables us
to apply the converse of Pillai’s theorem.
Sn =
⋃
n1,...,n2(k−1)∈N+
{1 ≤ i ≤ n | i is odd, x[ik] = 1, x[(i + 1)k] = 1, and
x[ik + j] = nj, x[(i + 1)k + j] = nj+k−1, 1 ≤ j ≤ k − 1}.
3This inequality has a minor error in [3]. The reader may verify the direction of the inequality by direct calculation
for k = 2. For the proof of the main theorem, viz. Theorem 5.1, any strict inequality suffices.
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This expression makes it clear that the blocks of digits we consider are non-overlapping.
Our intention is to calculate limn→∞
|Sn|
n . Observe that,
|Sn|
n
=
∞∑
j=1
|{i | T 2kix ∈ CGj , 0 ≤ i ≤ n}|
n
where 〈G1, G2, G3 . . . 〉 is any enumeration of 2k-length strings such that the first and (k + 1)
th
positions are fixed to be 1.
In order to calculate limn→∞
|Sn|
n , we use Lemma 3.3.
Define,
fj(n) =
|{i | T 2kix ∈ CGj , 0 ≤ i ≤ n}|
n
From the converse to Pillai’s theorem, for all j
lim
n→∞
fj(n) = lim
n→∞
|{i | T 2kix ∈ CGj , 0 ≤ i ≤ n}|
n
= γ(CGj )
Now, define
gj(n) =
|{i | T 2kix ∈ CHj , 0 ≤ i ≤ n}|
n
where 〈H1,H2,H3 . . . 〉 is any enumeration of (2k)-length strings such that either the first or the
(k + 1)th positions are not 1.
Again, from the converse to Pillai’s theorem, for all j
lim
n→∞
gj(n) = lim
n→∞
|{i | T 2kix ∈ CHj , 0 ≤ i ≤ n}|
n
= γ(CHj )
Now, observe that for all n,
∞∑
j=1
fj(n) +
∞∑
j=1
gj(n)
=
∞∑
j=1
|{i | T 2kix ∈ CGj , 0 ≤ i ≤ n}|
n
+
∞∑
j=1
|{i | T 2kix ∈ CHj , 0 ≤ i ≤ n}|
n
= 1
and also,
∞∑
j=1
γ(CGj ) +
∞∑
j=1
γ(CHj ) = 1
Now,
lim
n→∞
|Sn|
n
= lim
n→∞
∞∑
j=1
|{i | T 2kix ∈ CGj , 0 ≤ i ≤ n}|
n
=
∞∑
j=1
γ(CGj )
= γ(C[1] ∩ T
−k(C[1])).
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Above, the second equality follows due to Lemma 3.3 and the third equality follows due to measure
preservation. The frequency of the pattern in the subsequence is γ(C[1] ∩ T
−k(C[1])), which by
Lemma 5.2 is not equal to γ(C[1,1]).
Thus the asymptotic frequency of the pattern [1, 1] in x′ is not γ(C[1,1]), proving that x
′ is not
continued-fraction normal.
We now proceed to a proof of Lemma 5.2. The proof extant in the literature relies on an earlier
estimate by Wirsing [13], and uses inequalities related to transfer operators. In the following proof,
we employ a combinatorial approach, analyzing into separate cases based on the values of the
intermediate co-ordinates. This part does not utilize Pillai’s theorem or its converse, but it is
provided here as it completes the new combinatorial proof of the result of Heersink and Vandehey.
The following two lemmas are easily established by induction.
Lemma 5.3. Let k ≥ 1, and n1, . . . , nk be positive integers, with nk > 1. Then the denominator
of [0; 1, 1, n1, . . . , nk] is greater than the denominator of [0; 1, n1, . . . , nk, 1].
Proof. Let r be [0; 1, 1, n1, . . . , nk] and s be [0; 1, n1, . . . , nk]. Note that
[0; 1, 1, n1, . . . , nk] =
1
1 + [0; 1, n1, . . . , nk]
.
If s is the rational p/q in lowest terms, where p and q are positive integers, then r is qp+q in lowest
terms. Hence the denominator of r is greater than that of s, the difference being the numerator of
s.
We now analyze the difference between the denominators of s and [0; 1, n1, . . . , nk, 1]. By the
continued fraction recurrence, the denominator of [0; 1, n1, . . . , nk, 1] is larger than that of s by the
denominator of [0; 1, n1, . . . , nk−1].
It suffices to show that the denominator of [0; 1, n1, . . . , nk−1] is less than p.
By an argument similar to the one in preceding paragraphs,
denominator([0; 1, n1, . . . , nk−1] = numerator([0;n1, . . . , nk−1]) + denominator([0;n1, . . . , nk−1])
< 2× denominator([0;n1, . . . , nk−1])
≤ nk × denominator([0;n1, . . . , nk−1]).
Observing that the denominator of [0;n1, . . . , nk−1] is the same as the numerator of [0; 1, n1, . . . , nk−1],
we get that the quantity is less than
nk × numerator([0; 1, n1, . . . , nk−1]),
By the continued fraction recurrence for numerators, this is less than p, as required.
To handle cases where nk = 1, we use the following easily established claim which relates
that the Gauss measures of any cylinder and the cylinder where the respective integer sequence is
reversed.
Lemma 5.4. Let a1, a2, . . . an ∈ N
+. Then,
γ(C[a1,a2,...an]) = γ(C[an,an−1,...a1])
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Proof. Let us consider the case when n is odd.
Now,
γ
(
C[a1,a2...an])
)
=
1
ln 2
[0;a1,a2...an]∫
[0;a1,a2...an+1]
1
1 + x
dx = log2
(
1 + [0; a1, a2 . . . an]
1 + [0; a1, a2 . . . an, 1]
)
and,
γ
(
C[an,an−1,...a1])
)
=
1
ln 2
[0;an,an−1,...a1]∫
[0;an,an−1,...a1+1]
1
1 + x
dx = log2
(
1 + [0; an, an−1, . . . a1]
1 + [0; an, an−1, . . . a1, 1]
)
Let,
[0; a1, a2 . . . an] =
pn
qn
By the recurrence relation for convergents,
[0; a1, a2 . . . an, 1] =
pn + pn−1
qn + qn−1
where pn−1qn−1 = [0; a1, a2 . . . an−1].
By the well-known result about convergents of reversed finite continued fractions (see Theorem
6 in [5]),
[0; an, an−1, . . . a1] =
qn−1
qn
Since [0; 1, a1, a2 . . . an] =
qn
pn+qn
and [0; 1, a1, a2 . . . an−1] =
qn−1
pn−1+qn−1
, by using the same fact about
reversed finite continued fractions we get,
[0; an, an−1, . . . a1, 1] =
pn−1 + qn−1
pn + qn
Now,
γ
(
C[a1,a2...an])
)
= log2
(
1 + pnqn
1 + pn+pn−1qn+qn−1
)
= log2
(
(qn + qn−1)(pn + qn)
qn(pn + pn−1 + qn + qn−1)
)
and,
γ
(
C[an,an−1,...a1])
)
= log2
(
1 + qn−1qn
1 + pn−1+qn−1pn+qn
)
= log2
(
(qn + qn−1)(pn + qn)
qn(pn + pn−1 + qn + qn−1)
)
Hence, the lemma is true when n is odd. The case when n is even is similar.
We introduce some notation which is used in the proof of Lemma 5.2.
Notation. Let p1k+2 denote the numerator of the rational [0; 1, 1, n1, . . . , nk], and q
1
k+2 denote
its denominator. And let p3k+2 denote the numerator of the rational [0; 1, n1, . . . , nk, 1], and q
3
k+2
denote its denominator.
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We extend the notation naturally to refer to initial segments of the respective cylinders as
follows: for 1 ≤ j < k,
p1j+2
q1j+2
= [0; 1, 1, n1, . . . , nj ], and
p3j+1
q3j+1
= [0; 1, n1, . . . , nj],
where the fractions are expressed in lowest terms.
Finally, for the full cylinders, let
p1k+2
q1k+2
= [0; 1, 1, n1, . . . , nk],
p2k+2
q2k+2
= [0; 1, 1, n1, . . . , nk + 1],
and
p3k+2
q3k+2
= [0; 1, n1, . . . , nk, 1], and
p4k+2
q4k+2
= [0; 1, n1, . . . , nk, 2],
where the fractions are expressed in lowest terms.
It is convenient to note that the extremities of the cylinder C[0;1,1,n1,...,nk] correspond to the
smaller superscripts 1 and 2, and the extremities of the cylinder C[0;1,n1,...,nk,1] correspond to the
superscripts 3 and 4.
In this notation, Lemma 5.3 says that q1k+2 > q
3
k+2.
Proof of Lemma 5.2. Let k ≥ 1. We prove the lemma by establishing that∑
n1,...,nk∈N+
γ
(
C[1,n1,...,nk,1]
)
>
∑
n1,...,nk∈N+
γ
(
C[1,1,n1,...,nk]
)
(26)
When nk = 1, the following holds as a consequence of Lemma 5.4,∑
n1,...,nk−1∈N+
γ
(
C[1,n1,...,nk−1,1,1]
)
=
∑
n1,...,nk−1∈N+
γ
(
C[1,1,n1,...,nk−1,1]
)
Hence it suffices to establish inequality (26) when nk > 1. We divide the proof into two cases, the
first, when k is even, and the second, when k is odd.
Assume k is even. The Gauss measure of the cylinder C[1,n1,...,nk,1]) is
γ
(
C[1,n1,...,nk,1])
)
=
1
ln 2
[0;1,n1,...,nk,2]∫
[0;1,n1,...,nk,1]
1
1 + x
dx = log2
(
1 + [0; 1, n1, . . . , nk, 2]
1 + [0; 1, n1, . . . , nk, 1]
)
(27)
and similarly,
γ
(
C[1,1,n1,...,nk])
)
= log2
(
1 + [0; 1, 1, n1, . . . , nk + 1]
1 + [0; 1, 1, n1, . . . , nk]
)
. (28)
Since the logarithm is a monotone increasing function, it suffices to show that
1 + [0; 1, n1, . . . , nk, 2]
1 + [0; 1, n1, . . . , nk, 1]
>
1 + [0; 1, 1, n1, . . . , nk + 1]
1 + [0; 1, 1, n1, . . . , nk]
(29)
The above is of the form d/c > b/a where d is the numerator on the left side, c the denominator
on the left, b the numerator on the right and a the denominator on the right. It is clear that d > c
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and b > a. Let b = a+ ε and d = c+ δ, for positive rationals ε and δ. To establish that d/c > b/a,
it suffices to establish that a(c + δ) > c(a + ε), which reduces to a(d − c) > c(b − a). We now
establish this.
We have
a = 1 + [0; 1, 1, n1, . . . , nk] =
q1k+2 + p
1
k+2
q1k+2
.
By observing that [0; 1, 1, n1, . . . , nj ] =
1
1+[0;1,n1,...,nj ]
, 1 ≤ j ≤ k, we have
p1ℓ = q
3
ℓ−1, 3 ≤ ℓ ≤ k + 2. (30)
Hence
a =
q1k+2 + q
3
k+1
q1k+2
. (31)
We now derive an identity for c = 1 + [0; 1, n1, . . . , nk, 1]. First, we establish the following
relation.
q3j+1 + p
3
j+1 = q
1
j+2, 1 ≤ j ≤ k. (32)
Consider the following fraction.
q3j+1 + p
3
j+1
q3j+1
= 1 +
p3j+1
q3j+1
= 1 + [0; 1, n1, . . . , nj].
Now, note that
1
1 + [0; 1, n1, . . . , nj]
= [0; 1, 1, n1, . . . , nj] =
p1j+2
q1j+2
.
Since the numerators and denominators of the fractions above are in their reduced form, we obtain
(32). Thus, we have the following expression for c.
c = 1 + [0; 1, n1, . . . , nk, 1] = 1 +
p3k+2
q3k+2
= 1 +
p3k+1 + p
3
k
q3k+1 + q
3
k
=
q3k+1 + p
3
k+1 + q
3
k + p
3
k
q3k+1 + q
3
k
=
q1k+2 + q
1
k+1
q3k+1 + q
3
k
(33)
where the last equality follows from (32).
We now have expressions for a and c, and proceed to derive expressions for (b− a) and (d− c).
Note that (b − a) is the length (Lebesgue measure) of the cylinder C[0;1,1,n1,...,nk] and (d − c),
that of C[0;1,n1,...,nk,1]. By elementary properties of continued fractions (see for example, Einsiedler
and Ward [2], Chapter 3), we have
(b− a) =
1
q1k+2(q
1
k+2 + q
1
k+1)
(34)
(d− c) =
1
q3k+2
(
q3k+2 + q
3
k+1
) (35)
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Then, after simplifying the expression, we obtain that a(d− c) > c(b−a) if and only if q1k+2 > q
3
k+2.
This is true by Lemma 5.3. This establishes the lemma for the case when k is even.
When k is odd, the expressions for the Gauss measure are as follows.
γ
(
C[1,n1,...,nk,1]
)
= log2
(
1 + [0; 1, n1, . . . , nk, 1]
1 + [0; 1, n1, . . . , nk, 2]
)
, (36)
γ
(
C[1,1,n1,...,nk]
)
= log2
(
1 + [0; 1, 1, n1, . . . , nk]
1 + [0; 1, 1, n1, . . . , nk + 1]
)
. (37)
Let a, b, c, and d be defined as in the case for even k, To establish that the first cylinder has greater
measure than the second, it suffices to show that b(c − d) > d(a − b). We now have the following
expressions for the lengths of the cylinders.
(a− b) =
1
q1k+2(q
1
k+2 + q
1
k+1)
(38)
(c− d) =
1
q3k+2
(
q3k+2 + q
3
k+1
) (39)
Using (30), we have the following expression for b.
b = 1 +
p2k+2
q2k+2
= 1 +
(
p1k+2 + p
1
k+1
q1k+2 + q
1
k+1
)
=
q1k+2 + q
1
k+1 + q
3
k+1 + q
3
k
q1k+2 + q
1
k+1
.
Similarly, the variable d has the following expression.
d = 1 +
(
2p3k+1 + p
3
k
2q3k+1 + q
3
k
)
=
2q1k+2 + q
1
k+1
2q3k+1 + q
3
k
.
Then, we have
b(c− d) =
q1k+2 + q
1
k+1 + q
3
k+1 + q
3
k
q1k+2 + q
1
k+1
×
1
q3k+2(q
3
k+2 + q
3
k+1)
d(a− b) =
2q1k+2 + q
1
k+1
2q3k+1 + q
3
k
×
1
q1k+2(q
1
k+2 + q
1
k+1)
Observing that
2q3k+1 + q
3
k = q
3
k+2 + q
3
k+1,
and canceling common terms, we obtain that b(c− d) > d(a− b) if and only if
(q1k+2 + q
1
k+1 + q
3
k+1 + q
3
k)q
1
k+2 > (2q
1
k+2 + q
1
k+1)q
3
k+2.
Subtracting (q3k+1 + q
3
k)q
1
k+2 = q
3
k+2q
1
k+2 from both sides, the inequality is true if and only if
(q1k+2 + q
1
k+1)q
1
k+2 > (q
1
k+2 + q
1
k+1)q
3
k+2,
which is true if and only if q1k+2 > q
3
k+2. The last inequality is true by Lemma 5.3.
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