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Abstract
We analyse the pruning procedure behind the lottery ticket hypothesis [Frankle and Carbin,
2019], iterative magnitude pruning (IMP), when applied to linear models trained by gradient
flow. We begin by presenting sufficient conditions on the statistical structure of the features,
under which IMP prunes those features that have smallest projection onto the data. Following
this, we explore IMP as a method for sparse estimation and sparse prediction in noisy settings,
with minimal assumptions on the design matrix. The same techniques are then applied to derive
corresponding results for threshold pruning. Finally, we present experimental evidence of the
regularising effect of IMP. We hope that our work will contribute to a theoretically grounded
understanding of lottery tickets and how they emerge from IMP.
1 Introduction
The lottery ticket hypothesis [Frankle and Carbin, 2019] asserts that a randomly initialised, densely
connected feed-forward neural network contains a sparse sub-network that, when trained in isolation,
attains equal or higher accuracy than the full network. The method used to find these sub-networks
is iterative magnitude pruning (IMP). A network is given a random initialisation, trained by some
form of gradient descent for a specified number of iterations and a proportion of its smallest weights
(by absolute magnitude) are deleted. The remaining weights are then reset to their initialised
values and the network is retrained. This procedure can be performed multiple times, resulting in a
sequence of sparse yet trainable sub-networks.1
This simple procedure gives quite surprising results. The sub-networks uncovered by IMP are
trainable from their original initialisation and achieve accuracies comparable with, and often better
than, the full network. The same sub-networks perform poorly when reinitialised [Frankle and
Carbin, 2019]. Moreover, as observed in [Zhou et al., 2019], many of the sub-networks found by IMP
∗Correspondence to bryn@robots.ox.ac.uk.
1These sub-networks are weight sub-networks, formed by setting to 0 entries of the weight matrices (edges in the
graph). This is in contrast to the neuron pruning, which removes entire neurons (nodes in the graph). All mentions of
sub-network in this paper refer to weight sub-networks.
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have better than random test loss at initialisation, suggesting that IMP has some ability to select
good inductive biases for a problem. These results point to avenues for better computational and
memory efficiency in neural networks, as well as to properties of deep networks and their training
dynamics that we do not fully understand. In particular, it is not yet known why weight magnitude
provides a good signal on which to base a pruning heuristic in neural networks. In other words, why
is IMP effective in neural networks?
Our paper aims to address this question for linear models, with the hope that this will lay the
groundwork for similar study in neural networks. For clarity of analysis, we make a minor adaptation
to the version of IMP used in [Frankle and Carbin, 2019], shown in Algorithm 1. The difference
being that in Algorithm 1 we consider pruning one weight per iteration, while in [Frankle and
Carbin, 2019] a proportion of the weights are pruned. It is straightforward to extend our results to
the latter case.
Contributions We present a theoretical analysis of IMP in the context of linear models. We do
not argue that IMP should be used as a method of sparse estimation in linear models. Instead, we
aim to initiate theoretical study into this aspect of lottery tickets. To the best of our knowledge,
prior to this work there has been no theoretical study of iterative magnitude pruning or the role it
plays in the lottery ticket phenomenon.
Limitations The linear model is a natural first step for understanding IMP in neural networks.
However, this simplification is the principal limitation of our work. Pruning a weight in a linear
model is equivalent to removing a feature. On the other hand, there is no clear notion of a feature
in a neural network and the separation of roles between weights and data representations is less
distinct. We hope that this will be addressed in further work.
Algorithm 1: Iterative Magnitude Pruning
Input: Loss function L : Rp → R, training time T ∈ R+, initialisation winit ∈ Rp, iterations
of pruning q < p.
Output: w(q)(T )
1 Set M = Ip
2 for k = 0 to q do
3 Initialise w(k)(0) = Mwinit
4 Train w˙(k)(t) = −M∇L(w(k)(t)) for t ∈ [0, T ]
5 Set i = argminj∈[p]
{∣∣∣w(i)j (T )∣∣∣ : Mjj = 1}
6 Set Mii = 0
7 return w(q)(T )
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1.1 Related Work
1.1.1 Lottery Tickets
The lottery ticket hypothesis [Frankle and Carbin, 2019] has sparked a lot of interest. There have
been many follow up works with an empirical focus, including: more reliable discovery of lottery
tickets in deep networks with rewinding [Frankle et al., 2019], generalising lottery tickets across
tasks [Morcos et al., 2019], constructing networks that perform well with random weights [Zhou et al.,
2019, Gaier and Ha, 2019] and finding lottery tickets in randomly weighted networks [Ramanujan
et al., 2019]. For a recent empirical comparison of various pruning methods see [Blalock et al., 2020].
The theory of lottery tickets is less developed, which is a key motivation for this paper. We mention
two papers in this area. The training dynamics of teacher-student ReLU networks are studied
in [Tian et al., 2019] and an explanation of the lottery ticket phenomena is suggested in terms of
overlapping activation regions between the student at initialisation and the teacher. Of considerable
note is [Malach et al., 2020], which shows that any neural network (and hence any continuous
function) can be approximated by a sub-network of a sufficiently large, randomly weighted neural
network.
1.1.2 Compressive Sensing
Compressive sensing is a subfield of signal processing that attempts to find optimal, sparse recon-
structions of signals. The literature on compressive sensing is vast and we will not attempt to cover
it here, for a systematic review see [Rani et al., 2018]. Compressive sensing shares many concepts
with sparse estimation, with the caveat that in the former case the design matrix is chosen by the
user. We focus our attention on two well known thresholding methods. Each of these attempts to
recover a sparse signal s ∈ Rp from noise corrupted measurements y ∈ Rn. For a comprehensive
discussion of thresholding and similar denoising techniques in signal processing see Chapter 11
of [Mallat, 2008].
Hard Thresholding Hard thresholding, studied in the wavelet basis by [Donoho and Johnstone,
1994], performs least-squares estimation sˆ of s and then applies elementwise on sˆ the thresholding
operator Hτ (z) = 1 {|z| > τ} τ .
Iterative Hard Thresholding Iterative hard thresholding [Blumensath and Davies, 2008] con-
sists of linear projection of s onto a feature matrix Ψ ∈ Rn×p and then iteratively solving the linear
system y = Ψs, thresholding the solution at each stage. Specifically, iterative hard thresholding
estimates s by sˆ using the update rule
sˆni = Hτ (sˆ
n
i + ηΨ
>(y −Ψsˆni ))
with initialisation chosen by the user and where η is a step size. The argument of Hτ is exactly the
update from gradient flow on the squared error loss 12 ‖y −Ψsˆ‖22. IMP can therefore be viewed as a
variation on iterative hard thresholding, where the threshold operator is replaced by the restriction
to a subset of indices that is chosen at time T of each training run.
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1.2 Setup and Notation
We write [n] for the set of integers 1, . . . , n. Let the training inputs be x1, . . . , xn and targets be
y1, . . . , yn. For the parameters we write w ∈ Rp and the features are written φi(x) for i ∈ [p].
We consider the training data and features to be to be fixed (non-random). A linear model is any
predictor fθ(x) = θ
>φ(x) that is linear in the features, where θ ∈ Rp are the learned parameters.
The features can be arbitrary non-linear functions, for instance, the outputs of the penultimate
layer of a pre-trained neural network (with earlier weights fixed) or gradients of a neural network
at initialisation as with linearised networks [Lee et al., 2019]. Let X ∈ Rn×d and y ∈ Rn be
the usual row stacking of the training examples and write Φ ∈ Rn×p for the row stacking of the
features. For each i ∈ [p], write φi(X) ∈ Rn for the vector with components (φi(x1), . . . , φi(xn))>.
Write Σ = 1nΦ
>Φ for the empirical covariance matrix and notice that Σij = 1nφi(X) · φj(X). We
write Σ+ for the Moore-Penrose pseudo-inverse of Σ and λmax = ‖Σ‖2 for its operator norm.2
For any matrix A, let λmin(A) denote the smallest non-zero eigenvalue of A. Recall that at each
iteration of Algorithm 1 the diagonal matrix M ∈ Rp×p records the weights pruned so far, that
is Mij = 1 {i = j ∧ wi not yet pruned}. Pruning can be seen as either removing features entirely
(so reducing the dimension of Φ) or setting to 0 the corresponding weights or column of Φ (but
preserving all the dimensions). For the work in this paper these perspectives are equivalent and
we will use each description interchangeably. Finally, technical lemmas and proofs are deferred to
Sections A and B of the appendix respectively.
2 Warm Up: Pruning Heuristic of IMP
In this section we give an analysis to demonstrate that, given some statistical assumptions on the
features, IMP preferentially prunes the features that explain the data the least in terms of linear
projections. We call this pruning heuristic the alignment heuristic. Specifically, the alignment
heuristic prunes wi where i = argminj{
∣∣φj(X)>y∣∣ : Mjj = 1}. We consider examples of various
Σ and examine the pruning heuristic that arises. For now we assume that Σ is full rank, so
training to convergence with L(w) = 12n ‖Φw − y‖22 gives w(i)(∞) = 1nΥ−1i P>i y where Υi and Pi
are, respectively, the restrictions of Σ and Φ to the parameters not yet pruned at iteration i of
Algorithm 1. Υi will always be invertible as long as Σ is invertible, as shown in Lemma 13 in
the appendix. We will relax our notation back to Σ and Φ for the following examples, with the
understanding that each of these results apply for each iteration of Algorithm 1, restricting the
matrices accordingly. In particular, it should be noted that in the following examples the conditions
on Σ transfer to conditions on Si and Pi. Finally, for the rest of this section we normalise the
features so that Σii = 1 ∀i ∈ [p].
Example 1 (Σ = I). Gradient flow converges to nwi(∞) = Σ−1Φ>y = φi(X)>y. According to
Algorithm 1 the weight then pruned is wi where i = argminj∈[p]{|w(i)j (∞)| : Mjj = 1}. We see
immediately that this is equivalent to the alignment heuristic.
Example 2 (Uniform correlations). We express
Σ = I+ α(11> − I)
2We define the Moore-Penrose pseudo-inverse of Σ as the matrix that is diagonal in any basis in which Σ is
diagonal and has eigenvalues γi i = 1, . . . , p where γi = 0 if λi = 0 and γi = 1/λi otherwise, where λi i = 1, . . . , p are
the eigenvalues of Σ.
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for α ∈ (0, 1), where 1 = (1, 1, . . . , 1)> ∈ Rp. We can use the Sherman-Morrison formula to calculate
Σ−1 =
1
1− α I−
α(1− α)
1 + α(p− 1)11
>
and we see that
nwi(∞) = 1
1− αφi(X)
>y − α(1− α)
1 + α(p− 1)
∑
j 6=i
φj(X)
>y.
We conclude that, if α 1 is small enough, then Algorithm 1 will prune according to the alignment
heuristic. The case α ≈ 1 gives this outcome too, but in this case Σ is barely invertible. Intuitively,
in the case α ≈ 1 the features are similar and pruning one is as good as pruning another.
Example 3 (Pairwise incoherence). We say that Φ satisfies the pairwise incoherence assumption
with parameter δPW if
δPW = max
i,j
∣∣∣∣ 1n (Φ>Φ)ij − 1 {i = j}
∣∣∣∣ .
Assume that this is the case. Write Σ = I−A, then formally we have
Σ−1 = (I−A)−1 =
∞∑
j=0
Aj .
Note that amax := ‖A‖2 ≤
√‖A‖1 ‖A‖∞ ≤ (p− 1) δPW by Ho¨lder’s inequality, where ‖·‖2 denotes
the operator norm when acting on a matrix. Taking δPW < 1/(p − 1) therefore ensures that the
series converges in operator norm. Also, provided the above series converges, we have∥∥∥∥∥
∞∑
k=2
Ak
∥∥∥∥∥
2
≤ a
2
max
1− amax .
If amax  1 we can write Σ−1 ≈ I+A. This gives
nwi(∞) ≈ φi(X)>y +
∑
j 6=i
Aijφj(X)
>y.
The alignment heuristic will be followed if the magnitude of the first term dominates that of the
second, which is O(δPW). Therefore, given a suitable pairwise incoherence assumption, Algorithm 1
prunes according to the alignment heuristic.
3 Support Recovery with IMP
In Section 1.1.1 we referred to many studies in which IMP has been shown to result in sparse yet
performant sub-networks. In this section we explore this phenomenon analytically in the context of
linear models, where the natural application is to sparse estimation and prediction. In our analysis
we will make use of the restricted nullspace property.
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Definition 4. Restricted nullspace [Wainwright, 2019] Let S ⊂ [p] be a subset of indices. Define
the cone
C(S) = {x ∈ Rp : ‖xSc‖1 ≤ ‖xS‖1}
where xQ are the components of x with indices in Q. A matrix Φ acting on Rp satisfies the restricted
nullspace property with respect to S if
null(Φ) ∩ C(S) = ∅.
Notice that the cone C(S) is the set of vectors whose 1-norm on the index set S dominates that on
the other indices Sc. In particular, a sparse signal supported on S will belong to C(S). In Theorem 5,
this ensures that the signal s is recoverable and so the problem of estimation is well-posed. We
present our sparse estimation result for Algorithm 1.
Theorem 5 (Sparse Estimation with IMP). Assume that y = Φs + ξ for s ∈ Rp and that {ξi:
i = 1, . . . , p} are independent, zero mean sub-Gaussian random variables with variance proxy σ2.
Suppose that s is k-sparse and supported on a set S ⊂ [p] with |S| = k, and that Φ satisfies the
restricted nullspace property with respect to S. Let Σ := 1nΦ
>Φ and let λmin > 0 be the smallest
non-zero eigenvalue of Σ, which we assume to exist. Let L(w) = 12n ‖Φw − y‖22 be the mean squared
error loss. Consider running Algorithm 1 with L, winit = 0, T =∞ and q ≤ p− k, and denote the
output by v. Let γ > 0, if
n ≥ 8σ
2
γ2λmin
log(2p/δ)
then, with probability at least 1− δ we have
(i) v is (p− q)-sparse.
(ii) No false exclusion above γ: vi 6= 0 ∀ i with |si| ≥ γ.
This result tells us that if we have n = O(γ−2 log(2p/δ)) samples then, with high probability, IMP
can recover the support of a sparse signal wherever it has magnitude at least twice the noise level
γ/2. It is not possible to place guarantees on recovery of components with magnitude smaller than γ
without assumptions on the relative sizes of the components of s.
It is natural to ask how Theorem 5 bears on estimation and prediction accuracy. With this in mind,
we discuss some consequences of Theorem 5. Define the excess loss as
`(v) =
1
n
‖Φ(v − s)‖22 .
This is the expected mean-squared prediction error at the training points, minus the contribution
due to observation noise. For simplicity we removed the factor of 1/2.
Corollary 6 (Estimation and Prediction Errors). Assume the conditions and notation of Theorem 5.
If n ≥ 8σ2γ2λmin log(2p/δ), then with probability at least 1− δ:
(i) ‖v − s‖∞ ≤ γ and ‖v − s‖2 ≤ γ
√
1
4p+
3
4q.
(ii) `(v) ≤ λmaxγ2( 14p+ 34q)
Corollary 6 results in bounds that are actually worse than if we had done no pruning at all. To
improve on this, we need some understanding of the sizes of the components of s.
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Corollary 7. If we assume further that all of the non-zero elements of s have |si| ≥ γ, then we
can do better:
(i) ‖v − s‖2 ≤ 12γ
√
p− q
(ii) `(v) ≤ 14λmaxγ2(p− q).
Note that with q = p − k Corollary 7 says that if n = O(γ−2 log(2p/δ)) then with probability at
least 1− δ, `(v) = O(γ2k). These corollaries make clear the relationship between estimation and
prediction errors and the main design choice of the user, the number of iterations of pruning q. If in
(ii) we instead want the expected value of `(v) with respect to an input distribution D on x, we
should just replace λmax with
1
n
∥∥Ex∼D[φ(x)φ(x)>]∥∥2. The same holds for a distribution over φ.
4 Threshold Pruning
Threshold pruning, shown in Algorithm 2 is an iterative pruning method similar to IMP. The
difference between the procedures is the pruning criterion. At each iteration, IMP prunes the weight
that is smallest by absolute magnitude, while threshold pruning prunes all of the weights that have
absolute value below some threshold. In this section we use the methods of Section 3 to give a
corresponding analysis of threshold pruning.
Algorithm 2: Threshold Pruning
Input: Loss function L : Rp → R, training time T ∈ R+, initialisation winit ∈ Rp, pruning
threshold .
Output: v
1 Set M = Ip
2 Set J = {1}
3 while J non-empty do
4 Initialise w(0) = Mwinit
5 Train w˙(i)(t) = −M∇L(w(i)(t)) for t ∈ [0, T ]
6 Set v = w(T )
7 Set J = {j ∈ [p] : |vj | < }
8 for j ∈ J do
9 Set Mjj = 0
10 return v
Theorem 8 (Sparse Estimation with Threshold Pruning). Define Φ as in Section 1.2. Assume
that y = Φs+ ξ for s ∈ Rp and that {ξi: i = 1, . . . , p} are independent, zero mean sub-Gaussian
random variables with variance proxy σ2. Suppose that s is supported on a set S ⊂ [p], and that Φ
satisfies the restricted nullspace property with respect to S. Let Σ := 1nΦ
>Φ and let λmin > 0 be
the smallest non-zero eigenvalue of Σ, which we assume to exist. Let L(w) = 12n ‖Φw − y‖22 be the
mean squared error loss. Consider running Algorithm 2 with L, winit = 0, T =∞ and  > 0, and
denote the output by v. If
n ≥ 2σ
2
2λmin
log(2p/δ)
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then with probability at least 1− δ we have
(i) No false inclusion: vi = 0 ∀ i with si = 0
(ii) No false exclusion above : vi 6= 0 ∀ i with |si| ≥ 2
Note that this result gives a slightly stronger guarantee than Theorem 5 and under slightly weaker
assumptions on the signal s. We state the corresponding result for the estimation and prediction
errors. Notice that this gives the same bounds as Corollary 7.
Corollary 9 (Estimation and Prediction Errors). Assume the conditions and notation of Theorem 8.
Assume further that s is k-sparse. If n ≥ 2σ22λmin log(2p/δ), then with probability at least 1− δ:
(i) ‖v − s‖∞ ≤ 2 and therefore ‖v − s‖2 ≤ 2
√
k.
(ii) `(v) ≤ 4λmaxk2
5 Pruning as Regularisation
Following Theorem 5, it is natural to ask whether IMP has a regularising effect. If the non-zero
components of s each have magnitude at least γ and n ≥ 8σ2γ2λmin log(2p/δ), then the components of
the estimated parameter w that are pruned consist entirely of observation noise. In addition to this
it is clear that pruning will improve parameter count based estimates of Rademacher complexity,
although many of these are vacuous on standard datasets. Therefore, if the conditions are right,
IMP will provide regularisation against observation noise. In this section we give experimental
evidence that this might be the case more generally.
One can observe from the results in [Frankle and Carbin, 2019] that IMP often results in sub-networks
with lower test loss than the full network. Inspired by this, in Figure 1 we show the results of an
experiment to analyse whether IMP regularises against label noise in neural networks. We train
the convolutional network conv6 from [Frankle and Carbin, 2019], a smaller version of the VGG
network, on CIFAR10 with varying proportions of randomised labels and examine the test error in
each scenario.
5.1 Experimental Details
Network The network used is conv6 from [Frankle and Carbin, 2019], which is a scaled down
version of the VGG-19 network. This network has 6 convolution layers, interleaved with pooling
operations, followed by 3 fully-connected layers. In order, this is
1. convolution 64 channels, convolution 64 channels, max pool 2× 2,
2. convolution 128 channels, convolution 128 channels, max pool 2× 2,
3. convolution 256 channels, convolution 256 channels, max pool 2× 2,
4. fully-connected layers: 256, 256, 10.
All of the activations are ReLU and initialisation is Gaussian Glorot [Glorot and Bengio, 2010].
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Procedure The dataset we use is CIFAR-10 [Krizhevsky et al., 2009]. We perform 10 iterations of
IMP (described below) on the conv6 network described above, on CIFAR-10 with various proportions
of the labels randomised. In each of the iterations of IMP we train the network for 20000 steps on a
batch size of 100, using the Adam [Kingma and Ba, 2014] optimiser with learning rate 0.0012.
The IMP procedure used is the same as in [Frankle and Carbin, 2019]. The following describes one
iteration, so in our case is repeated 10 times.
1. Train the network for specified number of steps
2. Prune the smallest p% of weights per layer by absolute magnitude
3. Freeze pruned weights and reset remaining weights to their initialised values.
The value of p varies by layer. For convolutional layers we prune 15% of weights per iteration, while
for fully-connected layers we prune 20%. Connections to outputs are an exception and are pruned
at a rate of 10% per iteration.
5.2 Experimental Results
The results of this experiment are shown in Figure 1. We observe that the lottery tickets attain
higher test accuracy than the full network, even in the presence of label randomisation. This is in
agreement with intuition and the earlier theoretical results for linear models. It should be noted
that the regularising effect could also, at least in part, be caused by factors other than pruning
per se. For instance, IMP involves training the network multiple times. Informally, it is possible
that this additional training allows the network more exposure to the signal in the data, and so the
regularisation may be caused by more than simply IMP removing noise from parameter estimates as
in the linear model.
6 Conclusion
We have presented a theoretical analysis of IMP in linear models. We found that IMP can recover
the support of a sparse signal under weak assumptions on the design matrix and we gave bounds
for the estimation and prediction errors in this setting. In addition, we presented an analysis of
threshold pruning and, finally, a discussion of the regularising effect of IMP. We hope that our work
will initiate further study into the theoretical properties of lottery tickets and how they emerge from
IMP. Further work may seek to extend the results of this paper to neural networks, a tractable
route might be found using linearised networks [Lee et al., 2019].
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Figure 1: Test accuracy of full network and lottery tickets for conv6 [Frankle and Carbin, 2019]
on CIFAR10 with varying proportion of labels randomised. Error bars are min and max over 5
data randomisations while markers are the mean, each of these are computed from the mean test
accuracy over 5 runs with different iid draws of initialisation and SGD order. Top: Test accuracy
for the full network. Error bars are vertically centered on 0 and y-axis is deviation from the mean.
The annotation is the mean test accuracy across the data randomisations. Bottom: Difference
in test accuracy between lottery ticket and full network. Notice that IMP provides regularisation
against label randomisation in most of the cases shown, and that this effect is strongest for mid-sized
lottery tickets.
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A Technical Results
Lemma 10. Define Φ ∈ Rn×p and Σ ∈ Rp×p with Σ+ the Moore-Penrose pseudo-inverse of Σ and
λmin the non-zero eigenvalue of Σ that is smallest in absolute magnitude (which we assume exists).
Let ξ ∈ Rn be a vector with elements ξi that are iid sub-Gaussian with zero mean and variance
proxy σ2. If
n ≥ 2σ
2
2λmin
log(2p/δ)
then with probability at least 1− δ we have
max
j
∣∣∣∣ 1n (Σ+Φ>ξ)j
∣∣∣∣ <  (?)
Proof. Define α = 1nΣ
+Φ>ξ. Let A = 1nΣ
+Φ>, then it is straightforward to check that, for any i,
αi =
∑
j Aijξj is sub-Gaussian
E [esαi ] =
∏
j
E
[
esAijξj
] ≤∏
j
e
σ2s2
2 A
2
ij = e
σ2s2
2
∑
j A
2
ij
with variance proxy σ2
∑
j A
2
ij . In addition to this, we have∑
j
A2ij = (AA
>)ii =
1
n
Σ+ii
≤ 1
n
max
ij
∣∣Σ+ij∣∣ ≤ 1n ∥∥Σ+∥∥2 = 1nλmin ,
where the final inequality uses Lemma 11. So the standard tail bound gives, for any i,
P(|αi| > ) ≤ 2 exp
(
−nλmin
2
2σ2
)
and the conclusion follows from a union bound.
Lemma 11. Let A ∈ Rp×p be a real, symmetric matrix. Then maxij |Aij | ≤ ‖A‖2.
Proof. Let uα α = 1, . . . , p be the unit eigenvectors of A with eigenvalues λα respectively. We can
write A =
∑
α λαuαu
>
α so |Aij | ≤ ‖A‖2
∑
α |(uα)i| |(uα)j | . But ‖uα‖2 = 1 so |(uα)i| ≤ 1/
√
p and
we’re done.
Lemma 12 (Rank of sub-matrix of Gram matrix). Let A be a real matrix with entries Aij = vi ·vj
for i, j = 1, . . . , p, where vi ∈ Rn ∀i. Then removing (or setting to 0) the kth row and column of A
reduces its rank by at most 1.
Proof. Let d := rankA. Deleting column k and row k of A results in the (p − 1) × (p − 1) Gram
matrix of {vi : i 6= k} (in the same order as before). Let the rank of this new matrix be d′. Then
d = dim span{vi : i = 1, . . . , n}
= dim (span{vi : i = 1, . . . , n, i 6= k} ∪ {vk})
≤ d′ + 1.
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Lemma 13 (Sub-matrix of invertible Gram matrix is invertible). Let A ∈ Rn×n be a Gram matrix.
If A is invertible, then the sub-matrix of A formed by removing rows and columns with indices
i1, . . . , ik, where k < n, is also invertible.
Proof. This is a consequence of the Cauchy interlace theorem. Alternatively, it follows by repeated
application of Lemma 12.
Lemma 14. Let Φ ∈ Rn×p and s ∈ Rp \ {0}. If s 6∈ null(Φ) then s 6∈ null(Φ>Φ)
Proof. ‖Φs‖22 > 0 =⇒ s>Φ>Φs > 0, so s 6∈ null(Φ>Φ).
B Proofs
B.1 Proof of Theorem 5
Proof. Point (i) is obvious. We establish point (ii). Consider the first iteration of Algorithm 1. Let
V be the column space of Σ. Since Φ satisfies restricted nullspace with respect to the support of s,
we know that the projection of s on to V is s (see Lemma 14). By diagonalising, we can see that
ΠV = Σ
+Σ is exactly this projection. Training until convergence therefore gives
wi(∞) = si + 1
n
(Σ+Φ>ξ)i.
Then on this iteration we can be sure not to prune any i with |si| ≥ γ if
1
n
∣∣ (Σ+Φ>ξ)
i
∣∣ < γ/2 ∀ i.
By Lemma 10, this happens with probability at least 1− δ if n ≥ 8σ2γ2λmin log(2p/δ). To demonstrate
(ii), we show that this is sufficient to guarantee (with high probability) that no i with |si| ≥ γ is
pruned on any iteration of Algorithm 1. We conclude the proof with this argument.
Let Υ be the sub-matrix of Σ formed by removing the rows and columns with indices i1, . . . , ik k < p,
let P be the sub-matrix of Φ by removing the same columns. The restricted nullspace condition on
Φ means that the restriction of s has no component in the null of Υ at any iteration. Hence, we
need only show that
1
n
∣∣(Υ+P>ξ)i∣∣ < γ/2.
Again by Lemma 10, this happens with probability at least 1− δ if n ≥ 8σ2γ2λmin(Υ) log(2p/δ). Σ is
symmetric, so we may apply Cauchy’s interlace theorem (see [Horn and Johnson, 2012], Theorem
4.3.17) to obtain λmin(Υ) ≥ λmin(Σ). The proof is complete.
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B.2 Proof of Corollary 6
Proof.
(i) If i is pruned then |si| < γ, whereas if i is not pruned then |vi − si| ≤ γ/2.
(ii) `(v) = (v − s)>Σ(v − s) ≤ ‖v − s‖22 ‖Σ‖2 .
B.3 Proof of Corollary 7
Proof.
(i) With the additional assumptions on s, we only prune i with si = 0. So if i is pruned then
|vi − si| = 0, while if i is not pruned then |vi − si| ≤ γ/2.
(ii) Same as for Corollary 6.
B.4 Proof of Theorem 8
The argument is very close to the proof to Theorem 5.
Proof. Let V be the column space of Σ. Since Φ satisfies restricted nullspace with respect to the
support of s, we know that the projection of s on to V is s (see Lemma 14). By diagonalising, we
can see that ΠV = Σ
+Σ is exactly this projection. Training until convergence therefore gives
wi(∞) = si + 1
n
(Σ+Φ>ξ)i.
Then we achieve (i) as long as
1
n
∣∣ (Σ+Φ>ξ)
i
∣∣ < 
whenever si = 0. For i with si 6= 0, we attain (ii) if∣∣∣∣si + 1n (Σ+Φ>ξ)i
∣∣∣∣ ≥ ∣∣∣∣ |si| − 1n ∣∣(Σ+Φ>ξ)i∣∣
∣∣∣∣ ≥ 
so when |si| ≥ 2 it is sufficient to have 1n
∣∣(Σ+Φ>ξ)i∣∣ < . We are therefore interested in the
probability that
1
n
∣∣(Σ+Φ>ξ)i∣∣ <  ∀ i.
We employ Lemma 10 to see that this happens with probability at least 1− δ if n ≥ 2σ22λmin log(2p/δ).
An argument identical to the one given in the proof of Theorem 5 then shows that this holds across
all iterations of Algorithm 2.
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B.5 Proof of Corollary 9
Proof.
1. Exhaustively check the relevant cases:
• If si = 0 then vi = 0 by Theorem 8 (i), so |vi − si| = 0.
• If si 6= 0 and wi ≥  then |vi − si| = 1n
∣∣(Σ−1Φ>ξ)i∣∣ < , by the proof of Theorem 8.
• If si 6= 0 and wi <  then vi = 0 and si < 2 by Theorem 8 (ii), so |vi − si| < 2.
2. `(v) = (v − s)>Σ(v − s) ≤ ‖v − s‖22 ‖Σ‖2 ≤ λmax4k2.
C Limitation of the Operator Expansion in Example 3 when
Σ is Singular
The reader may be wondering whether the toy arguments of Section 2 are applicable where Σ is
singular. In this section we discuss difficulties in extending the approach of Example 3 of Section 2
to this case. If Σ is singular, the gradient-flow evolution converges to
w(∞) = Π⊥winit + 1
n
Σ+Φ>y
and it becomes necessary to understand the behaviour of the Moore-Penrose pseudo-inverse Σ+.
Denote the row space of Σ as V and the restriction of Σ to V as ΣV . Clearly ΣV : V → Σ(V ) is
invertible. We can think of Σ+ as first projecting onto Σ(V ), applying Σ−1V and then mapping V
back into Rp by inclusion (the trivial one). This is illustrated by the following diagram and can be
seen by diagonalising.3
Rp Σ(V )
Rp V
ΠΣ(V )
Σ+ Σ−1V
ιV→Rp
Why can’t we apply an argument similar to Example 3 to ΣV ? We might write
Σ−1V = (IV −AV )−1 =
∞∑
k=0
AkV (1)
and attempt to control higher order terms in the sum. For the series to converge (in the operator
norm) we need the operator norm of AV to be less than 1. Recall that we defined
δPW = max
i,j∈[p]:i 6=j
|Σij | = 1
n
max
i,j∈[p]:i6=j
|φi(X) · φj(X)|
3We have overloaded notation a bit here, by Σ(V ) we really mean the corresponding elements of RdimV , same
applies for V .
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so that |Σij | ≤ δPW ≤ 1 when i 6= j (and is 1 on the diagonal). Ho¨lder’s inequality gives
‖Σ‖2 ≤
√
‖Σ‖1 ‖Σ‖∞ ≤ 1 + (p− 1)δPW.
Equality is achieved by Σ = I+ δPW11>. Since Σ is positive semi-definite the eigenvalues of A must
be less than 1. These facts imply that ‖A‖2 ≤ (p− 1)δPW and in turn that ‖AV ‖2 ≤ (p− 1)δPW
(with equality achieved in the same example, since outside of V the eigenvalues of A must be unity).
So just to get the series to converge in general we need δPW <
1
p−1 . Now we have the following
lemma from Noga Alon:
Lemma 15 (Lemma 2.2 [Alon, 2009]). Let M ∈ Rp×p be a rank d, real, symmetric matrix with
Mii = 1 ∀i and |Mij | ≤  i 6= j, then
2 ≥ p− d
d(p− 1) .
This imposes the constraint √
p− d
d(p− 1) ≤ δPW <
1
p− 1 .
where d = dimV . From simple rearranging it follows that
p < d+ 1 ≤ n+ 1
and we see that this approach is limited.
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