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Department of Mathematical Science, University of Tokyo
ABSTRACT. In this paper, we study the behavior of eigenvalues and eigenfunctions
of Schrodinger operators whose potentials have finitely many negative singularities.
We prove that if potentials behave like $O(|x|^{-\rho})(0<\rho<2)$ near singularities, then
eigenvalues behave like $o(h^{-\frac{2\rho}{2-\rho}})$ when the Planck constant $h$ approaches to zero.
Then we obtain the asymptotic expansion of the eigenvalues and eigenfunctions in $h$ .
We also study the splitting of the lowest eigenvalues and derive that the asymptotic
is estimated by a suitable Riemann metric called Agmon distance.
0. INTRODUCTION
We consider Schrodinger operators whose potentials have finitely many negative
singularities, and study the behavior of eigenfunctions and eigenvalues when $h$ , the
Planck constant, approaches to zero.
The Schrodinger operator we consider is,
$H(f\iota)$ $:=-h^{2}\triangle+V(x)$ on $L^{2}(R^{d})$ ,
where $h$ is the Planck constant.
The assumptions on $V$ is,
Assumptions(A).
(1) $V(x)$ has finitely many singular points $p_{1},p_{2},$ $\cdots$ , $p_{n}\in R^{d}$ , and $V(x)$ is
bounded below in the complement of the union of neiborhoods of singular
points, i.e., for any $\epsilon>0$ , there exists a constant $M_{\epsilon}>0$ such that,
if $|x-p_{i}|>\epsilon$ (for any $i=1,$ $\cdots$ $n$), then $V(x)\geq-M_{\epsilon}$ .
(2) V $(x)\in C^{\infty}(R^{d}\backslash \{p_{1}, \cdots p_{n}\})$ , and $V(x)$ has asymptotic expansions near
each $p_{i}$ in the following form,
$V(x) \sim-\frac{1}{|x-p_{i}|\rho+1}\sum_{|\alpha|=1}^{\infty}a_{\alpha}^{(i)}(x-p_{i})^{\alpha}$ as $xarrow p_{i}$ .




We assume the Ass $1lIlI$)$tions(A)t$hroughout this paper.
Rema$\prime rk$ . When (3) is satisfied, $V(x)$ is in the Kato class and hence $H(h)$ has a
unique Friedrichs extension and is bounded below (cf. [7]).
At first, we study the behavior of $H(h)$ in the limit: $h\downarrow 0$ . Let $E_{m}(h)$ be the m-th
(i) $\alpha$
eigenvalue of $H(h)$ , counting multiplicities. Let $h_{0}^{(i)}(h)$ $:=- \triangle-\sum_{|\alpha|=1}\frac{a_{\alpha}x}{|x|\rho+1}(i=$
$1,$ $\cdots$ , $n$) and let $\{e_{m}\}_{m=0,1,2},\cdots$ , be the eigenvalues of $\oplus_{i=1}^{n}h_{0}^{(i)}$ , counting multi-
plicities.
Theorem 1. Let $N\in N$ . For sufficiently small $h,$ $H(h)$ has at least $N$ eigenvalues
and
$\lim_{h\downarrow 0}h^{\alpha}E_{m}(h)=e_{m}$ , $0\leq m\leq N$, $\alpha=\frac{2\rho}{2-\rho}$ .
Secondly, we consider asymptotic expansions of eigenvalues and eigenfunctions
in $h$ as $h$ tends to zero. In order that, we need additional assumptions on $V(x)$ .
Assumptions(B).
(1) $V(x)$ has at rnost $po$ lynomial growth, i.e., there exist $k>0,$ $M>0,$ $C>0$ ,
such that if $|x|>1tIf$ then $|V(x)|\leq C(1+|x|)^{k}$ .
(2) If $d\leq 3$ , then $p<\overline{2}$
Theorem 2. $Assur|\iota e(B)$ .
(1) Let $e_{m}$ be a simple eigenvalue $of\oplus_{i=1}^{n}h_{0}^{(i)}$ . Then the $co$rresponding eigen-
value $E_{m}(H)$ of $H(h)$ has an asymptotic expansion in the following form,
$E_{\gamma r\iota}(h) \sim h^{-\alpha}(e_{m}+\sum_{j=1}^{\infty}\overline{\alpha}_{j}(h^{\beta})^{j})$ ,
$i.e_{f}$
$E_{\tau n}(f \iota)-h^{-\alpha}(e_{m}+\sum_{j=1}^{k}\tilde{\alpha}_{j}(h^{\beta})^{j})=O(h^{-\alpha+(k+1)\beta})$ ,
(2)
$Let \psi bewhere_{\tau r\iota}\alpha=\frac{2\rho}{the2-\rho}\beta=\frac{2}{2-\rho,cti}eiqcnfuon$
of $H(h)$ corresponding to an eigenvalue $E_{m}(h)$
and $\varphi_{m}$ be the ei9enfuction of $h_{0}^{(i)}(h)co$rresponding to $e_{m}(i$ is taken so
that $e_{m}$ is an eigenvalue of $h_{0}^{(i)}$ ). And let $U^{(i)}$ be an operator defined by
$(U^{(i)}f)(x)$ $:=f\iota^{d\beta/2}f(h^{\beta}x+p_{i})$ for $f\in L^{2}(R^{d})$ .
Then, $U^{(i)}\psi_{m}$ has an asymptotic expansion in the follovnng form in $L^{2_{-}}$
sense,
$U^{(i)} \psi_{\tau n}\sim\varphi_{m}+\sum_{j=1}^{\infty}(h^{\beta})^{j}\tilde{\varphi}_{m}^{(i)}$.
When $e_{rn}$ is degenerate, the situation is slightly different.
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Theorem 3. Assume $(B)$ . Let $E_{rn}$ , $\cdots$ $E_{m+k-1}$ be the eigenvalues such that
$h^{-\alpha}E_{m}$ appoaches to $e$ , which is an eigenvalue $of\oplus_{i=1}^{n}h_{0}^{(:)}$ vnth multiplicity $k$ .
Then each $E_{m+p}$ has an asymptotic expansion in $h$ ,
$E_{rr\iota+P} \sim h^{-\alpha}(e+\sum_{j=1}^{\infty}\tilde{\alpha}_{j}^{\rho}(h^{\beta})^{j})$ , $p=0,$ $\cdots k-1$ .
Theorem 4. Under the same conditions as Thoreom 3, and if no two asymptotic
expansions of $E_{m},$ $\cdots E_{m+k-1}$ are the same, then for each $co$rresponding eigen-
function $\psi_{j}$ , there exists unique singular point of $V(x),$ $\psi_{n(j)}$ , such that for any
$N\in N$ ,
$\Vert(J_{n(j)}-1)\psi_{j}\Vert_{2}=O(h^{N})$
holds and $U^{n(j)}\psi_{j}$ has an asymptotic expansion in $L^{2}$ sense, where $J_{n(j)}$ is a func-
tion that takes value one in the neiborhood of $p_{n(j)}$ ($\Vert\cdot\Vert_{2}$ is $L^{2}(R^{d})$ -norm.).
Corollary. If $E_{j}(h)$ is simple for $h>0$ , then either of the $follo\iota\dot{m}ng$ two holds,
(1) There exists a singular point $p_{n(j)}\in R^{d}$ such that for any $N\in N$ ,
$\Vert(J_{n(j)}-1)\psi_{j}\Vert_{2}=O(h^{N})$ , as $h\downarrow 0$ .
(2) There exists another eigenvalue $E_{j}’(h)$ such that for any $N\in N$ ,
$|E_{j}’-E_{j}|=O(h^{N})$ , as $h\downarrow 0$ .
Physically, the case (2) of this corollary corresponds to the situation that a
particle exists near both of at least two singular points. And the quantity $|E_{j}’-E_{j}|$
is related to the tunneling effect between the singularities.
When the $rlU\mathfrak{n}lbel$. of $th_{h}e$ singularities is two (i.e., $n=2$), and $E_{j}$ is the lowest
eigenvalue of $H(h)$ , we can estimate $|E_{j}’-E_{j}|$ sharply.
Definition. For $x,$ $y\in R^{d},$ $tf1e$ Agmon distance $\rho_{h}(x, y)withrespecttotheenergy$
$\tilde{E}_{o}(:=h^{-\alpha}e_{0})$ is defined by
$p_{h}(x, y)$ $:= \inf_{\gamma}\{\int_{()}^{1}\sqrt{rrla\lambda(V(\gamma(s))-\tilde{E}_{0}(h),0)}|\dot{\gamma}(s)|ds|\gamma(0)=x,$ $\gamma(1)=y,$ $\gamma\in H^{1}\}$ .
Theorem 5. Let $n=2$ , and $lct$ $a$ and $b\in R^{d}$ be the singular points. Let $J_{a}$ (resp.
$J_{b})$ be a function that takes value one in the neiborhood of a (resp. $b$). Let $E_{0}(h)$
be the lowest eigenvalue of $H(f\iota)$ . And let $\psi_{0}$ be the eigenfunction corresponding to
the eigenvalue $E_{0}(h)$ .
Assume that, for any $\epsilon>0_{f}$ there exist $C_{\epsilon}>0$ such that,
$\Vert J_{a}\psi_{0}\Vert_{2}\Vert J_{b}\psi_{0}\Vert_{2}\geq C_{\epsilon}e^{-\epsilon/h^{\beta}}$
Then, for any $\epsilon>0,$ $tf\iota ere$ exist constants $C_{1},{}_{\epsilon}C_{2,\epsilon}$ such that
$C_{1,\epsilon} \exp(-\frac{\rho_{h}(a,b)}{f\iota}(1+\epsilon))\leq|E_{1}-E_{0}|\leq C_{2,\epsilon}\exp(-\frac{\rho_{h}(a,b)}{h}(1-\epsilon))$ ,
where $E_{1}$ is the secon($l$ eigcnvalue.
The assumption of Thcorcrn 5, $\Vert J_{a}\psi_{0}\Vert_{2}\Vert J_{b}\psi_{0}\Vert_{2}\geq C_{\epsilon}e^{-/h^{\beta}}$ comes from the
postulate that particle exists on both $a$ and $b$ . For example, if $V(x)$ has mirror
symmetry with respect to $0$ ne point, this condition is automatically satisfied.
Estimating $\rho_{f_{\iota}}(a, b)$ , we obtain,
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Theorem 5’. Under the same conditions as in Theorem 5, for any $\epsilon>0$ there
exist constants $C_{1,\epsilon},$ $C_{2,\epsilon}$ such that
$C_{1,\epsilon} \exp(-\frac{\sqrt{-e_{0}}|a-b|}{h^{\beta}}(1+\epsilon))\leq|E_{1}-E_{0}|\leq C_{2,\epsilon}\exp(-\frac{\sqrt{-e_{0}}|a-b|}{h^{\beta}}(1-\epsilon))$ .
It follows from this theorem that the behavior of $|E_{1}-E_{0}|$ is determined by
$|a-b|,$ $\rho$ and $a_{0}$ only.
As for the known results, similar problems have been studied extensively by
many people in the case that $V(x)$ satisfies,
(1) $V(x)\in C^{\infty},$ $V(x)\geq 0$ ,
(2) $\varliminf_{|x|arrow\infty}V(x)>0$ ,
(3) There exists finitely many points $p_{1},$ $\cdots$ , $p_{n}$ such that $V(p_{i})=0$ $(i=$
1, $\cdots$ n) and each rninimum is non-degenerate ([1],[2], $[4],[5],[6]$ , and in their
references).
The aim of this paper is to study the similar results as above hold if $V(x)$
has negative singularities. We use mainly Simon’s methods ([1],[2]). We prove
Theorem 1 in Section 1, Theorem 2,3,4 in Section 2, and Theorem 5 in Section 4.
In the appendix, we show that the similar exponential estimates as Theorem 5 and
Theorem 5’ can be $obt_{\dot{c}1}irl(’\backslash d$ for $t$ he width of the ground state band of Schrodinger
operator with periodic potcntial.
1. PROOF $OP$ THEOREM 1
1.1 UPPER BOUND
Here, we will show $\varlimsup_{h\downarrow 0}h^{\alpha}E_{m}(h)\leq e_{m}$ .






$J_{(i)}^{t\iota}$ $:=j(f\iota^{-\delta}(x-p_{i}))$ , $i=1,$ $\cdots n$ , $0< \delta<\frac{\rho}{2-\rho}$
We can assume $SuppJ_{(i)}\cap SuppJ_{(j)}=\phi$ by taking $h$ sufficiently small if necessary.
Let $e_{m}$ be thc m-th eigenvalue of $\oplus_{i=1}^{n}h_{0}^{(i)}$ , and $\varphi_{m}$ be the corresponding
eigenfuction. Then $U^{i(\tau r\iota)^{-1}}\varphi_{m}$ is an eigenfunction of $H_{0}^{(i(m))}$ , where $H_{0}^{(i)}(h)$ $:=$
$-h^{2} \triangle-\sum_{|\alpha|=1}\frac{a_{\alpha}^{(i)}x^{\alpha}}{|x-p^{i}|^{\rho+1}}$ ( $i(m)$ is defined so that $e_{m}$ is the eigenvalue of $h_{0}^{(i(m))}.$ ).
We take ( $a_{PP^{\Gamma oxirnatiIl}g}$ cigenfunction”
$\psi_{m}(h;x)$ $:=J_{i(n)}^{h}U^{i(m)^{-1}}\varphi_{m}$ .
Then, from the definition of $J_{(i)}^{h}$ and Assumptions (A), we can see
(1.0) $(\psi_{l},$ $(H-H_{0}^{(i)}) \psi_{m})=O(h\frac{2(1-\rho)}{2-\rho})$ ,
where $(\cdot, \cdot)$ is $L^{2}(R^{d})$ -product.
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Claim 1.
(1.1) $(\psi_{l}, \psi_{\tau n})=\delta_{lm}+O(\exp(-ch^{\delta-\frac{2}{2-\rho}))}$ .









where $\theta$ $:= rrlax\{\delta, \frac{2(I-\rho)}{2-\rho}\}$ .
Proof of Claim 2. As in the proof of Claim 1, we can assume $i(l)=i(m)$ .
We usc the fact that if $H\eta=E\eta$ , then
$(f\tilde{\eta}, Hf\eta)=E(f\eta, f\tilde{\eta})+(\eta, h^{2}(\nabla f)^{2}\tilde{\eta})$ .
We substitute $f=J_{(i)}^{h},$ $H=H_{0}^{(i)},$ $\eta=U^{(i)^{-1}}\varphi_{m},\tilde{\eta}=U^{(i)^{-1}}\varphi\iota$ into this. Therefore,
$(\psi_{l}, H_{0}^{(i)}\psi_{m})=h^{-\alpha}e_{m}(\psi\iota, \psi_{m})+(\psi_{l}, h^{2}(\nabla J_{(i)}^{h})^{2}\psi_{m})$.
Estimating $\nabla J_{(i)}^{h}$ , and using (1.0), (1.1), we obtain (1.2). $\square$
Here we use the Min-Max principle. At first, let
$\mu_{m}(h)$
$:= \sup_{\xi_{1},\cdots,\xi_{m-1}}Q(\xi_{1}, \cdots\xi_{m-1}; h)$ ,
$Q$ ( $\xi_{1},$ $\cdots$ $\xi_{m-1}$ ; h) $:= \inf\{(\psi, H\psi)|\psi\in \mathcal{D}(H),$ $\Vert\psi\Vert_{2}=1,$ $\psi\in\{\xi_{1}, \cdots\xi_{m-1}\}^{\perp}\}$ .
Then $\mu_{m}(h)$ equals to either $t$ he m-th eigenvalue of $H$ (counting multiplicities) or
$\inf\sigma_{ess}(H)$ .
Fix any $e>0$ . For $c^{\Gamma}\iota c1_{1}f\iota\in(0,1$ ], we can find $\xi_{1}^{h},$ $\cdots$ , $\xi_{m-1}^{h}$ such that,
$l^{r_{\gamma n}(h)}\leq Q(\xi_{1}^{t\iota}, \cdots\xi_{m-1}^{h}; h)+\epsilon$.
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Rom (1.1), $\{\psi_{1_{i}}\cdots \psi_{rn}\}$ span rn-dimcnsional subspace if $h$ is sufficiently small.
Hence thcre exists $\varphi$ $\in$ $\{\xi_{1} , \cdots \xi_{rr\iota-1}\}^{\perp}$ which is a linear combination of
$\{\psi_{1}, --, \psi_{rr\iota}\}$ . Froin (1.2),
$Q(\xi_{1}, \cdots\xi_{rr\iota-1)}\cdot f\iota)\leq(\varphi, H\varphi)\leq h^{-\alpha}e_{m}+O(h^{-2\delta})$ .
Since $\epsilon>0$ is arbitrary,
$\mu_{\gamma r\iota}(h)\leq h^{-\alpha}e_{m}+O(h^{-2\delta})$ .
As $V(x)$ is bounded bclow outsidc of a compact set, $\inf\sigma_{ess}(H)>-\infty$ . On the
other hand, $1irx1_{t\downarrow()}/\iota$‘(‘ $e_{rr\iota}=-\infty$ . Hence $\mu_{m}(h)=E_{m}(h)$ if $h$ is sufficiently small
and thus we obtain the $upl$ ) $er$ bound. $\square$
1.2 LOWER BOUND
We prove $\underline{]i_{Yr1_{\iota\downarrow 0}}},h^{\alpha}E_{rr\iota}(f\iota)\geq e_{m}$ here. When we have finish it, we complete the
proof of Theorem 1. Fix arbitrary $r$ such that $e_{m}\leq r\leq e_{m+1}$ . It suffices to show,
$H\geq rh^{-\alpha}1+F$
where 1 is an idcntity operator and rank $F\leq m$ .
We define $J_{()}^{l\iota}\in c\infty(R^{d})$ so that $(.J_{0}^{t\iota})^{2}$ $:=1- \sum_{i=1}^{n}(J_{(i)}^{h})^{2}$ Let $P^{(i)}$ be eigenpro-
jections onto $t$ he $(^{\backslash i_{\zeta\supset})}(\prime \mathfrak{c}I1_{c}\searrow 1)_{\dot{\zeta}})(CS$ of $H_{0}^{(i)}$ xvhose corresponding eigenvalues are smaller
than $h^{-\alpha}r$ (hence$i \sum raxlkP^{(i)}=m$), and let $F^{(i)}$ $:=H_{0}^{(i)}P^{(i)}$ .
By IMS-localization forrnula (sce [7]), for any $\epsilon>0$ ,
(1.3)
$H=J_{0}HJ_{0}+(1- \epsilon)\sum_{(i\neq)}J_{i}H_{()}^{(i)}J_{i}+\sum_{i\neq 0}J_{i}.(\epsilon H_{0}^{(i)}+H-H_{0}^{(i)})J_{i}-\sum(\nabla J_{i})^{2}$
From the definition of $F^{(i)}$ ,
(1.4) $I_{(i)}^{t\iota}II_{()}^{(i)}.I_{(i)}^{;_{\iota}}\geq J_{(i)}^{\prime\iota}F^{(i)}J_{(i)}^{h}+h^{-\alpha}r(J_{(i)}^{h})^{2}$ .
On the other $I\downarrow\dot{(}$ ) $r\downarrow(1_{j}$ since $|’/,\cdot-p_{i}|\geq cf\iota^{\delta}$ on $SuppJ_{0}$ ,




where $\alpha’$ $:= \frac{2(\prime J-1)}{3-\rho}$ and $c,$ $c_{\in}$ is independent of $h$ .
Substituting $(1.4)\sim(1.\mathfrak{t}))$ int$o(1.3)$ ,
$H\geq(1-c_{\hat{c}})\uparrow\cdot f\iota^{-0}1-O(l\iota^{-\rho})+F$, $\gamma$ $:= \max(\alpha’, 2\delta)$ ,
$(F= \sum J_{(i)}F^{(i)}J_{(i)} , 1^{\cdot}\dot{c}1Y1kF\leq m)$ . Since $\hat{c}>0$ is arbitrary, we have done.
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1. 3 ADD ITIONA I. ARGUEMENT
We shall show here that if $e_{rr\iota}$ is non-degenerate, the “approximating eigenfunc-
tion”, we used in $t$ hc proof of Thcorem 1, approaches to the “real” eigenfunction
in $L^{2}$ -sensc. We will use this result in Section 2,4. At first, for each $l$ , we find $\epsilon_{l}$
such that for any $m$ , eithcr $e_{m}=e_{l}$ or $|e_{m}-e_{l}|>\epsilon_{1}$ holds.
Proposition 1.1. Let
$P_{l}^{\prime_{t}}$
$;= \frac{1}{2\pi i}\oint_{|z-l\iota^{-\alpha}|=he_{1}}-\alpha(z-H(h))^{-1}dz$ ,
then, $\Vert(1-P_{l}^{;_{\iota}})\psi\int^{\iota}\Vert_{2}arrow 0(f\iota\downarrow 0)$ .
Proof. $L\lambda^{\gamma}c$ use the $ir\downarrow(i$ uctive $c\prime 11^{\cdot}g\iota\iota e^{\backslash },rtlcr\iota t$ . Assume that the proposition is valid for
any $l$ for $1<k$ .
Claim. For any 1 $\backslash \backslash ^{\backslash }\uparrow\iota(l\iota$ thaf $\epsilon_{l}^{J}<e_{k},$ $P_{l}^{\prime_{b}}\psi_{k}^{h}arrow 0$ in $L^{2}$ .
Proof of Claim. If thc degeneracy of $e_{l}$ is $m,$ $P_{l}\psi\downarrow_{j}-\psi\iota_{j}arrow 0$ in $L^{2}(j=1, \cdots , m)$
(where $\psi_{l_{j}}$ ($j=1,$ $\cdot$ $,$ $/;\iota$) $\{$ ) $1^{\cdot}C$ ci,gcnfunctions corresponding to $e_{l}.$ ). From (1.1),
we see $\{\psi_{l_{j}}\}_{j=1,\cdots,\tau r\iota}$ and rnoreover, $\{P_{l}\psi_{1_{j}}\}_{j=1,\cdots,m}$ are hnearly independent (for
$h$ small). Let $\{u_{l_{j}}\}_{j=1,\cdots,\tau r\iota}$ be the orthonormal basis of Ran $P_{l}$ (the range of $P_{t}$ ).
Since $\{P_{l}\psi\iota_{j}\}$ is linearly indcpendcnt and contained in $Span\{u_{1_{j}}\}$ $(j=1, \cdots , m)$ ,
we can write each $?\iota_{j}$ by lincar cornbination of $\{P_{l}\psi_{1_{j}}\}_{j=1,\cdots,m}$ and we write $u_{j}=$
$\sum a_{k}^{j}P_{l}\psi_{l_{k}}$ .
$P_{l^{\{/)}k}7= \sum_{j=1}^{7r\iota}(\psi_{k}, u_{l_{j}})u_{l_{j}}$
$= \sum_{j=1}^{\gamma r\iota}(\psi_{k},\sum_{p=1}^{rr\iota}a_{p}^{j}P_{l}\psi_{l_{\rho}})\sum_{q=1}^{m}a_{q}^{j}P_{l}\psi_{q}$ .
From the assuinpti$on$ of $tl_{1(}\backslash$, induction,
$(/ \cdot k)\sum_{J^{J=\iota}}^{rr\iota}a_{p}^{j}P_{lt^{/}J_{l,)}})-(\psi_{k)}\sum_{p=1}^{m}a_{\rho}^{j}\psi_{l_{p}})arrow 0h\downarrow 0$.
On the other hand, frorn (1.1), $( \psi_{k},\sum_{p=1}^{m}a_{p}^{j}\psi_{l_{p}})h\downarrow 0$$ row 0$ . By combining two, we see
$P_{l}\psi_{k}arrow 0(l\iota\downarrow 0)$ in $L^{2}$ . $\square$
Let $E_{\Omega}^{l\iota}$ [) $(\vee\backslash$ the tpcctral $IIlCi)_{\backslash }b111^{\cdot}(\backslash$, of $f\iota^{\alpha}H$ . From the claim above, for any $\epsilon>0$ ,
$E(4)hl\iotaarrow()1\searrow/\iota\}$ $()$ $itlL^{2}$ . On the other hand, $(\psi_{k}, h^{\alpha}H\psi_{k})arrow e_{k}$ (from
(1.2)). $T\}_{1(Y1}\backslash$, it rnust be $\Vert E_{(c_{k}-\in,e_{k}+\in)}^{1\iota}\psi_{k}^{f_{t}}\Vert_{2}arrow 1(h\downarrow 0)$ . $\square$
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$2.ASY1\backslash 11^{?}TOTlCE_{\lrcorner}\backslash \prime 1^{J}A$ NSIONS $O1^{\tau}E$ ] $GEN\vee ALUES$ AND EIGENPUNCTIONS
2.1 $PROO1^{\urcorner}$ or TIIEOREOM 2
To simplify the notation, we write $i$ instead of $i(m)$ . Let
$K_{0}:=f\iota^{\alpha}U^{(i)}H_{0}^{(i)}U^{(i)^{-1}}$ $(=h_{0}^{(i)})$ ;
$K:=/ \iota^{\alpha}U^{(i)}HU^{(i)^{-1}}=K_{0}+h^{\alpha}V(h^{\beta}x+p_{i})+\sum_{|\alpha|=1}\frac{a_{0}^{(i)}x^{\alpha}}{|x|\rho+1}$.
Rom the $assurn_{I)ti_{0}r1},$ $K-K_{0}$ has an asymptotic expansion near the origin in the
following form as $h\downarrow 0$ ,
(2.1) $K-K_{0} \sim-\frac{1}{|x|\rho+1}\sum_{|\alpha|=2}^{\infty}a_{\alpha}^{(i)}(h^{\beta})^{|\alpha|}x^{\alpha}$ .
Let
$\tilde{P}(f\iota)$ $;= \frac{1}{2\pi x}\oint_{|z-e_{m}|=\epsilon}(z-K)^{-1}dz$ ,
where we take $\epsilon$ sufficiently small such that $\{z||z-e_{m}|<\epsilon\}$ contains no other
$e_{j}(j\neq m)$ .
Then, by Theorem 1,. $rarlk\tilde{P}(h)=1$ for $h$ sufficiently small, and by Proposition
1.1, $\tilde{P}(h)\varphi_{m}arrow\varphi_{\tau r\iota}(h\downarrow())$ . Hence it is enough to obtain $L^{2}$ -asymptotic expansion
of $\tilde{P}(h)\varphi_{rn}$ . In fact,
(2.2) $f \iota^{\alpha}E_{rn}=\frac{(IC\varphi_{m},\tilde{P}\varphi_{m})}{(\varphi_{rn)}\tilde{P}\varphi_{m})}$
(2.3) $U^{(i)} \psi_{m}=\frac{1}{(\varphi_{rr\iota},\tilde{P}\varphi_{m})^{1/2}}\tilde{P}\varphi_{m}$ ,
hold and $K\varphi_{\tau n}$ has obviously $L^{2}$ -asymptotic expansion under Assumptions (B).
Rom the definition of $\tilde{P}(/\iota)$ it suffices to obtain $L^{2}$ -asymptotic expansion of $(z-$
$K)^{-1}\varphi_{m}$ .






We shall estirnate $tf_{1}eL^{2}$ norrn of $\varphi_{k}$ and $r_{l}$ . Write $V=V_{1}+V_{2}$ where $V_{1}(x)=$
$V\chi_{R^{d}\backslash \bigcup_{j=1}^{n}13_{j}^{\epsilon}},$ $V_{2}(’\iota\cdot)=V\backslash _{\backslash }r(\chi_{A}$ is the characteristic function of $A$ and $B_{j^{\epsilon}}$ $:=$
$\{x||x-p_{j}|<_{\hat{c}}\}.)$ .
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Claim. $\Vert f_{k}\Vert_{2}=O(f\iota^{\beta k})i$ $\Vert r_{l}\Vert^{2}=O(f\iota^{\beta(l+1)})$ .
Proof of Claim. $D$ ue to thc induction. We assume 11 $[V(K_{0}-1)^{-1}]^{k}\varphi_{m}\Vert_{2}=O(h^{\beta k})$ .
At first we consider the contribution of $V_{2}$ . By the Sobolev’s embedding theorem,
(1) When $d\leq\backslash \,$ $H^{2}(R^{d})\xi L^{\infty}(R^{d})$ . From (2) of Assumptions (B), $V_{2}\in$
$L^{2}(R^{d})$ . Hence $V_{2}(K_{0}-z)^{-1}\psi\in L^{2}$ (for any $\psi\in L^{2}$ ).
(2) When $d=4,$ $\chi_{K}(K_{0}-z)^{-1}\psi\in L^{r}$ for any $r<\infty$ and for any compact
set $K$ . And if $p<2$ , there exists $\delta>0$ such that $V_{2}\in L^{2+\delta}$ . Hence
$V_{2}(K_{()}-z)^{-1}\psi\in L^{2}(R^{d})$ by the Holder’s inequality.
(3) When $d\geq\subset$)$\ulcorner$ $H^{2}(R^{d})\xi L^{q}(R^{d})$ (where $\frac{1}{q}$ $:= \frac{1}{2}-\frac{2}{d}$ ). Hence if $\rho<2$ ,
$V_{2}(\Lambda_{0}^{\nearrow}-z)^{-1}\psi\in L^{2}(R^{d})$ by the Holder’s inequality.
Combining above wc $ot$)$tairl$
$\Vert V_{2}(K_{0}-z)^{-1}[V(K_{0}-z)^{-1}]^{k}\varphi_{m}\Vert_{2}=\{\begin{array}{l}O(\epsilon^{(d-2\rho)/2}h^{\beta k})O(\epsilon^{(4-(2+\delta)\rho)2/(2+\delta)}h^{\beta k})O(\epsilon^{d(1-\rho/2)4/d}h^{\beta k})\end{array}$ $ifdifdifd=\leq\geq 435$
’
If we take a suitable constant $C_{d}>0$ (dependent on the dimension $d$), and put
$\epsilon=h^{\beta C_{d}(\downarrow+1)}$ , then we obtain
(2.4) $\Vert V_{2}(\Lambda_{()}^{\nearrow}-z)^{-1}[V(K_{0}-z)^{-1}]^{k}\varphi_{m}\Vert_{2}=O(h^{\beta(l+1)})$.
If we take $\epsilon c\prime 1S$ abovc, we ( $aI1$ write (frorn (2.1)) for any $N\in N$ ,
$V_{1}=Q_{N}(/\iota;x)+R_{N}(h;x)+S(h;x)$ ,
where QN $(f\iota;x)$ is a polynornial of $x$ and $h^{\beta}$ of degree at most $N$ , and
$|R_{N}|\leq Ch^{-\rho\beta c_{d}(l+1)}|h^{\beta}x|^{N+1}$ ,
(2.5) $|Q_{N}|\leq Ch^{\beta}(1+|x|)^{N}$ ,
$|S|\leq Ch^{\beta}|x|^{-(\rho-1)}$ .
We take $N$ sufficiently large such that
(2.6) $\beta(N+1)-p\beta c_{d}(l+1)\geq\beta(l+1)$ .
Lemma 2.1. For any $1\in R,$ $(1+|x|)^{l}(K_{0}-z)^{-1}(1+|x|)^{-l}$ is a bounded operator.
For its proof, we rcfer to [3].
Put $A$ $:=$ $(1 +|x|)$ . We can write $V_{1}(K_{0}-z)^{-1}[V(K_{0}-z)^{-1}]^{k}\varphi_{m}$ $=$
$(A^{-b}V_{1})A^{b}(K_{0}-z)^{-1}A^{-b}(A^{-b}V)A^{2b}(K_{0}-z)^{-1}A^{-2b}\cdots A^{(k+1)b}\psi_{m}$ . By lemma
2.1, $A^{\rho b}(K_{0}-z)^{-1}A^{-pb}$ is a bounded operator. On the other hand, by (2.5),
$\Vert A^{-b}(Q_{N}+P\iota_{N})\Vert=O(l\iota^{\beta})$ for suitable $b$ . Hence
$\Vert V_{1}(K_{()}-z)^{-1}[V(K_{0}-z)^{-1}]^{k}\varphi_{m}\Vert_{2}=O(h^{\beta(k+1)})$ .
Combining this with (2.4), we obtain $\Vert f_{k+1}\Vert_{2}=O(h^{\beta(k+1)})$ .
The estirnatc for $7^{\cdot}\downarrow$ is $sirr\iota ilar$ . This proves the Claim. $\square$
We set $f_{k-}’$ $:=(-1)^{k}(K_{()}-z)^{-1}[Q_{N}(K_{0}-z)^{-1}]^{k}\varphi_{m}$ . Hence, by (2.4),(2.5), and
(2.6), and as $t$ he above arguernent, we obtain
$\Vert f_{k’}-f_{k}\Vert_{2}=O(h^{\beta(l+1)})$ .




2.2 $PItOO1^{\urcorner}O\Gamma$ THEOREM 3
Lemma 2.2. Let $C(f\iota)$ be a $k\cross k$ Hermitian matrix whose $ent\tau\dot{n}es$ have asymptotic
expansions of $h$ . Then the eigenvalues of $C(h)$ also have asymptotic expansions of
$h$ .
For the proof, we can refcr to [1].
Let $P_{h}$ be $t$ he projection onto the subspace which is spanned by the eigenfuc-
tions of $H$ corresponding to the eigenvalues $E_{m},$ $\cdots$ , $E_{m+k-1}$ . Hence, by using the
eigenfunctions of $H_{0}^{(i)}$ corrcsponding to the eigenvalue $h^{-\alpha}e$ , it follows that,
(2.7) $(\psi_{i}, P_{h}\psi_{j})arrow\delta_{ij}$
as $h$ tends to $0$ (by Proposition 1.1).
Thanks to the same arguement as the proof of theorem 2, one can prove that
$\triangle_{ij}$ $:=(\psi_{i}, P_{\iota}\psi_{j})$ , $H_{ij}$ $:=(\psi_{i}, HP\psi_{j})$ ,
have asyrnptotic expansion of $f\iota^{\beta}$ . And from (2.7), $\triangle_{ij}=\delta_{ij}+o(h^{\beta})$ . Hence
$C$ $:=\triangle^{-1/2-1/2}H\triangle$ has asymptotic expansion of $h^{\beta}$ . Therefore, by Lemma.2.2,
$E_{m},$ $\cdots$ , $E_{m+k-1}$ also have asymptotic expansion of $h^{\beta}$ . $\square$
Theorem 4 and its corollary $follo\backslash vs$ easily from the proof of Theorem 3.
3. EXPONENTIAL DECAY OF EIGENFUNCTIONS
In order to prove Theorern 5 and Theorem 5’, we obtain the exponential decay
of the eigenfunction corresponding to the lowest eigenvalue of $H$ . From now on, we
assume the numbcr of the singular points is two $(n=2):a,$ $b\in R^{d}$ .
Proposition 3.1. There exist $R_{0}>0,$ $C>0$ , and $D>0$ such that if $|x|>R_{0}$
and $h$ is sufficiently small,
$|\psi_{0}(f\iota;x)|\leq Ce^{-D|x|/h^{\beta}}$
Proof. Take $R_{0}>0,$ $\delta>0$ such that, if $|x|>R_{0}/4$ and $h$ is sufficiently small,
(3.1) $V(x)- \frac{\delta^{2}}{l\iota^{o}}-E_{0}(h)\leq 1$ ,
(That is possible since $V(x)$ is bounded below far away $hom$ the origin and $E_{0}(h)=$
$O(h^{-\alpha}).)$ .
Let $\varphi$ be a function $1vI_{1}ich$ satisfies,
(1) $\varphi\in L^{\infty}$ , $0\leq\varphi’(s)\leq 1$ ,
(2) $\varphi(x)=x$ , $if$ $|x|\leq R_{1}$ ,
(3) $\varphi(x)=0$ , if $|x|\geq 2R_{1}$ ,
for a constant $P_{L}1>0$ .
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We set $\rho(x)$ $:=\delta\varphi(|x|)//\iota^{\rho/(2-\rho)}(x\in R^{d})$ . Then it follows that $|\nabla\rho(x)|^{2}\leq$
$\delta^{2}/h^{\alpha},$ $\rho(x)$ is bounded, and is $Sr\mathfrak{r}lOotl$) in the complement of the neiborhood of
the origin. Let $\psi$ be a R-valued fuction such that its support is contained in
$\{x||x|\geq R_{0}/4\}$ . Fr$0$ rn (3.1), for sufficiently small $h$ , we obtain
$(e^{\rho/;_{\iota}}\psi, (H-E_{0})e^{-\rho/;_{\iota}}\psi)\geq(\psi, (V-(\nabla\rho)^{2}-E_{0})\psi)$
(3.2) $\geq\Vert\psi\Vert_{2}^{2}$ .
Therefore, if we define a function $\eta$ on $R^{d}$ such that,
(1) $1-\eta\in C_{0)}^{\infty}$
(2) $\eta=0$ , if $|x|<R_{0}/4$ ,
(3) $\eta=1$ , $if$ $|x|>R_{0}/2$ ,
and if we set $\psi$ $:=c^{\rho/\iota}?$ )$\prime_{\psi_{t)}}$ , it follows that
(3.3) $(e^{\rho/t}{}^{t}\psi, (H-E_{0})e^{-\rho/h}\psi)=h^{2}(e^{2\rho/h}\eta\psi_{0}, -2(\nabla\eta)(\nabla\psi_{0})-(\triangle\eta)\psi_{0})$ .
Since the RHS of (3.3) is independent of $R_{1}$ , we can take $R_{1}$ go to infinity and let
$\rho=\delta|x|/h^{\rho/(2-\rho)}$ . On the other fiand, if we note that 1I $\psi_{0}\Vert_{2}=1$ and $\Vert\nabla\psi_{0}\Vert_{2}=$
$O(h^{-1})$ , we obtain (frorn $(3.2),(3.3)$ ),
$/|x|>1\iota_{t)}/2e^{2\delta|x|/\prime_{\iota^{\beta}}}|\psi_{0}|^{2}dx\leq Che^{\delta R_{O}/h^{\beta}}$
Hence
$1_{|x|>R_{O}}^{e^{\delta|x|/t\iota^{\beta}}|\psi 0|^{2}dx\leq Ch}$ .
Since $\psi_{0}$ is subharmonic on $\{x||x|>R_{0}\}$ , the value of $\psi_{0}$ on $x$ is bounded by the
integral of itself over the unit ball around $x$ . Therefore we obtain the conclusion. $\square$
Proposition 3.2. For any $\epsilon>0,$ $R_{0}>0$ , and $\kappa>0$ , there exists a constant
$C_{\epsilon,R_{O},\kappa}>$ $()$ , such that if $|x|<R_{()},$ $|x-a|>/\sigma,$ $|x-b|>$ tc and $h$ is sufficiently
small,
$| \psi_{()}(f\iota;x)|\leq C_{\epsilon,l\mathfrak{i}_{O},\kappa}\exp(-\frac{\min(\rho(x,a),\rho(x,b))(1-\epsilon)}{h})$ .
Proof. Let $\tilde{\varphi}(x)$ $:=r11i_{I1}(p(x, a),$ $\rho(x, b))$ . Then,
$|\tilde{\varphi}(x)-\tilde{\varphi}(y)|\leq J_{0}^{1}(l\theta\sqrt{V(\theta x+(1-\theta)y)}|x-y|$ ,
for $x,$ $y\in\{x|V(\prime 1^{\cdot})-\overline{E}_{()}\geq 0\}$ . Hence for any $\epsilon>0,$ $R>0$ , we can find $\delta>0$ and





Hence, for any $\kappa>0$ , and if $|x-a|>\kappa,$ $|x-b|>\kappa$ , we see that
$V(x)-E_{0}-(\nabla\varphi)^{2}\geq(2\delta-\delta^{2})(V(x)-\tilde{E}_{0})+\tilde{E}_{0}-E_{0}$
$\geq c_{\delta,\kappa}$ ,
for $h$ sufficiently small. Where the second inequality follows from the fact that by
Theorem 1, $-\tilde{E}_{0}=O(h^{-\alpha})$ and $\tilde{E}_{0}-E_{0}=o(h^{-}’)$ . Therefore, if we take $\psi$ so that
its support is contained in $\{x||x-a|>\kappa, |x-b|>\kappa\}$ , we have, by following the
same arguement as (3.2),
$(e^{\rho/h}\psi, (H-E_{0})e^{-\rho/h}\psi)\geq c_{\delta,\kappa}\Vert\psi\Vert_{2}^{2}$ .
On the other hand, there exists $\overline{\kappa}_{0}$ determined by $\kappa$ such that, if $|y-a|\leq\kappa_{0}$ or
$|y-b|\leq\kappa_{0}$ , then $\varphi(y)<\epsilon\varphi(x)$ . By the rnethod used in the proof of the Proposition
3.1, we can obtain
$| \psi_{0}(h;x)|\leq C(^{\supset},xp(-\frac{(1-\epsilon)^{2}\tilde{\varphi}}{h})$ on $|x|<R,$ $|x-a|>\kappa,$ $|x-b|>\kappa$ .
$\square$
Secondly, we consider thc lower bound of $\psi_{0}$ .
Lemma 3.3. Let $e_{0}^{-}$ be the lowest eigenvalue $of-\triangle$ on the $(d-1)$ -demensional unit
ball with Dirichlet boundary condition and let $\eta$ be the corresponding eigenfunction
($\eta$ is normalized so that $\Vert\eta\Vert_{\infty}=1$ ). And let $d$ $:= \min_{|y|\leq 1/2}\eta(y)$ . Let $D_{0}$ be a
cylinder in $R^{d}$ such that,
$D_{0}$ $:=\{x=(x_{1}, x\perp)| 0\leq x_{1}\leq a(1+\delta), |x_{\perp}|\leq R\}$ .
Let $\Omega(x)$ be such that which satisfies $\triangle\Omega(x)=W(x)\Omega(x)$ on $D_{0}$ and $W\geq 0_{f}\Omega\geq 0$
there. Let $\alpha^{2}$ $:=s\backslash \iota I)_{x\in D_{O}}\{(\supset,-0P\iota^{-2}+I/V(x)\}$ . Then the follounng estimate holds.
$\min\{\Omega(x)|x_{1}=a, |x\perp|\leq\frac{R}{2}\}\geq de^{-\alpha a}(1-e^{-2\delta\alpha a})\min\{\Omega(x)|x_{1}=0, |x\perp|\leq R\}$ .
For its proof we can refer to [2].
Proposition 3.4. Assurne that any $\epsilon>0,$ $\Vert J_{a}\psi_{0}\Vert_{2}\Vert J_{b}\psi_{0}\Vert_{2}\geq C_{\epsilon}e^{-\epsilon/h^{\beta}}$ for a
constant $C_{\epsilon}>0$ . $Tf\iota c^{J}n$ for any $\epsilon>0$ , any compact set $K(\subset R^{d})$ , there exists a
constant $C_{\kappa,\epsilon}>0$ such that if $x\in K$ ,
$| \psi_{0}(h;x)|\geq C_{\kappa,\in}\exp(-\frac{\sqrt{-e_{0}}\min(|x-a|,|x-b|)(1+\epsilon)}{h^{\beta}})$ .
By estimating $\rho_{\iota}(x, a)$ from below, we immediately obtain,
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Corollary. $Unde\tau$ . the $sa7ne$ conditions as Proposition 3.4,
$| \psi_{()}(h;x)|\geq C_{\kappa,\epsilon}\exp(-\frac{\min(\rho_{h}(x,a),\rho_{h}(x,b))(1+\epsilon)}{h})$ .
Proof of Proposition. $T1_{1}erc$ is a constant $C>0$ such that $V(x)-E_{0}\geq 0$ if
$|x-a|\geq Ch^{\beta}$ . Moreover, from the proof of Lemma 4.3 (in Section 4), for any
$C_{1}>0$ , we can fi $rl(i$ a constant $C_{2}>0$ such that if $|x-a|\leq C_{1}h^{\beta}$ , then $|\psi 0|\geq C_{2}$ .
Hence, we take a cylinder $D$ so that its bottom starts at the position whose distance
to $a$ is $Cl\iota^{\beta}$ and its top is at $x$ , and its radius is $Rh^{\beta}$ . Then, there exists a constant
$C$‘ (determincd by $C$ and $P\iota$ ) such that on the bottom of $D,$ $|\psi_{0}|\geq C’$ . Thus we
can apply Lernrna 3.3 to $D$ and $\psi_{0}$ . The conclusion is that, for any $\epsilon>0$ , there
exists a sufficicntly srnall $\delta>0$ such that for sufficiently small $h$ ,
$|\psi_{0}(1\iota;x)|\geq de^{-\alpha(x-a-\epsilon)}(1-e^{-2\delta\alpha a})C’$ ,
where $\alpha^{2}$ $:=e_{0}P\iota^{-2}/\iota^{-2\beta}+St1\iota)_{J\in D}f\iota^{-2}(V(x)-E_{0})$ . By taking $h$ sufficiently small,
we can let $e^{-2_{t}5\alpha a}<1/2$ . Moreovcr, by taking $R$ sufficiently large, we can take
$e0R^{-2}<\epsilon^{2}$ . Using $t$ hat $-E_{0}=O(h^{-\alpha})$ and the result of Theorem 1, we conclude,
$|\psi_{()}(h;x)|\geq C\exp(-\sqrt{-e_{0}}h^{-\beta}|x-a|(1+\epsilon))$ .
The uniformity with rcspect to $x$ is obvious. $\square$
4. TI I $I^{\backslash }$ PROO $\Gamma$ OF THEOREM 5.
TIIE UPPER BOUND
Lemma 4.1. Let $f$ be a $C^{1}$ function $?1$)$hich$ is uniformly bounded. Then
$(f\psi_{()}, (H-E_{0})f\psi_{0})=h^{2}((\nabla f)\psi_{0}, (\nabla f)\psi_{0})$ .
For its proof, we can rcfcr to [2].
We set,
$(t_{1\iota}(x)$ $;= \frac{p’_{t}(x,a)-\rho_{h}(x,b)}{\rho’_{l}(a,b)}$
Fix any $\delta>0$ . By convolution, we can find a function $d_{\delta}(x)$ which satisfies,
$d_{\delta}(x)\in c^{\infty}$ , $|d_{\iota}-d_{\delta}|\leq\delta$ (uniformly in $h$ ).
Fix any $\alpha>0$ , and take a srnooth function $h(x)$ on $R$ so that,
$/((x)=\{\begin{array}{l}-1,on(-\infty,-\alpha)1,on(\alpha,\infty)\end{array}$
We set $g(x)$ $:=1\iota$ ( $(l_{\delta}(x))$ . Then $g(x)\in C^{\infty}(R^{d})$ ) and $Supp\nabla g$ is contained in a
neiborhood of the geodcsic bisector of $a,$ $b$ (i.e., is contained in $\{x|d(x)=0\}=$ :
81
$I^{\urcorner}UMllll1\langle ONAI\langle ANO$
$B_{h}.)$ . Since $rrli_{I}\iota_{x\in l3_{\iota}},$ {IYli $\iota 1(p_{\iota}(x,$ $a),$ $\rho_{h}(x,$ $b)$ } $= \frac{1}{2}\rho_{h}(a, b)$ , we can see that, for any
$\epsilon>0$ , and suHiciently small ctz, $\delta>0$ ,
(4.1) $x \in s_{u\}|)}^{I11}\nabla_{\mathcal{G}}i_{)}I\perp\{rr\iota irl(p_{\iota}(x, a), \rho_{\iota}(x, b))\}\geq\frac{1}{2}\rho_{h}(a, b)(1-\epsilon)$ .
Now, let
$<g> 1\iota:=\int q\psi_{0}^{2}dx$ , $f(x)$ $:=g(x)-<g>h$ .
Then $(f\psi 0, \psi_{0})=0$ . Therefore, by Leinrna 4.1, we obtain
(4.2) $E_{1}-E_{0} \leq\frac{h^{2}((\nabla f)\psi_{0},(\nabla f)\psi_{0})}{(f\psi_{0},f\psi_{0})}$
Claim. For any $\epsilon>0_{2}$
(4.3) $(f\psi_{0}, f\psi_{0})\geq C_{\epsilon}e^{-\epsilon/h^{\beta}}$
Proof of Claim. Suppose that thcre is a constant $C>0$ such that $(f\psi_{0}, f\psi_{0})\leq$
$Ce^{-c/h^{\beta}}$ Assume $t$ hat there is a scquence $\{h_{n}\},$ $h_{n}\downarrow 0$ such that $<g>h_{n}\geq 0$ . Then
$|f(x)|\geq 1$ near $t$ hc $rleib_{01}\cdot\}_{1}ood$ of $b$ . Hence $\Vert J_{b}\psi_{0}\Vert_{2}\leq Ce^{-c/2h_{n}^{\beta}}$ . On the other
hand, if $<9>_{\iota_{n}}\leq$ $()$ , $t$ hen $\Vert J_{a}\psi_{0}\Vert_{2}\leq Ce^{-c/2h^{\beta}}$ . But this breaks the assumption
of Theorem 5. $\square$
Claim. If $x\in K$ $($a compact set of $R^{d})_{f}|\nabla d_{\delta}|\leq C_{K}$ for a constant $C_{K}>0$ .
Proof of Claim. Let $p_{\delta}$ be a convolution of $p_{h}(x, a)$ . We can write,
(4.4) V $d_{\delta}(x)= \frac{\nabla\rho_{\delta}(x,a)-\nabla\rho_{\delta}(x,b)}{\rho;_{\iota}(a,b)}$
Since $x\in K$ , we can find $M>0$ such that
(4.5) $|\nabla/$)$s(x, a)-\nabla p_{\delta}(x, b)|\leq 2\sqrt{M-\tilde{E}_{0}}$ .
For a suitable $\epsilon>0_{2}.V(x)\geq m$ , on $|x-a|>\epsilon$ and $|x-b|>\epsilon$ . Therefore,
(4.6) $p(a, b)\geq|a-b|\sqrt{m-\tilde{E}_{0}}$ .
Combining $(4.4)\sim(4.C)$ , we obtain the conclusion. $\square$
We estirnate $E_{1}-E_{0}$ using (4.2), (4.3), the claim above, Proposion 3.1 (to
estimate it in $t$ he arca far from $tl\iota e$ oirigin) and Proposition 3.2. We have, for a
constant $C>0$ ,
$E_{1}-E_{()} \leq C\exp(-\frac{2\min_{x\in S_{11}pp\nabla g}\{\min(\rho(x,a),\rho(x,b))\}}{h}(1-\epsilon))$
from (4.1), $\leq C_{C\lambda}p(-\frac{/)(a,b)(1-\epsilon)^{2}}{/\iota})$ .
This provcs $t$ he upper bourid in Thcorem 5.
82
SEMICLASSICAL $ANAI_{\lrcorner}YSlS$ OF SCIIR\"ODINGER OPERATORS
4.2 LOWER BOUND
Lemma 4.2. Let $\{W_{n}\}_{r\iota=1,2},\cdots$ be a sequence of functions such that they and their
de$7\dot{t}vativesconve\uparrow\cdot qe$ to that of a function $W_{\infty}$ locally uniformlly, and satisfy
$(-\triangle+\ddagger V_{n})_{\hat{}n}’=E_{\tau\iota}\varphi_{7l}$ , $(-\triangle+W_{\infty})\varphi_{\infty}=E_{\infty}\varphi_{\infty}$ .
Assume that E. $arrow E_{\infty}$ and $\varphi_{7\iota}arrow\varphi_{\infty}$ in $L_{loc}^{2}$ . Then, $\varphi_{n}arrow\varphi_{\infty}$ locally uniformly.
For its proof, we can refer to [2].
Lemma 4.3. Let $\psi_{1}$ (lt; x) be the normalized eigenfunction associated to the eigen-
value $E_{1}$ , and set $g_{h}(x)$ $:= \frac{\psi_{1}(x)}{\psi_{0}(x)}$ Then there exists a constant $C>0$ such that
for sufficiently $S7nall/\iota_{f}$
If $|x-a|\leq h^{\beta}$ , $g_{h}\geq C$ .
If $|x-b|\leq h^{\beta}$ , $g_{h}\leq-C$ .
Proof of Lemma 4.3. Let $\xi_{a},$ $\xi_{b}$ be the eigenstates associated to the lowest eigen-
values of $tl\iota eHarr\iota ilt_{oI1}i_{1IlS}(\iota vl_{1}osc^{Y}$ potentials are the first term of the asymptotic
expansions of $V$ arround $a,$ $b$ rcspectively. Then $\xi_{a},$ $\xi_{b}$ are written as follows,
$\xi_{1},(/\iota;x)=f\iota^{-2d/\beta}\kappa_{a}(h^{-\beta}(x-a))$ ,
$\xi_{b}(/\iota;x)=/\iota^{-2d/\beta}\kappa_{b}(h^{-\beta}(x-b))$ ,
where $\kappa_{a},$ $\kappa_{b}$ are $t$ he eigenstates corresponding to the lowest eigenvalues of $h_{0}^{(a)},$ $h_{0}^{(b)}$
respectively. Lct $P_{l\iota}$ be a projcction to the subspace spanned by $\xi_{a},$ $\xi_{b}$ . It is easy
to see 11 $(1-P_{h})\psi_{j}\Vert_{2}arrow 0(j=1,2)$ as $h$ tends to zero. (due to a similar arguement
to Proposition 1.1) Thercfore, there exist $\alpha(h)>0,$ $\beta(h)>0$ , such that
(4.7) $(x^{2}+\beta^{2}=1, \Vert\psi_{()}-\alpha_{\backslash a}^{c}-\beta\xi_{b}\Vert_{2}arrow 0 (h\downarrow 0)$.
Since $\psi_{1}$ is orthogonal to $\psi_{()}$ ,
(4.8) $\Vert\psi_{1}-\beta\xi_{\iota}+\alpha\xi_{b}\Vert_{2}arrow 0$ $(h\downarrow 0)$ .
By the assurnption of ThcorcIn 5, $\alpha\cdot\beta$ is bounded below. Hence $\alpha$ and $\beta$ is bounded




Then frorn (4.7) $\dot{r}111(1(4.8),$ $\varphi_{l\iota},\tilde{\varphi}_{\iota}$ converge to $\kappa_{a}$ in $L_{loc}^{2}$ . Furthermore, it is easy
to see that $K\varphi_{\iota}=/\iota$” $E_{0}\varphi_{\iota,}$. and $K\tilde{\varphi}_{\iota}=f\iota^{\alpha}E_{1}\tilde{\varphi}_{h}$ . Thus we can apply Lemma
4.2. Then $\wedge\cdot,\iotaarrow\overline{\kappa}_{a},$ ($\tilde{\varphi}_{\iota}arrow\overline{\kappa}_{a}$ as $/\iota$ tends to zero. Thus we see that $|g_{h}-e_{1}\alphaarrow 0$
uniformly on $\{x||x-a|\leq/\iota^{\beta}\}$ and similarly $|g_{h}+ \frac{\alpha}{\beta}|arrow 0$ on $\{x||x-b|\leq h^{\beta}\}$ . $\square$
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Now, we are ready to prove the lower bound part of Theorem 5. Estimating
$\rho_{h}(a, b)$ from below, we see that it is enough to show that for any $\epsilon>0$ , there
exists a constant $C>0$ such that
$E_{1}-E_{0}\geq C\exp(-\sqrt{-e_{0}}h^{-\beta}|a-b|(1+\epsilon))$ .
Let 7 be a straight line $frorr\iota$ $a$ to $b$ . Then, $\max_{x\in\gamma}\{\min\{|x-a|, |x-b|\}\}=\frac{|a-b|}{2}$
Thus for any $\epsilon>0$ , there exists a positive constant $\delta$ such that
(4.9) $\max\{nlir\iota\{|x-a|, |x-b|\}|dist(x,\gamma)\leq\delta\}\leq\frac{|a-b|}{2}(1+\epsilon)$.
Here we use Proposition 3.4. It $follo\backslash vs$ that
(4.10) $|\psi_{0}|^{2}\geq C\exp(-\sqrt{-e_{0}}h^{-\beta}|a-b|(1+\epsilon))$ ,
for $x\in T_{\epsilon}$ $:=\{x|dist(x, \gamma)\leq\delta\}$ . Taking $T_{\epsilon}$ sufficiently small if necessary, we can
find smooth coordirlates $y=(y_{1}, y\perp)$ so that
$T_{\epsilon}=\{y||y\perp|\leq 1\}$ ,
$\gamma\subset\{y|y\perp=0\}$ ,
and $a=(0,0),$ $b=(1,0)$ . Since these coordinates are smooth and $\gamma$ is a straight
line $hom$ $a$ to $b$ , we can find $C>0$ such that for suffciently small $h$ ,
$\{y|y_{1}=0, |y\perp|\leq Cf\iota^{\beta}\}\subset\{x||x-a|\leq h^{\beta}\}$ ,
$\{y|y_{1}=1, |y\perp|\leq Ch^{\beta}\}\subset\{x||x-b|\leq h^{\beta}\}$ .
Let $T^{(h)}$ $:=\{y||y_{\perp}|\leq Ch^{\beta}\}$ . From Lernma 4.1 and the definition of $g_{h}$ ,
$E_{1}-E_{0}=h^{2} \int|\nabla g;_{\iota}|^{2}|\psi_{0}|^{2}dx$
$\geq h^{2}\int_{I(h)}\urcorner|\nabla g_{h}|^{2}|\psi_{0}|^{2}dx$ .
We substitutc (4.10) into this and change the variables from $x$ to $y$ . Since Jacobian
is boundcd above arid below, $|_{\partial x}^{\underline{c}?_{L^{h}}}|$ is bounded below by $C|_{\partial y^{\underline{h}}}^{\underline{\partial}p}|$ . Therefore,
(4.11) $E_{1}-E_{0}\geq C$ cxp $(- \sqrt{-e_{0}}h^{-\beta}|a-b|(1+\epsilon))\int_{y|\leq Ch^{\beta}}I\perp dy\perp\int_{0}^{1}dy_{1}|\frac{\partial g_{h}}{\partial y}|^{2}$
On the other hand,
(4.12) $|g_{l\iota}(0, y \perp)-g_{\iota}’(1, y\perp)|^{2}=|\int_{0}^{1}dy_{1}(\frac{\partial g_{h}}{\partial y_{1}})(y_{1}, y_{\perp})|^{2}$
$\leq\int_{0}^{1}dy_{1}|\frac{\partial g_{h}}{\partial y}|^{2}$
The last inequality is due to the Schwarz inequality. By Lemma 4.3, if $|y\perp|\leq Ch^{\beta}$ ,
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$v^{\ulcorner}.A1^{J}1^{\supset}1_{\lrcorner^{\neg}}NDlX$ . $Tl1\llcorner^{\urcorner}$ PERIODIC POTENTIAL
It is known that if the periodic potential have negative singularities, the spectrum
of the Schr\"odingcr operator have the band structure. We will see that the width of
the lowest band have an $asyIrlptotic$ sirnilar to that of Theorem 5’. The strategy is
due to [8].
Assumptions of $V(x)$ .
(1) Thcre are $a_{1_{j}}a_{2},$ $\cdots$ ) $a_{d}ER^{d},$ rrlutually independent, such that $V(x+a_{j})=$
$V(x)(j=1, \cdots d)$ .
(2) $V(x)$ has an asymptotic cxpansion around $a\in L:=\{n_{j}a_{j} ; n_{j}=0, \pm 1, \cdots\}$
in the following forrn,
$V(x) \sim-\frac{1}{|x-a|\rho+1}\sum_{|\alpha|=1}^{\infty}a_{\alpha}(x-a)^{\alpha}$.
(3) V $(x)\in C^{\infty}(R^{d}\backslash L)$
(4) If $d\leq 3,$ $\rho<d/2$ . If $d\geq 4,$ $\rho<2$ .
Now we $sl_{1}al1$ dccornpose $H(f\iota)$ $:=-h^{2}\triangle+V(x)$ on $L^{2}(R^{d})$ into the direct
integral.
Definition.
(1) We say a mesurablc sct $C\subset R^{d}$ is a fundamental cell if and only if, (a) For
any $a$ $EL_{J}.C+a$ and $C$ are disjoint. (b) $R^{d}\backslash \bigcup_{a\in L}(a+C)$ has measure
zero.
(2) A fundamental cell $\ddagger/V$ is a Wigner-Seitz cell if and only if,
$\ovalbox{\tt\small REJECT} V=$ { $x|x$ is the nearest point to $t$ } $\iota e$ origin among all $a\in L$ with respect
to thc $E$ uclidirm rnctric}.
(3) We define $t$ he dual lattice of $L$ (denoted by $L^{*}$ ) if and only if,
$k \in L^{*}\Leftrightarrow\frac{1}{2\pi}k\cdot a\in Z$ for any $a\in L$ .
(4) The $I3ri1]_{(11}ir1$ zone $B$ is defined as the Wigner Seitz cell of $L$ “.
We take any $fur\iota clarrlt^{\backslash }rlta1$ ccll: $C$ . For each $kEB$ , we define Hilbert space $\mathcal{H}_{k}$
as follows,
$\mathcal{H}_{k}$ $:=$ { $f\in L_{loc}^{2}|f(x+a)=e^{ik\cdot a}f(x)$ , for all $a\in L$ }.
For $f,$ $g\in \mathcal{H}_{k}$ , we define $t\}_{1C}$ inner product,
$<f,$ $g>:= \int_{C}\overline{f(x)}g(x)dx$ .




where $c=(2\pi)^{d/2}[volC]^{-1/2}$ . This gives an isomorphism between $L^{2}(R^{d})$ and
$\int_{B}^{\oplus}\mathcal{H}_{k}dk$ . The fibcr of $H$ is,
$D_{k}$ $;=$ { $f\in \mathcal{H}_{k}|tl_{1}c$ Laplacian of $f$ (in the sense of distribution) belongs to $\mathcal{H}_{k}$ }.
And for $f\in D_{k}$ , we dcfine
$(H(/\iota;k)f)(x)$ $:=-h^{2}(\triangle f)(x)+V(x)f(x)$ .
Rom the Assumption, $H(/\iota;k)$ is self-adjoint on $D_{k}$ , and has compact resolvent,
and
$H(/ \iota)=\int_{B^{\oplus}}H(h;k)dk$.
Let $\epsilon_{0}(h;k)\leq\epsilon_{1}(f\iota;k)\leq\cdots$ denote the spectrum of $H(h;k)$ . Hence, $b_{n}(h)$ $:=$
$\bigcup_{k\in B}\epsilon_{\tau\iota}(h)k)$ is thc n-th } $)_{(}’Lr\iota d$ of $H$ . The sirnilar arguement as Theorem 1 proves
(for detail, see [8]),
Theorem A.l. Let $e_{0}$ $\leq$ $e_{1}$ $\leq$ be the eigenvalues of $h_{0}$ $;=$ $-\triangle-$
$\frac{1}{|x|^{\rho+1}}\sum_{|\alpha|=1}a_{\alpha}x^{\alpha}$ . It follows that
$1,i_{II1}l\iota^{\alpha}\epsilon_{n}(h;k)\iota\downarrow U=e_{n}$ , $\alpha=\frac{2p}{2-\rho}$ ,
and the convcrqence is $unifor7n$ with respect to $k$ .
We see from $TI_{1}eorern$ A. 1, that the width of each band behaves $|b_{n}(h)|arrow 0$ as
$h$ tends to zero. NVe shall cstimate $|b_{0}(h)|$ in more detail.
Theorem A.2. For any $\epsilon>0$ , there exist constants $C_{1},{}_{\epsilon}C_{2,\epsilon}$ such that
$C_{1,\epsilon} \exp(-\frac{\sqrt{-e_{0}}}{f\iota^{\beta}}rr\iota in(\iota\in L|a|(1+\epsilon))\leq|b_{0}(h)|\leq C_{2,\epsilon}\exp(-\frac{\sqrt{-e_{0}}}{h^{\beta}}\min_{a\in L}|a|(1-\epsilon))$ ,
where $\beta=\frac{2}{2-\rho}$ .
The method of its proof is basically the same as [8]. To prove Theorem A.2,
we need the exponential dccay of tlie eigenfunction $\psi_{0}$ associated to the lowest
eigenvalue of $H(l\iota;0)$ .
Theorem A.3. For any $\epsilon>0_{f}\kappa>0$ , there exists constants $C_{\epsilon},{}_{\kappa}C_{\epsilon}$ such that
$\psi_{0}\leq C_{\epsilon,\kappa}\exp(-\frac{\sqrt{-e_{0}}}{f\iota^{\beta}}rr1a\in Lin|x-a|(1-\epsilon))$ on $\min_{a\in L}|x-a|>’\sigma$ ,
and
$\psi_{0}\geq C_{\epsilon}\exp(-\frac{\sqrt{-e_{0}}}{f\iota^{\beta}}\min_{a\in L}|x-a|(1+\epsilon))$ .
Acknowledgements. The author is deeply thankful to Proffesor S.Nakamura for
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