We present a novel image fusion scheme based on gradient and scrambled block Hadamard ensemble (SBHE) sampling for compressive sensing imaging. First, source images are compressed by compressive sensing, to facilitate the transmission of the sensor. In the fusion phase, the image gradient is calculated to reflect the abundance of its contour information. By compositing the gradient of each image, gradient-based weights are obtained, with which compressive sensing coefficients are achieved. Finally, inverse transformation is applied to the coefficients derived from fusion, and the fused image is obtained. Information entropy (IE), Xydeas's and Piella's metrics are applied as non-reference objective metrics to evaluate the fusion quality in line with different fusion schemes. In addition, different image fusion application scenarios are applied to explore the scenario adaptability of the proposed scheme. Simulation results demonstrate that the gradient-based scheme has the best performance, in terms of both subjective judgment and objective metrics. Furthermore, the gradient-based fusion scheme proposed in this paper can be applied in different fusion scenarios.
Introduction
Image fusion is a process of combining information from multiple images into a single fused image. According to the development of fusion, image fusion technologies can be classified into three hierarchical levels, pixel-level (Yang Y et al., 2007) , feature-level (Ross and Govindarajan, 2005) , and decision-level (Byeungwoo and Landgrebe, 1999) . Pixel-level fusion refers to image processing directly based on the original pixel's information of the source images. Since real-world objects usually consist of structures at different scales, some researchers have studied various multiresolution (multiscale) representations of a signal at the pixel level. A multiresolution decomposition scheme decomposes the signal being analyzed into several components, each of which captures information representation at a given scale. Therefore, multiresolution information is useful in image fusion. These various multiresolution transforms include pyramid (Liu et al., 2001) , gradient (Petrović and Xydeas, 2004) , wavelet (Pajares and de la Cruz, 2004; Shi et al., 2005; Amolins et al., 2007) , and bidimensional empirical mode (Zheng and Qin, 2009) .
In recent years, with the rising attention to compressive sensing (CS) theory (Donoho, 2006; Candès and Wakin, 2008 ) from academic and industrial worlds, image fusion for compressive sensing has attracted the attention of many researchers. Compared with the traditional image fusion which requires the whole acquisition of the source images, compressive sensing image fusion does not have any requirement on the source image samplings. CS ensures that if a signal is sparse on a certain basis, it can be recovered from a relatively small set of random linear projections on another basis which is incoherent with the sparse basis. Therefore, with the superiority in reducing computational and transmission costs, CS has become a much preferred algorithm for image fusion.
Previous literature on CS image fusion explores the fusion schemes based on the sampling model. Different fusion schemes have been conducted based on different sampling models. Wan and Qin (2011) explored the compressive image fusion by using the Fourier transform as its sparse basis, and the maximum of absolute values (MAV) as the fusion scheme. Luo et al. (2009) took the scrambled block Hadamard ensemble (SBHE) as the sampling operator, and proposed a fusion algorithm in which the weights are calculated based on entropy metrics of original measurements. Han et al. (2010) used discrete cosine transform (DCT) as the sparse basis. Measurements are conducted with a wavelet transform, and then the approximation coefficients and detail coefficients are fused separately. Kang et al. (2013) used the dualchannel pulse coupled neural network model in the image sampling part as an important weight factor in the fusion scheme. Ding et al. (2013) selected three trained over-complete dictionaries by K-means singular value decomposition (K-SVD) including the dictionary using only patches from the infrared images, the dictionary using only patches from visible images, and the dictionary using the combined patches, and two fusion rules covering the maximum l 1 -norm and the maximum absolute for entry of the sparse vector.
There are different ensembles of CS matrices defined in the literature (Duarte et al., 2008; Romberg, 2008; Do et al., 2012) . The SBHE sampling operator (Do et al., 2012) employed in this paper has very good properties and it can be easily applied to the optical domain (such as single-pixel cameras), requiring small storage space but with high computing speed. In addition, in contrast with the presented CS fusion literature, this study proposes a novel gradient-based image fusion framework, which considers the abundance of its contour information.
Since multiple image sensors are widely employed in many fields such as multi-focus, military, and medical imaging, to increase the capabilities of intelligent machines and systems, it is necessary to explore the scenario adaptabilities of different fusion schemes for different scenarios. For example, imaging cameras usually have only a finite depth of field. Only those objects within the depth of field of the camera are focused, while other objects are blurred. Therefore, multi-focus image fusion is used to create a better description of the scene compared with any of the individual focused images. In the infrared (IR) and visible image fusion scenario, an IR image is sensitive to IR light with low definition, while a visible image is captured with more details of the scene. Thus, the fusion result of IR and visible images can obtain a comprehensive representation of both important objects detected by an IR image and the environmental details from visible images.
Related studies

Compressive sensing theory
Compressive sensing theory (Donoho, 2006; Candès and Wakin, 2008) believes that using less sampling or measurement compared with the traditional method can restore signals or images. The unique part of CS sampling is that it allows the sensor to capture the signal from sparse signals efficiently, without trying to understand the signal. With just a small amount of the acquired data, all signals can be reconstructed using the numerical optimization method at the receiving end.
The core idea of the CS theory includes mainly two parts. The first is the sparse signal structure. The traditional representation method of the Shannon signal develops and utilizes only the minimum amount of prior information of sampled signals, namely the bandwidth of the signal. However, in real life, we pay much more attention to popular signals which have some structural characteristics themselves. Corresponding to the freedom degree of bandwidth information, the structural characteristics are determined by a smaller fraction of signal freedom degrees. In other words, in the rare information loss circumstance, signal can be represented by fewer digital codes. Therefore, in this sense, the signal is a sparse signal (or approximately sparse signals, compressible signals). Another point is the characteristic of no correlation. Useful information for sparse signals can be obtained with a sampling combined with a compression method for non-adaptive signals, which compresses the signal into a small sample data.
Theories proved that the sampling method of compressed sensing is only a simple operation correlating the signal with a set of established waves. The waveform is not necessarily associated with the signal in sparse space.
Given signal x N , it is expressed in the following form on the orthogonal base:
For the coefficient vector a, if only K elements are not zero, we say K (K≥1) is sparse when x is in the substrate Ψ. After the measurement matrix M M×N projection, there is y=Mx=MΨa.
Because MN, the projection process combines the traditional signal sampling and compression processes. Through y and M, direct recovery of x is a morbid inverse problem. However, sparse theory suggests that this problem can be transformed into an optimization problem of sparse vectors to be solved:
where Φ=MΨ, ||·|| 1 represents the l 1 -norm. Thus, signal x can be restored from formula x=Ψa. Subsequently, Candès and Wakin (2008) pointed out that if we want to accurately recover signal x, the matrix Φ must satisfy the restricted isometry property (RIP):
where ε>0, ||·|| 2 represents the 2-norm, and v is an N-dimensional vector with strict K sparseness. That is to say, matrix M and substrate Ψ are not related.
Scrambled block Hadamard ensemble sampling
Divide an image into small blocks, where the block size is B×B=N. Corresponding to the measurement matrix of the ith block is Φ i , whose size is m i ×N. All measurement matrices are generated by the SBHE operator (Do et al., 2012) :
where P N represents an N-column vector derived from the random permutation of H, Q m i represents an m i -row vector derived from the random permutation of HP N , whereas H represents the block diagonal matrix:
H j  B×B (1≤j≤B) represents the Hadamard matrices.
The SBHE operator has many excellent properties: First, it is a universal measurement matrix, which can accurately reconstruct the original signal. Second, it can quickly generate Hadamard matrices. Finally, the randomness of P N and Q m i can reduce the blocking effect of the reconstructed signal. Then vectorize the ith image block by column scanning and obtain x i , whose corresponding measurement output vector is expressed as
The measurement output vector of the entire image is determined by 1 2 .
The fused image can be reconstructed from the measurement according to a recovery algorithm such as the gradient projection for sparse reconstruction (GPSR) (Figueiredo et al., 2007) , basis pursuit (Chen et al., 1998) , total variation minimization (Wang et al., 2008) , orthogonal matching pursuit (OMP) (Tropp and Gilbert, 2007) , and l 1 -norm minimization (Candès and Romberg, 2005; Candès and Tao, 2006) . In this study, the original image is reconstructed using the GPSR algorithm (Figueiredo et al., 2007) .
Compressive image fusion schemes
Compressive image fusion framework
The purpose of image fusion is to composite scenes, which contributes to a better understanding of the scene. Generally speaking, a satisfying image fusion approach is required to meet the following two requirements: First, image fusion processing, especially in the sensor side, requires a simple and effective approach, in both image transmission and computation complexities. Second, it is required to be robust, reliable, and tolerant of imperfections such as noise. In this way, an image fusion framework for compressive imaging is proposed (Fig. 1) .
First, the source image is compressed through compressive sensing so as to facilitate the transmission of the sensor. In the fusion phase, fusion rules are adopted, making the fusion coefficients much flatter in the region. Then inverse transformation is applied to the coefficients derived from the fusion, and the fused image is eventually obtained.
Most literature uses multi-resolution decompositions and weighted combination image fusion schemes, like average-based fusion, principal component analysis (PCA) based fusion, mutual information (MI) based fusion, and pulse coupled neural network (PCNN) based fusion. Average-based fusion is a simple operational method, which assumes that source images have the same weight in the fusion image. PCA-based fusion can be used to optimize the weights with respect to information content and redundancy removal. The MI-based fusion scheme calculates the weights based on the entropy metrics of the source images. The neural network fusion scheme, such as PCNN, benefits image fusion by using local image information.
In the compressive sensing image fusion framework, we implement the fusion schemes based on SBHE sampling and adopt weighted combination image fusion schemes like average-, mean-, variance-, PCA-, and MI-based fusion, which are used at the picture (pixel) level. These schemes directly combine compressive sensing coefficients, and details are described in the following sections. In addition, gradient-based compressive image fusion by using SBHE is proposed and corresponding experiments are conducted.
Fusion method based on average
Suppose v 1 and v 2 are the measurement output vectors of the jth block of two images, respectively. The mixed measurement output after fusion can be obtained through the weighted mean:
where w 1 and w 2 represent the weights. By applying average-based fusion, it is known that the jth blocks of the two images have the same weight, i.e., w 1 =w 2 =0.5.
Fusion method based on mean
In the fusion method based on mean, the weights are calculated according to 
v i (k) represents the kth element of vector v i and card(·) is used to calculate the number of elements in the vector.
Fusion method based on variance
In the fusion method based on variance, the weights are calculated according to
where
Fusion method based on information theory
Mutual information (Qu et al., 2002 ) is a useful measure in information theory which refers to the correlation between two event sets. Mutual information has been widely used in image processing.
The information entropy, joint information entropy, and mutual information of the two measurement outputs should be calculated, in order to compute weight w i :
The weights can be calculated according to
The first term on the right of Eq. (19) describes the weight of information entropy in the joint information entropy. The sole use of the first term will lead to the exposure of the image after fusion. This is because the first term has calculated the common part of the two images twice. The revised w 1 can be obtained if we deduct the second term, which is the common part of the two images. Finally, we will integrate w 1 with w 2 , i.e., making w 1 +w 2 =1.
If v 1 and v 2 are independent, I(v 1 , v 2 )=0. Then the weight is the proportion of the respective information entropy in the joint information entropy. If v 1 =v 2 , then w 1 =w 2 .
Fusion method based on PCA
PCA (Jolliffe, 1986; Smith, 2002 ) is a statistical analysis method used to grasp the principal contradiction of things. It can be used to analyze the main factors of diverse things, revealing the essence of things and simplifying complex issues. Due to the large dimension of image information, PCA has been widely used in image processing for data dimension reduction.
The PCA-based weight calculation method uses the two sub-blocks' measurement outputs v 1 and v 2 to make a sample matrix:
The covariance matrix of V is calculated as follows:
where M is the total number of samples (each row represents one sample), V i represents the ith row sample of V, and m represents the sample mean. The eigenvalue of C can be calculated by
where I represents the identity matrix. The maximum eigenvalue λ max and its corresponding eigenvector u satisfy the following relation:
Cu=λu.
The corresponding eigenvector u is actually the optimal projection direction of the sample space. Thus, the weights for measurement of outputs v 1 and v 2 are defined as
where u i (i=1, 2) represents the ith component of the eigenvector. The PCA-based image fusion method can remove the redundant information of the source image, and gain the principal component weight and corresponding eigenvalue of each source image. The weight is determined by the corresponding eigenvalue of the source image.
Fusion method based on gradient
Let I 1 (x, y) and I 2 (x, y) represent the jth block in image 1 and image 2, respectively. Their Gaussian gradients are defined as follows:
where i{1, 2}, G σ (x, y) is the Gaussian function for smoothing the image to reduce the effects of noise, and σ is the standard deviation of noise, controlling smoothness. Gradient magnitudes m 1 and m 2 are calculated as follows:
Gradient magnitude reflects the abundance of contour information in the image. Blend weights of measurement outputs v 1 and v 2 are defined as follows:
The gradient-based weight definition method can utilize effectively the contour information in the image. Since the image is rich in contour information, its corresponding weight will be amplified in the fusion result that will show extensive contour representation, contributing to accurate image judgment.
Experimental results
Experiment setup
Because image fusion is widely used in military and civil fields, we set up two groups of image fusion for different application scenarios. They are the multifocus image fusion and the fusion of infrared and visible images, respectively. The block size was set at 32×32. In this way, the block Hadamard sampling matrix can encode pixels with 32×32. The sampling rate was set at 0.5.
Objective assessments were also included in our experiments. In this paper, IE, Xydeas's (Xydeas and Petrović, 2000) , and Piella's (Piella and Heijmans, 2003) metrics were used as non-reference objective metrics. Information entropy was generally applied to measure the amount of information. The more information entropy there was, the better the fusion result would be. In addition, Xydeas's and Piella's metrics were applied for assessment of the salient information transferred from the input images to fused images. Piella's metric comprehensively takes the image correlation coefficient, mean luminance, contrast, and edge information into account. The dynamic ranges of three Piella's indexes, Q, Qw, and Qe, are [−1, 1]. The closer the values were to 1, the better the fusion performance was expressed. Codes of this study and experimental results can be obtained on the personal website (http://hi.baidu.com/thufuse).
Experimental results
Application scenario 1: multi-focus image fusion
Multi-focus image fusion (Li et al., 2004; Chen et al., 2008; Li and Yang, 2008 ) is used to create a better description of the scene than any of the individual focused images. The obtained fusion image shows all the details of the source image, making it more conducive to the follow-up treatment. For example, with multi-focus image fusion, the speed and accuracy of target recognition can be significantly improved. We implemented CS fusion based on six fusion schemes combined with compressive sensing coefficients, and compared these fusion schemes for three sets of multi-focus image fusion. Experimental results and objective measurements are given in Tables 1-3 and Figs. 2-4.
We have proposed the compressive image fusion scheme based on gradient and SBHE sampling. By means of IE, Xydeas's, and Piella's metrics, fused images can be measured. Tables 1-3 have demonstrated that in the fusion scenario of multi-focus images, our proposed scheme has the best result from the perspective of both objective assessment and visual perception.
Application scenario 2: infrared and visible light image fusion
In military image fusion of infrared and visible light (Yang XH et al., 2007; Li and Qin, 2011; Wang and Du, 2014) , the infrared light has a strong ability in discovering important military targets, while the visible light delivers excellent texture expression. Therefore, image fusion embodies not only the important military targets, but also the good texture expression ability in the fusion results. We implemented 
CS image fusion based on six fusion schemes combined with compressive sensing coefficients, and conducted the experiments in UNCAMP image sets (three frames were selected randomly). Experimental results and objective measurements are given in Tables 4-6 and Figs. 5-7. In infrared and visible light image fusion scenarios (Tables 4-6), the proposed scheme has better performance in IE, Xydeas's, and Piella's metrics than any of the other five fusion schemes. It is also demonstrated that the fused image reserves the edge and salient information from source images.
Based on the feature that human vision is sensitive to local variations, Xydeas and Petrović (2000) and Piella and Heijmans (2003) proposed that fusion image quality can be evaluated by measuring the Fig. 3 Multi-focus image fusion (pepsi) (a) is the left-focus pepsi, (b) is the right-focus pepsi, and (c)-(h) are fusion results under the average scheme, mean scheme, variance scheme, PCA scheme, MI scheme, and the proposed scheme, respectively Fig. 4 Multi-focus image fusion (peppers) (a) is the input image 1 of peppers, (b) is the input image 2 of peppers, and (c)-(h) are fusion results under the average scheme, mean scheme, variance scheme, PCA scheme, MI scheme, and the proposed scheme, respectively
similarity between the salient information of the source image and that of the fused image. In this way, tiny changes in edges can cause greater differences in Xydeas's and Piella's metrics. The Xydeas's and Piella's metrics in application scenario 2 could be low due to the changes in the edges between the source images and fused images.
Conclusions
This paper proposes a compressive image framework and presents compressive image fusion schemes. It is necessary and valuable to implement possible image fusion schemes and compare them for compressive imaging. From the experimental results, we prove that the gradient-based fusion scheme, proposed in this paper is efficient in terms of both subjective judgement and objective metrics for compressive image fusion. In addition, experiments were conducted under different fusion scenarios. The experimental results demonstrate that this gradientbased fusion scheme is adaptive for different fusion scenarios. Future work will be focused on exploring gradient-based image fusion schemes by using other compressive sampling and more image fusion schemes will be compared. 
