Abstract-Video conferencing applications have significantly changed the way people communicate over the Internet. Web Real-Time Communication (WebRTC), drafted by the World Wide Web Consortium (W3C) and Internet Engineering Task Force (IETF) working groups, has added new functionality to the web browsers, allowing audio/video calls between browsers without the need to install any video telephony applications. The Google Congestion Control (GCC) algorithm has been proposed as WebRTC's congestion control mechanism, but its performance is limited due to using a fixed incoming rate decrease factor, known as alpha (Į). In this paper, we propose a dynamic alpha model to reduce the available receiving bandwidth estimate during overuse as indicated by the over-use detector. Experiments using our specific testbed show that our proposed model achieves a 33% higher incoming rate and a 16% lower round-trip time, while keeping a similar packet loss rate and video quality, compared to a fixed alpha model.
I. INTRODUCTION
WebRTC is an effort to embed real-time communication capabilities into browsers and mobile applications via HTML5 tags and simple JavaScript APIs [1] - [9] . The long term goal of WebRTC is to allow any web browser running on any operating system and any device to connect seamlessly with any other web browser running on any operating system and any device via the internet and communicate in real-time, as long as both web browsers support WebRTC. WebRTC is open source, and it is currently implemented on three browsers: Google Chrome, Firefox, and Opera [9] .
Like any other real-time multimedia system operating over a best-effort network such as the Internet, WebRTC requires a congestion control mechanism to ensure the smooth flow of media packets (audio, video, etc.) in the face of dynamically changing network parameters (packet loss rate, bandwidth, delay, etc.) so as to improve the user's quality of experience. The IETF and W3C working groups have proposed the Google Congestion Control (GCC) [7] algorithm as the current WebRTC congestion control mechanism. GCC employs two main controller models: sender-side controller and receiverside controller. Figure 1 illustrates the main components of each controller, where the receiver-side controller itself is composed of five main components: arrival-time filter, remote rate region, overuse detector, remote rate controller, and receiver estimated max bitrate (REMB) message processing unit. The sender-side consists of two main components: TCPFriendly Rate Control (TFRC) bandwidth estimation, and Sending Rate Controller. The dynamic behavior of the WebRTC congestion control has a significant impact in WebRTC's performance as perceived by the user. The work in [4] is one of the earliest documents that focuses on understanding this behavior. It has also been shown that TCP flows starve GCC flows when they share the same link, due to the threshold mechanism that is employed by GCC's receiverside [3] . As a remedy, authors in [2] proposed a mathematical model for adapting the threshold, Ȗ, dynamically, to provide fair coexistence of GCC flows with TCP flows. Their results show that the proposed model is able to fairly share the bottleneck between GCC flows and TCP flows.
Despite the above good results, all existing work assume a fixed alpha: the incoming rate reduction factor. But we hypothesize that since a fixed alpha cannot adapt to the difference between the queuing delay and the threshold Ȗ, adapting alpha dynamically should lead to better performance and quality of experience. In this paper, we propose a mathematical model for adapting alpha, the incoming rate reduction factor, to estimate the receiving rate when the bottleneck becomes overused due to reaching its capacity. We also implement our model in the WebRTC reference code [9] and experimentally compared our results with the default GCC. We find that our proposed model attains better performance in terms of increasing the incoming rate and decreasing the round-trip time compared to a fixed alpha model. Rest of this paper is structured as follows: Section II explains the GCC algorithm; our proposed model is described in Section III; Section IV presents our implementation and test-bed structure; we show our results in Section VI; and finally, we conclude our paper with a summary and future work in Section V.
II. THE GCC ALGORITHM
Congestion occurs when resources reach near their maximum capacity in a data network. According to [10] , we can define congestion, from the end-user perspective, as a decrease in the service quality due to high network load. Subsequently, we can use congestion control or congestion avoidance techniques to use the network as efficiently as possible. Therefore, congestion control is an important requirement for all applications that share the internet [5] . GCC is the proposed congestion avoidance algorithm for WebRTC, which is a rate-based control algorithm, where the sender is aware of its sending rate, and the receiver informs the sender of the next expected receiving rate to prevent the sender from exceeding this rate. GCC is an internet draft [6] which explains the congestion control implemented in WebRTC, although we must note that there are many changes being made to WebRTC's current implementation that have not yet been added to this internet draft. The internet draft highlights two congestion control algorithms that are implemented in the receiver-side and the sender-side. The sender-side is a loss-based module, while the receiver-side is a delay-based module, as described next.
A. Sender-side Controller
The sender-side estimates the sending rate by using the TCP-Friendly Rate Controller (TFRC) equation [7] based on the feedback from the receiver-side. The feedback from the receiver arrives in the form of Real-time Transport Control Protocol (RTCP) reports, which carry the packet loss rate (p) and round-trip time (RTT). Also, the REMB messages contain the maximum rate (Ar) that is expected to be handled by the receiver-side. As in [4] , the sender-side uses the packet loss rate to estimate the sending rate (As), which is given by (1):
where S(i) is the TCP throughput at time i that is used by TFRCError! Reference source not found., and p is the packet loss rate. In (1), the relationship between the packet loss rate and the estimation of the sending rate can be summarized as follows:
1) If p is larger than 10%, then the sending rate is decreased. Also, as per [6] [6], the new sending rate must be less than the receiver's rate estimation, and larger than the TFRC, as shown in (2):
2) If p is less than 2%, then the sending rate is increased.
3) If p is between 2% and 10%, then the sender maintains the previous sending rate.
B. Receiver-side Controller
According to [4] , the receiver-side estimates the receiving rate given in (3), based on the state of the over-use detector. The over-use detector monitors the changes in the frame delay and the state of the bottleneck to produce one of three signals: over-use, under-use, or normal. In addition, the receiver-side computes the packet loss rate (p) and sends it with the receiving estimate (Ar) and round trip time (RTT) to the sender-side via REMB messages and RTCP reports.
Here, Ar(i-1) is the previous receiving rate estimate, Ș is the receiving rate increase factor, R(i) is the current incoming rate, and Į is the incoming rate decrease factor. Į is a fixed value (normally chosen between 0.80 and 0.95), while the receiving rate estimate is constrained by the following threshold found in [6] :
where R(i) is the incoming rate. We can interpret the stream flow between the receiver and the sender from Figure 1 above. The media stream flow is sent by the sender to the receiver with the RTP packets, while the arrival-time filter computes the queuing delay variation, T. The remote control region sets the threshold according to Algorithm 1, also shown below. There are three region states that are set, based on whether we are far from congestion (MaxUnknown), close to congestion (NearMax), or congested (AboveMax). According to [3] , the default threshold value used by the Chrome browser is 25/60 ms, but when we are close to congestion, the threshold is halved. Then, the over-use detector receives the queuing delay variation T from the arrival-time filter and the threshold from the remote control region to produce a signal according to the source code in [9] . Based on the over-use detector signal, the remote rate controller estimates the receiving rate based on (3), and sends it to the sender via REMB messages with the packet loss rate value. On the sender-side, the sender receives the packet loss rate and the receiving rate estimate. The sender-side calculates the TFRC and the sending rate according to (1) .
The sender compares the sending rate with the TFRC throughput to ensure compliance with constraint (2). Finally, the sender sets its sending rate and sends the next stream. 
III. PROPOSED DYNAMIC ALPHA ALGORITHM
In Equation-3, when the over-use detector generates an over-use signal, the receiver attempts to reduce the receiving rate estimation by multiplying the current incoming rate by a fixed value, Į, which is within the interval [0.80, 0.95]. It is interesting to note that in the WebRTC's recent implementation [9] Į is set to be 0.90 or 0.95.
In this scenario, the receiver has to decrease its rate by this fixed Į factor, without taking into account the difference between the queuing delay variation (T) and threshold (Ȗ) that the over-use detector has provided. In other words, the receiver has to decrease its rate by the same fixed Į regardless of whether the queuing delay is slightly smaller or significantly greater than the threshold. Intuitively, this is not optimum: the rate decrease should not be fixed, but should be dynamic and should depend on whether the queuing delay is slightly smaller or significantly greater than the threshold. Dynamically setting the rate decrease should positively affect the overall performance and the user's quality of experience. To do so, in this paper we propose to adjust the value of Į, termed "dynamic alpha", according to the actual difference between the queuing delay variation (T) and the threshold (Ȗ). To calculate dynamic alpha, we propose (5):
where T is the queuing delay variation, ɀ is the threshold that is set by the remote control region (RCR), and a is a scalar parameter calculated in (6):
To simplify the formula in (6), we define b as given in (7):
So the final formula for calculating the scalar parameter a is given by (8) :
Let us explain the justification for our design. The dynamic alpha allows the receiver to decrease its receiving rate based on the magnitude of the difference between the queuing delay variation (T) and threshold (Ȗ). Therefore, a small difference between T and Ȗ results in a dynamic alpha near unity; i.e., the dynamic alpha can take the value of 0.99 or 0.98 rather than using 0.90 or 0.95 in the fixed alpha case. In other words, the dynamic alpha allows a small decrease in the amount of the receiving rate estimate for a smaller rate of T, which leads to a higher incoming rate for the media (video, audio, etc). However, when T significantly exceeds Ȗ, the dynamic alpha assumes a smaller value; i.e., the dynamic alpha can be reduced to 0.90 or even 0.85 for the large differences. We also designed two different values of a in (6) to be more adaptable to the default two values of the threshold(25/60 and (25/60)/2). Designing a is based on the value of the threshold which is determined by the remote control region, as seen in (6), and the final formula for a is shown in (8) based on the value of the threshold. Also, in (6), we use two design parameters (1.3 and 1.14) to adapt to the two threshold values.
To verify our model theoretically, we applied the following steps: 1)Fixed alpha is chosen to be 0.95 or 0.90,so we assume that dynamic alpha should be allocated in the interval from [0.99, 0.90], 2) we observe the value of T for 20 sessions for Fixed alpha and we choose different values for T regarding to its max and min values that are observed, 3) we use the different values of T with the two values of the threshold. Accordingly, the expected dynamic alpha is in shown Table I . 
IV. IMPLEMENTATION AND TEST-BED
To verify our model experimentally, we implemented our proposed model in the WebRTC code [9] . We set up an experimental test-bed over a real network consists of two Windows machines connected through an Ethernet cable at 75 Mbps. Both machines were running as individual clients: Client-1 as a sender and Client-2 as a receiver, and vice versa. In addition, each client had a private IP address. To generate the video flows, Client-1 runs the peerconnection_client JavaScript API as a client and peerconnection_server JavaScript API as a server, while Client-2 runs the peerconnection_client JavaScript API as a client. To support the experiments' reproducibility, we used the publicly available Wave Hand Video Clip [12] video sequence using a virtual webcam [11] for each simulation. Then, we compared our proposed model's measurements with GCC's constantalpha measurements. We ran 12 sessions, for 2 minutes each. For each session, we computed the average of the following metrics, which were directly determined from the WebRTC source code: 1) Incoming rate (kbps): the rate of data that the receiver receives during the session; 2) Packet Lost Fractions (Packets): the number of packets lost during each session; and 3) Round-trip time (RTT) (ms): the time required for a single packet to travel from the sender to the receiver and back again in milliseconds. 
V. RESULTS AND ANALYSIS
We compare the results of our proposed dynamic alpha with that of the fixed alpha. We found that our proposed dynamic alpha achieves higher incoming rates, lower roundtrip times, and similar or slightly higher packet loss rates compared to using a fixed alpha. In Figure 2 , the green rectangles illustrate the average incoming rate for all sessions using our proposed dynamic alpha, while the red triangles illustrate the rate for sessions using the fixed alpha. The superiority of our proposed approach is clear here, where we can see that the incoming rate is increased by 33% on average. This higher incoming rate is due to the different values that are assumed by the dynamic alpha. The performance of packet loss rate and the round-trip times are shown in Figures 3 and 4 , respectively. We can see that in our method number of packet loss is almost the same, occasionally a few more, compared to the fixed-alpha method. The numbers does not show a significant difference in terms of the number of packets lost, as can be seen in Figure 3 . On the other hand, our method achieves a lower round-trip time, by 16% on average, as shown in Figure 4 . From all of the above results, we conclude that our model improves the incoming rate, reduces the round trip time, and it has no significant impact on the packet loss fractions. 
VI. CONCLUSION AND FUTURE WORK
In this paper, we proposed a model for a dynamic alpha to estimate the receiving rate for the WebRTC receiver-side in case of overuse. We carried out an experiment using a real network and obtained extensive performance measurements. In addition, we showed that our model improves the performance in terms of the incoming rate and round-trip time, with slight increase in the packet loss fractions. Note that our model was designed based on the Chrome threshold, and therefore may require modifications for compatibility with different browser thresholds. Our proposed model introduced a dynamic alpha scheme, which was able to achieve a better performance than that of a fixed alpha. In future studies, we will extend our work to undertake a further evaluation of our model, in terms of the subjective video quality, by taking into account the viewer's subjective rating and the objective video quality.
