Decision matrix based methods are perhaps the most popular concept selection approaches used in industry. Although potentially effective and simple to use, they are not without drawbacks. The weighted sum approach that these methods are based on presents serious risks, because it can falsely portray some concepts as being undesirable when in reality they may even be the most desirable. Additionally, the typical decision matrix construction requires that the decision maker specify physically meaningless weights and ratings in order to calculate the total scores of the concepts. This paper examines the drawbacks of the typical decision matrix construction, as well as the limitations of possible alternatives. In this paper, Linear Physical Programming (LPP) is proposed as an alternative to the typical construction of the decision matrix. The use of LPP overcomes the main drawbacks of this typical construction. A synopsis of LPP is presented, and a procedure to use it in concept selection is developed. Concept selection examples are provided that demonstrate the effectiveness of the LPP based approach for concept selection.
Introduction
The engineering design process can be viewed as comprising two major phases: conceptual and detailed design. In this paper, we focus on the former, which can be further described as one where design objectives are defined; functional requirements are specified; and concepts are generated, evaluated, and selected. The ultimate goal of conceptual design is to select the most desirable/promising concept (or concepts). The selected concept(s) is then further developed in the detailed design phase. In this paper, we focus on the important task of concept selection. Designers who employ efficient and effective concept selection approaches are likely to find that (i) conceptual design cycle time and cost are reduced, and that (ii) the risk of costly design changes, later in the design process, is lessened.
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In industrial practice, numerous methods are used to perform concept selection. These methods include; decision matrices, feasibility judgment, intuition, multivoting, numeric and non-numeric selection charts, pairwise comparisons, and prototype testing. 2, 3, 4 Decision matrix methods are perhaps the most commonly used approach to concept selection in engineering design practice. Furthermore, they are typically used in the selection process at least in some form, if not used extensively. 5 Concept screening and scoring are popular variants of the decision matrix based method.
approach can be used in place of the typical construction of the decision matrix. In the present paper, we address the second drawback by proposing to use linear physical programming 8 (LPP). We show that the LPP based approach overcomes both of the drawbacks of the typical decision matrix construction discussed above.
It is appropriate at this point to briefly describe the characteristics of another popular decision matrix based method -the Pugh method of concept selection. 9 The Pugh method avoids the first drawback associated with the typical decision matrix construction described above -by eliminating the use of weights, which Pugh argues are misleading in nature. 9 Im-portantly, we note that the Pugh method still does not overcome the second drawback (arbitrary rating structure) discussed above . Based on the three-point rating structure of the Pugh method (better than, equal to, or worse than), we can make the following observation. Because all the criteria weights are essentially equal to 1, the slope of the objective function is fixed. Therefore, all concepts under consideration lie either on convex regions of the Pareto frontier or in dominated regions of the space. This ensures that all potentially desirable concepts have an opportunity to receive the highest score. This is shown graphically in Mullur et al. 6 One drawback of the rating structure for the Pugh method is that it is less descriptive than the more common five-point rating scale (much better than, better than, equal to, worse than, much worse than).
Other approaches to concept selection that are optimization-based include the use of s-Pareto frontiers, 10 genetic algorithms, 11, 12 combinatorial optimization, 11 topology optimization, 13 knowledge based approaches, 14 and fuzzy outranking preference models. 15 These approaches are not decision matrix based.
In this paper, we present a new alternative to the construction of the decision matrix that successfully addresses both drawbacks discussed earlier. The new approach is based on the physical programming 8 paradigm. We show how the LPP based approach overcomes the drawbacks associated with the typical decision matrix formulation as well as those of the compromise programming based approach. Specifically, we address the need to eliminate the use of weights and ratings, as in the case of the typical decision matrix construction and of the compromise programming approach.
The remainder of this paper is organized as follows. In the next section, we review concept selection in the context of the popular decision matrix approach. This section describes in detail the drawbacks of the approach. In the third section, a new linear physical programming based approach to concept selection with decision matrices is presented. In the fourth section, two examples are given; and in the last section, concluding remarks are provided.
Decision matrix based concept selection
This section begins with a brief description of the decision matrix approach to concept selection. We then describe the first drawback associated with using this approach, which is that concepts in the non-convex region of the Pareto frontier intrinsically cannot receive the highest total score. We then discuss the compromise programming based approach, which may or may not overcome this drawback -depending on some particulars. We then describe the second drawback associated with using the typical construction, Typical construction of a decision matrix Table 1 shows a typically constructed decision matrix for a beam design problem. It shows beam concepts P 1 , P 2 , and P 3 rated against two design objectives (criteria); minimal volume and minimal deflection. A higher numerical rating indicates better concept performance. Each criterion is assigned a weight that is intended to capture its relative importance with respect to the other criteria. For every concept, the weight of each criterion is multiplied by its rating. The summation of all such products is the total score for each concept. The concept that receives the highest score is typically preferred over other concepts. The following equation shows the mathematical simple formulation of the evaluation procedure.
where J i is the total score for concept i, n is the number of design criteria, w j is the weight of the j-th criterion, and µ i j is the rating of concept i for the j-th criterion. Equation 1 represents the typical approach for calculating the total score for every concept.
First drawback of typically constructed decision matrices
Concept selection and optimization can be thought of as two similar problems in the engineering design process. Both deal with the task of identifying the best feasible solution. To solve an optimization problem, numerical techniques are used to identify solutions that are optimal. When there are multiple objectives involved (multiobjective optimization), there is often an infinite number of candidate optimal solutions, referred to as Pareto optimal solutions. We seek to obtain these Pareto optimal solutions. Within the conceptual design context, concept selection is typically a matter of choosing the best concept from a small (finite) set of concepts. In this respect, each non-dominated concept from the set of concept options can be viewed as a candidate "design solution" to a discrete optimization problem. Even in the case of concept selection, non-dominated or Pareto concepts are the ones deemed desirable. Thus, a concept selection problem and an optimization problem are similar From the total score formulation shown in Eq. 1, it can be seen that decision matrix based methods are indeed weighted sum methods. Weighted sum methods in optimization have been criticized in the literature. 7, 16, 17, 18, 19 The main criticism revolves around their inability to yield solutions that lie on non-convex regions of the Pareto frontier. When decision matrices are formulated according to Eq. 1, they too are unable to yield solutions on non-convex regions of the Pareto frontier; that is, it is possible that some non-dominated concepts may never receive the highest score. Thus, it might be entirely possible for a designer to falsely conclude that a particular concept is undesirable, when in reality it may simply lie on a non-convex region of the Pareto frontier and might even be the most desirable. Figure 1 shows the design space for the concepts under consideration, P 1 , P 2 , andP . Their coordinates (shown in parentheses in Fig. 1 ) represent the ratings given to them. The µ 1 and µ 2 axes represent two design criteria. In this case, the overall objective is to maximize both ratings. Typically, these ratings are not the actual numerical values of the design objectives.
Graphical explanation
Within the context of the typical decision matrix, we note that a higher rating is better, and that the concept with a higher total score is generally considered the preferred concept. Point P N , the nadir point,
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is the imaginary point with the worst (lowest) rating among all concepts, for every criterion. It can also be seen that the concept represented by pointP lies inside the triangle defined by points P 1 , P 2 , and P N . In terms of the feasible design space defined by P 1 ,P , P 2 , P N , P 1 , in that order, it can be said that pointP lies on the non-convex Pareto boundary, defined by P 1 ,P , and P 2 . If we now use a weighted sum approach (as in a typically constructed decision matrix) to obtain a total score for each concept, no concept, defined by the generic pointP , which lies inside the triangle, will ever receive the highest score. This is the most significant drawback of the typical construction of the decision matrix.
In a previous work, 6 we presented a detailed mathematical proof showing that indeed no concept that lies inside the triangle ever receives the highest total score, irrespective of the weights used. The proof is valid for any dimension (i.e., any number of criteria).
The compromise programming alternative
As the weighted sum approach fails to capture solutions on non-convex regions, we explore the viability of related approaches. An extension to the weighted sum approach is the compromise programming method, which is traditionally formulated as
where m is a positive even integer. In the context of concept selection, w j is the weight of the j-th criterion, and µ i j is the rating of concept i for the j-th criterion. Equation 2 can thus be considered a modification of Eq. 1. Using the typical construction of the decision matrix, the total score of concept i, J i , is maximized; that is, the concept with a higher total score is deemed preferred. Equation 2, when used in the maximization sense, can be explicitly written as
It may be reasonable to believe that as we increase the value of m in Eq. 3, we will be able to obtain solutions that lie on non-convex regions of the Pareto frontier (as is the case in traditional computational optimization). Interestingly, this is not the case. This can be understood by examining Fig. 2 . The construction of the Aggregate Objective Function (AOF) given in Eq. 3 is such that the constant value contours of J are centered about the origin. Thus, even in this case, a generic concept that lies inside the triangle, defined above, will not receive the highest total score. It would have been a different conclusion if we were using minimization, and the curves were centered around the origin, as shown in Fig. 3 . Note the different orientation of the triangles in Fig. 2 and Fig. 3 . In the case of minimization, depending on the value of m, we could have obtained solutions in non-convex regions of the Pareto frontier. 7 It should be noted that in this case, a smaller rating indicates better performance, and the concept with the least total score is deemed preferred over the other concepts.
It can be seen from Figs. 2 and 3, that if we are using maximization (that is, the concept with the highest total score is desirable), then there is a risk of missing potentially desirable concepts that lie in non-convex regions, regardless of the value of m used. Accordingly, if we wish to use maximization, then the AOF used to calculate the total scores must be modified so that it allows concepts on non-convex regions of the Pareto frontier to potentially receive the highest score. Such a modified compromise programming approach was suggested by Mullur et al. 6 To implement the modified approach, a utopia point was defined as one with the highest rating among all concepts, for every criterion. It is observed that if the curves are centered about the utopia point, then it is possible to capture solutions in non-convex regions, using an appropriate value of m (Fig. 4) . The formulation for this case takes teh form
where µ * j are the coordinates of the utopia point, and m ≥ 2. It is important to note that even though we seek to maximize the ratings of both objectives, the AOF expression in Eq. 4 is in the form of a minimization problem. In other words, when using this modified compromise programming approach, the concept with the lowest total score is deemed preferred.
Thus, by using the modified compromise programming approach, the first drawback of the typical construction of the decision matrices has been overcome. However, even with this approach, the decision maker is required to specify physically meaningless weights and ratings, which is the second drawback of the typical decision matrix construction. This second drawback is discussed in detail next.
Fig. 4 Maximization about utopia point Second drawback of typically constructed decision matrices
We have seen that, under the typical decision matrix construction, the decision maker must specify weights and ratings in order to calculate the total scores of the concepts. Importantly, we note that these weights are scalars with no physical meaning, and therefore are not likely to reflect the true preference of the decision maker. The misleading nature of this total score, which is calculated using physically meaningless weights and ratings, poses a serious risk in the decision making process. This risk constitutes the second drawback of the typical decision matrix construction. We also note that regardless of the approach that we use (typical construction or compromise programming), we must rate every concept based on an arbitrary rating structure.
Thus, for the typical construction and the compromise programming construction, two quantities must be specified: (i) weights for the criteria, and (ii) concept ratings. Again, we note that neither of these quantities has any physical significance. For example, on a rating scale of 1-5, a rating of 2, for the criterion of cost, only indicates that this concept is worse than another concept with a higher rating (3, 4, or 5) , and better than a concept with a lower rating (1) . Among the various deficiencies, t his step-wise preference structure can result in two dramatically different ratings for neighboring criteria values. As a result, it is possible to misinterpret the results of the concept selection process, as the weights and ratings may not be a true reflection of the decision maker's preferences.
One of the reasons for rating the concepts is that the physical values of the criteria are often badly scaled. For example, stress and deflection are two badly scaled criteria for a beam design problem; the values of stress can be on the order of a million (MPa), while those of deflection can be on the order of 0.01. If these values are used directly to calculate the scores of the concepts, then the deflection criterion will have almost no effect on the value of the total scores; the result of the concept selection process will be largely governed by the values of stress. Concept selection using typically constructed decision matrices, therefore, involves a mapping process. The physical values of the criteria for the different concepts are mapped to a rating space through a discrete rating structure, such as 1-5, as shown in Table 1 . One way to avoid this arbitrary mapping is to directly use the physically meaningful objective values for calculating the total scores. If we consider the beam design problem discussed above, we would need to assign a very small weight to the stress criterion and a large weight to the deflection criterion. This changes the meaning of the decision matrix because typically, the criterion with a larger weight is more important in the decision making process. But, if higher weights are assigned only to account for the varying scales of the criterion values, then the weights will not necessarily reflect the relative importance of the different criteria. Furthermore, this particular process requires manipulation of physically meaningless weights.
In conclusion, we observe that the typical construction of the decision matrix suffers from two serious drawbacks. Namely, (i) it does not allow concepts in the non-convex regions of the Pareto frontier to receive the most desirable score, and (ii) it requires the decision maker to arbitrarily define weights and ratings. In the following section, we present a new alternative to the typical construction of the decision matrix, which does not require the decision maker to specify weights. It also allows the decision maker to avoid manually mapping the physical values to a new rating space, while effectively exploring all regions of the design space. This new approach is based on linear physical programming. 
Linear physical programming based concept selection
In the previous section, we discussed some of the drawbacks of the typical decision matrix construction. In this section, we discuss a Linear Physical Programming (LPP) approach for constructing the decision matrix, which overcomes these drawbacks. A brief overview of the LPP method is given. This overview is followed by the presentation of the LPP based method . 
Fig. 5 Class functions for linear physical programming LPP overview
A brief overview of LPP and of its formulation in an optimization setting are provided below. A detailed description of LPP can be found in Messac et al.
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Under the physical programming paradigm, the decision maker expresses his or her preferences for each criterion using four different classes (1S, 2S, 3S or 4S). These classes are defined as follows; smaller-isbetter (1S), larger-is-better (2S), value-is-better (3S), and range-is-better (4S). Each class consists of two cases, hard and soft, depending on the sharpness of the preference. Figure 5 depicts these different classes. On the horizontal axis is the value of the criterion, g p , while the class-function or preference function value, Z p , is shown on the vertical axis. These class functions are used to map the criteria into real, positive, and dimensionless parameters, which are then minimized. Such a mapping ensures that different criteria, with different physical meanings, are mapped to a common scale. The physical programming problem is always of the minimization type, regardless of which class is being considered.
Using physical programming, the decision maker can express his or her preferences associated with each criterion in a more detailed, quantitative, and qualitative way than when using weight-based methods. The criterion values are categorized according to their degrees of desirability as seen in Fig. 5 . Consider, for example, the case of Class 1S. The preference ranges are:
The quantities t + p1 through t + p5 represent physically meaningful constants, referred to as target values that express the decision maker's preferences associated with the p-th generic design criterion.
Consider Class 1S in Fig. 5 . If the value of a criterion, g p , is in the Ideal range, then the value of the preference function is small (in fact, zero), and will not need to be minimized, while if the value of the criterion is greater than t + p5 , that is, in the Unacceptable range, then the value of the preference function is very high, and will need significant minimization. Thus the value of the criterion governs the path of the optimization. Class-functions have several important properties such as: (i) they are nonnegative, continuous, piecewise linear, and convex, and (ii) the value of the class function, Z p , at a given range intersection (say, Desirable-Tolerable) is the same for all class types.
Let us now examine the LPP formulation. Based on the preferences for the criteria, the LPP algorithm determines incremental weights,w + ps andw − ps (Eq. 5) that represent the incremental slopes of the class functions, Z p . We observe that Z p is a piecewise linear function of the criterion value, g p . The Aggregate Objective Function (AOF) is then constructed as a weighted sum of deviations over all ranges (s = 2 to 5) and criteria (p = 1 to P ), where P denotes the total number of soft criteria. The resulting LPP formulation is as follows.
(6) (for classes 1S, 3S,4S; p = 1, ..., P ; s = 2, ..., 5)
(for classes 2S, 3S, 4S; p = 1, ..., P ; s = 2, ..., 5) applies to criteria belonging to all classes except Class 1S. Finally, Eq. 8 denotes the side constraints for the decision vector, x.
One of the most significant advantages of using LPP is that no weights need to be specified. Based on the preference structures for the different criteria, the LPP weight algorithm calculates the weights that are then used in the AOF, which is minimized. The decision maker only needs to specify a preference structure for each criterion in the problem, which has more physical meaning than arbitrarily assigning physically meaningless weights to the criteria. Another advantage of using LPP is that, by construction, it can capture solutions in the non-convex regions of the Pareto frontier.
LPP for concept selection
The formulation discussed above was originally developed for traditional optimization problems. Considering the advantages that physical programming offers in optimization, we adapt it, in this paper, for use in concept selection. For the purpose of concept selection, instead of actually minimizing the AOF in Eq. 5 using an optimization code, we will calculate the value of the AOF for each concept. We will treat the AOF value as the total score for each concept, and then use these total scores to compare concepts. The following subsection discusses the benefits of using LPP for concept selection.
Advantages of LPP-based concept selection
From the discussion on physical programming, it can be observed that physical programming entails a mapping process in which criteria values are mapped into the corresponding preference function values. 8 The preference function are dimensionless and maintain important common characteristics from criterion to criterion. This mapping eliminates the need to specify arbitrary concept ratings. Instead, the decision maker expresses his/her preferences by specifying physically meaningful target values for every criterion.
Another advantage of using an LPP mapping is that it does not require the decision maker to manually specify weights for the criteria. The weights are automatically calculated by the LPP algorithm, based on the preference structure specified by the decision maker.
Thus, we can conclude that the LPP approach to concept selection provides two major benefits: (i) it is capable of capturing solutions in the non-convex regions of the Pareto frontier, and (ii) there is no need to specify arbitrary weights and ratings. Based on the above discussion, we are now ready to present the LPP based approach to concept selection, and the steps required to obtain a total score for each concept.
LPP approach to concept selection
To carry out the task of concept selection using the LPP approach, we will follow two main steps; (i) spec-ify criteria preferences, and (ii) calculate the total scores. Both steps are discussed below.
Step 1 -Specify criteria preferences: In the first step, we specify preferences for each criterion in the concept selection problem. The preferences will be based on one of the four classes shown in Fig. 5 -for each criterion. Consider, for example, minimization of product cost (Class 1S). The decision maker could specify a preference structure for cost in dollars such as [10 20 (Fig. 5) , with s varying between 1 and 5. Thus, a concept having a cost of $15 would lie in the Desirable range, a concept with a cost of $45 would lie in the Highly Undesirable range, and so on. Under this structure, a concept with a cost of $50 or greater lies in the Unacceptable range and therefore is considered infeasible.
We can accomplish
Step 1 for non-numerical criteria, such as color, by: (i) specifying a numerical preference structure, and (ii) quantitatively assigning each concept a specific criterion value from within a preference range (e.g., Desirable, Tolerable).
Step 2 -Calculate Scores: Calculate the total score for each concept based on the criteria values for the concepts and the preference structure resulting from Step 1. As mentioned earlier, the LPP weight algorithm described in Messac et al. 8 is used to calculate the incremental weights for the LPP formulation. The weight algorithm makes use of the preference structure specified by the decision maker in Step 1. The total score for the concept is the sum of the preference function values for all the criteria, as given in Eq. 9. Under this approach for concept selection, a concept with a lower total score is more desirable than one with a higher total score. Note that under the traditional decision matrix construction, a concept with a higher score is preferred.
Mathematically, the concept selection procedure with linear physical programming is embodied by the problem
where J i represents the total score of the i-th concept, P represents the number of criteria governing the selection,w (1S, 2S, 3S , or 4S) involved in the concept selection, the expression for obtaining the total score (Eq. 9) does not change. It remains in the minimization form, where a concept with a lower score is preferred. This is particularly advantageous because we observed in the previous section that the compromise programming approach behaves differently depending on whether the problem of in the maximization or minimization form.
Note that once the designer specifies preferences, she/he does not deal with weights or deviation variables in Eq. 9. Using a simple code implementation is the only thing needed. In the next section, we present two examples that illustrate the effectiveness of the newly presented LPP-based method for concept selection.
Concept selection examples
In this section, two examples are presented that demonstrate the advantages of using LPP for concept selection. The first example graphically shows the effectiveness of LPP in a two dimensional design space. The second example involves the selection of an aircraft concept.
Example 1
This example shows the ability of LPP in capturing solutions in the non-convex regions of the Pareto frontier. Recall that the inability to capture solutions in the non-convex regions was the first drawback associated with using the traditional decision matrix approach. This example involves selecting a concept from a set of three candidates. We consider two criteria, criterion 1 and 2, and three concepts, P 1 , P 2 , and P 3 . Table 2 shows the criteria values for the three concepts. To show the effectiveness of the LPP formulation, the criteria values are such that when plotted in a two dimensional design space, concept P 3 lies inside the triangle formed by concepts P 1 and P 2 , and point P N (Fig. 6 ). Recall that P N is the nadir point, which has the worst (in this case, lowest) criteria values among all concepts.
We follow the two-step process presented in the previous section to calculate the total scores for the concepts. The first step is to specify preferences for each criterion. The class chosen for this example is Class 2S for both criteria. This indicates that a higher criterion value is better. The criteria preferences are given in Table 3 .
Under Step 2, the LPP algorithm calculates the incremental weights, while the total score for each concept is calculated using Eq. 9. From a careful examination of the LPP contour plot in Fig. 6 , we can observe that the LPP formulation is capable of capturing solutions in the non-convex regions of the Pareto frontier. Specifically, concept P 3 received the lowest total score, and therefore is preferred over the other concepts. Table 2 provides the total scores for all the concepts.
At this point, it may be helpful to compare Table 1  and Table 2 . We can see that the main difference between the two tables is the absence of the column labeled "weight" in Table 2 . This is because the decision maker only has to specify the preferences for the criteria, and the LPP algorithm will directly calculate the weights based on the preferences. Also, we can see that by using LPP, concepts that lie on the non-convex regions of the Pareto frontier can receive the most desirable total score. Thus, the LPP based approach allows all potentially desirable (Pareto) concepts to receive the most desirable total score. This is in contrast to the typical construction of the decision matrix, which fails to capture solutions in the non-convex regions of the Pareto frontier. The next example considers an aircraft concept selection problem.
Example 2: Aircraft selection
This example demonstrates the effectiveness of the LPP approach in avoiding the use of physically meaningless ratings and weights. This example considers a problem in which an airline carrier needs to purchase an aircraft for its operations. The data for different aircraft is given in Table 4 .
The first four columns of Table 4 are from See et al., 20 Airbus, 21 and Boeing, 22 while Aircraft A has been added for this particular example. From Table 4 , we observe that Aircraft A330-200 is a dominated concept, because it performs worse than B747-200 in all three criteria, and hence is not included in the following discussion. In a previous paper by Mullur et al., 6 the aircraft were rated on a typical scale of 1 to 5.
The ratings were such that Aircraft A was on the nonconvex region of the design space defined by the other three aircraft (B777-200, B747-200, and A340-200). It was further shown that if the typical decision matrix method was used to perform the concept selection, then Aircraft A never received the most desirable total score -regardless of the weights used. Even the traditional compromise programming approach was shown to be ineffective. The modified compromise programming approach, explained in the second section of this paper, overcomes this drawback, but as we pointed out in this paper, this approach requires the specification of scalar weights and a rating structure. If we consider Table 4 , we cannot directly obtain a total score without first mapping the criterion values to some common scale because of the large variation in the criteria scaling. Physical programming inherently provides a numerically well-behaved mapping from the criterion value to the preference function value. Also, the physical programming approach can obtain solutions on non-convex regions of the Pareto frontier, as we observed in Example 1. These observations provide partial motivation for using the LPP approach to select the best concept.
To illustrate the consequences of using different preferences on the outcome of the concept selection process, we will perform the concept selection for two cases. The preferences for the two cases differ in only a few respects. For Case 2, the preferences are more stringent than for Case 1. We will follow the twostep process discussed previously to calculate the total scores for the concepts for Cases 1 and 2.
Case 1:
Step 1 is to specify the preference structure. The criteria preferences for Case 1 are given in Table 5 . The preferences were determined by considering the criteria values given in Table 4 . The judgement of the decision maker, and information about previous designs can also serve as additional guidelines for the decision maker to determine these preferences. Figure 7 shows the preference regions where the different aircraft concepts lie based on the criteria values in Table 4 and preferences in Table 5 . We now pro- Step 2, where we use the LPP weight algorithm to calculate the incremental weights of the preference functions. These weights are then used in Eq. 9 to obtain the total score (J i ) for every aircraft. It is observed that with the preferences shown in Table 5 , Aircraft A receives the lowest (best) total score, and thus is deemed the most desirable concept (Refer to Table 7 for total scores).
The typical construction of the decision matrix would not allow an aircraft concept in the non-convex region of the Pareto frontier to receive the most desirable score. We have seen from Example 1 that the LPP approach overcomes this drawback. In addition, the decision maker does not have to specify any weights or ratings, thus making the entire concept selection process more physically meaningful.
Case 2:
Should the decision maker not be entirely satisfied with the result of Case 1, he/she could change the preferences. It must be noted that, to perform this same task with the typical construction of the decision matrix, one would have to change the weights. Such a process could be largely arbitrary because the weights do not have any physical meaning. In the new LPP approach, changing the preferences is done in a physically meaningful manner, because the targets t + ps and t − ps represent the physical criteria values. Table 6 shows the modified preferences. We note the changes that are made to the preference table in Table 5 . The preference on cruise range is made more stringent. The Tolerable range is reduced in size from (7500-9000) to (7700-9000). Also, the preference on passenger capacity is made more stringent. The Tolerable range for passenger capacity is reduced in size from (280-340) to (330-340). These changes cause the total scores of all the aircraft to increase. In Case 1, Aircraft A and Aircraft A340-200 were the two concepts with the lowest and second lowest total scores, respectively. From Fig. 8 , we can see that the cruise range for Aircraft A lies in the Undesirable range instead of Tolerable (as in Case 1, Fig 7) and also that the passenger capacity lies in the Undesirable range instead of the Tolerable range. However, the preference regions where Aircraft A340-200 lies do not change. Therefore, the increase in the total score of Aircraft A is more than that of Aircraft A340-200. Because A340-200 had the second lowest total in Case 1, it now receives the lowest total score in Case 2, and thus is the preferred concept. Table 7 shows the total scores for the Aircraft for Case 1 and Case 2. It can be seen that in Case 1, Aircraft A obtained the lowest score, while in Case 2, A340-200 obtained the lowest score. Thus, we can see that different concepts can obtain the most desirable scores by changing the preferences in a physically meaningful way. We also make the important observation that the mere small difference between the scores should not the sole determining factor in making important decision. Our main objective is to show how the LPP-based method removes the two previously dis- 
Concluding remarks
In this paper, the drawbacks of the typically constructed decision matrix for concept selection were discussed. The two most critical drawbacks are; (i) some potentially optimal concepts never receive the best score, and (ii) the decision maker has to specify physically meaningless weights and ratings in order to calculate a total concept score. Without careful formulation, decision matrices will not allow a designer to explore non-convex regions of the Pareto frontier. A new Linear Physical Programming (LPP) based approach to formulate the decision matrix is presented. This new approach allows a designer to obtain solutions on the non-convex regions of the Pareto frontier. LPP also avoids the need to specify physically meaningless weights and ratings. We presented examples that showed the effectiveness of the new LPP approach to concept selection. These examples demonstrate the superiority of the LPP approach over traditional decision matrix based approaches involving weighted sum or even compromise programming formulations.
