We present a thorough numerical study on interactions of a nanosecond laser with micro-sized xenon droplets. We developed a code which allows simulation of laser interactions with a single droplet as well as a spray. We give a detailed description of the code, and we present results on the dynamics of a microplasma produced by irradiation of a single xenon droplet with a laser focused at peak vacuum intensity in the 5 ϫ 10 10 −5ϫ 10 12 W/cm 2 range. We find that the heating of the plasma depends dramatically on the laser parameters ͑duration, pulse shape, and intensity͒ on one hand, and on the droplet diameter on the other. We also present results obtained with a spray which show that the dynamics of the microplasmas is very sensitive to the position of the droplets in the interaction volume. The predictions of our model agree well with recent experimental observations performed on laser-produced plasma sources for extreme ultraviolet lithography. In particular, the postprocessing of our data with a sophisticated atomic physics code has allowed us to reproduce quite well the spectrum emitted in the extreme ultraviolet range by a xenon plasma generated by laser irradiation of a spray of droplets.
I. INTRODUCTION
For more than one decade, the development of plasma light sources in the extreme ultraviolet ͑EUV͒ spectral range has been the subject of intense research efforts worldwide. [1] [2] [3] [4] This extensive work is motivated by the EUV lithography operating at a wavelength of 13.5 nm. The scientific and technical challenges are indeed tremendous to achieve sources that are both powerful ͑Ϸ180 W of collected light͒, debris free, and with small etendue. 5 EUV sources must present very high conversion efficiencies ͑CE͒ between the input power used to produce the plasma and the output EUV power, in order to keep the level of heat load of the system at some acceptable level. Laser-produced plasma ͑LPP͒ sources are among the most promising ways to meet these requirements. 6 They are generated by tightly focusing a powerful laser ͑Ϸ1 GW peak power͒ onto a dense target. To achieve the averaged output EUV power needed, the source must be operated at high repetition rates ͑5−10 kHz͒. This constraint, together with the control of the debris, rules out the use of solid targets. Therefore, several types of masslimited cryogenically cooled targets using pulsed or continuous jet have been developed: cluster targets, 7 microliquid jets, 8, 9 jet capillaries, [10] [11] [12] [13] and sprays of micron-sized droplets. [14] [15] [16] [17] The target material is water, 18,19 xenon, 4 or tin. 13 In the particular case of xenon, the main contribution to the emission in the 12.5− 14 nm wavelength range is attributed to 4d-5p transitions from Xe 10+ and Xe 11+ ions. 20 Here, we present a model developed to improve the understanding of interactions of a nanosecond laser with a single droplet target and with a spray of droplets for conditions of irradiation relevant to LPP sources. The propagation of the laser through the medium is calculated using a raytracing model. The evolution of the microplasmas resulting from laser heating of the droplets is described with a selfsimilar expansion model. The ionization dynamics is described by a time-dependent collisional-radiative model. The output of the model is then used in a detailed atomic physics code to compute the emission in the EUV range.
The paper is organized as follows. In Sec. II, we present the ray-tracing model. Section III gives a description of the self-similar expansion model. In Sec. IV, we give a description of the collisional-radiative model used in the code to calculate the mean charge state. Section V gives the initial conditions used in the calculations. The coupling between the laser and the droplets is described in Sec. VI. Section VII discusses the limitations of the model. The results are presented and discussed in Sec. VIII. In Sec. IX, we present emission spectra of xenon calculated in the 8 − 16 nm wavelength range, using the output of our code in a detailed atomic physics model. This model is briefly described and comparison with experimental data is shown. Finally, a summary and conclusions are given in Sec. X.
II. LASER PROPAGATION MODEL
The laser beam propagation across the spray of droplets is calculated in the approximation of geometrical optics. The light ray trajectories are given by the equation 21 d ds
where r ជ is the position vector of a typical point on a ray, and s the length of the ray measured from a fixed point on it. We have ds = ͱ dx 2 + dy 2 + dz 2 . ͑2͒
is the index of refraction of the medium. In the particular case of a plasma = ͱ1− n e n c , ͑3͒
n e and n c are the electron and the critical densities, respectively. At the critical density, the index of refraction cancels and the light rays are reflected according to the SnellDescartes law. In a full 3D problem, without symmetry, this law is given by
where u ជ Ј, u ជ, and N ជ are, respectively, the unitary vector along the reflected ray, the unitary vector along the incident ray, and the unitary vector normal to the surface. In our model, Eq. ͑1͒ is solved numerically. We checked our integration scheme on the well-known problem of a plane wave experiencing a reflection in a spherical radially inhomogeneous nonabsorbing medium. This is equivalent to point particles moving in a central potential. 22 In this particular case, Eq. ͑1͒ can then be solved analytically. We consider plasma with an electron density profile of the form n e ͑r͒ = n c ϫ exp͓− ͑r − r c ͒/L͒, ͑5͒
where r c gives the position of the critical density layer, and L is the gradient length. Because of the symmetry of the problem, the calculation is performed in only one quadrant. The result is shown in Fig. 1 for r c =90 m, and L =13 m. The dotted line gives the position of the critical density layer. The numerical solution of the ray-tracing model is in agreement with the analytical solution: the rays with a small impact parameter, b, i.e., those with a distance to the horizontal axis smaller than the radius of the critical density layer ͑b r c ͒, are reflected. The rays with impact parameters of the order of the radius of the critical density layer ͑b Ϸ r c ͒ are refracted, whereas those with b r c are not disturbed.
III. PLASMA MODEL
The heterogeneity of the target does not allow to describe in a simple way the plasma produced by laser irradiation of the spray with a classical hydrodynamic code, i.e., by a set of partial differential equations solved on a grid. Actually, it would be very difficult to find a suitable mesh to simulate the interaction because we have to deal with a two scale length problem: one is of the size of a droplet, typically a few microns here, and the other one is of the size of the interaction length, i.e., several millimeters in our case. Therefore, initially only a few cells, those containing the xenon droplets, would be occupied and their size should be very small, whereas most of the cells, those surrounding the droplets, would be empty. To avoid this problem, we chose to calculate the evolution of the microplasmas resulting from the heating and the ionization of the droplets by the laser with a self-similar expansion model. 23 The xenon droplets are considered as independent microspheres with initial radius R 0 expanding in vacuum. The problem reduces to a set of ordinary differential equations which has to be solved for each microsphere. We want to emphasize here that this simple model was already successfully used to describe experiments with single spherical particles ͑solid, 24 cluster, 25 or liquid 26 ͒ irradiated by a laser. We present below the model used to calculate the expansion of each xenon microsphere. The decoupling of the spatial and temporal variables is performed as follows:
T e = T e ͑t͒, ͑7͒
where P and A are, respectively, the total plasma pressure and the mass density at the normalized radial position u = r / R, R is the plasma radius at time t, N e and N i are, respectively, the total number of electrons and ions in the plasma, T e is the electron temperature, M is the total mass of the plasma, ͗Z͘ is the average degree of ionization. We have supposed that the ion temperature is equal to the electron temperature. The function g͑u͒ is the radial density profile, normalized to unity at the center of the sphere. P c and c are, respectively, the time-varying kinetic pressure and mass density, in r = 0. For a self-similar expansion in spherical geometry, the radial velocity within the plasma at a given time increases linearly with the distance to the center of the sphere: 
where dR /dt is the velocity of the sphere boundary. We can calculate the rate of expansion of the plasma sphere by writing that the rate of increase of the plasma kinetic energy is equal to the rate at which work is done by the plasma in its expansion. After integration over the plasma volume, we obtain
where
͑13͒
Integrating the plasma equation of state, Eq. ͑8͒, over the plasma volume gives the relation
.
͑15͒
Using Eqs. ͑11͒-͑15͒, we finally obtain
where v exp is the plasma boundary expansion velocity, and ⌰⌶ = 3. A complete description of the plasma is obtained by adding to the set of equations above the electron energy balance equation,
The source term in Eq. ͑18͒ includes the rate of laser energy absorbed by the plasma, W, and the cooling rate due to the plasma expansion, P exp ,
Following the study of Gilleron et al., 20 who estimated the opacities in plasma of xenon with a detailed atomic physics code for conditions close to ours, we assume that the plasma is optically thick. Therefore, the radiation losses due to bound-bound, free-bound, and free-free transitions are zero.
Let us explicit now the different terms in Eq. ͑20͒. The laser energy is absorbed by the plasma with a rate
͑21͒
where P͑t͒ is the time-dependent laser power, and ͑x , y͒ is the laser beam profile in a plane perpendicular to the propagation direction. The integration is performed over the surface of the sphere. The absorption is calculated using the classical inverse bremsstrahlung absorption coefficient from Dawson and Johnston,
with n e = ͑⌰N e / R 3 ͒g͑u͒ , n i = ͑⌰N i / R 3 ͒g͑u͒. is given by Eq. ͑3͒. The integration in the argument of the exponential in Eq. ͑21͒ is performed on the path of each light ray. The rate of cooling due to the sphere expansion is written
IV. ION POPULATIONS
The relative population of the ion ground states f j ͑0 Ͻ j Ͻ Z͒ is calculated using a time-dependent collisionalradiative model,
with ͚ j=0 j=Z f j =1. The collisional ionization rate of charge state j expressed in SI units is given by 28 S j = 1.55 ϫ 10 29 It is an iterative procedure. In our case, convergence was obtained on less than ten iterations. From the relative ion populations, we calculate the auxiliary variables required in Eqs. ͑16͒ and ͑18͒:
the mean charge number,
the mean square charge number,
the energy required to form a mean ionization level ͗Z͘,
V. INITIAL CONDITIONS

A. Initial conditions for the laser beam
We specify below the initial conditions used to solve the light ray equation ͓Eq. ͑1͔͒. The initial coordinates of the ith light ray are given by
with
and i max = j max ϫ k max , 0Յ Յ max , and 0 Յ Յ 2. We generally take j max = k max = 40, which means that we propagate 1600 light rays. This insures that each sphere interacts initially with at least one light ray, except for the spheres which are screened by the others. The laser beam is symmetric with respect to the axis of propagation in the plane z =−z 0 . Figure  2 gives the spatial distribution of the rays at the entrance of the spray. We consider that the incident beam is parallel to the axis of propagation, i.e., to the z axis. For the ith ray, this condition reads
We assume that the time and spatial profiles of the laser are Gaussian at the entrance of the spray for each time t. The intensity in the plane z =−z 0 is then given by I͑x,y,z = − z 0 ,t͒ = I 0 ϫ ͑x,y͒ ϫ f͑t͒, ͑32͒
Initial distribution of the light rays at the entrance of the spray ͑in z =−z 0 ͒.
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where I 0 , , 0 , and E L are, respectively, the peak intensity, the pulse duration at full-width at half-maximum, the beam waist at 1 / e 2 , and the laser energy. The beam is divided into coronas of radius and thickness ⌬ . In a time interval ⌬t, the energy carried by the light rays from the jth corona of radius j = ͑j −1/2͒ ⌬ is
The energy carried by each light ray from the jth corona is then E j / k max , where k max is the number of angle steps. The trajectory of the light rays, given by Eq. ͑1͒, is calculated at each time step. The laser parameters are those of the laser used for the experiments performed in Saclay, in the framework of the EXULITE project, 4 i.e., E L = 700 mJ, = 8 ns, = 1064 nm, and 0 = 100 m. This gives a peak intensity I 0 =5ϫ 10 11 W/cm 2 .
B. Initial conditions for the microplasmas
We assume single size droplets. Following Haught and Polk, 24 we use for each droplet a Gaussian truncated density profile of the form
with a 1 / e width ␥ = ͑4⌿ /3͒ 1/2 = 0.366, u T = 0.8, and u = r
is the distance to the center of the mth droplet. The radial density profile g is shown in Fig. 3 . A Gaussian truncated density profile is chosen because it was found to be more realistic than a homogeneous one. 24 The index of refraction , given by Eq. ͑2͒, is calculated using the above profile for n e Ͻ n c , and set to 0 for n e Ն n c . By fixing the value of ␥, and therefore ⌿, one determines the constants ⌰ and ⌶. For ␥ = 0.366, we obtain: ⌿ = 0.10, ⌰ = 3.66, and ⌶ = 0.82. We used in our calculations the characteristics of the spray developed in Saclay for the EXULITE project. 4 It is a cryogenically cooled jet of xenon droplets with 6 m mean radius. Therefore, the initial conditions on A and R are the following: A = xenon liquid =2.4 g/cm 3 , and R = R 0 =6 m. Moreover, we also supposed that T e = 1 eV, and v exp = 0, initially. We used the above values to calculate the initial mean charge number ͗Z͘, assuming the system in steady state. This reduces the problem to find the solution of the system of coupled Eqs. ͑24͒ with ‫ץ‬f / ‫ץ‬t =0.
VI. COUPLING BETWEEN THE LASER AND THE SPRAY
When they cross the spray, the light rays can be successively absorbed, reflected, refracted, or transmitted, depending on the density of the microplasmas with which they interact. As already mentioned in Sec. II, the coupling between the laser and the spray is achieved by the heating source term in Eq. ͑20͒. The energy from the ith light ray which is absorbed by the mth droplet is given by
͑39͒
This expression takes into account the absorption by the n ͑n m͒ other droplets present in the interaction volume. We define the latter as the cylindrical volume of length 2 ϫ z R , and width 2 ϫ 0 , where z R and 0 are, respectively, the Rayleigh range and the waist of the laser beam. One can verify that the energy absorbed by the mth sphere is close to zero when the transmission of one of the n other spheres becomes small, i.e., when the product in Eq. ͑39͒ vanishes. It also must be noted that the above expression makes the assumption that the plasma microspheres are independent of each other, i.e., they do not overlap. This is true for a spray with a distance between the spheres much larger than their initial radii. In that case, the overlapping occurs very late in the expansion phase, when the absorption of the laser beam is almost zero.
VII. LIMITATIONS OF THE MODEL
As discussed in Sec. II, the choice of a self-similar model to simulate the expansion of the plasma microspheres of xenon was dictated by the nature of the target. However, some limitations, intrinsic to this kind of model, must be recalled. The first one is that the temperature is assumed spatially uniform, and the second is that the density profile does not change with time. Therefore, any modification of 
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Auguste et al. J. Appl. Phys. 101, 043302 ͑2007͒ the profilelike discontinuities induced by the formation and propagation of shock waves cannot be described by this model. Electron thermal conduction is also neglected. This process is important in the early stages of the plasma, by heating up the overdense region. In most cases considered here, this is a small region of the plasma, and the overdense phase is short compared to the laser pulse duration. The plasma rapidly expands and the electron density drops below the critical density, allowing the laser to heat up the entire plasma. Despite these crude assumptions, it was found that such model gives results in good agreement with experimental data. Pinhole images 30, 31 and interferograms, 32 measured on laser irradiated water droplets, have shown that spherical symmetry is preserved during plasma expansion. Our model also assumes independent microspheres. This is an important assumption, not only for the calculation of the absorption, but even for the use of a self-similar expansion model. If the droplets were too close to each other, they could overlap in the early stages of their expansion, and plasma collisions could occur, leading to modifications of the density and temperature profiles in the zone of collision. 33 In the particular case of the spray developed in Saclay, the volume occupied by the droplets is 3.6ϫ 10 −5 of the interaction volume, and the mean distance between two adjacent droplets is estimated to be about 200 m. This is much larger than the mean droplet radius, and overlapping between two adjacent droplets can be neglected. Finally, one of the most severe limitations is the treatment of radiation losses. With heavy elements like xenon, a large number of configurations are involved in the line emission process, and radiation losses associated with bound-bound, free-bound, and free-free transitions can be important. They can contribute significantly to the cooling/ heating of the microplasmas, leading to modifications in the density and temperature. Actually, it can be shown that the main source of radiation is due to bound-bound processes. Bernstein and Comisar 34 give an empirical formula for evaluating the ratio of the various emitting processes. In the case of line ͑bound-bound transitions͒ versus recombination ͑free-bound transitions͒ emissions, the ratio of the radiated powers is
where x is a characteristic excitation energy ͑in eV͒, T e the electron temperature ͑in eV͒, ͗Z͘ the mean charge state, and i a characteristic ionization energy ͑in eV͒. In plasma conditions favorable to EUV emission, we can assume that the characteristic excitation energy is the one corresponding to 4p and 4f configurations, since their contribution to the spectra is dominant. This is approximately 110 eV for xenon. The mean temperature is close to 30 eV, and the corresponding mean charge state is around 10. Then, we have i Ϸ 200 eV, and P bb / P fb Ϸ 26. Emission due to recombination is therefore a few percent of the overall radiation. On the other hand, the expansion cooling, which could enhance continuum emission consecutive to cascade recombination, is fast by comparison to the pulse duration but actually has a nanosecond time scale. This cooling time has to be compared to the characteristic time for ionization equilibrium, which is of the order of tens of picoseconds. From this point of view, we can then consider that the plasma is not transient, and losses due to free-bound transitions are expected to be weak. The ratio of line to bremsstrahlung ͑free-free transitions͒ emitted powers is even larger. A solution to the problem of radiation losses would require the calculation of thousands of transitions, and corresponding opacities, self-consistently with the solution of the equations of the plasma dynamics. This is indeed a difficult task which, to our knowledge, was not yet achieved. In the present work, we have chosen a different approach by decoupling the problem. We first calculate the dynamics of the microplasmas with our self-similar model, and then we use the data as input in a detailed atomic physics code. The calculated spectra are in qualitative agreement with the experimental spectra obtained with the spray of xenon used in Saclay experiment.
VIII. RESULTS AND DISCUSSION
A. Single droplet
In order to test the influence of the different parameters on the temperature and the mean charge state of the xenon plasma microspheres on a reasonable computation time, we first consider a single microsphere placed in the middle of the simulation box, i.e., in x = y = z = 0. We have performed simulations for different sizes of microspheres, laser pulse durations, pulse shapes, and peak intensities. Equations ͑1͒, ͑16͒-͑18͒, and ͑24͒ are solved numerically and selfconsistently on 3000 to 8000 time steps, depending on the laser pulse duration and intensity. As mentioned in Sec. IV, Eqs. ͑18͒ and ͑24͒ are calculated using the iterative procedure method described in Ref. 29 , whereas the other equations of the model are integrated using a standard fourthorder Adams-Bashforth-Moulton predictor-corrector algorithm with a fixed time step. 35 The first three time steps required to initialize the calculation are evaluated with a Runge-Kutta algorithm. A typical run takes several hours ͑Ӎ4 h͒ of CPU time on a Sun UltraSPARC 5 workstation. Most of this time is spent to calculate the trajectory of the light rays. Figure 4͑a͒ shows the dependence of the peak temperature and mean charge state of the xenon plasma with the initial radius of the microsphere. The laser beam radius is 0 =20 m, the pulse has a Gaussian shape of = 8 ns duration, and the peak intensity is 5 ϫ 10 11 W/cm 2 . The mean charge state variation follows the evolution of the temperature. The maximum temperature is 25 eV for a microsphere with initial radius R 0 =6 m, increases up to 30 eV for R 0 =15−20 m, and slightly decreases for larger radii. The mean charge state varies between 8 and 10. Small spheres expand too fast to couple efficiently with the laser. When the intensity reaches its maximum, the electron density has already dropped well below critical density. Consequently, the laser absorption, which is maximum for a few percent of critical density ͑Ϸ0.05− 0.07ϫ n c ͒, is almost zero. As can be seen in Fig. 4͑b͒ , the absorption, defined as the ratio of the laser energy absorbed by inverse bremsstrahlung heating to the incident energy, is only 0.7% for R 0 =6 m. For large radii ͑R 0 Ͼ 20 m͒, the mass to heat increases, and the temperature ͑and the mean charge state͒ slightly decreases. However, the interesting point here is that the absorption increases exponentially with the sphere radius, as shown by the solid curve in Fig. 4͑b͒ , because spheres with a large radius expand slower than those with a small radius. Therefore, one can expect a better conversion of the laser energy into EUV emission instead of expansion. The slight decrease of the temperature for R 0 Ͼ 20 m can be counterbalanced by increasing the laser intensity.
Influence of the droplet size
Influence of the laser pulse duration
The peak temperature and mean charge state of the xenon plasma as a function of the laser pulse duration are given in Fig. 5͑a͒ , for a constant incident laser peak intensity of 5 ϫ 10 11 W/cm 2 . The pulse has a Gaussian shape. The beam radius is 0 =20 m. The initial microsphere radius is R 0 = 12.5 m. We can see that the plasma temperature and the mean charge state first increase, for pulse duration between 1 and 8 ns, and then decrease as the pulse duration is increased above 8 ns. The temperature is 29.5 eV for = 8 ns, and drops to 10 eV for = 35 ns. The corresponding ionization stages are, respectively, ͗Z͘ = 9 and 5.5. Such behavior is corroborated by experimental results from Parra et al., [36] [37] [38] who measured the EUV emission from Ar and Kr droplets as a function of the pulse width of the laser irradiating the droplets. They found that there exists an optimum value of pulse duration for which the emission is enhanced. This is explained in terms of disassembly time of the droplet, which is the time required by the plasma to drop below critical density. Our model shows that the disassembly of the droplet occurs earlier for longer pulses, due to the heating of the target long before the maximum of intensity. This leads to a decrease of the laser energy absorbed by the plasma with increasing pulse duration. For 1 ns pulse duration, we find a temperature lower than achieved with an 8 ns pulse because the density remains higher than critical density on the entire pulse duration, and only the underdense region of the corona can absorb the laser energy. In this particular case, the heating may be underestimated since thermal conduction, which insures the transport of the laser energy absorbed at N e Յ N c to the overdense region of the plasma, is neglected in our model. From an experimental point of view, it is more convenient to vary the pulse duration at fixed laser energy. We then plotted in Fig. 5͑b͒ the evolution of the temperature and the mean charge state of the xenon plasma as a function of the laser pulse duration, obtained for a constant laser energy of 27 mJ. The laser intensity varies between 1.1ϫ 10 11 and 4.0ϫ 10 12 W/cm 2 . As expected, the decrease of the laser intensity with the increase of the pulse duration leads to a rapid drop of the electron temperature. This directly impacts on the mean charge state which decreases from ͗Z͘Ϸ19 for = 1 ns to ͗Z͘Ϸ4 for = 35 ns. By contrast with the study reported in Fig. 5͑a͒ , the overdense phase of the plasma does not last over the full duration of the pulse in the case = 1 ns. The plasma rapidly expands in the early stages of the heating, when the absorption is very low. One can therefore expect a better estimate of the temperature ͑and mean charge state͒ in this latter case. 
Influence of the pulse shape
Here, we examine the case of a laser pulse with a 1 ns rising front and a 15 ns falling edge, in order to keep pulse duration of 8 ns at full-width at half-maximum. Figures 6͑a͒  and 6͑b͒ give the time evolution of the plasma temperature for asymmetric and symmetric pulses, respectively. In both cases we have overlaid the laser pulse shapes with their associated temperature curves. They are depicted by dotted lines. The incident laser peak intensity is 5 ϫ 10 11 W/cm 2 , and the beam radius is 0 =20 m. The initial radius of the xenon microsphere is R 0 = 12.5 m. By using an asymmetric pulse with a sharp rising edge, it is clear that one can prevent the preheating of the target, and its subsequent expansion, which happens very early in the pulse otherwise. The temperature increases faster, and peaks closer to the maximum intensity with an asymmetric pulse. The absorption is then enhanced up to 21.5% of the incident laser energy, and consequently, the maximum temperature is higher. It reaches 46.5 eV instead of the 29.5 eV obtained at the same intensity with a symmetric pulse, and the mean charge state is 12. Thus, the use of such pulse shape would allow reduction of the laser peak intensity by reduction of the energy. This is of particular interest for the high repetition rate lasers used in LPP sources for which thermal heat load is important. Figure 7 shows the evolution of the temperature and mean charge state of the xenon plasma with the laser intensity, in the 5 ϫ 10 10 −5ϫ 10 12 W/cm 2 intensity range. The laser beam radius is 0 =20 m, and the pulse has a Gaussian shape of = 8 ns duration. The initial radius of the microsphere is R 0 = 12.5 m. The temperature ͑and the mean charge state͒ increases slowly with intensity. It scales as I 0.38 in the 5 ϫ 10 10 −10 12 W/cm 2 intensity range, and I 0. 16 above. This is due to a competition between laser heating and expansion cooling of the target. The heating occurs earlier in the pulse at higher intensity, giving rise to earlier expansion of the plasma and decrease of its density. However, the temperature increases with intensity, because even if the absorption drops with the density, the energy deposited in the target increases. Most of this energy is lost into expansion.
Influence of the laser intensity
B. Spray
In this section we treat the problem of a spray. We used 20 microspheres, randomly placed in a box of 0.4ϫ 0.4 ϫ 4 mm 3 . We verified that there was no overlapping between two adjacent microspheres, at the early stages of the plasmas expansion, for the reasons discussed in Sec. VII. The spatial distribution of the microspheres is given in Fig. 8 . The other conditions of the calculation are detailed in Sec. VI, and are close to the conditions met in the Saclay experiments. We have plotted in Fig. 9 light ray distributions, at the output of the spray, in z = + 2 mm, at different times. At time t = −9.4 ns, we can see that there are some small areas of the beam which are disturbed by droplets heated on the leading front of the pulse. Between times t = −8.75 and− 5.0 ns, the microplasmas resulting from the interaction expand, and the area of the disturbed zones in the beam increases. At time t = 0, i.e., at the maximum of the laser intensity, the position of these regions has changed. The microplasmas which disturbed the beam propagation at early times have expanded, and the light rays are transmitted through. Other parts of the beam are absorbed or refracted by plasma microspheres FIG. 6 . ͑a͒ Time variation of the temperature ͑solid line͒ for an asymmetric pulse shape ͑dotted line͒. ͑b͒ Same as ͑a͒ for a symmetric pulse shape. The pulse duration is 8 ns in both cases. The incident laser peak intensity is 5 ϫ 10 11 W/cm 2 , and the beam radius is 0 =20 m. The initial radius of the microsphere is R 0 = 12.5 m. Each microsphere has a 6 m initial radius.
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Auguste et al. J. Appl. Phys. 101, 043302 ͑2007͒ which experience the peak laser intensity. After the maximum of intensity, between times t = + 5.0 and + 10 ns, all the microplasmas have expanded, and the laser beam propagation is no longer disturbed. This means that a large part of the laser energy is not used to heat the target. In Fig. 10 we have plotted the trajectory of 40 light rays propagating through the spray, at time t = −5.0 ns. One can see that the rays close to the laser beam axis are strongly refracted in the vicinity of the spray entrance, whereas the propagation of the outmost rays is not disturbed. Among absorption, reflection, and refraction, the latter dominates and is due to electron density gradients. Time-integrated absorption, taking into account the contribution of all the microplasmas, is less than 5%. However, the absorption is probably underestimated in the model because we assume single size droplets expanding in vacuum. In a real spray, there is a droplet size distribution, and we have seen in Sec. VIII A 1 that the dependence of the absorption with the initial size of the microspheres is strongly nonlinear ͓see Fig. 4͑b͔͒ . On the other hand, as described in detail in the discussion of Sec. IX, the droplets are surrounded by a gas coming from evaporative cooling of liquid xenon. This gas can absorb a significant fraction of the laser radiation. The evaporation rate depends on the nature of the gas, the design, and the operation mode of the jet. Resonant coupling between the laser and the plasma near the critical density layer can also enhance the absorption. Figures  11͑a͒-11͑d͒ show the time evolution of the temperature of the 20 plasma microspheres. The peak temperature is between 10 and 50 eV. This strongly depends on the position of the microspheres in the interaction volume. Those close to the spray entrance and to the laser axis ͑see Fig. 8͒ are mainly heated on the leading front of the pulse, whereas those near the middle or the end of the spray, and in the wings of the beam, experience the peak intensity or the trailing edge of the pulse. In the latter case, the coupling is very poor as can be seen on the curves giving the evolution of the temperature of spheres #19 ͓dashed-dotted-dotted line in Fig.  11͑c͔͒ and #18 ͓dashed-dotted line in Fig. 11͑d͔͒ which are close to the end of the spray. Spheres #12 ͓solid line in Fig.  11͑d͔͒ and #17 ͓dashed-dotted line in Fig. 11͑c͔͒ are heated by the rising edge of the pulse; then, their temperature begins to decrease due to expansion, and increases again near the maximum of the pulse. Such a behavior may be due to the refraction of the leading front of the pulse or to a screening effect by neighboring spheres as they expand. In particular, one can note the case of sphere #11 ͓solid line in Fig. 11͑c͔͒ which does not see the laser at all because it is in the penumbra of sphere #8. From a practical point of view, this dramatic dependence of the microspheres' evolution with their position inside the interaction volume has very deep consequences on the properties of the macroscopic plasma, and consequently, on its emissivity. A too low number of micron-sized droplets, randomly distributed in the interaction zone, must lead to a poor stability of the EUV source shotto-shot. The histograms in Figs. 12͑a͒ and 12͑b͒ give, respectively, the distribution of the mean charge state and of the relative population of Xe 10+ ion. Due to the poor coupling of the laser with the target, only four spheres ͑20%͒ have a mean charge state between 10 and 11, and 10 spheres ͑50%͒ have a relative population of Xe 10+ Ն 0.2, and then can contribute significantly to the emission of radiation at = 13.5 nm, the wavelength of interest for nanolithography. This partly explains the weak EUV conversion efficiency measured in the experiment carried out in Saclay, where it was found that at most 0.6% of the incident laser energy is converted into EUV, in a 2% bandwidth centered on = 13.5 nm, in 2 steradians. 4 However, this is not the only reason, as we are going to see in the next section. Finally, in order to illustrate the sensitivity of the results with the position of the microspheres in the interaction volume, we present in Figs. 12͑c͒ and 12͑d͒ the distribution of the mean charge state and of the relative population of Xe 10+ ion, respectively, obtained for a distribution of the microspheres ͑not shown here͒ slightly different from that given in Fig. 8 . In this case, only 10% of the spheres have a mean charge state between 10 and 11, and 40% have a relative population of Xe 10+ Ն 0.2.
IX. CALCULATION OF EUV EMISSION SPECTRUM AND COMPARISON WITH EXPERIMENTAL DATA
In this section, we use the results presented above to compute the spectrum emitted by the plasma microspheres in the 5 − 20 nm wavelength range, as well as the conversion efficiency. We compare our results to the experimental data obtained in Saclay and published in Refs. 4 and 20. For the radiative calculations, we use a new code named SCRIC to evaluate detailed emissivities and opacities of xenon in a wide range of temperature and densities ͑10− 50 eV, 10 17 −10 20 atoms/ cm 3 ͒. This code will be described in detail in a forthcoming publication. 39 We give only a brief description here. The energy levels and radiative rates are determined using the HULLAC atomic physics code. 40 The populations are calculated using a collisional-radiative model very similar to the one described in Sec. IV ͓Eq. ͑24͒ and following͔. Collisional ionization, radiative recombination, and threebody recombination rates are calculated using the formula given in Ref. 41 . In this model, only the ground states of adjacent ions are taken into account in the coupled rate equations as described in Refs. 42 and 43. Excited states are supposed to be in thermal equilibrium with their ground state ion, and their population is calculated with Boltzmann's equation. All the ions from Xe 4+ to Xe 17+ are taken into account in the calculations of emissivities and opacities.
Some authors emphasized the influence of satellite lines in EUV plasmas of xenon 20, 44 and the influence of interaction of configurations on resonant lines. It has been shown 39 that interaction of configurations also has a strong influence on satellite lines and reduces the width of the main 4d −4f /4p −4d broad satellite structure. 4p 6 4d N is the ground configuration of ion Xe ͑18−N͒+ . We therefore consider the following singly excited configurations in our calculations: 4p 5 4d N+1 ; ͑4p 6 4d N−1 ͒ 4f, 5s, 5p, 5d, 5f, 5g, 6s, 6p, 6d, 6f, 6g, 6h, 7s, 7p, 7d, 7f, 8s, 8p, as well as the following doubly excited configurations: 4p 4 4d N+2 ; ͑4p 5 4d N ͒ 4f, 5s, 5p, 5f, 6s, 6p; ͑4p 6 4d N−2 4f͒, 4f, 5s, 5p, 5d, 6s, 6p; ͑4p 6 4d N−2 5s͒ 5s, 5p, 5d, 5f, 5g, 6s, 6p, 6d, 6f, 7s, 7p; ͑4p 6 4d N−2 5p͒ 5p, 5d, 6s, 6p; 4p 6 4d N−2 5d 2 ; ͑4p 6 4d N−2 6s͒ 5f, 6p. These configurations have been selected as a function of their energy. Their mean energies are lower than 300 eV for Xe 10+ . This corresponds to 10 times T e = 30 eV, the optimum electron temperature for which Xe 10+ is predominant, and the emission at = 13.5 nm is maximum. 20, 43 Above this energy, configurations are supposed to be very weakly populated at moderate densities. 39 We assume that nearly no line appears below = 5 nm and that those above = 20 nm do not contribute much. Up to 967 configurations, 259 134 detailed levels and 87 702 286 lines are used to compute a spectrum. Line shape is calculated considering both Doppler and natural broadenings. The finite spectral resolution is also taken and instrumental broadening is introduced into the theoretical spectrum. A convolution is performed with a Gaussian of 0.02 nm full-width at half-maximum. Free-bound and free-free transitions are neglected in the calculation of the spectrum since their contributions are expected to be weak, as discussed in Sec. VII.
In the problem considered here, there is no symmetry. To evaluate radiative transfer, the interaction volume shown in Fig. 8 is divided into 3D cells of volume ⌬V = ⌬x ϫ⌬y ϫ⌬z, with ⌬x = ⌬y = ⌬z = R min / 3, where R min is the timedependent radius of the smallest droplet contributing to the EUV emission, i.e., the smallest droplet with electron temperature greater than 10 eV. The emissivity and opacity of the plasma at a given wavelength are calculated in each cell, and for each time step, where the intensity I ͑x , y , t͒ is obtained by solving the equation of radiative transfer along the observation axis which coincides here with the laser propagation axis ͑Oz͒,
where J is the emissivity of the plasma, and K its opacity. For the sake of clarity, the dependences with x, y, and t are dropped in Eq. ͑42͒ and below. Equation ͑42͒ is solved in the following discrete form:
where ⌬z = R min /3. Note that, if local thermodynamic equilibrium is achieved for both the ground and the excited states as assumed in Ref. 20 , we have
where B ͑T e ͒ is the Planck's function for a given electron temperature T e . Figure 13͑a͒ shows the comparison between the theoretical spectrum obtained by following the procedure described above and depicted by a black line, and the space and timeintegrated EUV experimental spectrum given in Ref. 20 plotted with a gray line, in the 10− 14 nm wavelength range. This latter one is recalibrated to coincide with the computed spectrum in the 12− 14 nm wavelength range. Extrema of these two spectra differ by a factor of 15 in the 10− 12 nm wavelength range. This is likely due to strong opacity effects in the experiment. A magnified view is given in Fig. 13͑b͒ , showing the good agreement obtained in the 12− 14 nm wavelength range. Tiny differences come from a numerical shift toward higher energies of the calculated spectrum, making it all the more important that we get closer to 4d-4f /4p-4d transitions at = 10− 11 nm ͑the shift is between 0.35 and 0.45 nm there͒. [45] [46] [47] [48] [49] [50] [51] [52] The partially missing structure close to = 14 nm corresponds to transitions from doubly to singly excited states in Xe 9+ and to 5g /6d-4f transitions of Xe 11+ . The too-low value given by the computation may come either from a too-high temperature or from the collisional-radiative model in which the effective temperature of the excited levels compared to the ground state is assumed to be the electron temperature.
The most striking feature of these comparisons is the very low reabsorption in the heterogeneous plasma as calculated with the self-similar expansion model, compared to both the experiment and the calculations reported in Ref. 20 and carried out for a homogeneous, optically thick plasma. Let us pay attention now to this point. If one looks more carefully at the experimental conditions, 20 the atomic density is estimated to be close to 10 20 atoms/ cm 3 in the interaction volume. The total number of atoms in the 400 m diameter emitting zone, which is supposed to have spherical symmetry, is therefore 3.35ϫ 10 15 . If one now considers the volume chosen in the hydrodynamic simulation, and depicted in Fig.  8 , i.e., V = 0.4ϫ 0.4ϫ 4 mm 3 , the total number of atoms reaches 6.4ϫ 10 16 . Considering the same volume, the total number of atoms in the simulation ͓resulting from the summation over the 20 droplets and taking into account the distribution inside each droplet: n i = ͑⌰N i / R 3 ͒g͑u͔͒ is 1.3 ϫ 10 13 atoms. This is, respectively, 258 and 4923 times less than the experimental numbers of atoms evaluated above in the different volumes. Consequently, it appears that the plasma resulting from the ionization of the relatively dense matter surrounding the droplets in the experiment strongly reabsorbs EUV radiations. Note that the presence of this matter, which is also heated by the laser and then contributes to the overall EUV emission, is inherent in the way the spray forms. More precisely, the principle of producing a beam of droplets consists of spraying the liquid into vacuum through a nozzle. A reservoir containing the liquid is placed above the nozzle and can be maintained at a stabilized temperature. The liquid is pressurized with a controlled gas backing pressure. Our present understanding of the process is that the formation of bubbles in the nozzle orifice, both inside the liquid and on the nozzle orifice surface, is responsible for the atomization of the liquid. As soon as the bubbles reach the vacuum part they explode, thereby spraying out the liquid. As a result, a two-phase jet is produced consisting of a confined droplet spray and a less confined gas jet. The gas jet arises both from the bubble gas and the rapid evaporation of the droplets. Actually, this kind of heterogeneous target is very difficult to characterize. Mie scattering allows measurement of the mean droplet size but does not provide any information on the matter surrounding the droplets. Interferometry measurements, which give the density profile of ͑dilute͒ gas jets, cannot be used because of strong refraction of the probe beam by the droplets.
Besides spectra, we also evaluated the overall energy radiated in the 2% bandwidth centered on = 13.5 nm, useful for EUV lithography. We present in Table I the energy emitted by each microsphere. Those whose radiated energy is zero are partly ͑sphere #18͒ or totally ͑sphere #11͒ hidden from the laser by other microspheres. Their temperature remains under 10 eV, and consequently they are disregarded in the calculation of the EUV emission. We note that the energy radiated by each microsphere remains low compared to the incident laser energy ͑700 mJ͒, but this is consistent with the laser energy which is absorbed. In some cases, the overall energy radiated is larger than the laser energy absorbed by the microsphere. It is likely due to the absence of radiative losses in our self-similar expansion model, which leads to an overestimation of the temperatures. The energy radiated close to = 13.5 nm corresponds to 3.63% of the overall laser energy absorbed by the microspheres; thus, the conversion efficiency is 1.81% in 2 steradians, which is in qualitative agreement with the experimental result of 0.6%, taking into account the experimental uncertainties on the target on one hand, and the approximations of the models on the other.
X. CONCLUSIONS
In summary, we have developed a simple model which calculates the evolution of micron-sized droplets heated by nanosecond laser pulses. We reproduce the general features from experiments on LPP EUV sources for nanolithography.
In the case of a single droplet, we find that the heating and the expansion of the plasma are sensitive to the droplet size, and laser parameters as well. In particular, we clearly observe that the pulse duration is a key parameter of the interaction with limited mass targets. Pulses of several tens of nanoseconds duration preheat the target, which expands well before the maximum of intensity, leading to a poor coupling. The use of tailored pulses with a sharp rising front can prevent this effect. In a spray of micro-sized droplets, the dynamics of the microplasmas depends dramatically on their position in the interaction volume, and the laser absorption is low.
We have also presented results on the EUV emission of xenon droplets obtained by coupling our self-similar expansion model with a detailed atomic physics code. A qualitative agreement with experimental data has been found on the conversion efficiency around = 13.5 nm; the wavelength of interest for nanolithography application, and the main features of the experimental spectrum, obtained for conditions close to those considered in the calculations, have been correctly reproduced in the 12− 14 nm wavelength range. For shorter wavelengths ͑Յ12 nm͒, we have found that our calculations overestimate the emission. This is likely due to a strong reabsorption of the radiation by the plasma resulting from the ionization of the dense gas surrounding the droplets in the experiment. This last result underlines the difficulty of simulating laser interactions with heterogeneous targets.
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