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In this paper, we study potential convergence of modulus pat-
terns. A modulus pattern Z is convergent if all complex matrices
in Q (Z) (i.e. all matrices with modulus pattern Z) are convergent.
A modulus pattern is potentially (absolutely) convergent if there
exists a (nonnegative) convergent matrix in Q (Z). We also intro-
duce types of potential convergence that correspond to diagonal
and D-convergence, studied in [E. Kaszkurewicz, A. Bhaya, Matrix
Diagonal Stability in Systems and Computation, Birkhauser, 2000].
Convergent modulus patterns have been completely characterized
by Kaszkurewicz and Bhaya [E. Kaszkurewicz, A. Bhaya, Qualitative
stability of discrete-time systems, Linear Algebra Appl. 117 (1989)
65–71]. This paper presents some techniques that can be used
to establish potential convergence. Potential absolute convergence
andpotential diagonal convergence are shown tobe equivalent, and
their complete characterization for n × nmodulus patterns is given.
Complete characterizations of all introduced types of potential
convergence for 2 × 2 modulus patterns are also presented.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
A matrix A is (negative) stable if all its eigenvalues lie in the open left half plane of the complex
plane. It is well known that the matrix A is stable if and only if the continuous time dynamical system,
dx
dt
= Ax(t)
is asymptotically stable at 0 (see, for example, [17, pp. 55–10]).
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A complex matrix is convergent if all its eigenvalues lie in the open unit disk of the complex plane.
The matrix A is convergent if and only if the discrete time dynamical system,
x(tk+1) = Ax(tk)
is asymptotically stable at 0 (see, for example, [3, p. 186]).
Qualitative analysis, where numerical values of the matrix are not speciﬁed, plays an important
role in the study of stability. In fact, qualitative analysis arose from stability problems in economics
and ecology (see, for example, [18,15,6,8]). In the continuous time case, qualitative stability refers to
the study of sign patterns, when only signs of the entries of the real matrix A are known. The analogous
problem in the discrete time case refers tomodulus patterns, where each entry of the (real or complex)
matrix A is speciﬁed only by whether its modulus is equal to 0, in the interval (0,1), equal to 1, or
greater than 1, denoted by 0, < , 1 or > , respectively. Qualitative information about a matrix A, that
is, the pattern Z(A) (a sign pattern in the ﬁrst case, and a modulus pattern in the second case), can be
used to determine stability or convergence of A. Especially when the qualitative information is known
from the nature of the problem but the numerical values may be unreliable, the study of qualitative
stability or convergence is very useful.
In particular, two natural problems can be considered in the study of patterns: (a) determine
whether all matrices with the given pattern are stable (respectively convergent); and (b) determine
whether there exists a stable (respectively convergent) matrix with the given pattern. The qualitative
class of an n × n pattern Z is the set Q (Z) = {A : Z(A) = Z}. If Z is a sign pattern, then only real matrices
are considered, but in the case ofmodulus patterns,we assume thatA ∈ Cn×n, and ifwewant to restrict
the qualitative class to real matrices, we will write Q (Z) ∩ Rn×n.
Many results about patterns are best described using graph theoretic terminology. If A is an n × n
matrix, then (A) denotes the directed graph on n vertices, where the arc (i, j) is present if and only if
aij /=0. A cycle in the matrix A is the list of nonzero entries of A that correspond to the arcs of a cycle
in(A). The length of a cycle is the number of arcs in it. A nonzero diagonal entry, which corresponds
to a loop in the digraph, is a cycle of length 1, and the arcs (i, j) and (j, i) form a cycle of length 2. The
gain of the cycle ai1i2 , ai2i3 , . . . , aini1 in the matrix A is the product ai1i2ai2i3 . . . aini1 . A generalized cycle is
a union of vertex-disjoint cycles. The length of a generalized cycle is the sum of lengths of all cycles in
it. For a sign or modulus pattern Z ,(Z) = (A) for any A ∈ Q (Z), and the terms cycle and generalized
cycle are also applied to Z .
A sign pattern Z requires stability, or is sign stable if allmatrices inQ (Z) are stable [8]. A sign pattern Z
allows stability, or ispotentially stable if there exists a stablematrix inQ (Z) [7]. Signpatterns that require
stability have been completely characterized in [8]. The problem of potential stability has not been
completely solved yet, but a number of partial results have been obtained, for example, [2,7,10,13,9,4].
A modulus pattern requires convergence (or is modulus convergent) if all matrices in Q (Z) are con-
vergent. Kaszkurewicz and Bhaya in [11] deﬁned and completely characterized modulus convergence
(which they call m-stability). Although they stated convergence results for modulus patterns of real
matrices, their characterization is also valid for modulus patterns of complex matrices, as is noted
there.
Theorem 1.1 [11]. An irreducible n × n(n  2) modulus pattern Z = (zij) requires convergence if and only
if the following three conditions are satisﬁed:
1. there is only one cycle in Z , and it is of length n;
2. there is no entry equal to > in Z;
3. there exists at least one entry equal to < in Z.
There is a relation between convergence and stability that can be derived from the linear frac-
tional transformation w = z+1
z−1 , which maps the open unit disk onto the open left half plane [16,
pp. 252–253]. The relationship between stable and convergent matrices can be written in the form
A = (B + I)(B − I)−1. ThematrixA is stable if and only if B is convergent. Unfortunately, this relationship
cannot be applied directly to sign or modulus patterns, because, as is noted in [16], without knowing
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some quantitative information about a matrix, it is not possible to determine the qualitative class of
its transform.
In many applications, the system being modelled is nonlinear, so stability of the equilibrium of its
linear approximation guarantees only local asymptotical stability. Stronger types of matrix stability
or convergence can provide more information on global behavior of certain nonlinear systems, and in
some cases they can guarantee global stability (see, for example, [12,14]).
Amatrix A isD-stable if PA is stable for all diagonalmatrices P  0, where B  0, (respectively B ≺ 0)
denotes that B is a positive (respectively, negative) definite matrix. A matrix A is diagonally stable if
there exists a diagonalmatrix P  0 such that PA + A∗P ≺ 0. In this paper, P generally denotes a positive
definite diagonal matrix, and D generally denotes a diagonal matrix with
∣∣D∣∣  I (where |B| = [|bij|],
and B  C denotes that bij  cij for all i, j). Diagonal stability implies D-stability (see, for example,
[12, p. 32]). A matrix A is DR (respectively, DC)-convergent if DA is convergent for all real (respectively,
complex) diagonalmatricesDwith
∣∣D∣∣  I . Amatrix A is diagonally convergent if there exists a diagonal
matrix P  0 such that P − A∗PA  0 [12, p. 50]. The following proposition is proved in [12, p. 53] for
real matrices, but the same proof can be applied for complex matrices.
Proposition 1.2 [12]. If A ∈ Cn×n is diagonally convergent, then it is DC-convergent.
In this paper,we introduce several types of potential convergence (Definitions 2.4–2.10). All of them
are characterized for order 2modulus patterns.We show that potential absolute convergence is equiv-
alent to potential diagonal convergence and present its complete characterization for order nmodulus
patterns. Also, partial results on potential convergence and potential D-convergence are presented.
2. Types of potential convergence
Deﬁnition 2.1. The modulus pattern of a matrix A is a matrix Z(A) = (zij), whose entries are from the
set {0, 1 , < , > } such that
zij =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 if aij = 0,
1 if |aij| = 1,
< if 0< |aij|<1,
> if |aij|>1.
Deﬁnition 2.2. Amodulus pattern Z hasmodular determinant equal to 0, 1 , < , or > if determinants
of all matrices in Q (Z) belong to the same modulus class (0, 1 , < , or > , respectively).
Observation 2.3. An n × nmodulus pattern has modular determinant if and only if it has at most one
generalized cycle of length n, and this generalized cycle does not contain both < and > .
Deﬁnition 2.4. A modulus pattern Z allows convergence, or is potentially convergent, if there exists a
convergent matrix in Q (Z).
The proof of the Main Theorem in [11] (cf. Theorem 1.1 here) ﬁrst characterizes the case of non-
negative matrices in Q (Z) and then extends the result to all real matrices A in Q (Z) by considering the
matrix |A|. Our goal is to study potential convergence, so it seems useful to introduce the following
definitions.
Deﬁnition 2.5. A modulus pattern Z is said to allow absolute convergence, or is potentially absolutely
convergent, if there exists a nonnegative convergent matrix A ∈ Q (Z).
Deﬁnition 2.6. Amodulus pattern Z is said to allow real convergence if there exists a convergentmatrix
A ∈ Q (Z) ∩ Rn×n.
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Deﬁnition 2.7. Amodulus pattern Z is said to allow DR (respectively,DC) -convergence, or is potentially
DR (respectively, DC) -convergent if there exists a DR (respectively, DC)-convergent matrix in Q (Z).
Deﬁnition 2.8. Amodulus pattern Z is said to allow real DR (respectively, real DC) -convergence if there
exists a DR (respectively DC) -convergent matrix in Q (Z) ∩ Rn×n.
Deﬁnition 2.9. A modulus pattern Z is said to allow diagonal convergence, or is potentially diagonally
convergent if there exists a diagonally convergent matrix in Q (Z).
Deﬁnition 2.10. A modulus pattern Z is said to allow real diagonal convergence if there exists a diago-
nally convergent matrix in Q (Z) ∩ Rn×n.
Analogous definitions can be given for modulus patterns requiring real, absolute, diagonal or D-
convergence. However, from the bounds on spectral radius in [19, pp. 9–10] it follows that a modulus
pattern requires convergence if and only if it requires absolute convergence, and since absolute con-
vergence implies diagonal convergence [12, p. 62], all these definitions are equivalent to requiring
convergence.
Clearly, potential absolute convergence implies potential real convergence, and potential real con-
vergence implies potential convergence but not vice versa as the following examples show.
Example 2.11. Let Z be the 2 × 2 modulus pattern with all entries equal to 1 . Then Z allows real
convergence
([
1 1
−1 −1
]
∈ Q (Z) ∩ R2×2
)
, but Z is not potentially absolutely convergent, since the only
nonnegative matrix in Q (Z) is
[
1 1
1 1
]
, which is not convergent.
In general, for any k ∈ N, if Z is a 2k × 2k modulus pattern consisting of all 1 ’s, then Z is not
potentially absolutely convergent, but there exists a real nilpotent matrix A ∈ Q (Z) (for example, let k
rows of A consist of 1’s and k rows consist of 1’s), and hence Z allows real convergence.
Example 2.12. Let Z be the 3 × 3 modulus pattern with all entries equal to 1 . The matrix
A =
⎡⎣ 1 1 1ζ ζ ζ
ζ2 ζ2 ζ2
⎤⎦ ∈ Q (Z),
(where ζ = − 1
2
+ i
√
3
2
is a primitive third root of unity) is nilpotent and thus convergent.
We will show that there does not exist a real convergent matrix in Q (Z). Suppose B ∈ Q (Z) ∩ R3×3
with eigenvalues λ1,λ2,λ3. The characteristic polynomial of B is: x
3 + a2x2 + a1x + a0, where a0 =
−det B = −λ1λ2λ3. Since all entries of B are ±1, det B is an integer, and if
∣∣det B∣∣  1, then B is not
convergent. Suppose det B = 0. Then at least one of the eigenvalues, say λ1, is 0, so a1 = λ2λ3 and is
an integer. If |a1|  1, then B is not convergent. If a1 = 0, then at least two eigenvalues are 0. Since∣∣trB∣∣  1,B is not convergent. Therefore, Z does not allow real convergence.
In general, for any k ∈ N, if Z is a (2k + 1) × (2k + 1) modulus pattern consisting of all 1 ’s, we can
construct a complex nilpotent matrix A ∈ Q (Z) having k rows equal to e, k − 1 rows are −e, one row is
ζe and one row is ζ2e, where e = [1, . . . , 1]. Another way to construct a nilpotent matrix is to let its jth
row be θje, where θ is a primitive (2k + 1)st root of unity, j = 1, . . . , 2k + 1. Using the same idea as in
the 3 × 3 case, it can be shown that Z does not allow real convergence.
Among the four different types of potential D-convergence (Definitions 2.7 and 2.8), obviously DR-
convergence is the weakest and real DC-convergence is the strongest, while the relationship between
DC-convergence and real DR-convergence is not clear.
The next theorem presents a technique that can be compared to the one used for sign patterns in
[10], where subpatterns are considered for establishing potential stability. While Theorem 3 in [10]
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says that potential stability of a sign pattern is preserved if a zero is replaced by + or −, Theorem 2.13
below says that potential convergence of a modulus pattern is preserved if 0 is replaced by < , or if
1 is replaced by either < or > .
Theorem 2.13. Given amodulus pattern Z , let Ẑ be a pattern obtained from Z by replacing some < entries
of Z by 0’s and some nonzero entries of Z by 1 ’s. Then every type of convergence described in Definitions
2.4–2.10 allowed by Ẑ is also allowed by Z.
Proof. Let Â ∈ Q (̂Z) be a (real, nonnegative, diagonally, DR- or DC-) convergent matrix. We construct
a matrix C(ε) = [cij], ε ∈ [0, 1) in the following way:
cij =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 if zij = zˆij ,
ε if zij = < , zˆij = 0,
−ε̂aij if zij = < , zˆij = 1 ,
ε̂aij if zij = > , zˆij = 1 .
Note that A(ε) = Â + C(ε) ∈ Q (Z) for all ε ∈ (0, 1) and A(0) = Â.
Since the eigenvalues depend continuously on the entries of the matrix, there exists a sufﬁciently
small ε ∈ (0, 1) such thatA(ε) is also convergent. By construction, if Â is real (respectively, nonnegative),
then A is real (respectively, nonnegative). If Â is diagonally convergent and P  0 is a diagonal matrix
such that P − Â∗PÂ  0, let f (x) be the function equal to the smallest eigenvalue of P − A∗(x)PA(x). Since
f (x) is continuous and f (0)>0, there exists a sufﬁciently small ε ∈ (0, 1) such that f (ε)>0, i.e. A(ε) is
diagonally convergent.
If Â is DF-convergent (F ∈ {R,C}), then max{ρ(DÂ) :
∣∣D∣∣  I,D ∈ Fn×n}<1 (the maximum exists,
sinceρ is a continuous function taken over a compact set). Let f (x) = max{ρ(DA(x)) : ∣∣D∣∣  I,D ∈ Fn×n}.
Note that f is continuous and f (0)<1, so there exists an ε ∈ (0, 1) such that f (ε)<1, i.e. A(ε) is DF-
convergent. 
3. Characterization of potential absolute and potential diagonal convergence
By Theorem 7.2.5 in [5, p. 404], the diagonal entries of a positive definite matrix are positive, and
since (A∗A)jj =
∑n
i=1 |aij|2, the next observations are clear.
Observation 3.1. If I − A∗A  0, then moduli of all entries of A are less than 1.
Observation 3.2. There exists a matrix A ∈ Q (Z) such that I − A∗A  0 if and only if Z does not have
any entries from
{
1 , >
}
.
Lemma 3.3. If A is diagonally convergent, then gains of all its cycles have moduli less than 1.
Proof. Suppose that A is diagonally convergent, i.e. there exists a diagonal matrix P  0 such that
P − A∗PA  0. This is equivalent to I − B∗B  0, where B = P1/2AP−1/2. So, by Observation 3.1, moduli
of all entries of B are less than 1, therefore, gains of all its cycles havemoduli less than 1. Since diagonal
similarity preserves gains of the cycles, the gains of all cycles in A also have moduli less than 1. 
Corollary 3.4. A necessary condition for a modulus pattern to allow diagonal convergence is that each of
its cycles has at least one entry < .
Proposition 3.5. A sufﬁcient condition for a modulus pattern to allow absolute convergence is that each
of its cycles has at least one entry < .
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Proof. Suppose that each of the cycles in Z has at least one entry < . Let Ẑ be the modulus pattern
obtained from Z by replacing all < entries by 0’s. Then Ẑ does not have any cycle, so all matrices in
Q (̂Z) are nilpotent. Therefore, from Theorem 2.13 it follows that Z allows absolute convergence. 
Since for nonnegativematrices convergence implies diagonal convergence (see [12, p. 62]), we have
established the following result.
Theorem 3.6. Let Z be a modulus pattern. The following are equivalent:
1. Each cycle in Z has at least one entry < ;
2. Z allows absolute convergence;
3. Z allows real diagonal convergence;
4. Z allows diagonal convergence.
4. Results on potential convergence, potential real convergence and potential D-convergence
In this section, we provide some partial characterizations of potentially convergent and potentially
D-convergent modulus patterns. Since the spectrum of a reducible matrix is the union of the spectra
of all its diagonal components, and the determinant of a convergent matrix must be less than 1 in
absolute value, the following observations are clear.
Observation 4.1. A reducible modulus pattern Z allows convergence of one of the types described in
Definitions 2.4–2.10 if and only if each diagonal component of Z allows convergence of this type.
Observation 4.2. If an n × n modulus pattern Z has only one generalized cycle of length n, then a
necessary condition for potential convergence is that at least one entry in this generalized cycle is
equal to < . Equivalently, if Z has modular determinant > or 1 , then Z does not allow convergence.
Observation 4.3. If an n × nmodulus pattern Z has only one cycle and this cycle is of length n, then Z
is potentially convergent if and only if it is potentially absolutely convergent.
In the next two subsections, wewill show that for irreducible 2× 2modulus patterns the condition
in Observation 4.2 is also sufﬁcient (Proposition 4.9), but for n  3 it is no longer true (Example 4.15).
Proposition 4.4. If a modulus pattern Z has no zero entries, then it is potentially convergent. If Z is of even
order, then it allows real convergence.
Proof. By Theorem 2.13 it is sufﬁcient to show that the order nmodulus pattern Ẑ that consists of all
ones is potentially convergent. For n = 2k, consider a real nilpotent matrix A ∈ Q (̂Z) constructed as in
Example 2.11. For n = 2k + 1, consider a complex nilpotentmatrix A ∈ Q (̂Z), constructed as in Example
2.12. 
Since any principal submatrix of aDR (respectively,DC)-convergentmatrix isDR (respectively,DC)
-convergent, we state the following observation.
Observation 4.5. If Z is a potentially D-convergent modulus pattern (any of the four types described
in Definitions 2.7 and 2.8), then any principal submatrix of Z is potentially D-convergent of the same
type. In particular, if ′ is an order k induced sub-digraph of (Z) that has only one generalized cycle
of length k, then at least one entry in this cycle must be < .
Note that from the Observation 4.5 it follows that a potentially D-convergent modulus pattern
cannot have 1 or > on its diagonal.
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Theorem 4.6. Let A be a complex (respectively, real) n × n matrix that has one cycle of length n and no
other cycles of length  2. If A is DC (respectively, DR)-convergent then all its cycles have gains less than 1
in absolute value.
Proof. The proof is obvious for n = 1, so assume that n  2. By Observation 4.5 if A is D-convergent,
then |aii|<1 for all i = 1, . . . ,n. Suppose that A has a cycle of length n with gain δ and |δ|  1, while
|aii|<1, i = 1, . . . ,n. We will show that A is not DC (respectively, DR)-convergent. Up to permutation
similarity A is of the form:
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
a11 0 . . . 0 a1n
a21 a22 . . . 0 0
0 a32
. . . 0 0
.
.
.
.
.
.
. . .
. . .
.
.
.
0 0 . . . an,n−1 ann
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, where |a21a32 . . . an,n−1a1n| = |δ|  1.
We choose a complex (respectively, real) matrix D (
∣∣D∣∣ = I) such that all diagonal entries of DA are
nonnegative. Also,we choose apositivediagonalmatrixP such that in thematrixB = |δ|−1/nDP−1APwe
have |b21| = |b32| = · · · = |bn,n−1| = |b1n| = 1, b21b32 . . . bn,n−1b1n = eiθ for some θ ∈ (−π, π], and bjj =
αj ∈ [0, 1) for j = 1, . . . ,n. Sinceρ(DA) = ρ(P−1DAP) = ρ(DP−1AP) = |δ|1/nρ(B) it is enough to show that
B is not convergent. The characteristic polynomial of B is pB(x) =
∏n
j=1(x − αj) − eiθ. Let α  0 be the
least diagonal entry of B. If αj = α for all j = 1, . . . ,n, then the eigenvalues of B are α + ei(θ+2kπ)/n, k =
0, . . . ,n − 1, so, obviously, B is not convergent.
Now assume that at least one diagonal entry of B is greater than α. The characteristic polynomial
of B′ = B − αI is pB′ (x) =
∏n
j=1(x − (αj − α)) − eiθ and |det(B′)| = 1.
So,B′ hasaneigenvalueλ such that |λ|  1.Note thatRe(λ)  0, sinceB′ is irreducible andat least one
Geršgorin disk (each of themhas radius 1 since every rowhas only one off diagonal entry and this entry
hasmodulus 1) has center on the positive axis (see [5, pp. 344–356], Theorems 6.1.1 and 6.2.8) . There-
fore, α + λ, which is an eigenvalue of B, has modulus |α + λ| = ((α + Re(λ))2 + (Im(λ))2)1/2  |λ|  1,
i.e. B is not convergent. 
Corollary 4.7. If an n × n modulus pattern Z has one cycle of length n and no other cycles of length  2,
then potential DC-convergence and potential real DR-convergence are both equivalent to potential absolute
convergence.
Proof. From Theorem 4.6 it follows that if a complex (respectively, real) matrix A having nonzero
pattern associated with Z is DC (respectively, DR)-convergent, then all its cycles must have
absolute gains <1, so if Z allows DC- or real DR-convergence, it must also allow absolute conver-
gence. 
Corollary 4.8. Suppose that all cycles in the digraph of a modulus pattern Z have the following property:
(∗) Any two cycles of lengths k1  2 and k2  2 intersect at at mostmin{k1, k2} − 1 vertices.
Then potential DC-convergence of Z is equivalent to potential absolute convergence. In particular, if the
digraph of Z does not have any cycles of length greater than 2, then DC-convergence of Z is equivalent to
potential absolute convergence.
Proof. We only need to show that potential DC-convergence implies potential diagonal convergence.
Suppose that Z is potentially DC-convergent and its digraph satisﬁes the property (∗). Then every
cycle of length k belongs to some order k principal submatrix Z ′ of Z , which does not contain any
other cycle of length  2. By Observation 4.5 Z ′ must be potentially DC-convergent. So, by Theorem
4.6 each cycle in Z ′ has at least one entry < , therefore each cycle in Z has at least one entry < , i.e. Z
is potentially absolutely convergent. 
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4.1. 2 × 2Modulus patterns
The following proposition characterizes potentially convergent 2 × 2 modulus patterns.
Proposition 4.9. Let Z be an irreducible 2 × 2modulus pattern. Then Z is not potentially convergent if and
only if Z has modular determinant equal to 1 or > . Moreover, for modulus patterns of order 2, potential
convergence is equivalent to real potential convergence.
Proof. An irreducible 2 × 2 modulus pattern with modular determinant equal to > or 1 (which by
Observation 4.2 does not allow convergence) has the following form, up to permutation similarity:[
? 


 0
]
, where ? ∈
{
0, 1 , < , >
}
and 
 ∈
{
1 , >
}
.
We will show that all other irreducible 2 × 2 patterns allow real convergence. By Theorem 2.13, it
is sufﬁcient to show that the following three patterns allow real convergence:
Z1 =
[
0 1
< 0
]
, Z2 =
[
1 1
< 0
]
, Z3 =
⎡⎣ 1 1
1 1
⎤⎦.
ThepatternZ1 requiresconvergence, thepatternZ2 allowsreal convergence
(
for example
[
1 1
− 1
2
0
])
,
and the pattern Z3 allows real convergence (by Proposition 4.4).
To complete the proof of the second statement, note that a reducible 2 × 2 modulus pattern allows
convergence if and only if both diagonal entries are < or 0, so obviously it allows real convergence.

From Corollary 4.7 it follows that a 2 × 2 modulus pattern allows DC-convergence (or allows real
DR-convergence) if and only if it allows absolute convergence. An even stronger statement is true.
Theorem 4.10. A 2 × 2modulus pattern allows DR-convergence if and only if each of its cycles has at least
one entry equal to < .
Proof. Sufﬁciency is immediate. We show necessity. By Observation 4.5 it is clear that if Z allows DR-
convergence, its diagonal entries must be 0 or < , and it can not have a modular determinant equal
to 1 or > . Note also, that if A ∈ C2×2 is such that |a12a21| = δ>1, then the matrix 1√δA is diago-
nally similar to a matrix Bwith |b12| = |b21| = 1. Since diagonal similarity preserves DR-convergence,
it sufﬁces to show that the modulus pattern Z =
[
< 1
1 <
]
does not allow DR-convergence. Let
A = (aij) ∈ Q (Z). Without loss of generality we can assume that a11 = a>0 and a22 = b1 + ib2, where
b1  0 (since multiplying A by a scalar c, |c| = 1, and by a matrix diag(1,−1) does not change DR-
convergence). Note that pA(x) = (x − a)(x − b1 − ib2) − a12a21. Suppose λ = λ1 + iλ2 is an eigenvalue
of A and |λ|<1, i.e. λ21 + λ22 = 1 − ε, for some ε ∈ (0, 1). We will show that another eigenvalue of A,
μ = μ1 + iμ2, has modulus greater than 1.
Sinceλ is a root of pA, it satisﬁes |λ − a||λ − (b1 + ib2)| = 1, so (λ1 − a)2 + λ22 = α2 and (λ1 − b1)2 +
(λ2 − b2)2 = 1/α2 for some α>0. Adding these two equalities, we obtain: 2 − 2ε + a2 + b21 + b22 −
2((a + b1)λ1 + b2λ2) = α2 + 1/α2, or a2 + b21 + b22 − 2((a + b1)λ1 + b2λ2) = (α − 1/α)2 + 2ε.
Since λ + μ = a + b1 + ib2, we have μ1 = a + b1 − λ1 and μ2 = b2 − λ2.
So |μ|2=(a + b1 − λ1)2 + (b2 − λ2)2=(a + b1)2 + b22 + λ21 + λ22 − 2((a + b1)λ1 + b2λ2)=(α − 1/α)2
+ 2ε + 2ab1 + 1 − ε = 1 + (α − 1/α)2 + ε + ab1 >1. 
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Corollary 4.11. Let Z be a modulus pattern whose digraph does not have any cycles of length greater than
2 (or, in particular, let Z be any 2 × 2modulus pattern). The following are equivalent:
• each cycle in Z has at least one entry < ;
• Z allows absolute convergence;
• Z allows real diagonal convergence;
• Z allows diagonal convergence;
• Z allows real DC-convergence;
• Z allows DC-convergence;
• Z allows real DR-convergence;
• Z allows DR-convergence.
Note that although for 2 × 2modulus patterns potential DR-convergence is equivalent to potential
DC-convergence, for 2× 2matrices DR-convergence and DC-convergence are not equivalent. To show
this we will use the following criterion.
Theorem 4.12 Schur–Cohn criterion (see, for example, [20]).
All roots of the polynomial p(x) = a0xn + · · · + an lie inside the unit circle if and only if the Hermitian
matrix C = [cij] ∈ Cn×n is positive definite, where
cij =
min{i,j}∑
s=1
(a¯i−saj−s − a¯n−j+san−i+s).
Example 4.13. A =
[
1
3
1
2
i 1
3i
]
is notDC-convergent (the eigenvalues of diag(1,−i)A are 2±3
√
2
6
). To show
that A is DR-convergent, it is sufﬁcient to show that A1(t) = diag(1, t)A and A2(t) = diag(t, 1)A are
convergent for all t ∈ [−1, 1]. To apply the Schur–Cohn criterion to the characteristic polynomial of
A1(t), we compute:
c11(t) = c22(t) = 1 − |detA1(t)|2 = 1 −
∣∣∣∣ 7i18 t
∣∣∣∣2 ,
c12(t) = trA1(t) − trA1(t) detA1(t) = 1
3
(1 + it) + 7
54
(
t2 + it
)
= 1
54
(
18 + 7t2 + 25it
)
.
In order to show that A1(t) is convergent for all t ∈ [−1, 1], by Theorem 7.2.5 in [5, p. 404] it sufﬁces
to show that c11(t)>0 and c11(t)c22(t) − |c12(t)|2 >0 for all t ∈ [−1, 1] (i.e. leading principal minors of
C are positive).
The ﬁrst inequality is clearly true. To show that the second inequality holds, we deﬁne f (t) =
c11(t)c22(t) − |c12(t)|2 = 89 − 17592916 t2 + 637104976 t4.Routinecomputationsshowthat f (1)>0, f (t) is aneven
function, and it decreases on [0, 1], so f (t)>0 for all t ∈ [−1, 1]. By a similar argument, it can be shown
that A2(t) is convergent for all t ∈ [−1, 1]. Therefore, A is DR-convergent.
4.2. Some examples of 3 × 3modulus patterns
From Proposition 3.5 it follows that if all cycles of a matrix have sufﬁciently small gains, this
matrix is convergent. On the other hand, Examples 2.11 and 2.12 show that a convergent matrix
can have cycles with arbitrarily large gains (if A is nilpotent, then αA is also nilpotent for any num-
ber α). Example 4.14 below shows that sometimes increasing a cycle gain can make a divergent
matrix convergent. For an analogous result related to sign patterns see [2]. Example 4.15 shows
that for order 3 irreducible modulus patterns modular determinant < does not imply potential
convergence.
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Example 4.14. Consider the following modulus patterns:
Zk =
⎡⎢⎢⎣
z(k) 0 1
1 0 1
0 1 0
⎤⎥⎥⎦, where z(k) = 0, 1 , < , > , respectively, for k = 0, 1, 2, 3.
First note that by Observation 4.2, Z0 does not allow convergence.
Every matrix from Q (Zk), (k = 1, 2, 3), can be written as A(α, θ1, . . . , θ5) =
⎡⎣αeiθ1 0 eiθ4eiθ2 0 eiθ5
0 eiθ3 0
⎤⎦,
where θi ∈ (−π,π], i = 1, . . . , 5;α = 1 for k = 1, 0<α<1 for k = 2 and α>1 for k = 3. Since mul-
tiplying by e−iθ1 and applying diagonal similarity does not change the spectral radius, without loss of
generality we can consider the matrix
B = B(α, τ1, τ2) = e−iθ1D−1A(θ1, . . . , θ5)D =
⎡⎣α 0 eiτ11 0 eiτ2
0 1 0
⎤⎦,
where τ1 = θ2 + θ3 + θ4 − 3θ1, τ2 = θ3 + θ5 − 2θ1, and D = diag(1, ei(θ2−θ1), ei(θ2+θ3−2θ1)).
The characteristic polynomial of B is pB(x) = x3 − αx2 − eiτ2x − eiτ1 + αeiτ2 . To apply the Schur–
Cohn criterion (Theorem 4.12) to pB(x), we compute:
c11 = |a0|2 − |a3|2 = α(2 cos(τ1 − τ2) − α),
c12 = c¯21 = a¯0a1 − a¯2a3 = −ei(τ1−τ2), and
c22 = |a1|2 − |a2|2 + |a0|2 − |a3|2 = 2α cos(τ1 − τ2) − 1.
The 2 × 2 leading principal submatrix of C is
[
α(2 cosθ − α) −eiθ
−e−iθ 2α cosθ − 1
]
, where θ = τ1 − τ2. We
will show that C is not positive definite if α ∈ (0, 1].
c11 >0 is equivalent to
cos θ>
α
2
, (1)
c11c22 − |c12|2 >0 is equivalent to
4α2 cos2 θ − 2α(1 + α2) cos θ + α2 − 1>0. (2)
Note that ifα ∈ (0, 1], thenα2 − 1  0, so the smaller root of the quadratic equation 4α2x2 − 2α(1 +
α2)x + α2 − 1 = 0 is negative or 0. Therefore, (1) together with (2) imply
cos θ>
1 + α2 +
√
(α2 − 1)2 + 4
4α
. (3)
But for α ∈ (0, 1] it can be shown that 1+α2+
√
(α2−1)2+4
4α  1, so (3) is not possible. Thus, the mod-
ulus patterns Z1 and Z2 are not potentially convergent. However, the modulus pattern Z3 allows real
convergence, since B =
[
1.3 0 −1
1 0 −1
0 1 0
]
is convergent (with eigenvalues 1
2
and 15 (2 ± i
√
11)).
Example 4.15. Consider a 3 × 3modulus pattern Z whose digraph has only two cycles, one of length 2
and another of length 3. Note that up to permutation and diagonal similarity, amatrix B ∈ Q (Z) is of the
form: B =
⎡⎣0 0 βeiτ11 0 γeiτ2
0 1 0
⎤⎦, for some τ1, τ2 ∈ (−π,π],β>0 and γ>0, and pB(x) = x3 − γeiτ2x − βeiτ1 .
Applying the Schur–Cohn criterion, we obtain c11 = 1 − β2 and c11c22 − |c12|2 = (1 − β2)2 − γ2, so C is
positive definite only if β<1 and γ<1 − β2 <1. Thus, Z is potentially convergent if and only if both
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of its cycles have entry < , i.e. if and only if it is absolutely convergent. The following is an example of a
modulus pattern, withmodular determinant < that is not potentially convergent:
⎡⎢⎣ 0 0 <1 0 1
0 1 0
⎤⎥⎦.
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