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a b s t r a c t
In this paper, we propose a new algorithm for the alignment of nested arc-annotated
sequences, having applications in the comparison of RNA secondary structures without
pseudo-knots. We use a general edit distance model between arc-annotated sequences,
that considers classical sequences of edit operations and structural edit operations on arcs.
In this model, the general edit distance problem under a non-constrained weight scheme,
is NP-hard. Recently, a hierarchy of arc-annotated sequence alignment problems that
highlights less general, but tractable, problems was introduced. We refine this hierarchy
of alignment problems and extend the class of tractable alignment problems. Up to date,
the alignment problem we solve is the most general one that is known to be tractable in
the considered edit distance model and under arbitrary weight schemes. This algorithm is
efficient, as its asymptotic time and space complexities are the same as the complexities of
the best previously published algorithm.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
An arc-annotated sequence is a sequence, over a given alphabet, with additional structure described by a set of arcs, each
arc joining a pair of positions in the sequence. Arc-annotated have been widely studied, in particular due to the application
in the representation of RNA secondary and tertiary structures [1–3,5,15,16,18]. RNA molecules, especially non-coding
RNAs are indeed important molecules [6,21,24], whose function depends both on the sequence and on the structure. This
motivates the need for efficient and accurate algorithms to compare RNA structures. In the present work, we consider
the problem of computing an edit distance between nested arc-annotated sequences, that are commonly used to represent
pseudoknot-free RNA secondary structures [13,14,21,23].
From a combinatorial point of view, nested arc-annotated sequences can be seen both as a generalization of sequences
and as a special family of ordered trees. The problems of computing an edit distance between sequences or ordered trees
using the three classical edit operations, insertion, deletion, and substitution are now well understood [7–9,12,17,20,25,
26]. However, arc-annotated sequences, especially when used to model RNA secondary structures, can be compared using a
larger set of edit operations that act on the arcs. In [15], new edit operations such as the creation, deletion or modification of
arcs were introduced to account for structural evolutionary events on RNAmolecules. Considering such operations naturally
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Fig. 1. Examples of arc-annotated sequences belonging to the classes of the hierarchy introduced in Definition 2: Plain, Nested, Crossing, Unlimited.
leads to more realistic alignments between RNA secondary structures [22], but at the weight of computational tractability.
Indeed, it was recently shown in [4,19] that computing the edit distance between two nested arc-annotated structures in
the model introduced in [15] is NP-hard. Several groups have defined less general comparison problems, by considering
constraints either on the set of considered edit operations or on the weight scheme [13,24], or on the structure of possible
alignments and edit sequences [3,5,11]. In particular, in [5], a hierarchy of several problems of edit and alignment distance
computation between nested arc-annotated sequences was introduced, which enlightens the border between hard and
tractable problems. Up to date, the most general tractable distance model, using the full set of edit operations introduced
in [15] and under arbitrary weight schemes, was presented in [3].
The main contribution of our paper is to refine the hierarchy of arc-annotated sequence alignment problems defined in
[3,5] and to introduce a new and more general alignment problem which is still tractable under arbitrary weight schemes.
We propose an efficient dynamic programming algorithm for solving this new problem. In Section 2, we introduce some
backgroundonarc-annotated sequences and their comparison, including thehierarchy of arc-annotated sequence alignment
problems introduced in [5], that we refine by introducing new classes. Finally, we introduce a new alignment problem
which is tractable and can be solved with the same asymptotic complexity than the, less general, problem considered in [3]
under the same conditions. In Section 3, we present a dynamic programming algorithm to solve this alignment problem.
We conclude in Section 4.
2. Preliminaries: arc-annotated sequences and their comparison
We now describe formally nested arc-annotated sequences and different edit and alignment distance computation
problems for the comparison of nested arc-annotated sequences with the existing results.
2.1. Arc-annotated sequences
Definition 1 (Arc-annotated Sequence). An arc-annotated sequence of length n on a finite alphabetΣ is a couple A = (S, P)
where S is a sequence of length n onΣ and P is a set of pairs (i1, i2), with 1 ≤ i1 < i2 ≤ n.
When arc-annotated sequences are used to represent RNA structures, Σ = {A, C,G,U} is the alphabet of bases that
compose an RNA molecule. Here we consider arbitrary alphabets, and we call an element of S a base. We denote by S[i] the
ith base of S and by S[i1..i2] the sub-sequence of S containing bases S[i1], S[i1 + 1], . . . , S[i2]. A pair (i1, i2) ∈ P represents
an arc linking the base S[i1] called the origin of the arc and the base S[i2] called the end of the arc. An arc represents a base
pair due to a chemical bond in terms of RNA structures. The bases S[i1] and S[i2] are then said to belong to the arc (i1, i2)
and are the only bases that belong to this arc; a base that does not belong to any arc is called an unpaired base. We denote
by U(A), Po(A), and Pe(A), respectively the set of unpaired bases, origins of arcs and ends of arcs of A. If A = (S, P), we also
use the notation P(A) = P to denote the set of arcs of A. In an arc-annotated sequence, two arcs (i1, i2) and (i3, i4) are said
to be crossing, if i1 < i3 < i2 < i4 or i3 < i1 < i4 < i2.
Arc-annotated sequences can be classified according to the combinatorial structure of their arcs. We now present the
classification of arc-annotated sequences defined in [9] and used in [5] (Fig. 1).
Definition 2 (Classification of Arc-annotated Sequences). An arc-annotated sequence A = (S, P) is said to be (Fig. 1):
• Unlimited (Unlim) if there is no restriction on P .
• Crossing (Cros) if every base belongs to at most one arc.
• Nested (abbreviated Nest) if it belongs to Cros but it has no pair of crossing arcs.
• Plain if P is empty.
2.2. Alignment of arc-annotated sequences
We consider the set of edit operations on arc-annotated sequences that was introduced in [15], defined below and
illustrated in Figs. 2 and 3.
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Fig. 2. Simple edit operations on arc-annotated sequences.
Fig. 3. Complex edit operations on arc-annotated sequences.
Definition 3 (Edit Operations). Let a, b, c, d be elements (bases) ofΣ .
• The simple unpaired base edit operations are:
– Base-substitution (BS): substitution of a base a by a base b, denoted by a → b.
– Base-deletion (BD): deletion of a base a, denoted by a → λ.
– Base-insertion (BI): insertion of a base b, denoted by λ→ b.
• The simple arc edit operations are:
– Arc-substitution (AS): substitution of an arc (a, b) by an arc (c, d), denoted by (a, b)→ (c, d).
– Arc-deletion (AD): deletion of an arc (a, b), denoted by (a, b)→ λ, λ.
– Arc-insertion (AI): insertion of an arc (c, d), denoted by λ, λ→ (c, d).
• The complex arc edit operations are:
– Arc-breaking (AB): break of an arc (a, b), denoted by (a, b)→ a, b.
– Arc-creation (AC): creation of an arc (c, d), denoted by c, d → (c, d).
– Arc-altering (AA): alteration of an arc (a, b), denoted by (a, b)→ a, λ or (a, b)→ λ, b.
– Arc-completing (ACo): completion of an arc (c, d), denoted by c, λ→ (c, d) or λ, d → (c, d).
Each edit operation e has a weight depending on the operation and on the bases it involves, denoted by w(e). The set
of weights associated with all possible edit operations is called the weight scheme. We naturally extend this notation as
follows by identifying bases and their positions: for example, if i and j are the positions of two bases that form an arc in an
arc-annotated sequence A = (S, P), the weight of breaking this arc is denoted by w((i, j) → i, j), which is equivalent to
w((S[i], S[j])→ S[i], S[j]).
Definition 4 (Edit Sequence and Distance). Let A1 = (S1, P1) and A2 = (S2, P2) be two arc-annotated sequences. An edit
sequence between A1 and A2 is a sequence E of edit operations that transforms A1 into A2. The weight of an edit sequence
E denoted by w(E) is the sum of the weights of the edit operations that compose it. An edit sequence between two arc-
annotated sequences is said to be optimal if its weight is minimal among all edit sequences between A1 and A2. The edit
distance between A1 and A2 is the weight of an optimal edit sequence.
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Fig. 4. An alignment between two nested arc-annotated sequences A1 = (S1, P1) and A2 = (S2, P2) with S1 = AGGCUGCCC , P1 = {(1, 5), (3, 4), (6, 8)},
S2 = CACUAGCU and P2 = {(2, 4), (5, 8), (6, 7)}. Following the usual convention, inserted or deleted bases are represented aligned with the symbol−.
Let C be a class of the hierarchy of arc-annotated structures. The problem of computing the edit distance between two
arc-annotated sequences belonging to C is denoted by Edit(C, C).
Remark 5. A given weight scheme can implicitly prevent some edit operations to be considered in edit distance
computation problems, if such operations can be replaced by a sequence of edit operations for a lesser weight. If such a
situation does not occur, the weight scheme is said to be complete. In this paper, we consider arbitrary weight schemes,
including complete weight schemes and non-complete weight schemes.
It was shown in [4,19] that Edit(Nest, Nest) is NP-hard, which motivated the introduction of restricted problems, based
on the notion of alignment.
Definition 6 (Alignment). An alignment between two arc-annotated sequences A1 = (S1, P1) and A2 = (S2, P2) is a set
M = {(i1, j1), . . . , (ik, jk)} such that 1 ≤ ip < iq ≤ |S1| and 1 ≤ jp < jq ≤ |S2| for every 1 ≤ p < q ≤ k. If (i, j) ∈ M , then
S1[i] is said to be aligned with S2[j]; we denote the fact that if S1[i] (resp. S2[j]) is not aligned with any base of S2 (resp. S1)
with i ∉ M (resp. j ∉ M).
An alignment implicitly defines a set of edit operations and a weight, as follows: the notation below follows the names
of the edit operations on arc-annotated sequences introduced in Definition 3 (see Fig. 4).
Definition 7 (Weight of Alignment). LetM be an alignment between A1 = (S1, P1) and A2 = (S2, P2).
AS(M) = {((i1, i2), (j1, j2)) ∈ P1 × P2 | (i1, j1) ∈ M and (i2, j2) ∈ M}
BS(M) = {(i, j) ∈ M | ̸ ∃ (i′, j′) ∈ M s.t. ((i, i′), (j, j′)) ∈ AS(M) or ((i′, i), (j′, j)) ∈ AS(M) }
BD(M) = {i ∈ U(A1) | i ∉ M}, BI(M) = {j ∈ U(A2) | j ∉ M}
AD(M) = {(i1, i2) ∈ P1 | i1 ∉ M and i2 ∉ M}, AI(M) = {(j1, j2) ∈ P2 | j1 ∉ M and j2 ∉ M}
AB(M) = {(i1, i2) ∈ P1 | ∃ (j1, j2) ∉ P2 s.t. (i1, j1) ∈ M and (i2, j2) ∈ M}
AC(M) = {(j1, j2) ∈ P2 | ∃ (i1, i2) ∉ P1 s.t. (i1, j1) ∈ M and (i2, j2) ∈ M}
AAl(M) = {(i1, i2) ∈ P1 | i1 ∉ M and i2 ∈ M}, AAr(M) = {(i1, i2) ∈ P1 | i1 ∈ M and i2 ∉ M}
ACol(M) = {(j1, j2) ∈ P2 | j1 ∉ M and j2 ∈ M}, ACor(M) = {(j1, j2) ∈ P2 | j1 ∈ M and j2 ∉ M}.
(1)
The weight ofM , denoted byw(M) is defined by
w(M) =
−
(i,j)∈BS(M)
w(i → j)+
−
i∈BD(M)
w(i → λ)+
−
j∈BI(M)
(λ→ j)+
−
((i1,i2),(j1,j2))∈AS(M)
w((i1, i2)→ (j1, j2))
+
−
(i1,i2)∈AD(M)
w((i1, i2)→ λ, λ)+
−
(j1,j2)∈AI(M)
w(λ, λ→ (j1, j2))
+
−
(i1,i2)∈AB(M)
w((S1[i1], S1[i2])→ S1[i1], S1[i2])+
−
(j1,j2)∈AC(M)
w(S2[j1], S2[j2] → (S2[j1], S2[j2]))
+
−
(i1,i2)∈AAl(M)
w((i1, i2)→ λ, i2)+
−
(i1,i2)∈AAr (M)
w(i1, i2)→ i1, λ)
+
−
(j1,j2)∈ACol(M)
w(λ, j2 → (j1, j2))+
−
(j1,j2)∈ACor (M)
w(j1, λ→ (j1, j2)). (2)
For two arc-annotated sequences A1 = (S1, P1) and A2 = (S2, P2), an edit sequence E between A1 and A2 naturally
induces an alignmentM between A1 and A2 such thatw(M) ≤ w(E). Conversely given an alignment between A1 and A2, the
edit operations defined byM induce an edit sequence E between A1 and A2 such thatw(E) = w(M). Thus, the edit distance
between two arc-annotated sequences is the minimum weight of an alignment between them.
2.3. A hierarchy of alignment problems
Definition 8 (Super-sequence). A super-sequence of an arc-annotated sequence A = (S, P) is an arc-annotated sequence
which can be obtained by applying on A an edit sequence composed of insertion and substitution operations only: BI, AI,
AC, ACo, BS, and AS; symmetrically, an arc-annotated sequence can be obtained from any of its super-sequences using only
deletion and substitution operations.
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Fig. 5. The super-sequence induced by the alignment of Fig. 4.
Fig. 6. Extension of the hierarchy of arc-annotated sequences.
An alignment M between two arc-annotated sequences A1 = (S1, P1) and A2 = (S2, P2) naturally defines a super-
sequence A3 of A1 and A2 in the followingway: the super-sequence A3 is the arc-annotated sequence obtained by applying on
A1 a sequence composed of the set of edit operations E1 defined by BI(M), AI(M), AC(M), ACol(M) and ACor(M) as introduced
in Section 2.2. Since all these edit operations commute, the super-sequence A3 does not depend on the order of the edit
operations in the edit sequence E1 (see Fig. 5).
Definition 9 (Classification of Alignments and Alignment Distance). For a given class C of the hierarchy of arc-annotated
sequences, an alignmentM between two nested arc-annotated sequences A1 and A2 is said to be a C-alignment if the super-
sequence induced byM belongs to C. We denote byMC(A1, A2) the set of all C-alignments between A1 and A2. The alignment
M is said to be an optimal C-alignment if its weight is minimal among the set of all C-alignment between A1 and A2. The
weight of an optimal C-alignment between A1 and A2 is called the C-alignment distance between A1 and A2, denoted by
dC(A1, A2): dC(A1, A2) = minM∈MC(A1,A2)w(M).
We denote by Align(Nest, Nest; C) the problem of computing the C-alignment distance between two nested arc-
annotated sequences.
Theorem 10 ([3,5]). The problems Edit(Nest, Nest) and Align(Nest, Nest; Unlim) are equivalent.
Theorem 10 immediately suggests a natural way to define restricted alignment problems in terms of the class of the
allowed super-sequence. Using such an approach, some alignment problems were shown to be tractable, generalizing
previous results on the alignment of arc-annotated sequences with simple operations, that were described in terms of
alignment of trees [17].
Theorem 11 ([3,5]). Let A1 and A2 be two nested arc-annotated sequences of respective length n1 and n2. dNEST (A1, A2) can be
computed in O(n4) worst-case time and O(n3) space where n = n1 + n2.
Up to date, Align(Nest, Nest; Nest) is the most general problem that is known to be tractable with a complete weight
scheme, as Align(Nest, Nest; Cros) has been shown to be NP-hard [4]. On the other hand there exist exact and polynomial
time algorithms for alignment problems with super-sequence that are more general than nested, but where the range of
considered edit sequences is restricted, as for example in [15,24] where AA, ACo, AI and AD are implicitly discarded, and
in [13] where AB is the only considered complex arc operation.
2.4. Refining the hierarchy of arc-annotated sequences
We introduce here a new class of arc-annotated sequences. Our extension is inspired by the remark that there are two
differences betweenNest andUnlim: inNest, (1) a base cannot belong tomore than one arc and (2) arcs cannot be crossing.
In class Cros, constraint (2) is relaxed, and then relaxing constraint (1) from class Cros gives class Unlim. It is then natural
to consider an alternative path from Nest to Unlim, by first relaxing constraint (1), then constraint (2).
Definition 12 (Mult Extension). Let C be a class of the hierarchy of arc-annotated sequences.We define theMult extension
of C, denoted by CMult by allowing bases to belong to more than one arc.
Hence, Unlim can in fact be seen as CrosMult, that is the MULT extension of Cros (Fig. 6). We denote NestedMult by
NMult.
Property 13. Let C be a class of the hierarchy of arc-annotated sequences containing Nest, M an optimal C-alignment
between two nested arc-annotated sequences A1 = (S1, P1) and A2 = (S2, P2), with a complete weight scheme. Let x
and y be two bases of A1 and A2 respectively, such that x is aligned with y inM .
(1) In the super-sequence A3 of A1 and A2 induced byM , x can belong to at most two arcs: one arc to which x belongs in A1,
and one arc to which y belongs in A2.
(2) If C is either Nest or Cros (i.e. not aMULT extension), then x can belong to at most one arc in A3.
Property 13 above follows in a straightforward way from the definition of classes of arc-annotated sequences
(Definitions 2 and 12). It implies that, ifNMult super-sequences are considered, a given base can be involved in two complex
arc operations in an optimal alignment sequence, which is not the case if Cros-alignments are considered. This is the main
interest of considering NMult-alignments.
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3. An algorithm for Align(Nest, Nest; NMult)
We describe now an algorithm that solves ALIGN(Nest, Nest;NMult), and proves our main result (Theorem 14). As far as
we know, the only other alignment algorithm that considered an NMult super-sequence did not consider a full set of edit
operations and a complete weight scheme [13].
Theorem 14. Given two nested arc-annotated sequences A1 and A2, of respective lengths n1 and n2, an optimalNMult-alignment
between A1 and A2 can be computed in O(n4) worst-case time and O(n3) space where n = n1 + n2.
Similarly to other arc-annotated sequence comparison algorithms [11,15], we use the dynamic programming tables
which are indexed by pairs of sub-sequences of the two considered arc-annotated sequences, called indexing pairs, which
can be related to the hierarchy of arc-annotated sequences.
Definition 15 (Indexing Pairs). Let A = (S, P) be an arc-annotated sequence, with S of length n, and C be a class of the
hierarchy of arc-annotated sequences.
(1) An ordered pair of integers I = (x, y), with 1 ≤ x ≤ y ≤ n, is an indexing pair of type C for A if the arc-annotated sequence
A′ = (S, P ∪ {(x, y)}) belongs to C. Its length is y− x+ 1.
(2) The indexing pair I = (x, y) of A defines an arc-annotated sub-sequence of A, denoted by AI = (S I , P I), obtained from A
by deleting from S all the bases that do not belong to S[x..y] and from P all the arcs that have at least one of their bases
that does not belong to S[x..y].
(3) The empty indexing pair, denoted by ∅ is such that A∅ is the empty arc-annotated sequence.
(4) The set of all indexing pairs of type C of A plus the empty indexing pair is denoted by IC(A).
Property 16. Let A1 = (S1, P1) and A2 = (S2, P2) be two nested arc-annotated sequences, C a class of the hierarchy of arc-
annotated sequences and I = (x, y) an indexing pair of A1 that is not of type C. Any alignment M between A1 and A2 such
that (x, j1) ∈ M , (y, j2) ∈ M and (j1, j2) ∈ P2 is not a C-alignment.
Property 16 suggests that to compute the C-alignment distance, we need to consider only indexing pairs of type C as a
more general indexing pair (x, y) could lead to an alignment sequence that is out of class C if an arc is created between x
and y.
From now on, we assume that all indexing pairs and all alignments we consider are of type NMult; in particular we use
I(A) instead of INMULT (A).
Before introducing the four dynamic programming tables we use in our algorithm, we describe whymore than one table
is required. First, in an optimalNMult-alignmentM , given an arc (i1, i2) of P1 and an arc (j1, j2) of P2, it is possible that S1[i1]
is aligned with S2[j1] inM while S1[i2] is not aligned with S2[j2] inM; this cannot happen in an optimal Cros-alignment for
example. This implies that when considering the first base x of an arc (x, y) either from P1 or from P2, even if it is alignedwith
the first base p of an arc (p, q) of the other arc-annotated sequence, it cannot be decided which edit operation will apply on
(x, y) (resp. (p, q)), according to Definition 7 until y (resp. q) is considered, andwe then need to remember the configuration
of x and p (i.e. aligned or not). Four tables Df , Dl and Dfl are used to record such partial alignment decisions taken on arcs.
The tables D, Df , Dl and Dfl are two-dimensional tables indexed by indexing pairs (I, J) defined as follows.
Definition 17 (Dynamic Programming Tables). Let A1 = (S1, P1) and A2 = (S2, P2) be two nested arc-annotated sequences,
I ∈ I(A1) and J ∈ I(A2).
• The cell D[I, J] contains the optimal weight of an alignment between the arc-annotated sub-sequences AI1 and AJ2.• Let I = (x, y) and J = (p, q). The cell Df [I, J] (resp. Dl[I, J]; Dfl[I, J]) contains the minimal weight of an alignment MI,J
between the arc-annotated sub-sequences AI1 and A
J
2 such that S1[x] is aligned with S2[p] in MI,J (resp. S1[y] is aligned
with S2[q] inMI,J ; S1[x] is aligned with S2[p] inMI,J and S1[y] is aligned with S2[q] inMI,J ).• Df [I, J], Dl[I, J], and Dfl[I, J] are not defined if exactly one of the two indexing pairs I and J is the empty indexing pair ∅.• Dfl[I, J] is not defined if exactly one of the two indexing pairs I or J is of length 1.
We first describe how to fill the first values of the tables D, Df , Dl, Dfl, using the value∞ for the cells that are not defined.
Lemma 18 (Initialization of Tables). For every non-empty indexing pair I ∈ I(A1) and J ∈ I(A2)
D[I,∅] =
−
i∈U(AI1)
w(i → λ)+
−
(i1,i2)∈P(AI1)
w((i1, i2)→ λ, λ).
D[∅, J] =
−
j∈U(AJ2)
w(λ→ j)+
−
(j1,j2)∈P(AJ2)
w(λ, λ→ (j1, j2)).
Df [I,∅] = Df [∅, J] = Dl[I,∅] = Dl[∅, J] = Dfl[I,∅] = Dfl[∅, J] = ∞.
Moreover,
D[∅,∅] = Df [∅,∅] = Dl[∅,∅] = Dfl[∅,∅] = 0.
Proof. Direct consequence of Definition 15. 
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Q1(I) = {(I1, I2) ∈ I(A)2 | I1 + I2 = I, ̸ ∃(i1, i2) ∈ P(AI ) | i1 ∈ I1, i2 ∈ I2}
Q2(I) = {(I1, I2) ∈ Q1(I) | I1 = (x, z), z ∈ Pe(AI )}
Q3(I) = {(I1, I2) ∈ Q1(I) | I2 ≠ ∅}
Q4(I) = {(I1, I2) ∈ I(A)2 | I1 + I2 = I, ̸ ∃(i1, i2) ∈ P(AI )\{(x, y)} | i1 ∈ I1, i2 ∈ I2}
Q5(I) = {(I1, I2) ∈ Q4(I) | I1 = (x, z), z ∈ Pe(AI )}
BS1 = w(x → p)+ D[(x+ 1, y), (p+ 1, q)]
BD1 = w(x → λ)+ D[(x+ 1, y), (p, q)],
BI1 = w(λ→ p)+ D[(x, y), (p+ 1, q)]
AS1 = w((x, z1)→ (p, r1))+ D[(x+ 1, z1 − 1), (p+ 1, r1 − 1)] + D[(z1 + 1, y), (r1 + 1, q)]}
AD1 = min(J1,J2)∈Q1(J){w((x, z1)→ λ, λ)+ D[(x+ 1, z1 − 1), J1] + D[(z1 + 1, y), J2]}
AI1 = min(I1,I2)∈Q1(I){w(λ, λ→ (p, r1))+ D[I1, (p+ 1, r1 − 1)] + D[I2, (r1 + 1, q)]}
AB1 = min(J1,J2)∈Q1(J){w((x, z1)→ x, z1)+ Df [(x, z1 − 1), J1)] + Df [(z1, y), J2]}
AB2 = min(J1,J2)∈Q2(J){Dfl[(x, z1), J1] + D[(z1 + 1, y), J2]}
AC1 = min(I1,I2)∈Q1(I){w(p, r1 → (p, r1))+ Df [I1, (p, r1 − 1)] + Df [I2, (r1, q)]}
AC2 = min(I1,I2)∈Q2(I){Dfl[I1, (p, r1)] + D[I2, (r1 + 1, q)]}
AA1 = min(J1,J2)∈Q1(J){w((x, z1)→ x, λ)+ Df [(x, z1 − 1), J1] + D[(z1 + 1, y), J2]}
AA2 = min(J1,J2)∈Q1(J){w((x, z1)→ λ, z1)+ D[(x+ 1, z1 − 1), J1] + Df [(z1, y), J2]}
AA3 = min(J1,J2)∈Q2(J){w((x, z1)→ λ, z1)+ Dl[(x+ 1, z1), J1] + D[(z1 + 1, y), J2]}
ACo1 = min(I1,I2)∈Q1(I){w(p, λ→ (p, r1))+ Df [I1, (p, r1 − 1)] + D[I2, (r1 + 1, q)]}}
ACo2 = min(I1,I2)∈Q1(I){w(λ, r1 → (p, r1))+ D[I1, (p+ 1, r1 − 1)] + Df [I2, (r1, q)]}
ACo3 = min(I1,I2)∈Q2(I){w(λ, r1 → (p, r1))+ Dl[I1, (p+ 1, r1)] + D[I2, (r1 + 1, q)]}
BS2 = w(x → p)+ Dl[(x+ 1, y), (p+ 1, q)]
BD2 = w(x → λ)+ Dl[(x+ 1, y), (p, q)]
BI2 = w(λ→ p)+ Dl[(x, y), (p+ 1, q)]
AS2 = w((x, z1)→ (p, r1))+ D[(x+ 1, z1 − 1), (p+ 1, r1 − 1)] + Dl[(z1 + 1, y), (r1 + 1, q)]
AD2 = min(J1,J2)∈Q3(J){w((x, z1)→ λ, λ)+ D[(x+ 1, z1 − 1), J1] + Dl[(z1 + 1, y), J2]}
AI2 = min(I1,I2)∈Q3(I){w(λ, λ→ (p, r1))+ D[I1, (p+ 1, r1 − 1)] + Dl[I2, (r1 + 1, q)]}
AB3 = min(J1,J2)∈Q1(J){w((x, z1)→ x, z1)+ Df [(x, z1 − 1), J1)] + Dfl[(z1, y), J2]}
AB4 = min(J1,J2)∈Q2(J){Dfl[(x, z1), J1] + Dl[(z1 + 1, y), J2]}
AC3 = min(I1,I2)∈Q1(I){w(p, r1 → (p, r1))+ Df [I1, (p, r1 − 1)] + Dfl[I2, (r1, q)]}
AC4 = min(I1,I2)∈Q2(I){Dfl[I1, (p, r1)] + Dl[I2, (r1 + 1, q)]}
AA4 = min(J1,J2)∈Q3(J){w((x, z1)→ x, λ)+ Df [(x, z1 − 1), J1] + Dl[(z1 + 1, y), J2]}
AA5 = min(J1,J2)∈Q1(J){w((x, z1)→ λ, z1)+ D[(x+ 1, z1 − 1), J1] + Dfl[(z1, y), J2]}
AA6 = min(J1,J2)∈Q2(J){w((x, z1)→ λ, z1)+ Dl[(x+ 1, z1), J1] + Dl[(z1 + 1, y), J2]}
ACo4 = min(I1,I2)∈Q3(I){w(p, λ→ (p, r1))+ Df [I1, (p, r1 − 1)] + Dl[I2, (r1 + 1, q)]}}
ACo5 = min(I1,I2)∈Q1(I){w(λ, r1 → (p, r1))+ D[I1, (p+ 1, r1 − 1)] + Dfl[I2, (r1, q)]}
ACo6 = min(I1,I2)∈Q2(I){w(λ, r1 → (p, r1))+ Dl[I1, (p+ 1, r1)] + Dl[I2, (r1 + 1, q)]}
ABAC1 = min(I1,I2)∈Q4(I){w((x, y)→ x, y)+ w(p, r1 → (p, r1))+ Df [I1, (p, r1 − 1)] + Dfl[I2, (r1 + 1, q)]}
ABAC2 = min(I1,I2)∈Q5(I){w((x, y)→ x, y)+ Dfl[I1, (p, r1)] + Dl[I2, (r1 + 1, q)]}
ACAB1 = min(J1,J2)∈Q4(J){w(p, q → (p, q))+ w((x, z1)→ x, z1)+ Df [(x, z1 − 1), J1] + Dfl[(z1, y), J2]}
ACAB2 = min(J1,J2)∈Q5(J){w((p, q)→ p, q)+ Dfl[(x, z1), J1] + Dl[(z1 + 1, y), J2]}
ABACo = min(I1,I2)∈Q4(I){w((x, y)→ x, y)+ w(p, λ→ (p, r1))+ Df [I1, (p, r1 − 1)] + Dl[I2, (r1 + 1, q)]}
ACAA = min(J1,J2)∈Q4(J){w(p, q → (p, q))+ w((x, z1)→ x, λ)+ Df [(x, z1 − 1), J1] + Dl[(z1 + 1, y), J2]}
ABBS = w((x, y)→ x, y)+ w(x → p)+ Dl[(x+ 1, y), (p+ 1, q)]
ACBS = w(p, q → (p, q))+ w(x → p)+ Dl[(x+ 1, y), (p+ 1, q)]
Fig. 7. Notations used in Lemmas 20–23.
Definition 19 (Partition of Indexing Pair). Given an indexing pair I = (x, y) of an arc-annotated sequence A = (S, P), we
say that two indexing pairs I1 and I2 partition I , denoted by I1 + I2 = I , if either one of them is ∅ and the other one is equal
to I , or I1 = (x, z) and I2 = (z + 1, y)with x ≤ z ≤ y− 1.
In order to shorten the presentation of the equations, we use in Lemmas 20, 21, 22, 23 the following notations: I =
(x, y) ∈ I(A1) and J = (p, q) ∈ I(A2) are two non-empty indexing pairs of two arc-annotated sequences A1 and A2; z1 (resp.
r1) is such that x ≤ z1 ≤ y (resp. p ≤ r1 ≤ q) and (x, z1) ∈ P(A1) (resp. (p, r1) ∈ P(A2)). Notations used in these four
lemmas are described in Fig. 7 and proofs are provided after the four lemmas are stated. We also assume that if an indexing
pair I = (a, b) is such that a > b (resp. a + 1 > b; a > b − 1; a + 1 > b − 1), then (a, b) (resp. (a + 1, b); (a, b − 1);
(a+ 1, b− 1)) represents the empty indexing pair ∅.
Lemma 20 (Filling up Table D). (1) If x ∈ Po(AI1) and p ∈ Po(AJ2), then
D[I, J] = min{AS1, AB1, AB2, AC1, AC2, AA1, AA2, AA3, ACo1, ACo2, ACo3, AD1, AI1}.
(2) If x ∈ Po(AI1) and p ∈ U(AJ2), then
D[I, J] = min{AB1, AB2, AA1, AA2, AA3, AD1, BI1}.
(3) If x ∈ U(AI1) and p ∈ Po(AJ2), then
D[I, J] = min{AC1, AC2, ACo1, ACo2, ACo3, AI1, BD1}.
(4) If x ∈ U(AI1) and p ∈ U(AJ2), then D[I, J] = min{BS1, BD1, BI1}.
Lemma 21 (Filling up Table Df ). (1) If x ∈ Po(AI1) and p ∈ Po(AJ2), then Df [I, J] = min{AS1, AB1, AB2, AC1, AC2, AA1, ACo1}.
(2) If x ∈ Po(AI1) and p ∈ U(AJ2), then Df [I, J] = min{AB1, AB2, AA1}.
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(3) If x ∈ U(AI1) and p ∈ Po(AJ2), then Df [I, J] = min{AC1, AC2, ACo1}.
(4) If x ∈ U(AI1) and p ∈ U(AJ2), then Df [I, J] = BS1.
Lemma 22 (Filling up Table Dl). (1) If x ∈ Po(AI1) and p ∈ Po(AJ2), then
Dl[I, J] = min{AS2, AB3, AB4, AC3, AC4, AA4, AA5, AA6, ACo4, ACo5, ACo6, AD2, AI2}.
(2) If x ∈ Po(AI1) and p ∈ U(AJ2), then
Dl[I, J] = min{AB3, AB4, AA4, AA5, AA6, AD2, BI2}.
(3) If x ∈ U(AI1) and p ∈ Po(AJ2), then
Dl[I, J] = min{AC3, AC4, ACo4, ACo5, ACo6, AI2, BD2}.
(4) If x ∈ U(AI1) and p ∈ U(AJ2), then Dl[I, J] = min{BS2, BD2, BI2}.
Lemma 23 (Filling up Table Dfl). (1) If x ∈ Po(AI1) and (x, y) ∉ P(AI1) and p ∈ Po(AJ2) and (p, q) ∉ P(AJ2), then
Dfl[I, J] = min{AS2, AB3, AB4, AC3, AC4, AA4, ACo4}.
(2) If x ∈ Po(AI1) and (x, y) ∉ P(AI1) and p ∈ U(AJ2), then
Dfl[I, J] = min{AB3, AB4, AA4}.
(3) If x ∈ U(AI1) and p ∈ Po(AJ2) and (p, q) ∉ P(AJ2), then
Dfl[I, J] = min{AC3, AC4, ACo4}.
(4) If x ∈ U(AI1) and p ∈ U(AJ2), then Dfl[I, J] = BS2,
(5) If (x, y) ∈ P(AI1) and (p, q) ∈ P(AJ2), then Dfl[I, J] = AS2.
(6) If (x, y) ∈ P(AI1) and p ∈ Po(AJ2) and (p, q) ∉ P(AJ2), then
Dfl[I, J] = min{ABAC1, ABAC2, ABACo}.
(7) If (x, y) ∈ P(AI1) and p ∈ U(AJ2), then Dfl[I, J] = ABBS.
(8) If x ∈ Po(AI1) and (x, y) ∉ P(AI1) and (p, q) ∈ P(AJ2), then
Dfl[I, J] = min{ACAB1, ACAB2, ACAA}.
(9) If x ∈ U(AI1) and (p, q) ∈ P(AJ2), then Dfl[I, J] = ACBS.
Proof (Lemma 20). The principle is similar to the one in the dynamic programming equations to align non-annotated
sequences. Indeed, we have to consider the three following configurations between x and p: x and p are aligned together,
x is deleted (aligned with −) before p, or p is inserted (aligned with −) before x. The cases where x or p are aligned with
bases but not together are considered through different indexing pairs. The main difference with non-annotated sequence
alignment relies on the fact that x and/or p can belong to an arc, that is whywe consider four cases: both (resp. none) belong
to an arc in case 1 (resp. case 4), only x (resp. p) belongs to an arc in case 2 (resp. case 3).
Let MI,J be an alignment between the arc-annotated sub-sequences AI1 and A
J
2, defined by I = (x, y) and J = (p, q). We
describe below all possible configurations that can be found in MI,J if either x and p are aligned together or one of them is
aligned with− before the other. These configurations are illustrated in Fig. 8.
(1) Assume x ∈ Po(AI1) and p ∈ Po(AJ2). There are three cases depending on the respective alignments of x and p.
(1.a) Assume that x and p are aligned together inMI,J . There are again three cases, depending on the configuration of z1
and/or r1 inMI,J .
(1.a.i) If z1 is aligned with r1 then ((x, z1), (p, r1)) ∈ AS(MI,J) and the inside (resp. outside) of the arc (x, z1) can only be
aligned with the inside (resp. outside) of (p, r1), which is described by AS1.
Note that AS1 also includes the case where if z1 = y and/or r1 = q, due to the initialization of table D described in Lemma 18.
Finally, as (x, z1) and (p, r1) are arcs and I and J are indexing pairs of typeNMult, the indexing pairs considered in AS1 belong
to NMult.
(1.a.ii) If z1 is aligned, either with− or with a base of A2, but after r1 inMI,J , there are again three cases.
(A) z1 is aligned with a base r /∈ Pe(AJ2), which implies that (x, z1) ∈ AB(MI,J).
This case is accounted by AB1, where we record the weight of an arc-breaking for (x, z1) and align the inside and
outside of the arc (x, z1) with all possible partitions of J into two NMult indexing pairs, as defined by Q1; we record
that both x and z1 are aligned with bases of A2 by considering the table Df in both cases. Note that, by considering Df in
Df [(z1, y), J2], we record that r is aligned with a base, which will be used if r ∈ Po(AJ2) to account for the weight of the
edit operation associated with the arc that contains r .
(B) z1 is aligned with a base r ∈ Pe(AJ2), which implies the following two possible cases depending on the base r: either
r ≠ r1 (then (x, z1) ∈ AB(MI,J)) or r = r1 (then ((x, z1), (p, r1)) ∈ AS(MI,J)).
In both cases, as MI,J belongs to NMult, the bases of AI1 between x and z1 (resp. after z1) can only be aligned with
the bases of AJ2 between p and r (resp. after r), and there cannot be an arc in A
J
2 with extremities in these two sets of
bases. This configuration is considered in AB2, where adding the weight induced by the fact that (x, z1) ∈ AB(MI,J) or
((x, z1), (p, r1)) ∈ AS(MI,J), will be done by calling Dfl[(x, z1), J1], that records that both bases x and z1 are aligned with
bases of A2. By construction, all indexing pairs defined by Q2 are of type NMult.
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Fig. 8. Illustration of all possible configurations described in the proof of Lemma 20. A dashed line leaving a base indicates that this base can be either
unpaired or an extremity of an arc, with the relative position (either on the left or on the right of the considered base) of the other extremity of this arc
being indicated by the direction of the dashed line.
(C) z1 is aligned with− inMI,J and after r1 (there is a base in AJ2 that is between p and r1, r1 included, which is aligned inMI,J
with a base of AI1 that is before z1), which implies that (x, z1) ∈ AA(MI,J). This case is considered by AA1, which records
the weight of an arc-altering for (x, z1), as this arc disappears from the two subsequent indexing pairs of A1 defining the
two considered sub-problems, and ensures that no arc of AJ2 will be crossing with (x, z1) inMI,J , by the definition of Q1.
(1.a.iii) If z1 is aligned in MI,J either with a base or with −, but before r1, this case is handled in a symmetrical way by AC1,
AC2 and ACo1, where the weight of the operation on the arc (p, r1) of A2 is recorded and the weight of the operation on the
arc (x, z1) is postponed to a later sub-problem.
Note that, as in (1.a.i), all the above cases hold when z1 = y and/or r1 = q, due to the initialization of the tables described
in Lemma 18.
(1.b) We now assume that x is aligned with− inMI,J , and before p. There are three cases, that we discuss more briefly as
the arguments for their correctness are very similar to the previous ones.
(1.b.i) If z1 is aligned with a base r /∈ Pe(AJ2), then the arc-altering that breaks the arc (x, z1) is handled by AA2.
(1.b.ii) If z1 is aligned with a base r ∈ Pe(AJ2), then the arc-altering that breaks the arc (x, z1) is handled by AA3.
(1.b.iii) If z1 is aligned with a base−, then the arc-deletion that deletes the arc (x, z1) is handled by AD.
(1.c) If p is aligned with− inMI,J , but before x, this case is handled in a similar way with ACo2, ACo3 and AI .
(2) Assume x ∈ Po(AI1) and p ∈ U(AJ2). This case can be deduced from case (1) by not considering any edit operation that
assumes p belongs to an arc in AJ2, namely arc-creation (AC1 and AC2), arc-substitution (AS1), arc-completing (ACo1, ACo2 and
ACo3) and arc-inserting (AI).
(3) Assume x ∈ U(AI1) and p ∈ Po(AJ2). This case can be deduced from case (1) by not considering any edit operation that
assumes x belongs to an arc in AI1, namely arc-breaking (AB1 and AB2), arc-substitution (AS1), arc-altering (AA1, AA2 and AA3)
and arc-deleting (AD).
(4) Finally, if x ∈ U(AI1) and p ∈ U(AJ2), there are three cases, as in the classical string alignment problem: x and p are
aligned together inMI,J (BS1), x is aligned with− before p (BD), and p is aligned with− before x (BI). 
Proof (Lemma 20). The proof follows directly from the proof of Lemma 20 by considering only the cases where x and p are
aligned together. 
Proof (Lemma 22). The proof is similar to the proof of Lemma 20 but here we impose that y and q are aligned together. This
forbids, in some cases, that one of the indexing pairs of a partition of the current indexing pair is empty, which is handled
by Q3. In the case where z1 = y and/or r1 = q, the initialization of tables Dl and Dfl with∞ when exactly one of the two
indexing pairs is empty ensures that y and q are aligned together. 
Proof (Lemma 23). Formulas 1–4 correspond to the cases where neither (x, y) is an arc of AI1 nor is (p, q) an arc of A
J
2. They
follow from Lemma 22 where we keep only the configurations where x and p are aligned together.
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Fig. 9. Illustration of some possible configurations described in the proof of Lemma 23.
Formulas 5–9 correspond to the caseswhere either only (x, y) is an arc (formulas 6 and 7), or only (p, q) is an arc (formulas
8 and 9), or both are arcs (formula 5). They are illustrated (but formula 5 that corresponds to AS2) in Fig. 9.
The general principle for these formulas is that as one of the indexing pairs is an arc, and both its bases are mapped,
then we need to account for at least one arc operation (an arc-breaking for (x, y) or an arc-creation for (p, q)), and possibly
another operation on one of the bases x and p or on the arc that contains it. Q4 and Q5 correspond to Q1 and Q2 when we
allow an arc between the two indexing pairs resulting from a partition, composed of the two extremities of this indexing
pair. From these points, the proofs for formulas 5–9 are similar to the previous proofs. 
Before describing the complete algorithm for the computation of the distance between two arc-annotated sequences A1
and A2, we study the set of indexing pairs that need to be considered. Given an arc-annotated sequence A of length n, we
denote H(A) the set of indexing pairs of A of type NMult such that, either y = n, or y is the end of an arc or y is a base just
before the end of an arc:
H(A) = {(x, y) ∈ I(A) | y = n or ∃w ≤ x s.t. (w, y) ∈ P(A) or (w, y+ 1) ∈ P(A)}.
Lemma 24 (Indexing Pairs to be Considered). Let (I, J) be a couple of NMult indexing pairs of two arc-annotated sequences A1
and A2, that belong to H(A1)× I(A2) ∪ I(A1)× H(A2). Then, in Lemma 20, every couple of indexing pairs (I ′, J ′) that is involved
in the computation of D[I, J] belongs to H(A1)× I(A2) ∪ I(A1)× H(A2).
Proof. We first consider the couples of indexing pairs that are immediately required to compute D[I, J]. It is easy to see,
case by case and from the definition of Q1 and Q2, that they all belong to H(A1) × I(A2) ∪ I(A1) × H(A2). The fact that this
property holds for the later required indexing pairs follows by induction and from the fact that Dl, Df and Dfl are computed
using dynamic programming equations that are restrictions of the ones defined in Lemma 20. 
We now present the main algorithm, that proves Theorem 14.
Proof (Theorem 14). The proof relies on two points: (1) The algorithm computes theweight of an optimalNMult-alignment
between A1 and A2, and (2) the algorithm runs with an O(n4) time complexity and requires O(n3) space.
The validity of the algorithm, i.e. the facts that it fills the cells of the tables D, Df , Dl and Dfl according to Definition 17,
follows from three points.
• Lemmas 18, 20, 21, 22 and 23.
• The couples of indexing pairs which need to be considered in the dynamic programming algorithm are those of
H(A1)× I(A2) ∪ I(A1)× H(A2) (Lemma 24).• The fact that indexing pairs are considered in increasing order of length, and that Dfl[I, J] is computed before Df [I, J] and
Dl[I, J] that are themselves computed before D[I, J] (see Fig. 10). .
We now address the complexity of the algorithm. First, a nested arc-annotated sequence A of length n has O(n2) indexing
pairs in I(A) and O(n) indexing pairs in H(A). Hence, from Lemma 24, the four dynamic programming tables require a space
in O(n3). Regarding the worst-case time complexity, the only point which needs to be addressed is that some dynamic
programming equations consider a set of partitions of the current indexing pair into two indexing pairs. However, by the
definition of the partition of an indexing pair I into two indexing pairs I1 and I2, both I1 and I2, if non-empty, share an
endpoint with I . The time complexity of the algorithm is then bounded by:
|H(A1)|
−
J∈I(A2)
|J|

+

|I(A2)|
−
I∈H(A1)
|I|

+

|I(A1)|
−
J∈H(A2)
|J|

+

|H(A2)|
−
I∈I(A1)
|I|

which is asymptotically equivalent to O(n1 × n32 + n21 × n22 + n21 × n22 + n31 × n2) or equivalently to O(n4). 
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Algorithm : ALIGN(A1 = (S1, P1), A2 = (S2, P2))
Begin
Initialize tables D, Df , Dl and Dfl using Lemma 18
For i = 0→ | S1 | − 1 Do
For x = 1→ | S1 | Do
y = x+ i
If(x, y) ∈ I(A1) Then
For j = 0→ | S2 | − 1 Do
For p = 1→ | S2 | Do
q = p+ j
If(p, q) ∈ I(A2) Then
If(x, y) ∈ H(A2) or (p, q) ∈ H(A2) Then
I = (x, y), J = (p, q)
Compute Dfl[I, J] using Lemma 23
Compute Dl[I, J] using Lemma 22
Compute Df [I, J] using Lemma 21
Compute D[I, J] using Lemma 20
Output: D[(1, | S1 |), (1, | S2 |)]
Algorithm 1. Algorithm to compute the weight of an optimal NMult-alignment between two nested arc-annotated sequences A1 =
(S1, P1) and A2 = (S2, P2).
Fig. 10. Illustration of the algorithm as a matrix with | S1 | rows and | S2 | columns. Each cell (i, j) of the matrix represents a step of the algorithm consisting
in the computation of the values D(I, J), Dl(I, J), Df (I, J) and Dfl(I, J) for all pairs (I, J) ∈ H(A1)× I(A2) ∪ I(A1)× H(A2)where I is of length i+ 1, and J is
of length j+ 1. The steps that should be completed prior to step (i, j) are steps (k, l)where k ≤ i and l ≤ j. Thus, the steps of the algorithm are completed
in a row-major order: (k, l) precedes (i, j) if k < i or, k = i and l < j.
4. Conclusion
Weproposed an extension of the hierarchy of arc-annotated sequences, introducing a new class namedNMult. Based on
this extension and on the arc-annotated sequence alignment framework introduced in [3,5], we introduced new alignment
problems. The polynomial time and space algorithmwe propose for computing theNMult-alignment distance between two
nested arc-annotated sequences solves the most general known tractable problem in the extended hierarchy of alignment
problems, when considering all the edit operations introduced in [15] and a complete weight scheme. This extends previous
results aboutAlign(Nest, Nest; Nest) [3,5]. As far aswe know, the only other alignment algorithm that considered anNMult
super-sequence did not consider all edit operations and a complete weight scheme [13].
From an applied point of view, it remains to see if the tractability of Align(Nest, Nest; NMult) has a significant impact on
RNA secondary structure alignments. Preliminary results on RNA structures retrieved from the database RFAM [10] showed
few examples where the optimal NMult-alignment was different from the optimal Nested-alignment.
Froma theoretical point of view, the issue ofweighting schemes is fundamental. The hardness ofALIGN(Nest, Nest; Cros)
was proved in [4,19], in the case of a weight scheme that prevents to use the arc-breaking operation. It then remains open to
extend this hardness result to the case of a complete weight scheme. More generally, no hardness proof for the comparison
of arc-annotated sequences using edit operation do rely on a complete weighing scheme, which suggests that some more
general tractable problems could be identified with a complete set of edit operations.
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