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Canonical bases of higher-level q-deformed Fock
spaces and Kazhdan-Lusztig polynomials
Denis Uglov ∗
Abstract
The aim of this paper is to generalize several aspects of the recent work of Leclerc-
Thibon and Varagnolo-Vasserot on the canonical bases of the level 1 q-deformed Fock
spaces due to Hayashi. Namely, we define canonical bases for the higher-level q-
deformed Fock spaces of Jimbo-Misra-Miwa-Okado and establish a relation between
these bases and (parabolic) Kazhdan-Lusztig polynomials for the affine Weyl group of
type A
(1)
r−1. As an application we derive an inversion formula for a sub-family of these
polynomials.
∗Research Institute for Mathematical Sciences, Kyoto University, 606 Kyoto, Japan.
1 Introduction
For any symmetrizable Kac-Moody Lie algebra gKashiwara introduces in [11] the notion of
a lower global crystal basis of an integrable moduleM of the universal quantum enveloping
algebra Uq(g). Furthermore, he proves the existence and uniqueness of such a basis when
M is irreducible.
The lower global crystal bases of irreducible modules were recently recognized to be
closely related with the representation theory of Hecke algebras. It was conjectured in [16]
that the vacuum irreducible module of ŝln at level 1 can be identified with the direct sum
⊕mKm where Km is the complexified Grothendieck group of finitely generated projective
modules of the Hecke algebra Hm(v) at v a complex nth root of unity. Furthermore, it
was conjectured that under this identification the specialization of the lower global crystal
basis at q = 1 corresponds to the basis of K formed by the indecomposable summands of
the Hecke algebra. Proofs of these conjectures, and of a more general result providing a
similar interpretation of the lower global crystal basis for any irreducible integrable module
of ŝln, were given in [2].
If an integrable module of a quantum enveloping algebra is not irreducible, it can have
more than one lower global crystal basis. An example is the q-deformed Fock space of
Hayashi [9, 20] which is a reducible integrable module of Uq(ŝln) at level 1 spanned by
the set of all partitions. One may then ask whether among the many lower global crystal
bases of the q-deformed Fock space one can single out a canonical one with particularly
favorable properties.
Leclerc and Thibon gave a definition of such a canonical basis in [17]. The essential
point of their definition was to introduce a bar-involution of the q-deformed Fock space by
using the semi-infinite wedge construction of the latter given by Stern [22, 13]. With the
involution in hand, the canonical basis is defined as the unique bar-invariant basis with a
certain congruence property with respect to the Q[q]-lattice spanned by partitions.
It was conjectured in [17] that the specialization at q = 1 of the transition matrix be-
tween the canonical basis of the q-deformed Fock space and the basis formed by partitions
coincides with the decomposition matrix of the Weyl modules of the v-Schur algebra at v
a complex nth root of unity. This conjecture has been proved in [25] where it was shown
that the entries of the transition matrix are given by certain parabolic Kazhdan-Lusztig
polynomials for affine Weyl groups of type A
(1)
r−1. An excellent review of these developments
can be found in [18].
The higher-level q-deformed Fock spaces generalizing that of Hayashi have been intro-
duced in [10] in order to compute the crystal graph of an arbitrary irreducible integrable
module of Uq(ŝln). For each sequence of l integers, called charge, there is a q-deformed
Fock space which is an integrable module of Uq(ŝln) at level l having as a basis the set of
all l-tuples of partitions.
The main aim of this article is to give a construction of canonical bases for these
q-deformed Fock spaces generalizing the construction of Leclerc and Thibon for level 1.
As in that case, the first step of this construction is to give a semi-infinite wedge
realization of each q-deformed Fock space. This already has been done in [23], and we
follow that paper except in some minor details. The wedge realization allows to define on a
q-deformed Fock space a natural bar-involution. Then the definition of the canonical basis
proceeds exactly as in the level 1 case. In particular, as in [25], we find that the entries of
the transition matrix between the canonical basis and the basis formed by the l-tuples of
partitions are parabolic Kazhdan-Lusztig polynomials, the type of the parabolic subgroup
1
being determined by the charge of the q-deformed Fock space.
For a q-deformed Fock space of charge (s1, . . . , sl) the Uq(ŝln)-submoduleM generated
by the l-tuple of empty partitions is isomorphic to the irreducible module with the highest
weight
∑l
b=1Λsbmodn. The canonical basis of the Fock space is, as in the case of level 1, a
lower global crystal basis and contains the lower global crystal basis of M as a subset.
The definition of the canonical bases given in this article is constructive. It provides
one with a simple algorithm for computation of the transition matrices between these
bases and the bases formed by l-tuples of partitions. Due to the main result of [2], the
sub-matrix of this transition matrix that corresponds to the expansion of the lower global
crystal basis of M is known to be a q-analogue of the decomposition matrix of a certain
Ariki-Koike algebra at the nth root of unity. We get, therefore, an algorithm for computing
this decomposition matrix.
Now let us give an outline of the present article. In Section 2 we give the definitions of
the q-deformed Fock spaces, of their crystal bases and of the lower global crystal bases of
their irreducible submodules. This part is entirely expository, and follows mostly the work
[5]. In Section 3, after giving the necessary background on affine Weyl groups and affine
Hecke algebras, we introduce wedge products and their canonical bases. Also we establish
the connection between these canonical bases and parabolic Kazhdan-Lusztig polynomials.
Most of the results of this part are straightforward generalizations of results of [13] and of
a small subset of results in [25]. In the first part of Section 4 we give the realizations of the
q-deformed Fock spaces as subspaces of the semi-infinite wedge products. Here we follow,
with some deviations, the paper [23]. In the second part of this section we introduce
the bar-involution and define the canonical bases. The content of this part is very close
to the content of [17]. In Section 5 we describe a symmetry of the bar-involution, and
derive, by using this symmetry an inversion formula for certain parabolic Kazhdan-Lusztig
polynomials. When the level l equals 1, this formula has already been established in [18].
Finally, in Section 6 we give some tables of the canonical bases.
Since most of the results of the present article are to be found, in the special case of
level 1, in [18], we tried to organize the exposition so that it parallels the relevant parts
of that work.
The preliminary version of this article appeared as the preprint [24].
2 The q-deformed Fock spaces
2.1 Definitions
Let h = (⊕n−1i=0Qhi)⊕Q∂ be the Cartan subalgebra of ŝln, and let h
∗ = (⊕n−1i=0QΛi)⊕Qδ
be its dual. Here Λ0, . . . ,Λn−1 and δ are, respectively, the fundamental weights and the
null root defined in terms of the pairing between h∗ and h by
〈Λi, hj〉 = δij, 〈Λi, ∂〉 = 〈δ, hi〉 = 0, 〈δ, ∂〉 = 1.
The space h∗ is equipped with a bilinear symmetric form defined by
(Λi|Λj) = min(i, j) −
ij
n , (Λi|δ) = 1, (δ|δ) = 0.
For Λ ∈ h∗ we shall write |Λ|2 to mean (Λ|Λ). It will be convenient to extend the index
set of the fundamental weights to all integers by setting Λi = Λimodn for i ∈ Z. Then the
simple roots are defined for all integer i as αi = 2Λi −Λi+1 −Λi−1 + δi≡0modnδ, where for
a statement S we put δS = 1 if S is true and δS = 0 if otherwise.
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Let Uq(ŝln) be the q-deformed universal enveloping algebra of ŝln. This is an algebra over
K = Q(q) with generators ei, fi, ti, (ti)
−1 (i = 0, . . . , n− 1) and ∂. The relations between
ei, fi, ti, (ti)
−1 are standard (see e.g. [14]). We define the relations between the degree
generator ∂ and the rest of the generators by
[∂, ei] = δi,0ei, [∂, fi] = −δi,0fi, [∂, ti] = 0.
For l ∈ Z, a module M of Uq(ŝln) is said to have level l if the canonical central element
t0t1 · · · tn−1 of Uq(ŝln) acts onM as the multiplication by q
l. Let U ′q(ŝln) be the subalgebra
of Uq(ŝln) generated by ei, fi, ti, (ti)
−1.
For a non-negative integer k, let Πk be the set of partitions of k, i.e. the set of all
non-decreasing sequences of non-negative integers λ = (λ1, λ2, . . . ) summing to k. Let
Π = ⊔k>0Πk be the set of all partitions. For l ∈ N, an element λl = (λ
(1), . . . , λ(l)) of Πl
is called an l-multipartition. It will be convenient to identify a multipartition λl with its
diagram defined as the set
{(i, j, b) ∈ N3 | 1 6 b 6 l, 1 6 j 6 λ
(b)
i }.
An element of the diagram of a multipartition λl is called a node of λl, and the total
number of nodes of λl is denoted by |λl|.
Let sl = (s1, . . . , sl) be a sequence of l integers. With any such sequence one associates
the q-deformed Fock space Fq[sl] defined as
Fq[sl] =
⊕
λl∈Πl
K |λl, sl〉.
In other words, Fq[sl] is a K-linear space with a distinguished basis |λl, sl〉 labelled by the
set of all l-multipartitions. The number l is called the level of Fq[sl], and the sequence sl
is called the charge of Fq[sl].
It was shown in [10] that Fq[sl] can be endowed with a structure of an integrable
Uq(ŝln)-module. We shall describe this structure following the exposition given in [5].
To do this we introduce some notations. For a node γ = (i, j, b) of a multipartition λl
one defines its n-residue as resn(γ) = (sb + j − i) mod n. For i between 0 and n − 1,
we say that γ ∈ λl is an i-node of λl if resn(γ) = i. Given two nodes γ = (i, j, b) and
γ′ = (i′, j′, b′) of a multipartition λl, we write γ < γ
′ if either (sb + j − i) < (sb′ + j
′ − i′)
or (sb + j − i) = (sb′ + j
′ − i′) and b < b′. If µl and λl are two multipartitions such that
µl ⊃ λl, and γ = µl \λl is an i-node of µl, we say that γ is a removable i-node of µl, and
is an addable i-node of λl. In this case we define
N>i (λl, µl|sl, n) = ♯{ addable i-nodes γ
′ of λl such that γ
′ > γ} −
− ♯{ removable i-nodes γ′ of λl such that γ
′ > γ},
N<i (λl, µl|sl, n) = ♯{ addable i-nodes γ
′ of λl such that γ
′ < γ} −
− ♯{ removable i-nodes γ′ of λl such that γ
′ < γ}.
Also, for a multipartition λl and i between 0 and n− 1 we define
Ni(λl|sl, n) = ♯{ addable i-nodes of λl} − ♯{ removable i-nodes of λl},
Mi(λl|sl, n) = ♯{ i-nodes of λl},
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and for sl = (s1, . . . , sl) ∈ Z
l we set
∆(sl|n) =
1
2
l∑
b=1
|Λsb |
2 +
1
2
l∑
b=1
(
s2b
n
− sb).
Now we can state
Theorem 2.1 ([10, 5]). The following formulas define on Fq[sl] a structure of an inte-
grable Uq(ŝln)-module.
fi|λl, sl〉 =
∑
resn(µl/λl)=i
q N
>
i
(λl,µl|sl,n) |µl, sl〉,
ei|µl, sl〉 =
∑
resn(µl/λl)=i
q−N
<
i (λl,µl|sl,n) |λl, sl〉,
ti|λl, sl〉 = q
Ni(λl|sl,n)|λl, sl〉,
∂|λl, sl〉 = −(∆(sl|n) +M0(λl|sl, n))|λl, sl〉.
Remark 2.2. Our labeling of the basis vectors differs from that of [5] by the transfor-
mation reversing the order of components in λl = (λ
(1), . . . , λ(l)) and sl = (s1, . . . , sl).
Also, Theorem 2.1, as well as Theorem 2.4 below, are stated in [5] only for sl such that
n > s1 > s2 > · · · > sl > 0. Generalizations for all sl ∈ Z
l are straightforward.
Note that the vector |∅l, sl〉, where ∅l denotes the l-tuple of empty partitions, is a highest
weight vector of Fq[sl]. Since Fq[sl] is an integrable module, it follows that
Mq[sl] = Uq(ŝln) |∅l, sl〉
is an irreducible submodule of Fq[sl]. Computing the weight of |∅l, sl〉 in accordance with
Theorem 2.1, we see that Mq[sl] is isomorphic to the irreducible Uq(ŝln)-module Vq(Λ)
with highest weight Λ = −∆(sl|n)δ + Λs1 + · · ·+ Λsl .
2.2 Crystal bases.
The q-deformed Fock spaces were introduced in [10] in order to compute the crystal graphs
of irreducible integrable modules of Uq(ŝln). We have seen that any such module is em-
bedded into a q-deformed Fock space as the component generated by the highest weight
vector labelled by the empty multipartition. From the crystal base theory it follows that
the crystal graph of an irreducible module is embedded into the crystal graph of the cor-
responding Fock space. The last crystal graph was described in [10]. To recall how the
arrows of this graph are obtained, we introduce, following [5], the notion of a good node
of a multipartition λl.
First, observe that for each i between 0 and n − 1 the relation γ < γ′ defines a total
order on the set of all i-addable and i-removable nodes.
Example 2.3. Let n = 3, l = 4 and sl = (5, 0, 2, 1). Then, marking the 0-addable and
the 0-removable nodes of the multipartition
λl = ((5, 3
2, 1), (3, 2), (4, 3, 1), (23 , 1))
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on the diagram of λl by •, we get
•
•
•
•
•
•
•
•
•
• .
So, these nodes are ordered as
A−3,4 < R0,2 < R0,3 < R0,4 < A3,1 < A3,2 < R3,3 < A3,4 < A6,3 < R9,1,
where Ad,b (Rd,b) denotes an addable (removable) node (i, j, b) with sb + j − i = d. ⋄
Next, for a multipartition λl write the sequence of its addable and removable i-nodes
ordered as explained above. Then, remove from this sequence recursively all pairs RA
until no such pairs remain. The resulting sequence then has the form A . . . AR . . . R.
The rightmost R-node in this sequence is called the good removable i-node of λl, and the
leftmost A-node in this sequence is called the good addable i-node of λl. Clearly there can
be at most one of each. For instance, for the multipartition considered in Example 2.3 the
nodes A−3,4 and R9,1 are good 0-nodes.
Let A ⊂ Q(q) be the ring of rational functions without pole at q = 0. Let L[sl] =
⊕λl∈ΠlA|λl, sl〉, and let B[sl] be the Q-basis of L[sl]/qL[sl] given by B[sl] = {|λl, sl〉 mod
qL[sl] | λl ∈ Π
l}.
Theorem 2.4 ([10, 5]). The pair (L[sl],B[sl]) is a lower crystal basis of Fq[sl] at q = 0.
Moreover, the crystal graph B[sl] contains the arrow
|λl, sl〉 mod qL[sl]
i
−→ |µl, sl〉 mod qL[sl]
if and only if µl is obtained from λl by adding a good i-node.
Let Πl(sl) be the subset of Π
l such that B[sl]
◦ = {|λl, sl〉 mod qL[sl] | λl ∈ Π
l(sl)} is the
set of vertices in the connected component of |∅l, sl〉 mod qL[sl] in the crystal graph B[sl]
of Fq[sl]. Then Theorem 3 of [11] implies that B[sl]
◦ is isomorphic to the crystal graph of
the irreducible submodule Mq[sl] of Fq[sl].
Let us now briefly review the notion of the global crystal base of an irreducible mod-
ule Mq[sl]. First, recall the involution x 7→ x of U
′
q(ŝln) defined as the unique algebra
automorphism satisfying
q = q−1, ti = (ti)
−1, ei = ei, fi = fi.
Now, each vector v of Mq[sl] can be written as v = x|∅l, sl〉 for some x ∈ U
′
q(ŝln). Then
we set v = x|∅l, sl〉. Finally, denote by U
−
Q the Q[q, q
−1]-subalgebra of U ′q(ŝln) generated
by the q-divided differences fki /[k]!, and let Mq[sl]Q = U
−
Q |∅l, sl〉. (Here, [k]! denotes the
q-factorial, that is [k] = (qk − q−k)/(q − q−1) and [k]! = [k][k − 1] · · · [1].)
Theorem 2.5 ([11]). There exists a unique Q[q, q−1]-basis {G(λl, sl) | λl ∈ Π
l(sl)} of
Mq[sl]Q such that
G(λl, sl) = G(λl, sl),(i)
G(λl, sl) ≡ |λl, sl〉 mod qL[sl].(ii)
The basis {G(λl, sl) | λl ∈ Π
l(sl)} is called the lower global crystal basis of Mq[sl].
5
3 Canonical bases of wedge products
3.1 Affine Weyl group
Let t∗ = ⊕ri=1Cεi be the dual space of the Cartan subalgebra of glr. Let tˆ
∗ = t∗⊕CΛ0⊕Cδ
be the dual space of the Cartan subalgebra of ĝlr. The space tˆ
∗ is equipped with the
bilinear symmetric form defined by (εi, εj) = δij , (εi,Λ0) = (εi, δ) = (δ, δ) = (Λ0,Λ0) = 0,
(Λ0, δ) = 1. The systems of roots R, of positive roots R
+ and simple roots Π of type Ar−1
are the subsets of t∗ defined by
R = {αij = εi − εj | i 6= j},
R+ = {αij | i < j},
Π = {α1, . . . , αr−1}, (αi := αii+1).
The systems of roots R̂, of positive roots R̂+ and simple roots Π̂ of type A
(1)
r−1 are the
subsets of tˆ∗ defined by
R̂ = {α+ kδ | α ∈ R, k ∈ Z},
R̂+ = {α+ kδ | α ∈ R+, k > 0} ⊔ {−α+ kδ | α ∈ R+, k > 0},
Π̂ = {α0 := δ − (ε1 − εr)} ⊔Π.
The Weyl groupW of glr is isomorphic to the symmetric groupSr, and has a realization as
the group generated by the reflections sα(ξ) = ξ−(α, ξ)α, (α ∈ R) of t
∗. Let Q = ⊕r−1i=1Zαi
and P = ⊕ri=1Zεi be, respectively, the root and the weight lattices of glr. They both are
preserved by W.
The affine Weyl group is defined as the semi-direct product
Ŵ =W ⋉ P
with relations wtη = tw(η)w, where w and tη are elements of Ŵ that correspond to w ∈W,
η ∈ P. The group Ŵ contains the Weyl group W˜ = W ⋉ Q of type A
(1)
r−1 as a subgroup.
The group Ŵ acts on tˆ∗ by
sα(ζ) =ζ − (α, ζ)α, (ζ ∈ tˆ
∗, α ∈ R),
tη(ζ) =ζ + (δ, ζ) η − ((η, ζ) +
1
2(η, η)(δ, ζ)) δ, (ζ ∈ tˆ
∗, η ∈ P ).
This action preserves the root system R̂, and the bilinear form on tˆ∗ is invariant with
respect to this action.
For an affine root αˆ = α+ kδ (α ∈ R, k ∈ Z), define the corresponding affine reflection
as sαˆ = t−kα sα, and put si = sαi (i = 0, 1, . . . , r − 1), π = tε1s1 · · · sr−1. The group Ŵ is
generated by π, π−1, s0, s1, . . . , sr−1 and is defined by the relations
sisi+1si = si+1sisi+1,
sisj = sjsi (i− j 6= ±1),
s2i = 1, πsi = si+1π,
where the subscripts are understood to be modulo r. In this presentation W˜ is the Coxeter
subgroup generated by s0, s1, . . . , sr−1, and Ŵ ∼= Ω ⋉ W˜ where Ω ∼= Z is the subgroup of
Ŵ generated by π, π−1.
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For w ∈ Ŵ let S(w) = R̂+ ∩w−1(R̂−) where R̂− = R̂ \ R̂+ is the set of negative roots.
The length l(w) of w is defined as the number ♯S(w) of elements in S(w). The length of w
is zero if and only if w ∈ Ω. A partial order on Ŵ is defined by πkw  πk
′
w′ (w,w′ ∈ W˜ )
if k = k′, and w  w′ in the Bruhat order of W˜ .
The following lemma follows immediately from the definition of S(w).
Lemma 3.1.
(i) For w ∈ Ŵ , S(w−1) = −w(S(w)).
(ii) For u, v ∈ W˜ , S(u) = S(v) implies u = v.
(iii) For w ∈W, λ ∈ P
l(w tλ) =
∑
α∈R+, w(α)∈R+
|(λ, α)| +
∑
α∈R+, w(α)∈R−
|1 + (λ, α)|.
A corollary to (iii) above is the equality l(tλ) = l(tµ) for λ, µ ∈ P such that λ = w(µ) for
some w ∈W.
The following lemma is contained in [1] as Definition and Proposition 2.2.2.
Lemma 3.2. For λ ∈ P, let w be the shortest element of W such that w(λ) ∈ P+. Then
S(w) = {α ∈ R+ | (λ, α) < 0}.
Proposition 3.3. For every x ∈ Ŵ there is a unique factorization of the form x = u tλv,
where u, v ∈ W, λ ∈ P+, and S(v) = {α ∈ R+ | (λ, v(α)) < 0}. Moreover, l(x) =
l(u) + l(tλ)− l(v).
Proof Every x ∈ Ŵ can be factorized as x = w tµ, where w ∈ W, µ ∈ P. Let v ∈ W be
the shortest element such that v(µ) ∈ P+. By Lemma 3.2, S(v) = {α ∈ R+ | (µ, α) < 0}.
The desired factorization is afforded by x = u tλv, with u = wv
−1, λ = v(µ).
Assume x = u1 tλ1v1 = u2 tλ2v2, where ui, vi, λi satisfy the conditions listed in the
statement of the proposition. Put µi = v
−1
i (λi), so that x = uivi tµi . The presentation of
x in the form w tµ, (w ∈ W, µ ∈ P ) is unique, hence µ1 = µ2, u1v1 = u2v2. The equality
µ1 = µ2 implies S(v1) = S(v2), whence v1 = v2, and, therefore, u1 = u2. The factorization
is unique.
It remains to show the relation l(x) = l(u)+ l(tλ)− l(v). The length formula of Lemma
3.1 together with S(v) = {α ∈ R+ | (µ, α) < 0} give
l(x) = l(w tµ) =
∑
α∈R+\S(v), w(α)∈R−
1−
∑
α∈S(v), w(α)∈R−
1 +
∑
α∈R+\S(v)
(µ, α)−
∑
α∈S(v)
(µ, α).
On the other hand
l(v) =
∑
α∈S(v)
1 =
∑
α∈S(v), w(α)∈R+
1 +
∑
α∈S(v), w(α)∈R−
1,
l(u) = l(wv−1) =
∑
α∈R+\S(v), w(α)∈R−
1 +
∑
α∈S(v), w(α)∈R+
1,
l(tλ) = l(tµ) =
∑
α∈R+\S(v)
(µ, α)−
∑
α∈S(v)
(µ, α).
The relation l(x) = l(u) + l(tλ)− l(v) follows. 
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3.1.1 A right action of Ŵ on P.
Let n be a positive integer, and define a right action of Ŵ on P by
ζ · si = si(ζ), (ζ ∈ P, 1 6 i < r),
ζ · tµ = ζ + nµ, (ζ ∈ P, µ ∈ P ).
(1)
In coordinates (ζ1, . . . , ζr) of ζ =
∑r
i=1 ζiεi this action looks as follows
(ζ1, . . . , ζr) · si = (. . . , ζi+1, ζi, . . . ), (1 6 i < r),
(ζ1, . . . , ζr) · tεi = (. . . , ζi + n, . . . ). (1 6 i 6 r).
Hence
(ζ1, . . . , ζr) · π = (ζ2, . . . , ζr, ζ1 + n),
(ζ1, . . . , ζr) · s0 = (ζr − n, ζ2, . . . , ζr−1, ζ1 + n).
Define An ⊂ P by
An = {a = (a1, . . . , ar) ∈ P | 1 6 a1 6 a2 6 · · · 6 ar 6 n}.
Then An is a fundamental domain of the action given by (1). For a ∈ An, denote by Wa
the stabilizer of a. The inequality ar − a1 < n implies that Wa ⊂ W. Let
aŴ (resp.aW )
be the set of minimal length representatives in the cosets Wa \ Ŵ (resp.Wa \W ).
Lemma 3.4. Let x = u tλv be the factorized presentation of x ∈ Ŵ given by Proposition
3.3. Then x ∈ aŴ if and only if u ∈ aW.
Proof For any w ∈Wa the factorized presentation of wx is wx = (wu) tλv. It now follows
from the length relation of Proposition 3.3 that l(wx) > l(x) ⇐⇒ l(wu) > l(u), i.e. x is
the shortest element of its coset if and only if u is the shortest element of its coset. 
Lemma 3.5 ([1]). For a ∈ An, let R+a = {εi − εj ∈ R
+ | ai = aj}. Then
aW = {u ∈W | S(u−1) ⊂ R+ \R+a }.
For w ∈W let a map w : {1, . . . , r} → {1, . . . , r} be defined by εw−1(i) = w(εi). Note that
for u, v ∈W, u(v(i)) = vu(i).
Lemma 3.6. Let u ∈ aW, and let c = (c1, . . . , cr) = a · u. Then
S(u) = {εi − εj ∈ R
+ | ci > cj}.
Proof Observe that ci = au−1(i) for all i = 1, . . . , r. Also, εi − εj ∈ S(u) if and only if
i < j, u−1(i) > u−1(j). Since the sequence a is non-decreasing, i < j, au−1(i) > au−1(j)
implies i < j, u−1(i) > u−1(j), i.e. εi − εj ∈ S(u). Conversely, εi − εj ∈ S(u) implies, by
Lemma 3.1 (i) and Lemma 3.5, that u(εj − εi) = εu−1(j) − εu−1(i) ∈ R
+ \ R+a . This gives
au−1(i) > au−1(j), and the lemma follows. 
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Proposition 3.7. For a ∈ An and x ∈ aŴ , let a · x = (c1 + nµ1, . . . , cr + nµr), where
ci ∈ {1, . . . , n} and µi ∈ Z. Then
l(x) = ♯{i < j | ci > cj, µi > µj}+ ♯{i < j | ci < cj , µi < µj}+∑
i<j, µi>µj
(µi − µj) +
∑
i<j, µi<µj
(µj − µi − 1).
Proof Let x = u tλv be the factorized presentation of Proposition 3.3. The expression for
l(x) follows from l(x) = l(u)+ l(tλ)− l(v), Lemma 3.4, Lemma 3.6 and the length formula
of Lemma 3.1(iii) 
Proposition 3.8. For a ∈ An, let x ∈ aŴ , and let ζ = (ζ1, . . . , ζr) = a·x. Put ζ0 = ζr−n.
Then for each i = 0, 1, . . . , r − 1 one has the following complete set of alternatives:
ζi = ζi+1 ⇐⇒ xsi 6∈
aŴ ,(i)
ζi > ζi+1 ⇐⇒ xsi ∈
aŴ , l(xsi) = l(x)− 1,(ii)
ζi < ζi+1 ⇐⇒ xsi ∈
aŴ , l(xsi) = l(x) + 1.(iii)
Moreover, in the case (i), xsi = sjx where sj ∈Wa.
Proof First, we show (i). Let ζi = ζi+1, then ζ · si = ζ. Assuming xsi ∈
aŴ the length
formula of Proposition 3.7 is applicable, and immediately gives l(xsi) = l(x), which is
impossible. Hence, ζi = ζi+1 =⇒ xsi 6∈
aŴ . Now let xsi 6∈
aŴ . By [4, Lemma 2.1 (iii)],
in this case xsi = sjx for some sj ∈ Wa, which implies ζ · si = ζ, hence ζi = ζi+1. Thus
ζi = ζi+1 ⇐= xsi 6∈
aŴ .
Let ζi > ζi+1 (resp. ζi < ζi+1). Then xsi ∈
aŴ , and one may use the length formula
of Proposition 3.7 to show l(xsi) = l(x) − 1 (resp. l(xsi) = l(x) + 1). Since (i) is already
established, this proves (ii) and (iii).
Finally, [4, Lemma 2.1 (iii)] states that in the case (i), xsi = sjx where sj ∈Wa. 
3.1.2 A left action of Ŵ on P.
Let l be a positive integer, and define a left action of Ŵ on P by
si · η = si(η), (η ∈ P, 1 6 i < r),
tµ · η = η + lµ, (η ∈ P, µ ∈ P ).
(2)
In coordinates (η1, . . . , ηr) of η =
∑r
i=1 ηiεi this action looks as follows
si · (η1, . . . , ηr) = (. . . , ηi+1, ηi, . . . ), (1 6 i < r),
tεi · (η1, . . . , ηr) = (. . . , ηi + l, . . . ). (1 6 i 6 r).
Hence
π · (η1, . . . , ηr) = (ηr + l, η1, . . . , ηr−1),
s0 · (η1, . . . , ηr) = (ηr + l, η2, . . . , ηr−1, η1 − l).
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Define Bl ⊂ P by
Bl = {b = (b1, . . . , br) ∈ P | l > b1 > b2 > · · · > br > 1}.
Then Bl is a fundamental domain of the action given by (2). For b ∈ Bl, denote by Wb
the stabilizer of b. The inequality b1 − br < l implies that Wb ⊂W. Let Ŵ
b (resp. W b) be
the set of minimal length representatives in the cosets Ŵ/Wb (resp.W/Wb).
Lemma 3.9 ([1]). For b ∈ Bl, let R+b = {εi − εj ∈ R
+ | bi = bj}. Then
W b = {v ∈W | S(v) ⊂ R+ \R+b }.
Lemma 3.10. Let v ∈W b, and let d = (d1, . . . , dr) = v · b. Then
S(v−1) = {εi − εj ∈ R
+ | di < dj}.
Proposition 3.11. For b ∈ Bl and x ∈ Ŵ b, let x · b = (d1 + lµ1, . . . , dr + lµr), where
di ∈ {1, . . . , l} and µi ∈ Z. Then
l(x) = ♯{i < j | di < dj, µi 6 µj}+ ♯{i < j | di > dj , µi > µj}+∑
i<j, µi>µj
(µi − µj − 1) +
∑
i<j, µi<µj
(µj − µi).
Proposition 3.12. For b ∈ Bl, let x ∈ Ŵ b, and let η = (η1, . . . , ηr) = x·b. Put η0 = ηr+l.
Then for each i = 0, 1, . . . , r − 1 one has the following complete set of alternatives:
ηi = ηi+1 ⇐⇒ six 6∈ Ŵ
b,(i)
ηi > ηi+1 ⇐⇒ six ∈ Ŵ
b, l(six) = l(x) + 1,(ii)
ηi < ηi+1 ⇐⇒ six ∈ Ŵ
b, l(six) = l(x)− 1.(iii)
Moreover, in the case (i), six = xsj where sj ∈Wb.
We omit proofs of Lemma 3.10 and of the last two propositions because they are almost
identical to the proofs of Lemma 3.6 and of Propositions 3.7, 3.8.
3.2 Affine Hecke algebra
The Hecke algebra Ĥ of the Weyl group Ŵ is the algebra over K = Q(q) with basis Tx
(x ∈ Ŵ ) and relations
TxTy = Txy whenever l(xy) = l(x) + l(y),
(Tsi − q
−1)(Tsi + q) = 0 for all i = 0, 1, . . . , r − 1.
The subalgebra H of Ĥ generated by Tw (w ∈ W ) is isomorphic to the Hecke algebra of
the finite Weyl groupW. A system of generators of Ĥ is afforded by elements Tπ, Tπ−1 and
T0, T1, . . . , Tr−1 where, for simplicity, we put Ti := Tsi .
Another system of generators is obtained as follows. For λ ∈ P, write λ = µ− ν where
µ, ν ∈ P+, and define
Xλ = TtνT
−1
tµ .
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Note that Lemma 3.1 (iii) implies l(tµtν) = l(tµ)+ l(tν) for µ, ν ∈ P
+. From this it follows
that Xλ does not depend on the choice of µ, ν ∈ P+, and
XλXµ = Xλ+µ for λ, µ ∈ P.
A proof of the following result is contained, e.g. in [15].
Lemma 3.13. (i) The elements Xλ,λ ∈ P, T1, . . . , Tr−1 generate Ĥ.
(ii) For λ ∈ P, i = 1, . . . , r − 1,
XλTi = TiX
si(λ) + (q − q−1)
Xsi(λ) −Xλ
1−Xαi
,
TiX
λ = Xsi(λ)Ti + (q − q
−1)
Xsi(λ) −Xλ
1−Xαi
.
Following [21] let us now briefly recall the notions of the canonical bases and the
Kazhdan-Lusztig polynomials of Ŵ .
First, we recall that there is a canonical involution h 7→ h of Ĥ defined as the unique
algebra automorphism such that Tx = (Tx−1)
−1 and q = q−1. A proof of the following
lemma is straightforward.
Lemma 3.14. For u, v ∈W and λ ∈ P,
TuXλ (Tv−1)
−1 = TuωX
ω(λ) (T(ωv)−1)
−1,
where ω is the longest element of W.
Let L+ (resp. L−) be the lattice spanned over Z[q] (resp. Z[q−1]) by Tx (x ∈ Ŵ ). The
canonical bases C ′x, Cx (x ∈ Ŵ ) are the unique bases of Ĥ with the properties
C ′x = C
′
x, Cx = Cx,
C ′x ≡ Tx mod qL
+, Cx ≡ Tx mod q
−1L−.
Let
C ′x =
∑
y
P+y,xTy, Cx =
∑
y
P−y,xTy.
The coefficients P±y,x are called the Kazhdan-Lusztig polynomials of Ŵ , they are non-zero
only if y  x, that is, only if x = πkx˜, y = πky˜ for some k ∈ Z, x˜, y˜ ∈ W˜ such that y˜  x˜.
In this case
P+y,x = q
l(x)−l(y)Py˜,x˜, P
−
y,x = (−q)
l(y)−l(x)Py˜,x˜,
where Py˜,x˜ ∈ Z>0[q
−2] are the Kazhdan-Lusztig polynomials of the Coxeter group W˜ .
3.2.1 A right representation of Ĥ.
For a ∈ An, let Ha be the parabolic subalgebra of Ĥ generated by Tw (w ∈Wa). Let K1
+
a
be a one-dimensional right representation of Ha defined by
1+a · Ti = q
−1 1+a (si ∈Wa).
The induced right representation
K1+a ⊗Ha Ĥ
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of Ĥ has as its basis 1+a ⊗Ha Tx (x ∈
aŴ ). For x ∈ aŴ , define
(ζ| := 1+a ⊗Ha Tx, where ζ = a · x, ζ ∈ P.
Then (ζ| (ζ ∈ a·Ŵ ) is a basis ofK1+a ⊗HaĤ, and (ζ| (ζ ∈ P ) is a basis of ⊕a∈AnK1
+
a ⊗HaĤ.
Proposition 3.8 allows to describe the action of the affine Hecke algebra in the basis (ζ|
explicitly. We have
(ζ| · Ti =

(ζ · si| if ζi < ζi+1,
q−1(ζ| if ζi = ζi+1,
(ζ · si| − (q − q
−1)(ζ| if ζi > ζi+1
(0 6 i < r),(3)
(ζ| · Tπ = (ζ · π|.
Define a canonical involution v 7→ v of K1+a ⊗Ha Ĥ by
1+a ⊗Ha h = 1
+
a ⊗Ha h (h ∈ Ĥ),
and two lattices by
L+a :=
⊕
ζ∈a·Ŵ
Z[q] (ζ|, L−a :=
⊕
ζ∈a·Ŵ
Z[q−1] (ζ|.
Theorem 3.15 ([4]). There are unique bases C±ζ (ζ ∈ a · Ŵ ) of K1
+
a ⊗Ha Ĥ, such that
C±ζ = C
±
ζ ,(i)
C±ζ ≡ (ζ| mod q
±1L±a .(ii)
Moreover, if
C±ζ =
∑
η
P±η,ζ (η |,
then
P+η,ζ = P
+
ωay,ωax, P
−
η,ζ =
∑
u∈Wa
q−l(u) P−uy,x,
where x, y are unique elements of aŴ such that a · x = ζ, a · y = η, and ωa is the longest
element of Wa.
In the proof of Theorem 3.26 below we shall use the following relation [18, formula (31)]:
P−η·si,ζ = −q
−1P−η,ζ if ζi > ζi+1, ηi > ηi+1.(4)
Here i = 0, 1, . . . , r − 1.
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3.2.2 A left representation of Ĥ.
For b ∈ Bl, let Hb be the parabolic subalgebra of Ĥ generated by Tw (w ∈Wb). Let K1
−
b
be a one-dimensional left representation of Hb defined by
Ti · 1
−
b = −q 1
−
b (si ∈Wb).
The induced left representation
Ĥ ⊗Hb K1
−
b
of Ĥ has as its basis (Tx−1)
−1 ⊗Hb 1
−
b (x ∈ Ŵ
b). For x ∈ Ŵ b, define
|η) := (Tx−1)
−1 ⊗Hb 1
−
b , where η = x · b, η ∈ P.
Then |η) (η ∈ Ŵ·b) is a basis of Ĥ⊗HbK1
−
b , and |η) (η ∈ P ) is a basis of ⊕b∈BlĤ⊗HbK1
−
b .
Proposition 3.12 allows to describe the action of the affine Hecke algebra in the basis |η)
explicitly:
Ti · |η) =

|si · η) if ηi < ηi+1,
−q |η) if ηi = ηi+1,
|si · η)− (q − q
−1) |η) if ηi > ηi+1
(0 6 i < r),(5)
Tπ · |η) = |π · η).
3.3 Wedge product
For a ∈ An and b ∈ Bl define a vector space Λr(a, b) by
Λr(a, b) := K1+a ⊗Ha Ĥ ⊗Hb K1
−
b .
Note that maps
K1+a ⊗Ha Ĥ ⊗H H ⊗Hb K1
−
b →Λ
r(a, b) : 1+a ⊗ hˆ⊗ h⊗ 1
−
b 7→ 1
+
a ⊗ hˆh⊗ 1
−
b ,(6)
K1+a ⊗Ha H ⊗H Ĥ ⊗Hb K1
−
b →Λ
r(a, b) : 1+a ⊗ h⊗ hˆ⊗ 1
−
b 7→ 1
+
a ⊗ hhˆ⊗ 1
−
b(7)
are isomorphisms of vector spaces. Let
Λr(a) :=
⊕
b∈Bl
Λr(a, b) (a ∈ An), Λr(b) :=
⊕
a∈An
Λr(a, b) (b ∈ Bl), Λr :=
⊕
b∈Bl
Λr(b).
Let v1, . . . , vn (resp. v˙1, . . . , v˙l) be a basis of K
n (resp. Kl). With a sequence
vc1X
µ1 v˙d1 , . . . , vcrX
µr v˙dr , where vciX
µi v˙di ∈ (K
n ⊗Kl)[X,X−1],
we associate unique a ∈ An, b ∈ Bl, and unique u ∈ aW, v ∈W b, such that
c = (c1, . . . , cr) = a · u, d = (d1, . . . , dr) = v · b,
and define the following vector of Λr(a, b) (here ωb is the longest element of Wb):
(vc1X
µ1 v˙d1) ∧ · · · ∧ (vcrX
µr v˙dr) := (−q
−1)l(ωb) 1+a ⊗Ha TuX
µ(Tv−1)
−1 ⊗Hb 1
−
b .(8)
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Note that using the isomorphism (6) to identify the vector spaces we have
(vc1X
µ1 v˙d1) ∧ · · · ∧ (vcrX
µr v˙dr ) = (−q
−1)l(ωb) (c| ·Xµ ⊗H |d),(9)
and using the isomorphism (7) we have
(vc1X
µ1 v˙d1) ∧ · · · ∧ (vcrX
µr v˙dr) = (−q
−1)l(ωb) (c| ⊗H X
µ · |d).(10)
We shall call a vector of the form (8) a wedge, and the vector space Λr the wedge
product. In what follows it will often be convenient to use a slightly different indexation
of wedges: in notations of (8) put uki := vciX
µi v˙di , where ki := ci+n(di−1)−nlµi. Since
integers ci (resp. di) range from 1 to n (resp. from 1 to l), a wedge (hence c, d, µ, a, b, u, v)
is completely determined by the sequence k = (k1, k2, . . . , kr). To emphasize this we write
c = c(k), d = d(k), µ = µ(k), a = a(k), b = b(k), u = u(k), v = v(k).(11)
Denote the left-hand side of (8) by
uk = uk1 ∧ · · · ∧ ukr .
Then uk (k ∈ P := Z
r) is a spanning set of Λr. However, the vectors of this set are not
linearly independent. Indeed, using e.g. (9) it follows that there are relations among these
vectors coming from
(c| ·XµTi ⊗H |d) = (c| ·X
µ ⊗H Ti · |d) (i = 1, 2, . . . , r − 1).(12)
The exchange formula for Xµ and Ti of Lemma 3.13 (ii), and the formulas for the action of
Ti on (c| and |d) given, respectively, by (3) and (5), allow to compute the relations among
the wedges explicitly. Note that the relations for general r follow from those for r = 2.
Let us call a wedge uk ordered if k ∈ P
++ := {k ∈ P | k1 > k2 > · · · > kr}.
Proposition 3.16.
(i) Let r = 2. For integers k1, k2 such that k1 6 k2, let ci ∈ {1, . . . , n}, di ∈ {1, . . . , l},
µi ∈ Z be the unique numbers satisfying ki = ci + n(di − 1)− nlµi. Let γ (resp. δ) be the
residue of c2 − c1 (resp. n(d2 − d1)) modulo nl. Then
uk1 ∧ uk2 =− uk2 ∧ uk1 , if γ = 0, δ = 0,(R1)
uk1 ∧ uk2 =− q
−1uk2 ∧ uk1+(R2)
+ (q−2 − 1)
∑
m>0
q−2muk2−γ−nlm ∧ uk1+γ+nlm −
− (q−2 − 1)
∑
m>1
q−2m+1uk2−nlm ∧ uk1+nlm, if γ > 0, δ = 0,
uk1 ∧ uk2 =quk2 ∧ uk1+(R3)
+ (q2 − 1)
∑
m>0
q2muk2−δ−nlm ∧ uk1+δ+nlm +
+ (q2 − 1)
∑
m>1
q2m−1uk2−nlm ∧ uk1+nlm, if γ = 0, δ > 0,
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uk1 ∧ uk2 =uk2 ∧ uk1+
(R4)
+ (q − q−1)
∑
m>0
(q2m+1 + q−2m−1)
(q + q−1)
uk2−δ−nlm ∧ uk1+δ+nlm+
+ (q − q−1)
∑
m>0
(q2m+1 + q−2m−1)
(q + q−1)
uk2−γ−nlm ∧ uk1+γ+nlm+
+ (q − q−1)
∑
m>1
(q2m − q−2m)
(q + q−1)
uk2+nl−γ−δ−nlm ∧ uk1−nl+γ+δ+nlm+
+ (q − q−1)
∑
m>1
(q2m − q−2m)
(q + q−1)
uk2−nlm ∧ uk1+nlm, if γ > 0, δ > 0,
where summations continue as long as wedges appearing under the sums remain ordered.
(ii) Let r > 2, then the relations of (i) hold in every pair of adjacent factors of uk1 ∧ uk2 ∧
· · · ∧ ukr .
It follows from this proposition, that ordered wedges span Λr. The relations (R1–R4) then
can be thought of as ordering rules that allow to straighten an arbitrary wedge as a linear
combination of ordered wedges.
Remark 3.17. (i) In order to compute the ordering rules of the wedges one can use,
instead of the isomorphism (6) and relations (12), the isomorphism (7) and relations
(c| · Ti ⊗H X
µ · |d) = (c| ⊗H TiX
µ · |d). The result is easily seen to be the same.
(ii) The ordering rules given in Proposition 3.16 differ from those used in [23, 24]. This
difference is due to a different definition of wedges adopted here. In the present notations,
the wedge of [24] is (−1)l(v)uk, where v is the same as in (8).
The next lemma follows easily from Proposition 3.16.
Lemma 3.18. Let k > m, then
um ∧ uk ∧ uk−1 ∧ · · · ∧ um = 0,(i)
uk ∧ uk−1 ∧ · · · ∧ um ∧ uk = 0.(ii)
Now our aim is to show that ordered wedges form a basis of the wedge product. To this
end for b ∈ Bl and ζ ∈ P we define [ζ]b ∈ Λ
r(b) by
[ζ]b := (−q
−1)l(ωb) (ζ| ⊗Hb 1
−
b .
Then (3) implies
[ζ]b =
{
0 if ζi = ζi+1, bi = bi+1,
−q−1[ζ · si]b if ζi < ζi+1, bi = bi+1.
(13)
From this it follows that [ζ]b (ζ ∈ P
++
b ), where P
++
b := {ζ ∈ P | (αi, ζ) > 0 if bi = bi+1},
span Λr(b). For b such that P++b = P
++ a proof of the following lemma is given in [18], a
proof for general b is completely similar.
Lemma 3.19. For each b ∈ Bl the set {[ζ]b | ζ ∈ P
++
b } is a basis of Λ
r(b).
15
For k ∈ P, we define ζ(k) ∈ P by
ζ(k) := v(k)−1 · (c(k)− nµ(k)),
where v(k), c(k) and µ(k) are defined in (11).
Proposition 3.20. Suppose k ∈ P++. Then ζ(k) ∈ P++b(k) and uk = [ζ(k)]b(k). Con-
versely, for b ∈ Bl and ζ ∈ P++b , there is k ∈ P
++ such that b = b(k), ζ = ζ(k).
Proof First, let us show that k ∈ P++ implies uk = [ζ(k)]b(k). We put ζ := ζ(k), and use
notations of (8) and (11). Let λ := −µ. Observe that k ∈ P++ implies
λ ∈ P+,(14)
i < j, di < dj =⇒ λi > λj ,(15)
i < j, di = dj =⇒ ci + nλi > cj + nλj.(16)
From the dominance of λ it follows that Xµ = Ttλ . Using v ∈ W
b, Lemma 3.10 and (15)
we get α ∈ S(v−1) =⇒ (α, λ) > 0. Since S(v−1) = −v(S(v)), this gives α ∈ S(v) =⇒
(v(α), λ) < 0, i.e. S(v) ⊂ {α ∈ R+ | (α, ν) < 0}, where we put ν := v−1(λ). Let
w ∈ W be the shortest element such that w(ν) ∈ P+, clearly, w(ν) = λ. By Lemma
3.2, S(w) = {α ∈ R+ | (α, ν)}, hence S(v) ⊂ S(w). On the other hand, the length of w
does not exceed the length of v. This is possible only if S(v) = S(w), hence v = w. Thus,
S(v) = {α ∈ R+ |(v(α), λ) < 0}. Now, Proposition 3.3 implies l(u tλv) = l(u)+ l(tλ)− l(v).
This, l(u) + l(tλ) = l(u tλ) and X
µ = Ttλ give
TuX
µ(Tv−1)
−1 = Tutλv.
Since u ∈ aW, by Lemma 3.4, we have u tλv ∈
aŴ , hence
uk = [a · u tλv]b.
It remains to observe that
a · u tλv = (c+ nλ) · v = v
−1 · (c+ nλ) = ζ.
Next, we show that k ∈ P++ implies ζ ∈ P++b . It follows from v ∈W
b and Lemma 3.9
that for i < j,
bi = bj ⇒ v
−1(i) < v−1(j), equivalently, dv−1(i) = dv−1(j) ⇒ v
−1(i) < v−1(j).
Therefore, using cv−1(i) + nλv−1(i) = ζi, and (16) we get ζ ∈ P
++
b .
Finally, uk with k ∈ P
++ span Λr. Hence, for b ∈ Bl and ζ ∈ P++b , we have
[ζ]b =
∑
l∈P++
elul (el ∈ K).
But {[ζ]b | b ∈ B
l, ζ ∈ P++b } is a basis of Λ
r. Therefore writing ul as [ζ(l)]b(l), we get
[ζ]b = uk, where k ∈ P
++ is such that b = b(k) and ζ = ζ(k). 
This proposition and Lemma 3.19 immediately imply
Proposition 3.21. {uk | k ∈ P
++} is a basis of Λr.
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3.4 Canonical bases of the wedge product
Define an involution x 7→ x of Λr by
1+a ⊗Ha h⊗Hb 1
−
b = 1
+
a ⊗Ha h⊗Hb 1
−
b , q = q
−1 (h ∈ Ĥ).
Lemma 3.22. Let u ∈ aW, v ∈W b, µ ∈ P. Then ωauω ∈
aW, ωvωb ∈W
b, and
TuXµ(Tv−1)
−1 = TωaTωauωX
ω(µ)(T(ωvωb)−1)
−1(Tωb)
−1.
Proof Since for w ∈ W we have l(wω) = l(ω) − l(w), uω is the longest element of the
coset Wauω. Hence ωauω is the shortest element of this coset, i.e. ωauω ∈
aW . Therefore
l(uω) = l(ω) + l(ωauω) and
Tuω = TωaTωauω.
In a completely similar fashion we get ωvωb ∈W
b and
(T(ωv)−1)
−1 = (T(ωvωb)−1)
−1(Tωb)
−1.
Lemma 3.14 implies the remaining statement. 
Proposition 3.23. For uk1 ∧ uk2 ∧ · · · ∧ ukr ∈ Λ
r(a, b) we have
uk1 ∧ uk2 ∧ · · · ∧ ukr = (−q)
l(ωb)q−l(ωa)ukr ∧ · · · ∧ uk2 ∧ uk1 .
Proof Using (9) in the right-hand side of (8) we have, by Lemma 3.22,
1+a ⊗Ha TuX
µ(Tv−1)
−1 ⊗Hb 1
−
b = q
−l(ωa)(−q)−l(ωb)(a · uω| ·Xω(µ) ⊗H |ωv · b).
The result follows. 
Remark 3.24. It is easy to see that in notations of (8) we have
l(ωa) = ♯{i < j | ci = cj}, l(ωb) = ♯{i < j | di = dj}.
For k ∈ P++ put
uk =
∑
l∈P++
Rk,l(q) ul.
By Proposition 3.16, the entries of matrix ‖Rk,l(q)‖ are Laurent polynomials in q with
integral coefficients, and by Remark 3.24 we have Rk,k(q) = 1.
We define a partial order on P++ by
k > l iff
∣∣∣∣∣∣
∑j
i=1 ki >
∑j
i=1 li for all j = 1, . . . , r,∑r
i=1 ki =
∑r
i=1 li,
kr 6 lr.
The ordering rules of Proposition 3.16 imply that matrix ‖Rk,l(q)‖ is lower triangular with
respect to this order. That is Rk,l(q) is not zero only if k > l.
Define two lattices of Λr by
L+ :=
⊕
k∈P++
Q[q]uk, L
− :=
⊕
k∈P++
Q[q−1]uk.
The unitriangularity of ‖Rk,l(q)‖ implies, by the standard argument going back to Kazh-
dan and Lusztig, that
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Theorem 3.25. There are unique bases {G+k |k ∈ P
++}, {G−k |k ∈ P
++} of Λr such that
G+k = G
+
k , G
−
k = G
−
k ,(i)
G+k ≡ uk mod qL
+, G−k ≡ uk mod q
−1L−.(ii)
Set
G+k =
∑
l∈P++
∆+k,l(q) ul, G
−
k =
∑
l∈P++
∆−k,l(q) ul.
It is clear that ∆+k,l(q) or ∆
−
k,l(q) is non-zero only if uk and ul belong to the same subspace
Λr(a, b). That is, in notations of (11), only if a(k) = a(l) and b(k) = b(l).
Theorem 3.26. For k, l ∈ P++ such that a(k) = a(l), b(k) = b(l), put ξ = ζ(k), η = ζ(l)
and a = a(k), b = b(k). Then
∆−k,l(q) = P
−
η, ξ,(i)
∆+k,l(q) =
∑
v∈Wb
(−q)l(v)P+η·ωbv, ξ·ωb ,(ii)
where P−η,ξ, P
+
η,ξ are the parabolic Kazhdan-Lusztig polynomials associated with 1
+
a ⊗Ha Ĥ.
Proof Put Dξ = C
−
ξ ⊗ 1
−
b . Then Dξ = Dξ. Using (4) and (13) we obtain
Dξ = (−q)
l(ωb)
∑
η∈P
P−η,ξ [η]b = zb
∑
η∈P++
b
P−η,ξ [η]b,
where zb = (−q)
l(ωb)
∑
v∈Wb
q−2l(v). Since zb = zb, we have Dξ = zbG
−
k and (i) follows.
Next let Eξ = C
−
ξ·ωb
⊗ 1−b . Then Eξ = Eξ, and
Eξ =
∑
η∈P++
b
∑
v∈Wb
(−q)l(ωb)−l(v)P+η·v,ξ·ωb [η]b =
∑
η∈P++
b
∑
v∈Wb
(−q)l(v)P+η·ωbv,ξ·ωb [η]b.
Hence Eξ = G
+
k , which implies (ii). 
Remark 3.27. For ξ ∈ a ·Ŵ , let x(ξ) be the unique element of aŴ such that ξ = a ·x(ξ).
It follows from Proposition 3.8 that for ξ ∈ P++b we have x(ξ · v) = x(ξ)v for all v ∈ Wb.
Hence, one can rewrite the formulas of the theorem in terms of (ordinary) Kazhdan-Lusztig
polynomials for Ĥ as
∆−k,l(q) =
∑
u∈Wa
q−l(u)P−u x(η), x(ξ),(i)
∆+k,l(q) =
∑
v∈Wb
(−q)l(v)P+ωa x(η)ωb v, ωa x(ξ)ωb .(ii)
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3.5 Actions of quantum affine algebras on the wedge product
It is easy to verify that formulas
ei(vcX
m) = δi+1≡cmodn vc−1X
m+δi0 , ti(vcX
m) = qδi≡cmodn−δi+1≡cmodn vcX
m,
fi(vcX
m) = δi≡cmodn vc+1X
m−δi0 , ∂(vcX
m) = mvcX
m.
define a level zero action of Uq(ŝln) on K
n[X,X−1]. Here it is understood that v0 = vn,
vn+1 = v1. Also, for a statement S we put δS = 1 (resp. 0) if S is true (resp. false). Using
the coproduct
∆(ei) = ei ⊗ ti
−1 + 1⊗ ei, ∆(ti) = ti ⊗ ti,
∆(fi) = fi ⊗ 1 + ti ⊗ fi, ∆(∂) = ∂ ⊗ 1 + 1⊗ ∂,
we extend this action on the tensor product (Kn[X,X−1])⊗r. Next, using the isomorphism
(Kn[X,X−1])⊗r
∼
−→
⊕
a∈An
K1+a ⊗Ha Ĥ, vc1X
µ1 ⊗ · · · ⊗ vcrX
µr 7→ (c| ·Xµ,
where c = (c1, . . . , cr), µ = (µ1, . . . , µr), to identify the involved vector spaces, we obtain
an action of Uq(ŝln) on the Ĥ–moduleMR = ⊕a∈AnK1
+
a ⊗Ha Ĥ. The following proposition
is due to [8], it is easily verified by reducing to the case r = 2 (cf. proof of Proposition 7.1
in [18]).
Proposition 3.28. The actions of Uq(ŝln) and H ⊂ Ĥ on MR commute.
By the isomorphism (6), for any b ∈ Bl, the commutativity of Uq(ŝln) and H allows to
restrict the action of Uq(ŝln) on Λ
r(b), which gives then an action of Uq(ŝln) on Λ
r. In
terms of the wedge vectors uk = uk1 ∧ · · · ∧ ukr (k = (k1, . . . , kr) ∈ P), this action is
written as
ei(uk) =
∑r
j=1 uk1 ∧ · · · ∧ ukj−1 ∧ ei(ukj ) ∧ ti
−1(ukj+1) ∧ · · · ∧ ti
−1(ukr),(17)
fi(uk) =
∑r
j=1 ti(uk1) ∧ · · · ∧ ti(ukj−1) ∧ fi(ukj ) ∧ ukj+1 ∧ · · · ∧ ukr ,(18)
ti(uk) = ti(uk1) ∧ · · · ∧ ti(ukr),(19)
∂(uk) =
∑r
j=1 uk1 ∧ · · · ∧ ukj−1 ∧ ∂(ukj ) ∧ ukj+1 ∧ · · · ∧ ukr .(20)
Here we put ei(ukj ) = ei(vcjX
µj v˙dj ) := ei(vcjX
µj )v˙dj and similarly for the rest of the
generators.
In a completely similar fashion we define on the wedge product an action of the quan-
tum affine algebra Up(ŝll), where p := −q
−1. In order to distinguish between this action
and the action of Uq(ŝln) we put dots over the generators of Up(ŝll). Define a level zero
action of Up(ŝll) on K
l[X,X−1] by
e˙i(X
mv˙d) = δi+1≡dmodl X
m+δi0 v˙d−1, t˙i(X
mv˙d) = p
δi≡dmodl−δi+1≡dmodl Xmv˙d,
f˙i(X
mv˙d) = δi≡dmodl X
m−δi0 v˙d+1, ∂˙(X
mv˙d) = mX
mv˙d.
Here it is understood that v˙0 = v˙l, v˙l+1 = v˙1. Using the coproduct
∆(e˙i) = e˙i ⊗ t˙
−1
i + 1⊗ e˙i, ∆(t˙i) = t˙i ⊗ t˙i,
∆(f˙i) = f˙i ⊗ 1 + t˙i ⊗ f˙i, ∆(∂˙) = ∂˙ ⊗ 1 + 1⊗ ∂˙,
19
we extend this action on the tensor product (Kl[X,X−1])⊗r. Next, using the isomorphism
(Kl[X,X−1])⊗r
∼
−→
⊕
b∈Bl
Ĥ ⊗Hb K1
−
b , X
µ1 v˙d1 ⊗ · · · ⊗X
µr v˙dr 7→ X
µ · |d) (−q−1)l(ωb),
where d = (d1, . . . , dr), µ = (µ1, . . . , µr), and b is the unique point of B
l in the orbit W ·d,
to identify the involved vector spaces, we obtain an action of Up(ŝll) on the Ĥ–module
ML = ⊕b∈BlĤ ⊗Hb K1
−
b . The following result is an analogue of Proposition 3.28 and is
verified similarly.
Proposition 3.29. The actions of Up(ŝll) and H ⊂ Ĥ on ML commute.
By the isomorphism (7), for any a ∈ An, the commutativity of Up(ŝll) and H allows to
restrict the action of Up(ŝll) on Λ
r(a), which gives then an action of Up(ŝll) on Λ
r. In terms
of the wedge vectors uk = uk1 ∧ · · · ∧ ukr (k = (k1, . . . , kr) ∈ P), this action is written as
e˙i(uk) =
∑r
j=1 uk1 ∧ · · · ∧ ukj−1 ∧ e˙i(ukj ) ∧ t˙
−1
i (ukj+1) ∧ · · · ∧ t˙
−1
i (ukr),(21)
f˙i(uk) =
∑r
j=1 t˙i(uk1) ∧ · · · ∧ t˙i(ukj−1) ∧ f˙i(ukj ) ∧ ukj+1 ∧ · · · ∧ ukr ,(22)
t˙i(uk) = t˙i(uk1) ∧ · · · ∧ t˙i(ukr),(23)
∂˙(uk) =
∑r
j=1 uk1 ∧ · · · ∧ ukj−1 ∧ ∂˙(ukj ) ∧ ukj+1 ∧ · · · ∧ ukr .(24)
Here we put e˙i(ukj ) = e˙i(vcjX
µj v˙dj ) := vcj e˙i(X
µj v˙dj ) and similarly for the rest of the
generators.
A well-known result of Bernstein (see e.g. [15]) says that the centre Z(Ĥ) of Ĥ is
generated by symmetric Laurent polynomials in Xi := X
εi . It follows, by using either (6)
or (7), that Z(Ĥ) acts on the wedge product Λr. This action may be computed in terms
of the wedge vectors uk = uk1 ∧ · · · ∧ ukr (k = (k1, . . . , kr) ∈ P) by using either (9) or
(10). In particular, for Bm :=
∑r
i=1X
m
i (m ∈ Z
∗), we get
Bm(uk) =
∑r
j=1 uk1 ∧ · · · ∧ ukj−1 ∧ ukj−nlm ∧ ukj+1 ∧ · · · ∧ ukr .(25)
Proposition 3.30. The actions of U ′q(ŝln), U
′
p(ŝll) and Z(Ĥ) on Λ
r are pairwise mutually
commutative.
Proof The commutativity of U ′q(ŝln) (resp. U
′
p(ŝll)) with Z(Ĥ) is immediate by Propo-
sition 3.28 (resp. Proposition 3.29). The commutativity of U ′q(ŝln) with U
′
p(ŝll) follows
from (17 – 19) and (21 – 23). 
The actions of Uq(ŝln), Up(ŝll) and Z(Ĥ) on Λ
r are compatible with the bar involution in
the sense that
Proposition 3.31. For v ∈ Λr
ei(v) = ei(v), fi(v) = fi(v), ti(v) = ti
−1(v), ∂(v) = ∂(v), (i = 0, 1, . . . , n − 1),
e˙j(v) = e˙j(v), f˙j(v) = f˙j(v), t˙j(v) = t˙
−1
j (v), ∂˙(v) = ∂˙(v), (j = 0, 1, . . . , l − 1),
Bm(v) = Bm(v), (m ∈ Z
∗).
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Proof It is enough to show this for v = uk (k = (k1, . . . , kr) ∈ P). As in Section 3.3 we
put ki = ci + n(di − 1)− nlµi with ci ∈ {1, . . . , n}, di ∈ {1, . . . , l}, µi ∈ Z. By Proposition
3.23 and Remark 3.24 we have
uk = q
−κ(c)(−q)κ(d)ukr ∧ · · · ∧ uk1 = p
−κ(d)(−p)κ(c)ukr ∧ · · · ∧ uk1 .
where κ(c) (resp. κ(d)) is the number of pairs (i, j) such that ci = cj (resp. di = dj).
Using (22) we have
f˙0(uk) = (−p)
κ(c)
∑
j, dj=l
p
−κ(d′
(j)
)+
∑
i<j δdi=1−δdi=lukr ∧ · · · ∧ (vcjX
µj−1v˙1) ∧ · · · ∧ uk1 ,
and
f˙0(uk) = (−p)
κ(c)
∑
j, dj=l
p−κ(d)+
∑
i>j δdi=l−δdi=1ukr ∧ · · · ∧ (vcjX
µj−1v˙1) ∧ · · · ∧ uk1 ,
where
κ(d′(j)) = κ(d+ εj − lεj) = κ(d) +
∑
i 6=j
δdi=1 − δdi=l.
This gives f˙0(uk) = f˙0(uk). The relations for the rest of the generators of Up(ŝll) and
for the generators of Uq(ŝln) are verified similarly. Finally, Bm(v) = Bm(v) follows from
Lemma 3.14. 
4 Canonical bases of the q-deformed Fock spaces
4.1 Semi-infinite wedge product
For each integer s, we define a vector space Λs+
∞
2 as the inductive limit lim
→
Λr where maps
Λr → Λt (t > r) are given by
v 7→ v ∧ us−r ∧ us−r−1 ∧ · · · ∧ us−t+1.
The vector space Λs+
∞
2 will be called the semi-infinite wedge product of charge s. For
v ∈ Λr we shall use the semi-infinite expression
v ∧ us−r ∧ us−r−1 ∧ us−r−2 ∧ · · ·
to denote the image of v with respect to the canonical map from Λr to lim
→
Λr. Let P(s)
be the set of semi-infinite sequences k = (k1, k2, . . . ) ∈ Z
∞ such that ki = s− i+1 for all
i≫ 1. By definition, Λs+
∞
2 is spanned by uk := uk1∧uk2∧· · · with k ∈ P(s).We shall call
a semi-infinite wedge uk ordered if k ∈ P
++(s) := {(k1, k2, . . . ) ∈ P(s) | k1 > k2 > · · · }.
Proposition 4.1 ([23]). Ordered wedges form a basis of Λs+
∞
2 .
In what follows we shall use, besides the indexation by P++(s), three other indexations
of the basis formed by ordered wedges. The first of these is the obvious indexation by the
set Π of all partitions. Namely, with k = (k1, k2, . . . ) ∈ P
++(s) we associate a partition
λ = (λ1, λ2, . . . ) by taking λi = ki − s+ i− 1 for all i ∈ N, and we put |λ, s〉 := uk.
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Another indexation is by the set of pairs (λl, sl) where λl = (λ
(1), . . . , λ(l)) is an l-
multipartition, and sl = (s1, . . . , sl) is a sequence of integers summing up to s. For any
d ∈ {1, . . . , l} the partition λ(d) and the integer sd are defined as follows. For each i ∈ N
∗
write ki = ci + n(di − 1) − nlmi where ci ∈ {1, . . . , n}, di ∈ {1, . . . , l} and mi ∈ Z.
Then, let k
(d)
1 be equal ci − nmi where i is the smallest such that di = d, let k
(d)
2 be
equal cj −nmj where j is the second smallest such that dj = d, and so on. In this way we
obtain a strictly decreasing semi-infinite sequence (k
(d)
1 , k
(d)
2 , . . .) such that k
(d)
i = sd−i+1
(i ≫ 1) for some unique integer sd. Now we define the partition λ
(d) = (λ
(d)
1 , λ
(d)
2 , . . . )
by λ
(d)
i = k
(d)
i − sd + i − 1. It is easy to check that the sd obtained in this way satisfy
s1 + · · ·+ sl = s.
In a completely similar fashion we associate with each k ∈ P++(s) a pair (λn, sn)
where λn is an n-multipartition, and sn is a sequence of n integers summing up to s. The
(λn, sn) is obtained by the same procedure as the (λl, sl) reversing everywhere the roles
of n and l, and the roles of ci and di.
For any s ∈ Z, let Zl(s) be the set of l-tuples of integers summing to s. Define the map
τ sl : Π→ Π
l × Zl(s) (respectively, the map τ sn : Π→ Π
n × Zn(s)) by
τ sl : λ 7→ (λl, sl), (respectively, by) τ
s
n : λ 7→ (λn, sn).(26)
It is not difficult to see that for each s, the maps τ sl and τ
s
n are bijections. Hence, setting
|λl, sl〉 := |λ, s〉 (resp. |λn, sn〉 := |λ, s〉) if (λl, sl) = τ
s
l (λ) (resp. if (λn, sn) = τ
s
n(λ)), we
obtain that B(s) := {|λl, sl〉 | λl ∈ Π
l, sl ∈ Z
l(s)} = {|λn, sn〉 | λn ∈ Π
n, sn ∈ Z
n(s)} =
{|λ, s〉 | λ ∈ Π} is a basis of Λs+
∞
2 .
Remark 4.2. (i) The pair (λn = (λ
(1), . . . , λ(n)), sn = (s1, . . . , sn)) can be read off the
diagram of the partition λ in the following manner. For r ∈ {0, 1, . . . , n− 1} let Rr (resp.
Cr) be the set of all rows (resp. columns) of λ that have a node of residue r as their
rightmost (resp. bottom) node. Then for each c ∈ {1, . . . , n}, the diagram of λ(c) is
embedded into the diagram of λ by
λ(c) = λ ∩ Cc ∩Rc−1,
where we put Cn = C0. Hence, λn is the n-quotient of λ. On the other hand, the sequence
sn is obtained as follows. Let Nr(λ|s, n) be the number of addable nodes of residue r
minus the number of removable nodes of residue r. Then, for each c ∈ {1, . . . , n − 1} we
have sc − sc+1 = Nc(λ|s, n). These equalities, together with
∑n
a=1 sa = s, determine sn
completely. It follows that sn is a particular label for the n-core (cf. [19]) of λ.
(ii) In a similar manner one can describe the pair (λl, sl) corresponding to λ and s. In
this case we first associate with λ and s another partition which we denote by σs(λ).
Let k = (k1, k2, . . . ) be the element of P
++(s) defined by (λ, s). For each i ∈ N we put
ki = ei − nlmi where ei ∈ {1, . . . , nl}, mi ∈ Z. Next, for every e ∈ {1, . . . , nl} we define
(k
(e)
1 , k
(e)
2 , . . . ) to be the semi-infinite strictly decreasing sequence (1 −mi | ei = e). This
sequence stabilizes, for i ≫ 1, to te − i + 1 where te is a uniquely defined integer. Then,
we define a partition µ(e) = (µ
(e)
1 , µ
(e)
2 , . . . ) by µ
(e)
i = k
(e)
i − te + i − 1. In this way we get
an nl-multipartition (µ(1), . . . , µ(nl)) and a sequence of nl integers (t1, . . . , tnl) summing
to s. Of course, these are nothing but the nl-quotient and the nl-core of λ. Let σ be the
permutation of {1, . . . , nl} defined by
σ : d+ l(c− 1) 7→ c+ n(d− 1) (c ∈ {1, . . . , n}, d ∈ {1, . . . , l}).
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Now, σs(λ) is defined to be the unique partition with the nl-quotient (µ(σ(1)), . . . , µ(σ(nl))),
and the nl-core (tσ(1), . . . , tσ(nl)). Finally, λl and sl can be read off the diagram of σ
s(λ)
in exactly the same way as (λn, sn) are read off the diagram of λ, i.e. as explained in (i)
above, but reversing everywhere the roles of n and l.
Example 4.3. The following table illustrates, for partitions λ of size 7, the three index-
ations defined above. Here n = 3, l = 2, s = 0.
λ σs(λ) λl sl λn sn
(7) (7) ((3),∅) (1,−1) ((2),∅,∅) (1, 0,−1)
(6, 1) (6, 12) (∅, (3, 1)) (0, 0) (∅,∅, (1)) (0,−1, 1)
(5, 2) (4, 2, 1) (∅, (3)) (1,−1) (∅, (2),∅) (1, 0,−1)
(5, 12) (4, 14) (∅, (2, 12)) (0, 0) (∅, (1),∅) (−1, 1, 0)
(4, 3) (32, 1) ((1), (2)) (1,−1) ((1), (1),∅) (1, 0,−1)
(4, 2, 1) (22, 13) (∅, (2, 1)) (1,−1) ((12),∅,∅) (1, 0,−1)
(4, 13) (2, 1) (∅,∅) (−1, 1) ((1),∅, (1)) (1, 0,−1)
(32, 1) (5, 4, 12) ((12), (1)) (2,−2) (∅,∅, (1)) (−1, 1, 0)
(3, 22) (5, 23, 1) ((1), (2)) (2,−2) ((1),∅,∅) (0,−1, 1)
(3, 2, 12) (5, 2) ((2, 1),∅) (1,−1) (∅,∅, (2)) (1, 0,−1)
(3, 14) (5, 13) ((3, 1),∅) (0, 0) (∅, (1),∅) (0,−1, 1)
(23, 1) (3, 22) ((12), (1)) (1,−1) (∅, (1), (1)) (1, 0,−1)
(22, 13) (3, 2, 12) ((13),∅) (1,−1) (∅, (12),∅) (1, 0,−1)
(2, 15) (3, 15) ((2, 12),∅) (0, 0) ((1),∅,∅) (−1, 1, 0)
(17) (17) (∅, (13)) (1,−1) (∅,∅, (12)) (1, 0,−1)
⋄
4.2 Actions of quantum affine algebras on Λs+
∞
2 .
Taking the action (17 – 20) of Uq(ŝln), and the action (21 – 24) of Up(ŝll) as the input,
we shall define actions of Uq(ŝln) and Up(ŝll) on the semi-infinite wedge product Λ
s+∞
2 .
First, we assign to each vector u of Λ∗+
∞
2 = ⊕s∈ZΛ
s+∞
2 a weight wt(u) of ŝln, and a
weight w˙t(v) of ŝll. We shall write Wt(u) for the sum of wt(u) and w˙t(u). For s ∈ Z, set
|s〉 := us ∧ us−1 ∧ · · · . Let wt(|0〉) := lΛ0, and w˙t(|0〉) := nΛ˙0. Here, and in what follows
we put dots over the fundamental weights, fundamental roots and the null root of ŝll in
order to distinguish them from those of ŝln. For each non-zero integer s let
Wt(|s〉) := Wt(|0〉) +
{
−Wt(u0 ∧ u−1 ∧ · · · ∧ us+1) if s < 0,
Wt(us ∧ us−1 ∧ · · · ∧ u1) if s > 0.
Here Wt(u0 ∧ u−1 ∧ · · · ∧ us+1) and Wt(us ∧ us−1 ∧ · · · ∧ u1) are defined by (19), (20) and
(23), (24). Then for r 6 t, and v ∈ Λr, the expression
Wt(v ∧ us−r ∧ us−r−1 ∧ · · · ∧ us−t+1) +Wt(|s − t〉)
is independent of the choice of t. Hence, the assignment
Wt(v ∧ |s− r) := Wt(v) +Wt(|s − r〉)
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gives a well-defined weight for the vector v ∧ |s − r〉 of Λs+
∞
2 . Thus we have obtained a
weight decomposition of Λs+
∞
2 . It is straightforward to verify that in terms of the basis
{|λl, sl〉 |λl ∈ Π
l, sl ∈ Z
l(s)} = {|λn, sn〉 |λn ∈ Π
n, sn ∈ Z
n(s)} this decomposition looks
as follows
wt(|λl, sl〉) =−∆(sl, n) δ + Λs1 + · · ·+ Λsl −
n−1∑
i=0
Mi(λl|sl, n)αi,(27)
w˙t(|λl, sl〉) =− (∆(sl, n) +M0(λl|sl, n)) δ˙ +(28)
(n− s1 + sl)Λ˙0 + (s1 − s2)Λ˙1 + · · ·+ (sl−1 − sl)Λ˙l−1,
w˙t(|λn, sn〉)=−∆(sn, l) δ˙ + Λ˙s1 + · · ·+ Λ˙sn −
l−1∑
i=0
Mi(λn|sn, l)α˙i,(29)
wt(|λn, sn〉)=− (∆(sn, l) +M0(λn|sn, l)) δ +(30)
(l − s1 + sn)Λ0 + (s1 − s2)Λ1 + · · · + (sn−1 − sn)Λn−1.
Now we define actions of the Cartan parts of Uq(ŝln) and Up(ŝll) by
ti u = q
〈wt(u),hi〉u, ∂ u = 〈wt(u), ∂〉u (i = 0, 1, . . . , n− 1),(31)
t˙j u = p
〈w˙t(u),h˙j〉u, ∂˙ u = 〈w˙t(u), ∂˙〉u (j = 0, 1, . . . , l − 1).(32)
Next, we define on Λs+
∞
2 actions of the raising generators of Uq(ŝln) and Up(ŝll). Let
v ∈ Λr for some r ∈N. Lemma 3.18 (i) and (17), (21) imply that expressions
ei(v ∧ us−r ∧ us−r−1 ∧ · · · ∧ us−t+1) ∧ (ti)
−1|s− t〉 (i = 0, . . . , n − 1),
e˙j(v ∧ us−r ∧ us−r−1 ∧ · · · ∧ us−t+1) ∧ (t˙j)
−1|s− t〉 (j = 0, . . . , l − 1).
are independent of t for t > r. Hence, the assignments
ei(v ∧ |s− r〉) := ei(v) ∧ (ti)
−1|s− r〉 (i = 0, . . . , n− 1),
e˙j(v ∧ |s− r〉) := e˙j(v) ∧ (t˙j)
−1|s− r〉 (j = 0, . . . , l − 1)
determine well-defined endomorphisms of Λs+
∞
2 .
Finally, we define actions of the lowering generators of Uq(ŝln) and Up(ŝll) on Λ
s+∞
2 .
Using now Lemma 3.18 (ii) and (18), (22) one can check, that expressions
fi(v ∧ us−r ∧ us−r−1 ∧ · · · ∧ us−t+1) ∧ us−t ∧ us−t+1 ∧ · · · ∧ us−m+1 (i = 0, . . . , n− 1),
f˙j(v ∧ us−r ∧ us−r−1 ∧ · · · ∧ us−t+1) ∧ us−t ∧ us−t+1 ∧ · · · ∧ us−m+1 (j = 0, . . . , l − 1)
are independent of t 6 m provided t > r and t is sufficiently large. Hence, we obtain
well-defined endomorphisms of Λs+
∞
2 by setting
fi(v ∧ |s− r〉) := fi(v ∧ us−r ∧ us−r−1 ∧ · · · ∧ us−t+1) ∧ |s− t〉 (i = 0, . . . , n− 1),
f˙j(v ∧ |s− r〉) := f˙j(v ∧ us−r ∧ us−r−1 ∧ · · · ∧ us−t+1) ∧ |s− t〉 (j = 0, . . . , l − 1)
where t is arbitrary such that t≫ r.
The actions of fi and ei defined above are easily described in terms of the basis B(s)
= {|λl, sl〉 | λl ∈ Π
l, sl ∈ Z
l(s)}. Using notations of Section 2.1 we have
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fi|λl, sl〉 =
∑
resn(µl/λl)=i
q N
>
i (λl,µl|sl,n) |µl, sl〉,(33)
ei|µl, sl〉 =
∑
resn(µl/λl)=i
q−N
<
i (λl,µl|sl,n) |λl, sl〉.(34)
These actions, and the actions of the generators ti, ∂ defined by (27), are identical with
those defined on the combinatorial Fock space Fq[sl]. It follows that ei, fi, ti and ∂ satisfy
the defining relations of Uq(ŝln). Moreover, we see that for each sl = (s1, . . . , sl) ∈ Z
l, the
Fock space Fq[sl] is realized inside Λ
s+∞
2 with s = s1 + · · · + sl as the subspace spanned
by {|λl, sl〉 | λl ∈ Π
l}. Note that by (28), the Fock space Fq[sl] is the set of all vectors
u ∈ Λs+
∞
2 such that w˙t(u) is congruent to (n−s1+sl)Λ˙0+(s1−s2)Λ˙1+· · ·+(sl−1−sl)Λ˙l−1
modulo Zδ˙.
Similarly, one can describe the actions of f˙j and e˙j in terms of the basis B(s). Now
the formulas acquire a simple form if we use the indexation of B(s) by (λn, sn) (λn ∈
Πn, sn ∈ Z
n(s)). We have
f˙j|λn, sn〉 =
∑
resl(µn/λn)=j
p N
>
j (λn,µn|sn,l) |µn, sn〉,(35)
e˙j |µn, sn〉 =
∑
resl(µn/λn)=j
p−N
<
j (λn,µn|sn,l) |λn, sn〉.(36)
These actions, and the actions of the generators t˙j, ∂˙ defined by (29), are identical with
those defined on the combinatorial Fock space Fp[sn]. It follows that e˙j , f˙j, t˙j and ∂˙ satisfy
the defining relations of Up(ŝll). Moreover, for each sn = (s1, . . . , sn) ∈ Z
n, the Fock
space Fp[sn] is realized inside Λ
s+∞
2 with s = s1 + · · · + sn as the subspace spanned by
{|λn, sn〉 | λn ∈ Π
n}. Note that by (30), the Fock space Fp[sn] is the set of all vectors
u ∈ Λs+
∞
2 such that wt(u) is congruent to (l−s1+sn)Λ0+(s1−s2)Λ1+· · ·+(sn−1−sn)Λn−1
modulo Zδ.
4.3 Action of the Heisenberg algebra on Λs+
∞
2 .
Let v ∈ Λr for some r ∈ N. Lemma 3.18 (i) and (25) imply that for m > 0 the expression
Bm(v ∧ us−r ∧ us−r−1 ∧ · · · ∧ us−t+1) ∧ |s− t〉
is independent of t for t > r. Hence, the assignment
Bm(v ∧ |s− r〉) := Bm(v) ∧ |s− r〉 (m > 0)
determines a well-defined endomorphism of Λs+
∞
2 . Using now Lemma 3.18 (ii) one can
check that for m < 0 the expression
Bm(v ∧ us−r ∧ us−r−1 ∧ · · · ∧ us−t+1) ∧ us−t ∧ us−t+1 ∧ · · · ∧ us−k+1
is independent of t 6 k provided t > r and t is sufficiently large. Hence, we obtain a
well-defined endomorphism of Λs+
∞
2 by setting
Bm(v ∧ |s− r〉) := Bm(v ∧ us−r ∧ us−r−1 ∧ · · · ∧ us−t+1) ∧ |s− t〉 (m < 0)
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where t is arbitrary such that t ≫ r. It is clear that Bm (m ∈ N) has weight mδ + mδ˙
with respect to the weight decomposition of Λs+
∞
2 defined in the previous section. This
implies that the subspaces Fq[sl] and Fp[sn] are preserved by Bm. The next proposition
shows that Bm generate a Heisenberg algebra H.
Proposition 4.4. There are non-zero γm ∈ K (independent of s) such that
[Bm, Bm′ ] = δm+m′,0γm.
Proof Since for each r the actions of Bm on Λ
r commute, for any v ∈ Λr we have
[Bm, Bm′ ](v ∧ |s− r〉) = v ∧ [Bm, Bm′ ]|s − r〉.(37)
It is, therefore, enough to show that the statement of the proposition holds when [Bm, Bm′ ]
is applied to |s〉 with arbitrary s ∈ Z. Let us first assume that m + m′ > 0. Then it is
easy to see from (27 – 30) that Wt(|s〉) + (m + m′)(δ + δ˙) is not a weight of Λs+
∞
2 .
Hence, [Bm, Bm′ ]|s〉 = 0 in this case. Next, let m+m
′ < 0. Write [Bm, Bm′ ]|s〉 as a linear
combination of ordered wedges
[Bm, Bm′ ]|s〉 =
∑
ν
cνukν1 ∧ ukν2 ∧ · · ·
where cν are non-zero coefficients. Since Wt(|s〉) + (m +m
′)(δ + δ˙) is distinct from the
weight of |s〉, we have kν1 > s for all ν. For any t > 0, (37) gives
[Bm, Bm′ ]|s〉 = us ∧ us−1 ∧ · · · ∧ us−nlt+1 ∧ [Bm, Bm′ ]|s− nlt〉.
From the structure of the ordering rules of Proposition 3.16 it follows that
[Bm, Bm′ ]|s − nlt〉 =
∑
ν
cνukν1−nlt ∧ ukν2−nlt ∧ · · · .
Choosing t sufficiently large, so that s > kν1 − nlt holds for all ν, and taking into account
the inequality kν1 − nlt > s − nlt, we obtain, by Lemma 3.18 (ii), that us ∧ us−1 ∧ · · · ∧
us−nlt+1 ∧ ukν1 ∧ ukν2 ∧ · · · vanishes for all ν. Hence [Bm, Bm′ ]|s〉 is zero.
Finally, let m+m′ = 0. Then the weight of [Bm, Bm′ ]|s〉 equals Wt(|s〉). It is easy to
see that the vector |s〉 coincides with |∅l, sl〉 for a certain sl ∈ Z
l(s). But from (27 – 30) it
is clear that the weight subspace of Fq[sl] with the weight Wt(|∅l, sl〉) is one-dimensional.
Since Bm preserve Fq[sl], it follows that [Bm, Bm′ ]|s〉 = γm|s〉 for some γm ∈ K. Using
[Bm, Bm′ ]|s〉 = us ∧ [Bm, Bm′ ]|s− 1〉 shows that γm does not depend on s. Specializing to
q = 1, we obtain γm|q=1 = mnl. Hence, γm 6= 0. 
Proposition 4.5. For m > 0 we have
γm = m
1− q−2mn
1− q−2m
1− q2ml
1− q2m
.
For l = 1 a proof of this proposition is given in [13]. We give a proof for all l ∈ N in
Section 5.1.1.
Following the same reasoning that was used above to show that Bm commutes with
Bm′ unless m+m
′ = 0, we obtain
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Proposition 4.6. The actions of U ′q(ŝln), U
′
p(ŝll) and H on Λ
s+∞
2 are pairwise mutually
commutative.
Taking into account the weight decomposition of Λs+
∞
2 given by (27 – 30), and the fact
that weight of Bm equals m(δ + δ˙), we see that vectors |∅l, sl〉 (sl ∈ Z
l(s)) are singular
vectors of H, i.e. are annihilated by Bm with positive m. Clearly, these vectors are also
singular vectors for Uq(ŝln). Likewise, the vectors |∅n, sn〉 (sn ∈ Z
n(s)) are singular both
for H and Up(ŝll). Define sets A
n
l (s) and A
l
n(s) by
Anl (s) := {sl = (s1, . . . , sl) ∈ Z
l(s) | s1 > s2 > · · · > sl, s1 − sl 6 n},
Aln(s) := {sn = (s1, . . . , sn) ∈ Z
n(s) | s1 > s2 > · · · > sn, s1 − sn 6 l}.
Definitions of |λl, sl〉 and |λn, sn〉 given in Section 4.1 imply
{|∅l, sl〉 | sl ∈ A
n
l (s)} = {|∅n, sn〉 | sn ∈ A
l
n(s)}.(38)
Hence, |∅l, sl〉 (sl ∈ A
n
l (s)) or, equivalently, |∅n, sn〉 (sn ∈ A
l
n(s)) are the only vectors of
the basis B(s) that are simultaneously singular for Uq(ŝln), Up(ŝll) and H. The equality
(38) shows that we have a bijection Anl (s)→ A
l
n(s) such that
sl 7→ sn if and only if |∅l, sl〉 = |∅n, sn〉.
This bijection is completely determined by comparing the weights of |∅l, sl〉 and |∅n, sn〉
according to (27 – 30). Namely, (t1, . . . , tn) ∈ A
l
n(s) is the image of (s1, . . . , sl) ∈ A
n
l (s) if
and only if
Λs1 + · · · +Λsl = (l − t1 + tn)Λ0 + (t1 − t2)Λ1 + · · · + (tn−1 − tn)Λn−1,
or, equivalently, if and only if
Λ˙t1 + · · ·+ Λ˙tn = (n− s1 + sl)Λ˙0 + (s1 − s2)Λ˙1 + · · ·+ (sl−1 − sl)Λ˙l−1.
Example 4.7. Let n = 5, l = 2 and s = 11. Then A52(11) contains three elements:
(6, 5), (7, 4) and (8, 3). On the other hand, A25(11) is formed by elements
(3, 2, 2, 2, 2), (3, 3, 2, 2, 1), (3, 3, 3, 1, 1).
The bijective correspondence between A52(11) and A
2
5(11) is given by
|∅2, (6, 5)〉 = |∅5, (3, 2, 2, 2, 2)〉, − (δ + δ˙) + Λ0 + Λ1 + 4Λ˙0 + Λ˙1,
|∅2, (7, 4)〉 = |∅5, (3, 3, 2, 2, 1)〉, − 2(δ + δ˙) + Λ2 + Λ4 + 2Λ˙0 + 3Λ˙1,
|∅2, (8, 3)〉 = |∅5, (3, 3, 3, 1, 1)〉, − 3(δ + δ˙) + 2Λ3 + 5Λ˙1.
Here we listed weights of the corresponding vectors in the right column. ⋄
The next theorem shows that {|∅l, sl〉 | sl ∈ A
n
l (s)} = {|∅n, sn〉 | sn ∈ A
l
n(s)} is the
complete set of singular vectors in Λs+
∞
2 . A proof follows immediately from [6, Theorem
1.6] (see also [7, Theorem 3.2]).
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Theorem 4.8.
Λs+
∞
2 =
⊕
sl∈A
n
l
(s)
U ′q(ŝln) · H · U
′
p(ŝll) |∅l, sl〉,
equivalently,
Λs+
∞
2 =
⊕
sn∈Aln(s)
U ′q(ŝln) · H · U
′
p(ŝll) |∅n, sn〉.
Corollary 4.9.
(i) For tl = (t1, . . . , tl) ∈ A
n
l (s), let sl = (s1, . . . , sl) be any element of Z
l(s) such that
Λs1 + · · ·+ Λsl = Λt1 + · · ·+ Λtl . Then |∅l, tl〉 ∈ U
′
p(ŝll)|∅l, sl〉.
(ii) For tn = (t1, . . . , tn) ∈ A
l
n(s), let sn = (s1, . . . , sn) be any element of Z
n(s) such that
Λ˙s1 + · · ·+ Λ˙sn = Λ˙t1 + · · ·+ Λ˙tn . Then |∅n, tn〉 ∈ U
′
q(ŝln)|∅n, sn〉.
Proof Proofs of (i) and (ii) being almost identical, we show (i) only. Since |∅l, sl〉 is a
singular vector for Uq(ŝln) · H, we have, by Theorem 4.8,
|∅l, sl〉 ∈
⊕
rl∈A
n
l
(s)
U ′p(ŝll) |∅l, rl〉.
Observe that for two distinct elements rl and tl of A
n
l (s), we have Λr1 + · · · + Λrl 6=
Λt1 + · · · + Λtl . Therefore, comparing ŝln-weights, we have
|∅l, sl〉 ∈ U
′
p(ŝll) |∅l, tl〉.
Since U ′p(ŝll) |∅l, tl〉 is an irreducible representation of U
′
p(ŝll), the claim follows. 
4.4 Canonical bases of the q-deformed Fock spaces
Fix an arbitrary integer s and define a gradation of the semi-infinite wedge product Λs+
∞
2
by setting deg |λ, s〉 = |λ|.
Lemma 4.10. Let k = (k1, k2, . . . ) ∈ P
++(s). Then for any t, r ∈ N such that t > r >
deg uk we have
uk1 ∧ uk2 ∧ · · · ∧ ukr ∧ ukr+1 ∧ · · · ∧ ukt = uk1 ∧ uk2 ∧ · · · ∧ ukr ∧ ukr+1 ∧ · · · ∧ ukt .
For l = 1 a proof of this lemma is given in [18, Proof of Lemma 7.7], for arbitrary l a proof
is virtually identical and will be omitted.
From this lemma it follows that for k = (k1, k2, . . . ) ∈ P
++(s), the assignment
uk := uk1 ∧ uk2 ∧ · · · ∧ ukr ∧ ukr+1 ∧ ukr+2 ∧ · · · (r > deg uk)(39)
determines a well-defined semi-linear involution u 7→ u of Λs+
∞
2 . It is easily seen from the
weight decomposition of Λs+
∞
2 defined in Section 4.2 that Wt(u) = Wt(u) for any weight
vector u of Λs+
∞
2 . Hence, for sl ∈ Z
l(s) (resp. sn ∈ Z
n(s)), the Fock space Fq[sl] (resp.
Fp[sn]) is invariant with respect to the bar-involution. In particular, therefore, we have
|λl, sl〉 =
∑
µl∈Π
l
Rλl,µl(sl|q) |µl, sl〉,
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where Rλl,µl(sl|q) is a Laurent polynomial in q with integral coefficients. From (27)
and the fact that the involution preserves the weight subspaces of Λs+
∞
2 , it follows that
Rλl,µl(sl|q) is non-zero only if |λl| = |µl|.
For λl,µl ∈ Π
l and sl ∈ Z
l(s), let k = (k1, k2, . . . ), and l = (l1, l2, . . . ) be the unique
elements of P++(s) such that |λl, sl〉 = uk, |µl, sl〉 = ul. Then (39) implies
Rλl,µl(sl|q) = R(k)r ,(l)r(q),(40)
where (k)r := (k1, k2, . . . , kr), (l)r := (l1, l2, . . . , lr) and r is an arbitrary integer satisfying
r > deg uk, degul. Here, the coefficient R(k)r ,(l)r(q) is defined in Section 3.4. The uni-
triangularity of the matrix ‖Rk,l(q)‖ (k, l ∈ P
++) described in that section immediately
leads to
Proposition 4.11. For λl,µl ∈ Π
l and sl ∈ Z
l(s), the coefficient Rλl,µl(sl|q) is zero
unless the partition λ = (τ sl )
−1(λl, sl) is greater or equals the partition µ = (τ
s
l )
−1(µl, sl)
with respect to the dominance order on partitions. Moreover, Rλl,λl(sl|q) = 1.
The unitriangularity of the involution matrix ‖Rλl,µl(sl|q) ‖ allows to define canonical
bases {G+(λl, sl) | λl ∈ Π
l}, {G−(λl, sl) | λl ∈ Π
l} of the Fock space Fq[sl] for arbitrary
sl ∈ Z
l(s). These bases are characterized by
G+(λl, sl) = G
+(λl, sl), G−(λl, sl) = G
−(λl, sl),(i)
G+(λl, sl) ≡ |λl, sl〉 mod qL
+(s), G−(λl, sl) ≡ |λl, sl〉 mod q
−1L−(s),(ii)
where L+(s) (resp. L−(s)) is the Q[q]-lattice (resp. Q[q−1]-lattice) of Λs+
∞
2 generated by
the basis
B(s) = {|λ, s〉 |λ ∈ Π} = {|λl, sl〉 |λl ∈ Π
l, sl ∈ Z
l(s)} = {|λn, sn〉 |λn ∈ Π
n, sn ∈ Z
n(s)}.
Set
G+(λl, sl) =
∑
µl∈Π
l
∆+λl,µl
(sl|q) |µl, sl〉, G
−(λl, sl) =
∑
µl∈Π
l
∆−λl,µl
(sl|q) |µl, sl〉.
Then, keeping notations as in (40) we have
∆+λl,µl
(sl|q) = ∆
+
(k)r ,(l)r
(q), ∆−λl,µl
(sl|q) = ∆
−
(k)r ,(l)r
(q),
where the matrices ‖∆±k,l(q)‖ (k, l ∈ P
++) are defined in Section 3.4. Hence, Theo-
rem 3.26 shows that ∆±λl,µl
(sl|q) are parabolic Kazhdan-Lusztig polynomials. Note that
Rλl,µl(sl|q) 6= 0 only if |λl| = |µl| implies ∆
±
λl,µl
(sl|q) 6= 0 only if |λl| = |µl|. For each
non-negative integer k let us put
‖∆±λl,µl
(sl|q)‖k = ‖∆
±
λl,µl
(sl|q)‖ (|λl| = |µl| = k).
A proof of the next proposition in the special case l = 1 is given in [18], a proof of the
general case is similar and will be omitted.
Proposition 4.12. For each u ∈ Λs+
∞
2 one has
eiu = eiu, fiu = fiu (i ∈ {0, 1, . . . , n− 1}),
e˙ju = e˙ju, f˙ju = f˙ju (j ∈ {0, 1, . . . , l − 1}),
B−mu = B−mu, Bmu = q
2m(n−l)Bmu (m > 0).
29
Let us now describe how the canonical bases relate to the global crystal bases of
Kashiwara. As in Section 2.2, let L[sl] = ⊕λl∈ΠlA |λl, sl〉 be the lower crystal lattice
of Fq[sl] at q = 0. Proposition 4.12 then implies that L[sl] = ⊕λl∈ΠlA |λl, sl〉, where
A ⊂ Q(q) is the subring of rational functions regular at q = ∞, is a lower crystal lattice
of Fq[sl] at q = ∞ (cf. [11, 12]). Let Uq(ŝln)Q be the Q[q, q
−1]-subalgebra of Uq(ŝln)
generated by the q-divided differences e
(m)
i , f
(m)
i and
m∏
k=1
q1−kti − (ti)
−1qk−1
qk − q−k
with m ∈ N. One can show [3, Lemma 2.7] that
Fq[sl]Q = ⊕λl∈ΠlQ[q, q
−1] |λl, sl〉
is invariant with respect to the action of Uq(ŝln)Q on Fq[sl].
The existence and uniqueness of the basis {G+(λl, sl) | λl ∈ Π
l} can be reformulated,
by using the unitriangularity of the bar-involution, as the existence of an isomorphism
Fq[sl]Q ∩ L[sl] ∩ L[sl]
∼
→ L[sl]/qL[sl]
such that the preimage of |λl, sl〉 mod qL[sl] is G
+(λl, sl). In terminology of [11, 12],
therefore,
{G+(λl, sl) | λl ∈ Π
l}
is a lower global crystal basis of the integrable Uq(ŝln)-module Fq[sl].
Now let us use the indexation of the basis B(s) by pairs (λn, sn) with λn ∈ Π
n and
sn ∈ Z
n(s). Certainly, we may label by these pairs the canonical bases as well, so that
{G±(λn, sn) | λn ∈ Π
n, sn ∈ Z
n(s)} = {G±(λl, sl) | λl ∈ Π
l, sl ∈ Z
l(s)}
and G±(λn, sn) are congruent to |λn, sn〉 modulo q
±1L±(s). Comparing formulas (35, 36)
with (33, 34), and taking into account Theorem 2.4, we see that L[sn] = ⊕λn∈ΠnA |λn, sn〉
is a lower crystal lattice of the Up(ŝll)-module Fp[sn] at p := −q
−1 = 0. Then, by Propo-
sition 4.12 again, L[sn] = ⊕λn∈ΠnA |λn, sn〉 is a lower crystal lattice of Fp[sn] at p =∞,
and the existence and uniqueness of the basis {G−(λn, sn) | λn ∈ Π
n} imply that there is
an isomorphism
Fp[sn]Q ∩ L[sn] ∩ L[sn]
∼
→ L[sn]/pL[sn]
taking G−(λn, sn) to |λn, sn〉 mod pL[sn]. Therefore,
{G−(λn, sn) | λn ∈ Π
n}
is a lower global crystal basis of the integrable Up(ŝll)-module Fp[sn].
Let us now comment on how the canonical basis {G+(λl, sl) | λl ∈ Π
l} is related to
the lower global crystal basis {G(λl, sl) |λl ∈ Π
l(sl)} of the irreducible Uq(ŝln)-submodule
Mq[sl] generated by |∅l, sl〉 (cf. Theorem 2.5). Using Lemma 2.7 in [3], one can show, that
the rational form Mq[sl]Q of Mq[sl] belongs to Fq[sl]Q. From the definition of G(λl, sl)
it now follows that G(λl, sl) belongs to L
+(s), hence has the same congruence property
with respect to L+(s) as does G+(λl, sl). On the other hand, by Proposition 4.12, the
restriction of the bar-involution on Mq[sl] coincides with the involution of Mq[sl] defined
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in Section 2.2. By the uniquennes of G+(λl, sl) it now follows that G
+(λl, sl) = G(λl, sl)
for all λl ∈ Π
l(sl). Hence
{G+(λl, sl) | λl ∈ Π
l(sl)}
is the lower global crystal basis of the irreducible Uq(ŝln)-submodule Mq[sl].
For sn ∈ Z
n, let Mp[sn] be the irreducible Up(ŝll)-submodule of Fp[sn] generated by
the highest weight vector |∅n, sn〉. By the same argument as above we conclude that
{G−(λn, sn) | λn ∈ Π
n(sn)}
is the lower global crystal basis of Mp[sn].
Note that the involution matrix Rλl,µl(sl|q), because of its unitriangularity, can be
computed by using the ordering rules of Proposition 3.16. We have, therefore, an algorithm
for computation of the transition matrices ‖∆±λl,µl
(sl|q)‖. By the deep result of [2] the
coefficients ∆+λl,µl
(sl|1) for λl ∈ Π
l(sl),µl ∈ Π
l are identified with the decomposition
numbers of Specht modules for an Ariki-Koike algebra, hence are non-negative integers.
Tables of the transition matrices suggest that for all λl,µl ∈ Π
l the entries ∆+λl,µl
(sl|q)
are in Z>0[q] (and those of ‖∆
−
λl,µl
(sl|q)‖ are in Z>0[p]).
5 An inversion formula for Kazhdan-Lusztig polynomials
The aim of this section is to prove Theorem 5.15 which gives an inversion formula relating
the matrices ‖∆+λl,µl
(sl|q)‖ with ‖∆
−
λl,µl
(sl|q)‖. In the case l = 1 this formula has already
been proved by Leclerc and Thibon in [18].
5.1 Some properties of the Heisenberg algebra action on Λs+
∞
2
Definition 5.1. Let m ∈ Z>0. We shall say that a pair (λr = (λ
(1), . . . , λ(r)), sr =
(s1, . . . , sr)) ∈ Π
r ×Zr is m-dominant if for all a = 1, 2, . . . , r− 1 we have the inequalities
sa − sa+1 > m+ |λr|,
were |λr| = |λ
(1)|+ · · · + |λ(r)|.
Also, we shall say that a basis vector |λl, sl〉 (resp. |λn, sn〉) is m-dominant if the pair
(λl, sl) (resp. (λn, sn)) is. To explain the reason for introducing this definition, we need
to prepare some notations. Let n ∈ N, l = 1. Let x be a linear operator on Λs+
∞
2 acting
on the elements of the basis B(s) by
x |λ, s〉 =
∑
µ∈Π
xλ,µ(s) |µ, s〉,
where xλ,µ(s) are coefficients in K. Let now n ∈ N, l ∈ N. For each b = 1, 2, . . . , l we
define an endomorphism x(b)[n, 1] of Λs+
∞
2 by
x(b)[n, 1] |λl, sl〉 =
∑
µ∈Π
xλ(b),µ(sb) |(λ
(1), . . . , λ(b−1), µ, λ(b+1), . . . , λ(l)), sl〉.
Similarly, let n = 1, l ∈ N. For an endomorphism y of Λs+
∞
2 we introduce the correspond-
ing matrix elements yλ,µ(s) on the basis B(s) by
y |λ, s〉 =
∑
µ∈Π
yλ,µ(s) |µ, s〉.
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Again, for arbitrary n ∈ N, l ∈ N we define, for each a = 1, 2, . . . , n, an endomorphism
y(a)[1, l] of Λs+
∞
2 by
y(a)[1, l] |λn, sn〉 =
∑
µ∈Π
yλ(a),µ(sa) |(λ
(1), . . . , λ(a−1), µ, λ(a+1), . . . , λ(n)), sn〉.
Example 5.2. For n = 2, l = 1, and s ∈ 2Z one finds, using the ordering rules of
Proposition 3.16, that
B−2|∅, s〉 = |(4), s〉 − q
−1|(3, 1), s〉 + (q−2 − 1)|(22), s〉+
+q−1|(2, 12), s〉 − q−2|(14), s〉.
Hence, for n = 2, l = 2, taking sl = (s1, s2) such that s1, s2 ∈ 2Z, we have
B
(1)
−2 [2, 1] |∅l, sl〉 = |((4),∅), sl〉 − q
−1|((3, 1),∅), sl〉+ (q
−2 − 1)|((22),∅), sl〉+
+q−1|((2, 12),∅), sl〉 − q
−2|((14),∅), sl〉,
B
(2)
−2 [2, 1] |∅l, sl〉 = |(∅, (4)), sl〉 − q
−1|(∅, (3, 1)), sl〉+ (q
−2 − 1)|(∅, (22)), sl〉+
+q−1|(∅, (2, 12)), sl〉 − q
−2|(∅, (14)), sl〉.
⋄
Proposition 5.3.
(i) Let (λl, sl) ∈ Π
l × Zl be nm-dominant for some m ∈ N. Then
B−m |λl, sl〉 =
l∑
b=1
q(b−1)mB
(b)
−m[n, 1] |λl, sl〉.
(ii) Let (λl, sl) ∈ Π
l × Zl be 0-dominant. Then, for any m ∈ N,
Bm |λl, sl〉 =
l∑
b=1
q(b−1)mB(b)m [n, 1] |λl, sl〉.
(i’) Let (λn, sn) ∈ Π
n × Zn be lm-dominant for some m ∈ N. Then
B−m |λn, sn〉 =
n∑
a=1
p(a−1)mB
(a)
−m[1, l] |λn, sn〉.
(ii’) Let (λn, sn) ∈ Π
n × Zn be 0-dominant. Then, for any m ∈N,
Bm |λn, sn〉 =
n∑
a=1
p(a−1)mB(a)m [1, l] |λn, sn〉.
A proof of this proposition is given in Section 5.4.
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Example 5.4. To illustrate the above proposition, take n = 2, l = 2, and sl = (2,−2).
A straightforward computation using Proposition 3.16 gives
B−2 |∅l, sl〉 = |((4),∅), sl〉 − q
−1|((3, 1),∅), sl〉+ (q
−2 − 1)|((22),∅), sl〉+
+q−1|((2, 12),∅), sl〉 − q
−2|((14),∅), sl〉+
+q2|(∅, (4)), sl〉 − q|(∅, (3, 1)), sl〉+ (1− q
2)|(∅, (22)), sl〉+
+q|(∅, (2, 12)), sl〉 − |(∅, (1
4)), sl〉.
The pair (∅l, sl) is 4-dominant, taking into account formulas of Example 5.2, we see that
the relation
B−2 |∅l, sl〉 = B
(1)
−2 [2, 1] |∅l, sl〉+ q
2B
(2)
−2 [2, 1] |∅l, sl〉
is indeed satisfied. ⋄
Remark 5.5. Simple decompositions for the actions of the bosons described in Proposi-
tion 5.3 fail to hold, in general, when bosons are applied to vectors that are not dominant.
For example, let n = l = 2, and let sl = (0, 0). Then the pair (∅l, sl) is not m-dominant
for any m ∈ N. In this case an explicit computation yields
B−2 |∅l, sl〉 = q|((4),∅), sl〉 − |((3, 1),∅), sl〉+ (1− q
2)|((22),∅), sl〉+
+q|((2, 12),∅), sl〉 − |((1
4),∅), sl〉+
+|(∅, (4)), sl〉 − q
−1|(∅, (3, 1)), sl〉+ (q
−2 − 1)|(∅, (22)), sl〉+
+|(∅, (2, 12)), sl〉 − q
−1|(∅, (14)), sl〉+
+(q2 − 1)|((2), (2)), sl〉+ (q
−1 − q)|((1), (2, 1)), sl〉+
+(q−1 − q)|((2, 1), (1)), sl〉+ (1− q
−2)|((12), (12)), sl〉.
For m ∈ Z, let em and hm be, respectively, the elementary symmetric function and
the complete symmetric function (cf. [19]). In terms of the power-sum basis of the ring
of symmetric functions one has
em = em(p1, p2, . . . ) =
∑
ν∈Π,|ν|=m
am,ν pν , hm = hm(p1, p2, . . . ) =
∑
ν∈Π,|ν|=m
bm,ν pν ,
where, as usual, for a partition ν = (ν1, ν2, . . . ), we put pν = pν1pν2 · · · . It will be un-
derstood that e0 = h0 = 1, and em = hm = 0 for m < 0. Now, for all integer m we
define
Em := em(B1, B2, . . . ), E˜m := em(B−1, B−2, . . . ),
Hm := hm(B1, B2, . . . ), H˜m := hm(B−1, B−2, . . . ).
Corollary 5.6.
(i) Let (λl, sl) ∈ Π
l × Zl be nm-dominant for some m ∈ N. Then
E˜m |λl, sl〉 =
∑
m1+···+ml=m
l∏
b=1
q(b−1)mbE˜(b)mb [n, 1] |λl, sl〉,
H˜m |λl, sl〉 =
∑
m1+···+ml=m
l∏
b=1
q(b−1)mbH˜(b)mb [n, 1] |λl, sl〉.
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(ii) Let (λl, sl) ∈ Π
l × Zl be 0-dominant. Then, for any m ∈ N,
Em |λl, sl〉 =
∑
m1+···+ml=m
l∏
b=1
q(b−1)mbE(b)mb [n, 1] |λl, sl〉,
Hm |λl, sl〉 =
∑
m1+···+ml=m
l∏
b=1
q(b−1)mbH(b)mb [n, 1] |λl, sl〉.
(i’) Let (λn, sn) ∈ Π
n × Zn be lm-dominant for some m ∈ N. Then
E˜m |λn, sn〉 =
∑
m1+···+mn=m
n∏
a=1
p(a−1)maE˜(a)ma [1, l] |λn, sn〉,
H˜m |λn, sn〉 =
∑
m1+···+mn=m
n∏
a=1
p(a−1)maH˜(a)ma [1, l] |λn, sn〉.
(ii’) Let (λn, sn) ∈ Π
n × Zn be 0-dominant. Then, for any m ∈N,
Em |λn, sn〉 =
∑
m1+···+mn=m
n∏
a=1
p(a−1)maE(a)ma [1, l] |λn, sn〉,
Hm |λn, sn〉 =
∑
m1+···+mn=m
n∏
a=1
p(a−1)maH(a)ma [1, l] |λn, sn〉.
Proof It follows from (27 – 30) that for each m ∈ Z∗, a vector Bm|λl, sl〉 (resp. a vector
Bm|λn, sn〉) is a linear combination of |µl, sl〉 (resp. |µn, sn〉) with |µl| = |λl|−nm (resp.
with |µn| = |λn|−lm). Also, if ∆ is the comultiplication on the ring of symmetric functions
defined by ∆pm = pm⊗ 1+1⊗ pm, then ∆em =
∑
r+s=m er⊗ es, ∆hm =
∑
r+s=m hr⊗hs
(cf. [19]). These facts and Proposition 5.3 imply the claims. 
5.1.1 Proof of Proposition 4.5.
To emphasize the dependence on n and l let us put, in notations of Proposition 4.5,
γm[n, l] := γm. First, let n = l = 1. In this case the ordering rules of Proposition 3.16
reduce to uk1 ∧ uk2 = −uk2 ∧ uk1 for all k1, k2 ∈ Z. This makes it easy to verify that
γm[1, 1] = m. Next, let n > 1, l = 1. It is clear that there is sn ∈ Z
n such that the pair
(∅n, sn) is m-dominant. Hence, applying Proposition 5.3 (i’), we obtain
γm[n, 1]|∅n, sn〉 = BmB−m|∅n, sn〉 = Bm
n∑
a=1
p(a−1)mB
(a)
−m[1, 1]|∅n, sn〉.
But B−m|∅n, sn〉 is a linear combination of |λn, sn〉 with |λn| = m, hence a linear combi-
nation of 0-dominant vectors. Therefore one may apply Proposition 5.3 (ii’) and get
Bm
n∑
a=1
p(a−1)mB
(a)
−m[1, 1]|∅n, sn〉 =
n∑
a=1
p2(a−1)mB(a)m [1, 1]B
(a)
−m[1, 1]|∅n, sn〉.
This implies
γm[n, 1]|∅n, sn〉 =
(
n∑
a=1
p2(a−1)mγm[1, 1]
)
|∅n, sn〉.
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Thus
γm[n, 1] = m
1− p2mn
1− p2m
.
Finally, let n > 1, l > 1. Obviously there is sl ∈ Z
l such that the pair (∅l, sl) is nm-
dominant. Therefore, by Proposition 5.3 (i), we have
γm[n, l]|∅l, sl〉 = BmB−m|∅l, sl〉 = Bm
n∑
b=1
q(b−1)mB
(b)
−m[n, 1]|∅l, sl〉.
Again, it is clear that B−m|∅l, sl〉 is a linear combination of 0-dominant vectors, hence
using Proposition 5.3 (ii), we obtain
γm[n, l]|∅l, sl〉 =
(
l∑
b=1
q2(b−1)mγm[n, 1]
)
|∅l, sl〉.
It follows that
γm[n, l] = m
1− p2mn
1− p2m
1− q2ml
1− q2m
.
Recalling that p := −q−1, we get the desired result. 
5.2 A scalar product of Λs+
∞
2 .
For each s ∈ Z we define on the semi-infinite wedge product Λs+
∞
2 a K-bilinear scalar
product by 〈b, b′〉 = δb,b′ , where b and b
′ are any two elements of the basis
B(s) = {|λ, s〉 |λ ∈ Π} = {|λl, sl〉 |λl ∈ Π
l, sl ∈ Z
l(s)} = {|λn, sn〉 |λn ∈ Π
n, sn ∈ Z
n(s)}.
It is clear that this scalar product is symmetric, and that for two weight vectors u and v,
〈u, v〉 is non-zero only if Wt(u) = Wt(v).
Proposition 5.7. For u, v ∈ Λs+
∞
2 one has
〈eiu, v〉 = 〈u, q
−1(ti)
−1fiv〉, 〈fiu, v〉 = 〈u, q
−1tieiv〉 (i = 0, 1, . . . , n − 1),
〈e˙ju, v〉 = 〈u, p
−1(t˙j)
−1f˙jv〉, 〈f˙ju, v〉 = 〈u, p
−1t˙j e˙jv〉 (j = 0, 1, . . . , l − 1).
Proof This immediately follows from (33 – 36). 
Proposition 5.8. For m ∈ N, and u, v ∈ ∈ Λs+
∞
2 one has
〈B−mu, v〉 = 〈u,Bmv〉.
To prove this proposition we use the following lemma.
Lemma 5.9.
(i) Assume that the statement of Proposition 5.8 is valid for some n ∈ N and l = 1. Then
it is also valid for the same n and all l ∈ N>1.
(ii) Assume that the statement of Proposition 5.8 is valid for some l ∈ N and n = 1. Then
it is also valid for the same l and all n ∈ N>1.
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Proof Proofs of (i) and (ii) being similar, we give a proof of (i) only. Let us keep notations
as in Proposition 5.8. Using Theorem 4.8 we assume without loss of generality that
u =
∑
k xkyk|∅l, tl〉,
where xk is an element of Uq(ŝln)
− · H−, yk is an element of Up(ŝll)
−, and tl = (t1, . . . , tl)
is an element of Anl (s). By Corollary 4.9, for any sl = (s1, . . . , sl) ∈ Z
l(s), such that
Λs1 + · · ·+ Λsl = Λt1 + · · ·+ Λtl we have |∅l, tl〉 = Y (sl)|∅l, sl〉 for some Y (sl) ∈ U
′
p(ŝll).
Hence
〈Bmu, v〉 =
∑
k〈B−mxk|∅l, sl〉, Y
∗
k (sl)v〉,
where Y ∗k (sl) is the adjoint of Yk(sl) := ykY (sl). Note that by Proposition 5.7, Y
∗
k (sl) ∈
U ′p(ŝll). We may and do assume that for each k the element xk ∈ Uq(ŝln)
− · H− has a
definite weight wt(xk) = −(rk,0α0 + · · · + rk,n−1αn−1), where rk,i are some non-negative
integers. For all k we have xk|∅l, sl〉 ∈ Fq[sl], and using (27) we see that xk|∅l, sl〉 is a
linear combination of |λl, sl〉 with |λl| = rk := rk,0+ · · ·+ rk,n−1. Let now r := maxk{rk},
and choose sl so that
sb − sb+1 > r + nm (b = 1, . . . , l − 1).(41)
Then for each k the vector xk|∅l, sl〉 is a linear combination of nm-dominant vectors.
Hence we may apply Proposition 5.3 (i) and get
〈Bmu, v〉 =
∑
k
l∑
b=1
q(b−1)m〈B
(b)
−m[n, 1]xk|∅l, sl〉, Y
∗
k (sl)v〉.
Now using the assumption in the statement (i) of the lemma we obtain
〈Bmu, v〉 =
∑
k
l∑
b=1
q(b−1)m〈xk|∅l, sl〉, B
(b)
m [n, 1]Y
∗
k (sl)v〉.
For each k the scalar product 〈B−mxk|∅l, sl〉, Y
∗
k (sl)v〉 is non-zero only if Y
∗
k (sl)v ∈ Fq[sl],
and
wt(Y ∗k (sl)v) = wt(B−mxk|∅l, sl〉) = wt|∅l, sl〉 −
n−1∑
i=0
(rk,i +m)αi.
It follows that Y ∗k (sl)v is a linear combination of |µl, sl〉 with |µl| = rk + nm, whence, by
(41), it is a linear combination of 0-dominant vectors. Therefore, we may apply Proposition
5.3 (ii), and obtain
〈B−mu, v〉 =
∑
k
〈xk|∅n, sn〉, BmYk(sn)
∗v〉 = 〈u,Bmv〉.

Proof of Proposition 5.8. In view of Lemma 5.9 it is sufficient to show that the statement
of the proposition is valid for n = l = 1. But in this case the relation 〈B−mu, v〉 =
〈u,Bmv〉 is just a restatement of the fact that the endomorphism m∂/∂pm of the ring
of symmetric functions is adjoint to the multiplication by pm with respect to the scalar
product orthonormalizing the basis of Schur functions. 
Proposition 5.7 implies that for m ∈ Z>0 and u, v ∈ Λ
s+∞
2 one has
〈E˜mu, v〉 = 〈u,Emv〉, 〈H˜mu, v〉 = 〈u,Hmv〉.(42)
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5.3 A symmetry of the bar-involution.
Define a semi-linear involution u 7→ u′ of Λ∗+
∞
2 = ⊕s∈ZΛ
s+∞
2 by
|λ, s〉′ = |λ′,−s〉, q′ = q−1.
Here λ′ stands for the conjugate partition of λ. The description of the indexations of
|λ, s〉 given in Remark 4.2 implies that for an l-multipartition λl = (λ
(1), . . . , λ(l)) and
sl = (s1, . . . , sl) ∈ Z
l we have
|λl, sl〉
′ = |λ′l, s
′
l〉,
where λ′l = (λ
(l)′, . . . , λ(1)
′
) and s′l = (−sl, . . . ,−s1). Likewise, for an n-multipartition λn
and sn ∈ Z
n we have
|λn, sn〉
′ = |λ′n, s
′
n〉.
Proposition 5.10. For u ∈ Λs+
∞
2 (s ∈ Z) we have
(eiu)
′ = q−1t−ie−iu
′, (fiu)
′ = q−1(t−i)
−1f−iu
′ (i = 0, 1, . . . , n− 1),
(e˙ju)
′ = p−1t˙−j e˙−ju
′, (f˙ju)
′ = p−1(t˙−j)
−1f˙−ju
′ (j = 0, 1, . . . , l − 1).
Proof This follows from (33 – 36). 
Proposition 5.11. For u ∈ Λs+
∞
2 (s ∈ Z) and m ∈ Z>0 we have
(E˜mu)
′ = (−q)m(n−1)(−p)m(l−1)H˜mu
′,(i)
(Emu)
′ = (−q)m(n−1)(−p)m(l−1)Hmu
′.(ii)
To prove this proposition we use the following lemma.
Lemma 5.12.
(i) Assume that the statement (i) of Proposition 5.11 is valid for some n ∈ N and l = 1.
Then it is also valid for the same n and all l ∈ N>1.
(ii) Assume that the statement (i) of Proposition 5.11 is valid for some l ∈ N and n = 1.
Then it is also valid for the same l and all n ∈ N>1.
Proof Since proofs of (i) and (ii) are virtually identical, we give a proof of (i) only. Let
us keep notations as in Proposition 5.11. Taking into account Theorem 4.8 we may, and
do, assume without loss of generality that
u =
∑
k xkyk|∅l, tl〉,
where tl = (t1, . . . , tl) is an element of A
n
l (s), xk is an element of Uq(ŝln)
− · H−, and yk
is an element of Up(ŝll)
−. Choose any sequence sl = (s1, . . . , sl) ∈ Z
l(s) such that the
relation Λs1 + · · · + Λsl = Λt1 + · · · + Λtl is satisfied. Corollary 4.9 (i) implies that there
is Y (sl) ∈ U
′
p(ŝll) such that |∅l, tl〉 = Y (sl)|∅l, sl〉. Setting Yk(sl) = ykY (sl) we have
E˜mu =
∑
k Yk(sl)E˜mxk|∅l, sl〉.
It is clear that we may assume all xk to be weight vectors of Uq(ŝln)
− · H−. Then wt(xk) =
−(rk,0α0+ · · ·+rk,n−1αn−1) for some non-negative integers rk,i.Moreover, xk ∈ Uq(ŝln) · H
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implies that xk|∅l, sl〉 belongs to Fq[sl]. Hence, xk|∅l, sl〉 is a linear combination of vectors
|λl, sl〉 (λl ∈ Π
l), and from formula (27) for the weight of |λl, sl〉 we see that for all these
vectors |λl| = rk := rk,0 + · · · + rk,n−1. Now let r := maxk{rk}, and choose the sequence
sl so that the inequalities
sb − sb+1 > r + nm(43)
are satisfied for all b = 1, . . . , l − 1. Then for each k the vector xk|∅l, sl〉 is a linear
combination of nm-dominant |λl, sl〉, whereupon Corollary 5.6 (i) gives
E˜mu =
∑
k
Yk(sl)
∑
m1+···+ml=m
l∏
b=1
q(b−1)mbE˜(b)mb [n, 1] xk|∅l, sl〉.
Now we use the assumption in the statement (i) of the lemma, and obtain
(E˜mu)
′ = q−m(l−1)(−q)m(n−1)
∑
k
Yk(sl)
′
∑
m1+···+ml=m
l∏
b=1
q(b−1)mbH˜(b)mb [n, 1] (xk|∅l, sl〉)
′,
where Yk(sl)
′ is the element of U ′p(ŝll) defined by Yk(sl)
′v′ = (Yk(sl)v)
′ (cf. Proposition
5.10). Observe next, that if a vector |λl, sl〉 is nm-dominant, then so is |λl, sl〉
′. Hence,
from (43) it follows that for each k the vector (xk|∅l, sl〉)
′ is a linear combination of
nm-dominant |λl, s
′
l〉. Therefore, we may again apply Corollary 5.6 (i), and obtain
(E˜mu)
′ = q−m(l−1)(−q)m(n−1)
∑
k
Yk(sl)
′H˜m(xk|∅l, sl〉)
′ = (−p)m(l−1)(−q)m(n−1)H˜mu
′.
Thus (i) is proved. 
Proof of Proposition 5.11. By Lemma 5.12, the statement (i) of the proposition will be
proved once it is shown to hold for n = l = 1. But in this case (i) is just a restatement
of the relation ω(em) = hm for the standard involution of the ring of symmetric functions
defined, in terms of the Schur functions, by ω(sλ) = sλ′ .
It remains to observe that, the scalar product being non-degenerate, the relation (ii)
follows from (i), relations (42) and the easily checked formula 〈u′, v〉 = 〈u, v′〉. 
Proposition 5.13. For u, v ∈ Λs+
∞
2 (s ∈ Z) one has
〈u, v〉 = 〈u′, v′〉.
Proof Using the decomposition of Λs+
∞
2 described in Theorem 4.8 we define a gradation
of Λs+
∞
2 in the following way. We set the degrees of all the singular vectors |∅l, sl〉
(sl ∈ A
n
l (s)) to be zero, and we require that with respect to our gradation the operators
fi, f˙j, and B−m (m ∈ N) be homogeneous of degrees 1, 1, and m respectively. Then, the
operators ei, e˙j , are homogeneous of degree −1, and the operators E˜m, H˜m, Em, Hm are
homogeneous of respective degrees m, m, −m, −m.
Now we show the claim by induction. In degree zero we have
〈|∅l, sl〉, |∅l, tl〉〉 = 〈|∅l, sl〉, |∅l, tl〉〉 = δsl,tl ,
〈|∅l, s
′
l〉, |∅l, t
′
l〉〉 = 〈|∅l, s
′
l〉, |∅l, t
′
l〉〉 = δsl,tl
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for all sl, tl ∈ A
n
l (s). Hence the claim holds in this case.
Assume that the proposition is proved for all u, v with degrees < k. By Theorem 4.8,
to prove the proposition for all u, v, it is enough to show that
〈(fiu), v〉 = 〈(fiu)
′, v′〉,(44)
〈(f˙ju), v〉 = 〈(f˙ju)
′, v′〉,(45)
〈(E˜mw), v〉 = 〈(E˜mw)
′, v′〉(46)
for u, v, w with degrees k − 1, k, k −m respectively.
Let us show (44). We have
〈(fiu), v〉 = 〈fiu, v〉 = 〈u, q
−1tieiv〉 = 〈u
′, (q−1tieiv)′〉.
Here the first equality follows from Proposition 4.12, the second – from Proposition 5.7
and the third – from the induction assumption. Further,
〈u′, (q−1tieiv)′〉 = 〈u
′, e−iv′〉 = 〈u
′, e−iv′〉 = 〈q
−1(t−i)
−1f−iu
′, v′〉 = 〈(fiu)
′, v′〉.
Here we used Proposition 5.10, Proposition 4.12 and Proposition 5.7. Thus (44) is estab-
lished. A proof of (45) is similar.
Finally, let us show (46). We have
〈(E˜mw), v〉 = 〈E˜mw, v〉 = 〈w,Emv〉 = 〈w
′, (Emv)′〉.
Here the first equality comes from Proposition 4.12, the second – from (42), and the third
– from the induction assumption. Continuing we have
〈w′, (Emv)′〉 = 〈w
′, (−q)m(n−1)(−p)m(l−1)Hmv′〉 =
= 〈w′, (−q)m(n−1)(−p)m(l−1)Hmv′〉 = 〈(−q)
m(n−1)(−p)m(l−1)H˜mw
′, v′〉 = 〈(E˜mw)
′, v′〉.
Here we used Proposition 5.11, Proposition 4.12 and (42). Thus (46) is proved. 
For sl = (s1, . . . , sl) ∈ Z
l let {G∗(λl, sl) | λl ∈ Π
l} be the basis of Fq[sl] dual to
{G+(λl, sl) | λl ∈ Π
l} with respect to the scalar product 〈u, v〉. Write
G∗(λl, sl) =
∑
µl∈Π
l
∆∗λl,µl(sl|q) |µl, sl〉.
Since the basis {|λl, sl〉 | λl ∈ Π
l} of Fq[sl] is orthonormal relative to the scalar product,
the matrix ‖∆∗λl,µl(sl|q)‖ is the transposed inverse of the matrix ‖∆
+
λl,µl
(sl|q)‖.
Proposition 5.14. For sl ∈ Z
l, λl ∈ Π
l one has
G∗(λl, sl)
′ = G−(λ′l, s
′
l).
Proof Since the matrix ‖∆+λl,µl
(sl|q)‖ is unitriangular with off-diagonal entries in qZ[q],
the same is true for its transposed inverse ‖∆∗λl,µl(sl|q)‖. It follows that
G∗(λl, sl)
′ ≡ |λ′l, s
′
l〉 mod q
−1L−(s)
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where s = s1 + · · · + sl. Hence, G
∗(λl, sl)
′ has the required congruence property relative
to the basis {|λl, s
′
l〉}.
It remains to show that G∗(λl, sl)
′ is invariant with respect to the bar-involution. Since
G∗(λl, sl) is dual to G
+(λl, sl) this is equivalent to
〈G∗(λl, sl)′,G
+(µl, sl)
′〉 = δλl,µl .
Using Proposition 5.13 we obtain
〈G∗(λl, sl)′,G
+(µl, sl)
′〉 = 〈G∗(λl, sl),G+(µl, sl)〉 = 〈G
∗(λl, sl),G
+(µl, sl)〉 = δλl,µl .

This proposition immediately implies
Theorem 5.15 (Inversion formula). For sl ∈ Z
l, λl,µl ∈ Π
l one has∑
νl∈Πl
∆−
λ′l,ν
′
l
(s′l|q
−1) ∆+µl,νl(sl|q) = δλl,µl .
Example 5.16. To illustrate the theorem, let n = 3, l = 2 and sl = (1,−1). Then the
matrix ‖∆+λl,µl
(sl|q)‖3 consists of the two following blocks:
((3),∅) 1 0 0 0 0 0 0 0
(∅, (3)) 0 1 0 0 0 0 0 0
((1), (2)) q q 1 0 0 0 0 0
(∅, (2, 1)) 0 q2 q 1 0 0 0 0
((2, 1),∅) q 0 0 0 1 0 0 0
((12), (1)) q2 0 q 0 q 1 0 0
((13),∅) 0 0 0 0 q2 q 1 0
(∅, (13)) 0 0 q2 q 0 q 0 1
((2), (1)) 1 0
((1), (12)) 0 1
Here coefficients in each column are those of the expansion of an element of the canonical
basis on the basis {|λl sl〉}. For example, G
+((∅, (3)), sl) = |(∅, (3)), sl〉+q|((1), (2)), sl〉+
q2|(∅, (2, 1)), sl〉.
On the other hand, the matrix ‖∆−λl,µl
(sl|q)‖3 consists of the following two blocks (we
put p = −q−1):
((3),∅) 1 0 0 0 0 0 0 0
(∅, (3)) 0 1 0 0 0 0 0 0
((1), (2)) p p 1 0 0 0 0 0
(∅, (2, 1)) p2 0 p 1 0 0 0 0
((2, 1),∅) p 0 0 0 1 0 0 0
((12), (1)) p2 p2 p 0 p 1 0 0
((13),∅) 0 p3 p2 0 0 p 1 0
(∅, (13)) p3 0 p2 p p2 p 0 1
((2), (1)) 1 0
((1), (12)) 0 1
It is easy to verify that ‖∆−
λ′l,µ
′
l
(sl|q
−1)‖3 is the transposed inverse of ‖∆
+
λl,µl
(sl|q)‖3 (Note
that in the present case s′l = sl). ⋄
40
5.4 Proof of Proposition 5.3.
Let us prove part (i) of Proposition 5.3. First, we introduce some notations. Let s be an
integer. For any pair (λl, sl) ∈ Π
l × Zl(s) where
λl = (λ
(1), . . . , λ(l)), sl = (s1, . . . , sl),
let k = (k1, k2, . . . ) be the unique sequence from P
++(s) (cf. Section 4.1) such that
|λl, sl〉 = uk.
As in Section 4.1 we write ki = ai+n(bi− 1)− nlmi where ai ∈ {1, . . . , n}, bi ∈ {1, . . . , l}
and mi ∈ Z.
For any natural number r put (k)r = (k1, k2, . . . , kr). Then (k)r ∈ P
++, and uk =
u(k)r ∧ ukr+1 ∧ ukr+2 ∧ · · · , where u(k)r = uk1 ∧ · · · ∧ ukr is an element of Λ
r.
We define (k)+r = (k
+
1 , . . . , k
+
r ) to be the unique permutation of the sequence (k)r
characterized by the following two conditions
b+i 6 b
+
j for all i < j,
k+i > k
+
j for all i < j such that b
+
i = b
+
j .
Here we put k+i = a
+
i + n(b
+
i − 1) − nlm
+
i where a
+
i ∈ {1, . . . , n}, b
+
i ∈ {1, . . . , l} and
m+i ∈ Z.
Example 5.17. Let n = 2, l = 3 and s = −2. Take λl = ((1
2), (1), (2)) and sl = (5, 0,−7).
Let r = 25. In this case
(k)r =(14,13,7,3,2,1,−3,−4,−5,−8,−9,−10,−11,−13,−14,−15,−16,−17,−20,−21,−22,−23,−24,−25,−26),
and
(k)+r =(14,13,7,2,1,−4,−5,−10,−11,−16,−17,−22,−23,3,−3,−8,−9,−14,−15,−20,−21,−26,−13,−24,−25).
⋄
Recall that in Section 4.1 we associated with k the semi-infinite sequences
k(b) = (k
(b)
1 , k
(b)
2 , . . . ) (b = 1, 2, . . . , l),
such that k
(b)
i = sb + i − 1 + λ
(b)
i for all i ∈ N. The wedge u(k)+r = uk+1
∧ · · · ∧ uk+r
may be expressed in terms of these sequences in the following way. For a ∈ {1, . . . , n},
b ∈ {1, . . . , l} and m ∈ Z, put u
(b)
a−nm := ua+n(b−1)−nlm. Then
u(k)+r =u
(1)
k
(1)
1
∧ u
(1)
k
(1)
2
∧ · · · ∧ u
(1)
k
(1)
r1
∧ u
(2)
k
(2)
1
∧ u
(2)
k
(2)
2
∧ · · · ∧ u
(2)
k
(2)
r2
∧ · · ·(47)
· · ·
· · · ∧ u
(l)
k
(l)
1
∧ u
(l)
k
(l)
2
∧ · · · ∧ u
(l)
k
(l)
rl
where for each b ∈ {1, . . . , l} we put rb := ♯{1 6 i 6 r | bi = b}.
Note that in general the wedge u(k)+r is not ordered, and using the ordering rules of
Proposition 3.16 to straighten u(k)+r as a linear combination of ordered wedges one typically
obtains a linear combination with many terms. The first step towards the proof of the
proposition is to show that if the pair (λl, sl) we started with is 0-dominant, then, for
any r ∈ N, the straightening of u(k)+r produces only one term, which, up to a power of q,
coincides with u(k)r .
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Lemma 5.18. Let b1, b2 ∈ {1, . . . , l}, and a1, a2 ∈ {1, . . . , n} satisfy the inequalities b1 <
b2, a1 > a2. Let m ∈ Z. Then, for any t ∈ Z>0, one has the following relation
u
(b1)
a1−nm ∧ u
(b1)
a1−nm−1
∧ u
(b1)
a1−nm−2
∧ · · · ∧ u
(b1)
a1−nm−t ∧ u
(b2)
a2−nm =
= q
∑t
k=0 δ(a1−k)≡a2modnu
(b2)
a2−nm ∧ u
(b1)
a1−nm ∧ u
(b1)
a1−nm−1
∧ u
(b1)
a1−nm−2
∧ · · · ∧ u
(b1)
a1−nm−t.
Proof This is shown by induction on t using relations (R3) and (R4) of Proposition 3.16,
and Lemma 3.18.

Keeping (λl, sl), k, r, (k)r and (k)
+
r as above, let us define
cr(k) := ♯{1 6 i < j 6 r | bi > bj, ai = aj},
and
|λl, sl〉
+
r := u(k)+r ∧ ukr+1 ∧ ukr+2 ∧ · · · .
Lemma 5.19. Suppose (λl, sl) is 0-dominant. Then
|λl, sl〉
+
r = q
cr(k)|λl, sl〉.
Proof Since |λl, sl〉 = uk = u(k)r ∧ ukr+1 ∧ ukr+2 ∧ · · · , we must prove that
u(k)+r = q
cr(k)u(k)r .
First of all, let us examine what the 0-dominance of (λl, sl) implies for the semi-infinite
sequence k. For each b ∈ {1, . . . , l}, let pb be the minimal number such that k
(b)
i = sb−i+1
for all i > pb. Then pb = l(λ
(b))+1, where l(λ) denotes the length of a partition λ, and we
have k
(b)
pb = sb − l(λ
(b)). On the other hand, k
(b)
1 = sb + λ
(b)
1 . Hence, using the assumption
that (λl, sl) is 0-dominant (cf. Definition 5.1) we find that for all b = 1, 2, . . . , l − 1,
k
(b)
pb − k
(b+1)
1 = sb − sb+1 − l(λ
(b))− λ
(b+1)
1 > sb − sb+1 − |λl| > 0.
The fact that we have the inequalities k
(b)
pb > k
(b+1)
1 for all b = 1, 2, . . . , l − 1, implies
that to straighten u(k)+r on the basis of ordered wedges we only need to repeatedly apply
Lemma 5.18. The result follows. 
Example 5.20. Let us illustrate the proof of Lemma 5.19 for |λl, sl〉
+
r where (λl, sl) and
r are the same as in Example 5.17. Note that the pair (λl, sl) is 0-dominant.
In this case u(k)r is given by the following expression:
u
(1)
2+2·2 ∧ u
(1)
1+2·2 ∧ u
(1)
1+2 ∧ u
(2)
1 ∧ u
(1)
2 ∧ u
(1)
1 ∧ u
(2)
1−2·1 ∧ u
(1)
2−2·1 ∧ u
(1)
1−2·1 ∧ u
(2)
2−2·2 ∧ u
(2)
1−2·2 ∧ u
(1)
2−2·2 ∧ u
(1)
1−2·2 ∧
∧ u
(3)
1−2·3 ∧ u
(2)
2−2·3 ∧ u
(2)
1−2·3 ∧ u
(1)
2−2·3 ∧ u
(1)
1−2·3 ∧ u
(2)
2−2·4 ∧ u
(2)
1−2·4 ∧ u
(1)
2−2·4 ∧ u
(1)
1−2·4 ∧ u
(3)
2−2·5 ∧ u
(3)
1−2·5 ∧ u
(2)
2−2·5.
Now let us rearrange (taking care of powers of q) the factors in this wedge by repeatedly
applying Lemma 5.18. The rearrangement involves the following 7 steps:
u(k)r =
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u
(1)
2+2·2 ∧ u
(1)
1+2·2 ∧ u
(1)
1+2 ∧ u
(2)
1 ∧ u
(1)
2 ∧ u
(1)
1 ∧ u
(2)
1−2·1 ∧ u
(1)
2−2·1 ∧ u
(1)
1−2·1 ∧ u
(2)
2−2·2 ∧ u
(2)
1−2·2 ∧ u
(1)
2−2·2 ∧ u
(1)
1−2·2 ∧
∧ u
(3)
1−2·3 ∧ u
(2)
2−2·3 ∧ u
(2)
1−2·3 ∧ u
(1)
2−2·3 ∧ u
(1)
1−2·3 ∧ u
(2)
2−2·4 ∧ u
(2)
1−2·4 ∧ u
(1)
2−2·4 ∧ u
(1)
1−2·4 ∧ u
(3)
2−2·5 ∧ u
(3)
1−2·5 ∧ u
(2)
2−2·5 =
q−1u
(1)
2+2·2 ∧ u
(1)
1+2·2 ∧ u
(1)
1+2 ∧ u
(2)
1 ∧ u
(1)
2 ∧ u
(1)
1 ∧ u
(2)
1−2·1 ∧ u
(1)
2−2·1 ∧ u
(1)
1−2·1 ∧ u
(2)
2−2·2 ∧ u
(2)
1−2·2 ∧ u
(1)
2−2·2 ∧ u
(1)
1−2·2 ∧
∧ u
(3)
1−2·3 ∧ u
(2)
2−2·3 ∧ u
(2)
1−2·3 ∧ u
(1)
2−2·3 ∧ u
(1)
1−2·3 ∧ u
(2)
2−2·4 ∧ u
(2)
1−2·4 ∧ u
(1)
2−2·4 ∧ u
(1)
1−2·4 ∧ u
(2)
2−2·5 ∧ u
(3)
2−2·5 ∧ u
(3)
1−2·5 =
q−3u
(1)
2+2·2 ∧ u
(1)
1+2·2 ∧ u
(1)
1+2 ∧ u
(2)
1 ∧ u
(1)
2 ∧ u
(1)
1 ∧ u
(2)
1−2·1 ∧ u
(1)
2−2·1 ∧ u
(1)
1−2·1 ∧ u
(2)
2−2·2 ∧ u
(2)
1−2·2 ∧ u
(1)
2−2·2 ∧ u
(1)
1−2·2 ∧
∧ u
(3)
1−2·3 ∧ u
(2)
2−2·3 ∧ u
(2)
1−2·3 ∧ u
(1)
2−2·3 ∧ u
(1)
1−2·3 ∧ u
(1)
2−2·4 ∧ u
(1)
1−2·4 ∧ u
(2)
2−2·4 ∧ u
(2)
1−2·4 ∧ u
(2)
2−2·5 ∧ u
(3)
2−2·5 ∧ u
(3)
1−2·5 =
q−7u
(1)
2+2·2 ∧ u
(1)
1+2·2 ∧ u
(1)
1+2 ∧ u
(2)
1 ∧ u
(1)
2 ∧ u
(1)
1 ∧ u
(2)
1−2·1 ∧ u
(1)
2−2·1 ∧ u
(1)
1−2·1 ∧ u
(2)
2−2·2 ∧ u
(2)
1−2·2 ∧ u
(1)
2−2·2 ∧ u
(1)
1−2·2 ∧
∧ u
(3)
1−2·3 ∧ u
(1)
2−2·3 ∧ u
(1)
1−2·3 ∧ u
(1)
2−2·4 ∧ u
(1)
1−2·4 ∧ u
(2)
2−2·3 ∧ u
(2)
1−2·3 ∧ u
(2)
2−2·4 ∧ u
(2)
1−2·4 ∧ u
(2)
2−2·5 ∧ u
(3)
2−2·5 ∧ u
(3)
1−2·5 =
q−11u
(1)
2+2·2 ∧ u
(1)
1+2·2 ∧ u
(1)
1+2 ∧ u
(2)
1 ∧ u
(1)
2 ∧ u
(1)
1 ∧ u
(2)
1−2·1 ∧ u
(1)
2−2·1 ∧ u
(1)
1−2·1 ∧ u
(2)
2−2·2 ∧ u
(2)
1−2·2 ∧ u
(1)
2−2·2 ∧ u
(1)
1−2·2∧
∧u
(1)
2−2·3 ∧ u
(1)
1−2·3 ∧ u
(1)
2−2·4 ∧ u
(1)
1−2·4 ∧ u
(2)
2−2·3 ∧ u
(2)
1−2·3 ∧ u
(2)
2−2·4 ∧ u
(2)
1−2·4 ∧ u
(2)
2−2·5 ∧ u
(3)
1−2·3 ∧ u
(3)
2−2·5 ∧ u
(3)
1−2·5 =
q−17u
(1)
2+2·2 ∧ u
(1)
1+2·2 ∧ u
(1)
1+2 ∧ u
(2)
1 ∧ u
(1)
2 ∧ u
(1)
1 ∧ u
(2)
1−2·1 ∧ u
(1)
2−2·1 ∧ u
(1)
1−2·1 ∧ u
(1)
2−2·2 ∧ u
(1)
1−2·2 ∧ u
(1)
2−2·3 ∧ u
(1)
1−2·3∧
∧u
(1)
2−2·4 ∧ u
(1)
1−2·4 ∧ u
(2)
2−2·2 ∧ u
(2)
1−2·2 ∧ u
(2)
2−2·3 ∧ u
(2)
1−2·3 ∧ u
(2)
2−2·4 ∧ u
(2)
1−2·4 ∧ u
(2)
2−2·5 ∧ u
(3)
1−2·3 ∧ u
(3)
2−2·5 ∧ u
(3)
1−2·5 =
q−21u
(1)
2+2·2 ∧ u
(1)
1+2·2 ∧ u
(1)
1+2 ∧ u
(2)
1 ∧ u
(1)
2 ∧ u
(1)
1 ∧ u
(1)
2−2·1 ∧ u
(1)
1−2·1 ∧ u
(1)
2−2·2 ∧ u
(1)
1−2·2 ∧ u
(1)
2−2·3 ∧ u
(1)
1−2·3 ∧ u
(1)
2−2·4∧
∧u
(1)
1−2·4 ∧ u
(2)
1−2·1 ∧ u
(2)
2−2·2 ∧ u
(2)
1−2·2 ∧ u
(2)
2−2·3 ∧ u
(2)
1−2·3 ∧ u
(2)
2−2·4 ∧ u
(2)
1−2·4 ∧ u
(2)
2−2·5 ∧ u
(3)
1−2·3 ∧ u
(3)
2−2·5 ∧ u
(3)
1−2·5 =
q−26u
(1)
2+2·2 ∧ u
(1)
1+2·2 ∧ u
(1)
1+2 ∧ u
(1)
2 ∧ u
(1)
1 ∧ u
(1)
2−2·1 ∧ u
(1)
1−2·1 ∧ u
(1)
2−2·2 ∧ u
(1)
1−2·2 ∧ u
(1)
2−2·3 ∧ u
(1)
1−2·3 ∧ u
(1)
2−2·4 ∧ u
(1)
1−2·4∧
∧ u
(2)
1 ∧ u
(2)
1−2·1 ∧ u
(2)
2−2·2 ∧ u
(2)
1−2·2 ∧ u
(2)
2−2·3 ∧ u
(2)
1−2·3 ∧ u
(2)
2−2·4 ∧ u
(2)
1−2·4 ∧ u
(2)
2−2·5 ∧ u
(3)
1−2·3 ∧ u
(3)
2−2·5 ∧ u
(3)
1−2·5 =
= q−26u(k)+r .
Here at each step we underline the part to which we apply Lemma 5.18. Note that we use
this lemma twice at steps 1, 2, 3, 4, 5 and we use it once at steps 6 and 7. ⋄
Let temporarily l = 1, and for partitions λ and µ define the matrix elements (B−m)λ,µ(s)
by
B−m|λ, s〉 =
∑
µ∈Π
(B−m)λ,µ(s) |µ, s〉.
Now we proceed with the proof of the proposition. Assume that pair (λl, sl) is nm-
dominant for some m ∈N. Then
B−m|λl, sl〉 = B−muk = (B−mu(k)r ) ∧ |s− r〉 = q
−cr(k)(B−mu(k)+r ) ∧ |s− r〉,
where the second equality is obtained by taking r sufficiently large, and the third equality
follows from Lemma 5.19. Using (47) we have
B−mu(k)+r =
l∑
b=1
rb∑
i=1
u
(1)
(k(1))r1
∧ u
(2)
(k(2))r2
∧ · · · ∧ u
(b)
(k(b))rb−ǫinm
∧ · · · ∧ u
(l)
(k(l))rl
,
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where we put (k(b))rb = (k
(b)
1 , . . . , k
(b)
rb ), and ǫi = (0, . . . , 0, 1, 0 . . . , 0) with 1 on the ith
position. Let us now straighten on the basis of ordered wedges the expression
rb∑
i=1
u
(b)
(k(b))rb−ǫinm
.
It is clear that to do so we only need to use relations (R1) and (R2) of Proposition 3.16.
But these two relations are the same as in the case l = 1. Hence, assuming (as we may by
choosing large enough r) that r1, r2, . . . , rl are sufficiently large, we get
B−m|λl, sl〉 = q
−cr(k)
l∑
b=1
∑
µ∈Π
(B−m)λ(b),µ(sb) |(λ
(1), . . . , λ(b−1), µ, λ(b+1), . . . , λ(l)), sl〉
+
r .
Observe now, that in the above sum we have, for all b and µ,
|µ| = |λ(b)|+ nm.
Hence, nm-dominance of (λl, sl) implies 0-dominance of each pair
((λ(1), . . . , λ(b−1), µ, λ(b+1), . . . , λ(l)), sl).(48)
It follows that we may apply Lemma 5.19 in order to straighten each wedge under the
sum. Doing so, we get
B−m|λl, sl〉 =
l∑
b=1
∑
µ∈Π
qcr(l)−cr(k) (B−m)λ(b),µ(sb) |(λ
(1), . . . , λ(b−1), µ, λ(b+1), . . . , λ(l)), sl〉,
where l is the unique element of P++(s) such that
|(λ(1), . . . , λ(b−1), µ, λ(b+1), . . . , λ(l)), sl〉 = ul.
Finally, using 0-dominance of (48) and 0-dominance of (λl, sl), it is not difficult to see
that cr(l)− cr(k) = (b− 1)m for all large enough r. Proposition 5.3 (i) follows.
A proof of relation (i’) of Proposition 5.3 is obtained by following the same steps as
above, but interchanging everywhere the roles of n and l, and the roles of p and q. Proofs
of (ii) and (ii’) are similar to proofs of (i) and (i’), and will be omitted. 
6 Examples of the matrices ‖∆+λl,µl(sl|q)‖k.
In this section we display the transition matrices ‖∆+λl,µl
(sl|q)‖k for n = l = 2, and
sl = (0, 0), up to k = 6. These matrices should be read by columns, for example, at k = 3
we have
G+(((3),∅), sl) = |((3),∅), sl〉+ q|((2), (1)), sl〉+ q|((1
2), (1)), sl〉+ q
2|((13),∅), sl〉.
Each square matrix corresponds to a weight subspace of Fq[sl]. The large matrices for
weights 2Λ0 − 3α0 − 2α1 and 2Λ0 − 3α0 − 3α1 are split into several parts. The rows
are labelled by multipartitions µl together with partitions µ such that |µl, sl〉 = |µ, s〉,
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and are arranged in the reverse lexicographic order with respect to µ. Finally, we mark
by ∗ the rows labelled by those µl which belong to Π
l(sl). The corresponding columns,
therefore, give expansions of the elements of the lower global crystal basis of the irreducible
submodule Mq[sl].
k = 1
wt = 2Λ0 − α0
∗ (3) (∅, (1)) 1 ·
(13) ((1),∅) q 1
k = 2
wt = 2Λ0 − α0 − α1 wt = 2Λ0 − 2α0
∗ (4) (∅, (2)) 1 · · ·
(3, 1) (∅, (12)) q 1 · ·
(2, 12) ((2),∅) q · 1 ·
(14) ((12),∅) q2 q q 1
∗ (3, 2, 1) ((1), (1)) 1
k = 3
wt = 2Λ0 − α0 − 2α1 wt = 2Λ0 − 2α0 − α1
∗ (4, 1) (∅, (2, 1)) 1 ·
(2, 13) ((2, 1),∅) q 1
∗ (7) (∅, (3)) 1 · · · · · · ·
(5, 12) ((3),∅) q 1 · · · · · ·
∗ (4, 2, 1) ((1), (2)) q · 1 · · · · ·
(32, 1) ((2), (1)) q2 q q 1 · · · ·
(3, 22) ((1), (12)) q · q2 q 1 · · ·
(3, 2, 12) ((12), (1)) q2 q q3 q2 q 1 · ·
(3, 14) (∅, (13)) q2 · · · q · 1 ·
(17) ((13),∅) q3 q2 · q q2 q q 1
k = 4
wt = 2Λ0 − 2α0 − 2α1
∗ (8) (∅, (4)) 1 · · · · · · · · · · · · · · ·
∗ (7, 1) (∅, (3, 1)) q 1 · · · · · · · · · · · · · ·
(6, 12) ((4),∅) q · 1 · · · · · · · · · · · · ·
(5, 13) ((3, 1),∅) q2 q q 1 · · · · · · · · · · · ·
(42) (∅, (22)) · q · · 1 · · · · · · · · · · ·
∗ (4, 3, 1) ((2), (2)) q2 · q · · 1 · · · · · · · · · ·
(4, 22) ((1), (2, 1)) q q2 · · q q 1 · · · · · · · · ·
(4, 2, 12) ((12), (2)) q2 · q · · q2 q 1 · · · · · · · ·
(4, 14) (∅, (2, 12)) q2 q3 · · q2 · q · 1 · · · · · · ·
(32, 2) ((2), (12)) q2 · q · · q2 q · · 1 · · · · · ·
(32, 12) ((2, 1), (1)) q3 q2 2 q2 q q q3 q2 q · q 1 · · · · ·
(3, 22, 1) ((12), (12)) q2 · q3 · q2 q4 q + q3 q2 · q2 q 1 · · · ·
(3, 15) (∅, (14)) q3 · · · · · q2 · q · · q 1 · · ·
(24) ((22),∅) · q3 · q2 q2 · · · · · q · · 1 · ·
(2, 16) ((2, 12),∅) q3 q4 q2 q3 q3 · q2 q q q q2 · · q 1 ·
(18) ((14),∅) q4 · q3 · · · q3 q2 q2 q2 q q2 q · q 1
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wt = 2Λ0 − 3α0 − α1
∗ (7, 2, 1) ((1), (3)) 1 · · ·
(5, 4, 1) ((3), (1)) q 1 · ·
(3, 23, 1) ((1), (13)) q · 1 ·
(3, 2, 15) ((13), (1)) q2 q q 1
k = 5
wt = 2Λ0 − 2α0 − 3α1
∗ (8, 1) (∅, (4, 1)) 1 · · · · · · ·
(6, 13) ((4, 1),∅) q 1 · · · · · ·
∗ (4, 3, 2) ((2), (2, 1)) q · 1 · · · · ·
(4, 3, 12) ((2, 1), (2)) q2 q q 1 · · · ·
(4, 22, 1) ((12), (2, 1)) q · q2 q 1 · · ·
(4, 15) (∅, (2, 13)) q2 · · · q 1 · ·
(32, 2, 1) ((2, 1), (12)) q2 q q3 q2 q · 1 ·
(2, 17) ((2, 13),∅) q3 q2 · q q2 q q 1
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wt = 2Λ0 − 3α0 − 2α1 (dim = 28)
∗ (11) (∅, (5)) 1 · · · · · · · · · · · · ·
(9, 12) ((5),∅) q 1 · · · · · · · · · · · ·
∗ (8, 2, 1) ((1), (4)) q · 1 · · · · · · · · · · ·
∗ (7, 4) (∅, (3, 2)) · · · 1 · · · · · · · · · ·
∗ (7, 3, 1) ((2), (3)) q2 q q · 1 · · · · · · · · ·
(7, 22) ((1), (3, 1)) q · q2 q q 1 · · · · · · · ·
(7, 2, 12) ((12), (3)) q2 q q3 · q2 q 1 · · · · · · ·
(7, 14) (∅, (3, 12)) q2 · · q2 · q · 1 · · · · · ·
(6, 4, 1) ((4), (1)) q2 q q · · · · · 1 · · · · ·
(5, 5, 1) ((3), (2)) q3 q2 q2 · q · · · q 1 · · · ·
(5, 4, 2) ((3), (12)) q2 q q3 · q2 q · · q2 q 1 · · ·
(5, 4, 12) ((3, 1), (1)) q3 2 q2 q4 q q3 q2 q · q3 q2 q 1 · ·
(5, 23) ((3, 2),∅) · · · q2 · · · · · · · q 1 ·
(5, 16) ((3, 12),∅) q3 q2 · q3 · q2 q q · · q q2 q 1
(42, 3) ((1), (22)) · · · q2 q2 q · · · q · · · ·
(42, 13) (∅, (22, 1)) · · · q3 · q2 · q · · · · · ·
(4, 23, 1) ((1), (2, 12)) q2 · q q4 q2 q + q3 · q2 · q · · · ·
(4, 2, 15) ((13), (2)) q3 q2 q2 · q3 q2 q · q q2 · · · ·
(33, 2) ((22), (1)) · q2 · q3 q3 q2 q · · q2 q q2 q ·
(32, 22, 1) ((2), (13)) q3 q2 q2 · q3 q2 · · · q2 q · · ·
(32, 15) ((2, 12), (1)) q4 2 q3 q3 q4 q4 2 q3 2 q2 q2 q2 q + q3 2 q2 q3 q2 q
(3, 24) ((12), (13)) q2 q3 q3 · q4 q + q3 q2 · · q3 q2 · · ·
(3, 23, 12) ((1), (14)) q3 · q4 · · q2 · q · · · · · ·
(3, 22, 14) ((13), (12)) q3 q4 q4 · q5 q2 + q4 q3 · q3 q2 + q4 q3 · · ·
(3, 2, 16) ((14), (1)) q4 q3 q5 · · q3 q2 q2 q4 q3 q2 · · q
(3, 18) (∅, (15)) q4 · · · · q3 · q2 · · · · · ·
(24, 13) ((22, 1),∅) · · · q5 · q4 q3 q3 · q2 q3 q4 q + q3 q2
(111) ((15),∅) q5 q4 · · · q4 q3 q3 · · q3 · · q2
wt = 2Λ0 − 3α0 − 2α1 (continued)
(42, 3) ((1), (22)) 1 · · · · · · · · · · · · ·
(42, 13) (∅, (22, 1)) q 1 · · · · · · · · · · · ·
(4, 23, 1) ((1), (2, 12)) q2 q 1 · · · · · · · · · · ·
(4, 2, 15) ((13), (2)) · · q 1 · · · · · · · · · ·
(33, 2) ((22), (1)) q · · · 1 · · · · · · · · ·
(32, 22, 1) ((2), (13)) · · q · · 1 · · · · · · · ·
(32, 15) ((2, 12), (1)) q2 q q2 q q q 1 · · · · · · ·
(3, 24) ((12), (13)) q2 q q2 · q q · 1 · · · · · ·
(3, 23, 12) ((1), (14)) · q2 q3 · · q2 · q 1 · · · · ·
(3, 22, 14) ((13), (12)) q3 q2 q3 q2 q2 q2 q q · 1 · · · ·
(3, 2, 16) ((14), (1)) · q3 q4 q3 q q3 q2 q2 q q 1 · · ·
(3, 18) (∅, (15)) · q · · · · · q2 q q · 1 · ·
(24, 13) ((22, 1),∅) q3 q2 · · q2 · q · · · · · 1 ·
(111) ((15),∅) · q2 · · q2 q2 q q3 q2 q2 q q · 1
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k = 6
wt = 2Λ0 − 2α0 − 4α1
∗ (4, 3, 2, 1) ((2, 1), (2, 1)) 1
wt = 2Λ0 − 4α0 − 2α1
∗ (11, 2, 1) ((1), (5)) 1 · · · · · · · · · · · · · · ·
(9, 4, 1) ((5), (1)) q 1 · · · · · · · · · · · · · ·
∗ (7, 6, 1) ((3), (3)) q2 q 1 · · · · · · · · · · · · ·
∗ (7, 4, 3) ((1), (3, 2)) · · q 1 · · · · · · · · · · · ·
(7, 4, 13) (∅, (3, 2, 1)) · · · q 1 · · · · · · · · · · ·
(7, 23, 1) ((1), (3, 12)) q · q q2 q 1 · · · · · · · · · ·
(7, 2, 15) ((13), (3)) q2 q q2 · · q 1 · · · · · · · · ·
(5, 4, 3, 2) ((3, 2), (1)) · q q2 q · · · 1 · · · · · · · ·
(5, 4, 22, 1) ((3), (13)) q2 q q2 · · q · · 1 · · · · · · ·
(5, 4, 15) ((3, 12), (1)) q3 2 q2 q3 q2 q q2 q q q 1 · · · · · ·
(5, 23, 13) ((3, 2, 1),∅) · · · q3 q2 · · q2 · q 1 · · · · ·
(42, 3, 2, 1) ((1), (22, 1)) · · q2 q3 q2 q · · · · · 1 · · · ·
(33, 2, 13) ((22, 1), (1)) · q2 q3 q4 q3 q2 q q3 q q2 q q 1 · · ·
(3, 25, 1) ((13), (13)) q2 q3 q4 · · q + q3 q2 · q2 · · q2 q 1 · ·
(3, 23, 15) ((1), (15)) q3 · · · q q2 · · · · · · · q 1 ·
(3, 2, 19) ((15), (1)) q4 q3 · · q2 q3 q2 · q2 q · · q q2 q 1
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wt = 2Λ0 − 3α0 − 3α1 (dim = 48)
∗ (12) (∅, (6)) 1 · · · · · · · · · · ·
∗ (11, 1) (∅, (5, 1)) q 1 · · · · · · · · · ·
(10, 12) ((6),∅) q · 1 · · · · · · · · ·
(9, 13) ((5, 1),∅) q2 q q 1 · · · · · · · ·
∗ (8, 4) (∅, (4, 2)) · q · · 1 · · · · · · ·
∗ (8, 3, 1) ((2), (4)) q2 · q · · 1 · · · · · ·
(8, 22) ((1), (4, 1)) q q2 · · q q 1 · · · · ·
(8, 2, 12) ((12), (4)) q2 · q · · q2 q 1 · · · ·
(8, 14) (∅, (4, 12)) q2 q3 · · q2 · q · 1 · · ·
(7, 5) (∅, (32)) · · · · q · · · · 1 · ·
∗ (7, 3, 2) ((2), (3, 1)) q2 q q · q2 q2 q · · q 1 ·
(7, 3, 12) ((2, 1), (3)) q3 q2 2 q2 q · q3 q2 q · · q 1
(7, 22, 1) ((12), (3, 1)) q2 q q3 · q2 q4 q + q3 q2 · q q2 q
(7, 15) (∅, (3, 13)) q3 q2 · · q3 · q2 · q q2 · ·
(6, 5, 1) ((4), (2)) q3 · q2 · · q · · · · · ·
(6, 4, 2) ((4), (12)) q2 · q · · q2 q · · · · ·
(6, 4, 12) ((4, 1), (1)) q3 q2 2 q2 q q q3 q2 q · · · ·
(6, 23) ((4, 2),∅) · q3 · q2 q2 · · · · · · ·
(6, 16) ((4, 12),∅) q3 q4 q2 q3 q3 · q2 q q · · ·
(52, 2) ((3), (2, 1)) q3 q2 q2 · · q3 q2 · · · q ·
(52, 12) ((3, 1), (2)) q4 q3 2 q3 q2 q2 q4 q3 q2 · q q2 q
(5, 4, 2, 1) ((3, 1), (12)) q3 q2 q2 + q4 q q3 q5 q2 + q4 q3 · q2 q3 q2
(5, 3, 22) ((32),∅) · · · · q3 · · · · q2 · ·
(5, 17) ((3, 13),∅) q4 q3 q3 q2 q4 · q3 q2 q2 q3 · q
(43) ((2), (22)) · q3 · · q2 · q · · q q2 ·
(42, 3, 1) ((12), (22)) · q2 · · q3 · q2 · · 2 q2 q3 q2
(42, 2, 12) (∅, (23)) · · · · q3 · q2 · q q2 · ·
(42, 14) (∅, (22, 12)) · q3 · · q4 · q3 · q2 q3 · ·
(4, 32, 2) ((22), (2)) · q4 q2 q3 q3 · q2 q · q2 q3 q2
(4, 3, 22, 1) ((2), (2, 12)) q3 q4 q2 · q3 q 2 q2 · q q2 q3 ·
(4, 3, 15) ((2, 12), (2)) q4 q5 2 q3 q4 q4 q2 2 q3 2 q2 q2 q3 q4 q3
(4, 24) ((12), (2, 12)) q2 q3 q3 · q4 q2 q + 2 q3 q2 q2 2 q3 q4 q3
(4, 23, 12) ((1), (2, 13)) q3 q4 · · q5 q3 q2 + q4 · q + q3 q4 · ·
(4, 22, 14) ((13), (2, 1)) q3 q4 q4 · · q3 q2 + q4 q3 · q4 q5 q4
(4, 2, 16) ((14), (2)) q4 · q3 · · q4 q3 q2 q2 · · ·
(4, 18) (∅, (2, 14)) q4 q5 · · · · q3 · q2 · · ·
(34) ((22), (12)) · q3 q3 q2 q4 · q3 q2 · 2 q3 q4 q3
(32, 23) ((2, 1), (13)) q3 q4 q2 + q4 q3 · q3 q2 + q4 q3 · q4 q5 q4
(32, 22, 12) ((2), (14)) q4 · q3 · · q4 q3 · q2 · · ·
(32, 2, 14) ((2, 12), (12)) q4 q5 q3 + q5 q4 q4 q4 2 q3 + q5 q2 + q4 q2 q3 + q5 q6 q5
(32, 16) ((2, 13), (1)) q5 q4 2 q4 q3 q5 q5 2 q4 2 q3 2 q3 q4 · q2
(3, 24, 1) ((12), (14)) q3 · q4 · · q5 q2 + q4 q3 q3 · · ·
(3, 22, 15) ((14), (12)) q4 · q5 · · q6 q3 + q5 q4 q4 · · ·
(3, 19) (∅, (16)) q5 · · · · · q4 · q3 · · ·
(25, 12) ((23),∅) · · · · q5 · q4 q3 q3 q4 · ·
(24, 14) ((22, 12),∅) · q5 · q4 q6 · q5 q4 q4 q5 · q3
(2, 110) ((2, 14),∅) q5 q6 q4 q5 · · q4 q3 q3 · · q4
(112) ((16),∅) q6 · q5 · · · q5 q4 q4 · · ·
wt = 2Λ0 − 3α0 − 3α1 (continued)
(7, 22, 1) ((12), (3, 1)) 1 · · · · · · · · · · ·
(7, 15) (∅, (3, 13)) q 1 · · · · · · · · · ·
(6, 5, 1) ((4), (2)) · · 1 · · · · · · · · ·
(6, 4, 2) ((4), (12)) · · q 1 · · · · · · · ·
(6, 4, 12) ((4, 1), (1)) · · q2 q 1 · · · · · · ·
(6, 23) ((4, 2),∅) · · · · q 1 · · · · · ·
(6, 16) ((4, 12),∅) · · · q q2 q 1 · · · · ·
(52, 2) ((3), (2, 1)) · · q2 q · · · 1 · · · ·
(52, 12) ((3, 1), (2)) · · q3 q2 q · · q 1 · · ·
(5, 4, 2, 1) ((3, 1), (12)) q · q4 q + q3 q2 · · q2 q 1 · ·
(5, 3, 22) ((32),∅) · · · · q2 q · · q · 1 ·
(5, 17) ((3, 13),∅) q2 q · q2 q3 q2 q · q2 q q 1
(43) ((2), (22)) · · · · · · · q · · · ·
(42, 3, 1) ((12), (22)) q · · · · · · q2 q · · ·
(42, 2, 12) (∅, (23)) · · · · · · · · · · · ·
(42, 14) (∅, (22, 12)) q2 q · · · · · · · · · ·
(4, 32, 2) ((22), (2)) · · · q q2 q · q2 q · · ·
(4, 3, 22, 1) ((2), (2, 12)) · · · q · · · q2 · · · ·
(4, 3, 15) ((2, 12), (2)) · · q 2 q2 q3 q2 q q3 q2 · · ·
(4, 24) ((12), (2, 12)) q2 · · q2 · · · q3 q2 · · ·
(4, 23, 12) ((1), (2, 13)) q3 q2 · · · · · · · · · ·
(4, 22, 14) ((13), (2, 1)) q3 · q2 q3 · · · q4 q3 · · ·
(4, 2, 16) ((14), (2)) · · q3 q2 · · q · · · · ·
(4, 18) (∅, (2, 14)) q4 q3 · · · · · · · · · ·
(34) ((22), (12)) q2 · · q2 q3 q2 · q3 2 q2 q q ·
(32, 23) ((2, 1), (13)) q3 · · q + q3 · · · q4 q3 q2 · ·
(32, 22, 12) ((2), (14)) · · · q2 · · · · · · · ·
(32, 2, 14) ((2, 12), (12)) q4 · q3 2 q2 + q4 q3 q2 q q + q5 q2 + q4 q3 q ·
(32, 16) ((2, 13), (1)) q3 q2 q4 3 q3 q4 q3 2 q2 q2 q + q3 q2 q2 q
(3, 24, 1) ((12), (14)) · · · q3 · · · · · · · ·
(3, 22, 15) ((14), (12)) · · q5 2 q4 · · q3 q3 q2 · · ·
(3, 19) (∅, (16)) · · · · · · · · · · · ·
(25, 12) ((23),∅) · · · q3 q4 q + q3 q2 q2 q3 · q2 ·
(24, 14) ((22, 12),∅) q4 q3 · q4 q5 q2 + q4 q3 q3 q2 + q4 q3 q + q3 q2
(2, 110) ((2, 14),∅) q5 q4 · q3 · · q2 · q3 q4 q2 q3
(112) ((16),∅) · · · q4 · · q3 · · · · ·
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wt = 2Λ0 − 3α0 − 3α1 (continued)
(43) ((2), (22)) 1 · · · · · · · · · · ·
(42, 3, 1) ((12), (22)) q 1 · · · · · · · · · ·
(42, 2, 12) (∅, (23)) q · 1 · · · · · · · · ·
(42, 14) (∅, (22, 12)) q2 q q 1 · · · · · · · ·
(4, 32, 2) ((22), (2)) q · · · 1 · · · · · · ·
(4, 3, 22, 1) ((2), (2, 12)) q · · · · 1 · · · · · ·
(4, 3, 15) ((2, 12), (2)) q2 · · · q q 1 · · · · ·
(4, 24) ((12), (2, 12)) 2 q2 q q · q q · 1 · · · ·
(4, 23, 12) ((1), (2, 13)) q3 q2 q2 q · q2 · q 1 · · ·
(4, 22, 14) ((13), (2, 1)) q3 q2 · · q2 q2 q q · 1 · ·
(4, 2, 16) ((14), (2)) · · · · q q3 q2 q2 q q 1 ·
(4, 18) (∅, (2, 14)) · q3 q q2 · · · q2 q q · 1
(34) ((22), (12)) q2 q · · q · · · · · · ·
(32, 23) ((2, 1), (13)) q3 q2 · · q2 q2 · q · · · ·
(32, 22, 12) ((2), (14)) · · · · · q3 · q2 q · · ·
(32, 2, 14) ((2, 12), (12)) q2 + q4 q3 q · q + q3 q3 q2 q2 · q · ·
(32, 16) ((2, 13), (1)) q3 q2 q2 q 2 q2 q4 q3 q3 q2 q2 q ·
(3, 24, 1) ((12), (14)) q3 q2 q2 q q2 q4 · q + q3 q2 · · ·
(3, 22, 15) ((14), (12)) q4 q3 q3 q2 2 q3 q5 q4 q2 + q4 q3 q + q3 q2 ·
(3, 19) (∅, (16)) · · q2 q · · · q3 q2 q2 · q
(25, 12) ((23),∅) q3 · q2 · q2 · · · · · · ·
(24, 14) ((22, 12),∅) q4 q3 q3 q2 q3 · · · · · · ·
(2, 110) ((2, 14),∅) · q4 q2 q3 q2 · · q3 q2 q2 q q
(112) ((16),∅) · · q3 q2 q3 · · q4 q3 q3 q2 q2
wt = 2Λ0 − 3α0 − 3α1 (continued)
(34) ((22), (12)) 1 · · · · · · · · · · ·
(32, 23) ((2, 1), (13)) q 1 · · · · · · · · · ·
(32, 22, 12) ((2), (14)) · q 1 · · · · · · · · ·
(32, 2, 14) ((2, 12), (12)) q2 q · 1 · · · · · · · ·
(32, 16) ((2, 13), (1)) q q2 q q 1 · · · · · · ·
(3, 24, 1) ((12), (14)) q q2 q · · 1 · · · · · ·
(3, 22, 15) ((14), (12)) q2 q3 q2 q2 q q 1 · · · · ·
(3, 19) (∅, (16)) · · q · · q2 q 1 · · · ·
(25, 12) ((23),∅) · · · q · · · · 1 · · ·
(24, 14) ((22, 12),∅) q2 · · q2 q · · · q 1 · ·
(2, 110) ((2, 14),∅) q3 q2 q q q2 · · · · q 1 ·
(112) ((16),∅) q2 q3 2 q2 q2 q q3 q2 q · · q 1
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