Several forecasting strategy questions naturally arise in implementing a real-time volatility forecasting exercise. These questions are the thesis of this article, and may be stated as follows: When constructing volatility forecasts for a range of assets over multiple horizons, what are the best choices for i) volatility model, ii) estimation window length, iii) frequency of parameter re-estimation and iv) innovation distribution? In addition, we ask if our conclusions regarding forecasting models or estimation strategies break down during periods of turmoil such as the volatility surge of late 2008.
Summary of Empirical Design
Several forecasting strategy questions naturally arise in implementing a real-time volatility forecasting exercise. These questions are the thesis of this article, and may be stated as follows: When constructing volatility forecasts for a range of assets over multiple horizons, what are the best choices for i) volatility model, ii) estimation window length, iii) frequency of parameter re-estimation and iv) innovation distribution? In addition, we ask if our conclusions regarding forecasting models or estimation strategies break down during periods of turmoil such as the volatility surge of late 2008.
The set of volatility models considered GARCH, TARCH, EGARCH, NGARCH and APARCH.
Estimation window lengths range from the full post-1990 sample to windows as small as four years.
If parameters are unstable, it may be practical to re-estimate using a shorter, rolling window. We also consider whether daily re-estimation improves over weekly re-estimation, and similarly whether there is any significant loss to re-estimating only monthly. This question trades off computing cost against forecast accuracy, and is relevant when the collection of assets and models becomes large.
To address the prevalence of fat-tailed returns, we consider taking non-Gaussian aspects of the data into account by using a Student t likelihood, which can potentially improve efficiency by correcting 1 the specification, thus improving forecasting performance. Using a heavy-tailed likelihood, however, introduces a new parameter. Considering both Gaussian and Student t innovations allows us to assess the role played by heavy tailed innovations in the forecast optimization effort. Our test assets are eighteen domestic and international equity indices, nine sectoral equity indices, and ten exchange rates. We forecast from one day to one month ahead. Our data begins in 1990 and we use Our overall assessment proceeds in two stages. We first perform exhaustive comparisons of models and estimation strategies using the S&P 500 index as the test asset. This provides the skeleton for our evaluation procedure that is then applied to all other assets. Due to the sheer volume of output, we report condensed results for the full set of test assets and more detailed results for the S&P 500. To evaluate volatility forecast accuracy we rely on ex post proxies for the true, latent volatility process. The two standard proxies are squared returns and the more precisely estimated realized variance, calculated from ultra high frequency data. Our forecast accuracy comparisons are based on squared returns for our full set of test assets. For the S&P 500 index we also use realized volatility to make our assessments -this allows us to evaluate if and how conclusions from our experiments might change when different proxies are used. Forecast accuracy is measured with robust forecast loss functions advocated by Patton (2009).
Related Literature
The literature on volatility forecasting and forecast evaluation is surveyed in Poon & Granger (2003) , Poon & Granger (2005) , Patton & Sheppard (2009) . Volatility forecasting assessments are commonly structured to hold the test asset and estimation strategy fixed, focusing on model choice.
We take a more pragmatic approach and consider how much data should be used for estimation, how frequently a model should be re-estimated, and what innovation distributions should be used. This is done for each model we consider. Furthermore, we do not rely on a single asset or asset class to draw our conclusions. We look beyond volatility forecasting meta-studies, in particular the Poon and Granger papers, which focus almost exclusively on one day ahead forecasts. Our work draws attention to the relevance of multi-step ahead forecast performance for model evaluation, especially in crisis periods when volatility levels can escalate dramatically in a matter of days. The issues of multiple step ahead forecasting has also been addressed by Christoffersen & Diebold (2000) and Ghysels, Rubia & Valkanov (2009) . The forecast evaluation methodology employed builds upon the recent contributions on robust forecasting assessment developed in Hansen & Lunde (2005) and Patton (2009), which consistently rank volatility forecasts despite the fact volatility is not observable. An important implication of these results is that the conflicting evidence reported by some previously published empirical studies on volatility forecasting is due to the use of non robust losses, and this calls for a reassessment of previous findings in this field.
The improvements in consistent volatility forecast ranking also hinge on the recent availability of high frequency based volatility measures (inter alia Andersen, Bollerslev, Diebold & Labys (2003) , Bandi & Russel (2006) , Aït-Sahalia, Mykland & Zhang (2005) , Barndorff-Nielsen, Hansen, Lunde & Shephard (2009) ) which provide efficient ex-post estimators of daily volatility. Other approaches to volatility forecast evaluation are based on assessing the value of predictions from economic or risk 3 management perspectives (Fleming, Kirby & Ostdiek (2003) While promising in terms of improved forecast accuracy, our study omits these approaches as well as approaches based on stochastic volatility models (cf. Ghysels, Harvey & Renault (1995) ). ARCH models require daily frequency data which are typically easier to obtain than intra-daily data and ARCH estimation software is typical widely available and easier to implement. Moreover, using a set of models which differs in the choice of the dependent variable and the conditioning information sets makes the results of a forecasting comparison harder to interpret.
Additional Discussion of Results

S&P 500 Volatility
Adoption of a Student t likelihood does not significantly improve performance at short horizons, although at longer horizons significantly positive improvements are possible. The Student t downweights extremes with respect to the Gaussian, thus it can provide a more robust estimate of the long run variance. As we see in these tables and discuss in more detail later, short horizon volatility and return realizations do not appear to violate a Gaussian assumption, though at longer horizons we see substantially more tail events than a normal curve would predict. The possibility that a Student t provides a better description of volatility at long horizons is consistent with these observations. Using a shorter, rolling estimation window tends to weaken forecasting accuracy. In some cases, the performance decreases by as much as 20%. The window length results are non-monotonic.
While the full sample dominates, we often see that the medium estimation window does worse than the short window. To understand how this may arise, Figure 1 displays the time series plot of parameter estimates for one of our models (TARCH) and the implied persistence (α + γ/2 + β) using the base procedure. Estimates are expressed as absolute differences with respect to the estimates obtained at the beginning of the out-of-sample period. While there is no clear evidence of breaks in the parameters, the series do exhibit a slow drift: α systematically declines during this period, ending up insignificantly different from zero by the end of 2008. Movements in β and γ appear quite large and negatively correlated, transferring weight in the evolution equation away from past conditional variance toward past squared negative returns. The graph also suggests that periods of more severe financial distress are associated with higher weight on past squared negative returns. This suggests that the short window has some ability to capture variation in parameters, though at the cost of less precise estimates. Ultimately, the noisiness overwhelms the gains from parameter variation, and the net effect is slightly worse performance by the short window. The medium window, on the other hand, uses a long enough history to miss much of the time variation in parameters and at the same time loses accuracy compared to the full sample window, resulting in the worst forecasting performance of the three windows. We also see more deterioration in short and medium window performance at longer forecast horizons. Lastly, the update frequency results show that more frequent updating tends to modestly improve performance, but the difference is insignificant in many cases. Table 6 shows losses for each GARCH model over the full out-of-sample period 2001 to 2008.
We report results for both QL and MSE loss functions with r 2 and rv proxies. To compare accuracy across models, we use the Diebold-Mariano test to detect if a given model provides significantly lower average losses compared to the GARCH model. For comparison purposes the table also includes the naïve 60 days historical variance forecast. Significant outperformance at the 10%, 5% and 1% significance level are denoted by ( * ), ( * * ), and ( * * * ), respectively.
Asymmetric specifications provide lower out-of-sample losses, especially over one day and one week. At longer horizons, recent negative returns are less useful for predicting future volatility.
At the one month horizon, the mean reversion effect begins to dominate as the difference between asymmetric and symmetric GARCH becomes insignificant, and historical variance becomes competitive.
The choice of loss function does not change rankings, but MSE loss seems to provide more mixed evidence than QL. There is some discrepancy in the rankings however when using different proxies.
Squared returns favor TARCH while realized volatility selects EGARCH. The discrepancy should not be overstated, however, as the methods do not significantly outperform each other. Results do suggest model rankings are stable over various forecasting horizons. Table 7 repeats the direct GARCH comparison from Table 6 , but focuses on the extreme volatility interval from September 2008 through December 2008. During this time, forecasting losses at all horizons are systematically larger than in the overall sample. Recall that QL is unaffected by changes in the level of volatility, so that changes in average losses purely represent differences in forecasting accuracy. We find that one step ahead losses during fall 2008 are only modestly higher than those registered in the full sample. At one month, however, QL losses are twice as big as the full sample using squared returns and four times as big using realized volatility. An important feature of this table is that our conclusions about model ranking remain largely unchanged during the crisis. TARCH tends to be most accurate, though differences with symmetric GARCH and 6 historical variance start to lose significance at long horizons. MSE gives a much more confused picture of volatility in Fall 2008. Most noticeably, the MSE level during the crisis is an order of magnitude higher than the in full sample. GARCH specifications systematically outperform historical variance only at very short horizons, though at such horizons we again find that the asymmetric versions are superior. Tables 8 and 9 contain the summary forecasting results for a broader collection of assets (see Table 1 in main article). Volatility forecast losses for exchange rates, US equity sector indices and international equity indices from each model averaged not only across time, but also averaged over all assets in the same class. Asterisks denote that a model significantly outperformed GARCH based on the Diebold-Mariano test. We also report the relative winning frequency for each model, defined as the number of assets in a class for which a given model provided the best out-of-sample forecasts.
Of all asset classes, exchange rates appear to be most forecastable as they give the smallest losses according to QL. For several cases, the average loss point estimate is lower for asymmetric models, despite the fact that leverage effects for exchange rates are not well defined. While we find that no specification obtains significantly lower average losses than GARCH according to the QL loss, though there is some significant evidence in favor of asymmetric models based on MSE. Also, asymmetric models demonstrate success in terms of winning frequency. Tables 8 and 9 are strong evidence in favor of using asymmetric models for sectoral equity indices. TARCH emerges as the best performer, closely followed by APARCH. This is clearest from the QL results, which show that all asymmetric specifications (other than EGARCH) outperform GARCH over all horizons. MSE results are similar, but less statistically significant.
International equities deliver similar results. Asymmetric specifications perform better than 7 GARCH, with TARCH the most frequent top model according to both QL and MSE losses. Most evidence of outperformance, however, is limited to shorter horizons -at long horizons the winning frequency becomes more uniform across models. Table 10 and 11 report average losses during the fall 2008 crisis. Results confirm our findings in the S&P500 case. One-day ahead losses are virtually unchanged from those during the full sample, while one month losses are magnified by a factor of about two. TARCH appears to be the best performer at all horizons for all asset classes, although the margin appears to remain small for exchange rates. Table 5 : NGARCH Estimation Strategy Assessment. For each loss function and volatility proxy, the table reports the out-of-sample losses at multiple horizons of the Vlab estimation strategy and the percentage gains derived by modifying the estimation strategy with (i) Student t innovations, (ii) medium estimation window, (iii) long estimation window, (iv) monthly estimation update and (v) daily estimation update. Asterisks beneath the percentage gains denote the significance of a Diebold-Mariano test under the null of equal or inferior predictive ability with respect to the baseline Vlab strategy (level of statistical significance denoted by *=10%, **=5%, ***=1%). 
