Abstract. In the simplest case of a linearly degenerate mobility, we view the thin-film equation as a classical free boundary problem. Our focus is on the regularity of solutions and of their free boundary in the "complete wetting" regime, which prescribes zero slope at the free boundary. In order to rule out of the analysis possible changes in the topology of the positivity set, we zoom into the free boundary by looking at perturbations of the stationary solution. Our strategy is based on a-priori energy-type estimates which provide "minimal" conditions on the initial datum under which a unique global solution exists. In fact, this solution turns out to be smooth for positive times and to converge to the stationary solution for large times. As a consequence, we obtain smoothness and large-time behaviour of the free boundary.
Introduction and main results
The background. The thin-film equation
arises in modeling the capillarity-driven evolution of a liquid film over a solid substrate in the regime of lubrication approximation. The unknown function h(t, y) is the height of the (here assumed one-dimensional) film, and the parameter n describes the condition at the solid: n = 3 means no slip, whereas n ∈ (0, 3) models various relaxed slip conditions. We refer to the review [20] for details. For n = 1, (1) may also be seen as the lubrication approximation of the two-dimensional HeleShaw flow in half-space (see [13] ). Part of the interest of (1) lies in the fact that it preserves certain features of the full system (Navier-Stokes or Darcy equations with curvature-dependent free boundary conditions), such as the possibility that the support shrinks and that singularities form. A singularity in this context corresponds to a point where h attains the value zero, which may happen either for initially positive data (see [5] ), or as a single droplet splits into two, even with the formation of dead-cores (see e.g. the numerical experiments in [16] ). All this is intrinsic to (1) being of higher order, hence lacking a comparison principle.
In the case of "droplets", i.e. if the initial datum is compactly supported, the equation is already singular at the support's boundary, and (1) turns into a free boundary problem, the free boundary being given by ∂{h > 0}. Since the equation is of fourth order, three conditions are expected to be needed for well-posedness at least for n < 3, to which case we shall refer hereafter (for n ≥ 3, the free boundary is expected to stand still due to the no-slip condition). In addition to the defining condition h = 0, the kinematics of the problem imply that for sufficiently regular solutions the speed V of the free boundary satisfies
An alternative of (2), which is weaker but stable under (plausible, as explained above) topology changes, is to merely require conservation of mass:
R h(t, y) dy = R h(0, y) dy for all t > 0.
The third condition is modeling-wise not fully understood. The simplest choice is to assume that at triple junctions the droplet instantaneously attains its energetically most convenient configuration. By Young's law, this amounts to impose a fixed contact angle. In the so-called "complete wetting" regime (that is, whenever the surface is sufficiently hydrophilic), the angle is zero:
∂ y h = 0 on ∂{h > 0}.
Weak solutions of (1)- (3)- (4) are well understood: after the pioneering work [6] , an existence theory has been elaborated for the one-dimensional case in [5, 7] . We refer to [3, 14] for up-to-date reviews of the analytical theory (see also [21, 8] for the partial wetting case). On the other hand, only quite partial results are available concerning regularity: in particular, a weak solution is known to satisfy (4) only for almost every time, and seems not to be strong enough to infer (2) (though its support is known to stay bounded, see [15] and the references therein).
Motivated by the aim of understanding the attainment of (2) and, more generally, the regularity of solutions and of their free boundary, we shall view (1)- (2)- (4) as a classical free boundary problem. In the formulation we are going to introduce now, both (4) and (2) will henceforth be part of the problem.
The classical formulation. We consider the analytically simplest case, which corresponds to taking n = 1. Then (1)- (4) read as
at ∂{h > 0},
(the case n = 1 is peculiar in many aspects, see e.g. [21, 9] : as a naive example, it is the only case where explicit source type self-similar solutions are known). Assume that initially
∂ y h 0 (s 0 ) = 0,
and let s(t) = inf { y ∈ R : h(t, ·) > 0 in (y, ∞) }.
Then, as long as the topology of {h > 0} does not change, we may rewrite (5) as 
In view of (2), for sufficiently regular solutions the evolution of the free boundary s(t) is described by ṡ(t) = ∂ 3 y h(t, s(t)), s(0) = s 0 .
Hence, passing to a fixed spatial domain by letting x = y − s(t), (8) - (9) 
Even in this simplified context, the issues of global existence, uniqueness and regularity of generic solutions to (10) all have a non-local aspect: as we have seen above, solutions may rupture yielding changes in the topology of {h > 0}. In order to get rid of such non-local effects, we assume that the initial datum is a perturbation of a reference stationary solution, which (up to a translation in y and a rescaling of t and y) may be fixed to be (y + ) 2 /2:
The precise meaning of (11) will be given below. Here we just point out (compare (6) ) that we do not require h 0 to have the same support as the reference steady state.
Global transformation onto fixed domain. The main results of this paper concern long-time existence, uniqueness, smoothness and long-time behavior of solutions to (10) provided h 0 satisfies (6), (7) and (11) . The statements will be given and proved in terms of a transformed problem. We introduce the new variable F by
Then (10) turns into
The motivation for (12) is twofold. Firstly, it splits the operator into a linear and nonlinear part. Furthermore, the second term in the right-hand side of (12) keeps the linear part of the operator free of a transport term. As a consequence of (7) and (12), the position of the free boundary and the zero contact angle condition are encoded into F by
whereas for the speed we still havė
These two equations can be easily seen to be compatible by formally differentiating the equation in (13) with respect to x and using (7) . Therefore, provided (7) holds, (13) is equivalent to (10) through (12) .
Weighted Sobolev spaces. The structure of the linear operator motivates us to introduce the following semi-norms
where
For m ≥ 1, the corresponding norm and space are given by:
In fact the semi-norms [F ] Hm are Lyapunov functionals for the linear operator, as we will see later on. Note that the first semi-norm, k = 1, is just the Dirichlet integral, which corresponds to the lubrication approximation of the capillary energy. Its boundedness ensures that the boundary condition is preserved under completion. Accordingly, we define the semi-norms
What is the relationship between these norms and the nonlinear part of the operator? Equation (13) is invariant under the transformation
This transformation selects one single semi-norm out of the sequence of semi-norms 
But unfortunately, the estimate one could hope for in terms of scaling barely fails:
(a counterexample is given by ∂ 2 x F = ln(ln 1/x) for x 1).
Interpolation spaces. This motivates us to use interpolation semi-norms. They have the same scaling as the corresponding semi-norms (15) but are slightly stronger. For any m ≥ 2, we define
where F ± ∈ H m±1 . The corresponding norm and space are given by
It seems to be crucial to define H * m by completion rather than by finiteness of · H * m (the two definitions disagree with each other, see Lemma A.5).
A comparison between the weighted Sobolev semi-norms and their interpolation counterparts is given in the next lemma:
Lemma 1.1. For any even m ≥ 2 and any function F ∈ H m+1 we have
The interpolation semi-norms are indeed strong enough to control supremum norms: Lemma 1.2. For any even m ≥ 2 and any function F ∈ H * m we have
In particular, we have
so that the boundary condition in (21) is preserved under completion. The proof of the Lemmata 1.1-1.2 can be found in the appendix. Note that by Lemma 1.2 and F | x=0 = 0, the statement corresponding to (18) holds true for the interpolation semi-norms:
Finally, we introduce the corresponding parabolic semi-norms. For m ≥ 2, let
It seems to be crucial to interpolate the space-time semi-norms rather than taking the temporal norm of the spatial interpolation, as for
Indeed, these semi-norms do not coincide with (26) in general. However, there is a lower bound in general and a two-sided bound for tensor products:
ii) For any even m ≥ 2 and any pair of functions α, ζ ∈ C c ([0, ∞)) we have
The proof of Lemma 1.3 can be found in the Appendix.
The semi-norms corresponding to (26) and (27) on a finite time interval (0, Statement of the results. The semi-norms defined in (26) provide an appropriate ambient space for existence and uniqueness of solutions to (13) under minimal (in the sense of (25) versus (18)) assumptions on the initial data. It is given, for m ≥ 4, by:
It is straightforward to check that the trace of F ∈ X * m at t = 0 is well defined (see Lemma A.6).
Here and after, universal constants are denoted by C, and C k stands for a constant which is universal for fixed k. Our first main result is: Theorem 1.1 (Existence and uniqueness). There exists an > 0 such that if
then there exists a unique solution F ∈ X * 6 of (13), and furthermore
Equation (31) contains enough information to keep track of both the shape of the solution, as follows from
and the position of the free boundary, as follows from
In particular, (32) implies that h > 0 for 1.
The minimal assumption (30) turns out to be sufficiently robust to keep all derivatives of the perturbation under control. This yields smoothness of the solution and of the free boundary for positive times:
the free boundary s(t) belongs to C ∞ ((0, ∞)).
It turns out that smoothness may be quantified in terms of
via estimates of the decay of high derivatives of F . Not to overload the elaboration, we shall state and prove them with respect to the semi-norms (27): Theorem 1.3 (Decay of high derivatives). There exists an > 0 such that if F 0 ∈ H * 4 satisfies (30), then the solution F ∈ X * 6 of (13) satisfies
The temporal weights are such that estimate (33) is scale-invariant with respect to the transformation (17 
for all k ≥ 1.
In particular, the free boundary converges to zero:
).
In terms of h, [F 0 ] H 1 < ∞ implies that the initial datum h 0 (y) is close to the reference steady state (y + ) 2 /2 for y 1. In other words, it is the behaviour at infinity (not the behaviour near y = 0) which selects the steady state to which the solution converges for large times. This explains why a general initial position of the free boundary, s 0 = 0, relaxes to zero in our setting. In particular, Theorem 1.4 implies that solutions to the thin-film equation with n = 1 may shrink (take s 0 < 0). Such behavior was commonly believed to be possible in view of the existence of local travelling wave profiles of the form h(t, y) = − (y + t)
However, to our knowledge it hadn't been rigorously observed so far.
The porous medium equation. There is a related second order diffusion equation, the porous medium equation:
As (1), the porous medium equation is degenerate parabolic, but it additionally obeys a comparison principle, which excludes both the formation of singularities and the contraction of the support. Long-time existence, uniqueness and regularity of solutions of the corresponding free boundary problem after the waiting time have been shown in [1, 2] in space dimension d = 1; short-time analogues of this result have later been obtained in [11] for d = 2 and in [18] for arbitrary d. The results in [1, 2, 11] hold for a generic initial datum (with suitable regularity and connected positivity set) rather than with perturbations of special solutions (stationary or self-similar). In fact, we expect that our results may also be extended (by using local maps) to the case of a single droplet with zero contact angle, after the waiting time (which may occur for the thin-film equation, too; see [12] and the references therein). However, unlike the one-dimensional porous medium equation, for the above mentioned reasons we can only expect short-time existence for generic initial data.
The aforementioned papers adopt quite different techniques. The analysis in [1, 2] relies on semi-group theory: the equation is written as an abstract parabolic boundary value problem to which the theory of Da Prato & Grisvard [10] can be seen to be applicable. The main tool in [11] are instead Schauder estimates in weighted Hölder spaces, obtained by an elaboration of the method of Safonov [22] . Finally, in [18] the analysis is based on the theory of singular integral operators and Gaussian estimates of the fundamental solution of the linearized parabolic equation.
Here we follow yet another strategy, whose advantage may be to identify the "minimal" assumptions on the initial datum under which the problem is well posed. It is based on a-priori energy-type estimates which we are going to describe now.
Outline of the proofs
In this section we describe the main ingredients of our method. This will lead us already to the proof of the uniqueness part of Theorem 1.1. The proof of the existence part of Theorem 1.1, as well as that of the other main results, will be outlined immediately afterwards, together with the plan of the paper. From here on, we write f g, respectively f g, whenever a universal C > 1 exists such that
We split the operator into its linear part,
and its nonlinear part N (F, F ), where
The bases of our argument are the symmetry and composition properties enjoyed by A, which induce the choice of the semi-norms [·] H k , namely (see Lemmata 3.2 and 3.3)
As can be easily checked at a formal level, they imply the existence of a sequence of Lyapunov functionals for A (see Lemma 9.1):
This yields the following existence and uniqueness result for the parabolic linear equation associated to (13):
It satisfies for all 4 ≤ k ≤ m and all 0 < T ≤ ∞ the estimate
The main ingredient in the proof of Theorem 1.1 is the following a-priori estimate for the nonlinear part of the operator:
Proposition 2.2. For any given F, G ∈ X * 6 and for any 0 < T ≤ ∞ we have
The combination of (37) and (38) yields the a-priori estimate (31) which is at the core of Theorem 1.1:
Proposition 2.3. There exists an > 0 such that if F ∈ X * 6 be a solution of (13)
Proof. It follows from (37) and (38) that
It is easy to check (see Lemma A.
. Hence (40) reads as
If φ(0) < 1/(4C) =: , then
Since φ(0) ≤ φ 1 and φ is continuous, (41) implies that
and the proof is complete.
We are now ready to prove the uniqueness of solutions.
Proof of Theorem 1.1 -uniqueness. Let F 1 , F 2 ∈ X * 6 be two solutions of (13) with initial datum F 0 ∈ H * 4 , and let F = F 1 − F 2 . By (37), we have that
It follows from the definition (34) of N that
Therefore, provided is sufficiently small for Proposition 2.3 to hold, we have that
Inserting (43) into (42), we see that
and therefore φ = 0 if is sufficiently small. In particular, it follows from Lemma
Of course, the a-priori estimate given by Proposition 2.3 is also at the core of the existence part of Theorem 1.1, whose proof will be given in section 7 using a fixedpoint argument. In section 4 (see Proposition 4.1) we prove well-posedness for the resolvent equation associated to A,
which we use in section 5 to prove Proposition 2.1 via a time-discretization argument.
The results concerned with higher regularity rely on the fact that the symmetric structure of the linear part of the operator is preserved upon differentiation. This yields estimates similar to (38) for higher semi-norms of the nonlinear operator. We prove in Proposition 8.1 that
Based on this a priori estimate, we prove Theorem 1.2 in Section 8, Theorem 1.3 in Section 9 and Theorem 1.4 in Section 10.
Basic properties of the linear operator
We first notice:
) and all k ≥ 0, there holds:
Proof. Easily obtained by induction.
Identity (44) gives rise to symmetry with respect to each weighted semi-norm:
For all F ∈ H k+4 and all G ∈ H k+2 , there holds:
Proof. By (16), it suffices to consider F, G ∈ C ∞ c ([0, ∞)) (in fact, the boundary condition F (0) = 0 is not needed here). We have
Note that all boundary terms at x = 0 vanish since k ≥ 1.
Applied twice, Lemma 3.2 yields:
, there holds:
The connection between the operator A and the spaces H * m can be seen even better in terms of the positive square root of A:
The operator A 1/2 is symmetric and positive definite with respect to all semi-norms
[·] Hm . More precisely, there holds for all k ≥ 1 and for all F, G ∈ H k+1 ,
The last statement follows from an analogous identity to (44),
This leads to the following representation for the semi-norms [·] Hm :
We conclude that the complete sequence of semi-norms [·] Hm , m ≥ 1, is generated by A 1/2 and ·, · H 1 .
The linear elliptic equation
In this section we prove:
and a positive constant C (independent of m) exists such that if G ∈ H m , then
The proof of Proposition 4.1 proceeds as follows. We first prove existence and uniqueness of weak solutions by the Riesz representation theorem:
Lemma 4.1 (Weak solution). For all G ∈ H 1 there exists a unique solution F ∈ H 3 of (48), and
Then we prove that (49) holds:
49) holds, and
Finally, higher regularity follows by iterating the argument for Lemma 4.2. The rest of the section is concerned with the proofs of Lemma 4.1, Lemma 4.2 and Proposition 4.1.
Proof of Lemma 4.1. Clearly, H 3 is a Hilbert space equipped with the inner product
The form
is bilinear and symmetric on H 3 . By interpolation (see Lemma A.3)
hence b is also coercive. Existence and uniqueness now follow from the Riesz representation theorem upon the embedding i of H 1 into the dual space of
and (50) follows from (52) and from
Proof of Lemma 4.2. We set
almost everywhere. In particular, the traces H(0) and
We now use
to derive the Neumann boundary conditions
In view of (54), Hardy's inequality in the form of Lemma A.1 yields
Next, observe that ∂
By interpolation (see Lemma A.3)
Therefore F ∈ H 5 and (51) holds. Since
, we obtain from (53)
which in view of the definition of H turns into (49), i.e.
Proof of Proposition 4.1. By induction on m we show that
By Lemma 4.2, the claim is true for m = 1. If G ∈ H m , m ≥ 2, then by induction F ∈ H m+3 and
In a first step we argue qualitatively that F ∈ H m+4 . In a second step we will show the estimate in (57). Only in the second step we have to take care that constants do not depend on m.
We claim that
Claim (60) follows immediately from Since by (58) and (59) H ∈ C 3 2 ([0, 1]), we may assume without loss of generality that C > 0 and x 0 ∈ (0, 1) exist such that ∂ x H ≥ C for x ∈ (0, x 0 ). Then, using
a contradiction. Hence (61) holds. In view of (60) and (61), we have by Lemma A.1:
Hence F ∈ H m+4 in view of Lemma A.4.
We now turn to the quantitative estimate in (57). In order to complete the proof, by the interpolation estimates in Lemma A.3 it suffices to show that
and
For the first one, we differentiate (49) m times and test it with and (64) follows from (46).
The linear parabolic equation
In this section we prove Proposition 2.1. In fact, Proposition 2.1 follows from an equivalent statement in terms of the weighted spaces X m , which are defined by
with respect to · Xm .
It reads as follows:
Proposition
It satisfies for all 3 ≤ k ≤ m and all 0 < T ≤ ∞ the estimate
Before proving 5.1 by a time discretization argument, we first show how Proposition 2.1 follows from Proposition 5.1.
Proof of Proposition 2.1. We first prove (37) for F 0 ∈ C ∞ ([0, ∞)) with F (0) = 0 and
2 ) with G| x=0 = 0. Let F be the corresponding solution of (67) as
given by Proposition 5.1. For any smooth and compactly supported decomposition F 0 = F 0− + F 0+ and G = G − + G + , let F ± be the corresponding solution of (67) with data F 0± , G ± . Due to the linearity of A we have
By Proposition 5.1, for every s > 0 and every k ≥ 3 it holds:
Equation (70) is preserved when taking the infimum over all decompositions F 0± and G ± of F 0 and G on both sides of the equation (cf. Lemma A.4). On the other hand, due to (69), the corresponding solutions F ± are a subset of arbitrary decompositions of F . Therefore, we arrive at:
Integrating in ds/s yields (37) for all k ≥ 4. Since in particular F 0 ∈ H m+1 and G ∈ L 2 (H m−1 ), we have due to (68) that [F ] X m+3 < ∞. With the help of (22), one then easily checks that F ∈ X * m+2 .
Arbitrary data
By (37), the corresponding solutions F ν ∈ X * m+2 converge to a solution F ∈ X * m+2 of (36) with data F 0 and G. Furthermore, F satisfies (37) for all 4 ≤ k ≤ m.
In order to prove Proposition 5.1, we begin with a discrete counterpart based on Proposition 4.1.
Furthermore, a positive constant C exists such that
Proof. The existence of a solution F ∈ H m+2 which satisfies (71) follows by Proposition 4.1 and scaling in x: a solution of (49) with right-hand side
turns into a solution of (71) by the change of variables x = √ hx.
By (71), we have for
Testing (73) by 2x k−3 ∂ k−2
x AF and integrating, we see that
Therefore, by (46),
It follows from (71) that
Now (72) follows from (74) and (75).
We turn to the proof of Proposition 5.1:
Proof of Proposition 5.1. We only consider the case T = ∞, since the proof directly transfers to arbitrary T . Uniqueness is straightforward: the difference F of two solutions solves (67) with G = 0 and F |x=0 = 0, and
Therefore, differentiating (67) once, testing it by ∂ x F and integrating, we obtain
whence F = 0. The rest of the proof is thus concerned with existence.
For a fixed h > 0 and j ∈ N, we let t h j := hj and 
By (72) we have for 3
Summing over j, we obtain
(76) Define F h by
and G h by
We also have
). Therefore, by (76), we have that
for all 3 ≤ k ≤ m. With help of the time derivative of F and the initial datum, locally we can also control low semi-norms. For T > 1 and M > 1, we have:
using Lemma A.3,
Collecting (78)- (82) we conclude that a subsequence exists such that
loc ([0, ∞))) and (68) holds. Furthermore, (78)-(81) imply that F ∈ X m+2 (note that F h ∈ X m+2 ), and the compact embedding H 1 ⊂⊂ C implies that F |x=0 = F 0 . To prove (67), we note that F h satisfies the approximate equation
AlsoF h is uniformly bounded: by (76) and (84), we have for all 3 ≤ k ≤ m
. By (79)-(81), locally in space-time we also have uniform control on low semi-norms
loc (0, ∞)), and passing to the limit in (83) we obtain that
In order to see thatF = F , it suffices to notice that for any M > 0
→ 0 as h → 0.
The main estimate for the nonlinear operator
In this section we prove Proposition 2.2. We restrict ourselves to the case T = ∞; the proof directly extends to arbitrary T . The result will be achieved by splitting G intoG which additionally satisfies ∂ 3 xG |x=0 = 0 and a remainder of the form ∂ x F |x=0 (t) ξ(x). This way, Proposition 2.2 will follow from the following two lemmata.
2 ) with F |x=0 = 0 and ∂
We will need Lemma 1.2 in the following form:
. Then
Proof. By Lemma 1.2, we have that ∂ 
Finally, by application of Lemma A.2 and Lemma 1.1,
Proof of Lemma 6.1. We fix F and consider the linear map
. These two estimates can be "disintegrated" in time:
[
where now we think of F and G as functions of x only.
We start with (86):
It remains to appeal to Corollary 6.1 and to Hardy's inequality (cf. Lemma A.1)
We now turn to (87):
The last four terms in (88) can be treated as for (86), i. e. with Corollary 6.1 and Hardy's inequality
The first term in (88) requires a different argument: According to Lemma 1.1 we have
Finally, because of our assumption ∂ 3
x G |x=0 = 0 we have
Proof of Lemma 6.2. We fix G and consider the linear map
By definition of the semi-norm L 2 (H m ) * , it is enough to show:
These two estimates follow from the corresponding pointwise (in time) ones:
Before proving (90) and (91), we remark that we have
x G and k ∈ {0, 1, 2, 3, 4}, we have
We now turn to (90). We have:
This estimate implies (90) because of (92) and of Corollary 6.1.
We finally address (91).
Because of F (0) = ∂ 2 x F (0) = 0, F − x ∂ x F (0) vanishes to second order in x = 0; hence, by Hardy's inequality (cf. Corollary A.1) we have
and (91) follows.
We are now ready to prove Proposition 2.2.
Proof of Proposition 2.2. We first assume that ∞) ) of the spatial variable only with
We use these function to split G and F into
Because of (93), we have ∂ 3 xG |x=0 = 0, so that we may apply Lemma 6.1 to the couple (F,G). Likewise, we have ∂ 2 xF |x=0 = 0, so that we may apply Lemma 6.2 to the couple (F , ∂
We now appeal to part ii) of Lemma 1.3:
We now evoke Lemma 1.2:
. We conclude the proof of estimate (38) for smooth F and G using part i) of Lemma 1.3. By density, (38) holds for all F, G ∈ X * 6 . Finally, since N is an operator which maps
Existence
In this section we complete the proof of Theorem 1.1. Uniqueness and (31) have already been shown in Section 2. Hence, we are left to prove:
Proposition 7.1. There exists an > 0 s.t. for all F 0 ∈ H * 6 satisfying (30) there exists F ∈ X * 6 which solves (13).
Proof. For δ > 0 to be chosen later, let
and define
where L * G is the unique solution F ∈ X * 6 of (36) with initial datum F 0 as given by Proposition 2.1:
Hence, in order to prove Proposition 7.1 it suffices to show that S has a fixed point in X. In fact, we shall prove that S is a contraction in X. By Proposition 2.1, there holds:
Furthermore, since the difference of two functions F,F ∈ X satisfies
again by Proposition 2.1 and the definition (34) of N we see that
We now argue as in the proof of Proposition 2.3: by Proposition 2.2, we have
Note that, as a consequence of (98), S(0) ∈ X for δ, hence X is non-empty. In view of (97) and Proposition 10.1 we get
Choosing δ = √ and sufficiently small, (98) and (99) turn into
, and the proof is complete.
Regularity
In this section we prove Theorem 1.2. We begin with higher-order estimates for the nonlinear operator N , defined in (34). The key point of the next proposition is, that the constant in front of the highest order term [F ] H k+2 does not depend on k:
Proof. There holds
We have by N by Lemma 1.2 and Corollary A.1:
Therefore it remains to estimate
For 0 ≤ j ≤ 3 we apply Corollary 6.1 and Corollary A.1 to get
(note that the constant in Hardy's inequality ensures that the estimate is independent of k). This already proves (100) for k = 5. For k ≥ 6 and 4 ≤ j ≤ k − 2, we estimate, using Lemma A.1, Lemma A.2 and Corollary A.2,
To the proof of Theorem 1.2 we premise the following intermediate result:
, then the solution F of (13) given by Theorem 1.1 is such that F ∈ X m+2 (see (66)), and furthermore
Proof. Since F has been obtained in Theorem 1.1 as the unique fixed point of the map S (see (95)) on X (see (94)), by Proposition 5.1 the sequence F (n) defined as the unique solution of
(with, say, F (0) = 0) satisfies F ∈ X m+2 and converges to F in X. Hence, Proposition 8.2 follows immediately by dominated convergence once we have shown that
for all 5 ≤ k ≤ m and all n sufficiently large (cf. Lemma A.4). To see (101), we write:
We first assume that k ≤ 6, hence in this case the constant C k is universal. We use Cauchy Schwarz in the form
Since F (n) − F X → 0, using (30) and (31) we may absorb the last two terms on the right hand side for n sufficiently large and sufficiently small, thus getting (101) for 5 ≤ k ≤ 6:
For k ≥ 6 we only absorb the first term on the right hand side of (102), whereas for the second one we use Cauchy-Schwarz in the form
and arrive for n sufficiently large at
A straightforward induction on k starting from (103) concludes the proof.
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. Fix η > 0, and let τ n ↑ η. In view of (31), (28) and (22), there exists t 1 ∈ (0, τ 1 ) such that [F (t 1 )] H 6 < ∞. Choosing F (t 1 ) as an initial datum in Proposition 8.2, we obtain in particular that
Hence, there exists
Iterating this argument, we conclude that F (· + η, ·) ∈ X m+2 for all m. A reiterated application of Corollary A.1 then implies that
Regularity in time then follows by differentiating the equation, and the arbitrariness of η completes the proof.
Decay of high derivatives
In this section we prove Theorem 1.3. We shall use the following:
Proof. The lemma is not trivial since a priori there is no control on ∂ k x ∂ t F . However its proof is standard, and we sketch it for completeness. For T > 0 fixed, let φ ∈ C ∞ c ([0, ∞)) such that φ = 1 on (0, T ) and let
Let η be a mollifier, η (t) = −1 η(t −1 ), andF = η * F . As is well known,
Since eachF is smooth in time, we have:
Proof. We write using Lemma 1.2, Corollary 6.1 and Corollary A.1:
for every k ≥ 1. An induction argument as in the proof of Theorem 1.3 completes the proof.
Appendix: Weighted Sobolev spaces and their interpolation spaces
Hardy inequality. The basic tool for the weighted Sobolev spaces is the Hardy inequality, introduced in [17] (see also the detailed survey for inequalities in weighted spaces in [19] ). Let us mention that similar weighted spaces and tools are also used in [23] . For the convenience of the reader we derive the form of Hardy inequality as we need it:
Lemma A.1 (Hardy inequality).
Proof. First we observe that if k < −1, then
Hence, passing to the limit as n ↑ ∞,
If k > −1, the same argument applied to F (1/x) yields that
Let now 0 < α < β. Taking also into account the sign of one of the boundary terms, we have:
and Lemma A.1 follows by monotone convergence.
It follows immediately from Lemma A.1 that:
Then (A.1) holds.
Hardy inequality implies the following supremum estimates: ∞) ) is such that
Proof. The integrability of F at x = 0 implies that a sequence α n → 0 exists such that α
Passing to the limit as n → ∞ completes the proof.
Interpolation inequalities for H m and H * m . We derive the interpolation inequalities in two different forms. In the first lemma we use less assumptions on the integrability of the estimated function. We also use general weights. Secondly, we give the proof of Lemma 1.1.
there holds:
Proof. We claim that
If not, then we would have |∂ x F (x)| ≥ C for x ∈ (x 0 , ∞) for some C > 0 and x 0 > 0. By the continuity of ∂ x F , without loss of generality we would have ∂ x F ≥ C, and therefore F (x) ≥ F (x 0 ) + Cx, in (x 0 , ∞), in contradiction with the integrability assumption of F . Hence (A.2) holds, and by Lemma A.1 we obtain that
We have for 0 < α < β:
It remains to show that sequences α n → 0, β n → ∞ exist such that
For β n , assume on the contrary that C and x 0 exist such that
in contradiction with (A.3). The argument for α n is identical.
We have also been using the following corollary of Lemma A.3:
There exists a constant C lm such that for all F ∈ H m , there holds: We now prove Lemma 1.1.
Proof of Lemma 1.1. The proof of
is straightforward. Decompose
Using this decomposition in (19) and optimizing in s * yields (A.6).
We turn to the proof of
The first step is to argue that
Hence in terms of
, we have to show
This follows from the stronger statement that
which in turn follows from
Inequality (A.9) can be seen as follows:
The second step is to argue that
By density, we may assume that F ∈ C ∞ c ([0, ∞)) with F (0) = 0. In view of (47), we have
The minimization can now be carried out explicitly. The minimizers are given by
(the invertibility of I + s 2 A follows from Proposition 4.1), so that
Hence,
We have used the following representation formula for A 1 2 :
which holds in view of Proposition 4.1 (see [4] ). Now (A.7) follows from (47):
[F ]
2 Hm
Proof of Lemma 1.2. We first appeal to Hardy's inequality
It is convenient to introduce f = ∂ m 2
x F . Because of the above, it is enough to show
By even reflection, we may prove (A.12) for functions f on the real line instead of the half-line. This allows as to use the Fourier transformf . Because of sup x |f |
(A.13) The minimizer on the right-hand side can be explicitly computed to bef
Hence we obtain in particular
(A.14)
On the other hand, we have by Cauchy-Schwarz
Hence (A.13) follows from (A.14) and (A.15).
We turn to the proof of Lemma 1.3:
Proof of Lemma 1.3. We start with part i). It is convenient to introduce the abbreviations We now obtain by the triangle inequality in L 2 and L ∞ respectively:
[F ] L 2 (Hm) * = We turn to part ii) and fix α(t). We consider the linear operator ζ → α ⊗ ζ. Then the inequalities follow from interpolating the standard estimates
respectively.
Density & non-density. In (16) Let η be a cut-off function s.t. η = 0 on (0, 1) and η = 1 on (2, ∞), and η R (x) = η(x/R). Letting F R := (1 − η R )F , for every R > 1 and every 1 ≤ k ≤ m we have:
This concludes the proof.
The statement (A.19) is a consequence of for all k ≥ 2 ((A.25) is an easy generalization of (A.6) which we leave to the reader).
