In this paper a parallel adaptive mesh refinement (AMR) strategy for large and accuracy of our methodology is shown on the numerical simulation of the turbulent flow around a square cylinder at Re = 22000 and the turbulent flow around two side-by-side square cylinders at Re = 21000.
are tested for the meshes resulting from the AMR process, which typically contain transitions between zones with different level of refinement. Our AMR scheme applies a cell-based refinement technique, with a physics-based refinement criteria based on the variational multi-scale (VMS) decomposition theory. The overall AMR process, from the selection of the cells to be refined/coarsened till the pre-processing of the resulting mesh, has been implemented in a parallel code, for which the parallel performance has been attested on an AMD Opteron based supercomputer. Finally, the robustness
Introduction
The direct numerical simulation (DNS) of incompressible turbulent flows is limited by the wide range of scale motions that need to be accurately solved. In each zone of the simulation domain, the mesh needs to be dense enough in order to solve the smallest scales of motion and, at the same time, all these discrete elements become coupled by the largest scales of motion.
The result is a large discrete system of mutually coupled variables that, commonly requires unaffordable computing resources in order to solve it.
This situation, has prompted the scientific community to develop strategies in order to reduce the computing requirements. An option is the large eddy simulation (LES), based in modeling the subgrid scales of motion and therefore, allowing to coarse the mesh. Another strategy consists in optimize the mesh generation in order to avoid unnecessary zones of refinement.
Adaptive mesh refinement (AMR) methods focus in this second aspect by dynamically refine or coarsen any part of the mesh according to the flow problem. The desired benefit from these techniques is an automatic and dynamic mesh adaptation to accurately solve any flow, minimizing the number of grid cells. Note that, as a result, this methods also cancel the cost of "manually" generating a suitable mesh for the solution of the flow, what is becoming a tedious problem on the HPC context. At first, the AMR techniques were initially introduced by Berger [1, 2] , and Powell [3] whom described an AMR formulation for Cartesian meshes and cell based AMR methods, respectively. On the context of AMR applied to flow around bluff bodies, finite element AMR approaches have been developed using a posteriori error estimation based on the residuals of the Navier Stokes equations [4] . In [5, 6] a posteriori error estimation for turbulent flow is considered on applications like the flow around a surface mounted cube and a square cylinder. Another AMR approach was developed for engineering problems by Berrone et al. [7] , where the viability of a fully combined space and time adaptivity for engineering problems was investigated. Although the large number of numerical studies available, most of them are based on error control technique, applied on a finite element framework. Only few studies have been performed using solution-directed mesh-refinement methods or applied to finite volume framework for different applications [8, 9, 10, 11] .
It is also important that solution codes achieve good parallel performance in current supercomputers in order to take advantage of the increasingly available computing power. In this regard, the development of parallel AMR algorithms is mandatory, although important difficulties appear such as the global labeling of the unknowns, the treatment of the elements at the boundaries of the mesh subdomains or the achievement of a good workload distribution.
In this context the aim of the present work has been the development of a parallel AMR method to be applied in LES of turbulent flow at high Reynolds number, using a physics-based refinement criteria in a finite vol-ume framework with conservative formulations. This has been implemented on the top of the TermoFluids (TF) CFD software platform [12] . In TF the Navier-Stokes equations are discretized following a symmetry-preserving formulation [13, 14, 15] , thus, the conservation properties on the meshes resulting from the AMR process, which typically contain transitions between zones with different level of refinement, has been analyzed. The WALE model [16] is used within a variational multiscale framework [17] to deal with the smallest scales of motion. Furthermore, AMR refinement criteria based on the VMS scale separation theory has been developed and the AMR algorithm has been implemented in a parallel code, for which the parallel performance has been attested on an AMD Opteron based supercomputer.
The robustness of our method has been proven on the numerical simulation of the flow around square cylinder at Reynolds number 22000 and the flow around two side-by-side square cylinders at Re=21000. These cases cover the main turbulent flows features such as flow separation, vortex shedding and appearance of vortex in the wake of the cylinder [18, 19, 20, 21, 22, 23, 24] .
The rest of the paper is organized as follows. In Section 2, the system of governing equations using a symmetry preserving discretization is described.
In Section 3, a detailed description of the adaptive mesh refinement scheme and an ongoing parallelization strategy with a performance study are presented. Moreover, conservation test are carried out to test the AMR mesh on a Rankine vortex problem and a detailed description of the refinement criteria with its corresponding applications on different problems are presented.
In Section 4, the solutions for a turbulent flow around a square cylinder and two side-by-side square cylinders are compared to experimental and numeri-cal results. Finally, some conclusions are drawn.
Mathematical Formulation
In large-eddy simulations (LES) the spatial filtered and discretized NavierStokes equations are defined as
where u and p represent the filtered velocity vector and pressure, respectively, ρ is the fluid density and ν is the kinematic viscosity, Ω is a diagonal matrix with the sizes of control volumes. Convective and diffusive operators in the momentum equation for the velocity field are given by C (u) = (u · ∇) and D = −∇ 2 , respectively. Gradient and divergence operators are given by G = ∇ and M = ∇·, respectively. The term that requires modelling is the filtered non-linear convective term. T is the SGS stress tensor, which is defined as [25] ,
where S ij is the rate-of-strain tensor and G * is the transpose of the gradient operator.
To close the formulation, a suitable expression for the subgridscale (SGS) viscosity, must be introduced. LES studies have been performed using a SGS model suitable for unstructured formulations: the wall-adapting local-eddy viscosity model within a variational multi-scale framework (VMS-WALE) [16, 17] . A brief description of this model is given hereafter.
2.1. Wall-adapting eddy viscosity model within a variational multiscale frame-
work (VMS-WALE)
The variational multi-scale (VMS) concepts for Large Eddy Simulation (LES) was originally formulated by Hughes et al. [17] in the Fourier space, and is a viable and practical approach for LES of turbulent flows. In VMS the decomposition of the flow into three scales is considered: large scales, resolved small scales and unresolved small scales. If a explicit filter is introduced, a splitting of the resolved scales can be performed,
where following Vreman [26] notation, the large scales are determined bŷ f , the small scales by f and f is the original resolved quantity. Thus, for the large-scale parts of the resolved u, a general governing equation can be derived,
Here, T is the subgrid large-scale term and T is the subgrid small-scale term. Now, assuming that the unresolved scales doesn't have any effect on the large scale equation ( T ≈ 0), it is only necessary to model the effect of the small scale term T . In our implementation the small-small strategy is used in conjunction with the wall-adapting eddy viscosity (WALE) model [16] :
where C vms w is the equivalent of the WALE coefficient for the small-small VMS approach and for finite volume method its value lies between 0.3 and 0.5 [27] .
Numerical method
Second-order spectro-consistent schemes on a collocated unstructured grid arrangement were adopted for the discretization of the governing equations. It is remarkable that those schemes are conservative, i.e. they preserve the symmetry properties of the continuous differential operators and ensure both, stability and conservation of the kinetic-energy balance even at high Reynolds numbers and with coarse grids [28, 29] . For the discretization in time of the momentum equation a two-step linear explicit scheme on a fractional-step method was used for the convective and diffusive terms [30] , while the pressure is solved using an implicit first-order scheme. This methodology has been extensively tested and verified with accurate results for solving the flow over bluff bodies with massive separation [14, 15, 31] .
Computations were carried out using meshes generated by a constant step systems. More details about this method can be found in [32] .
Adaptive Mesh Refinement
Mesh adaptation is accomplished by dividing or coarsening groups of cells following a refinement criteria, based on our physical understanding of the problem. Therefore, the AMR algorithm starts with an initial mesh and continuously refines certain regions by dividing a parent cell into four (two dimensions) or eight (three dimensions) children cells. While, in areas that are over resolved, the refinement process can be reversed by coarsening four or eight children cells into a single parent cell, following a quad/oct-tree scheme.
Those processes are continuously performed, creating a suitable mesh for the solution of the vortical structures of the flow at each phase of the simulation.
For algorithm convenience, the grid adaptation is constrained such as the cell resolution changes by only a factor of two between adjacent cells (see Figure 1 ) and the maximum level of refinement is established by a study of the Kolmogorov scales derived for the problem being considered.
Mesh definition
In our software platform, a mesh is represented as an object composed of basic geometrical elements (vertices, faces and cells) and, which also describes the relationship between them. Hereafter the main data representing the basic elements of the mesh are described:
• Vertex : The class vertex consist in a vector with three spatial coordinates.
• Face: A face is a polygon and can be defined as an ordered set of integers corresponding to the indexes of its vertices.
• Cell : A cell is a polyhedron and is defined with the indexes of the face objects that form it. In this case no ordering is needed; a set of faces determines only one possible polyhedron.
For the face and cell objects, a list of its neighboring elements is stored. For example, for each cell are stored the global indexes of its neighbors. Those are at minimum the indexes of the 6 neighboring cells of the initial Cartesian mesh, but they may increase as the AMR process evolves.
Domain decomposition
The mesh decomposition is derived from a partition of the cells adjacency graph, that is carried out by means of an external tool such as the ParMETIS library [33] . Apart than providing a good load balance, ParMETIS routines minimize the edge cuts, reducing the data exchange requirements in the simulation.
After the mesh partition, each parallel process deals with a subset of cells, faces and vertices that all together form a subdomain. These are referred to as owned elements of each type. Since the graph is defined by means of the cells adjacency its partition directly defines the owned cells of each parallel process.
The distribution of the faces and vertices is also based on the cells graph.
However, on the subdomains boundary, where the elements are shared be-tween processors, a rank criteria is used to establish the owner. For instance, when two neighbor cells are located on different subdomains, a common face is located on the border of the subdomain. This face is assigned to the processor with the higher rank.
The discrete operations are generally performed by means of scalar field defined over the elements of the mesh. Therefore, its distribution is determined by the distribution of the corresponding geometrical elements.
Note that, in the geometric and algebraic parallel operations, each parallel process may need elements owned by others. Therefore, a copy of the required elements, owned by other processors is attached. Those copies of external elements attached to each subdomain are referred as its halo. Its important to remark that any element of a halo is a copy, meaning that the original element is owned by another parallel process. Thus, if the original element changes in the owner parallel process, the copy stored in the halo must be updated before using it. Otherwise, the results of the sequential and parallel executions would differ.
Any mesh element is uniquely determined by its local identifier (lid), which refers to its position in a local storing container. However, the lid only identifies the element locally, i.e. different elements owned by different parallel processes may have the same lid. In order to globally determine each element, we use global identifiers (gid).
For each mesh element type, a topology object is created that contains the information of its corresponding local/global identifiers, that defines the domain decomposition (owned/halo elements) and, also the communication scheme required to update the halos.
Algorithm description
Writing a parallel AMR code for scientific computations is a laborious work. The overall AMR process, from the selection of the cells to be refined or coarsened, till the pre-processing of the resulting mesh, has been implemented in parallel, based on the standard domain decomposition (DD) method.
The major aspects regarding the parallelization, are the definition of a global order (i.e. the gids) for the discrete elements of the new mesh, and the operations performed to keep coherence on the subdomains borders.
The AMR algorithm inputs are the old mesh, i.e., the mesh being adapted, a list of global identifiers of cells and its corresponding level of refinement and, a tree data structure that keeps track of the cells decomposition, see Figure   2 . The algorithm output is a new adapted mesh gathered into an unique data file from the submeshes generated by the different parallel processes, see Figure 3 . Parallel IO operations are performed by means of the HDF5 library [34] . Finally, the new mesh partitioning is done with ParMETIS library, to achieve load-balance. This leads to a new partitioned mesh, that will be used for the next simulation step, see A description of the code is presented in Algorithm 1, divided in four main steps.
Algorithm 1.
• Step1 (S1). Read the old mesh and prepare the cells to be refined/coarsened.
In this step, each processor uploads the old mesh from a data file and reads the list of cells with its corresponding level of refinement. If this level match with the cell level stored in the data file, the cells is not modified. However, if the level is higher, the cells will be refined.
Differently than the refinement process, the coarsening is performed • Step2 (S2). Create a new mesh with the cells that are not modified. is shown in Table 1 , for each of the four steps of Algorithm 1.
Step 4, the creation of the final mesh file, is the part of the algorithm that further increases its cost, therefore, it becomes the main limitation for the speedup.
The creation of this mesh file is managed by means of the HDF5 library, unfortunately, it does not provide good parallel performance on the writing operation. Contrary, the reading operation, performed in Step 1 with the same library, scales properly. In the Figure 5 , is shown the strong speedup for both, the overall algorithm and also the algorithm obtained by discarding IO operations; i.e the original part of it. The parallel efficiency is clearly penalized by the IO operations. With 256 CPU-cores it reaches up to 90%
for the rest of the code, but decreases down to 50% when the IO operations are included. Further work needs to be performed in order to extend the scalability to higher number of CPU-cores.
Conservation tests
In order to analyze the conservation properties for the proposed adaptive mesh refinement method, a Rankine vortex problem is chosen as test case.
The Rankine vortex model is given by the combination of a rigid-body rotation within a core, a decay of angular velocity outside and zero mass flux at the boundaries. The tangential velocity, u θ , of a Rankine vortex with circulation, Γ, and radius, R, is given by
In particular, the Rankine vortex solved in this paper is placed in the Since there is no flow across the domain boundaries, if any difference exists between physical dissipation and the rate of change of total kinetic energy, it is due to the pressure error term, that arises from the special definition for the normal face velocity needed to exactly conserve mass in the collocated scheme [35, 28, 29] .
For this test, a second-order spectro-consistent schemes on a collocated unstructured grid arrangement in a finite volume context was used. The difference between rate of change of total kinetic energy, dk/dt = d(
u·u)/dt, and physical dissipation, −νω · ω, for an adaptive mesh was calculated at every time step using Eq. 9, and is compared with an uniform mesh with 6.4 · 10 3 cells. Results are plotted in Figure 7 .
Results show a slightly perturbation when the mesh changes due to symmetry inconsistencies on the operators in the time integration. Thus, conservation is affected and dissipation is generated, but this phenomena is imperceptible for the global simulation as can be seen in Figure 7 . Moreover, results show that the collocated scheme presents a decreasing difference of order 10 −9 for both uniform and AMR mesh. 
Refinement criteria
Physics-based mesh adaptivity requires criteria to establish measures that
will indicate the refinement/coarsening process of the mesh. As mentioned earlier, we adopt in this work a mesh adaptivity criteria based on our physical understanding of the flow to identify the critical regions of the problem. For turbulent flows around bluff bodies considered here, measure of the residual velocity was calculated using the VMS scale separation theory, to focus on small scales range from the solution of the Navier-Stokes equations, and can be defined as:
where u is the residual velocity, u is the instantaneous velocity and u is the filtered velocity. In the present work to calculate the filtered velocity, we used a non-uniform Laplace filter based on a Gaussian filter that are normalized, conservative and also self-adjoint [26] . Thereby can be calculated on a general unstructured grid. The measure presented here is defined as:
where φ c ∈ R m is the residual velocity magnitude (here m applies for the total number of control volumes (CV) of the discretized domain).
To identify the cells to be refined and coarsened, a global maximum value of the criteria is established.
Moreover, the global maximum value is averaged in time to keep a smooth adaptation effect.
Then, an average value is calculated with the cell values above 10% of the global maximum value to avoid the cells where the residual velocity is near to zero.
where, f (φ c ) is given by,
Therefore, the threshold can be defined as
With this parameter, the cells to be refined are those with c 2. Based on our experience, a more conservative approach for the coarsen process was adopted, for which the coarsening limit to the cells with c < 2 and those who are not neighbors with the cells marked to be refined.
In Figure 8 , an example of the use of this criteria for the square cylinder problem at Re=22000 is shown. Most of the vortical structures are captured in refined cells whether near the object and in the wake region. Other measures can be considered, i.e. the vorticity field. But, as can be seen in Figure 9 , the results are not very promising because this field is flow-dependent, therefore there are important zones that are not refined even if a vortical structure is present. Moreover, the use of this field requires continual tuning depending on the flow problem, as studied by S.J. Kamkar [11] The residual velocity criteria presents a better behavior and the thresh- 
Numerical results of turbulent flows using AMR-LES
As has been show, the refinement criteria developed seems to refine the areas needed to solve the smallest flow structures on most of the turbulent problems around bluff bodies. Moreover, the AMR mesh has shown to be able to preserves well the kinetic energy balance to ensure the conservation properties to solve turbulent problems. After these results, it would be desirable to test how our methodology deals with the turbulent flow around bluff bodies at higher Reynolds numbers. Hereafter two cases have been studied:
(i) the flow around a square cylinder at Re=22000 and (ii) the flow around two side-by-side square cylinders at Re=21000. In both cases, numerical results have been compared with experimental and numerical results from the literature.
Flow around a square cylinder at Re=22000
Numerical simulations of the flow around a square cylinder are performed at Re = 22000 [18, 19, 20, 21, 22] , where Reynolds number is defined in terms Figure 13 . Vorticity structures in the near wake obtained with the adaptive grid are plotted in Figure 13 (left) and the computational grid for that time step is plotted in Figure 13 (right).
The resulting time-averaged flow parameters are summarized in Table 2 .
The mean Strouhal number, the mean drag coefficient (Cd), the mean lift coefficient (Cl) and the rms fluctuations of Cd and Cl are presented (see Figure   14 , for the time variation of the drag and lift coefficients). For comparison, experimental and numerical (from DNS and LES) results from the literature are also given [18, 19, 20, 21, 22] . As can be observed, the AMR-LES predicts the computed flow parameters in good agreement with the ones in literature, using the refinement criteria mentioned before. Although, the results show slightly differences for the drag and lift coefficient, but the Strouhal number is in fair agreement with the literature results (see Figure 15 , for the power spectral density graph that shows a peak at f=0.133). This can be related to the refinement criteria operation, that establish a big refinement zone with the maximum level possible near the body and in the wake region.
In order to gain more insight into the behavior of the AMR-LES, the stream-wise and cross-streamwise velocity profile and its fluctuations are As can be seen, the flow structure behind each square cylinder is independent. There are not close interactions between the shear layers and the flow separation that occurs near the surfaces of the cylinders, thus the vortex shedding frequency is similar to the result for the singular square cylinder.
A complete comparison of aerodynamic coefficients against experimental and numerical data [23, 24] is depicted in Table 3 . A good agreement between the calculated results and the experimental/numerical data has been achieved for this gap. It should be noted, that the flow structure exhibits anti-phase vortex shedding [23, 24] , where two distinct vortex streets separate from the cylinders and vortices can stably proceeds to the far downstream wake zone, see Figure 19 . It also can be noticed, that the refinement criteria and the adaptive parameters used for the single square cylinder have been used for the two side-by-side square cylinders, where most of the flow features were captured and control volumes were clustered in the regions where the grid must be dense enough to capture all the flow scales. Tables   Number of CPU  32  64 128 256 Step 1 37.9 32.5 25.3 21.7
Concluding remarks
Step 2 18.8 15.6 13.0 12.5
Step 3 23.3 18.8 13.5 9.9
Step 4 20.0 33.1 48.2 55.9 Table 3 : Time-averaged flow parameters for flow around two side-by-side square cylinders at Re=21000, where 1 identifies the upper cylinder and 2 the lower cylinder.
