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Abstract 
High-resolution imagery is becoming increasingly available for use in land-cover mapping; 
however, previous studies have found that urban shadows cast by elevated features in urban 
environments can cause substantial errors in land-cover classifications. Detecting and restoring 
land-cover information within urban shadows can help improve accuracies in land-cover 
mapping. Although a considerable number of studies have been conducted on both shadow 
detection and shadow restoration, few studies have focused on a complete urban shadow 
correction workflow that combines shadow detection and restoration for the purpose of land-
cover mapping using high-resolution aerial imagery across large geographic extents s. Thus, the 
goal of this research was to develop a semi-automated approach to detect urban shadows and 
classify land-cover information within shadow areas for high-resolution aerial imagery. The 
specific objectives of this research were to: 1) develop and evaluate approaches that integrate 
multiple shadow detection methods, 2) evaluate the robustness of integrated shadow detection 
methods for a variety of landscapes and different forest canopy conditions, and 3) develop and 
evaluate a shadow correction algorithm to improve land-cover classification within shadow 
areas. This research will be beneficial to the remote sensing community working with high-
resolution imagery by allowing them to mitigate the errors caused by shadows in land-cover 
classification at broad geographic scales with a low degree of human intervention. 
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Chapter 1 : Introduction 
1-1. Overview 
The term land cover refers to the immobile physical materials on the surface of the earth that are 
detectable by remote-imaging systems at altitude. Typical land-cover features include water, 
buildings and fixed works, impervious surfaces, and vegetation. Land-cover information is 
important for natural resources management, land-use planning and decision-making at local, 
state, national and global levels (Falcone and Homer, 2012). Land-cover information is primarily 
created by computer-assisted classification algorithms using remote-sensing data from space- and 
air-borne platforms. 
High-spatial-resolution, or high-resolution, remote-sensing data have become widely available in 
recent years and are being collected at regular, frequent time intervals. The common high-
resolution remote-sensing data include multispectral imagery from satellite sensors (e.g. IKONOS, 
WorldView, Planet) and airborne platforms (e.g. National Agricultural Inventory Program), and 
Light Detection And Ranging (LiDAR) data. Multispectral imagery captures radiances of land-
cover features from multiple wavelength across the electromagnetic spectrum and uses spectral 
characteristics to assist in identifying land cover. LiDAR uses laser pulses to measure distances 
and directions from the sensor to the features on the ground and provides a three-dimensional 
representation of the land cover. Among these data, multispectral aerial imagery and airborne 
LiDAR are often freely available and provide opportunities to create land-cover information with 
great thematic and spatial detail for broader geographic scales. Studies have successfully 
developed various automated approaches for deriving land-cover information using high-
resolution aerial imagery (Parent et al., 2015; Li and Shao, 2013; Zhou and Troy, 2008); however, 
shadows remain a significant challenge for automated land-cover mapping. Shadows can distort 
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spectral information and cause computer-assisted classification algorithms to perform poorly. 
Much of the previous research has focused on shadows cast by clouds (Qiu et al., 2019; Zhu et al., 
2015; Zhang et al., 2013; Zhu and Woodcock, 2012; Wang et al., 1999; Simpson and Stitt, 1998) 
or mountainous terrain (Giles, 2001; Richter, 1998) in coarse and medium-resolution satellite 
imagery.  With the increasing availability of high-resolution imagery, shadows cast by elevated 
features in urban environments (i.e. urban shadows), such as tall buildings and extensive forest 
canopy cover has become a significant source of error for land-cover classification, which has 
motivated a lot of research has investigated how to identify them and correct their distortions in 
high-resolution imagery. 
Shadows occur where objects block light from directly reaching an area, which results in 
drastically lower solar radiances for features within shadows (Arevalo et al., 2008).  Land-cover 
classification methods rely heavily on spectral characteristics of the image to identify different 
land-cover features. The distortion in brightness values caused by shadows can cause significant 
land-cover classification errors (Chen et al., 2007; Dare, 2005). Vegetation, for example, is 
characterized by a large difference in radiance between near-infrared (NIR) and red wavelengths 
when illuminated by sunlight (Tucker, 1979). However, shadows cause vegetation to have low 
radiance in both NIR and red wavelengths which effectively hides the primary characteristic used 
to classify vegetation. Thus, shaded vegetation is often misclassified as other land cover types 
characterized by low radiance at all wavelengths. Approaches for identifying and correcting errors 
caused by urban shadows are needed to improve the performance of computer-assisted 
classification methods and make it practical to classify land cover from high-resolution data at 
broad scales.  
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1-2.  Objectives and justifications 
Correcting shadows in land cover data requires that the shadows be identified and then the land-
cover information in the shadows be restored. Shadow detection identifies shadows locations in 
the image based on either the spectral properties of the image or models of solar geometry. Shadow 
restoration recovers the information within the shadow areas by enhancing the spectral properties 
of image pixels within the shadows or by replacing the spectral or land cover data of the shadow 
pixels using multi-temporal images. Although a considerable number of studies have been 
conducted on both shadow detection and shadow restoration, few studies has focused on a 
complete urban shadow correction workflow that combines shadow detection and restoration for 
the purpose of land-cover mapping using high-resolution aerial imagery. Lorenzi et al. (2012) 
proposed a processing chain for shadow detection and restoration in high-resolution satellite 
imagery. However, their method required a high degree of human intervention in both shadow 
detection and restoration process, which can make this method impractical to apply to complex 
landscapes at broad geographic scales. In this research, we developed a semi-automated approach 
to detect urban shadows and restore land-cover information within shadow areas for high-
resolution aerial imagery.  
The specific objectives of this research were to: 
1. develop and evaluate approaches that integrate multiple shadow detection methods,  
2. evaluate the robustness of integrated shadow detection methods for a variety of landscapes 
and different forest canopy conditions, and  
3. develop and test a shadow correction algorithm to improve land-cover classification within 
shadow areas. 
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The first objective focused on integrating spectral and geometric shadow-detection methods and 
evaluating the benefit of integrated over non-integrated methods. The existing shadow detection 
approaches can be classified into model-based and property-based methods (Salvador et al., 2004). 
Model-based methods, also referred to as geometric methods, compute shadow locations based on 
the geometric relationship between the elevated objects and the solar position at image acquisition 
time. Previous studies have used geometric methods to detect urban shadows (Wang et al., 2017; 
Tolt et al., 2011; Li et al., 2005; Rau et al., 2002). Property-based methods use spectral, textural, 
and spatial properties of the image data to identify shadows. Most of the property-based methods 
primarily rely on spectral properties; thus, we refer to property-based methods as spectral methods. 
A considerable number of studies developed various spectral methods to detect urban shadows in 
high-resolution imagery (Xue et al., 2019; Huang et al., 2018; Mo et al., 2018; Movia et al., 2015; 
Cai et al., 2010; Liu and Yamazaki, 2010; Sarabandi et al., 2004). Prior research has demonstrated 
that each shadow detection method has limitations and integrating geometric and spectral methods 
might improve shadow detection accuracy (Wang et al., 2017; Adeline et al., 2013); however, few 
studies explored the potential of integrated shadow detection methods. In this dissertation, we 
developed shadow detection approaches that integrate the geometric and spectral methods and 
evaluated the benefit of these integrated approaches for high-resolution aerial imagery in urban, 
suburban, and rural landscapes.  
The second objective expanded on the first objective by providing rigorous evaluations of 
geometric, spectral and integrated shadow detection methods across broad and varied landscapes 
and forest canopy conditions. Traditional geometric methods require image acquisition 
information to compute shadows’ locations; however, this information is typically not readily 
accessible for public aerial image datasets. To address this limitation, we develop an approach to 
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determine image acquisition date and time based on shadow orientation in order to allow the 
geometric method to be more readily applied. Adeline et al. (2013) found that non-integrated 
shadow detection methods have variations in performance with respect to the landscape 
composition. We are not aware of any existing studies that have compared the performances of 
different shadow detection methods for a variety of landscapes and canopy conditions. In this 
dissertation, we evaluated the robustness of geometric, spectral and integrated shadow-detection 
methods for high-resolution aerial image datasets with different forest canopy condition (i.e. leaf-
off or leaf-on) across a large variety of urban landscapes in the United States. 
The third objective focused on restoring the land-cover information within the shadow areas 
identified by integrated shadow detection methods. Previous studies on shadow restoration mostly 
focused on restoring the brightness values of shadow pixels in an image by either pixel-
enhancement or pixel-replacement methods (Mostafa and Abdelwahab, 2018). Pixel-enhancement 
methods use the relationships derived from training data for which shaded pixels of a particular 
land cover type is paired with unshaded pixels to enhance the spectral values of shadow pixels 
(Mostafa and Abdelhafiz, 2017; Liu and Yamazaki, 2012; Lorenzi et al., 2012; Wan et al., 2012; 
Chen et al., 2007; Tsai, 2006; Massalabi et al., 2004). Pixel-replacement methods traditionally 
replace the spectral values of shadow pixels with the spectral values from non-shadow pixels at 
coinciding locations in other images with different acquisition times and has been typically applied 
to shadows caused by clouds in satellite imagery in previous studies (Chen et al., 2019; Zhu and 
Woodcock, 2014; Tseng et al., 2008; Song and Civco, 2002).  Although previous studies have 
demonstrated that various shadow-restoration methods can effectively restore the brightness of 
shadow pixels in the image, Wu et al. (2014) found that the performances of these shadow-
restoration methods were inconsistent in improving land-cover classification within shadows in 
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high-resolution imagery. Zhou et al. (2009) has found that directly replacing the land cover of 
shadow pixels with the corresponding land cover from an auxiliary image performs better in 
improving land-cover classification compared to traditional restoration methods that focus on 
restoring the brightness values of shadow pixels. In this dissertation, we developed an approach to 
classify the land cover within shadow areas using high-resolution multi-temporal aerial imagery 
and LiDAR data. The approach classified land cover for multi-temporal image datasets and then 
replaced the land cover of shadow pixels in one image with either the coinciding land cover from 
an auxiliary image or the land cover from neighboring pixels in the same image that have similar 
spectral and height properties. We assessed the performance of the proposed method on image 
datasets with a variety of urban landscapes and different forest canopy conditions. 
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Chapter 2 : Integrated Shadow Detection Approaches in High-resolution 
Aerial Imagery 
2-1. Introduction 
Shadows in imagery can lead to land-cover misclassification or features being classified as 
unknown (Dare, 2005). Shadows are particularly problematic in areas with tall buildings or large 
numbers of foliated trees. Detecting and mapping shadows prior to land-cover classification can 
help reduce errors by allowing these shadow areas to be isolated from non-shadow areas and 
spectrally enhanced to improve feature identification (Adeline et al., 2013).  
Although much of the previous research in shadow detection has focused on coarse- (i.e. >30m) 
and medium-resolution (i.e. 5-30m) satellite imagery addressing shadows cast by clouds (Qiu et 
al., 2019; Zhu et al., 2015; Zhang et al., 2013; Zhu and Woodcock, 2012; Wang et al., 1999; 
Simpson and Stitt, 1998) or mountainous terrain (Giles, 2001; Richter, 1998), the increasing 
availability of high spatial-resolution imagery has motivated a number of studies on detecting 
urban shadows caused by buildings and other elevated features in urban environments (e.g. Mo 
et al., 2018; Wang et al., 2017; Luo et al., 2015; Zhang et al., 2014). These studies used methods 
that were based either on the properties of the shadows in the imagery or on the geometric 
relationship between the sun and elevated features (Salvador et al., 2004).  
Mostafa (2017) identified four interrelated methods for detecting shadows based on their 
properties: 1) thresholding, 2) invariant color spaces, 3) classification, and 4) object-based image 
analysis methods. The thresholding method defines shadows as pixels that have brightness 
values within a range of certain thresholds in the histogram (Liu and Yamazaki, 2010; Chen et 
al., 2007; Otsu, 1979). The invariant color space method uses chromaticity, rather than 
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brightness, to classify shadows (Movia et al., 2015; Cai et al., 2010; Chung et al., 2009; Tsai, 
2006; Sarabandi et al., 2004; Salvador et al., 2001). The classification method can be supervised 
or unsupervised. Supervised methods use training samples to determine the properties of shadow 
features and classify them in the image (Panchal et al., 2014; Lorenzi et al., 2012; Levine and 
Bhattacharyya, 2005). Unsupervised methods group image pixels into clusters that have similar 
properties and usually consider the class or classes that contain the lowest brightness values as 
shadows (Mostafa, 2017; Chen et al., 2007). Object-based image analysis (OBIA) methods 
partition an image into regions that are contiguous and have homogenous properties. Shadow 
objects are identified based on brightness as well as shape, texture, and spatial context (Mo et al., 
2018; Luo et al., 2015; Zhang et al., 2014; Liu and Yamazaki, 2012; Zhou et al., 2009). Most of 
the property-based methods rely on the spectral properties so can be referred to as spectral 
methods. 
The model-based methods, also referred to as geometric methods, predict shadow locations using 
solar position and object locations and their heights. The heights of objects are determined using 
digital surface models (DSM). Solar position is calculated using astronomic formulas 
parameterized by the acquisition date and time of a given image. A number of studies have used 
geometric methods to detect shadows cast by urban features (Wang et al., 2017; Tolt et al., 2011; 
Li et al., 2005; Rau et al., 2002).  
The shadow detection methods proposed in previous studies each have limitations. The spectral 
shadow detection methods tend to confuse dark features, such as water, with shadow (Mostafa et 
al., 2017; Adeline et al., 2013; Shahtahmassebi et al., 2013). In addition, some of these methods, 
including thresholding, invariant color space, supervised classification, and OBIA, require 
parameters to be customized to specific images and so might not be practical for shadow 
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detection for large geographic extents. The geometric shadow detection methods are unaffected 
by spectral properties and so will avoid misclassification of dark features as shadows. These 
methods can also be automated and so are practical to apply over large areas. However, the 
accuracy of the methods depends on the availability of image acquisition information, quality of 
the DSM and the alignment of features in the DSM with the corresponding features in the image.  
Research has attempted to remove the primary source of error from spectral shadow detection 
methods by developing indices to identify water in an image (Mostafa and Abdelhafiz 2017; 
Wan et al. 2012; Chen et al. 2007). The water index developed by Mostafa and Abdelhafiz 
(2017) achieved a 93% overall accuracy in classifying shadows for a study area that contained 
water features; however, the index failed to classify shallow water correctly. Water indices used 
in other studies were also found to be unreliable in differentiating water from shadow (Wan et al. 
2012). 
Integrating spectral and geometric methods might improve shadow detection accuracy (Adeline 
et al., 2013). Tolt et al. (2011) proposed a geometric approach to predict shadows locations: the 
predicted locations were used to train a supervised classification algorithm to classify actual 
shadows in hyperspectral imagery. However, quantitative assessment was not performed. 
Adeline et al. (2013) used Tolt’s method for shadow detection in a hyperspectral image. 
Although 95% overall accuracy was obtained in the study, this method was only evaluated on 
hyperspectral imagery. Wang et al. (2017) developed an approach that delineates the skeletons of 
shadows, derived from a geometric method, to serve as the seeds for region growing shadows in 
the spectral imagery. These proposed integrated methods achieved good performance; however, 
both studies were only tested on relatively small geographic areas.  
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The primary objective of this study is to evaluate integrated and non-integrated spectral and 
geometric shadow detection methods when applied to high-resolution imagery (i.e. <1m) in 
urban, suburban, and rural landscapes. We develop automated approaches which integrate the 
geometric and spectral methods and compare these integrated approaches to the non-integrated 
geometric and spectral methods. We use an unsupervised classification for the spectral method 
because this method requires minimal human intervention but few studies have evaluated its 
performance for shadow detection in high-resolution imagery. We focus on methods that can be 
fully automated and are feasible to apply over large study areas. This study aims to provide 
rigorous evaluations of shadow detection methods for broader and more varied landscapes than 
considered in previous studies. 
2-2. Methods 
2-2.1. Study area  
The three study sites were located in Hartford, Stamford, and Storrs, in Connecticut (U.S.A.) and 
were representative of urban, suburban, and rural landscapes. The study area in Hartford 
included a high-density urban area located near a large river. The site contained a variety of tall 
buildings and other urban structures as well as water and green space. The study area in 
Stamford was suburban and contained single and multi-story residential houses, shopping malls, 
and urban forest. The study area in Storrs was located at University of Connecticut, Storrs 
campus. The Storrs campus had a mix of urban and rural land cover that included small water 
bodies, forest, and urban features with a variety of shapes, sizes and heights. The total area of all 
study sites was approximately 11.6 km2. 
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2-2.2. Data 
The spectral shadow detection approach was tested on the Connecticut orthoimage dataset that 
was acquired in the spring of 2016. The imagery had a spatial resolution of 0.07 m with a 0.15 m 
horizontal accuracy (Sanborn, 2016b) and includes blue, green, red, and near-infrared (NIR) 
bands. The acquisition dates and times for the raw images were provided by the vendor in ESRI 
shapefile format. The imagery dataset was delivered in tile subsets measuring 762 m by 762 m.  
The geometric shadow detection approach used the Connecticut Light Detection And Ranging 
(LiDAR) data that were collected during leaf-off conditions in the spring of 2016. The point 
cloud has a minimum point density of 2 points / m2 and was used by the vendor to create a digital 
elevation model (DEM) to represent the ground elevations with 0.6 m resolution. Based on 
ground control points, horizontal accuracy of the DEM was 1.0 m, and the vertical accuracy was 
0.06 m in non-vegetated bare earth terrain and 0.08 m in various vegetated terrain types 
(Sanborn, 2016a). We derived a DSM from the point cloud using the approach described by 
Parent and Volin (2014). The pixel values for the DSM corresponded to the maximum elevation 
of all non-ground first-return points within each pixel. The DSM had a spatial resolution of 0.6 
m. Data gaps smaller than 1.4 m in radius were interpolated by taking the median of the known 
values in the pixels’ eight nearest neighbors. Larger gaps were filled using the DEM elevations.  
2-2.3. Shadow detection methods 
2-2.3.1. Spectral shadow detection 
The spectral shadow was derived based on the orthoimagery. The ISODATA algorithm grouped 
the pixels in the orthoimagery into classes based on their spectral values in the blue, green, red, 
and NIR bands. The algorithm creates the pixel classes so as to minimize the spectral variance 
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within each class and maximize variance between classes (Ball and Hall, 1965). We had the 
algorithm create five classes that we found to be superior based on preliminary analyses. The 
ISODATA algorithm consistently includes the darkest pixels in the first spectral class thus we 
considered pixels in this darkest class to be spectral shadows.  
2-2.3.2. Geometric shadow detection 
The geometric shadow was derived based on solar geometry and the DSM.  Acquisition dates 
and times were available for the raw aerial images; however, the final orthoimage tiles often 
consisted of mosaics that included multiple raw images. The reported acquisition time of each 
orthoimage tile was the average of the acquisition times of the raw aerial images that intersected 
the tile. For most of the study area orthoimage tiles, the difference in acquisition times among 
raw images that intersected a given orthoimage ranged from 0.1 minutes to 15 minutes. 
However, for three orthoimage tiles for Hartford, the differences in acquisition times were as 
large as 70 minutes. 
The sun position, for each orthoimage, was determined from the solar altitude and azimuth 
angles at the image acquisition time. Solar altitudes and azimuths are calculated from the solar 
declination and hour angles that corresponded to the image acquisition time, as well as the 
latitude of the image nadir point (Sarbu and Sebarchievici, 2016). The solar declination angle (𝛿) 
is calculated in degrees as 
𝛿 = −23.45° × cos [
360°
365
× (𝑁 + 284)]                                                                (Eq. 2.1) 
where N is the integer day of the year with 𝑁 = 0 corresponding to January 1. 
The solar hour angle (ℎ) is calculated in degrees as 
ℎ = 15° × (𝑡 − 12)                 (Eq. 2.2) 
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where 𝑡 is the hour in local time, using a 24-hour clock, with 𝑡 = 12 corresponding to the time 
when the sun crosses the local meridian, i.e., due south (for the northern hemisphere). 
The solar altitude (𝛼𝑠) and azimuth (∅𝑠) angles are calculated in radians as Meeus (1999), 
𝛼s = sin
−1( sin 𝜑 sin 𝛿 + cos𝜑 cos 𝛿 cos ℎ)                                                   (Eq. 2.3) 
∅𝑠 = tan
−1(
sinℎ
cosℎ sin𝜑−tan𝛿 cos𝜑
)                                                                             (Eq. 2.4) 
where 𝜑 is the latitude of the image nadir point in radians.  
We defined a shadow-casting pixel (SCP) as any pixel that contained an elevated feature that can 
cast a shadow. Pixels were tested for the presence of shadow along radial lines that originated 
with the center of each SCP and extended outward along the solar azimuth direction. Pixels were 
tested at progressively further distances, in increments of 6 cm, from the SCP until a pixel was 
found that was not in shadow. The distance increment was approximately 1/10th of the DSM cell 
size and was found to provide the best results based on preliminary analyses. A pixel was 
considered to be in shadow if the angle-of-elevation of the line between the pixel-of-interest 
(POI) and the SCP was greater than the solar altitude (Figure 2.1). The angle-of-elevation from 
the POI to the SCP (β) was calculated in radians as 
𝛽 = tan−1(
𝑍𝑆𝐶𝑃−𝑍
𝑑𝑠
)                                                                                                     (Eq. 2.5) 
where 𝑍𝑆𝐶𝑃 and 𝑍 are the DSM elevations of the SCP and POI, respectively, and 𝑑𝑠 is the 
distance between the SCP and POI. 
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Figure 2.1: The process of geometric shadow detection method in a profile view 
 
2-2.3.3. Aligning geometric shadow with spectral shadow 
Our preliminary analyses found that the geometric shadows did not align well with the spectral 
shadows because of radial displacement in the orthoimagery and mis-registration between 
orthoimagery and DSM. Thus, we developed an algorithm that attempted to improve the 
alignment between the geometric shadow and the spectral shadow.  Contiguous geometric 
shadow pixels were grouped into an object, then the algorithm shifted each geometric shadow 
object through all pixel locations within 9 m of the original location. The location where the 
geometric shadow object had the maximum overlap with the spectral shadow was considered the 
final corrected geometric shadow location. 
2-2.3.4. Integrating geometric and spectral methods 
The spectral shadow method tended to have false positives due to water and other low-
reflectance features. To reduce these false-positives, we integrated the geometric and spectral 
shadow methods using a pixel-based and an object-based approach. For the pixel-based 
approach, shadows were defined as pixels that were classified as shadow in both the geometric 
and spectral shadow methods. For the object-based approach, contiguous pixels were grouped to 
POI 
SCP 𝑑𝑠  𝑍 α 
α 
β 
𝑍𝑆𝐶𝑃  
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create geometric shadow and spectral shadow objects. Shadows were defined as spectral shadow 
objects that had more than 10% overlap with any geometric shadow objects. The integrated 
shadow detection methods were applied using both the non-aligned and aligned geometric 
shadows. 
2-2.4. Accuracy assessment 
Quantitative assessments were performed for each shadow detection method using the accuracy 
metrics in Congalton (1991) and an F-score in Blair (1979). We used a stratified random 
sampling approach to select the sample points. Three strata were used: 1) pixels classified as 
shadow in all methods, 2) pixels classified as shadow in some but not all methods, and 3) pixels 
classified as non-shadow in all methods. For each 762 m x 762 m sample tile included in the 
study areas, 100 randomly located sample points were selected for each strata providing a total of 
300 sample points per tile1. The sample points had a minimum separation distance of 3 m. Each 
sample point was evaluated by considering the corresponding geometric shadow pixel and the 
8 × 8 = 64  spectral shadow pixels that fell within the geometric shadow pixel. For the spectral 
and integrated methods, a sample point was considered to represent shadow if at least 50% of the 
window contained pixels classified as shadow. The sample point was considered true shadow if 
50% or more of the window was estimated to be covered by shadow in the orthoimagery by 
visual assessment.  To avoid the edge effect of the tiles, the areas within 6 m of the boundary of 
each tile’s extent were excluded from the sample selection. 
Accuracy metrics referred to the producer’s, user’s, and overall accuracy (Congalton, 1991). 
Producer’s accuracy is the complement of the omission error and measures the percentage of the 
                                                          
1 The selected sample points in several tiles of orthoimagery in Harford site were fewer than 300 because little 
shadow existed due to lack of elevated features in this area. 
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land cover class on the ground that is classified correctly on the map. User’s accuracy is the 
complement of the comission error and measures the percentage of the land cover class on the 
map that is correctly classified as the class on the ground. A high producer’s accuracy 
accompanied by a low user’s accuracy in shadow detection indicates over-detection of false 
shadows whereas a high user accuracy coupled with a low producer’s accuracy implies omission 
of true shadows. The overall accuracy measures the percentage of correctly classified pixels for 
all classes. The accuracies for shadow and non-shadow class are calculated as 
𝑃𝑠 = 
𝑇𝑃
𝑇𝑃+𝐹𝑁
                             (Eq. 2.6) 
𝑃𝑛 = 
𝑇𝑁
𝑇𝑁+𝐹𝑃
                     (Eq. 2.7) 
𝑈𝑠 =
𝑇𝑃
𝑇𝑃+𝐹𝑃
                                                                                                             (Eq. 2.8) 
 𝑈𝑛 =
𝑇𝑁
𝑇𝑁+𝐹𝑁
                                                                                                           (Eq. 2.9) 
 𝑂𝐴 =
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
                                                                                             (Eq. 2.10) 
where 𝑃𝑠 , 𝑃𝑛 are the producer’s accuracy for shadow and non-shadow, respectively; 𝑈𝑠, 𝑈𝑛 are 
the user’s accuracy for shadow and non-shadow, respectively; and 𝑂𝐴 is overall accuracy. The 
true positive (𝑇𝑃) is the number of true shadow pixels that are classified correctly as shadow, the 
true negative (𝑇𝑁) is the number of true non-shadow pixels that are classified correctly as non-
shadow, the false negative (𝐹𝑁) is the number of true shadow pixels that are falsely classified as 
non-shadow, the false positive (𝐹𝑃) is the number of true non-shadow pixels that are falsely 
classified shadow. 
F-score is a metric to assess the balance between producer’s and user’s accuracy for a given class 
regardless the sample size for the class. Shadows are usually present in a small portion of any 
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given image, so the sample size of the shadow class might be smaller than the sample size for 
non-shadow class. The F-score is calculated as 
𝐹𝑠 = 2
𝑃𝑠 𝑈𝑠
𝑃𝑠 +𝑈𝑠
              (Eq. 2.11) 
2-3. Results 
2-3.1.  Qualitative assessment 
We performed a visual assessment of all shadow detection methods and used the orthoimagery as 
the ground-truth. The locations and shapes of the spectral shadows corresponded best to the 
ground-truth (Figure 2.2). The geometric shadows tended to have poor alignment with the 
shadows in the orthoimagery because of radial displacement and misalignment of the DSM 
(Figure 2.2). Aligning the geometric shadows with the spectral shadows substantially improved 
the alignment in many cases but increased misalignments in other cases (Figure 2.2, 2.3).  In 
addition, the spectral methods tended to have false positives caused by water or other dark 
features (Figure 2.3). The geometric method tended to over-detect the shadows caused by trees 
(Figure 2.3). Integration of the geometric and spectral methods reduced the numbers of false 
positives, especially for the pixel-based approach (Figure 2.3). However, pixel-based integrated 
methods tended to have more omitted true shadows compared to object-based integrated 
methods.  
 
21 
 
 
a. 
 
b. 
 
c. 
 
d. 
Figure 2.2: Example of spectral (b), geometric (c) and aligned geometric shadows (d) with aerial 
image (a) as reference. 
 
a. 
 
b. 
 
c. 
 
d. 
 
e. 
 
f. 
 
g. 
 
h. 
Figure 2.3: Example of spectral shadow (b), geometric (c), aligned geometric (d), pixel-based 
(e), aligned pixel-based (f), object-based and aligned object-based shadows with aerial image (a) 
as reference. 
 
2-3.2. Quantitative assessment 
A total of 5935 sample points was used in the quantitative accuracy assessment. Note that the 
unaligned geometric method was not evaluated using quantitative methods because qualitative 
assessments showed it clearly had inferior performance. Quantitative assessments showed that 
the aligned integrated methods did not perform better than their unaligned counterparts, so we 
excluded them from the results. The accuracy assessment for four tested methods using all 
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sample points for all study sites is presented in Table 2.1. The aligned geometric method had 
overall accuracy (OA) of 74% and F-score of 73%. This method had the lowest user’s accuracy 
(𝑈𝑠 = 63%) and highest producer’s accuracy (𝑃𝑠 = 88%) for shadow class compared to other 
methods, which indicated a tendency to detect false positive shadows. The spectral method had a 
higher OA of 88% and F-score of 86% compared to the aligned geometric method. The pixel-
based integrated method had similar performance with spectral method with OA of 88% and F-
score of 84%. The pixel-based integrated method had the highest 𝑈𝑠 92% and the lowest 𝑃𝑠 77% 
of all the methods, which indicated that this method was less likely to detect false positive 
shadows at the cost of omitting true shadows. The object-based shadow integrated method had 
slightly better performance than spectral method with OA of 90% and F-score of 87%. This 
method had the best balance between producer and user accuracies for both shadow and non-
shadow classes.  
Table 2.1: Accuracy assessment results for four tested methods using all sample points for all 
study sites including producer accuracy (𝑃𝑠), user accuracy (𝑈𝑠) for shadow class, producer 
accuracy (𝑃𝑛) and user accuracy (𝑈𝑛) for non-shadow class, overall accuracy (OA) and F-score 
with highest values in bold and lowest values underlined 
  
shadow non-shadow 𝑂𝐴 
(%) 
𝐹𝑠 
(%) 𝑃𝑠 (%) 𝑈𝑠 (%) 𝑃𝑛 (%) 𝑈𝑛 (%) 
aligned geometric  88 63 64 89 74 73 
spectral  87 85 89 91 88 86 
pixel-based integrated  77 92 95 86 88 84 
object-based integrated  85 90 93 90 90 87 
To test the robustness of the integrated methods for removing false positives created by water 
bodies, we reassessed the accuracies focusing solely on certain areas in which water was 
abundant. We selected three tiles of orthoimagery in the study area for the evaluation. As shown 
in Table 2.2, the geometric method performed slightly better in selected water-abundant tiles 
compared to all tiles with OA of 78% and F-score of 76% (Table 2.1). The spectral method had 
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noticeably worse performance in the selected water-abundant tiles compared to all tiles with OA 
of 79% and F-score of 74%, which indicated that this method tended to have more false positives 
in the areas containing water bodies. Both of the integrated methods outperformed the geometric 
and spectral method used alone with OAs of approximately 90% and F-scores 84% - 86%. The 
pixel-based integrated method performed the best of all methods with OA of 90% and F-score of 
86% in selected water-abundant tiles. The high 𝑈𝑠 of 96% but relatively low 𝑃𝑠 of 78% implied 
that this method was effective in removing false positives caused by water but at the cost of 
omitting true shadows. The object-based integrated method had slightly poorer performance in 
the selected water-abundant tiles compared to all tiles with OA of 89% and F-score of 84%. 
Table 2.2: Accuracy assessment results for four tested methods using sample points in the three 
tiles of orthoimage in presence of water including producer accuracy (𝑃𝑠), user accuracy (𝑈𝑠) for 
shadow class, producer accuracy (𝑃𝑛) and user accuracy (𝑈𝑛) for non-shadow class, overall 
accuracy (OA) and F-score with highest values in bold and lowest values underlined 
  
shadow non-shadow 𝑂𝐴 
(%) 
𝐹𝑠 
(%) 𝑃𝑠 (%) 𝑈𝑠 (%) 𝑃𝑛 (%) 𝑈𝑛 (%) 
aligned geometric  91 65 71 93 78 76 
spectral  80 69 78 86 79 74 
pixel-based integrated  78 96 98 88 90 86 
object-based integrated  77 92 96 87 89 84 
In the comparisons among the three study sites, the shadow detection methods had slightly 
different performances, as shown in Table 2.3. The aligned geometric method had somewhat 
better OA and F-score for the highly urban Hartford site (77%, 77%) than for the less urban 
Stamford (72%, 73%) and Storrs sites (72%, 69%), which indicated that this method might have 
better performance in the areas with less tree canopy. The spectral method had the highest OA of 
91% for the Stamford site that contains no water bodies, which implied that this method might be 
sensitive to the presence of water bodies. The performances for both integrated shadow detection 
methods were consistent across all study sites. The object-based integrated method had slightly 
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better performances than the pixel-based method with OAs 88% - 91% and F-score 84% - 89%, 
respectively. 
Table 2.3: Comparison of OAs and F-scores for each study site using four methods with highest 
values in bold and lowest values underlined 
  
Hartford Stamford Storrs 
𝑂𝐴 
(%) 
𝐹𝑠 
(%) 
𝑂𝐴 
(%) 
𝐹𝑠 
(%) 
𝑂𝐴 
(%) 
𝐹𝑠 
(%) 
aligned geometric  77 77 72 73 72 69 
spectral  88 86 91 88 87 83 
pixel-based integrated  87 84 89 86 88 82 
object-based integrated  91 89 91 88 88 84 
 
2-4. Discussion 
This study provided a rigorous quantitative assessment of integrated and non-integrated spectral 
and geometric methods of urban shadow mapping for urban, suburban, and rural environments. 
Previous studies of integrated methods tended to be limited by smaller study areas, with 
relatively little landscape variation. Our study expanded on previous studies by providing 
quantitative comparisons among integrated and non-integrated methods for a larger study area 
including urban, suburban and rural landscape features. Furthermore, we provided an evaluation 
of the ISODATA algorithm for shadow detection, in an integrated method, which had not been 
previously tested in previous literature.  
We found that integrated methods offer only slight improvements in accuracy over non-
integrated spectral methods for high-resolution orthoimagery. The geometric method had lower 
performance compared to the ray-tracing method used by Adeline et al. (2013) with OAs of 
73.9% and 86.8% and F-scores of 73.4% and 67.5%, respectively. The lower OA and higher F-
score indicates that our geometric method had slightly lower performance in classifying both 
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shadows and non-shadow features but better performance in detecting shadows specifically. In 
addition, the DSM used by Adeline et al. (2013) had a higher spatial resolution (0.25 m), which 
could result in better OA and F-score when using the geometric method. Based on qualitative 
assessments, the main sources of error in our method can be attributed to the properties of the 
DSM and radial displacement in the orthoimagery. The method used to create the DSM 
attempted to simulate leaf-on canopy conditions by filling in small canopy gaps (Parent and 
Volin, 2014); however, the deciduous trees in the ground-truth orthoimagery were leaf-off. Thus, 
our geometric method over-detected the occurrence of shadows cast by trees. In urban areas, the 
radial displacement in the orthoimagery accounted for much of the error. More minor error 
sources were due to the quality of the DSM and the estimated time of image acquisition. Slight 
misregistration (up to 2 m) between the DSM and orthoimagery, and differences in spatial 
resolution accounted for errors for all landscape types as was found in Tolt et al. (2012). We had 
to estimate image acquisition times for the orthoimage tiles because they consisted of multiple 
raw images; however, the uncertainty in acquisition times was generally small (< 15 minutes) so 
we expect this to be a relatively minor error source. Even when the uncertainty in acquisition 
times was larger (i.e. up to 70 minutes), we observed no aberrant shadows. We would expect the 
geometric method would perform best when applied using a DSM that matches the imagery in 
terms of season as well as when the imagery has minimal radial displacement, as in a satellite 
image.  
The spectral method performed substantially better than the geometric method and achieved very 
similar performance to the K-means unsupervised classification method used by Adeline et al. 
(2013) in terms of F-score (85.9%). The shapes and locations of the spectral shadow 
corresponded well with true shadows and the method was applicable across all study sites 
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without modifying the parameters for the ISODATA algorithm. As Chen et al. (2007) noted, the 
true shadows tend to be included in the first spectral cluster that is created by the ISODATA 
algorithm, which we found was not sensitive to the parameter settings including the number of 
spectral classes; thus, once the initial parameters are set, the method can be easily automated and 
can be applicable to larger study areas. The main disadvantage of the ISODATA approach is that 
it misclassified low-reflectance features, which is the general tendency of spectral shadow 
detection techniques. The ISODATA approach also failed to identify shadows cast on bright 
surfaces; however, these bright shadows may not be an important source of error in land-cover 
classification since they have relatively little effect on the spectral characteristics of the features.   
The pixel-based integration helped to remove false positives from the spectral method at the cost 
of increased omission errors. The removal of false positives was particularly beneficial for areas 
with water; however, the method performed slightly worse than the non-integrated spectral 
method for areas without water.  The errors of the pixel-based integrated method could be 
inherited from the spectral and geometric methods. As noted previously, the spectral method 
tended to omit shadows cast on bright features and these shadows would also be omitted with the 
pixel-based integrated method. Also, the misalignment of the geometric method could result in 
the omission of true shadows. The pixel-based integrated method can be expected to have better 
performance for imagery that has minimal radial displacement and corresponds to a DSM that 
matches in spatial resolution. The limitations of the data used in the current study could perhaps 
be reduced by using the pixel-based integration shadow pixels as the seeds for “region growing” 
shadows in the orthoimagery. These seed pixels have the lowest commission error of any method 
tested in this study. A region growing algorithm would create shadow regions that are contiguous 
with and have similar spectral properties to these seed pixels.  
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The object-based integrated method performed the best of the methods tested in this study 
although it was only slightly better than the non-integrated spectral method. The OA (89.9%) 
was comparable to the OA (90%) of the integrated method used in Wang et al. (2017). Our 
integrated method achieved an even balance between producer’s and user’s accuracy and 
preserved the true shapes of the shadows. However, as with the pixel-based integrated method, 
this method is also sensitive to omission errors in both the spectral and geometric methods 
although the method was more robust to misalignments of the DSM and orthoimagery. The 
object-based method requires a threshold parameter that specifies the minimum overlap between 
spectral and geometric shadow objects. This threshold would not necessarily be optimal for 
situations where there are different degrees of radial displacement or misalignment between the 
DSM and orthoimage. The creation of the shadow objects was another source of error when false 
shadows were merged with true shadows. 
The shadow alignment algorithm aimed to reduce the errors caused by the misalignment between 
geometric and spectral shadows. However, this algorithm did not have a noticeable impact on the 
performance of the integrated methods. The lack of improvement was due to the algorithm often 
aligning a geometric shadow object with the wrong spectral shadow. We found that the spectral 
shadow did not necessarily correspond to a given geometric shadow even though it had the 
maximum overlap with that shadow. Given the inconsistencies in shadow shape and size 
between the spectral and geometric methods, it seems unlikely that these shadows can be 
consistently matched correctly.  
2-5. Conclusion 
In this chapter, we evaluated geometric, spectral, and integrated methods for detecting urban 
shadows in high-resolution aerial imagery for urban, suburban and rural landscapes. The 
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integrated methods used pixel- and object-based techniques to combine the geometric and 
spectral shadows. The geometric method tended to have the worst performance mainly due to 
radial displacement in the imagery and misalignment between the LiDAR and image data. The 
spectral method using the ISODATA algorithm performed well overall but tended to misclassify 
water and other dark features as shadows. Both of the integrated methods had similar overall 
performance to the spectral method but they performed better in areas that contained abundant 
water. We attempted to improve the integrated methods by shifting the geometric shadows to 
better align with the spectral shadows before integration; however, this had no significant effect 
on performance. Each of the methods tested in this study was fully automated and feasible to 
apply to large geographic extents. 
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Chapter 3 : Evaluation of Integrated Shadow Detection Approaches in High-
Resolution Aerial Imagery 
3-1. Introduction 
High-spatial-resolution, or high-resolution, aerial imagery is becoming increasingly available for 
use in land-cover mapping; however, shadows in these data can cause substantial errors in land-
cover classifications (Dare, 2005). Urban shadows cast by buildings and foliated trees can result 
in false or missing information in the land-cover maps. Shadow detection prior to land cover 
mapping can help identify locations likely to have classification errors and then to be corrected 
through manual or automated methods (Adeline et al., 2013). The existing shadow detection 
approaches can be classified into model-based and property-based methods (Salvador et al., 
2004). 
Model-based methods, also referred to geometric methods, mathematically compute the shadow 
locations based on the geometric relationship between the surface elevations of the elevated 
features and the solar position at the time of the image acquisition. Surface elevation can be 
derived from a digital surface model (DSM). Solar position is determined by the date and time 
that an image is acquired. A number of studies have used geometric methods to detect urban 
shadows (Wang et al., 2017; Tolt et al., 2011; Li et al., 2005; Rau et al., 2002). Although these 
studies found that geometric methods provided straightforward and efficient solutions for urban 
shadow detection, these methods are limited by the availability of the acquisition timing 
information, especially for aerial imagery. Moreover, the detection accuracy depended on the 
quality of the DSM and the alignment of features in the DSM with the corresponding features in 
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the image. The spatial resolutions of the DSMs are often lower than the resolutions of the aerial 
imagery, which could reduce the accuracy of geometric shadow detection methods.  
Property-based methods take advantage of spectral, spatial, and textural properties to classify 
shadows in the imagery. Mostafa (2017) categorized the existing property-based approaches into 
four interrelated methods: 1) thresholding, 2) invariant color spaces, 3) classification, and 4) 
object-based image analysis methods. The thresholding method defines shadows as pixels that 
have brightness values within a range of certain thresholds in the histogram (Liu and Yamazaki, 
2010; Chen et al., 2007). This method assumes shadow pixels occupy the lower range part of the 
histogram because of their low brightness. The invariant color space method uses chromaticity 
that describes the quality of a color regardless of its illuminance to identify shadows. This 
method assumes that chromaticity properties of shadow are invariant to lighting conditions, 
object surface orientation and viewing conditions (Arévalo et al., 2008). A number of studies 
have developed invariant color space indices to classify shadows (Movia et al., 2015; Cai et al., 
2010; Chung et al., 2009; Tsai, 2006; Sarabandi et al., 2004; Salvador et al., 2001). Classification 
methods use either supervised or unsupervised techniques to classify shadows in the imagery. 
Supervised methods use training samples to determine the properties of shadow features and 
classify them in the image (Huang et al., 2018; Panchal et al., 2014; Lorenzi et al., 2012; Levine 
and Bhattacharyya, 2005). Unsupervised methods use the imagery to classify shadows by 
grouping image pixels into clusters that have similar properties. The class or classes that contain 
the lowest brightness values is usually considered shadow (Mostafa, 2017; Chen et al., 2007). 
Object-based image analysis (OBIA) methods segment an image into regions that are contiguous 
and have homogenous properties. Shadow objects are identified based on brightness as well as 
shape, texture, and spatial context (Mo et al., 2018; Luo et al., 2015; Zhang et al., 2014; Liu and 
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Yamazaki, 2012; Zhou et al., 2009). Most of the property-based methods rely on the spectral 
properties so they can be referred to as spectral methods. Although the spectral shadow detection 
methods have generally performed well, previous studies found that these methods tend to 
confuse low-reflectance features, such as water and dark vegetation, with shadow (Mostafa et al., 
2017; Adeline et al., 2013; Shahtahmassebi et al., 2013). In addition, many of these methods, 
including thresholding, invariant color space, supervised classification, and object-segmentation, 
require a certain degree of human intervention to customize the parameters. Thus, they would not 
be practical for broad geographic extents. 
Researchers have attempted to remove the primary error source caused by water from spectral 
shadow detection methods. Xue et al. (2019) used the normalized difference water index 
(Mcfeeters, 1996) and the scanning line seed filling algorithm to remove water bodies that were 
falsely classified as shadow. Although the water removal accuracy was approximately 99%, the 
validation was limited to only one image with one water body. Mostafa and Abdelhafiz (2017) 
developed a water index and achieved a 93% overall accuracy in classifying shadows for a study 
area that contained various water features; however, the index failed to correctly classify shallow 
water. Wan et al. 2012 found the existing water indices (see Chen et al., 2007) to be unreliable in 
differentiating water from shadow in urban environment. 
Each shadow detection method has advantages so integrating multiple methods might improve 
shadow detection accuracy (Adeline et al., 2013). Han et al. (2018) achieved 95% overall 
accuracy in classifying very-high-resolution imagery that mainly contained vegetation by 
combining invariant color space indices with other spectral properties. They found that the 
integrated method performed better than non-integrated methods that relied on only a single 
spectral property. Huang et al. (2018) used spectral, spatial and morphological properties in a 
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random forest classifier to identify shadows pixels. They found that integrating this method with 
object segmentation improved the accuracy of using a random forest classifier alone.  
Prior research has demonstrated the benefits of integrating multiple spectral methods in shadow 
classification, but few studies have focused on the integration of geometric and spectral methods. 
Tolt et al. (2011) predicted shadows’ locations by a geometric approach, and then used the 
predicted locations to train a supervised classification algorithm to classify actual shadows in 
hyperspectral imagery. Adeline et al. (2013) provided an assessment of the method by Tolt et al. 
(2011) and achieved a 95% overall accuracy. However, this method was only evaluated on 
hyperspectral imagery that has much more detailed spectral information than multi-spectral 
imagery. Wang et al. (2017) used a geometric method to delineate the skeletons of shadows that 
serve as the seeds for region growing shadows in the multi-spectral imagery. The approach 
achieved approximately 89% overall accuracy and outperformed two existing property-based 
methods. In our preliminary experiments, we also found that integrated approaches reduced the 
false positives in geometric and spectral methods and achieved higher overall accuracy. Adeline 
et al. (2013) found that the performances of non-integrated shadow detection methods varied in 
different landscape compositions; however, the methods that integrated geometric and spectral 
approaches in previous studies have been tested on relatively small geographic areas with limited 
landscape variability.  
This study aims to expand on previous shadow mapping research by 1) developing a geometric 
approach to estimate shadows locations without requiring acquisition timing information of the 
aerial imagery, 2) developing an automated approach that integrates the geometric and spectral 
methods to detect shadows in high-resolution aerial imagery, and 3) providing rigorous 
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evaluations of geometric, spectral and integrated shadow detection methods across various 
landscapes and canopy conditions.  
3-2. Methods 
3-2.1. Study area 
The method was developed using imagery of the Storrs campus of the University of Connecticut 
(Figure 3.1). The campus has a mix of urban and rural land cover including small water bodies, 
forests, and buildings with a variety of heights, shapes, and sizes (Table 3.1). 
 
Figure 3.1: The training site (star) was located in Connecticut. The validation sites (circles) were 
distributed across the United States. 
 
We tested the methods on seven high-density urban areas located across the United States 
(Figure 3.1). These sites were selected to be representative of a variety of geographic locations, 
terrain types, urban structures, water bodies, and vegetated areas, which allowed us to assess the 
robustness of the proposed methods in a variety of conditions (Table 3.1). We used the 
percentage of water, developed, and vegetated areas derived from National Land Cover Dataset 
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(NLCD) to provide a general description of landscape compositions for the study sites. Despite 
of the relatively coarse spatial resolution (i.e. 30 m), the NLCD provides accurate land-cover 
information for larger areas (Parent and Volin, 2016). 
Table 3.1: Study sites descriptions. Land cover percentages are based on the 2016 National Land 
Cover Dataset (NLCD) derived from Landsat imagery and geospatial ancillary datasets. The 
%W, %D and %V represent percentage of water, developed, and vegetated areas, respectively. 
Site Lat/Lon (°) 
Elevation 
range (m) 
Area 
(km2) 
% 
Water 
 % 
Developed 
% 
Vegetation 
Storrs, CT 41.81/-72.25 156 - 219 3.4 0.4  52.7 31.1 
New York, NY 40.71/-74.01 -10 - 21 13.8 35.0  59.7 2.0 
San Diego, CA 32.72/-117.15 -2 - 93 20.9 14.6  67.5 2.0 
Albuquerque, 
NM 35.09/-106.66 1500 - 1537 10.8 2.3  75.6 10 
Miami, FL 25.76/-80.19 -8 - 15 10.1 28.8  64.0 3.9 
San Francisco, 
CA 37.79/-122.42 -1 - 115 22.4 35.9  59.1 1.5 
Denver, CO 39.74/-104.99 1570 - 1627 13.8 0.9  89.7 1.7 
Seattle, WA 47.62/-122.33 -11 - 115 25.0 34.3  59.7 2.5 
 
3-2.2. Data 
The geometry shadow detection approach used a DSM based on Light Detection and Ranging 
(LiDAR) to create a solar geometry model. The spectral shadow detection method was applied to 
high-resolution aerial imagery, including sub-meter leaf-off images and leaf-on images from the 
National Agriculture Inventory Program (NAIP) (Table 3.2). 
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Table 3.2: Information on data acquisition and spatial resolution for LiDAR and aerial image for 
each study site. 
Site 
LiDAR DSM Aerial Imagery 
Acquisition date 
Spatial res. 
(m) 
Acquisition date 
Spatial res. 
(m) 
Storrs, CT  
2016, leaf-off 
(March - April) 
0.6  
2016, leaf-on 
(Aug.), NAIP 
0.6  
2016, leaf-off 
(March-April) 
0.07  
New York, 
NY  
2013, leaf-off 
(Nov.) 
1  
2013, leaf-on 
(June), NAIP 
1  
2017, leaf-on 
(May) 
0.3  
2018, leaf off 
(April-May) 
0.15  
San Diego, 
CA  
2014, leaf-off 
(Oct. - Dec.) 
1  
2012, leaf-on 
(May), NAIP 
1  
2014, leaf-off 
(Oct.) 
0.3  
Albuquerque, 
NM 
2010, leaf-off 
(March-May) 
1.5  
2010, leaf-on 
(May), NAIP 
1  
2010, leaf-off 
(March-May) 
0.15  
Miami, FL 
2015, leaf-on 
(Feb. - April) 
1  
2016, leaf-on (Jan.), 
NAIP 
1  
San Francisco, 
CA 
2010, leaf-on 
(April - July) 
1  
2010, leaf-on 
(May), NAIP 
1  
Denver, CO 
2013, leaf-off 
(Oct.) 
1  
2017, leaf-on 
(Aug.), NAIP 
1  
Seattle, WA 
2016, leaf-off 
(March - May) 
1  
2017, leaf-on 
(Aug.), NAIP 
1  
 
A digital maximum surface model (DSMmax) was created for each study site using the methods 
described by Parent and Volin (2014) in which the maximum elevation first-return LiDAR points 
defined the DSM pixel values. The DSMs’ spatial resolutions were based on the densities of the 
LiDAR point clouds – the DSM pixel sizes were slightly larger than the average point spacing of 
the LiDAR dataset. The DSM spatial resolutions for the study areas ranged from 0.3 m to 1.5 m. 
Digital elevation models (DEM), which corresponded to the terrain elevation, was obtained from 
the data providers for each study area. 
39 
 
The sub-meter aerial images were acquired in leaf-off conditions and tested for the study sites in 
Storrs, New York, San Diego, and Albuquerque. The NAIP images were acquired in leaf-on 
conditions and tested for all the study sites. The spatial resolutions of the leaf-off images ranged 
from 7 cm – 30 cm and the spatial resolution of the leaf-on images was 0.6 m – 1 m. 
3-2.3. Shadow detection methods 
3-2.3.1. Data pre-processing 
A DSMmax was created with the spatial resolution determined by the average point spacing of the 
corresponding LiDAR point cloud for each study site. The pixel values for DSMmax represented 
the maximum elevation (Zmax) of all first-return points within each pixel.  
For many of the study areas, we found anomalous points in the point clouds that had very high 
elevations relative to their surroundings and did not apparently correspond to any features in the 
aerial imagery. These anomalous points might have been due to noise in the scanner or, perhaps, 
birds. We developed a two-step approach to remove the anomalies. In the first step, the terrain 
elevation value (Zground) in DEM was subtracted from Zmax to calculate the height-above-ground 
value (Hground) for each pixel. The pixels with Hground greater than or equal to 50 m were grouped 
into clusters, and the pixels in a cluster whose size was smaller than 20 m2 were removed. The 
threshold of 20 m2 was found to provide the best results based on trial and error. In the next step, 
we used a neighborhood analysis with an annulus window that was iteratively centered on each 
pixel. The maximum DSMmax value in the analysis window (Zannulus) was assigned to the pixels at 
the centers of the window locations. Pixels for which Zmax was more than 5 m greater than 
Zannulus were classified as outliers and removed from DSMmax. 
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Power lines were detected in the DSMmax for study sites in Denver, San Diego, Miami, and 
Albuquerque because of the relatively high density of the point clouds. However, the actual 
shadows caused by power lines did not appear in the imagery and would cause false positives in 
the geometric shadow. Thus, we developed a filtering method to remove elevation values 
associated with power lines from the DSMmax. Because of their very small diameters, a pixel in a 
DSMmax that corresponds to power lines is likely to contain multiple LiDAR returns with 
differing elevations, such as one from the ground and another from the power line. Pixels that 
correspond to solid features (e.g. buildings, ground) tend to contain LiDAR returns that have 
similar elevations. Therefore, the difference in elevation values of LiDAR returns within a given 
cell can be used to help differentiate low-profile elevated structures (e.g. power lines) from other 
features. To calculate the range of elevation values corresponding to LiDAR returns in a given 
cell, we created a minimum surface model (DSMmin) using the lowest elevation of first-return 
LiDAR points return within each pixel. The DSMmin was subtracted from the DSMmax to get the 
range of elevation values (Zrange) within each pixel. Pixels with Zrange values less than 5 m were 
classified as “solid” features and all other features were classified as potential power lines. 
Power lines are typically 5 m or more above ground so their corresponding pixels should have 
Zrange values greater than or equal to 5 m (IEEE, 1997). The edges of buildings can have Zrange 
values that are substantially greater than zero because they tend to generate multiple returns 
when LiDAR pulses partially intercept the edge of the rooftop; however, based on our 
observations, building edges often had Zrange values less than 5 m. The initial classification of 
potential power lines tended to create false positives caused by many pixels along building edges 
and in tree crowns which had Zrange values greater than the 5-m threshold. To reduce these 
commission errors, a neighborhood analysis was conducted using a roving 3 by 3-pixel window 
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that was iteratively centered on each pixel in the DSMmin. The maximum elevation value within 
each window was assigned to the pixel at the window center to represent the elevation of the 
tallest neighboring solid feature (Hneigh). DSMmax elevations were extracted for potential power 
line pixels and Hneigh was subtracted to create Hdiff. Building edges, which tended to be 
misclassified as power lines, are likely to be adjacent to a solid neighboring feature that is similar 
in height. However, true power lines should have no solid features nearby that have similar 
height to the lines themselves. Potential power line pixels with Hdiff values greater than 5 m were 
considered to be true power lines and were used to mask out the corresponding elevation values 
in the DSMmax.  
In addition to the removal of outliers and power lines, the DSMmax had data gaps caused by water 
bodies. The data gaps smaller than 1.4 m in radius were interpolated by taking the median of the 
known values in the pixels’ eight nearest neighbors, and larger gaps were filled with Zground. 
3-2.3.2. Determining of solar azimuth and altitude angle 
A shadow is computed based on the solar geometry at the time of image acquisition and the 
DSM. The solar azimuth (ϕ𝑠) and altitude angle (𝛼𝑠) are determined by the flight date and time 
of the image acquisition. However, information on acquisition dates and times are not available 
for most aerial datasets. In this study, we developed an approach to determine ϕ𝑠 from the 
shadow orientation in the aerial images. We then used the calculated ϕ𝑠 to compute the 
acquisition dates and times and 𝛼𝑠 using astronomical equations (Jenkins, 2013).  
For each study site, we digitized a sample of 10 - 15 line vectors, per image, along the edge of 
shadows cast by sharply defined elevated features (e.g. buildings, utility poles) in the aerial 
image. Only straight shadow edges that extended from the base of a given feature to the furthest 
extent of the shadow were selected. The azimuths of the lines, with origins at the base of the 
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features, were calculated and the average azimuth for the sample of lines was used to determine 
ϕ𝑠.  
The solar azimuth ϕ𝑠 , in radians, is a function of the date and time of image acquisition and the 
latitude and longitude of the image nadir point: 
ϕ𝑠 =
3𝜋
2
− 
{
 
 
 
 𝜋 + tan
−1(
𝑦
𝑥
) , 𝑖𝑓 𝑥 < 0
tan−1(
𝑦
𝑥
) , 𝑖𝑓 𝑥 > 0 𝑎𝑛𝑑 𝑦 > 0
2𝜋 + tan−1 (
𝑦
𝑥
) , 𝑖𝑓 𝑥 > 0 𝑎𝑛𝑑 𝑦 ≤ 0
                                                   (Eq. 3.1) 
where 𝑥 and 𝑦 are the coordinates for the sun in the terrestrial frame. The 𝑥- and 𝑦- coordinates 
are calculated from 
𝑥 = cos(𝜔(𝑡 – 𝑡0)) cos 𝜙  + sin(𝜔(𝑡 − 𝑡0)) cos sin𝜙                                      (Eq. 3.2) 
𝑦 = − sinΦ sin(𝜔(𝑡 −  𝑡0)) cos𝜙 + sinΦ cos(𝜔(𝑡 − 𝑡0)) cos sin𝜙 − cosΦ sin sin 𝜙   
(Eq. 3.3)                                                                                                               
where 𝜔 is an astronomical constant (6.30038736) representing the angular velocity (in 
radians/day) of the rotation of the earth about its axis,  𝜙 is the ecliptic longitude of the sun 
measured with respect to the northward equinox in radians,  is an astronomical constant 
(0.40909260) representing the obliquity angle of the earth's axis of rotation with respect to the 
ecliptic in radians, 𝑡0 is the sunset time (in decimal day of the year) when northward equinox 
occurs at the longitude of the image nadir point, 𝑡 is the decimal day of the year at the image 
acquisition, and Φ is the latitude of the image nadir point in radians.  
The ecliptic longitude (𝜙) is calculated as: 
𝜙 = 𝑀 + 𝐶𝑒 − (360 − 283.161)
𝜋
180
                                                                  (Eq. 3.4) 
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𝑀 = (357.5277233 +  35999.05034 𝑇𝐷𝐵 −  0.00016028 𝑇𝐷𝐵2 − 3.33e−6𝑇𝐷𝐵3 )
𝜋
180
     
(Eq. 3.5) 
𝐶𝑒 = (2𝑒 − 
1
4
 𝑒3) sin𝑀  + 
5
4
𝑒2 sin 2𝑀  + 
13
12
 𝑒3 sin 3𝑀                                         (Eq. 3.6)      
where 𝑀 is the mean anomaly for the orbit of the Earth around the Sun in radians, 𝐶𝑒 is the 
correction to true anomaly based on Kepler's "equation of the center", 𝑒 is an astronomical 
constant (0.0167032) representing the Earth’s orbital eccentricity, and 𝑇𝐷𝐵 is the Barycentric 
Dynamical Time calculated as (USNO, 1994): 
𝑇𝐷𝐵 = (𝐽𝐷 −  2451545.0)/36525                                                                           (Eq. 3.7)            
where 𝐽𝐷 is the Julian date of the image acquisition time. The 𝐽𝐷 is calculated as (Meeus, 1999): 
𝐽𝐷 = 𝐼𝑛𝑡(365.25 (𝑦𝑒𝑎𝑟 + 4716)) + 𝐼𝑛𝑡(30.6001 ∗ (𝑚𝑜𝑛𝑡ℎ + 1)) + 𝑑𝑎𝑦 + 𝐵 − 1524.5 
(Eq. 3.8) 
𝑚𝑜𝑛𝑡ℎ = 𝐼𝑛𝑡(
9(𝑘+𝑡)
275
+ 0.98)                                                             (Eq. 3.9) 
𝑑𝑎𝑦 =  𝑡 −  𝐼𝑛𝑡(
275
9
𝑚𝑜𝑛𝑡ℎ)  +  𝐼𝑛𝑡(
𝑚𝑜𝑛𝑡ℎ+9
12
)𝑘 + 30                                       (Eq. 3.10) 
𝑘 = {
1, 𝑖𝑓 𝑦𝑒𝑎𝑟 𝑖𝑠 𝑎 𝑐𝑜𝑚𝑚𝑜𝑛 𝑦𝑒𝑎𝑟
2, 𝑖𝑓 𝑦𝑒𝑎𝑟 𝑖𝑠 𝑙𝑒𝑎𝑝 𝑦𝑒𝑎𝑟
 
where 𝑦𝑒𝑎𝑟,𝑚𝑜𝑛𝑡ℎ 𝑎𝑛𝑑 𝑑𝑎𝑦 correspond to the year, month and day of the image acquisition, 
respectively.  
The sunset time (𝑡0) is calculated as, 
𝑡0  =  𝑡𝑒𝑞 − (𝜆 − 𝜆0)/𝜔                                                                                            (Eq. 3.11) 
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where 𝑡𝑒𝑞 is the time of northward equinox of the year of image acquisition, 𝜆0 is the longitude 
(in radians) at which northward equinox occurs at sunset for that day, and 𝜆 is the longitude (in 
radians) of the image nadir point. 
The 𝑡𝑒𝑞 is calculated when the polar angle of the Sun (𝜃) in the equatorial reference frame (i.e., 
the complement of the solar declination) equals  
𝜋
2
. So 𝜃 is calculated as, 
𝜃 = cos−1( sin  sin 𝜙)                                                                                   (Eq. 3.12) 
The longitude at which northward equinox occurs at sunset (𝜆0) is calculated by the sunset time 
of northward equinox at the Greenwich Observatory as equation (13). We used the sunset time in 
Jenkins (2013). 
𝜆0 = 2π(
3
4
+
7 60⁄ +25 3600⁄
24
− frac(teq))                                                    (Eq. 3.13) 
where frac(∙) is the fractional part operator. Based on equations (1)-(3), 𝜔,  and 𝛷 are known 
variables. Based on equations (4)-(13), 𝜙 and 𝑡0 are calculated by 𝑡; thus, ϕ𝑠 is a function of 𝑡. 
The 𝑡 is computed by the calculated solar azimuth angle derived by the digitized shadow edges 
and used to calculate 𝛼𝑠. Then 𝛼𝑠 is calculated (in radians) as, 
𝛼𝑠 = sin
−1(− cosΦ sin(𝜔(𝑡 − 𝑡0)) cos𝜙 + cosΦ cos(𝜔(𝑡 − t0)) cos sin𝜙 +
sinΦ sin sin𝜙)                                                                                                        (Eq. 3.14) 
3-2.3.3.  Geometric shadow detection method 
The geometric method computed the shadows’ locations based on the solar azimuth (ϕ𝑠), 
altitude angle (𝛼𝑠) and digital maximum surface model (DSMmax). A shadow-casting pixel (SCP) 
was defined as any pixel that contained an elevated feature that can cast a shadow. Pixels were 
tested for the presence of shadow along radial lines that originated with the center of each SCP 
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and extended outward along the direction of ϕ𝑠. Pixels were tested in incremental distances 
away from the SCP until a pixel was found that was not in shadow. The distance increment was 
1 2⁄  of the corresponding DSMmax cell size which we found to provide the best performance 
based on preliminary development. A pixel was considered to be in shadow if the angle-of-
elevation of the line between the pixel-of-interest (POI) and the SCP was greater than 𝛼𝑠 (Figure 
3.2). The angle-of-elevation from the POI to the SCP (β) was calculated, in radians, as: 
𝛽 = tan−1(
𝑍𝑆𝐶𝑃−𝑍
𝑑𝑠
)                                                                                                                (Eq. 3.15) 
where 𝑍𝑆𝐶𝑃 and 𝑍 are the elevations of the SCP and POI derived from DSMmax, respectively; and  
𝑑𝑠 is the distance between the SCP and POI. 
 
Figure 3.2: The process of geometric shadow detection in a profile view 
 
3-2.3.4.  Spectral shadow detection  
The spectral shadow detection algorithm was derived using ArcGIS’s ISODATA clustering 
algorithm on the aerial imagery (Ball and Hall, 1965). The ISODATA algorithm assigns pixels in 
the imagery to spectrally homogenous clusters. We used the algorithm to cluster the imagery into 
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five spectral classes. The first spectral class tends to contain pixels with the lowest brightness, 
across all bands, in the image. In our preliminary experiments, we found the first spectral class 
corresponded well with shadows in the imagery for our Connecticut study areas. Thus, we 
considered the first spectral class represents the spectral shadows.  
3-2.3.5.  Integrated shadow detection  
Based on the preliminary assessment of the results for both shadow detection methods), the 
geometry shadows tended to be misaligned with the true shadows because of the radial 
displacement in the aerial imagery whereas the spectral shadow tended to have false positives 
due to water and other low-reflectance features. To improve the accuracy, we integrated 
geometric- and spectral methods using a pixel-based and an object-based approach. For the 
pixel-based approach, shadows were defined as the pixels classified as shadows in both 
geometric- and spectral methods. For the object-based approach, contiguous pixels were grouped 
to create geometric shadow and spectral shadow objects, respectively. Spectral shadow objects 
that had more than 10% overlap with any geometric shadow objects were identified as shadows. 
3-2.4. Accuracy assessment 
The acquisition information was only available for the leaf-off imagery at the Storrs site. 
Therefore, we used this image dataset to assess the accuracy with which acquisition information 
can be estimated from the imagery when mission flight line data are not available.  The 
acquisition dates and times were recorded for the raw aerial images; however, the image tiles 
consisted of mosaics of that included multiple raw images. The acquisition time of the image was 
estimated by averaging the acquisition times of the raw aerial images that intersected the study 
areas in Storrs. The images acquisition times in the 3.4 km2 Storrs study site spanned a period of 
29.5 minutes. The adopted solar azimuth and altitude angles were computed based on the 
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average image acquisition time and used as ground truth to compare with the estimated solar 
azimuth and altitude angles. We used the estimated acquisition times to model shadows using the 
geometric, pixel-, and object-based integrated methods and compared the results to the 
corresponding shadow models based on true acquisition times. 
We performed quantitative assessments for each shadow detection method using the accuracy 
metrics (Congalton, 1991). A stratified random sampling approach was used to select sample 
points for the accuracy assessment. Each image for each study site was categorized into three 
strata: 1) pixels that were classified as shadows for all methods, 2) pixels that were classified as 
non-shadow for at least one method, and 3) pixels that were classified as non-shadow for all 
methods. For each image, 300 points were randomly located, within each strata, to provide a 
total of 900 validation points for accuracy assessment. The minimum separation distance 
between the validation points was 10 m 2. For all the study sites, a total of 3600 and 6975 
validation points were used for assessment of the leaf-off and leaf-on imagery, respectively. A 
window corresponding to the area of one geometric shadow pixel was centered on each 
validation point. For the spectral and integrated methods, a validation point was considered to be 
shadow if at least 50% of the pixels within the corresponding window were classified as shadow. 
For “ground-truth”, the validation point was identified as true shadow if at least 50% of the 
window was covered by shadows in the aerial image by visual assessment. To avoid edge 
effects, the areas within 50 m of the boundary of each study site were excluded from the sample 
selection. 
                                                          
2 The minimum separation distance between validation points for Albuquerque was 3 m because little shadow 
existed due to the high solar altitude angle at the time of image acquisition. 
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Accuracy metrics, including producer’s, user’s, and overall accuracy (Congalton, 1991), were 
calculated based on the validation points for each study site. Producer’s accuracy is the 
complement of omission error and measures the percentage of the land cover class on the ground 
that is classified correctly on the map. User’s accuracy is the complement of commission error 
and measures the percentage of the land cover class on the map that is correctly classified as the 
class on the ground. The overall accuracy measures the percentage of correctly classified 
samples for all classes. The accuracies for shadow and non-shadow class are calculated as: 
𝑃𝑠 = 
𝑇𝑃
𝑇𝑃+𝐹𝑁
                                                                                                (Eq. 3.16) 
𝑃𝑛 = 
𝑇𝑁
𝑇𝑁+𝐹𝑃
                                                                                                (Eq. 3.17) 
𝑈𝑠 =
𝑇𝑃
𝑇𝑃+𝐹𝑃
                                                                                                 (Eq. 3.18) 
𝑈𝑛 =
𝑇𝑁
𝑇𝑁+𝐹𝑁
                                                                                                (Eq. 3.19) 
𝑂𝐴 =
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
                                                                                   (Eq. 3.20) 
where 𝑃𝑠 , 𝑃𝑛 are the producer’s accuracy for shadow and non-shadow, respectively; 𝑈𝑠, 𝑈𝑛 are 
the user’s accuracy for shadow and non-shadow, respectively; and 𝑂𝐴 is the overall accuracy. 
The true positive (𝑇𝑃) is the number of true shadow pixels that are classified correctly as 
shadow, the true negative (𝑇𝑁) is the number of true non-shadow pixels that are classified 
correctly as non-shadow, the false negative (𝐹𝑁) is the number of true shadow pixels that are 
falsely classified as non-shadow, and the false positive (𝐹𝑃) is the number of true non-shadow 
pixels that are falsely classified shadow. 
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3-3. Results 
3-3.1. Quantitative assessment for solar angle calculation 
The average true solar azimuth of the images in the Storrs study site was 49.7° (Table 3.3). The 
calculated average solar azimuth angle of 48.8° had an error of -0.9°. The average true image 
acquisition time was on day of the year (DOY) 101 at local time 13: 59: 07. The calculated 
acquisition time was DOY 106 at 13: 50: 17. The calculated solar altitude angle of 48.6° had an 
error of 2.4° when compared to the average true solar altitude of 46.2° (Table 3.3). Based on the 
visual assessment, the error introduced by the estimated solar azimuth angle had little impact on 
the computed shadow orientations  whereas the estimated solar altitude angle caused more 
substantial errors which resulted in the omission of some  true shadows (Figure 3.3) with an error 
of 3.3% for the geometric method. The errors from estimated acquisition times had a slight effect 
on the pixel-based integrated method with an error of 0.7%. The object-based method was least 
affected by the estimated acquisition time with only an error of 0.2%.  
Table 3.3: Comparison between actual and calculated acquisition time, solar azimuth (𝛼𝑠), and 
solar altitude (ϕ𝑠) angles for Storrs study site. 
 Day of 
year 
Local time 
𝛟𝒔  
(°) 
𝜶𝒔  
(°) 
Geometric 
(%) 
Pixel-based 
(%) 
Object-based 
(%) 
True 101 13: 59: 07 49.7 46.2 -- -- -- 
Estimated 106 13: 50: 17 48.8 48.6 -- -- -- 
Error 5 -00: 08: 50 -0.9 2.4 3.3 0.7 0.2 
 
 
a. 
 
b. 
Figure 3.3: Example of geometric shadow based on true (a) and calculated (b) acquisition times. 
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3-3.2. Qualitative assessment for shadow detection 
We performed a visual assessment for the shadow detection results using the corresponding 
aerial images as references. Overall, each of the methods detected the majority of the shadows in 
the study areas for both leaf-on and leaf-off imagery. The geometric method tended to model the 
shadows that were somewhat misaligned with the actual shadow in the aerial imagery (Figure 
3.4). In addition, this method tended to create more false positives for leaf-off images than for 
leaf-on images (Figure 3.5, 3.6). The spectral method modeled shadows that were accurate in 
both shape and orientation (Figure 3.4). However, the method tended to create false positives 
where water was present (Figure 3.7). Both the pixel- and object-based integrated methods 
reduced the false-positives created by the geometric and spectral methods (Figure 3.5, 3.6, 3.7). 
The pixel-based integrated method removed false positives at the expense of omitting some true 
shadows. The object-based integrated method had fewer omission errors but was less successful 
in removing false positives from the geometric and spectral methods (Figure 3.5, 3.6, 3.7). 
 
a. 
 
b. 
 
c. 
 
d. 
Figure 3.4: Example of geometric (c) and spectral shadow (d) with aerial image (a) and DSM (b) 
as reference. 
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a. 
 
b. 
 
c. 
 
d. 
Figure 3.5: Example of geometric, pixel- and object-based shadows with leaf-off (a) as 
reference.  
 
a. 
 
b. 
 
c. 
 
d. 
Figure 3.6: Example of geometric, pixel- and object-based shadows with leaf-on (a) as 
reference.  
 
a. 
 
b. 
 
c. 
 
d. 
Figure 3.7: Example of spectral (b), pixel- (c) and object-based (d) shadows with aerial imagery 
(a) as reference for an area containing water body. 
3-3.3.  Quantitative assessment for shadow detection 
Overall, the geometric method performed slightly better for leaf-on imagery than for leaf-off 
imagery although there were substantial variations in performance. The overall accuracy (OA) of 
the geometric method ranged from 65% to 89% for leaf-off images and from 78% to 93% for 
leaf-on images (Table 3.4). The geometric method performed substantially better for leaf-on 
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imagery than for leaf-off imagery for study sites with heavy tree cover (Storrs and 
Albuquerque3). Performance was similar for sites that had low tree cover (New York and San 
Diego). The geometric method had the lowest OAs (OA < 70%) at Storrs and Albuquerque for 
leaf-off images, and the highest OAs (OA > 89%) at San Diego for both leaf-off and leaf-on 
images. For all the study sites except San Diego and Albuquerque, the user’s accuracy for 
shadow class (𝑈𝑠) ranging from 46% to 78% were lower than the producer’s accuracy (𝑃𝑠) 
ranging from 82% to 95%, which indicated that the method tended to have fewer omission errors 
but at the expense of creating more false positives. The Storrs site had the lowest 𝑈𝑠 (𝑈𝑠 < 50%) 
and San Diego had the highest 𝑈𝑠 (𝑈𝑠 > 90%). The Albuquerque site had the lowest 𝑃𝑠 (𝑃𝑠 < 
40%) and Storrs and New York had the highest 𝑃𝑠 (𝑃𝑠 > 94%). In the leaf-on image for 
Albuquerque, there were few actual shadows because of the high solar altitude angle (𝛼𝑠 > 50°) 
at the time of image acquisition and the low rise of the buildings. The lack of actual shadows 
resulted in the very low 𝑃𝑠 in the geometric shadow for these images. 
 
 
 
 
 
 
 
 
 
 
 
                                                          
3 Despite being in a desert, the older, established neighborhoods of Albuquerque, such as Nob Hill, Midtown, 
Oldtown, and Downtown, have many trees because the residents planted them. 
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Table 3.4: Geometric method accuracy assessment for each study site including producer 
accuracy (𝑃𝑠), user accuracy (𝑈𝑠) for shadow class, producer accuracy (𝑃𝑛) and user accuracy 
(𝑈𝑛) for non-shadow class and overall accuracy (OA) with highest values in bold and lowest 
values underlined  
Site 
leaf-off leaf-on 
𝑷𝒔 
(%) 
𝑼𝒔 
(%) 
𝑷𝒏 
(%) 
𝑼𝒏 
(%) 
OA 
 (%) 
𝑷𝒔 
(%) 
𝑼𝒔 
(%) 
𝑷𝒏 
(%) 
𝑼𝒏 
(%) 
OA 
(%) 
Storrs 94 46 54 96 65 91 71 66 89 78 
New York 93 67 69 93 78 95 69 72 95 81 
San Diego 93 83 86 94 89 90 93 96 94 93 
Albuquerque 85 53 60 88 69 35 68 98 91 89 
Miami -- -- -- -- -- 91 63 62 91 74 
San 
Francisco 
-- -- -- -- -- 89 73 68 87 78 
Denver -- -- -- -- -- 91 57 65 93 74 
Seattle -- -- -- -- -- 82 78 81 85 82 
The spectral method performed better than the geometric method with OAs ranging from 74% to 
94% for the leaf-off images and 61% to 89% for the leaf-on images (Table 3.5). For all study 
sites except Albuquerque, the method had similar performances between leaf-off and leaf-on 
imagery. For Albuquerque, the OA was approximately 94% for the leaf-off imagery and 61% for 
the leaf-on imagery.  The spectral method had relatively low OAs (OA < 75%) for San Diego for 
both leaf-off and leaf-on images because of the false positives caused the abundant water at this 
study site. The Albuquerque site had the lowest 𝑈𝑠 (𝑈𝑠 < 22%) and Storrs had the highest 𝑈𝑠 (𝑈𝑠 
> 96%). The San Francisco site had the lowest 𝑃𝑠 (𝑃𝑠 < 75%) and New York and San Diego had 
the highest 𝑃𝑠 (𝑃𝑠 > 94%).  Large differences between 𝑃𝑠  and 𝑈𝑠 were found for Albuquerque 
and San Diego site because the low-reflectance features (e.g. water and vegetation) were 
misclassified as shadows.  
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Table 3.5: Spectral method accuracy assessment results for each study site including producer 
accuracy (𝑃𝑠), user accuracy (𝑈𝑠) for shadow class, producer accuracy (𝑃𝑛) and user accuracy 
(𝑈𝑛) for non-shadow class and overall accuracy (OA) with highest values in bold and lowest 
values underlined 
Site 
leaf-off leaf-on 
𝑷𝒔 
(%) 
𝑼𝒔 
(%) 
𝑷𝒏 
(%) 
𝑼𝒏 
(%) 
OA 
 (%) 
𝑷𝒔 
(%) 
𝑼𝒔 
(%) 
𝑷𝒏 
(%) 
𝑼𝒏 
(%) 
OA 
(%) 
Storrs 79 79 91 91 88 79 97 98 84 89 
New York 93 83 86 94 89 84 73 79 89 81 
San Diego 80 67 70 82 74 97 58 57 97 72 
Albuquerque 88 93 97 94 94 77 22 59 94 61 
Miami -- -- -- -- -- 86 89 92 90 89 
San 
Francisco 
-- -- -- -- -- 74 90 92 78 83 
Denver -- -- -- -- -- 94 69 78 96 84 
Seattle -- -- -- -- -- 83 73 75 84 78 
Both integrated methods had consistently high performance when compared to the geometric and 
spectral methods. Only slight differences in performances were found between leaf-off and leaf-
on images. Both methods had similar patterns in OA, 𝑃𝑠 and 𝑈𝑠. The OA of the pixel-based 
integrated method ranged from 89% to 93% for leaf-off images and ranged from 82% to 95% for 
leaf-on images (Table 3.6).  The object-based method had the OAs ranged from 88% to 94% for 
leaf-off images and from 84% to 97% for leaf-on images (Table 3.7). For both methods, the New 
York and San Diego sites had the highest OAs (OA >93%) and San Francisco had the lowest OA 
(OA < 82%). Despite having a relatively high OA, the leaf-on imagery at Albuquerque site had 
the lowest 𝑃𝑠 and 𝑈𝑠 of all the sites. Similar to the geometric method, both methods tended to 
have lower 𝑃𝑠 and higher 𝑈𝑠 across all the study sites, which indicated that these methods created 
fewer false positives but at the expense of creating more omission errors. 
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Table 3.6: Pixel-based integrated method accuracy assessment results for each study site 
including producer accuracy (𝑃𝑠), user accuracy (𝑈𝑠) for shadow class, producer accuracy (𝑃𝑛) 
and user accuracy (𝑈𝑛) for non-shadow class and overall accuracy (OA) with highest values in 
bold and lowest values underlined 
Site 
leaf-off leaf-on 
𝑷𝒔 
(%) 
𝑼𝒔 
(%) 
𝑷𝒏 
(%) 
𝑼𝒏 
(%) 
OA 
 (%) 
𝑷𝒔 
(%) 
𝑼𝒔 
(%) 
𝑷𝒏 
(%) 
𝑼𝒏 
(%) 
OA 
(%) 
Storrs 74 86 95 90 89 71 100 100 79 86 
New York 86 98 99 91 93 82 97 98 89 92 
San Diego 76 99 100 84 89 88 99 100 93 95 
Albuquerque 76 95 98 88 90 25 77 99 90 89 
Miami -- -- -- -- -- 78 97 98 86 90 
San 
Francisco 
-- -- -- -- -- 65 96 98 75 82 
Denver -- -- -- -- -- 86 87 93 93 91 
Seattle -- -- -- -- -- 71 96 98 81 86 
 
Table 3.7: Object-based integrated method accuracy assessment results for each study site 
including producer accuracy (𝑃𝑠), user accuracy (𝑈𝑠) for shadow class, producer accuracy (𝑃𝑛) 
and user accuracy (𝑈𝑛) for non-shadow class and overall accuracy (OA) with highest values in 
bold and lowest values underlined 
Site 
leaf-off leaf-on 
𝑷𝒔 
(%) 
𝑼𝒔 
(%) 
𝑷𝒏 
(%) 
𝑼𝒏 
(%) 
OA 
 (%) 
𝑷𝒔 
(%) 
𝑼𝒔 
(%) 
𝑷𝒏 
(%) 
𝑼𝒏 
(%) 
OA 
(%) 
Storrs 77 82 93 91 88 77 99 99 83 89 
New York 90 96 97 93 94 83 92 95 90 91 
San Diego 78 100 100 86 90 93 99 100 96 97 
Albuquerque 85 94 97 92 93 20 80 99 89 89 
Miami -- -- -- -- -- 85 92 95 90 91 
San 
Francisco 
-- -- -- -- -- 72 94 95 78 84 
Denver -- -- -- -- -- 92 79 87 96 89 
Seattle -- -- -- -- -- 81 97 98 86 90 
We assessed the robustness of the four methods for various landscapes and canopy condition (i.e. 
leaf-off vs. leaf-on) by comparing the average and standard deviation (STD) of the OAs across 
the study sites (Table 3.8). The averages and the STDs of the OAs for the study sites indicated 
how accurately and consistently a given method performed for the variety of canopy condition 
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and landscapes, respectively.  The geometric method had an average OA of 75% with a STD of 
10% for leaf-off images and an average OA of 81% with a STD of 7% for leaf-on images, which 
indicated that this method had a better and more robust performance for leaf-on imagery. The 
spectral method had slightly better performances with an average OA of 86% and STD of 8% for 
leaf-off imagery and an average OA of 80% and STD of 9% for leaf-on imagery. The pixel-
based integrated method performed better than the geometric and spectral method with an 
average OA of 91% and STD of 2% for leaf-off imagery and an average OA of 89% and STD of 
4% for leaf-on imagery. The object-based integrated method had an average OA of 92% and 
STD of 3% for leaf-off imagery and an average OA of 90% and STD of 4% for leaf-on imagery, 
indicating that this method had the most robust performances for various landscapes and canopy 
conditions. Although both integrated methods had slightly higher averages of OA in leaf-on 
condition, the 2% differences in average OA between leaf-off and leaf-on images indicated that 
the canopy condition had little impact on the performances of these methods.  
Table 3.8: Average overall accuracy and standard deviation of all shadow classification methods 
for all study sites. 
 Canopy 
Condition 
Average  
Overall Accuracy 
Standard deviation of  
Overall Accuracy 
geometric spectral pixel object geometric spectral pixel object 
leaf-off  75 86 91 92 10 8 2 3 
leaf-on 81 80 89 90 7 9 4 4 
diff 6 -6 -2 -2 -3 1 2 1 
 
3-4. Discussion 
The method we developed to determine image acquisition times based on shadow orientations 
allowed the geometric method to be applied effectively to images without prior information on 
acquisition time. The method addresses a major limitation of geometric shadow detection 
57 
 
methods, which to our knowledge, had not been resolved by previous research. The errors in the 
calculated the solar azimuth and altitude angle were relatively small and, based on our visual 
assessment, did not cause any aberrant results in the geometric shadows. We suspect the method 
would perform better for the imagery for which acquisition date is known and only acquisition 
time needs to be calculated. By the same logic, calculating acquisition-time information would 
be less accurate for imagery that was mosaicked from different flight paths or missions. 
The performance of the geometric method was significantly affected by the spatial resolution of 
the DSM and the radial displacement in the aerial imagery. The higher spatial resolution of the 
DSMs used in Aboutalebi et al. (2019) and Adeline et al. (2013) might explain, at least in part, 
the better performance of their ray-tracing technique when compared to the geometric method 
used in our study. In addition, radial displacement in the aerial imagery caused significant 
misalignments of the geometric shadows. For leaf-off imagery, our geometric method tended to 
create more false positives because the relatively coarse resolution of the DSM and interpolation 
method used corresponded more closely to a leaf-on condition (Parent and Volin, 2014). We 
would expect the geometric method would perform best when using a DSM that has similar 
spatial resolution to the imagery and when the imagery has minimal radial displacement, as in a 
satellite image. For study areas with significant tree cover, the method is likely to work better for 
leaf-on imagery. 
The ISODATA method provided a straightforward solution for automatic shadow detection for 
large geographic extents; however, it tended to misclassify low-reflectance features as shadows, 
which is the general disadvantage of other spectral methods (Mostafa et al., 2017; Adeline et al., 
2013; Shahtahmassebi et al., 2013). The ISODATA algorithm in our study had similar 
performance with the K-means classification method used by Aboutalebi et al. (2019) but 
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slightly poorer performance when compared to the K-means classification method used by 
Adeline et al. (2013). For both leaf-on and leaf-off imagery, water was a major error source of 
false positives for the spectral method. The poorer performance of the spectral method for the 
San Diego and Seattle study sites was mainly due to the abundance of water bodies. The spectral 
method might perform worse for leaf-on imagery because of the low reflectance of certain types 
of foliage. For our study site in Albuquerque, the spectral method had substantially lower 
performance for the leaf-on imagery and many of the errors were associated with dark foliage 
being misclassified as shadows. In addition, the higher spatial resolution of the leaf-off imagery 
might have contributed to the higher accuracy because shadow features would have been less 
likely to be mixed with non-shadow features in a single pixel. A major advantage of the 
ISODATA method is that most true shadows tend to be included in the first spectral cluster that 
is created by the unsupervised clustering algorithm, as noted by Chen et al. (2007). We found 
that the algorithm was not sensitive to the parameter settings including the number of spectral 
classes. Thus, once the initial parameters are set, the method can be easily automated and can be 
applicable to a larger geographic extent. The method can be improved by integration with color 
invariant methods and other spectral indices to reduce the commission errors caused by low-
reflectance features. 
Integration of the geometric and spectral methods provided a significant improvement over each 
non-integrated method alone and provided more robust performance across varied canopy 
conditions and landscapes. The performances of the integrated methods in our study were similar 
to Huang et al. (2018) and Wang et al. (2017), and slightly better than Xue et al. (2019). Both 
integrated methods in our study effectively reduced the commission errors caused by 
misalignment and low-reflectance features. The removal of false positives was particularly 
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beneficial for areas with water and dark vegetation (San Diego and Albuquerque) and severe 
radial displacement in the aerial imagery (New York).  
Although both integrated methods had similar performances, each had its advantages and 
limitations. The pixel-based method was more effective in removing the false positives but also 
more susceptible to the errors inherited from the geometric and spectral methods. Misalignments 
between the geometric and spectral methods tended to result in the omission errors with the 
pixel-based method. Also, as noted previously, the true shadows cast on bright features that were 
omitted with spectral method would also be omitted by this method. Therefore, the pixel-based 
integrated method would perform best when the imagery has minimal radial displacement and 
contains areas with abundance of low-reflectance features. The object-based method preserved 
the entirety of the true shadows but may fail to remove the false positives in certain cases. This 
method performed more poorly for our Miami study site because part of water bodies were 
falsely classified as shadows. In this case, the 10% overlap threshold between the geometric and 
spectral shadows was ineffective at preventing the false classification. The overlap threshold 
might need to be more restrictive (i.e. larger percentage) for areas where shadows cast on water 
bodies would result in substantial commission error. Moreover, the shadow objects that were 
created by grouping the adjacent continuous shadow pixels were another potential error source if 
false shadow pixels were included in the object. We expect the object-based integrated method 
would perform best when the majority of true shadows do not overlap with false shadows.  
Both integrated methods would likely be improved by further integration with other techniques. 
The omission errors of the pixel-based method might be reduced by using the shadow pixels 
derived by this method as the seeds for “region growing” shadows in the aerial imagery similar 
to techniques used in previous studies (Xue et al., 2019 and Wang et al., 2017). The low 
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commission error of the pixel-based integrated method can improve the likelihood of identifying 
core shadows that have a high probability of being true shadows. Growing the core shadows into 
adjacent regions with similar spectral properties would help the method better represent the 
entirety of shadows in the imagery. The region-growing algorithm would allow finer control over 
the spectral variance than the ISODATA algorithm and can be expected to retain lower 
commission errors when compared to the object-based integrated method.  Our implementation 
of the object-based method could be improved by applying an image segmentation algorithm to 
the shadow pixels derived by the ISODATA algorithm, which is similar to the approach 
proposed by Huang et al. (2018). Image segmentation would create spectral shadow objects with 
more spectral homogeneity that are less likely to contain both true and false shadows. Thus, 
using segmented objects in the overlap test might help to reduce the high commission errors 
associated with the original method.  In addition to segmentation, the overlap threshold can be 
made more restrictive to further reduce commission errors. 
3-5. Conclusion 
In this chapter, we developed a method to determine image acquisition date and time based on 
shadow orientation. The image’s date and time determine the location of the sun in the sky, 
which is the central input to the geometric method. Our procedure for calculating acquisition 
date and time was quite accurate, meaning its error made little contribution to the overall error of 
the geometric method. We further tested the robustness of geometric, spectral and integrated 
shadow detection methods in leaf-off and leaf-on canopy conditions across a variety of 
landscapes in the United States. We found that methods which integrated both geometric and 
spectral classification techniques had the best and most robust performances across various 
landscapes and canopy conditions. The best performing methods achieved overall accuracies of 
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90% – 92%. Important factors that affected the performance of the geometric and spectral 
methods included the quality of the digital surface model, the abundance of water bodies and the 
foliated condition of a deciduous canopy. Each of the methods tested in this study was fully 
automated and suitable for application to images across large geographic extents.   
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Chapter 4 : Land-Cover Classification within Shadows using Multi-temporal 
High-resolution Aerial Imagery and LiDAR data 
4-1. Introduction 
High-spatial-resolution, or high-resolution aerial imagery allows land cover to be mapped in 
great detail by image classification. However, shadows can produce incorrect or missing land-
cover information, particularly in urban areas with tall buildings or extensive tree canopy cover 
(Dare, 2005). Therefore, recovering the information in shadows can help improve the land-cover 
mapping accuracy (Zhou et al., 2009).  
Restoring the brightness values of an image’s pixels in shadow areas has been the primary 
approach for shadow restoration in previous studies. Mostafa and Abdelwahab (2018) grouped 
the existing shadow-restoration approaches into two categories, i.e., pixel-enhancement and 
pixel-replacement. Pixel-enhancement restores the brightness of shadow pixels by analyzing the 
correlations derived from training pairs of shadow and non-shadow pixels with the same land 
cover type (Wan et al., 2012). The most common pixel-enhancement approaches include linear 
correlation correction (LCC), histogram matching (HM), and gamma correction, with LCC 
having the best performance (Sarabandi et al., 2004). These methods can effectively restore the 
brightness within shadow areas in remote-sensing images (Mostafa and Abdelhafiz, 2017; Liu 
and Yamazaki, 2012; Lorenzi et al., 2012; Wan et al., 2012; Chen et al., 2007; Tsai, 2006; 
Massalabi et al., 2004; Rau et al., 2002). However, the pixel enhancement methods are less 
effective for shadow areas that contain more than one land cover type and for images that have 
substantial variations in illumination. In order to overcome this limitation, land cover and 
neighborhood information of the shadows can be considered in the restoration process. Mostafa 
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and Abdelwahab (2018) developed a pixel-enhancement approach that matched shadow and 
neighboring non-shadow objects for each land cover class based on spectral properties and 
compared its performance with the LCC method in land-cover classification. They found that 
their approach outperformed the LCC method mainly because the neighborhood analysis can 
reduce the errors caused by the variations in surrounding environment and illumination within 
the image. Although these were promising approaches, pixel-enhancement methods tend to 
require a high-degree of human supervision, which makes these methods impractical for 
automation and application to complex urban environment at a broad geographic scale.  
Pixel-replacement approaches use the multi-source data fusion technique (MSDF) to replace the 
brightness of the shadow pixels with the non-shadow pixels from other images for the same 
location with different acquisition time, different spatial resolution or different spectral 
resolution (Yuan, 2008). Previous studies have typically used multi-temporal images to remove 
clouds and shadows in satellite images (Chen et al., 2019; Du et al., 2019; Tseng et al., 2008; 
Song and Civco and, 2002). However, the application of this method to high-resolution aerial 
imagery is challenging because the shadows from multiple images are likely to be cast on similar 
areas because aerial images are often acquired at similar times of day and year (Wu et al., 2014; 
Dare, 2005). Moreover, the radiometric differences and misregistration among multi-source 
images could cause significant errors (Zhou et al., 2009; Dare, 2005).  
Although prior research has assessed the performances of shadow restoration approaches in 
restoring the brightness of shadow pixels, few studies have focused on directly evaluating their 
benefits in land-cover mapping. Movia et al. (2015) developed two pixel-enhancement methods 
based on Procrustes analysis (Gower and Dijksterhius, 2004) and evaluated their effectiveness 
with the LCC method by comparing their pre- and post-restoration land-cover results derived 
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from multiple classification techniques. They found that all three methods improved the 
classification accuracy of shadow areas by approximately 40%. Wu et al. (2014) compared the 
performances of three shadow restoration methods in aiding supervised land-cover classification 
for high radiometric-resolution aerial imagery. They found that the LCC method slightly 
improved the classification accuracy, but the HM and MSDF methods performed more poorly 
than the original classification without shadow restoration. The study also found that the 
performance of MSDF method can be greatly affected by radiometric differences and 
misregistration between multi-temporal images and radial displacement of the aerial images. 
Thus, the few shadow restoration studies that focused directly on land-cover mapping have found 
inconsistent performances of the various shadow restoration methods.  
Previous studies attempted to address the challenges of using high-resolution multi-temporal 
images for classifying land cover in shadow areas. Zhou et al. (2009) developed an object-based 
approach that replaced the land cover of shadow objects in an image with the land cover of the 
corresponding non-shadow objects in an auxiliary image. The study found that this approach 
outperformed the LCC method because directly using the land cover derived from auxiliary data 
helped avoid the effect of radiometric differences between multi-temporal images. The study 
also suggested that Light Detection and Ranging (LiDAR) data can be a useful complement to 
aerial imagery in classifying land cover in shadow areas. LiDAR provides a near nadir viewing 
angle which can reduce the errors caused by radial displacement and misregistration between 
multiple images. Although the study achieved overall accuracy of 88%, the approach required 
multi-temporal images with shadows cast on different locations, which made this approach 
impractical to apply to areas with mountainous terrain, large amount of forest canopy or tall 
buildings (Wu et al., 2014). 
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In this study, we aimed to develop a new semi-automated pixel-based approach to land-cover 
classification in shadow areas using high-resolution multi-temporal aerial imagery and LiDAR 
data. The approach classifies land cover for multi-temporal images and then replaces land cover 
of shadow pixels in one image with either the coinciding land cover from an auxiliary image or 
the land cover from neighboring pixels with the most similar spectral and height properties in the 
same image. We evaluate the performance of the proposed method on image datasets with a 
variety of urban landscapes and forest canopy conditions. 
4-2. Methods 
4-2.1. Study areas 
The study areas included the Storrs campus of the University of Connecticut as well as portions 
of the urban areas of New York City, San Diego, Miami, and Seattle in the United States (Figure 
4.1). The study sites contain abundant tall features, such as tall buildings and trees, which cast 
shadows and thus cause problems for land-cover classification in high-resolution imagery. The 
sites consist of a variety of landscape elements including water bodies, forests, low vegetation 
and urban development (Table 4.1). We used the percentage of water, impervious, and vegetated 
areas derived from National Land Cover Dataset (NLCD) to provide a general description of the 
landscape compositions for the study sites. Despite of the relatively coarse spatial resolution (i.e. 
30 m), the NLCD provides accurate land-cover information for larger areas (Parent and Volin, 
2016). 
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Figure 4.1: Locations of five study sites across U.S. 
 
Table 4.1: Study sites descriptions. Land cover percentages are based on the 2016 National Land 
Cover Dataset (NLCD) derived from Landsat imagery and geospatial ancillary datasets. The 
%W, %D and %V represent percentage of water, developed, and vegetated areas, respectively. 
Site 
Lat/Lon 
 (°) 
Area 
(km2) 
Land cover  
composition 
% W % D %V 
Storrs, CT 41.81/-72.25 3.4 
ponds, multistory 
buildings, deciduous trees 0.4 52.7 31.1 
New York, 
NY 40.71/-74.01 13.8 
ocean, high-rise buildings, 
deciduous trees 35.0 59.7 2.0 
San Diego, CA 32.72/-117.15 20.9 
ocean, high-rise buildings, 
low vegetation 14.6 67.5 2.0 
Miami, FL 25.76/-80.19 10.1 
ocean, river, high-rise 
buildings, evergreen trees 28.8 64.0 3.9 
Seattle, WA 47.62/-122.33 25.0 
ocean, lake, high-rise 
buildings, coniferous trees 34.3 59.7 2.5 
 
4-2.2. Data 
Two sets of high-resolution aerial imagery were acquired for each study site to provide data at 
two different time periods. The acquisition dates of the two datasets were selected as close as 
possible to minimize the temporal differences in land cover for each site. The National 
Agriculture Inventory Program (NAIP) imagery is collected nationwide every two years by the 
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USDA during full leaf-on conditions. Thus, we used NAIP data to provide leaf-on imagery for 
one time period for Storrs, New York, and San Diego, and two time periods for Miami and 
Seattle. For Storrs, New York, and San Diego, imagery for the second time period was provided 
by leaf-off aerial imagery acquired by various vendors. The spatial resolutions of the leaf-off 
images ranged from 7 cm – 30 cm and the spatial resolution of the leaf-on images ranged from 
0.6 m to 1 m (Table 4.2). 
LiDAR data was used to create digital height models (DHM) using the methods described by 
Parent and Volin (2014) for each study site. The LiDAR datasets correspond to leaf-off 
conditions for the sites Storrs, New York and San Diego and leaf-on conditions for Miami and 
Seattle. The point clouds have average point spacing ranging from 0.2 m to 0.7 m. We used 
digital elevation models (DEM) created by the LiDAR vendors for each dataset to represent the 
bare-earth surface. 
4-2.3. Land-cover classification method for shadow areas 
4-2.3.1. Data pre-processing  
The DHM pixel values provided the maximum height-above-ground (H) acquired from the first-
return LiDAR points. The H for each pixel was derived by subtracting the DEM value from the 
maximum elevation of all first-return points within the pixel. The cell sizes of the DHMs were 
selected to be slightly larger than the average point spacing of the LiDAR dataset to ensure that 
most cells contained at least one LiDAR point. Values for cells that contained no LiDAR points 
were interpolated by taking the median of known values of the eight nearest neighbors. The 
spatial resolutions of DHMs for all the study sites ranged from 0.3 m to 1.0 m (Table 4.2).   
71 
 
Table 4.2: Information on data acquisition and spatial resolution for LiDAR and aerial image for 
each study site. 
Site 
LiDAR-based DHM Aerial Imagery 
Acquisition date 
Spatial 
res. (m) 
Acquisition date 
Spatial res. 
(m) 
Storrs, CT  
2016, leaf-off  
(March - April) 
0.6  
2016, leaf-on (August) 0.6  
2016, leaf-off  
(March-April) 
0.07  
New York, 
NY  
2013, leaf-off  
(Nov.) 
1  2013, leaf-on (June) 1 
2017, leaf-off  
(April-May) 
0.3  
2018, leaf off  
(April-May) 
0.15  
San Diego, 
CA  
2014, leaf-off  
(Oct. - Dec.) 
1  
2012, leaf-on (May) 1  
2014, leaf-off 
(October) 
0.3  
Miami, FL 
2015, leaf-on  
(Feb. - April) 
1  
2016, leaf-on 
(January) 
1  
2017, leaf-on 
(November) 
1  
Seattle, WA 
2016, leaf-off  
(March - May) 
1  
2015, leaf-on (August) 1  
2017, leaf-on (August) 1  
 
4-2.3.2. Preliminary land-cover classification  
We used a pixel-based decision-tree approach to classify the land cover that corresponds to each 
of the two-image datasets for each study site (Figure 4.2). Leaf-off images were resampled to the 
spatial resolution of leaf-on images using the bilinear resampling technique. The decision-tree 
approach classified the images into the following five land cover classes: water, trees, low 
vegetation, buildings, and low impervious surface. The classification algorithm used height 
values and spectral properties provided by the DHMs and aerial images, respectively. The 
decision tree included index thresholds that were adjusted based on trial and error for each image 
dataset. 
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The initial steps in the decision tree classified image pixels into water and non-water (Figure 
4.2). Pixels were classified as potential water if they had 1) a Normalized Difference Water 
Index (NDWI; McFeeters, 1996) less than threshold A, 2) green band brightness (DNgreen) greater 
than or equal to a threshold B, and 3) H less than 1 m. The potential water pixels were then 
grouped into contiguous clusters, and the pixels of clusters with areas greater than or equal to 50 
m2 were classified as water.  
The non-water pixels were further classified as impervious cover or vegetation. Impervious 
cover pixels had a Normalized Difference Vegetation Index (NDVI; Rouse et al., 1974) value 
less than threshold C while vegetation pixels had NDVI values greater than or equal to threshold 
C. Impervious cover was classified as low impervious surface if H was less than 3 m and as 
building if H was greater than or equal to 3 m. The same H threshold of 3 m was also used to 
classify vegetation into low vegetation and trees. 
 
Figure 4.2: Decision tree used for preliminary land-cover classification with thresholds A, B, and 
C customized for each image dataset based on trial-and-error 
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4-2.3.3. Correcting land cover in shadows 
We used the object-based shadow detection method described in Lei-Parent and Meyer (in 
submission) to identify shadows in each aerial image. The study found that the object-based 
method that integrated a solar geometry model with an ISODATA clustering algorithm (Ball and 
Hall, 1965) had the most robust performance across a variety of landscapes and canopy 
conditions compared to other evaluated methods. Thus, we used this method to identify shadows 
in this study. 
We developed a pixel-based approach, referred to as the correction method, to correct the land 
cover in shadows for an image. We refer to the image of interest as the original image and the 
other image from the two-image dataset as the auxiliary image. Each pixel that was identified as 
shadow in the original image, referred to as either So if it was considered shadow in the original 
image but non-shadow in the auxiliary image, or 𝑆𝑜⋀𝐴 if it was considered shadow in both 
original and auxiliary images. The land cover for So pixels were updated by simply replacing the 
original land cover with the auxiliary land cover that corresponded to the same location. The land 
covers for 𝑆𝑜⋀𝐴 pixels were determined by matching 𝑆𝑜⋀𝐴 pixels with their most similar 
neighboring shadow pixels in the original image based on height values and spectral properties. 
The feature represented by a pixel in the original image could correspond to a different feature in 
the auxiliary image due to the radial displacement and misregistration between the two images. 
To reduce potential errors caused by these issues, the neighbors of the 𝑆𝑜⋀𝐴 pixel were filtered by 
the DHM to ensure the height classes of the neighboring So pixels corresponded to the same 
height class of the 𝑆𝑜⋀𝐴 pixel. The original image was used to obtain spectral values for 
neighboring So pixels. Spectral similarity was evaluated using the spectral difference index (SDI) 
measured as the sum of squared differences for each spectral band: 
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𝑆𝐷𝐼 =∑ (𝐷𝑁𝑖,So − 𝐷𝑁𝑖,So⋀A )
2
𝑛
𝑖=1
                                                                                      (Eq. 4.1) 
where 𝑖 is the spectral band number, 𝑛 is the total numbers of the spectral bands of the image, 
𝐷𝑁𝑖,So and 𝐷𝑁𝑖,𝑆𝑜⋀𝐴  are the brightness value of a neighboring So pixel and a 𝑆𝑜⋀𝐴  pixel for band 
𝑖, respectively. The neighboring So pixel with the smallest SDI was identified as a matched pixel 
for the 𝑆𝑜⋀𝐴 pixel if the SDI was less than 10. The threshold was determined based on 
preliminary analyses. The land cover of the matched pixel was assigned to the new land cover of 
the 𝑆𝑜⋀𝐴 pixel. Neighbor pixels were identified using windows centered on the 𝑆𝑜⋀𝐴 pixel with 
sizes that ranged from 3 x 3 to 7 x 7 pixels. The smallest window size was used for the initial 
search and window size was increased incrementally until a matched neighboring So pixel was 
found or the maximum window size was reached.  
If no matching So neighbor was found in the 7x7 window, then we assumed that the land cover of 
the 𝑆𝑜⋀𝐴 pixel was most likely to correspond to the majority land cover in the surrounding 
neighborhood with the same height class. Windows centered on the 𝑆𝑜⋀𝐴 pixel with sizes ranging 
from 3 x 3 to 7 x 7 pixel were again used to identify the neighboring pixels. The smallest 
window was used initially and expanded until a majority land cover was found which covered 
more than 50% of the neighborhood pixels. The majority land cover was assigned to the new 
land cover of the 𝑆𝑜⋀𝐴 pixel. The land cover of the 𝑆𝑜⋀𝐴 pixel remained with its original land 
cover if both neighborhood analyses failed to match the 𝑆𝑜⋀𝐴 pixel with its neighboring pixels. 
4-2.4. Accuracy assessment 
We performed quantitative assessments for each aerial imagery for each study site using a 
stratified random sample of 750 validation points. The validation points were selected using the 
following strata: 1) non-shadow pixels, 2) unaltered shadow pixels for which the land-cover 
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classification remained the same after correction, and 3) altered shadow pixels for which land-
cover classification was different after correction. These strata were used to ensure that sufficient 
shadow pixels were sampled to provide a meaningful evaluation of the correction method. For 
each image, 250 points were randomly located within each stratum to provide a total of 750 
validation points for accuracy assessment. The minimum separation distance between the 
validation points was 5 m. Each study site consisted of two images which gave a total of 7500 
validation points across all study sites. The true land covers of the validation points were 
identified by the visual assessment based on the DHM, two aerial images and the ESRI image 
service provided by ArcGIS software available for the study sites.  
The validation points for each image were used to calculate the producer’s, user’s, and overall 
accuracy (Congalton, 1991) for the pre- and post-correction land-cover classification. Producer’s 
accuracy measures the percentage of the land cover class on the ground that is classified 
correctly on the map. User’s accuracy measures the percentage of the land cover class on the 
map that is correctly classified as the class on the ground. The overall accuracy measures the 
percentage of pixels in the land cover that were correctly classified. 
4-3. Results 
4-3.1. Qualitative Assessment for pre- and post-correction land cover  
For non-shadow areas, a visual assessment of the pre-correction land-cover classification showed 
high overall accuracy for the five land cover classes in leaf-off and leaf-on images. However, 
vegetation was occasionally confused with buildings and low impervious surfaces. This 
confusion was observed in both leaf-off and leaf-on land-cover classifications.  
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The correction process appeared to substantially improve the land-cover classification in shadow 
areas. Prior to correction, the shaded vegetation was frequently misclassified as either buildings 
or low impervious surface (Figure 4.3b, 4.3e). In addition, the low vegetation and low 
impervious surface were often misclassified as water because of the low brightness of shadows 
(Figure 4.4b). These classification errors were slightly more obvious in leaf-on land cover 
compared to leaf-off land cover. After correction, these classification errors were noticeably 
improved (Figure 4.3c, 4.3f, 4.4c). However, the correction method sometimes incorrectly 
changed pixels that were original classified water to non-water classes (Figure 4.4e, 4.4f). The 
correction method provided similar improvements for both leaf-off and leaf-on land covers. 
 
a. 
 
b. 
 
c. 
 
 
d. 
 
e. 
 
f. 
 
Figure 4.3: Example of vegetation false negative correctly identified for leaf-off (pre-correction 
(b), post-correction (c)) and leaf-on (pre-correction (e), post-correction (f)) condition with leaf-off 
(a) and leaf-on (d) aerial images as reference. 
Legend
Water
Trees
Low vegetation
Buildings
Low impervious surfaces
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a. 
 
b. 
 
c.  
d. 
 
e. 
 
f.  
Figure 4.4. Examples of water false positives correctly removed (pre-correction (b), post-
correction (c)) and water true positives incorrectly removed (pre-correction (e), post-correction (f)) 
with aerial images (a, d) as reference. 
4-3.2. Quantitative Assessment for pre- and post-correction land cover 
Out of 7500 validation points, 428 were removed from the assessment because we could not 
determine their land covers based on visual assessment, leaving 7072 points included in the 
accuracy assessment. There were 2359 non-shadow validation points and 4713 shadow 
validation points of which 2324 corresponded to pixels for which land-cover classifications were 
altered by the correction process.  
The land cover for non-shadow validation points had a high overall accuracy (OA) of 93% 
(Table 4.3). The producer’s accuracy (P) and user’s accuracy (U) ranged from 80% to 97% and 
from 90% to 98% for five land cover classes, respectively. Water class had the highest P 
(P = 97%) and U (U = 98%) suggesting that water was accurately identified from the 
classification. The P for trees (P = 81%) was somewhat low compared to other classes, which 
Legend
Water
Trees
Low vegetation
Buildings
Low impervious surfaces
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indicates that actual tree locations were more likely to be omitted from the classification. The P-
values (Ps) and U-values (Us) for all other classes were greater than 90%. 
Table 4.3: Producer’s (P), user’s (U), and overall accuracy (OA) for non-shadow validation 
points across all study sites. Bold and underline indicated the highest and lowest value in the 
category, respectively. 
Land cover class P (%) U (%) OA (%) 
water 97 98 
93 
trees 81 96 
low vegetation 89 90 
buildings 96 90 
Low impervious surface 94 91 
The percentage of all shadow validation points for each land cover class ranged from 6% to 37% 
with water and low impervious surface had the lowest and highest percentage, respectively 
(Table 4.4). The OA was 59% prior to the shadow correction and the correction improved OA by 
24% which resulted in a post-correction OA of 83%. The pre-correction Ps and Us for the five 
land cover classes ranged from 23% – 91% and 31% – 71%, respectively. The post-correction Ps 
and Us ranged from 60% - 91% and 64% – 89%, respectively. The effect of the correction on Ps 
ranged from -13% to 52% with the P of water reduced slightly and the P of trees and low 
vegetation improved substantially. The effect of the correction on Us ranged from 2% to 32% 
with the U of low vegetation improved slightly and the U of water and building improved 
substantially, which indicated that the correction method effectively identify the vegetated land 
covers that were omitted from the original classification but at the cost of slightly increasing the 
commission error of water. 
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Table 4.4: Producer’s (P), user’s (U), and overall accuracy (OA) for all shadow validation points 
across all study sites. Bold and underline indicated the highest and lowest value in the category, 
respectively. 
Land cover class 
% of 
shadow 
validation 
points 
Pre-correction Post-correction ∆ 
P 
(%) 
U 
(%) 
OA 
(%) 
P 
(%) 
U 
(%) 
OA 
(%) 
P 
(%) 
U 
(%) 
OA 
(%) 
water 6 73 31 
59 
60 64 
83 
-13 32 
24 
tree 19 23 71 84 89 62 18 
low vegetation 15 25 67 80 69 55 2 
building 22 91 58 91 88 0 30 
Low impervious 
surface 
37 71 68 82 86 12 18 
 
To further evaluate the performance of the correction method in shadow pixels, we assessed 
accuracies based solely on the shadow validation points for which the land-cover classification 
was altered by the correction (Table 4.5). The percentage of altered shadow validation points for 
each land cover class ranged from 12% to 57%, with buildings and trees having the smallest and 
largest amount of change, respectively. The OA increased from 28% to 74% after the correction, 
an improvement of 47%. The pre-correction Ps and Us ranged from 10% - 58% and 15% - 48%, 
respectively. The post-correction Ps and Us ranged from 37% - 89% and 70% - 88%, 
respectively. The Ps for trees and low vegetation improved substantially and the P for water was 
somewhat reduced. The Us for water and buildings improved substantially and the U for low 
vegetation improved slightly. 
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Table 4.5: Producer’s (P), user’s (U), and overall accuracy (OA) for shadow validation points 
with land cover that were altered across all study sites. Bold and underline indicated the highest 
and lowest value in the category, respectively. 
Land cover class 
% of 
altered 
shadow 
validation 
points  
Pre-correction Post-correction ∆ 
P 
(%) 
U 
(%) 
OA 
(%) 
P 
(%) 
U 
(%) 
OA 
(%) 
P 
(%) 
U 
(%) 
OA 
(%) 
water 22 58 21 
28 
37 70 
74 
-21 49 
47 
tree 57 10 46 89 88 79 43 
low vegetation 52 13 48 83 66 69 17 
building 12 58 15 57 65 -1 50 
Low impervious 
surfaces 
29 40 35 68 73 29 37 
 
The performance of the shadow correction method varied with leaf-off or leaf-on canopy 
conditions of the images used to create the original and auxiliary land cover datasets (Table 4.6). 
Prior to correction, the land-cover classification in shadow pixels based on leaf-off images had a 
somewhat higher OA of 64% compared to land cover based on leaf-on images for which OA was 
approximately 58%. Leaf-off images performed better as auxiliary data in improving original 
land cover compared to leaf-on images. When auxiliary data were the leaf-off image, the OA of 
leaf-on land cover was improved by 31%, which resulted in post-correction OA of 89%. When 
auxiliary data were the leaf-on image, the post-correction OAs of leaf-off and leaf-on land covers 
achieved approximately 80%; however, leaf-on land cover had a greater improvement in OA of 
23% compared to leaf-off land cover for which the improvement in OA was 17%. 
Table 4.6: Comparison of overall accuracy (OA) based on all shadow validation points by using 
auxiliary images with leaf-off or leaf-on canopy conditions  
Original 
image 
Auxiliary 
image 
OA based on all shadow validation points (%) 
Pre-
correction 
Post-
correction 
∆ 
leaf-off leaf-on 64 81 17 
leaf-on leaf-off 58 89 31 
leaf-on leaf-on 57 80 23 
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The average coverage of the images by shadows ranged from 4% to 21% with San Diego and 
New York having the lowest and highest shadow coverage, respectively (Table 4.7). San Diego 
and New York also had the lowest (4%) and highest (20%) percentage of SO∩A pixels between 
the original and auxiliary image datasets. The correction method provided substantial 
improvements in land-cover classification in shadows for each of the five study sites. Prior to 
correction, the OAs ranged from 54% to 65% with Miami and New York having the lowest and 
highest OAs, respectively. After correction, the OAs ranged from 75% to 87% with Seattle and 
New York having the lowest and highest OAs, respectively. The improvements in OA for 
shadow areas ranged from 15% to 30% with Seattle improving least and Miami improving most. 
Table 4.7: Comparison of overall accuracy (OA) based on all shadow validation points by study 
sites  
Site 
Shadow 
(%) 
SO∩A 
(%) 
OA based on all shadow validation points (%) 
Pre-
correction 
Post-
correction 
∆ 
Storrs 15 9 58 82 24 
New York  21 20 65 87 22 
San Diego 4 4 59 85 25 
Miami 12 13 54 85 30 
Seattle 16 12 59 75 15 
4-4. Discussion 
Our correction method provided substantial improvements in the land-cover classifications in 
shadow areas for high-resolution aerial imagery. The method performed similarly well for ten 
image datasets from five different urban locations. The greatest improvements were found for the 
vegetated areas in shadows. Our correction method directly used the land cover derived from the 
auxiliary image, which provided a better means to take advantage of multi-temporal image to 
classify land cover in shadows in high-resolution aerial images. Although we used a decision-
tree approach for preliminary land-cover classification, the correction method would be 
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applicable for other land-cover classification approaches. The use of LiDAR data in the 
correction method reduces the effect of radial displacement and misregistration, which likely 
helped improve overall accuracies in both pre- and post-correction land cover datasets. The 
method requires multi-temporal datasets which can be a limitation for locations that do not have 
data available in relatively close temporal proximity; however, the biennial acquisition of NAIP 
imagery helps to mitigate this limitation for the U.S.  
The improvement in overall accuracy for the shadow areas in our study (24%) was higher than 
the improvement of the object-based shadow classification approach (7%) in Zhou et al. (2009). 
The study in Zhou el al. (2009) was consistent with our finding that directly using land cover 
derived from auxiliary imagery can avoid radiometric differences between multiple images 
reported in MSDF methods. The approach used by Zhou et al. (2009) replaced the land cover in 
the original image with corresponding land cover in the auxiliary image, but could not correct 
land cover for areas that were in shadows in both the original and auxiliary images (i.e. 𝑆𝑜⋀𝐴 
pixels). Our correction has the advantage of being able to correct 𝑆𝑜⋀𝐴 pixels by using 
neighborhood analyses. However, as with the approach by Zhou et al. (2009), our method 
performs best when the multi-temporal imagery has shadows cast on different locations.  
The improvement in overall accuracy for the shadow areas in our study (24%) was lower 
compared to the improvements (42% - 47%) for three pixel-enhancement methods evaluated by 
Movia et al. (2015). The study area in Movia et al. (2015) consisted primarily of vegetation and 
the pre-correction overall accuracy for shadow areas in their study was very low (17%). The low 
pre-correction overall accuracy is consistent with the low pre-correction producer’s accuracy for 
vegetation in shadows in our study (23% - 25%). The improvement in overall accuracies in 
Movia et al. (2015) were on par with the improvement in producer’s accuracies for vegetation in 
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our study (55% - 62%). Thus, our correction method tends to have better performance for 
vegetated land cover. Our study areas were primarily urban areas, so it is likely that our 
correction method would have better performance when applied to more vegetated landscapes. 
The sampling method that we used for the accuracy assessment focused primarily on identifying 
the change in classification accuracy for shadow pixels. Thus, we estimated the effect of 
correction method on the overall land cover by multiplying the improvement of shadow areas by 
the coverage of shadow in the image. The estimated improvement in overall accuracy for the 
entire land cover datasets (including both shadow and non-shadow pixels) ranged from 1% - 5% 
across all study sites. The estimated improvement was similar to the improvement of the LCC 
method (2%) and substantially better than the performance of the MSDF method (-25%) 
evaluated by Wu et al. (2014). Their study found that the MSDF method had poor performance 
due to the misalignment between multi-temporal images and the radial displacement in the aerial 
images. The correction method in our study integrated LiDAR with aerial images in the land-
cover correction, which helped reduce errors caused by radial displacement and misregistration. 
The accuracy of the land cover derived from auxiliary image directly affects the performance of 
correction method. Although leaf-off imagery used as the auxiliary data appeared to have greater 
improvements compared to leaf-on auxiliary imagery, the sample sizes for each combination of 
primary and secondary leaf-off and leaf-on imagery were too small to be conclusive.  
Although we did not find a decrease in performance with increasing percentage of 𝑆𝑜⋀𝐴 pixels 
between the original and auxiliary image datasets in our study, the performance of the correction 
method will likely be compromised as the percentage of 𝑆𝑜⋀𝐴 increases. High percentages of 𝑆𝑜⋀𝐴 
pixels will result in fewer shadow pixels from the original image that coincide with non-shadow 
pixels from the auxiliary image, which in turn will reduce the occurrences of spectral matches 
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between 𝑆𝑜⋀𝐴 and SO pixels with known land cover from auxiliary data. To minimize 𝑆𝑜⋀𝐴 pixels, 
it is advisable to select an auxiliary image collected at a different time of a day or different 
seasons compared to the original image to avoid shadows cast on similar locations.  
The land cover changes between the acquisition times of multi-temporal images could also cause 
correction errors. Although we observed few errors caused by land cover changes in our study, 
the correction method could be susceptible to these errors when applied to the areas with rapid 
land cover changes between the acquisition times of the multi-temporal images. The potential 
errors caused by land cover changes could be reduced by using images that have relatively close 
temporal proximity. 
Determining effective thresholds to use in the preliminary land-cover classification and 
correction process involves some human guidance, which might limit the applicability of the 
correction method in diverse landscapes or at broad geographic scales. Using other automated 
approaches for preliminary land-cover classification can help avoid adjusting the thresholds (e.g. 
NDWI, NDVI) for each image dataset. Although the fixed threshold used in correction process 
(e.g. SDI, window size) were robust for the image datasets evaluated in this study, it is possible 
that they would need to be adjusted for other datasets. Incorporating automatic thresholding 
methods (Cai et al., 2014; Otsu, 1997) can help improve the automaticity of the correction 
method in future research.  
4-5. Conclusion 
In this paper, we developed a pixel-based method to classify land cover in shadow areas using 
multi-temporal high-resolution aerial images and LiDAR data. The approach performed a 
preliminary land-cover classification for the image-of-interest and an auxiliary image. The land 
covers for shadow pixels were then replaced with either the coinciding land cover from the 
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auxiliary image or the land cover from the matched neighboring pixels in the original image that 
had the most similarity in terms of height and spectral properties. We found that the method 
substantially improved the preliminary land-cover classification in shadow areas with overall 
accuracy in shadows increased by 24%. The method had robust performance across a variety of 
urban landscapes and forest canopy conditions. The method performed best when using leaf-off 
images as auxiliary data because the land cover derived from leaf-off images had higher overall 
accuracy. The direct use of land cover from an auxiliary image and the integration of LiDAR in 
the correction method reduced the effect of radiometric differences, misregistration and radial 
displacement, all of which are common problems with MSDF methods using high-resolution 
imagery. The correction method is applicable with any land-cover classification approaches. 
Factors that can affect the performance of the correction method include the overall accuracy of 
auxiliary land-cover dataset, the percentage of overlap between shadow areas in the image-of-
interest and auxiliary image datasets, and the amount of land cover change between the 
acquisition times of the multi-temporal images. The method is semi-automated and thus suitable 
for application to images across large geographic extents with a low degree of human 
intervention.   
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