A recursive construction yields for all alphabets asymptotically dense codes correcting a constant number of localized errors.
Introduction and main result
The authors of the paper 1], where codes correcting localized errors were introduced, noticed that an extension of results to nonbinary alphabets causes di culties. In particular this is the case with the asymptotical Hamming bound, when the number of errors t = n increases linearly with the length n of the code. Up to now we proved it only in a small xed interval 0; o ] , although we believe that Hamming's bound is the true bound in the intervall 0; 1 2 ] (if 1 2 , then the rate of transmission is equal to 0 because it is impossible to transmit even two messages, when t n 2 ). However our joint e orts bore fruit for other, rather accurate, asymptotical estimates on the code size, when the number of errors t is constant. The binary case was studied in 2], but the method used there doesn't give the tight answer for nonbinary cases. Here we present another method.
During the transmission of q{ary words of length n over the channel at most t errors occur, and the encoder knows the set E of t positions, where these errors are possible. The decoder doesn't know anything about these positions. Let E t = fE j E f1; 2; : : :; ng; jEj = tg be the set of all subsets from f1; 2; : : :; ng of size t and let M be a set of messages (jMj = M) . A code word x(m; E) depends not only on the message m 2 M but also on the con guration of possible errors E . So there exists the natural correspondence between the message m 2 M and the list of code words S E2E t fx(m; E)g , which we use for the transmission of this message. Thus the code X for the set of messages M represents a collection of M lists S E2E t fx(m; E)g; m 2 M . Since we can use the same word for di erent con gurations, the size of a list can be essentially smaller than the size of the set E t (jE t j = ? n t ) .
Let us de ne the cylinder C(a; A) with the base a = (a 1 ; : : :; a n ) and the support A (A f1; 2; : : :; ng) as the set of words (y 1 ; : : :; y n ) with y i = a i , if i = 2 A . It is clear that the size of the cylinder C(a; A) is equal to q jAj and the number of di erent cylinders with the same support A is equal to q n?jAj . The maximal number of messages, which we can transmit by a code correcting t localized errors, is denoted by L q (n; t) . Proposition 1. However, it can be used more e ciently. Choose any monotone map f : Thus by Lemma 1
and Proposition 1 follows.
The following lower bound can be easily deduced by the standard greedy algorithm (maximal coding).
Proposition 2.
L q (n; t) q n q 2t ? n t :
Already Propositions 1 and 2 imply the asymptotic equivalence within a constant L q (n; t) q n n t ; when t is xed and n ! 1:
We draw attention to the fact that this equivalence is known for nonbinary error{correcting codes except t = 1 only for t = 2 and q = 3; 4 5].
The purpose of our work is to nd the precise constant in the equivalence. We construct asymptotically dense codes.
Theorem. For every constant t L q (n; t) = q n S t (1 + o(1)) = t! where o(1) ! 0 as n ! 1 ( o(1) depends certainly on t and q ).
Proof of Theorem: the induction step
We proceed by induction on t . The induction beginning t = 1 is established at the end of the proof in Section 4. The induction step to t goes through the following scheme.
We divide the interval of transmission of length n into b + 1 successive intervals: the rst interval shall be of length r and all the other b intervals shall be of length k = n?r b (more precisely, when n ? r isn't divisible by b , these intervals have the length b n?r b c or d n?r b e ). Now, for xed E let us denote by t 0 ; t 1 ; : : :; t b the number of possible errors in the i{th interval (i = 0; 1; : : :; b) (t 0 + t 1 + + t b = t) .
At rst we guarantee that the decoder always knows whether t 0 = 0 or t 0 > 0 . This we achieve by using in the rst r positions always at least t + 1 1's, if t 0 = 0 , and always r 0's, if t 0 > 0 . Now we distinguish three cases. 
we have from (7) L q (n; t) q n S t Clearly with these parameters (2), (6) and (8) The proof is complete.
We derive now (12) and (13) and thus make our paper independent of work, which did not yet appear. Remark. When q is a prime power then the maximal size of a code of length n , correcting a single (not necessarily localized) error, already equals q n S 1 (1 + o (1)) , where o(1) ! o as n ! 1 ( 8] ). Such a strong result is not available for general q . However, next we establish the asymptotic Hamming bound for general q in case of a localized error (t = 1) .
Proof of Theorem: the induction beginning
For the value t = 1 only the cases 1 and 3 occur. This simpli es matters, because there is now no need to inform the decoder whether case 2 or case 3 occured. On the other hand, since ? n 1 is linear in n , rather accurate estimates are needed and in particular the inequality in Proposition 2 is to crude for the present purposes. Instead we use (12) and (13), consequences of Lemma 2. Case 1. The one error can only be in the 0{th block, where we send (as previously) 0's.
In the other blocks all sequences can be send. Therefore we can transmit q n?r messages, where q n?r = q n?blog q (q?1)nc q n (q ? 1)n + 1 = q n S 1 :
Case 3. Let the position of a possible error be in the j{th block.
In the 0{th block we use only sequences with at most r ? 2 0's (to distinguish for the decoder this case from case 1) and we also encode that an error may occur in the j{th block.
We cannot waste even one position! This we achieve by partitioning the q r ? r(q ? The proof is complete.
