Abstract
INTRODUCTION
This paper investigates the use of multifractal analysis in the development of a reliable network traffic classifier. Unlike most traffic classifiers that are trained with apriori knowledge of the number and type of classes that will be observed, this multifractal traffic classifier characterizes and classifies unknown self-affine trafic classes based solely on statistical analyses of the behaviour of their multifiactal dimension.
To demonstrate the versatility of multifractal techniques to characterize self-affine traffic in general, this research uncovered a most unexpected form of biological traffic: the agonistic motion of male Siamese Fighting Fish (Betta splendens). A carefully selected 8-hour recording of biological habituation and dishabituation in Betta splendens is shown to be self-affine and akin to network traffic, and the recording is used to demonstrate the versatility of multifractal techniques to characterize such traffic.
In this paper, a definition of self-affine traffic will be presented with motivation to explain why self-affinity is important in the area of traffic classification and control. An overview of multifiactal and statistical analyses will highlight how multifractal "signatures" may be extracted from a traffic sequence. The K-means clustering algorithm will be used to assign classes to the data, and probabilistic neural networks will indicate the most likely number of classes and reliably classify previously unobserved self-affine traffic.
BACKGROUND
as being "rough"; and (3) their fractal dimensions can (and usually do) exist between integer dimensions.
Fractal dimensions are very important in the discussion of fractals because they are measures of the Self-affine traffic possesses structural similarities over wide ranges of time scales: milliseconds, seconds, minutes, hours, and even days or weeks [2] .
Self-Affine Traffic
The importance of the recognition of self-affinity in network traffic is realized in the problem of control and regulation through optimal resource allocation in dynamic operating conditions while striving to maintain Quality of Service (QoS) requirements. Traditional network traffic is often described by Markovian models, which have limited memory of the past and reflect the short-range dependence of the network traffic. The existence of self-affinity introduces new complexities by directly implying long-range dependence (LRD), which is not accounted for in the Markovian and other traditional models [SI. The existence of LRD can have a detrimental impact on network performance, including increased queuing delay and packet loss rate, because the buffers needed at switches and multiplexers must be much larger than those predicted by traditional queuing analyses and simulations [2].
Measures of Multifractals
Multifractals are the combination of more than one fractal in time or space, or both [ 1 11, and are better suited to the characterization of complex network traffic. The measures of multifractals include the R h y i multifractal dimension spectrum [ 121 and the Mandelbrot multifractal singularity spectrum [ 101. The trajectory of the variance fractal dimension will be discussed as a means of temporal multifractal characterization [ 101.
Variance Fractal Dimension Trajectory
The variance cz in the amplitude of a signal x(t) over a time interval At = I t2 -tl I is related to that time increment by the following power law [ 131, [ 101 
Vur[x(t,)
where H is the Hurst exponent. The exponent H can be calculated through a log-log plot for different scales At by For the embedding Euclidean dimension E, the variance dimension is
Fractals and Fractal Dimensions
Robert Devaney defines a fractal as "a subset of %" which is self-similar and whose fractal dimension exceeds its topological dimension" [7] , [8] . A simple and more intuitive definition is that a fractal is a self-affine object where any part of it is similar to the whole structure. The dimension of a fractal can be measured in an infinite number of ways, and can exist between integer dimensions [9] , [lo] .
Fractals (and multifractals) have the following properties: (1) they are self-affine, meaning that part of their structure is related to the whole structure through the property of scaling; (2) their structure cannot be described using Euclidean geometry, and is often viewed Since the calculation of the variance fractal dimension only considers a window of the given time series x(t), it is important to see how the dimension changes as a function of time (determined by the location of the window). This sequence of variance fractal dimensions is known as the variance fractal dimension trajectory (VFDT), and is the first stage in multifractal characterization of the traffic.
Probabilistic Neural Network
The probabilistic neural network (PNN) was introduced by Specht in 1988, and is specialized for solving classification problems [ 141. The PNN differs fiom the backpropagation (BP) neural network in that it uses a statistically derived activation function instead of a sigmoid activation function, and is much faster in training (seconds vs. hours) than a comparable BP. Its performance is generally very good, and asymptotically approaches Bayes optimality as the number of training examples increases [14] .
EXPERIMENTS AND DISCUSSION

Self-Affine Traffic Data
The traffic recordings used in this research were a form of biological traffic: the agonistic motion of male Siamese Fighting Fish (Betta splendens) in an aquarium, recorded using a stereoscopic video camera system. These data sets were shown to be self-affine because the calculation of the VFDT revealed a straight line (with a mean square error of less than 0.1) for over 96% of the log-log plots [15] . One such plot is shown in Fig. 1 , where the slope of the line is 1.7827. Using Eqs. 2 and 3, the Hurst exponent (H) is half of this slope, and the variance fractal dimension Do = 2 -H = 1.1086. An interesting 8-hour recording demonstrating dishabituation of Betta splendens [16] is selected as the traffic recording to demonstrate the versatility of multifractal techniques to characterize self-affine traffic. If these techniques are able to characterize and classify self-affine traffic as complicated as behaviour in a living organism, then multifiactal analysis may be applied to any valid recording of self-affine network traffic.
Signature Compression
The VFDT is calculated for the entire 8-hour recording of the selected data set using a carefully selected window size.
To better understand the behaviour of the VFDT, the statistical mean and variance trajectories of the VFDT are calculated using a sliding window. The window that is chosen is the same length as the window that was used to originally calculate the VFDT. However, since the time series is non-Gaussian, the mean and variance cannot provide enough information to describe the behaviour of the VFDT. For this reason, trajectories for the higher-order statistics, the skewness and kurtosis of the VFDT, are also calculated.
After these four statistical trajectories have been generated, a method of further compressing the statistical representation of the multifractal characterization is developed. This compression is possible by modelling the underlying processes that exist and create the four statistical trajectories.
A histogram trajectory of the values in each statistical trajectory is constructed using another sliding window that is of sufficient length to display the histogram accurately. After viewing histograms with a varying number of points, it is found that 9000 values produced a good histogram. A flexible distribution that is capable of taking on many different forms is needed to model the histograms, and the gamma distribution is chosen for this purpose. The gamma distribution is a highly non-linear distribution with two positive parameters, a and p , and is defined by the expression where qa) is the gamma function. This distribution is used to generate a valid probability distribution that models a histogram formed from a statistical trajectory. Using this distribution, a histogram may be represented by the two parameters a andp instead of the 9000 values needed to construct the histogram. Therefore, only eight parameters (two for each gamma distribution) are required to represent the histogram trajectories for the four statistical trajectories.
Since the statistical trajectories computed are not independent of each other, a large degree of correlation exists between the eight a andp parameters that represent the original VFDT. This correlation may be removed using principal component analysis (PCA), which is a linear transformation used to reduce the dimensionality of the data [17]. The eigenvalues and eigenvectors are solved for a square symmetric matrix, and the largest eigenvectors represent the primary principal components of the data. If PCA is performed on the eight parameters, it shows that 76% of the variance in these parameters is preserved in the first three principal components; similarly, 87% of the variance is preserved in the first four principal components [l5]. Therefore, if a criterion is set that at least 80% of the variance in the original data is required to be preserved, then the first four principal components are selected as a compressed representation of the histogram trajectories used to model the original behaviour of the VFDT.
Clustering and Class Assignment
Once the multifractal characterization and signature compression has been performed, the traffic signatures must be classified. If the classes in the traffic are already known, then the signatures and their corresponding classes may be inputted directly into the PNN. However, if the classes are not known a pyiori, then the most likely class assignments must be determined solely upon the distribution of the signatures. The K-means clustering algorithm is used to determine the class assignments [ 181, with verification from Kohonen's self-organizing feature map [19] . Unfortunately, a limitation of the K-means algorithm is that it must be instructed as to how many clusters it will find, regardless of whether or not the classes within the data are accurately represented by these clusters.
A method of choosing the most likely number of clusters (and therefore classes) is developed using the relative performance of a PNN trained with a sufficient percentage of the signatures for a specified number of classes (k). If the number of classes chosen is neither too few nor too many, then it may be an accurate model of the true behaviour of the system. It is anticipated that a PNN trained with this optimal class assignment Cop, will perform relatively well when classifying previously unobserved traffic. PNN misclassifications may occur more kequently when k > Cop, because the model used is too complex to accurately reflect the classes within the data, and Copt may therefore be determined by a dramatic change (such as a significant increase or decrease) in the rate of misclassifications. Several interesting statements may be made about this graph. The PNNs are undertrained using only 30% and 40% of the signatures to train because the maximum correct classification accuracy is only 55%; these configurations are chosen because a PNN performed well (92-96% accuracy) when 50% of the signatures were used for training, and no conclusive statements could be made regarding the optimal class assignment. The percentage correct classification decreases by only 5% for both curves when the number of classes increases fkom k = 2 to k = 3, and steep decreases of about 25% to 30% are observed on both plots as the number of classes increases from k = 3 to k = 5. The percentages of correct classifications remain at low values of 15% to 20% for k 2 5 and never recover [ 151. Since the PNNs perform relatively well when k = 2 and k = 3, and significant increases in misclassifications are observed when k > 3, then it is concluded that Copt = 3 and there are most likely three distinct classes in the selected Betta splendens recording.
Selection of Classes
PNN Classification
Once the most likely number of clusters is determined and classes are assigned to each cluster, a PNN with a locally optimal spread parameter is trained with 50% of the signatures sampled at regular intervals from the traffic sequence. The PNN training and test sets are constructed by sampling signatures at regular intervals (instead of random intervals) to ensure equal representation for every segment of the traffic sequence.
This PNN achieves an impressive 94.8% correct classification accuracy when classifying previously unobserved traffic.
CONCLUSIONS
This paper has shown that multifractal and higherorder statistical analyses may be used to characterize and compress signatures for a valid recording of self-affine traffic. If the classes in the traffic are not known, then the K-means clustering algorithm with a PNN may indicate the optimal class assignments, and a sufficiently trained PNN may accurately classify the signatures.
The Betta splendens traffic recording selected for this research was shown to be self-affine, and the first four principal components of the multifractal characterization were found to represent the data accurately. The relative performance of a PNN showed that there were most likely three distinct classes in the recording, and an optimized PNN trained with 50% of the signatures achieved a 94.8% correct classification accuracy when classifying previously unobserved traffic.
