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4 IIIA - CSIC, Bellaterra, Spain
The aim of the present study is to characterize the hemodynamics of left ventricular
(LV) geometries to examine the impact of trabeculae and papillary muscles (PMs)
on blood flow using high performance computing (HPC). Five pairs of detailed and
smoothed LV endocardium models were reconstructed from high-resolution magnetic
resonance images (MRI) of ex-vivo human hearts. The detailed model of one LV pair
is characterized only by the PMs and few big trabeculae, to represent state of art
level of endocardial detail. The other four detailed models obtained include instead
endocardial structures measuring ≥ 1 mm2 in cross-sectional area. The geometrical
characterizations were done using computational fluid dynamics (CFD) simulations
with rigid walls and both constant and transient flow inputs on the detailed and
smoothed models for comparison. These simulations do not represent a clinical or
physiological scenario, but a characterization of the interaction of endocardial structures
with blood flow. Steady flow simulations were employed to quantify the pressure drop
between the inlet and the outlet of the LVs and the wall shear stress (WSS). Coherent
structures were analyzed using the Q-criterion for both constant and transient flow
inputs. Our results show that trabeculae and PMs increase the intra-ventricular pressure
drop, reduce the WSS and disrupt the dominant single vortex, usually present in
the smoothed-endocardium models, generating secondary small vortices. Given that
obtaining high resolution anatomical detail is challenging in-vivo, we propose that the
effect of trabeculations can be incorporated into smoothed ventricular geometries by
adding a porous layer along the LV endocardial wall. Results show that a porous layer of
a thickness of 1.2 · 10−2 m with a porosity of 20 kg/m2 on the smoothed-endocardium
ventricle models approximates the pressure drops, vorticities and WSS observed in the
detailed models.
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1. INTRODUCTION
Computational cardiac modeling has become important as a
non-invasive modality to study the overall cardiac function
(Trayanova, 2011; Taylor et al., 2013). Recently, regulatory
bodies are encouraging and supporting the use of in-silico
modeling to reduce animal experimentation.Within this context,
models of cardiac hemodynamics have yet to be improved. The
majority of the hemodynamic cardiac computational simulations
consider simplified geometries with smoothed endocardial
surfaces (Doost et al., 2015; Khalafvand et al., 2015; Imanparast
et al., 2016), mostly due to a lack of high-resolution, fast and
safe in-vivo imaging techniques. It is also true that solving highly
detailed models require computationally expensive simulations
that can only be carried out using HPC.
In reality the heart anatomy is complex and all individuals
have their own unique anatomies. The interior of the cardiac
chambers is not smooth: it is populated by PMs, trabeculae of
different sizes and false tendons (Gao et al., 2014). In the LV,
PMs are the muscles responsible for properly positioning the
chordae tendinae during systole to optimize mitral valve leaflet
coaptation. Trabeculae are complex muscular structures that are
unique to a given human heart, mostly consisting of myocytes,
that protrude from the endocardial wall into the interior of the
ventricle and present a sponge-like structure. The primary role of
the trabeculae in the overall cardiac function remains unknown,
but they are often associated with the Purkinje network.
State of the art LV CFD simulations, employing detailed
endocardial structure models, have been created from either
MRI or computed tomography (CT) in-vivo modalities (Chnafa
et al., 2016; Lantz et al., 2016; Vedula et al., 2016), but
they only incorporated PMs and a few large trabeculae. In
previously reported studies, Chnafa et al. (2016) used 4D MR
images to reconstruct the LV geometry, characterized only by
PMs, and prescribe physiological deformations using numerical
treatments. In this way the author could study blood flow
instabilities within the ventricular cavity and found out that
high-frequency flow fluctuations can be common in normal LVs.
Both Vedula et al. (2016) and Lantz et al. (2016) added also
few big trabeculae together with the PMs in their LV geometries
and studied the impact of these endocardial structures on the
blood flow by comparing simulations results with smoothed-
endocardium ventricles. Vedula et al. (2016) reconstructed the
LV geometry from high-resolution 4D CT scans and applied
prescribed mesh deformation based on immersed boundary
method. The authors observed a “scrambling” of blood flow
vortices produced by PMs and trabeculae, which caused the
generation of deeper and more complex vortices that were not
present in the smoothed model. In this way, trabeculations help
diastolic filling and, during systole, they help ventricular washout
by wringing out the blood flow out from the apex. Lantz et al.
Abbreviations: LV, Left Ventricle; PMs, Papillary Muscles; HPC, High
Performance Computing; MRI, Magnetic Resonance Imaging; CFD,
Computational Fluid Dynamics; WSS, Wall Shear Stress; CT, Computed
Tomography; BSC, Barcelona Supercomputing Center; PBS, Phosphate Buffered
Saline; FE, Finite Element; FSI, Fluid Structure Interaction.
(2016) extracted the LV endocardial surface and wall motion over
time from 4D CT data. In contrast with Vedula et al. (2016) and
Lantz et al. (2016) did not observe any deep penetration of the
mitral inflow jet toward the apex: the jet strongly interacted with
the PMs and was diverted toward the outflow tract. However,
both papers have demonstrated that the detailed anatomies of LV
endocardium have important influences on blood flow dynamics:
in particular, particle tracking used by Lantz et al. (2016)
demonstrated that blood flow interacted with trabeculae and
PMs, creating vortices around the endocardial spaces between
the trabeculations. More vortices appeared during diastole in
the detailed LV as compared to the smoothed one, and PMs
redirected blood flow and generated a large vortex, which was
not present in the smoothed model. Finally, it was shown that
the presence of trabeculations created a region where the flow
appeared to be stagnant during five cardiac cycles, which is
impossible to reproduce with smoothed endocardium models.
While Vedula et al. (2016) and Lantz et al. (2016) considered the
PMs and few trabeculae, the level of detail and the amount of
trabecular structures in LV geometry reconstructions was not as
high as in Kulp et al. (2011), who segmented detailed endocardial
structures from high-resolution 4D CT data. The authors studied
the interaction between trabeculations and the blood flow by
deforming the initial 3D mesh in each following frame. Results
showed how the complex endocardial surface caused the blood to
move through the empty spaces between the trabeculations and
fill these cavities during diastole.
In this paper we used highly detailed anatomical LV
endocardium models to characterize the effects of trabeculae and
PMs on the blood flows using CFD simulations. Four detailed LV
geometries were reconstructed fromhigh resolution imaging data
of perfusion fixed human hearts (2 male and 2 female), which
were obtained at the Visible Heart R© Laboratory (Atlas of Human
Cardiac Anatomy, RRID:SCR_015734). Detailed and smoothed
endocardial models were reconstructed for each of the four hearts
to quantify the differences between these two cases and thus
characterize the impacts of PMs and trabeculae on ventricular
hemodynamics. The level of detail in these reconstructions of
the endocardial structures was, to the best of our knowledge, the
highest ever achieved for this kind of study: the average size of
the smallest structures reconstructed measures about 1 mm2 in
cross-sectional area.
A fifth (male) LV geometry, named control LV, was
reconstructed from the human hearts high resolution images
dataset, together with its smoothed equivalent. This model was
only characterized by PMs and few large trabeculae: in this way
we could compare simulation results obtained from the highly
detailed models described previously to the ones from an LV
geometry which is similar in detail to those present in literature
(Kulp et al., 2011; Chnafa et al., 2016; Lantz et al., 2016; Vedula
et al., 2016).
Through CFD simulations we aim to characterize the
hemodynamics inside detailed vs. smoothed human ventricular
anatomies by quantifying the trabecular volume, intra-
ventricular pressure drop, WSS and vorticity within the LV
cavities. Furthermore, we propose that a porous layer can be
added to the LV endocardium to compensate for the absence of
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trabeculae within smoothed ventricular hemodynamic models.
Our main findings show that the presence of trabeculae alters
significantly the blood flow by increasing intra-ventricular
pressure drop, reducing the shear stress at the ventricular walls
and generating multiple secondary vortices, absent in smooth-
walled ventricle simulations. Furthermore, our results show
that indeed a porous layer can compensate for the absence of
trabeculations inside simplified ventricular models by increasing
the intra-ventricular pressure drop, by reducing the wall shear
stress at the interface of the porous layer and by increasing the
amount of vortex structures within the LV.
2. MATERIALS AND METHODS
2.1. Left Ventricular Models
The five LV models used in this work were reconstructed from
high-resolution MR images obtained from in vitro perfusion of
fixed human hearts. The research uses of these heart specimens
have received appropriate approval from both the University of
Minnesota’s Institution Review Board and LifeSource Research
Committee (Minnesota’s non-profit procurement donation
organization). The hearts were recovered from organ donors
whose hearts were not viable for transplantation. Written and
informed consents were obtained from the donors families which
follow the wishes of the donor. The database is open to public
access.
DICOM data sets were acquired utilizing a 3T Siemens
scanner with 0.44 × 0.44 mm in-plane resolution and slice
thickness of 1 to 1.7mm. The hearts were fixed with 10% formalin
in phosphate buffered saline (PBS) solution for at least 24 h under
40–50 mmHg of pressure and then stored in 10% formalin. The
five hearts DICOM datasets are shown in Figure 1.
Image segmentation was carried out with Fiji software
(Fiji, RRID:SCR_002285), using the maximum entropy-based
thresholding algorithm (Qi, 2014), followed by endocardial
surface reconstruction using marching cubes algorithm in Seg3D
(Seg3D, RRID:SCR_002552). The relative high contrast of the
images guaranteed that the thresholding produced detailed
endocardial models. The smoothed models were generated from
the detailed geometries by manually deleting trabeculae and
PMs and closing holes on associated surfaces using ReMESH
software (ReMESH, RRID:SCR_015735). Autodesk Meshmixer
(Autodesk Meshmixer, RRID:SCR_015736) sculpting software
was then used to adjust the smoothed endocardial surface as to
maintain the same outline for both the smoothed and detailed
geometries.
The control LV, as a representative of a state of the art
anatomical model, was reconstructed using a regularized region
growing algorithm of ITK-SNAP (ITK-SNAP Medical Image
Segmentation Tool, RRID:SCR_002010) to get only large scale
anatomical detail from the images. The algorithm allowed
controlling the smoothness of the extracted contour making it
easier to obtain the smoothed surface with just the PMs and a few
large trabeculae (approximately 5 mm2 in cross-sectional area).
The obtained level of detail for the control LV was similar to
the reported models used in recent publications on blood flow
analysis in LV such as Vedula et al. (2016) and Chnafa et al.
(2016).
In order to let the flow develop, a 50 mm long tube was
attached at the inlet (corresponding to the mitral valve orifice)
and a 70 mm tube at the outlet (corresponding to the aortic
valve orifice). Each tube base matched exactly the corresponding
valvular ring plane. Tubes were created for every given LV model
using ParaView (ParaView, RRID:SCR_002516).
The resulting surface meshes were uniformly remeshed
using Remesh and then volumetric tetrahedral meshes were
generated using an isosurface-stuffing-based algorithm (Labelle
and Shewchuk, 2007) with an in-house mesher developed at
the Barcelona Supercomputing Center (BSC). The volumetric
meshes had adaptive element size, with volumes varying from
10−7 mm3 to 1.9 · 10−2 mm3, with an average size of 5.7 · 10−5
mm3. Wireframe zoomed images of the tetrahedral meshes can
be found in Figure S1.
The five LV anatomies, both smoothed and detailed, are
shown in Figure 2. A more detailed view is reported in Figure S2.
The medical histories and related information can be found in
Table 1 of the Supplementary Materials. The ventricular volume
of each mesh is reported in Table 2 of the Supplementary
Materials.
2.2. Hemodynamic Simulations
To carry out CFD simulations the walls were defined as rigid, no-
slip boundary conditions. For the outlet, a stabilizing boundary
condition employed a baseline pressure of 10.7 kPa (80 mmHg, a
normal end-diastolic arterial pressure) plus an outflow resistance
(Bazilevs et al., 2009). Blood viscosity was set to 0.0035 kg/(m · s)
and density to 1,060 kg/m3.
Hemodynamic simulations solving continuity and
Navier-Stokes equations for incompressible flows
were run on the MareNostrum 4 supercomputer
(MareNostrum, RRID:SCR_015737) and on Archer (ARCHER,
RRID:SCR_015854), UK supercomputer, using Alya, the BSC’s
in-house, parallel multi-physics, HPC solver (Houzeaux et al.,
2009; Vazquez et al., 2016).
Simulations were carried out using a low dissipation finite
element (FE) strategy described below. The Navier-Stokes
equations for a fluid domain  bounded by Ŵ = ∂ within
the time interval (t0, tf ) reside in calculating a velocity u and a
kinematic pressure p so that Equations (1, 2) are satisfied; where
ν is the kinematic viscosity, f is the vector of external body forces
and S(u) is the rate-of-strain tensor.
∂tu+ (u · ∇)u− 2ν∇ · S(u)+ ∇p− f = 0 in× (t0, tf )
(1)
∇ · u = 0 in× (t0, tf ) (2)
To obtain weak or variational formulation of the Navier-Stokes
equations Equations (1, 2), we introduced the spaces of vector
functions VD= H
1
D (), V0= H
1
0 () and Q=L
2 () /ℜ. L2 ()
is the space of square-integrable functions, H1 () is a subspace
of L2 () formed by functions whose derivatives belong also to
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FIGURE 1 | Five human hearts high resolution MRI datasets. Shown is the short axis view at mid-cavity height. (A–D) LV models with smoothed (left) and detailed
(right) endocardial surfaces along with the control LV (E).
FIGURE 2 | (A–D) LV models with smoothed (left) and detailed (right) endocardial surfaces along with the control LV (E). Below each LV, the reciprocal ventricular
cavity section, viewed from top, is shown.
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L2 (), H1D () is a subspace of H
1 () which satisfies Dirichlet
boundary condition on Ŵ. H10 () is a subspace of H
1 () whose
functions are zero on Ŵ; and H1D () and H
1
0 () are their
vector counterparts in a two- or three-dimensional space. (·, ·)
determines the standard L2 inner product. For the evolutionary
case, Vt≡L
2
(
t0, tf ;VD
)
and Qt≡D
′
(
t0, tf ;Q
)
were introduced,
where Lp
(
t0, tf ;X
)
is the space of time dependent functions in
a normed space X so that
∫ tf
t0
∥∥f∥∥p
X
dt < ∞, 1 ≤ p < ∞ and
Qt consists of mappings whose Q-norm is a distribution in time.
The weak form of problem (Equations 1, 2) with the boundary
conditions is then: Find u ∈ Vt , p ∈ Qt such that Equation (3) is
satisfied for every
(
v, q
)
∈ V0 × Q.
(∂tu, v) + (u · ∇u, v)+ 2ν(Su,∇v)−
(
p,∇ · v
)
+
(
q,∇ · u
)
− (f, v) = 0, (3)
Moreover, in the previous equations the non-linear term
convective form reported in Equation (4) was used, which
is the most frequent choice in computational practice. Using
Equation (2), other non-linear term forms can be derived, which
are the same at the continuous level but do have different
properties at the discrete level. In Equation (5) we consider the
energy, momentum and angular momentum conserving form
recently proposed in Charnyi et al. (2017). A non-incremental
fractional-step method was used for pressure stabilization. This
allows the use of finite element pairs which do not satisfy the
inf-sup conditions, like the equal order interpolation for the
velocity and pressure used in this work. An energy conserving
Runge-Kutta explicit method lately proposed by Capuano et al.
(2017) along with an eigenvalue based time-step estimator (Trias
and Lehmkuhl, 2011) were used in order to time integrate
the set of equations. This methodology, recently proposed by
FIGURE 3 | Synthetic transmitral E-A wave input function, wave parameters (blue) and the six time instants shown in Figure 10 (red).
FIGURE 4 | (Left) Porous layer (in light red) on subject A LV wall and corresponding detailed model. (Right) Vorticity estimated using the Q-criterion, thresholded at
5,000 s−2, for constant inflow simulations with smoothed, detailed and smoothed with porous layer geometries. Vortices are colored by velocity magnitude [m/s].
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Lehmkuhl et al. (2017), follows the principles of Verstappen
and Veldman (2003), generalized for unstructured finite volumes
by Jofre et al. (2013) and Trias et al. (2014) but in a FEM
framework. The presented methodology has been successfully
validated and benchmarked vs. other popular CFD approaches
and experimental data in the bioengineering flows environment
in Koullapis et al. (2017).
NLconv (u) = u · ∇u (4)
NLemac (u) = 2S (u)u+ (∇ · u)u (5)
We performed the following simulations:
1. Constant inflow. This was done to characterize purely the
influences of the geometries on the hemodynamics. A
constant, flat-profile, blood flow velocity of 0.55 m/s (peak
normal transmitral inflow velocity Fernández-Pérez et al.,
2012) was applied at the inlet of all models.
2. Synthetic E-A wave mitral valve inflow. A synthetic E-A wave
was created as a combination of two cosine functions as
in Equation (6). A was the maximum amplitude of the wave,
t0,E, t0,A, and t1,E, t1,A were the initial and final time of E and A
waves respectively. tp,E and tp,A were the time corresponding
to the peaks of E and A waves and t was the simulation
duration. The parameters of the wave were chosen to represent
a standard E-A wave of a healthy individual (Fernández-Pérez
et al., 2012); their values and the corresponding function are
shown in Figure 3.
3. Constant inflowwith a porous layer.A layer with the properties
of a uniform porous material was added to the interior
walls of the smoothed-endocardium models (see Figure 4).
The motivation is that a porous layer is easy to implement
and may provide similar hemodynamic characteristics than
the irregular endocardial wall. The initial permeability value
considered was the minimum of well graded gravel (5 · 10−4
m/s), that yields a porosity of 7 kg/m2 (Standard, 1999).
The thickness and permeability of the porous material were
empirically selected for model A so that the smoothed-
endocardium model with this layer generates similar intra-
ventricular pressure drop as the corresponding detailed
model. In order to solve the CFD with the porous material,
the momentum conservation equation was stated in the form
of Darcy’s law (Equation 6), where µ is the dynamic viscosity,
k is the permeability, u is the velocity and p is the pressure,
and added to the Navier-Stokes equations. To find the optimal
combination of thickness and porosity of the porous layer, we
did a sensitivity analysis varying the thickness from 1 · 10−2
to 1.2 · 10−2 m with porosities of 7, 20, 40, and 70 kg/m2.
The parameters of the porous layer selected for model A was
applied to models B, C, and D to verify if a single porous layer
approximation can reproduce the hemodynamic behavior in
the rest of the models.
v (t) =


AE
2
(
1+ cos
(
2π(t−tp,E)
t1,E−t0,E
))
t0,E ≤ t ≤ t1,E
0 t1,E < t < t0,A
AA
2
(
1+ cos
(
2π(t−tp,A)
t1,A−t0,A
))
t0,A ≤ t ≤ t1,A
(6)
u = −
1
µ
k(∇p) (7)
2.3. HPC Characteristics
HPC characteristics for both constant and transient inflow
simulations in terms of cores, total simulation time and time step
are reported in Tables 1, 2. Every simulation, with both constant
and transient inflow, was run up to 800 ms. Information on the
scalability of the incompressible flow module within Alya multi-
physics solver can be found in the works of Houzeaux et al.
(2009) and Vazquez et al. (2016). The elements-per-core ratio
that was used to run these hemodynamic simulations was about
25,000.
2.4. Geometric Markers
The following geometrical markers were used:
Trabecular volume was calculated as a difference between the
volume of the convex hull of the detailed-endocardium LVmodel
and the volume of the model itself.
The angle between inlet and outlet was the angle between the
vectors normal to the two valvular planes (mitral and aortic). An
illustration can be seen in Figure 5.
The distance between inlet and outlet was the distance between
the mitral and aortic valves centers. An illustration can be seen in
Figure 5.
2.5. Hemodynamic Analysis
2.5.1. Intra-ventricular Pressure Drop
The pressure distributions were analyzed within 15 mm long
volumes of both inlet and outlet tubes. The sections were chosen
right at the inlet of the mitral and at the outlet of the aortic
valves. The histograms were normalized to unit area under
the curve and bin width was calculated using the Freedman-
Diaconis rule. As the pressure distributions were non-Gaussian
(Figure 6), the intra-ventricular pressure drop was calculated as
the difference between the inlet and outlet pressure mode. The
pressure difference was then averaged over the ten last time
frames (approximately 50 ms of simulations), during steady flow.
From these results, we calculated the intra-ventricular pressure
drop difference (1Pdiff ) as the difference of the detailed and
smoothed pressure drops for every studied LV.
2.5.2. WSS on the Ventricular Walls
WSS histograms were computed for every LV cavity (Figure 7)
and normalized using the Freedman-Diaconis rule to choose the
width of the bins. Given that these distributions were upward
skewed, the median was used to analyze the WSS of each model.
The total magnitude range and the mode are also reported for
each case. In the case of the porous layer simulations, the median
and mode WSS were calculated on the interface between the
porous layer and the blood flow.
2.5.3. Vorticity
Coherent structures were analyzed in both steady and transient
inflow simulations applying the Q-criterion method (Hunt et al.,
1988; Chakraborty et al., 2005). The applied thresholds for
vortex visualization were 5,000 s−2 and 1,000 s−2 for steady and
Frontiers in Physiology | www.frontiersin.org 6 April 2018 | Volume 9 | Article 458
Sacco et al. Detailed LV CFD Simulations
T
A
B
L
E
1
|
C
o
n
st
a
n
t
in
flo
w
si
m
u
la
tio
n
s
re
su
lts
a
n
d
H
P
C
in
fo
rm
a
tio
n
o
n
b
o
th
c
o
n
st
a
n
t
a
n
d
tr
a
n
si
e
n
t
in
flo
w
si
m
u
la
tio
n
s.
H
e
a
rt
s
A
B
C
D
E
G
e
o
m
e
tr
y
S
m
o
o
th
e
d
D
e
ta
il
e
d
S
m
o
o
th
e
d
D
e
ta
il
e
d
S
m
o
o
th
e
d
D
e
ta
il
e
d
S
m
o
o
th
e
d
D
e
ta
il
e
d
S
m
o
o
th
e
d
D
e
ta
il
e
d
A
re
a
in
le
t
[m
2
]
6
·
1
0
−
4
1
0
.2
·
1
0
−
4
5
.7
·
1
0
−
4
9
.4
·
1
0
−
4
1
3
.9
·
1
0
−
4
A
re
a
o
u
tle
t
[m
2
]
2
.5
·
1
0
−
4
2
.4
·
1
0
−
4
3
·
1
0
−
4
1
.8
·
1
0
−
4
4
.9
·
1
0
−
4
α
[d
e
g
re
e
s]
4
9
7
2
.2
5
8
.8
4
3
.3
7
3
.7
d
[m
]
2
.1
·
1
0
−
2
1
.9
·
1
0
−
2
2
.3
·
1
0
−
2
2
.3
·
1
0
−
2
2
.3
·
1
0
−
2
Tr
a
b
e
c
u
la
e
[%
]
2
1
.4
2
6
.6
1
9
.6
2
1
.3
1
0
.9
a
V
o
lu
m
e
tr
ic
m
e
sh
e
le
m
e
n
ts
3
,0
1
2
,2
4
0
2
,3
2
9
,1
7
5
3
,5
4
5
,0
8
0
5
,5
2
5
,8
5
8
1
,7
7
3
,6
8
0
5
,0
3
9
,2
0
5
1
,5
8
8
,1
6
0
3
,2
5
1
,7
9
0
2
,5
8
3
,6
8
0
4
,2
7
2
,9
6
0
V
o
lu
m
e
tr
ic
m
e
sh
p
o
in
ts
5
6
2
,9
2
6
4
7
6
,9
5
1
6
3
2
,6
4
2
1
,1
4
0
,1
1
7
3
3
3
,3
0
5
1
,0
3
8
,8
9
0
2
0
4
,1
8
9
6
7
1
,4
4
2
5
4
1
,2
0
4
7
6
4
,9
0
3
R
e
yn
o
ld
s
n
u
m
b
e
r
a
t
in
le
t
6
,0
0
4
4
,6
0
5
4
,4
7
7
5
,7
6
4
7
,0
0
9
1
P
[k
P
a
]
1
.3
±
0
.1
1
.5
±
0
.1
3
.8
±
0
.0
4
4
.1
±
0
.1
0
.7
±
0
.0
6
0
.8
±
0
.0
5
2
.2
±
0
.1
4
.9
±
0
.2
2
.3
2
.5
±
0
.1
1
P
d
iff
[k
P
a
]
0
.2
0
.3
0
.1
2
.7
0
.2
W
S
S
m
o
d
e
[P
a
]
0
.3
5
0
.0
5
0
.0
6
0
.0
5
0
.7
5
0
.0
5
0
.4
5
0
.0
5
0
.1
5
0
.2
5
W
S
S
m
e
d
ia
n
[P
a
]
0
.5
1
0
.3
9
1
.0
2
0
.3
4
1
.2
3
0
.6
7
0
.6
3
0
.6
6
0
.8
4
0
.5
2
To
ta
lv
o
rt
e
x
su
rf
a
c
e
[m
2
]
2
9
.1
·
1
0
−
3
3
5
.6
·
1
0
−
3
3
3
.8
·
1
0
−
3
6
0
.4
·
1
0
−
3
2
0
.4
·
1
0
−
3
3
7
.7
·
1
0
−
3
4
5
·
1
0
−
3
4
8
.4
·
1
0
−
3
2
9
.4
·
1
0
−
3
3
5
.3
·
1
0
−
3
C
o
re
s
1
4
4
9
6
1
4
4
2
4
0
9
6
2
4
0
9
6
1
4
4
1
4
4
1
9
2
C
.I.
b
S
im
u
la
tio
n
tim
e
[h
h
:m
m
]
6
3
:4
7
2
5
4
:5
0
9
1
:1
3
1
1
0
:1
0
4
1
:4
3
1
3
4
:1
8
1
8
:1
7
4
1
9
:4
7
1
5
4
:1
5
1
1
3
:3
7
C
.I.
In
iti
a
lt
im
e
st
e
p
[s
]
9
.8
5
·
1
0
−
0
5
7
.7
4
·
1
0
−
0
5
5
.7
8
·
1
0
−
0
5
6
.6
8
·
1
0
−
0
6
7
.1
7
·
1
0
−
0
5
6
.9
0
·
1
0
−
0
5
1
.9
0
·
1
0
−
0
4
5
.5
1
·
1
0
−
0
5
1
.3
5
·
1
0
−
0
4
9
.4
2
·
1
0
−
0
5
T.
I.c
S
im
u
la
tio
n
tim
e
[h
h
:m
m
]
8
1
:2
5
1
6
7
:5
2
3
3
5
:1
2
3
4
0
:1
8
3
3
6
:3
3
5
3
:5
0
2
6
5
:2
0
2
1
3
:5
3
1
7
:2
0
1
2
0
:4
6
P
,
m
o
d
e
o
f
th
e
p
re
s
s
u
re
d
is
tr
ib
u
ti
o
n
a
t
in
le
t
a
n
d
o
u
tl
e
t.
1
P
,
in
tr
a
-v
e
n
tr
ic
u
la
r
p
re
s
s
u
re
d
ro
p
fr
o
m
in
le
t
to
o
u
tl
e
t.
1
P
d
iff
=
1
P
d
−
1
P
s
,
d
iff
e
re
n
c
e
s
b
e
tw
e
e
n
d
e
ta
ile
d
a
n
d
s
m
o
o
th
e
d
p
re
s
s
u
re
d
ro
p
s
.
a
In
th
e
c
a
s
e
o
f
th
e
c
o
n
tr
o
lL
V
w
e
c
a
lc
u
la
te
d
th
e
P
M
s
vo
lu
m
e
,
s
in
c
e
th
is
LV
g
e
o
m
e
tr
y
w
a
s
o
n
ly
c
h
a
ra
c
te
ri
ze
d
b
y
P
M
s
.
b
C
.I
.,
C
o
n
s
ta
n
t
In
flo
w
s
im
u
la
ti
o
n
s
.
c
T.
I.
,
Tr
a
n
s
ie
n
t
In
flo
w
s
im
u
la
ti
o
n
s
.
Frontiers in Physiology | www.frontiersin.org 7 April 2018 | Volume 9 | Article 458
Sacco et al. Detailed LV CFD Simulations
transient inflow simulations respectively. Vortex quantification
was done in Paraview, by integrating the contours of the vortices
to estimate the total surface area.
3. RESULTS
3.1. Constant Inflow
The results of constant inflow quantification for the five LVs are
shown in Table 1. In all LVs, the intra-ventricular pressure drops
(1Pdiff ) increased in the detailed geometries by an average 0.2
kPa, except for subject D, that elicited the highest 1Pdiff of 2.7
kPa. Also the detailed E LV, exhibited a similar pressure drop to
models A, B, and C, regardless of the low percentage of trabecular
volume within its geometry. The geometrical markers do not
indicate a direct correlation to the pressure drop (see Table 1).
The pressure drop in models A, B, C, and E correlated best with
the distance between their inlet and outlet, however, when model
D is included, any good correlation disappears. The pressure drop
is not correlated either to the Reynolds number at the inlet of each
model.
Themagnitudes of theWSS for each case is shown in Figure 7.
The WSS histograms are shown in Figure 8; they were cropped
at 3 Pa for visualization purposes, but the maximum values are
included in each plot. The median WSS decreased in the detailed
geometries on all subjects, except for subject D, as shown in
Table 1. Notice that in model D, in Figure 7, high WSS regions
are markedly localized on the PMs and the outflow region.
In model D the WSS median values remain relatively similar
between the smoothed and detailed models, even though the
mode values are significantly lower for the detailed geometry. It
is important to point out that the peak WSS was higher on the
detailed models in comparison with the smoothed geometries,
except for model E.
The vortical structures shown in Figure 9 are thresholded at
5,000 s−2 and color coded according to the velocity magnitude
[m/s]. The smoothed geometries generated fewer and larger
vortices, while the detailed LVs showed the disruption of larger
structures breaking down into a multitude of small scale vortices.
To quantify them, the vortex contour surface area was calculated
(shown in Table 3). The total surface area of the vortices was
smaller in the smoothed (with a mean of 31.6 ± 8.9 · 10−3 m2)
compared to the detailed LVs (with a mean of 43.5 ± 10.8 · 10−3
m2).
3.2. E-A Wave Mitral Valve Inflow Results
From the E-A wave transmitral inflow function 6 time instants
were selected, as highlighted in Figure 4: early E wave (1), E wave
peak (2), late E wave (3), early A wave (4), A wave peak (5) and
late A wave (6). Figure 10 shows the vortices in model D. The
Q-criterion values were thresholded at 1,000 s−2 and colored
according to the velocity magnitude [m/s]. Figure 10 and Table 3
show that the presence of trabeculae created secondary vortices
at the early E wave (time instants 1), increasing the total vortex
surface from 9.4 · 10−3 m2 in the smoothed to 14.8 · 10−3 m2 in
the detailed geometry. The secondary vortices in the detailed LV
penetrated deeper between the trabeculations during the late E
wave (time instant 3). During the early and peak Awave, a second
weaker vortex ring was formed and it mixed with the vortices
TABLE 2 | Constant inflow simulations results for A-D LVs with the porous layer of
thickness 1.2 · 10−2 m and porosity 20 kg/m2, along with the corresponding HPC
information.
Hearts A B C D
1P [kPa] 1.5 ± 0.04 3.9 ± 0.4 0.78 ± 0.04 2.6 ± 0.3
WSS mode [Pa] 0.003 0.47 0.23 0.25
WSS median [Pa] 0.36 0.32 0.51 0.55
Total vortex surface [m2] 36.8 ·10−3 61.3 · 10−3 40 ·10−3 54.6 ·10−3
Cores 144 144 96 96
Simulation time [hh:mm] 46:51 47:30 47:30 47:30
Initial time step [s] 5.5 ·10−05 6.39 ·10−06 7.68 ·10−06 2 ·10−06
P, mode of the pressure distribution at inlet and outlet.
1P, intra-ventricular pressure drop from inlet to outlet.
1Pdiff = 1Pd − 1Ps, differences between detailed and smoothed pressure drops.
FIGURE 5 | Angle (α) and distance (d) between the mitral and aortic valvular
planes definition.
generated during the early filling (time instants 4–5). Here, for
both smoothed and detailed geometries, the total surface of the
vortices increased due to the mixing vortices but the amount
was still higher in the detailed compared to the smoothed LV
(25.5− 22.5 · 10−3 m2 vs. 29.2− 25.9 · 10−3 m2 respectively).
3.3. Constant Inflow With a Porous Layer
The proposed porous layer produces energy dissipation,
which increases the intra-ventricular pressure drop and adds
complexity to the blood flow. The results of the sensitivity
analysis of the effect on the intra-ventricular pressure drops for
each thickness-porosity combination are reported in Table 4.
By adding a layer of 1.2 · 10−2 m thickness and a porosity of
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FIGURE 6 | Normalized pressure histograms for each smoothed and detailed LV pair, at inlet (Pin) and outlet (Pout ), for constant inflow simulations. (A–D) LV models
with smoothed (left) and detailed (right) endocardial surfaces along with the control LV (E).
20 kg/m2 to the smoothed subject A, we obtained the intra-
ventricular pressure drop equal to the one of its detailed case
(1.5 kPa). Additionally, the vortex visualization using the Q-
criterion thresholded at 5,000 s−2 demonstrates that the amount
of vortices in the smoothed LV with the porous layer are similar
to the ones in the detailed case (see Figure 3), presenting a
total vortex surface area of 36.8 · 10−3 m2. This may indicate
that the roughness interacts with the boundary layer as a sand-
grain roughness does, without prioritizing any particular flow
direction, being then the proposed porous layer model very
effective. The presence of the porous layer could also approximate
the WSS calculated for the detailed geometry A as can be
observed in Table 2, providing a relative error of only 0.076.
The same layer with a thickness of 1.2 · 10−2 m and a porosity
of 20 kg/m2 was then applied to all the other cases (subjects B, C,
D). In subject B and C, the presence of the porous layer increased
the intra-ventricular pressure drop to values similar to the ones
obtained within the detailed cases (see Table 2) providing a
relative error of just 0.2 and 0.02 respectively. In subject D,
the intra-ventricular pressure drop increased slightly with the
presence of the porous layer, but in this case the thickness and
porosity values of the porous layer were not able to reproduce the
high values of pressure drop obtained inside the detailed model
(relative error is 0.46). However, in all the models with the porous
layer the WSS was reduced as shown in Table 2 with the biggest
relative error being 0.23 in model D. This table also shows how in
all the cases the total vortex surface increased with the presence
of the porous layer by providing values slightly higher than those
of the detailed geometries in all cases, with the maximum relative
error being−0.12 for model D.
4. DISCUSSION
LV endocardiums of humans present a highly trabeculated
appearance, which is often ignored in ventricular hemodynamic
studies. Even though a few studies have been done to analyze the
effect of papillaries and trabeculae on blood flow, no study to our
knowledge has ever included small trabeculae of cross-sectional
area of 1 mm2.
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FIGURE 7 | Magnitude of the WSS during constant inflow simulations on all cases. All geometries are clipped and aligned to the upper left axes in the figure. The
septum is pointed out for spatial reference. (A–D) LV models with smoothed (left) and detailed (right) endocardial surfaces along with the control LV (E).
In this study we focused on characterizing solely the effects
of the geometries on the hemodynamics using CFD simulations.
The fact that the walls are rigid makes it impossible to extapolate
any of the findings to a clinical or physiologically relevant
scenario. This study provides an engineering-like approach
to a very complex biological system, by quantifying and
characterizing the interaction between endocardial structures
and blood flow and providing a potential model to include the
effect of the complex structures within the heart without the
need of segmenting an extremely complex structure and running
large simulations every time. Therefore the absence of the mitral
valvemay constitute a limitation if we were drawing physiological
conclusions, however it is not the case for the kind of study
presented in this manuscript.
Given the different metrics analyzed, there appears to be no
direct correlation between the volume of trabeculae and the
intra-ventricular pressure drop. For the geometrical markers,
subject D, for example, presented the highest 1Pdiff and is
characterized by the smallest angle between the valvular planes
(43.3◦). We hypothesize that the 1Pdiff obtained in model D
is a result of the location of the PMs, which were positioned
right below the inlet, disturbing the blood flow at the inlet,
which led to a higher energy dissipation, not observable in the
other cases. There is no direct correlation between the angle
or distance of inlet and outlet and the 1Pdiff . It is clear that
the existence of rugosities along the endocardial walls alter the
hemodynamics by creating flow recirculation regions, vortex
disruption into secondary vortices, which increase the energy
dissipation, hence increasing the intra-ventricular pressure drop
in complex ways. A key observation is that the location and
orientation of the mitral and aortic valvular rings influence the
direction of the flow, and hence, the high WSS visible either
on trabeculated regions or on the PMs. We hypothesize that
this observation is responsible for the high maximum WSS
magnitude on the detailed geometries. Given the surface area
of trabeculae or papillaries, WSS tends to be concentrated in
small regions (Figure 7), increasing its maximum magnitude.
This fact may have high implications on local tissue remodeling.
However, regardless of the range of WSS, in Figure 8 it can
be observed that in the smoothed geometries the mode WSS
was of 0.5–1 Pa, while in detailed meshes the mode drops to
approximately 0 Pa. PMs and trabeculae reduced the WSS in LV
about 23.5–66.7%. Wall shear stress is an important parameter
in biology in general. Mechano-transduction is an important
mechanism in biology. Even though it is practically impossible
to measure it in-vivo in the LV, and it has never been reported
before, the fact that WSS is reduced in the presence of trabeculae
may provide an insight of the reason of why such endocardial
structures exist. The presence of trabeculae and PMs generated
a multitude of secondary vortices that were not present in the
smoothed geometries, as shown in Figure 9. The overall vortex
area decreased in the smoothed LVs (Table 1), with a mean
of 31.6 ± 8.9 · 10−3 m2. The presence of detailed endocardial
structures increased the amount of vortices with a mean area
of 43.5 ± 10.8 · 10−3 m2. Subject D was intriguing. The effect
of trabeculae and PMs led to a higher WSS median. This is
because this LV is characterized by large PMs (noticeable in
Figures 1, 8), which led to higher WSS concentrated on the
PMs. A 4.8% higher WSS was indeed observed in the detailed
D case. We hypothesize that the high pressure drop in case D
was due to the prominent PMs, which disturbed flow markedly,
increasing the energy dissipation within the intra-ventricular
volume, and thus, generating a high intra-ventricular pressure
drop (see Figure S3). The analysis of more geometries is required
to further understand and characterize the effect of endocardial
structures on hemodynamics.
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FIGURE 8 | Normalized WSS histograms for smoothed and detailed LVs cavities under constant inflow. WSS medians are indicated with dashed lines. The range 0–3
Pa is highlighted for visualization purposes, but the maximum WSS values are included in each plot. (A–D) LV models with smoothed (left) and detailed (right)
endocardial surfaces along with the control LV (E).
The results from the control subject E demonstrated that
the presence of only the PMs led to a low 1Pdiff (0.2 kPa),
however the main impact appears to be the WSS distributions in
comparison with the more detailed geometries. In other words,
having only PMs and a few big trabeculae does not significantly
modify the WSS.
Using a transient inflows (E-A wave) allowed the study
of vortex formations following physiological inputs. In the
smoothed LV vortices were nominal and the generation of the
vortex rings was clearly visible during the E waves (see the
example in Figure 10). On the other hand, in the trabeculated
ventricles, the vortex rings were disrupted, generating a
multitude of secondary vortices. The vortex surface areas are
provided inTable 3. It can be observed that the total surface areas
of the vortices were larger in the trabeculated, in comparison
to the smoothed geometry. Furthermore, in the anatomically
detailed LV the secondary vortices penetrated deeper between
the trabeculations during the late E wave (time instant 3). Notice
that the A wave seems to produce higher vorticity in this model.
We hypothesize that the reason for this is that we are starting
our simulation with an organized zero flow all throughout the
model. Recirculation within the cavity at zero flow (diastasis)
would create higher vorticity in the second inflow wave. In
the smoothed case vortices were more compact, while in the
anatomically detailed LV there were multiple vortices that tended
to be pushed toward the apex during the late A wave (time instant
6). This finding is in accordance with the results from the work
of Vedula et al. (2016), in which the authors suggests that the
observed behavior may help increasing LV washout. On the other
side, the main vortex ring disruption and secondary vortices
formation due to LV trabeculations was not seen in the work of
Lantz et al. (2016), where they noticed that the presence of PMs
and trabeculae generates a large vortex in the middle of the LV
cavity.
Preliminary results from replacing the trabeculae with a
porous layer show that it is possible to obtain an intra-ventricular
pressure drop similar to those generated by the detailed
endocardial models. Only for subject D, the intra-ventricular
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FIGURE 9 | Vorticity estimated using the Q-criterion, thresholded at 5,000 s−2, for constant flow simulations in LVs with smoothed (Top) and detailed (Bottom)
geometries. Vortices are colored by velocity magnitude [m/s]. (A–D) LV models with smoothed (left) and detailed (right) endocardial surfaces along with the control
LV (E).
TABLE 3 | Total vortex surface [m2] for the six instants (1−6) of the synthetic E-A wave in subject D.
Geometry 1 2 3 4 5 6
Smoothed 9.4 · 10−3 16.7 · 10−3 17.4 · 10−3 25.5 · 10−3 22.5 · 10−3 23.7 · 10−3
Detailed 14.9 · 10−3 18.1 · 10−3 24.4 · 10−3 29.2 · 10−3 25.9 · 10−3 26.6 · 10−3
pressure drop was not as high as the one observed in the detailed
model. This is due to the presence of big PMs right below
the mitral valve inlet, which, as explained previously, highly
disturbed the flow and increased the energy dissipation.
Moreover, the addition of a porous layer on the smoothed
geometries helped to reduce the WSS median in all the
models providing small relative errors 0.07, 0.05, 0.23, and 0.16
respectively. Again, for model D, the median WSS had a bigger
relative error mostly due to the large impinging of flow on the
PMs, which increase the WSS median for that specific case.
Finally, the presence of the porous layer disrupted the main
vortices into smaller ones, increasing the total vortex surface to
values slightly higher than the observed in the detailed cases,
however, the relative errors range from −0.1 to −0.12, therefore
reproducing the hemodynamic behavior in terms of vorticity.
4.1. Limitations
The main limitation of this study is the use of CFD, without
fluid-structure interaction (FSI), valves or moving walls. The lack
of motion prevents us from comparing any measured value to
in-vivo heart function, however, as was mentioned before, this
study attempts to characterize solely the geometry effects on
hemodynamics. Future work involves the use of FSI to compare
our findings to in-vivo measurements. Another limitation is the
small sample size, which limits the generalization and statistical
significance of our results.
The generation of smoothed ventricles from the trabeculated
ones provides a degree of variability in the geometries created.
We removed the trabeculae keeping the overall shape of the
ventricle and the volume unchanged. This however is observer
dependent and requires a fair amount of user interaction. In
models A–D, the smoothing procedure led to slightly smaller
estimated LV volumes due to the elimination of the trabeculae.
In the case of model E, the ventricular surface was primarily
characterized by PMs, presenting just a few trabeculae, which led
to a larger volume in the smoothed heart.
An important limitation is that valves were not considered
in our simulations. The presence of the mitral valve will direct
the blood flow jet to create impinging and this will have some
influence on the interaction between the flow and the detailed
endocardial structures. The valves have also been reported to
create a vortex ring right below its leaflets, as observed in
previous studies (Töger et al., 2012; Vedula et al., 2016), which
is impossible to capture in this study.
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FIGURE 10 | Vortices comparison in E-A wave inflow simulations with smoothed (Left) and detailed (Right) LV (D). Shown is the Q-criterion thresholded at 1,000
s−2. Vortices are colored by velocity magnitude [m/s]. 1–6 are the time instants selected from the EA wave represented in Figure 3.
TABLE 4 | Porous layer sensitivity analysis results for subject A.
Geometry Porous layer
Porous layer thickness [m] 1 · 10−2 1.2 · 10−2
Porosity [kg/m2] 7 20 40 70 7 20 40 70
1P [kPa] 1.46 1.45 1.45 1.44 1.56 1.5 1.47 1.45
WSS median [Pa] 1.3 1.26 1.11 1.1 1.27 1.32 1.2 1.18
Total vortex surface [m2] 38.5 · 10−3 36.4 · 10−3 32 · 10−3 31.4 · 10−3 36.3 · 10−3 36.8 · 10−3 35.7 · 10−3 32.9 · 10−3
Constant inflow simulations.
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5. CONCLUSIONS
The highly anatomically detailed LV models developed in
this study present a level of geometric information that was
never achieved before. The simulations performed highlight the
differences between blood flow CFD simulations in detailed vs.
smoothed human ventricular models. The presence of detailed
structures increase the intra-ventricular pressure drop, create
multiple secondary vortices and decrease the WSS within the LV
cavity. The amount of trabeculations have no direct correlation
with the 1Pdiff , which was noted highest in the female LV D
case. To the best of our knowledge, our study analyzed for
the first time intra-ventricular pressure drops to investigate the
effects of trabeculae and PMs on LV hemodynamic modeling.
LV hemodynamics in detailed geometries are more complex than
we anticipated, hence, a detailed study with more subjects is
necessary and ongoing. Furthermore, our results confirm that
neglecting detailed endocardial structures prevent computational
models from recreating the complex blood flow behavior within
the ventricles. Given that HPC simulations and high resolution
MRI data are not always accessible, we propose that a simulated
porous layer on the endocardial wall of smoothed LV models can
potentially substitute the highly detailed geometries. Finally, we
demonstrated that by adding a layer of 1.2 · 10−2 m thickness
and 20 kg/m2 porosity to the smoothed cases we obtained
pressure drops and WSS similar to the ones in the detailed
LVs. The porous layer also increased the amount of secondary
vortices, close to the amount observed inside the trabeculated
models.
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