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RÉSUMÉ 
De plus en plus de recherches sur les Interactions Humain-Machine (IHM) tentent 
d’effectuer des analyses fines de l’interaction afin de faire ressortir ce qui influence les 
comportements des utilisateurs. Tant au niveau de l’évaluation de la performance que de 
l’expérience des utilisateurs, on note qu’une attention particulière est maintenant portée aux 
réactions émotionnelles et cognitives lors de l’interaction. Les approches qualitatives 
standards sont limitées, car elles se fondent sur l’observation et des entrevues après 
l’interaction, limitant ainsi la précision du diagnostic. L’expérience utilisateur et les 
réactions émotionnelles étant de nature hautement dynamique et contextualisée, les 
approches d’évaluation doivent l’être de même afin de permettre un diagnostic précis de 
l’interaction. Cette thèse présente une approche d’évaluation quantitative et dynamique qui 
permet de contextualiser les réactions des utilisateurs afin d’en identifier les antécédents 
dans l’interaction avec un système. Pour ce faire, ce travail s’articule autour de trois 
axes. 1) La reconnaissance automatique des buts et de la structure de tâches de 
l’utilisateur, à l’aide de mesures oculométriques et d’activité dans l’environnement par 
apprentissage machine. 2) L’inférence de construits psychologiques (activation, 
valence émotionnelle et charge cognitive) via l’analyse des signaux physiologiques. 3) 
Le diagnostic de l‘interaction reposant sur le couplage dynamique des deux 
précédentes opérations. Les idées et le développement de notre approche sont illustrés 
par leur application dans deux contextes expérimentaux : le commerce électronique et 
l’apprentissage par simulation. Nous présentons aussi l’outil informatique complet qui 
a été implémenté afin de permettre à des professionnels en évaluation (ex. : ergonomes, 
concepteurs de jeux, formateurs) d’utiliser l’approche proposée pour l’évaluation 
d’IHM. Celui-ci est conçu de manière à faciliter la triangulation des appareils de mesure 
impliqués dans ce travail et à s’intégrer aux méthodes classiques d’évaluation de 
l’interaction (ex. : questionnaires et codage des observations). 
Mots-clés : Interactions humain-machine, oculométrie, mesures physiologiques, 
reconnaissance de tâche, expérience utilisateur. 
  
  
 
  
  
ABSTRACT 
More and more researches on Human-Computer Interactions (HCI) are trying to perform 
detailed analyses of interaction to determine its influence on users’ behaviours. A particular 
emphasis is now put on emotional reactions during the interaction, whether it’s from the 
perspective of user experience evaluation or user performance. Standard qualitative 
approaches are limited because they are based on observations and interviews after the 
interaction, therefore limiting the precision of the diagnosis. User experience and emotional 
reactions being, by nature, highly dynamic and contextualized, evaluation approaches 
should be the same to accurately diagnose the quality of interaction. This thesis presents an 
evaluation approach, both dynamic and quantitative, which allows contextualising users’ 
emotional reactions to help identify their causes during the interaction with a system. To 
this end, our work focuses on three main axes: 1) automatic task recognition using 
machine learning modeling of eye tracking and interaction data; 2) automatic inference 
of psychological constructs (emotional activation, emotional valence, and cognitive 
load) through physiological signals analysis; and 3) diagnosis of users’ reactions 
during interaction based on the coupling of the two previous operations. The ideas and 
development of our approach are illustrated using two experimental contexts: e-
commerce and simulation-based training. We also present the tool we implemented in 
order to allow HCI professionals (e.g.: user experience expert, training supervisor, or 
game designer) to use our evaluation approach to assess interaction. This tool is 
designed to facilitate the triangulation of measuring instruments and the integration 
with more classical Human-Computer Interaction methods (ex.: surveys and 
observation coding). 
Keywords: Human-computer interaction, eye-tracking, physiological measures, task 
recognition, user experience. 
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CHAPITRE 1 
INTRODUCTION 
Selon le Berkshire Encyclopedia of Human-Computer Interactions [8], les Interactions 
Humain-Machine (IHM) sont « un champ de recherche qui examine la manière dont les 
gens communiquent avec les ordinateurs, les robots, les systèmes d’information et 
l’internet ». Elles s’appuient sur différentes branches des sciences sociales et 
comportementales, de l’informatique et du génie. La première tentative sérieuse et 
structurée visant à relier l’utilisateur à la machine a vu le jour au tournant des années 1940-
501, dans le domaine des facteurs humains (human factors) [224]. En relation avec la 
nouvelle réalité découlant de la révolution industrielle, l’idée générale à la base de ce projet 
de recherche était de déterminer et de formaliser la manière dont l’humain est affecté par 
l’environnement (bruit, vibration, etc.) et par son travail avec les machines. L’objectif étant 
d’optimiser la relation entre la technologie et l’humain afin d’améliorer la performance et le 
rendement de l’utilisateur/travailleur [136]. Au niveau conceptuel, le domaine des facteurs 
humains recoupait les théories et techniques de plusieurs disciplines, regroupant 
principalement le génie industriel, la psychologie industrielle et le design industriel. À cette 
époque, on ne définit pas l’utilisateur au moyen de modèles psychologiques particuliers, 
mais plutôt à l’aide des différentes contraintes qui déterminent son niveau de performance 
(temps disponible pour effectuer une tâche, allocation des ressources aux composantes de la 
tâche, nombre d’erreurs, etc.). Le développement du domaine des facteurs humains est 
guidé, à cette époque, par l’objectif d’identifier et de corriger les sources d’erreurs menant à 
une diminution de la performance d’un système. Bien que le cœur de la recherche sur les 
facteurs humains (et maintenant sur l’interaction humain-machine) fût originalement centré
                                                 
1 Cette date est approximative. Plusieurs événements historiques, tels le développement de l’aviation et la 
deuxième guerre mondiale, ont aussi contribué à l’émergence de la science des facteurs humains. Voir 
Meister (1999) [172] pour une perspective historique complète. 
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autour de la conception de systèmes efficaces, nous verrons qu’elle a élargi son centre 
d’intérêt à l’ensemble de l’expérience vécue par l’utilisateur d’un système interactif. 
Au cours des années qui ont suivi leur origine dans le prolongement des facteurs humains à 
l’air de l’informatique, les IHM ont en grande partie évolué en parallèle avec le 
développement de la psychologie [170]. Comme l’illustre la Figure 1, l’apparition et le 
développement des paradigmes qu’a connus la psychologie, au cours de la deuxième moitié 
du 20e siècle, ont influencé les modèles de l’humain développés en Intelligence Artificielle 
(IA) et les méthodes utilisées en IHM. 
 
Figure 1 - Parallèle dans le développement de la psychologie, de l’IA et des IHM2 
Comme nous l’avons décrit précédemment, les concepts de la psychologie 
comportementale (béhaviorisme), dominant les années 1950 et 1960, ont mené au 
développement de modèles de l’utilisateur ne prenant en compte que des facteurs de 
performance associés à la décomposition des tâches. Les efforts déployés par les chercheurs 
en interactions humain-machine visaient alors la conception de systèmes réduisant au 
minimum le risque d’erreurs. La révolution cognitive initiée dans les années 1960 a ensuite 
                                                 
2 Ces dates et les liens entre elles sont à titre indicatif seulement et visent à donner un aperçu historique. 
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permis de raffiner les modèles développés en IA. Les chercheurs placent alors le traitement 
de l’information au centre des modèles utilisateurs [4, 162, 181]. Les modèles de tâches  
développées en intelligence artificielle [40] sont alors utilisées par les concepteurs d’IHM 
pour évaluer l’utilisabilité des interfaces. On voit aussi l’apparition de la discipline de 
l’ergonomie cognitive, que l’Association Internationale d’Ergonomie (IEA)3 définit comme 
l’étude des « processus mentaux, tels que la perception, la mémoire, le raisonnement et les 
réponses motrices, dans leurs effets sur les interactions entre les personnes et d’autres 
composantes d’un système ». On cherche, par exemple, à déterminer l’effort qui sera requis 
pour transposer la représentation du système en termes des représentations connues par 
l’utilisateur et de sa manière de travailler [187]. Suivant l’influence grandissante de la 
neuropsychologie, les chercheurs en intelligence artificielle ont ensuite eu recours à des 
métaphores biologiques pour modéliser le comportement humain. Les réseaux de neurones 
[218] sont alors utilisés pour développer de nouveaux modèles de la perception, de la 
reconnaissance de forme et de l’apprentissage. Dans les IHM, ces développements ont servi 
notamment à la reconnaissance de patrons de comportement pour les modèles utilisateurs 
dans le domaine des interfaces adaptatives et des systèmes tutoriels intelligents [90].  
Plus récemment, certains développements observés depuis une quinzaine d’années dans le 
domaine des IHM sont attribuables à l’intérêt nouveau porté aux émotions. Alors qu’elles 
avaient été mises de côté durant la majeure partie du 20e siècle, les émotions sont 
maintenant partie intégrante de plusieurs modèles en psychologie cognitive et 
neuropsychologie [64]. En intelligence artificielle, on leur reprochait d’introduire des 
données floues « ill-defined », alors que maintenant on voit leur importance dans la 
modélisation des processus cognitifs. On note, par exemple, le rôle du stress dans la prise 
de décision [270] ou des indices émotionnels dans la communication [81]. En informatique 
et dans les IHM, ce nouveau paradigme a donné naissance à un important pan de recherche 
défini sous le nom d’informatique affective (affective computing). Rosalind Picard, qui a 
grandement contribué à son émergence au MIT Media Lab4, définit l’objectif de 
l’informatique affective comme étant de donner à l’ordinateur la capacité de reconnaître, 
d’exprimer et, dans une certaine mesure, d’« avoir » des émotions [199].  
                                                 
3 http://ergonomie.cnam.fr/ergonomie/index.html 
4 http://www.media.mit.edu 
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Le travail effectué dans cette thèse a pour objectif le développement d’une approche 
d’évaluation de l’interaction, adaptée à ce nouveau paradigme, prenant en compte les 
facteurs émotionnels. L’implémentation de l’approche proposée vise aussi à intégrer les 
nouvelles technologies offertes dans le domaine de l’informatique affective et des IHM au 
sein d’un outil d’évaluation. Mais d’abord, l’introduction présente une revue de littérature 
faisant état des lieux des méthodes courantes d’évaluation de l’interaction. Comme 
l’indique la définition générale du mot « interaction » – action réciproque de deux choses5 – 
toute interaction entre un utilisateur et un ordinateur est nécessairement duale. L’évaluation 
des interactions humain-machine sert donc généralement deux buts distincts. D’un côté 
(humain), on peut vouloir évaluer l’efficacité avec laquelle un sujet interagit avec le 
système et, de l’autre (machine), l’aptitude du système à offrir des interactions efficientes. 
Dans la littérature, les travaux portant sur le premier aspect sont rassemblés dans le 
domaine de l’évaluation de la performance et les travaux sur le deuxième aspect renvoient 
au domaine de l’utilisabilité. 
1.1 Utilisabilité et expérience utilisateur 
Analyser l’interaction entre un utilisateur et un système afin d’en améliorer la partie 
ordinateur de la relation renvoie au domaine de l’utilisabilité. La norme ISO 9241-2106 
résume bien les différentes définitions que l’on retrouve dans la littérature en soulignant 
que l’utilisabilité indique « dans quelle mesure un système, produit ou service peut être 
utilisé par un utilisateur pour réaliser un but précis avec efficacité, efficience et 
satisfaction, dans un contexte d’utilisation donné ». L’attention est portée sur l’aspect 
fonctionnel de l’interaction. Le but premier est donc de s’assurer que les fonctionnalités du 
système soient clairement accessibles à l’utilisateur ainsi que les actions particulières 
requises pour les réaliser [71]. On cherche à développer des systèmes qui soient faciles à 
apprendre et dont l’utilisation demeure simple et agréable [183]. Cette approche de 
développement et d’évaluation a fait ses preuves depuis plusieurs décennies et est, 
aujourd’hui, largement répandue dans la pratique. Toutefois, un nouveau paradigme est en 
voie de remplacer les traditionnelles mesures d’utilisabilité : l’expérience utilisateur 
                                                 
5 Le petit Robert 2009 
6 http://www.iso.org 
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(UX)7 [211]. Comme l’ont constaté Hassenzahl et Tractinsky (2006) [111], les tenants de 
l’expérience utilisateur ne proposent pas l’abandon de l’utilisabilité, mais plutôt un 
élargissement du centre d’attention portée aux IHM. Les points centraux ne sont plus 
seulement la tâche et son ergonomie, mais l’ensemble de l’expérience que vit l’utilisateur 
en interagissant avec un système [159, 160]. L’objectif est donc de comprendre comment se 
sent l’utilisateur lorsqu’il utilise un système [91]. La norme ISO-9241-218 définit alors 
l’expérience utilisateur comme « les perceptions et les réponses d’une personne résultant de 
l’utilisation ou de l’anticipation d’utilisation d’un produit, système ou service ». Un 
sondage mené auprès de 275 chercheurs et praticiens en marge de la conférence CHI 2009 
(Conference on Human Factors in Computing Systems) [160], montre aussi que 
l’expérience utilisateur est perçu comme une généralisation de l’utilisabilité à laquelle on 
ajoute les aspects émotionnels et hédoniques de l’interaction. Plus spécifiquement, comme 
le relèvent Février et al. [87], la lecture de deux grands modèles représentatifs de la 
littérature – Hassenzahl (2003) [110] et Mahlke (2008) [164] – permet d’extraire trois 
dimensions principales de l’UX : pragmatique (qualité instrumentale), hédonique (qualité 
non instrumentale) et affective (réaction émotionnelle). Dans le cadre de cette thèse, nous 
aborderons l’évaluation de l’expérience utilisateur en nous concentrant essentiellement sur 
sa dimension affective.  
L’objectif de l’évaluation de l’utilisabilité et de l’expérience utilisateur est donc d’identifier 
les problèmes de design particuliers, d’ordre fonctionnel ou expérientiel, qui surviennent 
lors de l’utilisation d’un système. Il existe plusieurs méthodes pour effectuer ce type 
d’évaluation. Comme l’illustre la Figure 2, ces méthodes se distinguent premièrement par le 
fait qu’elles soient exécutées par des experts ou centrées sur les utilisateurs9. Les premières 
sont habituellement utilisées au début du cycle de développement et les dernières au 
moment où un prototype est disponible. Parmi les techniques basées sur le travail d’un 
expert, on note le cognitive walkthrough  et les méthodes à base d’heuristiques. 
                                                 
7 Nous conserverons l’acronyme de l’expression anglaise User Experience (UX), celui-ci étant bien ancré 
dans la pratique francophone. 
8 http://www.iso.org 
9 Bien que la plupart de ces méthodes aient initialement été conçues pour l’évaluation de l’utilisabilité, 
certaines d’entre elles peuvent être étendues pour inclure des paramètres liés à l’expérience utilisateur. 
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Figure 2 - Familles de méthodes d'évaluation de l'utilisabilité 
Au lieu des lignes de code, les unités de base sont les actions qui doivent être effectuées 
dans l’interface pour exécuter une certaine fonctionnalité. L’expert passe alors à travers 
toutes les fonctionnalités du système et évalue son utilisabilité. L’évaluation par 
heuristique, proposée par Nielsen (1994) [184], est basée sur un ensemble de règles 
permettant de relever des problèmes d’utilisabilité dans une interface et de les résoudre 
dans un processus de conception itératif.  
Bien qu’utiles, les méthodes basées sur le travail d’un expert ne peuvent remplacer 
l’évaluation faite avec des utilisateurs. Ces dernières sont très importantes pour évaluer 
l’utilisabilité d’un système et, à plus forte raison, l’expérience utilisateur [71]. Comme 
illustrés à la Figure 2, les tests utilisateurs comptent trois catégories de méthodes. Les 
méthodes à base d’enquêtes, telles les entrevues et les questionnaires, sont les moins 
coûteuses et les plus flexibles et servent à identifier des problèmes de haut niveau. Leur 
principal désavantage est l’aspect subjectif des données qui les rend vulnérables à différents 
biais expérimentaux. Parmi les méthodes basées sur l’observation, la verbalisation demande 
à l’utilisateur de parler à voix haute tout en interagissant avec le système (ex. : décrire ce 
qu’il fait ou ce qu’il tente de faire) [82]. La rétrospection est une technique semblable, 
appliquée a posteriori alors que l’utilisateur regarde une vidéo de ses interactions. 
L’objectif est de diminuer l’interférence durant l’utilisation du système. Ces deux 
techniques sont simples à utiliser et requièrent peu d’expertise. Cependant, l’information 
recueillie demeure subjective (dans une moindre mesure que lors d’enquêtes) et peut 
contenir un biais de mémoire lorsque la verbalisation est différée [71]. Finalement, 
l’analyse de protocole consiste en l’enregistrement des actions de l’utilisateur (via 
7 
 
papier/crayon, audio/vidéo ou logs logiciels). Cette technique offre plus de granularité, de 
précision et d’objectivité, car les actions de l’utilisateur sont analysées individuellement, 
mais requiert beaucoup plus de temps et d’effort. Par exemple, les enregistrements audio ou 
vidéo doivent être retranscrits et les fichiers de logs (clics de souris, touches appuyées sur le 
clavier, événements logiciels) doivent être synchronisés avec les enregistrements 
audio/vidéo. Le tout donnant lieu à d’immenses quantités de données. C’est pourquoi, dans 
l’état actuel de la recherche, beaucoup d’efforts sont déployés autour du développement de 
techniques d’analyse de protocole automatiques [71]. Quelques applications commerciales, 
telles Observer XT10 et Morae11, permettent de coder des fichiers vidéo et offrent des 
fonctionnalités limitées de synchronisation d’autres types d’informations (mesures 
physiologiques, oculométrie). Utilisé conjointement avec l’extension uLog12, Observer XT 
peut aussi synchroniser le codage vidéo avec l’activité du clavier et de la souris. 
Les méthodes purement objectives et quantitatives d’évaluation de l’expérience utilisateur 
ont fait l’objet de plusieurs travaux depuis une dizaine d’années [71]. Les deux principaux 
axes de recherche dans cette voie sont 1) l’oculométrie et 2) les mesures physiologiques. 
Nous les décrirons ici sommairement avant d’y revenir plus en détails dans les chapitres 2 
et 3. L’étude du mouvement des yeux (oculométrie) permet de dériver plusieurs métriques 
reliées à l’utilisabilité d’une interface [185]. Par exemple, le nombre de fixations du regard 
peut nous indiquer l’efficience d’une interface de recherche et la durée des fixations la 
difficulté de compréhension de certains éléments visuels. La complexité des parcours 
oculaires (scanpath) peut aussi nous renseigner sur la quantité d’effort mental requise pour 
comprendre et manipuler une interface [98]. De plus, la technologie entourant les appareils 
servant à ce type de recherche, tels les oculomètres (eye-tracker), a grandement progressé 
depuis le début des années 2000. Ils sont maintenant beaucoup moins intrusifs et plus 
faciles d’utilisation. Le nombre grandissant de recherches en utilisabilité incorporant 
l’oculométrie témoigne de l’intérêt croissant pour ce type de méthodologie [2, 122, 193, 
206]. Il est depuis longtemps établi que les réactions émotionnelles sont étroitement liées à 
l’activité physiologique du corps humain [64]. Analyser l’activité physiologique d’un 
                                                 
10 http://www.noldus.com/human-behavior-research/products/the-observer-xt 
11 http:// http://www.techsmith.com/morae.html 
12 http://www.noldus.com/human-behavior-research/products/ulog 
8 
 
utilisateur (ex. : rythmes cardiaque et respiratoire) peut donc nous informer sur l’aspect 
expérientiel de son interaction avec un système [260]. Bien que plusieurs chercheurs 
incorporent déjà le suivi physiologique dans l’évaluation de l’expérience utilisateur [83, 96, 
112, 166] plusieurs défis restent à être surmontés. Le plus important est la relation entre les 
données continues et séquentielles du suivi physiologique et les événements ponctuels 
intervenant dans l’interaction. Par exemple, est-ce que l’accélération du rythme cardiaque 
indique une frustration reliée à l’incompréhension d’une composante particulière de 
l’interface ou la difficulté à effectuer une certaine étape de la tâche ? 
Le choix d’une méthode d’évaluation de l’utilisabilité et de l’expérience utilisateur dans les 
IHM dépend bien évidemment de plusieurs facteurs : l’état de développement du système, 
les ressources disponibles (budget et main d’œuvre) et le degré d’objectivité et de validité 
statistique requis. Cependant, le défi de l’heure dans ce domaine est d’effectuer un 
diagnostic précis de l’expérience vécue par l’utilisateur. Il faut donc relier de près 
l’utilisateur au système afin d’identifier avec précision ce qui a affecté l’expérience [96, 
243]. Le sondage mené auprès des chercheurs en UX indique d’ailleurs que la majorité 
d’entre eux considère que l’expérience utilisateur doit être évaluée durant l’interaction avec 
un artefact et non après [160]. Ce défi explique l’intérêt que l’on retrouve actuellement 
pour les recherches portant sur l’analyse automatique de protocole, l’oculométrie et les 
mesures physiologiques [71]. Ces techniques permettent une mesure objective et 
quantitative, une analyse granulaire et surtout un accès en temps réel à l’expérience 
utilisateur. 
1.2 Performance 
La deuxième perspective pour aborder l’évaluation des IHM concerne l’analyse de 
l’interaction avec un système dans le but d’améliorer les compétences de l’utilisateur. Il 
s’agit de l’apprentissage supporté par l’ordinateur. Comme l’illustre la  Figure 3, ces 
systèmes se divisent en deux grandes catégories, selon qu’ils visent principalement le 
développement de connaissances ou d’habiletés [114]. Du côté des connaissances, les 
environnements d’apprentissage se subdivisent ensuite en deux catégories en fonction de 
leur capacité pédagogique. 
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Figure 3 - Types d'apprentissage supporté par ordinateur 
Dans le cadre de cette thèse, nous nous intéresserons à l’évaluation de la performance dans 
les systèmes d’apprentissage par simulation, qui sont généralement beaucoup plus 
interactifs. Les méthodes d’évaluation dans les environnements d’apprentissage intelligents 
étant relativement différentes et représentant un vaste domaine de recherche à part entière.  
L’Apprentissage Par Simulation (APS) est une méthodologie servant à fournir une 
expérience d’apprentissage systématique et structurée dans un contexte de simulation [221]. 
Il existe différents types d’environnement pour l’APS (ex. : simulation logicielle, jeux de 
rôle, simulation sur le terrain). Dans le cadre de cette thèse, nous nous intéresserons aux 
simulations basées sur ordinateur via une interface humain-machine. Le principal objectif 
de l’évaluation dans ce domaine est de permettre à l’utilisateur de développer certaines 
compétences dans un environnement semblable à l’environnement réel. La rétroaction 
donnée à l’utilisateur sur sa performance, lors d’une séance d’entraînement, représente un 
des facteurs d’apprentissage les plus importants. De manière simple, si elle n’est pas définie 
et mesurée explicitement, la performance ne peut être améliorée de façon systématique 
[190].  
L’évaluation de la performance dans l’APS est une tâche complexe. La principale difficulté 
réside dans le fait qu’il n’existe pas qu’une seule définition claire et précise de ce que 
représente la performance d’un utilisateur interagissant avec de tels systèmes. On peut 
toutefois définir de manière générale la performance comme étant un comportement dans le 
contexte d’une tâche donnée [221]. Parmi les différentes théories générales de la 
performance, les deux plus influentes sont 1) le cadre des résultats d'apprentissage 
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(framework of learning outcomes) [95] et 2) le modèle des déterminants de la performance 
(model of performance determinants) [37]. Ces deux théories présentent une grande 
similitude au niveau de la structure définissant la performance. Cette dernière comporte 
trois familles de facteurs (cognitifs, habiletés, affectifs), dont l’importance relative dépend 
de la tâche. Cela implique qu’une bonne approche d’évaluation dans les environnements 
APS doit pouvoir décomposer la performance de l’utilisateur en fonction de la tâche en 
cours et disposer de méthodes et de critères d’évaluation précis pour chacun des trois 
facteurs. Salas et al. (2009) précisent aussi qu’il est difficile d’atteindre ce but sans 
développer des outils de mesures indépendants pour chaque famille de facteurs. Tel 
qu’illustré à la  Figure 4, les principales méthodes concrètes que l’on retrouve dans la 
littérature pour capturer et mesurer la performance de l’utilisateur se distinguent selon 
qu’elles soient qualitatives ou quantitatives, et qu’elles mesurent la performance en tant que 
résultat ou processus [221]. De fait, certains auteurs, comme Campbell (1990) [36], 
soutiennent que la performance n’est pas le résultat d’une action, mais bien l’action en elle-
même. 
 
Figure 4 - Familles de méthodes d'évaluation de la performance 
L’analyse de protocole permet d’évaluer la composante cognitive de la performance via 
l’analyse de rapports verbaux [82]. Ceux-ci peuvent être obtenus en temps réel (plus 
écologiquement valide) ou a posteri (moins intrusif).  
Initialement proposées par Smith et Kendal (1963) [236], les échelles comportementales 
(Behavioral Anchored Rating Scales) consistent en une série de brèves descriptions 
caractérisant différents niveaux de performance. Les descriptions représentent les 
comportements associés à des épisodes de performance excellente, moyenne et faible. Un 
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évaluateur observe le sujet lors de l’entraînement et caractérise sa performance en fonction 
de l’échelle associée à la tâche.  
Les rapports d’auto-évaluation représentent l’autre approche subjective, dans laquelle on 
demande au sujet d’évaluer lui-même la qualité des composantes cognitive, procédurale et 
émotionnelle de son interaction au moyen de questionnaires.  
La seule famille de méthodes d’évaluation purement objective répertoriée est 
l’enregistrement automatique de données de performance. Cette méthode est moins sujette 
aux biais observationnels et nécessite la définition de variables représentant différents 
aspects de la performance qui seront continuellement enregistrées durant une session 
d’entraînement. Bien que cette famille de méthodes offre plusieurs avantages, on en 
retrouve peu d’exemples dans la littérature en raison des difficultés et des efforts liés à son 
implémentation.  
Comme le suggèrent Cannon-Bowers et Bowers (2010) [38], de nouveaux efforts de 
recherche sont requis afin de développer des méthodes automatiques de collecte 
d’information reposant sur l’activité du clavier et de la souris, de même que de nouvelles 
modalités tels les mouvements oculaires, les réponses verbales et les expressions faciales. 
Salas et al. (2009) [222] proposent aussi des lignes directrices pour l’élaboration de 
méthodologies d’évaluation de la performance. Nous résumons ici celles qui s’appliquent 
plus spécifiquement au contexte des IHM. 
1. Évaluer la performance en tant que processus. 
2. Capturer la performance de manière différenciée selon ses trois composantes 
(cognitif, procédurale, attitude). 
3. Automatiser les mesures de performance et les techniques d’analyse. 
4. Fournir des outils d’analyse structurés pour soutenir le travail des évaluateurs. 
Comme l’indiquent Salas et al. (2009) [221], une bonne méthodologie d’évaluation doit 
poser un diagnostic précis sur la performance afin d’identifier les éléments particuliers du 
comportement de l’utilisateur ayant généré une bonne ou une mauvaise performance ou 
expérience. De plus, Bell et al. (2008) [18] soulignent la nécessité de mieux intégrer les 
facteurs motivationnels et émotionnels dans les processus d’évaluation. 
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1.3 Problématique 
En parcourant l’état de l’art actuel dans les domaines de l’évaluation de l’expérience 
utilisateur et de la performance, on note des similitudes dans les défis auxquels sont 
présentement confrontés ces deux pôles de l’évaluation des IHM. Nous retiendrons ici les 
trois principaux défis identifiés dans la littérature et qui formeront la problématique à 
laquelle répondront nos axes de recherche.  
Premièrement, comme en témoigne le passage du domaine de l’utilisabilité vers celui de 
l’expérience utilisateur, une emphase particulière est mise sur les aspects émotionnels et 
motivationnels de l’interaction. Du point de vue de l’évaluation de la performance, ces 
aspects représentent, parmi les trois composantes de la performance, celles qui ont été les 
plus négligées jusqu’à présent. 
Deuxièmement, on fait appel à une plus grande automatisation des processus d’évaluation. 
La raison première est d’assurer plus d’objectivité aux analyses et aux conclusions portées 
sur l’interaction. La principale voie envisagée par les chercheurs est de réduire la 
dépendance des processus d’évaluation face aux impressions subjectives des sujets ou des 
évaluateurs en fournissant des outils automatisant la cueillette et la synthèse des données 
d’interaction. La deuxième raison est évidemment la réduction des coûts et de l’effort liés 
aux processus d’évaluation. 
Finalement, le point commun le plus important est sans doute le besoin d’un diagnostic 
précis de la qualité des interactions humain-machine. On doit pouvoir identifier avec plus 
de précision les éléments particuliers de l’interaction qui ont eu un impact sur l’expérience 
ou la performance du sujet. Comme le soulignent Pantic et al. (2008) [195], modéliser le 
contexte d’utilisation en lien étroit avec les réactions des utilisateurs est essentiel pour bien 
comprendre l’interaction. Cela entraîne aussi la nécessité d’évaluer en continu l’interaction 
entre l’utilisateur et l’ordinateur. Les liens causals entre les interactions et la performance, 
et/ou l’expérience, échappant en grande partie aux analyses effectuées a posteriori. 
Gauducheau (2009) [97] relève aussi la nécessité d’intégrer de manière dynamique les 
mesures objectives des émotions afin de permettre d’en identifier les antécédents lors de 
l’interaction avec une IHM.  
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Ces trois aspects composent donc l’essentiel de la problématique à laquelle l’approche 
d’évaluation des IHM proposée dans cette thèse doit répondre. Formulée plus 
succinctement, il faut : intégrer des dimensions émotionnelles dans un processus 
automatique d’évaluation objectif et continu de l’interaction. Afin de maximiser les 
retombées de ce travail, nous avons aussi choisi d’implémenter l’approche proposée dans 
un outil d’évaluation complet et générique prêt à être utilisé par des non experts du 
domaine. La contrainte la plus importante qu’impose ce choix est l’indépendance face aux 
IHM évaluées. Puisque l’outil doit pouvoir être utilisé pour évaluer différents systèmes, il 
ne doit pas reposer sur une connaissance des événements internes s’y déroulant. Sans quoi, 
un important travail de programmation serait requis à chaque nouvelle utilisation. Une 
solution générique aux trois problèmes mentionnées précédemment doit donc être 
envisagée afin de développer une méthodologie généralisable inter-domaine (c.-à-d. 
applicable autant dans le domaine de la performance que de l’UX) et intra-domaine 
(ex. : évaluation de l’expérience utilisateur sur différents sites internet). Nous reviendrons 
sur ces différents aspects dans les prochains chapitres pour montrer comment ils imposent 
certaines restrictions et ont guidé plusieurs choix dans la réalisation de ce travail.  
1.4 Une solution en trois axes 
Cette section termine l’introduction en présentant les trois axes de recherche qui ont été 
élaborés afin de répondre à notre problématique. La pierre angulaire de l’approche que nous 
proposons est le diagnostic. Pour effectuer un diagnostic précis, il faut relier étroitement les 
effets (performance, expérience) aux causes (comportement de l’utilisateur et du système). 
Il est donc nécessaire de capturer en parallèle et de manière synchrone des données sur ces 
deux aspects. Iqbal et al. (2005) [120] ont exploré cette voie en mesurant la charge 
cognitive d’un utilisateur (via la variation du diamètre de la pupille) lors de diverses tâches. 
Bien que les résultats soient encourageants, ils se heurtent à un problème de taille. La 
synchronisation manuelle a posteriori entre les mesures dynamiques de la charge cognitive 
et la réalisation de la tâche par l’utilisateur rendent impossible un déploiement réel de leur 
méthode. Le sujet doit suivre à la lettre un scénario prédéfini, sans quoi les mesures ne 
peuvent être reliées aux actions. Kivikangas et al. (2011) [145] ont développé un système 
de triangulation de mesures physiologiques et d’événements dans le domaine des jeux 
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vidéo. Dans ce dernier travail, le contexte est déterminé via une analyse de fichiers de log. 
Cependant, cela nécessite des modifications importantes au code source du jeu vidéo évalué 
et limite par le fait même un transfert simple de l’approche à d’autres systèmes. Conati et 
al. (2009) [53] ont aussi développé une approche permettant de coupler la mesure des 
réactions émotionnelles aux buts courants de l’utilisateur dans un environnement 
d’apprentissage. Leur approche repose sur le modèle OCC (Ortony, Clore & Collins) [191] 
qui, comme nous le verrons au chapitre 3, permet de lier des évènements aux réactions 
émotionnelles. Ce travail représente donc une véritable approche de diagnostic, car il 
permet de contextualiser et d’expliquer le pourquoi des réactions des utilisateurs. 
Cependant, puisque le modèle OCC nécessite une connaissance sémantique des 
évènements, l’approche est fortement couplée avec l’IHM (c.-à-d. elle est développée ad 
hoc pour l’environnement d’apprentissage en question). La contrainte de généricité exigée 
dans le contexte de cette thèse ne permet donc pas le recours à une telle approche. D’autres 
travaux ont aussi été réalisés permettant de contextualiser les réactions des utilisateurs dans 
des environnements d’apprentissage, mais toujours en ayant recours à une connaissance 
explicite de l’activité interne de l’IHM [137, 171, 266]. Nos trois axes de recherche doivent 
donc supporter une approche de diagnostic de l’interaction permettant d’évaluer une IHM 
tout en restant à la surface de celle-ci. 
Axe 1 
L’identification continue, automatique et générique du contexte dans lequel se déroule 
l’interaction est un problème particulièrement difficile. Les seules données dont on dispose 
concernant le comportement de l’utilisateur sont les actions unitaires qu’il effectue sur le 
système, via ses deux principales modalités d’interaction : le clavier et la souris. Le chapitre 
deux présente la technique de reconnaissante automatique de tâche qui a été développée 
afin d’apporter une solution à ce problème, notamment par l’intégration des mouvements 
oculaires de l’utilisateur. 
Axe 2 
Ensuite, si l’on veut coupler adéquatement le comportement de l’utilisateur avec sa 
performance/expérience, il faut aussi automatiser ce deuxième aspect de l’évaluation. De 
plus, ces mesures doivent être effectuées en temps réel et de manière continue afin d’être 
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associées précisément aux interactions. Nous proposons que la meilleure option, pour ce 
faire, soit l’utilisation des signaux physiologiques. Le chapitre 3 présente la technique de 
reconnaissance physiologique de construits psychologiques (ex. : émotions, charge 
cognitive) qui a été développée dans ce sens, et les différentes contributions qu’elle apporte 
à ce domaine de recherche. 
Axe 3 
Finalement, une fois que l’on a mis en place des méthodes pour décrire en parallèle et de 
manière synchrone le comportement et les réactions de l’utilisateur, il faut interpréter les 
données résultantes afin d’identifier des situations d’intérêt. Cela demande de faire 
plusieurs analyses répétées avec différents sujets. Comme l’indiquent Dix et al. [71], lier 
les réactions à la tâche pour un utilisateur est compliqué; pour plusieurs utilisateurs c’est un 
défi encore plus grand. Le troisième axe de recherche concerne donc la manière dont nous 
pouvons comparer les données de plusieurs utilisateurs afin d’effectuer un diagnostic 
détaillé et représentatif. Le chapitre 4 porte sur la structure de données qui a été développée 
pour modéliser le couplage de la reconnaissance de tâches et des réactions émotionnelles, 
ainsi que les différentes opérations permettant une analyse statistique de celle-ci. Ce dernier 
chapitre présente aussi l’outil informatique qui été développé afin d’implémenter 
l’approche proposée. Celui-ci a été conçu de manière à s’intégrer aux outils dont disposent 
déjà les professionnels en évaluation des IHM (ex. : questionnaires, observations) et sans 
nécessiter des connaissances approfondies en informatique. 
  
  
  
CHAPITRE 2 
RECONNAISSANCE DE TÂCHE 
La reconnaissance de tâches est nécessaire dans plusieurs applications dépendantes du 
contexte d’utilisation. Par exemple, les systèmes de notification intelligente doivent 
identifier les frontières entre les tâches effectuées par l’utilisateur afin de minimiser 
l’impact sur son travail [7]. De la même manière, les assistants intelligents nécessitent aussi 
un suivi d’activité afin d’intervenir efficacement [70, 115]. Dans le cadre général de 
l’évaluation des IHM, la reconnaissance de tâches doit permettre une description détaillée 
de l’interaction entre l’utilisateur et le système. Dans le contexte plus précis de cette thèse, 
elle doit aussi être effectuée de manière continue, afin d’être liée à l’analyse des réactions 
de l’utilisateur, et indépendante de l’application pour permettre son utilisation dans 
différents environnements. Ces trois critères sont donc au cœur de l’approche que nous 
proposons et qui fait l’objet du présent chapitre. La prochaine section décrit l’état de l’art 
dans ce domaine et la section 2.l l’approche que nous avons développée. Les sections 2.3 et 
2.4 présentent les environnements expérimentaux dans lesquels celle-ci a été validée ainsi 
que les résultats obtenus. Ces résultats sont ensuite discutés à la section 2.4. 
 État de l’art 2.1
La reconnaissance d’activités dans les IHM consiste en l’analyse du flux d’interactions 
entre l’utilisateur et l’ordinateur dans le but d’identifier la position courante de l’utilisateur 
dans un modèle de tâche [39]. Le but premier étant d’identifier la partie de la tâche qui était 
exécutée lors de l’observation d’une séquence d’interactions particulière. Pour faciliter la 
description et la comparaison des différentes approches de reconnaissance d’activités, nous 
proposons une grille d’analyse recouvrant trois aspects centraux : l’ensemble d’interactions, 
le modèle de tâche et la technique d’inférence. 
18 
 
• L’ensemble d’interactions spécifie quelles actions de l’utilisateur seront 
enregistrées et utilisées dans le processus de reconnaissance. Dans l’état de l’art 
actuel, la plupart des techniques de reconnaissance d’activités sont basées sur 
les interactions traditionnelles des IHM : souris, clavier et événements logiciels. 
• Dans le contexte des IHM, un modèle de tâche représente la structure 
hiérarchique et séquentielle d’une tâche [40]. Différentes techniques peuvent 
être utilisées pour définir un modèle de tâche (ex. GOMS [127], Event 
Perception Theory [265], et l’analyse de tâche hiérarchique [144]).  
• La technique d’inférence sert à lier une séquence d’interactions avec le 
modèle de tâche. La plupart des approches repose sur des algorithmes 
d’apprentissage machine afin d’associer une tâche ou une composante de tâche 
à une séquence ou un ensemble particulier d’interactions.  
Dans la majorité des approches, on définit d’abord l’ensemble d’interactions et le modèle 
de tâche en fonction des objectifs de la reconnaissance, avant de développer une technique 
d’inférence reliant les interactions au modèle.  
Ensuite, la reconnaissance de tâche en IHM peut être divisée en deux catégories : suivi 
d’activité et identification d’activité. La première a pour but de suivre en continu 
l’utilisateur dans sa progression de la réalisation d’une tâche, alors que la seconde vise 
l’identification de la tâche courante effectuée dans un environnement multitâche. 
L’approche proposée dans cette thèse est une approche de suivi d’activité. Les différences 
de but et de niveau d’analyse (micro vs macro) entre ces deux catégories impliquent 
certaines caractéristiques au niveau du développement de l’approche de reconnaissance. 
• Le suivi d’activité requiert une représentation des différents états et/ou 
composantes de la tâche dans lesquels l’utilisateur peut se trouver à tout 
moment. Inversement, l’identification d’activité ne requiert pas de description 
granulaire explicite de la tâche. De plus, l’identification d’activité utilise des 
algorithmes plus standards d’apprentissage machine supervisé, ignorant ainsi 
les aspects séquentiels de l’interaction. 
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• Contrairement à l’identification d’activité, la plupart des applications de suivi 
(ex. : assistance, évaluation de la performance en continu, détection de 
situations anormales) opèrent à un niveau micro d’analyse. Ce type de 
technique d’inférence nécessite donc un ensemble d’interactions plus riche.  
Le Tableau 1 présente une comparaison concise de différentes approches issues de la 
littérature en fonction de ces différents points. [139] 
Tableau 1 - Approches de reconnaissance de tâche 
 
Le projet Lumière [115], développé chez Microsoft Research dans le cadre du projet Office 
Assistant représente un travail fondateur dans le domaine de la reconnaissance d’activité 
adaptée aux IHM. L’objectif était d’identifier le but courant de l’utilisateur et lui fournir un 
support intelligent et contextualisé. L’ensemble d’interactions consistait en l’activité du 
clavier et de la souris, converti en actions de haut niveau. Un réseau bayésien servait à 
estimer le but courant de l’utilisateur le plus probable en fonction de ses interactions et du 
temps écoulé entre chacune d’elles. 
Bailey et. al. (2006) [6] ont développé une approche de reconnaissance d’activités pour 
identifier les temps morts entre deux tâches. L’objectif étant de permettre une notification 
Approches Ensemble 
d'interactions
Modèle 
de tâche
Technique d'inférence Catégorie Applications
Horvitz et al . (1998) Événements logiciels
Souris, clavier
Description 
bayésienne
Réseau bayésien 
dynamique
Suivi de tâche Excel
Westphal et al . (2002) Événements logiciels 1 parmi x Modèle de Markov Caché Suivi de tâche Lecteur vidéo
Iqbal and Bailey (2004) Eye gaze movement 1 parmi x variations des coordonnées 
(x,y)
Identification de 
tâche
Recherche et lecture
Raisonnement 
mathématique
Kellar et al.  (2006) Évenements fureteur 1 parmi x Arbres de décision (C4.5) Identification de 
tâche
Navigation internet
Bailey et al.  (2006) Événements logiciels GOMS Technique maison Suivi de tâche Édition de document 
Recherche internet
Calendrier
Shen et al.  (2007) Événements logiciels 1 parmi x Classificateur naïf bayésien
Machine à support de 
vecteurs
Identification de 
tâche
Activités de bureau
Courtemanche et al. (2011) Eye gaze movement 
Souris, clavier
Analyse de tâche 
hiérarchique
Modèle de markov caché 
en couches
Suivi de tâche eLearning
Applications internet
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intelligente à l’utilisateur minimisant l’impact de l’interruption sur la performance. Leur 
approche contient un langage de description de tâches basé sur GOMS [127] et permet de 
suivre la progression de l’utilisateur dans une tâche et à travers différentes sous-tâches. 
L’ensemble d’interactions est composé des événements logiciels générés par l’utilisateur 
(ex. « ouverture de fichier », « enregistrement du fichier », « basculer vers une fenêtre »). 
L’inférence est effectuée au moyen d’un système de positionnement qui associe chaque 
événement entrant prédéfini à un endroit spécifique du modèle de tâche. 
Le système TaskTracer de Shen et al. [232] a été développé pour supporter l’utilisateur 
engagé dans une activité de multitâches et pour le recouvrement d’activité. Ce système 
tente d’inférer le projet courant sur lequel travaille l’utilisateur en fonction des événements 
logiciels générés dans l’environnement de travail (ex. « Ouvrir document », « Nouveau 
dossier »), à l’aide de différents algorithmes d’apprentissage machine (machines à support 
de vecteurs et classificateurs bayésiens).  
Slaney et Maglio (2003) [234] utilisent des Modèles de Markov Cachés (MMC) pour 
inférer l’état courant d’un utilisateur utilisant un lecteur vidéo (ex. « Visionnement », 
« Recherche »). Les séquences d’interactions sont constituées des différentes actions de 
l’utilisateur (ex. “Lecture”, “Arrêt”, « Avance rapide »). Les MMC ont aussi été utilisés 
pour inférer le comportement de l’utilisateur lors de l’utilisation d’un lecteur vidéo [173, 
263]. Dans ce dernier travail, les séquences d’interactions avec le lecteur (ex, « Pause », 
« Arrêt ») sont utilisées pour prédire l’état de la tâche (ex. : « Lecture », « Recherche »). 
Toutes ces approches obtiennent des résultats intéressants dans leur domaine respectif. 
Cependant, elles sont toutes fortement dépendantes de la tâche en question et aucune ne 
peut être transposée simplement dans d’autres contextes. De plus, ces approches sont 
basées exclusivement sur les modalités traditionnelles d’interaction (clavier, souris, 
événements logiciels), limitant leur utilisation à des interfaces et des tâches simples. Par 
exemple, dans les sites internet présentant beaucoup d’information visuelle, on ne peut 
identifier les éléments qui ont attiré l’attention de l’utilisateur simplement avec la souris et 
le clavier. Afin de surmonter ces défis, la principale voie suggérée par les chercheurs du 
domaine est d’enrichir l’ensemble d’interactions afin de fournir des données plus riches et 
précises aux algorithmes de reconnaissance d’activités [38, 115, 121]. L’approche que nous 
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avons développée va dans ce sens et repose sur l’intégration de données sur les 
mouvements oculaires de l’utilisateur. 
 Approche proposée 2.2
Cette section présente l’approche de reconnaissance automatique de tâche développée dans 
ce travail. L’approche est décrite selon les trois aspects de la grille d’analyse proposée : 
l’ensemble d’interactions, le modèle de tâche et la technique d’inférence. 
2.2.1 Ensemble d’interactions 
Depuis les travaux de Just et Carpenter (1976) [131], plusieurs recherches ont montré que 
les mouvements des yeux reflètent certains processus cognitifs. Ces travaux sont 
rassemblés sous l’hypothèse générale, connue sous le nom de mind-eye hypothesis [132], 
voulant que les gens pensent à (et traitent) ce qu’ils regardent. Par exemple, Land et al. 
(1999) [155] ont montré que lors de l’exécution d’une tâche, la position du regard du sujet 
est étroitement liée aux items pertinents dans l’interface. Le mouvement du regard joue 
aussi un rôle important dans la planification des actions lors de la réalisation d’une tâche 
[154, 155]. Dans une étude empirique, Conati et Merten (2007) [54] ont montré que les 
déplacements du regard sont aussi liés à certains comportements de méta-réflexion d’un 
apprenant dans un environnement d’apprentissage, tels l’habilité à élaborer sur 
l’information et le matériel pédagogique, ainsi que la capacité à produire une auto-
explication. Plus précisément, ils ont montré que l’information fournie par les déplacements 
du regard permet une évaluation du comportement d’auto-explication de l’apprenant plus 
précise que les modèles reposant seulement sur le temps de réponse. Les mouvements 
oculaires étant liés de près aux processus cognitifs sous-tendant la planification des actions, 
nous suggérons que l’utilisation de données oculométriques permettrait d’améliorer la 
performance de la reconnaissance automatique de tâches. Nous proposons donc d’enrichir 
l’ensemble d’interactions traditionnelles inclus dans la majorité des approches de 
reconnaissance de tâches en intégrant les mouvements oculaires de l’utilisateur. 
Depuis une dizaine d’années, l’utilisation de l’oculométrie s’est grandement répandue dans 
les recherches sur les IHM. De fait, la combinaison de données oculaires et d’interactions 
traditionnelles a déjà été investiguée dans différents contextes telles l’étude des parcours de 
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navigation [46, 213] et l’écriture assistée par ordinateur [262]. Salvucci et al. (2001) [223] 
ont développé une méthode d’analyse des mouvements oculaires basée sur les modèles de 
Markov cachés. L’objectif principal était de prédire la stratégie cognitive utilisée par un 
sujet lors d’une tâche de raisonnement mathématique. Les mouvements des yeux étaient 
reliés à un modèle cognitif de la tâche (ACT-R). Bien que ces travaux représentent 
d’importantes contributions, au meilleur de notre connaissance, aucune approche de 
reconnaissance de tâches n’incorpore les mouvements oculaires aux interactions 
traditionnelles. Seuls Iqbal et Bailey (2004) [121] ont examiné la possibilité d’utiliser 
l’oculométrie pour reconnaitre l’activité d’un utilisateur. Leur approche utilise la variation 
de la position absolue (x, y) du regard dans l’interface pour classifier certains types 
d’activités (lecture, recherche et manipulation d’objets, etc.). Ils ont montré que chacun de 
ces types d’activité possède une signature unique de mouvements oculaires pouvant servir à 
l’identification de la tâche courante. Cependant, ces travaux ne représentent pas, à 
proprement parler, une technique de reconnaissance de tâches puisqu’ils cherchent à 
identifier un type général d’activité et non à suivre le sujet dans l’exécution d’une tâche. 
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Figure 5 - Exemples de zones d'intérêt sur le site Amazon.fr 
La principale limitation d’une telle représentation pour le suivi de l’interaction est qu’elle 
ne véhicule par d’information sur le contenu de ce qui est regardé par l’utilisateur. Elle n’a 
qu’une dimension spatiale et ne possède donc pas de valeur sémantique. Afin de suppléer à 
cette limite, nous proposons d’utiliser les zones d’intérêt (Areas Of Interest - AOI) comme 
représentation des mouvements oculaires. Celles-ci sont bien connues dans le domaine de 
l’oculométrie, où elles servent à délimiter les parties d’une interface ayant un contenu 
intéressant. Les AOI possèdent donc un contenu sémantique et une organisation logique en 
lien avec les tâches effectuées dans une interface. La Figure 5 illustre la discrétisation d’une 
interface (Amazon.fr) selon quatre zones d’intérêt. 
Chaque fois que le système enregistre une fixation du regard sur une AOI, une interaction 
oculaire est générée et insérée dans la séquence d’interactions courante. La plupart des 
logiciels d’utilisation d’oculomètre permettent de créer et gérer facilement les AOI (cf. 
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Tobii13, SMI14, ASL15). La Figure 6 illustre une séquence d’interaction type, composée 
d’une suite d’éléments interaction. Ces éléments sont composés d’un type représentant la 
modalité d’interaction (clavier, souris ou oculaire) et d’une source (c.-à-d. la zone d’intérêt 
regardée, l’objet sur lequel le sujet a cliqué ou la touche appuyée sur le clavier).  
 
Figure 6 - Exemple d’une séquence d’interactions 
L’ajout des mouvements oculaires à l’ensemble d’interactions suivant cette représentation 
logique conduit à plusieurs avantages. Notamment, une plus grande tolérance aux 
changements de design des interfaces et la capacité de négliger les mouvements oculaires 
dans des zones non pertinentes. Cependant, cet ajout comporte aussi une difficulté 
particulière. Contrairement aux clics de souris et aux frappes sur le clavier, qui sont des 
actions conscientes et volontaires,  les mouvements des yeux peuvent être non-intentionnels 
et aléatoires, générant ainsi du bruit dans les données. Ce problème est connu dans la 
littérature sous le nom de « Toucher de Midas » 16 [122]. Les parcours oculaires du sujet 
(séquence de fixations) peuvent donc être relativement bruités en raison de fixations 
involontaires [101] et/ou de certains motifs de fixations automatisés sous forme de routines 
oculomotrices (ex. : toujours commencer le parcours d’une interface de gauche à droite) 
[89]. Conséquemment, les séquences d’interactions peuvent contenir un certain nombre de 
données oculaires non reliées à l’exécution de la tâche en cours. De plus, il existe toujours 
une certaine imprécision inhérente aux données oculométriques liées à la position du regard 
mesurée par l’oculomètre. Dans le reste de la thèse, nous ferons référence à ce problème 
par le terme « bruit oculaire ». La section 2.2.3 décrit comment la technique d’inférence 
proposée permet d’y apporter une solution. 
                                                 
13 http://www.tobii.com 
14 http://www.smivision.com 
15 http://asleyetracking.com 
16 Le Toucher de Midas « Midas touch », faisant référence au mythe grec dans lequel le roi Midas change tout 
ce qu’il touche en or, a initialement été proposé dans le contexte des interactions oculaires, dans lequel un 
utilisateur contrôle une interface avec le mouvement de ses yeux. Il y a touché de Midas lorsque le système 
enregistre une action après que l’utilisateur ait regardé involontairement un contrôle dans l’interface. 
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Une seconde difficulté liée à l’utilisation des données oculaires concerne l’interprétation du 
regard sur du contenu dynamique. Ce problème est inhérent à toute forme d’utilisation  de 
l’oculométrie et ne concerne pas spécifiquement l’approche de reconnaissance proposée. La 
manière dont la plupart des logiciels d’oculométrie enregistrent l’information oculaire est 
illustrée à la Figure 7. 
 
Figure 7 - Problème d’interprétation des AOI sur du contenu dynamique 
Pour chaque stimulus visuel, en l’occurrence dans cet exemple un site internet, une capture 
d’écran est d’abord créée (couche 1). Les AOI sont ensuite définies sur un calque créé à 
partir de cette capture d’écran (couche 2 : AOI_A = Bazzo.tv, AOI_B = Abonnez-vous et 
AOI_C = Zone vidéo). Cependant, dans l’exemple de la Figure 7, lors d’une séance de test 
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ultérieure à la création des AOI, la position du regard sur le visage du personnage de 
l’émission « Les bobos » (couche 3) sera enregistrée par l’appareil comme étant tombé sur 
l’AOI_A, donc sur l’image de l’émission « Bazzo.tv ». Les regards sur les AOI_C et B 
demeureraient valides (contenu fixe), mais les regards sur l’AOI_A seront toujours 
interprétés par l’appareil comme étant sur l’image de l’émission « Bazzo.tv », peu importe 
le nouveau contenu « derrière » l’AOI_A. C’est pour cette raison que les manufacturiers 
d’oculomètres spécifient d’éviter les sites internet ayant du contenu Flash ou Dynamic 
HTML. Ce qui est souvent le cas dans les carrousels d’images comme dans l’exemple de la 
Figure 7. Ce problème rend aussi difficile l’utilisation des oculomètres dans des contextes 
très dynamiques tels les jeux vidéo ou les simulateurs. Afin d’apporter une solution à ce 
problème, une technique d’interprétation dynamique des AOI a été développée et 
implémentée dans l’outil proposé dans cette thèse. Cette technique repose sur la définition 
de plusieurs calques (couche 2) pour une même interface, sur lesquelles sont définies les 
AOI représentant les différents états possibles de cette interface. Le calque à considérer au 
temps t, pour interpréter correctement un regard (c.-à-d. AOI sur lequel il est réellement 
posé), est déterminé à l’aide de contextes. Les différents contextes possibles sont définis 
dans l’outil et le contexte courant (au temps t) est identifié à l’aide d’événements. Ces 
événements peuvent soit provenir du système évalué (ex. : jeu vidéo) ou d’un codage vidéo. 
Dans l’état actuel de l’outil seuls les événements par codage vidéo ont été implémentés 
(voir Annexe H – Guide d’utilisation, p. 15). L’expérimentation présentée dans ce chapitre 
fait abstraction de ce problème et vise à valider la technique de reconnaissance de tâches, 
sous l’hypothèse que les couches 2 et 3 (Figure 7) sont concordantes. Une utilisation de 
cette technique sera présentée au chapitre 4. 
2.2.2 Modèle de tâche 
Le modèle de tâche proposé dans ce travail repose sur une implémentation simple de 
l’Analyse de Tâches Hiérarchiques (ATH) [144]. L’idée principale de l’ATH est de 
fragmenter la tâche de haut en bas, dans le but de mettre en lumière les relations 
hiérarchiques et séquentielles entre les sous-tâches. Comme le fait remarquer Stanton 
(2006) [237], il y plusieurs conventions pour utiliser l’ATH dépendant des besoins 
particuliers de modélisation. Dans l’approche  proposée, nous commençons par définir un 
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but racine représentant le but général de la tâche. Nous fragmentons ensuite le but racine en 
sous-buts jusqu’au moment d’atteindre le niveau de granularité requis par les besoins 
d’évaluation de la tâche en question. Par exemple, si l’on veut superviser un apprenti pilote 
en entraînement sur un simulateur de vol afin d’identifier quelles étapes d’une manœuvre 
d’atterrissage sont les plus fréquemment ignorées, on doit fragmenter le but racine jusqu’à 
ce que les feuilles représentent les actions unitaires impliquées par cette manœuvre. D’un 
autre côté, une fragmentation d’un seul niveau peut être suffisante pour identifier les 
différentes étapes d’un processus d’inscription sur un site internet. 
L’analyse de tâche hiérarchique permet donc d’ajuster le niveau de complexité lors de la 
modélisation de tâche en fonction des différents besoins de l’évaluation. De plus, l’ATH 
permet de généraliser le processus de modélisation à plusieurs domaines puisque la plupart 
des tâches peuvent être représentées à l’aide d’une analyse hiérarchique [144]. Un autre 
avantage important de l’ATH est la possibilité de modéliser les contextes des sous-tâches. 
 
Figure 8 - Modèle de tâche (évaluation d'un livre sur Amazon) 
En effet, la plupart des tâches impliquent la répétition de certains groupes d’actions à 
différents moments. La solution la plus simple est de définir des sous-tâches qui 
apparaîtront à différents endroits dans le modèle de tâche permettant de modéliser les 
composantes récurrentes. Par exemple, la Figure 8 illustre une partie de la tâche qu’exécute 
un utilisateur sur le site Amazon.ca lors de l’appréciation d’un livre. Lors de l’analyse de 
l’interaction d’un utilisateur sur ce site, il peut être utile de savoir quel genre de 
commentaires (positifs ou négatifs) il est en train de lire. Cependant, en se basant seulement 
sur la position du regard dans l’interface, il est impossible de distinguer la lecture de 
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commentaires positifs de celle de commentaires négatifs. L’inférence sur le contexte dans 
lequel un commentaire est lu doit être faite à un niveau supérieur. Dans la Figure 8, cela 
revient à identifier lequel des sous-buts 2.1 ou 2.2 est le parent courant du sous-but 3.2. 
D’un point de vue de structures de données, le partage de sous-buts dans la modélisation 
ATH implique que le modèle de tâche n’est pas une structure d’arbre, puisque certains 
sous-buts peuvent avoir plusieurs parents. Différents chemins peuvent donc exister entre le 
but racine et les feuilles et un choix explicite doit être fait pour aller de l’un vers l’autre. Il 
n’est donc pas suffisant d’identifier que l’utilisateur est en train d’exécuter la sous-tâche 
3.2, il faut aussi connaître le chemin complet vers la racine. Dans le reste du document, 
nous ferons référence à ce problème sous le terme « contextualisation des sous-tâches ». 
La section 2.2.3 décrit comment notre technique de reconnaissance permet de faire face à 
ce problème. 
2.2.3 Technique d’inférence 
En raison des choix faits au niveau de l’ensemble d’interactions (section 2.2.1), nos 
données d’entrées possèdent deux caractéristiques particulières ayant orienté le choix de 
notre technique de reconnaissance : elles sont séquentielles et bruitées. Dans le domaine de 
l’apprentissage machine et des séries temporelles, les Modèles de Markov Cachées 
(MMC) sont souvent utilisés pour traiter ce type de données. 
Modèle de Markov Cachées 
Les MMC sont devenus une méthode de choix pour modéliser les processus stochastiques à 
l’aide d’information temporelle dans les domaines de la reconnaissance de la parole [207], 
de l’écriture manuscrite [178] et dans la modélisation du langage naturel [124]. Les MMC 
ont aussi été appliqués au domaine des systèmes tutoriels intelligents dans le but de 
modéliser le comportement de l’apprenant [233, 241]. De plus, dans une perspective 
similaire à la reconnaissance de tâche, des travaux faits dans le contexte des habitats 
intelligents et de la domotique [14, 24] montrent que les MMC sont capables d’interpréter 
correctement l’information émise par des senseurs de mouvements afin de reconnaître des 
situations particulières. Dans ces différents exemples, les MMC ont été utilisés avec succès 
pour inférer des états stables à partir d’informations séquentielles et bruitées provenant de 
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flux de données. Tel que mentionné à la section 2.2.1, l’information provenant des 
mouvements oculaires est relativement bruitée et l’utilisation de MMC permettrait donc 
d’apporter une solution au problème du « bruit oculaire »  
Un modèle de Markov caché est un ensemble fini de variables latentes qui ne sont pas 
directement observables, mais pouvant émettre des symboles visibles selon une certaine 
probabilité. On peut voir un MMC comme une mixture de modèles, où le choix d’une 
composante du modèle pour un symbole dépend du choix de la composante faite pour le 
symbole précédent [22]. Les MMC sont formalisés à l’aide d’un ensemble d’états S et d’un 
ensemble de symboles O sur lesquels est définie une structure de probabilités λ = (a, b, π) 
de la manière suivante : 
1. Transition: ajk = P[qt+1 = Sk | qt = Sj]  (1) 
Probabilité de passer de l’état Sj à l’état Sk,  
avec 0 ≤ ajk ≤ 1 and ∑ ajkk  = 1  
2. Émission:  bj(s) = P[Os à t | qt = Sj] (2) 
Probabilité que l’état Sj émette le symbole Os,  
avec 0 ≤ bj(s) ≤ 1 and ∑ bj(s)=1s  
3. Initialisation: πi = P[q1 = Si] (3) 
Probabilité que l’état Si soit le premier état,  
avec 0 ≤ πi ≤ 1 and ∑ πi=1i  
La Figure 9 illustre un MMC avec trois états cachés xi et quatre symboles yi. Les flèches aij 
représentent les probabilités de transition et les flèches bij les probabilités d’émissions. 
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Figure 9 - Exemple d’un modèle de Markov caché 17 
La phase d’entraînement des MMC consiste à trouver les valeurs des probabilités λ qui 
maximisent la vraisemblance d’une séquence de symboles O = {o1, …, on} (ou plus 
généralement d’un ensemble de séquences) décrite par l’équation suivante : 
 P(O| λ) = ∑ p(O, S|λ)ୱ   (4) 
Pour ce faire, il faut d’abord initialiser les probabilités du modèle. À cette étape, trois 
options sont possibles : 1) initialiser les probabilités à la main en se basant sur des 
connaissances à propos du domaine en question, 2) utiliser une heuristique particulière 
(ex. : répartition aléatoire) ou 3) procéder à une initialisation empirique basée sur des 
données observées (voir section 2.3.4). L’étape suivante consiste à optimiser les 
probabilités initialisées. L’optimisation est souvent effectuée à l’aide d’un algorithme de 
type expectation-maximization (EM) appelé algorithme forward-backward [207] ou de 
l’algorithme Baum-Welch [15]. À ce niveau, la qualité de l’initialisation est très importante, 
car la surface d’erreur18 liée à l’entraînement des MMC contient plusieurs minima locaux et 
les algorithmes d’optimisation utilisés ont tendance à y rester pris. Une fois le modèle 
entraîné, la dernière étape revient à son utilisation. Dans la plupart des applications utilisant 
des MMC, l’objectif principal est l’identification de la série d’états qui a le plus 
probablement émis une séquence particulière de symboles. Ce problème de reconnaissance 
est résolu à l’aide de l’algorithme Viterbi [257]. 
                                                 
17 Image tirée de http://en.wikipedia.org/wiki/Hidden_markov_model 
18 La surface d’erreur représente la relation entre la valeur des différents paramètres d’un modèle et l’erreur 
d’entraînement qui y est associée. L’objectif de l’entraînement est de trouver les valeurs des paramètres 
associés au point « le plus bas » de cette surface. 
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Dans l’approche de reconnaissance de tâche proposée, les états cachés représentent les 
feuilles d’un modèle de tâche et les symboles émis représentent les interactions de 
l’utilisateur dans le contexte de cette tâche. Si l’on retourne à l’exemple de la Figure 6, un 
symbole différent serait défini pour chaque interaction possible. Un symbole porterait donc, 
par exemple, le libellé « Oculaire_aoi17 », soit la conjonction du type et de l’objet de 
l’interaction. Dans ce contexte, on peut définir le problème de la reconnaissance de la 
manière suivante : étant donnée l’observation d’une séquence d’interactions, on cherche la 
séquence la plus probable de sous-tâches feuilles exécutées par l’utilisateur. Cette première 
étape de reconnaissance permet donc d’identifier le niveau inférieur (niveau feuille) d’un 
modèle de tâche. Afin de remonter plus haut dans le modèle et donc d’aborder le problème 
de la contextualisation des sous-tâches, nous proposons d’utiliser une extension des 
MMC, soit les Modèles de Markov Cachés en Couches (MMCC) (Layered Hidden Markov 
Models) proposées par Olivier et al. (2004) [189]. 
Modèles de Markov Cachées en Couches 
Les MMCC sont utilisés pour la reconnaissance de phénomènes hiérarchiques à différents 
niveaux de granularité temporelle. Comme illustré à la Figure 10, un MMCC est constituée 
de n niveaux de MMC où les états cachés du niveau k sont les symboles du niveau k+1. 
 
Figure 10 - Exemple d’un modèle de Markov cachés en couches 
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Chaque niveau de la hiérarchie est donc relié au niveau supérieur via les résultats des 
inférences. Seul le premier niveau inférieur émet des symboles visibles dans 
l’environnement. Les phases d’entraînement et de reconnaissance utilisent les mêmes 
algorithmes que les MMC traditionnels définis dans la section précédente. 
Dans l’approche proposée, chaque niveau d’un modèle de tâche hiérarchique est modélisé à 
l’aide d’un MMC, et l’ensemble du modèle de tâche est donc modélisé par un MMCC. 
Comme décrit dans la section 2.2.2 seul le premier niveau du modèle est lié aux actions de 
l’utilisateur, modélisées par les émissions du niveau inférieur d’un MMCC. En revenant à 
l’exemple de la Figure 8, le niveau 1 aurait trois états (Identifier commentaires positifs, 
Identifier commentaires négatifs et Lire commentaires) inférés à l’aide des symboles du 
niveau 1 (une séquence d’interactions de l’utilisateur : Oculaire_aoi17, Oculaire_aoi14, 
Souris_objet3, etc.). Le niveau 2 comprendrait deux états (Évaluer commentaires positifs et 
Évaluer commentaires négatifs) inférés à l’aide des 3 symboles du niveau 2 (Identifier 
commentaires positifs, Identifier commentaires négatifs et Lire commentaires). L’ambigüité 
relative à la sous-tâche Lire commentaires serait ainsi résolue, permettant alors de la 
contextualiser comme étant la lecture d’un commentaire positif ou négatif. La Figure 11 
illustre un résultat de la reconnaissance de tâche à l’aide de l’exemple d’Amazon. 
 
Figure 11 - Illustration du résultat dynamique de la reconnaissance de tâches 
Cette synthèse de l’approche montre comment une séquence d’actions de l’utilisateur (1) 
permet de positionner celui-ci en continu (2) dans un modèle de tâche hiérarchique (3) 
décrivant son interaction avec un système. 
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 Validation expérimentale 2.3
Deux expérimentations ont été effectuées afin d’évaluer la validité et l’efficacité de notre 
approche de reconnaissance automatique de tâches. Durant chaque expérimentation, les 
participants devaient réaliser une tâche particulière alors que leurs mouvements oculaires 
étaient enregistrés (avec l’activité du clavier et de la souris). Les modèles de tâches et les 
AOI associées ont été conçus afin de recouvrir différents niveaux de complexité et de 
granularité, dans le but de permettre d’évaluer le passage à l’échelle de l’approche. 
Trente-deux (32) participants ont été recrutés pour cette expérimentation. Parmi ces 
participants, 16 étaient des femmes dont l’âge variait de 20 à 45 ans. Tous les participants 
avaient une vision normale ou corrigée-normale. La plupart des participants étaient des 
étudiants de l’Université de Montréal. Tous les participants étaient familiers avec 
l’utilisation d’un ordinateur et d’un fureteur internet. Un prétest a été effectué avant chaque 
tâche afin de préparer les participants. Les données oculométriques ont été enregistrées 
avec l’oculomètre X-120 de la compagnie Tobii19. 
 
Figure 12 - Oculomètre Tobii X-120 
La Figure 12 montre la caméra infrarouge du X-120 qui, placée sous l’écran, permet de 
capturer la position du regard de l’utilisateur de manière non invasive. Une calibration doit 
                                                 
19 http://www.tobii.com 
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être effectuée pour chaque sujet, durant laquelle celui-ci suit des yeux le déplacement d’un 
cercle à l’écran durant environ 20 secondes. L’oculomètre X-120 permet d’enregistrer des 
données selon un échantillonnage de 120 Hz. Dans le but de limiter la taille des fichiers de 
données, et sans diminuer la qualité du signal, les données ont été exportées avec un 
échantillonnage de 60 Hz. Les tâches ont été effectuées sur un ordinateur I7 Intel 2.66 GHz 
et un écran LCD de 19 pouces affichant une résolution de 1280 x 1024. L’expérimentation 
a été réalisée dans un environnement contrôlé et constant (lumière et son). 
2.3.1 Tâche 1 – Google Analytics 
La première tâche effectuée par les sujets a impliqué l’utilisation du site Google 
Analytics20, permettant d’analyser l’information concernant l’achalandage d’un site 
internet. La partie du haut de la Figure 13 montre une capture d’écran de l’interface utilisée 
durant l’expérimentation, sur laquelle un graphique était présenté détaillant les statistiques 
d’achalandage d’un site sur une période de quatre semaines.  
 
Figure 13 - Interface de Google Analytics 
                                                 
20 http://www.google.com/analytics/ 
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La partie du bas de la figure montre les AOI qui ont été créées sur cette interface. La courbe 
bleue représente le nombre de visites par jour et la courbe orange représente le pourcentage 
de nouvelles visites (première visite d’un certain visiteur). Les participants devaient évaluer 
l’achalandage en fonction de trois critères : 1) trafic sur toute la durée des 4 semaines, 2) 
tendance des nouvelles visites pour chaque semaine, et 3) trafic pour une semaine 
spécifique (semaine 3). La Figure 14  montre le modèle de tâches hiérarchique associé à 
cette première tâche de l’expérimentation. 
 
Figure 14 - Modèle de tâches (Google Analytics) 
Le but racine est Évaluer trafic et se décompose en trois sous-tâches représentant les trois 
critères d’évaluation du site. La sous-tâche Identifier jour est un exemple du problème de 
“Contextualisation des sous-tâches” définie à la section 2.2.2. De fait, identifier un jour 
précis de la semaine sur l’axe des x du graphique (où les jours ne sont pas explicitement 
identifiés) est une sous-tâche devant être effectuée à différents moments et dans divers 
contextes. Il n’y avait pas de durée limite pour effectuer la tâche. Le temps moyen de 
réalisation de cette première expérimentation a été d’environ 2.2 minutes par participant. 
2.3.2 Tâche 2 – e-Learning 
La deuxième tâche consistait en un quiz interactif effectué sur une plateforme de e-learning. 
La plateforme CAMPERE, développée au département d’informatique de l’Université de 
Montréal, a été utilisée pour réaliser cette expérimentation  [174]. La Figure 15 montre une 
capture d’écran de l’interface du quiz avec quelques-unes des AOI associées à la tâche. 
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Figure 15 - Interface quiz 
Les participants devaient effectuer une séance de quiz consistant en cinq problèmes (trois 
questions par problème) sur différents sujets. La Figure 15 montre un problème concernant 
les moteurs de voiture. Une ressource visuelle spécifique était présentée pour chaque 
question (ex.: image d’un piston) et une ressource générale étaient montrée pour chaque 
problème (ex. : image complète d’un moteur). Les participants pouvaient aussi demander 
de l’aide supplémentaire en cliquant sur le bouton “Aide” vis-à-vis chaque question. Le 
tuteur affichait alors un indice dans la section du haut de l’interface. Des AOI ont été créées 
à la fois sur les éléments spécifiques à une question et sur ceux non spécifiques (ex. : 
ressource générale). Les participants recevaient la consigne de réaliser les cinq problèmes 
en utilisant le moins d’indices possible et cela sans contrainte de temps. Les autres 
problèmes concernaient les grands fleuves du monde, l’anatomie humaine, la géographie et 
les capitales mondiales. Le temps moyen pris pour les cinq problèmes était de 8.5 minutes 
par participant. La Figure 16 montre le modèle de tâches associé à chaque problème. 
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Question 2
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Figure 16 - Modèle de tâche quiz 
Le but racine représente un problème et la hiérarchie est composée de trois sous-tâches 
associées à chacune des questions. Ce modèle de tâche générique a donc été réalisé cinq 
fois par chacun des participants. La simplicité de celui-ci a été choisie volontairement afin 
d’évaluer le passage à l’échelle (voir section 2.5.2) de notre approche avec des modèles 
plus complexes, comme celui de Google Analytics. Les deux autres modèles de tâches 
présentés au chapitre 4 comportent une complexité équivalente à celle de Google Analytics. 
2.3.3 Étiquetage des données 
Lors de l’élaboration d’une méthodologie d’apprentissage machine, la première étape 
consiste à constituer l’ensemble de données. Un nombre suffisant de données doit être 
préparé afin de permettre la création d’ensembles d’entraînement et de test. De plus, 
puisque notre méthodologie comporte un entraînement supervisé des modèles de Markov 
cachés, chaque donnée doit être identifiée (c.-à-d. se voir attribuer une classe). Dans notre 
travail, les données sont des interactions de l’utilisateur (voir Figure 7) et l’identification 
consiste à préciser à quelle sous-tâche feuille appartient chaque interaction. Il s’agit donc de 
la « classe » de chaque donnée. Cependant, comme le relèvent Salvucci et Anderson (2001) 
[69], il est impossible de connaître avec une certitude absolue ce que fait l’utilisateur – à 
plus forte raison en utilisant des données oculaires. Pour ce faire, il y a donc différentes 
méthodes manuelles ou semi-automatiques pour déterminer ce que fait l’utilisateur (c.-à-d. 
la classe associée à chaque interaction). En plus de servir à l’optimisation des algorithmes 
d’entraînement, cette information servira à calculer le taux de réussite de la prédiction.  
Lors du quiz, le modérateur a codé les données en temps réel. L’expérimentateur était situé 
derrière le participant et, ayant accès à la visualisation de ses mouvements oculaires (via un 
écran caché au sujet), notait les moments où ce dernier changeait de question et de 
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problème. Au niveau de l’expérimentation avec Google Analytics, une stratégie directive a 
été employée, pour l’étiquetage des données, consistant à contrôler la résolution de 
problème de l’utilisateur. L’ordre dans lequel effectuer les trois types d’analyses était 
présenté aux participants et ceux-ci devaient entrer leur réponse via une interface Java 
affichée sous l’interface de Google Analytics. L’insertion d’une réponse déclenche alors la 
consigne d’effectuer la prochaine analyse. Les marqueurs temporels obtenus via cette 
interface Java permettent alors, a posteriori, de lier les interactions de l’utilisateur aux 
sous-tâches du modèle. Plus cette association est précise, plus l’étiquetage des données sera 
valide (c.-à-d. les classes associées aux données représentent les “vraies” classes). 
Cependant, afin de préserver la validité écologique et le comportement naturel des 
participants, un équilibre entre la liberté d’exécution, la précision de l’étiquetage et l’effort 
requis doit être établi. Par exemple, le codage par un expert humain n’interfère pas avec le 
déroulement de la tâche, mais implique un temps et un coût important. Il est à noter que les 
deux méthodes d’annotation engendrent une certaine incertitude sur la classe « réelle » des 
données. 
2.3.4 Procédures d’entraînement et de test 
L’ensemble de données de la tâche 1 contient 32 séquences d’interactions (une par 
participant). Chaque séquence contient en moyenne 88 interactions enregistrées sur une 
durée moyenne de 2.2 minutes. Pour la seconde tâche, l’ensemble de données contient 155 
séquences (cinq par participant). Cinq séquences ont été rejetées en raison d’un problème 
lors de l’annotation des données. Chaque séquence contient en moyenne 210 interactions 
enregistrées sur une durée moyenne de 3.5 minutes.  
De manière générale, en apprentissage machine, on distingue trois grandes familles de 
problème. Dans le cadre de l’apprentissage supervisé, les classes des données (c.-à-d. les 
sorties attendues) sont connues alors que dans l’apprentissage non supervisé il n’y a pas de 
notion de classe d’appartenance. Les problèmes semi-supervisés contiennent à la fois des 
données étiquetées (c.-à-d. avec classes) et non étiquetées. De manière analogue, deux 
types de procédures sont possibles pour entraîner un modèle de MMC. La première, plus 
complexe, est de type supervisé et est nécessaire afin de pouvoir mesurer l’erreur de 
généralisation et donc de tester la qualité de l’entraînement. La deuxième, de type non 
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supervisé, est plus simple, mais ne permet pas de mesurer l’erreur de généralisation. Nous 
proposons une troisième alternative, de type semi-supervisée, adaptée à notre problème 
particulier de reconnaissance de tâches.  
La Figure 17 présente la procédure d’entraînement supervisé appliquée aux données de la 
tâche du quiz. Chaque ligne (ex. : Utilisateur 1) représente une séquence d’interactions. 
Chaque donnée d’une séquence (c.-à-d. action du participant) contient la classe assignée 
lors de l’annotation (c.-à-d. sous-tâche feuille). Il s’agit donc d’une procédure supervisée 
puisque l’on connaît la classe réelle des données lors de l’entraînement. L’étape 1 de la 
procédure consiste à séparer l’ensemble de données de manière aléatoire en deux ensembles 
d’entraînement et de test.  
 
Figure 17 - Schéma de la procédure d’entraînement supervisé 
Durant la deuxième phase, les données de l’ensemble d’entraînement servent à initialiser 
les probabilités du modèle. Tel que mentionné à la section 2.2.3, il s’agit d’une initialisation 
empirique basée sur les fréquences observées dans les données d’apprentissage. Par 
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exemple, la valeur initiale de la probabilité de passer de la sous-tâche x à la sous-tâche y 
sera le nombre de fois où cette transition a été observée dans les données, divisée par le 
nombre total de transitions observées. Il n’est pas nécessaire d’optimiser les probabilités 
initialisées de cette manière à l’aide d’un algorithme, car elles représentent déjà la meilleure 
estimation des distributions contenues dans les données d’entraînement. L’étape 3 consiste 
à tester la validité du MMCC résultant. Chaque séquence de l’ensemble de test est donnée à 
l’algorithme de Viterbi, qui retourne la séquence la plus probable de sous-tâches associées. 
Comme montré à la Figure 17, la validité du modèle est évaluée à l’étape 4. Une prédiction 
est valide lorsque la classe prédite est la même que la « vraie » classe.  
Dans le but de maximiser l’ensemble de données, l’entraînement a été effectué selon une 
stratégie de validation croisée de type k-fold. Afin de tester certaines hypothèses sur la 
généricité du modèle (voir discussion des résultats - section 2.5.2), la méthodologie de 
validation croisée standard a été légèrement modifiée. Pour chaque valeur de k = 1 à 32, un 
ensemble d’entraînement de k séquences a été créé et lié à un ensemble de test contenant 
les 32-k séquences restantes. De plus, pour chaque valeur de k, les ܥ௞ଷଶ manières possibles21 
de composer l’ensemble d’entraînement ont été utilisées et moyennées. Par exemple, 
lorsque l’ensemble d’entraînement contient deux séquences (k=2), toutes les paires de 
séquences possibles (492) sont testées et le taux de réussite moyen est calculé pour cette 
valeur de k. Cette procédure permet d’éviter que les résultats obtenus ne soient biaisés par 
le choix des participants composant les ensembles d’entraînement et de test.  
La Figure 18 illustre la procédure d’entraînement non supervisé. Dans celle-ci, il n’y a 
qu’un seul ensemble de données. Les paramètres du modèle sont initialisés aléatoirement 
(étape 1), et sont ensuite optimisés à l’aide de l’algorithme de Baum-Welch en fonction des 
données d’entraînement (étape 2). L’étape 3 consiste ensuite à utiliser le modèle pour 
prédire la séquence de sous-tâches la plus probable liée à une nouvelle séquence d’actions 
de l’utilisateur.  
                                                 
21 L’équation exacte utilisée est  n! / (n-k)! k!  pour obtenir les combinaisons sans répétitions et dont l’ordre 
n’est pas important. Toutefois, puisque le nombre de possibilités croît de manière factorielle, une limite a été 
fixée à 50 000 000 possibilités pour chaque valeur de k. 
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Figure 18 - Schéma de la procédure d'entraînement non supervisé 
La méthode d’entraînement semi-supervisée que nous proposons vise à tirer profit des 
connaissances sur la tâche que possède l’expert du domaine utilisant notre approche. Celui-
ci peut, à l’étape 1, définir manuellement certains paramètres du modèle. Des interfaces 
d’édition ont été créées dans l’outil afin de faciliter ce travail (voir Annexe H – Guide 
d’utilisateur, p. 21). Par exemple, l’expert peut entrer la probabilité que l’utilisateur regarde 
une AOI particulière lorsqu’il exécute une certaine sous-tâche ou la probabilité de passer 
d’une sous-tâche à une autre. Les paramètres n’ayant pas été manuellement initialisés le 
sont ensuite de manière aléatoire22. Nous croyons que cette méthode alternative aidera à 
l’appropriation de l’outil par les experts en évaluation, car elle est à la fois plus simple que 
la méthode supervisée et plus efficace que celle non-supervisée. Toutefois, tel que 
mentionné précédemment, il n’est pas possible de valider la qualité de l’apprentissage dans 
cette procédure puisque les classes réelles (c.-à-d. vraies sous-tâches) ne sont pas connues. 
Les résultats sur la performance du modèle, présentés dans la prochaine section, ont donc 
été obtenus en utilisant la procédure d’entraînement supervisé. Les deux expérimentations 
qui seront présentées au chapitre 4 utilisent l’entraînement semi-supervisé. 
                                                 
22 Par exemple, pour une sous-tâche donnée, les probabilités d’émission de toutes les AOI doit sommer à 1. Si 
la somme des probabilités assignées manuellement à certaines de ces AOI égale x, 1-x sera ensuite redistribué 
aux autres AOI de manière presque égale. Un léger facteur aléatoire est introduit à ce niveau. 
... ......
......
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 Résultats 2.4
Différentes mesures de performance peuvent être utilisées pour évaluer l’efficacité des 
modèles de Markov cachés [182]. Dans le contexte de reconnaissance de tâches dans lequel 
s’inscrit ce travail, les mesures de précision (accuracy rate) et de réactivité (early 
detection) sont les deux plus pertinentes.  
La précision est définie comme le ratio du nombre de prédictions valides sur le nombre 
total de prédictions. Comme illustré à la Figure 17 (étape 4), pour chaque interaction de 
l’utilisateur, les états cachés inférés à chaque niveau de la hiérarchie sont comparés avec la 
valeur réelle afin de déterminer s’il s’agit d’une prédiction valide. La Figure 19 présente la 
précision obtenue lors des deux tâches expérimentales en fonction des différentes valeurs k 
de la validation croisée (c.-à-d. nombre de participants dont les données sont dans 
l’ensemble d’entraînement). On notre qu’un plateau est atteint à partir de k = 10. 
 
Figure 19 - Précision (%) en fonction du nombre de sujets d’entraînement (k) 
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Le Tableau 2 présente les résultats de précision pour les deux expérimentations (la valeur 
de k = 9 a été utilisée).  
Tableau 2 - Précision 
Réussite, Erreurs et Précision (%) sont les valeurs moyennes calculées sur les  
۱૜ૢ૛= 28 048 800 combinaisons possibles pour créer l’ensemble d’entraînement 
contenant les données de neuf participants sur 32. Baseline représente le taux de 
précision obtenu par chance, 1/(nb. sous-tâches). 
 
De manière générale, la réactivité représente la vitesse à laquelle le modèle détecte un 
changement d’état dans les états cachés. Dans le contexte de la reconnaissance de tâches, la 
réactivité représente le temps nécessaire pour détecter le passage entre deux sous-tâches. 
Dans la structure de probabilité des MMC, la probabilité de transition (équation 1, section 
2.2.3), peut être utilisée pour optimiser la réactivité d’un modèle. Le fait d’augmenter la 
probabilité de rester dans le même état (ajk, où j=k) accroît la stabilité du modèle. 
L’algorithme de Viterbi est alors moins susceptible de changer d’état de manière erronée 
suite à l’observation d’une légère quantité de bruit (c.-à-d. des émissions qui ne 
représentent pas la réalité). En revanche, imposer une telle contrainte a pour effet de réduire 
la réactivité du modèle puisque plus d’émissions valides seront nécessaires afin de 
déclencher un changement d’état. Afin de maximiser la réactivité du modèle, sans nuire à la 
précision, les probabilités de transition ont été optimisées à l’aide d’un facteur de stabilité 
(SF). Pour chaque état j, la probabilité de rester dans le même état a été fixée selon une 
certaine valeur de SF (ajk = SF | k=j). La Figure 20 illustre la relation observée entre 
réactivité et précision en fonction de SF. Ces données ont été obtenues, en combinant les 
données des deux expérimentations, dans une phase d’analyse indépendante de la procédure 
d’entraînement et des résultats de précision présentés précédemment.  
Tâche Niveau Nbr. Émissions Réussites Erreurs Précision (%) Baseline (%)
Google 
Analytics
1 1 798 922 876 51,3 20,0
2 1 798 845 953 47,0 33,3
eLearning 1 22 759 20 277 2 482 89,1 33,3
Tâche Prédiction
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Figure 20 - Effet du facteur de stabilité sur la précision (e-learning). 
Le délai de détection représente la moyenne du temps (en secondes) écoulé avant que le 
modèle détecte un changement d’états cachés (c.-à-d. de sous-tâches) et reflète donc le 
niveau de réactivité du modèle. Dans le présent travail, une valeur de 0.75 a été attribuée au 
facteur de stabilité afin de maximiser également réactivité et précision. Les résultats 
présentés dans cette section ont été calculés avec cette valeur de SF. Cette valeur peut être 
fixée manuellement, à différents niveaux, en fonction des besoins et des contraintes exigés 
par le contexte dans lequel l’approche est utilisée. Il est à noter que le facteur de stabilité 
peut être vu comme un hyperparamètre du modèle de MMC, puisqu’il vise à contrôler son 
comportement. Puisque la valeur de celui-ci a été choisie en fonction des données 
d’entraînement, il peut en résulter un certain biais au niveau des résultats de généralisation 
présentés à la Figure 19. Toutefois, ce biais est atténué par le fait qu’une seule valeur de SF 
a été retenue pour tous les modèles, en utilisant les données cumulées de ceux-ci, et non pas 
en l’optimisant pour chacun d’eux. 
 Discussion 2.5
Les prochaines sous-sections présentent une discussion sur les résultats obtenus en termes 
de la performance et du passage à l’échelle et comparent l’approche proposée avec 
d’autres méthodes issues de la littérature. 
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2.5.1 Performance 
Bruit oculaire 
L’utilisation des mouvements oculaires pour la reconnaissance d’activité demande une 
méthode d’inférence probabiliste en raison du caractère bruité des données. Parmi les 
facteurs reliés aux bruits, les plus importants sont : la précision de l’oculomètre et sa 
calibration, les mouvements involontaires des yeux et les mouvements volontaires 
extrinsèques à la tâche (distraction) [73]. Ces problèmes ont été rassemblés et définis sous 
le nom de bruit oculaire (section 2.2.1). Les résultats expérimentaux liés à la précision, 
présentés dans le Tableau 2, montrent que la technique d’inférence proposée permet 
d’apporter une solution à ce problème. La précision de la prédiction obtenue pour la tâche 
de e-learning est 2.7 fois plus importante que le niveau de base. Au niveau 1 de la tâche de 
Google Analytics (le seul niveau avec des émissions provenant de l’environnement), la 
précision de la prédiction est 2.6 fois plus élevée que le niveau de base. Dans ces deux 
expérimentations, une stratégie basée sur les évènements (event-driven stratregy) a été 
utilisée pour déclencher les prédictions. Cependant, chaque contexte d’utilisation de la 
reconnaissance de tâche nécessite un niveau de précision temporal particulier. Dans la 
plupart des contextes, une fréquence de prédiction plus faible peut être suffisante. Les 
résultats présentés dans le Tableau 2 doivent donc être interprétés en conséquence. Par 
exemple, dans la tâche de e-learning, le temps moyen entre chaque action de l’utilisateur a 
été en moyenne de 1.5 seconde. Cela signifie que si le modèle effectue une prédiction 
erronée au temps t, il aura à nouveau 89 % de probabilité d’effectuer une prédiction valide 
au temps t+1.5 et t+3. Une stratégie de prédiction basée sur le temps (time-driven strategy) 
permettrait donc d’obtenir de meilleurs résultats. Dans ce type de stratégie, une prédiction 
est produite selon une certaine fréquence temporelle, par exemple à toutes les cinq 
secondes. Si trois émissions ont été enregistrées durant cette période, il y aura trois 
prédictions effectuées à l’interne et seul le résultat majoritaire sera transmis. Diminuer la 
fréquence de prédiction entraîne donc une plus grande probabilité d’avoir un résultat 
transmis valide, car les erreurs (moins fréquentes) sont en quelque sorte diluées. Cela au 
prix de la précision temporelle, car la fenêtre par laquelle l’interaction de l’utilisateur est 
observée augmente. 
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Contextualisation des sous-tâches 
Dans la plupart des activités, une même séquence d’actions doit être répétée à différents 
moments et dans différents contextes. Les modèles de tâches hiérarchiques peuvent donc 
contenir des sous-tâches ayant plusieurs parents. La prédiction à ce niveau requiert donc 
une attention particulière. Ce problème est encore plus prégnant dans un contexte 
d’oculométrie. En effet, dans une interface type, certains éléments sont conçus pour être 
utilisés de plusieurs manières et à différentes fins. Le regard de l’utilisateur sur un endroit 
particulier d’une interface peut donc être interprété de plusieurs manières. Par exemple, 
regarder le prix d’un produit sur un site de commerce électronique au début et la fin n’a pas 
la même « fonction » au sein du processus d’achat. Au début, le regard peut être interprété 
dans une perspective de recherche d’information à des fins de comparaison et à la fin, avant 
de cliquer sur « Acheter », comme un réflexe de réassurance (c.-à-d. « Il s’agit bien de ce 
produit? Et à ce prix ? »). La tâche de Google Analytics contient un exemple de ce 
problème de la « contextualisation des sous-tâches » (section 2.2.2). La sous-tâche 
Identifier jour (Figure 14), lorsqu’inférée au niveau 1 par le modèle (à partir des actions de 
l’utilisateur), doit être plus précisément classifiée comme étant fille d’une des deux sous-
tâches possibles au niveau 2. Le Tableau 2 montre que la précision au niveau 2 est plus 
faible que celle obtenue au niveau 1 (1.4 fois le niveau de base contre 2.6 fois le niveau de 
base). Cela est en partie dû au fait que les erreurs de prédiction sont propagées vers le haut 
dans les MMCC. Puisque les états à un niveau k sont les émissions du niveau k+1, les 
prédictions incorrectes au niveau k deviennent des données bruitées au niveau k+1. Comme 
mentionné précédemment, une manière d’atténuer cet effet serait de considérer différentes 
fenêtres temporelles et de moyenner une prédiction sur cet intervalle. Seule la prédiction 
majoritaire serait transmise au niveau supérieur et la probabilité qu’il s’agisse d’une 
émission bruitée serait donc inférieure. Tel que définis originellement par Olivier et al. 
(2004) [189], les MMCC ont été conçus pour la reconnaissance d’événements faisant partie 
d’une structure hiérarchique avec différents niveaux de granularité temporelle. La taille des 
fenêtres temporelles utilisées à chaque niveau de la hiérarchie dépend du type de tâche 
faisant l’objet de la reconnaissance. 
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2.5.2 Granularité vs passage à l’échelle 
Le passage à l’échelle (scalability) est généralement défini comme étant « l’habilité d’un 
système à s’accommoder d’une augmentation du nombre d’éléments ou d’objets, à traiter 
gracieusement un volume croissant de travail, et/ou à être apte à l’accroissement » [26]. 
Dans le contexte de la reconnaissance automatique de tâche, et plus précisément dans le 
cadre de notre approche, le passage à l’échelle peut être défini comme étant l’habilité de la 
technique d’inférence à gérer une croissance dans la complexité de l’ensemble 
d’interactions et/ou dans le modèle de tâche. Pour ces deux aspects du passage à l’échelle, 
la complexité est liée de près à la granularité. 
• Modèle de tâche: une même activité peut être décrite avec plus ou moins de 
détails en fonction des objectifs liés à l’activité en question. Une description 
précise implique un modèle de tâche plus complexe pour représenter les 
différents états de la tâche. Une description détaillée et granulaire augmente le 
nombre d’états cachés et a donc un impact sur la précision de la prédiction 
• Ensemble d’interactions: le comportement de l’utilisateur peut être suivi 
selon différents niveaux d’analyse allant, par exemple, de la simple l’URL de 
la page internet courante à la position exacte du regard dans l’écran. Une 
reconnaissance de tâche précise requiert une analyse fine des actions de 
l’utilisateur afin d’inférer correctement l’état courant au sein d’un large 
éventail de possibilités. Cependant, la granularité de l’ensemble d’interactions 
affecte le niveau de bruit dans les données recueillies. En effet, les petits 
éléments atomique transitoires et éphémères  (ex. : clic de souris, déplacements 
du regard) sont plus susceptibles d’être erronés ou sans rapport avec la tâche. 
Comme mentionné par Carberry (2001) [39], la précision de la prédiction – 
comme dans d’autres contextes – est fortement liée à la quantité de bruit 
présente dans les données. Concernant la granularité du flux de données 
oculaires de l’utilisateur, une petite AOI a plus de chance d’être bruitée en 
raison de la précision (p) inhérente à tout oculomètre. Lorsqu’un utilisateur 
regarde un point (x, y) sur un écran, l’oculomètre fournit une estimation (x±p, 
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y±p). Plus l’AOI est petite, plus la probabilité que (x±p, y±p) soit en dehors de 
ses frontières est grande. 
Une approche puissante et précise de reconnaissance requiert un certain niveau de 
granularité tant au niveau de modèle de tâche que de l’ensemble d’interactions. Cependant, 
comme mentionné précédemment, une granularité élevée impose une pression importante 
sur la technique d’inférence et conséquemment affecte aussi la précision de la prédiction. 
Le passage à l’échelle peut donc être défini comme étant la capacité d’un modèle à 
supporter un haut niveau de granularité tout en maintenant un bon niveau de précision. 
La plupart des approches de reconnaissance ont leur propre manière de gérer la granularité. 
Par exemple, dans le Projet Lumière [115], les événements atomiques de bas niveau sont 
transformés selon une sémantique de haut niveau en actions de l’utilisateur (ex. : errance de 
souris ou navigation de menu) avant d’être transmis à un modèle bayésien. Dans l’approche 
proposée dans cette thèse, une part de la justification de choix des AOI comme 
modélisation des mouvements oculaires est liée au dilemme granularité vs précision. Tel 
que mentionné à la section 2.2.1, les parcours oculaires contiennent de l’information 
précieuse sur les intentions et l’activité de planification de l’utilisateur tout en étant très 
bruités. Encapsuler plusieurs mouvements oculaires dans une seule AOI, en ignorant les 
regards dans des régions de l’écran sans AOI, permet alors de réduire ce bruit. De plus, 
puisque la taille des AOI peut être ajustée, cela fournit un moyen direct d’ajuster la 
granularité en fonction des besoins spécifiques des différentes activités pour lesquelles 
l’approche est utilisée. L’autre justification principale pour le choix des AOI comme 
représentation des mouvements oculaires est son indépendance face au design des 
interfaces. L’apparence visuelle et l’agencement spatial des éléments d’une interface 
peuvent être modifiés après l’entraînement d’un modèle de reconnaissance sans que cela 
n’implique la nécessité de ré-entraîner par la suite. La même définition d’AOI peut être 
utilisée, de manière transparente pour les algorithmes des MMC, en changeant simplement 
leur position dans l’écran. Ce qui n’est pas le cas, par exemple, des approches reposant sur 
une représentation absolue des mouvements oculaires (cf. [121]). 
En regard du dilemme granularité vs précision, les résultats présentés dans la section 2.4 
peuvent fournir une vue d’ensemble du passage à l’échelle de notre approche. La tâche 2 
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(e-learning) a été conçue pour avoir une faible granularité : trois sous-tâches et 13 AOI 
recouvrant 57 % de l’écran.  La tâche 1 (Google Analytics) est très granulaire avec 8 sous-
tâches et 27 AOI couvrant 15 % de l’écran. Les AOI sont plus petites et sont associées à 
des parties plus précises de l’interface. Le Tableau 2 montre que la précision de la 
prédiction diminue de 2.7 fois le niveau de base (tâche 2) à environ deux fois le niveau de 
base (tâche 1 – moyenne des deux niveaux). Ces résultats indiquent que l’approche est 
capable de faire face à une hausse substantielle de la complexité et de la granularité du 
problème de reconnaissance en maintenant un niveau comparable de précision. Les 
environnements expérimentaux du simulateur Race to Mars et du site Bell.ca, qui seront 
présentés au chapitre 4, comportent, en l’occurrence, ce type de complexité. 
2.5.3 Comparaison 
La littérature sur la reconnaissance automatique de tâche contient différentes techniques 
pour inférer les buts de l’utilisateur à partir du flux d’interactions. Cependant, puisque la 
reconnaissance de tâches dans les IHM est un domaine de recherche relativement nouveau, 
il n’y a pas références bien établies pour comparer la performance des différentes 
approches. Qui plus est, les approches diffèrent en trop de points pour être comparées 
convenablement. De fait, aucune approche ne partage de similitude au niveau des trois 
composantes de la grille d’analyse simultanément (ensemble d’interactions, modèle de 
tâche et technique d’inférence). De plus, le taux de précision dépend de la tâche en question 
au sein d’une même approche. Une manière pragmatique de comparer les approches entre 
elles, toutes choses étant égales, serait d’isoler les effets du modèle de tâche et de 
l’ensemble d’interactions sur la technique d’inférence. Nous proposons, pour ce faire, une 
méthode en deux étapes :  
• Modèle de tâche: comme mentionné précédemment, la précision de la 
prédiction dépend en partie de la complexité de la tâche. Plus précisément, le 
nombre de sous-tâches possibles dans lesquelles l’utilisateur peut se trouver a 
un impact sur le nombre de cibles dans la technique d’inférence et rend donc 
l’inférence plus difficile. Calculer un niveau de base en fonction du nombre de 
sous-tâches (1/nb. sous-tâches) permet donc de pondérer le niveau de 
précision et de prendre en compte de la granularité de modèle de tâche. 
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• Ensemble d’interactions: Carberry (2001) [39] souligne que la robustesse et 
la précision de la prédiction sont liées au niveau de bruit dans les données. La 
complexité de l’ensemble d’interactions a donc un impact direct sur le taux de 
précision. Il y a un coût au traitement des interactions fines. Par exemple, 
suivre un utilisateur qui navigue sur internet est plus facile que de suivre un 
utilisateur jouant à un jeu vidéo puisque les interactions de ce denier sont plus 
rapides, diffuses et ambiguës. Un facteur de pondération tenant en compte la 
complexité de l’ensemble d’interactions permettrait alors d’isoler cet effet. 
Le Tableau 3 illustre la comparaison du taux de précision de l’approche proposée avec deux 
autres approches suivant une telle méthode de pondération.   
Tableau 3 - Comparaison du taux de précision 
Ri et Ci  représentent respectivement le niveau de base et le coefficient de complexité de 
l’approche i. Le niveau 1 de la tâche Google Analytics est utilisé pour calculer B5. 
 
C1 devrait tenir compte de la complexité liée au suivi des différents boutons du lecteur 
vidéo (ex.: lecture, pause, stop, etc. – voir section 2.1), C2 pour les événements logiciels 
(ex. : OpenMailItem, CloseMailItem, objDocument_Save - voir section 2.1) et C3 pour les 
mouvements oculaires et l’activité du clavier et de la souris. La précision pondérée serait 
alors calculée selon l’équation : précision brute / niveau de base x coefficient de 
complexité. Dans l’état actuel du travail, nous n’avons pas déterminé la manière exacte de 
quantifier les coefficients de complexité pour un problème de reconnaissance particulier. 
Les données du Tableau 3 ne servent donc pas à comparer les approches présentes mais à 
illustrer l’approche de comparaison et, de manière plus générale, la difficulté liée à la 
comparaison des méthodes de reconnaissance de tâche. 
Westphal et al.  (2002)
Tâches Lecteur vidéo Édition 
document
Recherche 
internet
Calendrier Google Analytics eLearning
Précision brute (%) 90 58 75 87 50 89
Niveau de base B1 = 1/10 B2 = ? B3 = ? B4 = ? B5 =1/5 B6 = 1/3
Complexité C1 C2 C2 C2 C3 C3
Précision pondérée (%) 90 / B1 x C1 58 / B2 x C2 75 / B3 x C2 87 / B4 x C2 50 / B5 x C3 89 / B6 x C3
Bailey et al.  (2006) Courtemanche et al . (2011)
Approches
51 
 
Toutes les approches présentées dans le Tableau 1 (section 2.1) obtiennent une performance 
acceptable au sein de leur champ d’application. Il appert donc que le plus important est de 
bien choisir la méthode en tenant compte des besoins et contraintes techniques de 
l’application pour laquelle elle est employée. En plus de la précision de la prédiction et des 
caractéristiques mentionnées plus haut, d’autres aspects doivent être pris en compte lors du 
choix d’une méthode de reconnaissance de tâche. Puisque la plupart des techniques 
d’inférence sont basées sur des algorithmes d’apprentissage machine, la dépendance à 
l’ensemble d’entraînement doit être considérée. Un algorithme nécessitant un très grand 
nombre de données d’entraînement, afin de bien généraliser à de nouvelles données, peut 
s’avérer trop coûteux à implémenter dans un contexte industriel ou commercial. Créer de 
grands ensembles de données implique de recruter plusieurs sujets et d’effectuer plusieurs 
séances de test. Dans la méthodologie de test mise sur pied dans ce travail, nous avons 
utilisé une stratégie k-fold afin de tirer le maximum des données collectées. La Figure 19 
montre qu’un plateau dans la précision est atteint avec une valeur de k = 10. Cela signifie 
que les données de 10 sujets sont nécessaires pour obtenir les résultats maximaux de 
prédiction dans les deux expérimentations. De plus, le calcul de la moyenne des Cଵ଴ଷଶ 
combinaisons possibles pour assigner les sujets aux ensembles d’entraînement et de test 
accroit l’assurance que les résultats ne sont pas spécifiques aux sujets et peuvent être 
obtenus avec 10 sujets aléatoires. 
 Résumé des contributions et perspectives 2.6
Pantic et al. (2007) [196] proposent un cadre pour envisager l’interaction humain-machine 
mettant l’utilisateur au centre du processus : Human-Centred Intelligent HCI (HCI2). Selon 
cette perspective, l’adaptation des systèmes intelligents au comportement des utilisateurs 
passe d’abord par l’interprétation de leurs actions. Automatiser cette tâche est loin d’être 
trivial puisqu’elle implique d’assigner à une action de l’utilisateur la signification la plus 
probable. Le développement d’approches de reconnaissance automatique de tâche 
représente un pas dans cette direction en permettant de contextualiser les actions de 
l’utilisateur en fonction de la tâche qu’il effectue avec un système. Comme le soulignent 
encore Pantic et al. (2007) [196], une approche générale pour déterminer le contexte, 
fonctionnant dans tous les cas et toutes les applications, est impossible à réaliser. Un point 
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de vue pragmatique suggérerait plutôt le développement d’approches ayant une étendue 
claire et limitée (ex. : pour les utilisateurs faisant face à une interface, pour les applications 
embarquées ou dans un environnement domotique intelligent). La méthode présentée dans 
ce chapitre s’inscrit donc dans cette voie. Elle est conçue pour la reconnaissance de tâche 
d’utilisateurs faisant face à une interface informatique. Les actions pouvant être 
contextualisées sont donc liées aux modalités de ce type d’interface (clavier, souris, écran). 
Les principales contributions de cette approche à la reconnaissance automatique de tâche 
concernent sa généricité et sa granularité. Ces deux contributions sont essentiellement liées 
à l’intégration de l’oculométrie. De fait, enrichir l’ensemble d’interactions avec des 
données sur les mouvements oculaires ouvre une plus grande fenêtre sur le comportement 
de l’utilisateur, notamment dans les interfaces complexes où beaucoup de choses se passent 
sans que n’interviennent le clavier où la souris. Comme l’avait suggéré Horvitz (1998) 
[115], savoir ce que l’utilisateur regarde permet une reconnaissance plus précise et 
granulaire de l’interaction. La description du comportement de l’utilisateur, basé sur 
l’analyse de tâche hiérarchique, permet de décrire des activités dans un grand nombre de 
domaines [237] et confère donc aussi à l’approche un certain niveau de généricité quant aux 
types de tâches auxquels elle peut s’appliquer. Finalement, puisque la technique d’inférence 
est basée sur les Modèles de Markov Cachés en Couches (MMCC), notre approche permet 
la contextualisation explicite des sous-tâches ayant plusieurs parents (un cas de figure se 
retrouvant fréquemment dans la description d’une tâche). 
Cependant, les procédures d’entraînement usuelles des MMCC comportent certaines 
difficultés. La procédure supervisée nécessite l’annotation des données d’entraînement par 
un codeur humain, ce qui peut s’avérer coûteux en temps et argent. D’un autre côté, la 
procédure non supervisée offre de moins bons résultats, l’algorithme de Baum-Welch étant 
très sensible aux paramètres initiaux. Nous avons donc développé une méthode semi-
supervisée permettant de tirer profit des connaissances de l’expert sur la tâche en question. 
Bien qu’il ne soit pas nécessaire de comprendre les algorithmes et les modèles 
mathématiques sous-tendant les MMC, l’expert doit alors toutefois posséder un certain 
nombre de connaissances. Puisque cette procédure d’entraînement sera probablement la 
plus utilisée par les utilisateurs de notre outil (non-experts en informatique), et pour que 
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cela ne représente pas une barrière à l’entrée, nous avons développé une interface d’édition 
afin de supporter et faciliter la tâche d’initialisation des probabilités. Une autre avenue de 
recherche possible pour étendre notre méthode de reconnaissance serait de permettre la 
définition de modèles de tâches plus complexes. Dans l’implémentation actuelle, les 
modèles de tâches doivent avoir la forme d’un arbre parfaitement équilibré (c.-à-d. toutes 
les feuilles au même niveau). Ce qui contraint l’utilisateur de l’outil à modéliser les tâches 
de manière à ce que toutes les sous-tâches aient la même profondeur. 
  
  
  
CHAPITRE 3 
RECONNAISSANCE DES ÉMOTIONS 
Le cadre le plus général dans lequel on s’inscrit, lorsque l’on considère les émotions dans 
un contexte informatique, est celui de l’informatique affective (affective computing). Ce 
terme a été utilisé pour la première fois, en 1997, par Rosalind Picard, qui proposa la 
définition suivante : « Computing that relates to, arises from and deliberately influences 
emotions » [199]. L’idée maîtresse de cette approche est de doter l’ordinateur des capacités 
innées que possède l’humain de pouvoir percevoir, ressentir et exprimer des émotions. Il 
s’agit d’ailleurs des trois grands axes de recherche de cette discipline. Dans le cadre de 
cette thèse, nous nous intéresserons essentiellement à la manière dont l’ordinateur peut 
arriver, dans une certaine mesure, à estimer l’émotion ressentie par l’utilisateur. Cette 
perspective sera quelque peu élargie afin d’inclure d’autres construits psychologiques à la 
reconnaissance automatique des émotions. 
Bien que cela puisse paraître simple à première vue, mesurer l’état émotionnel d’un sujet 
est un des problèmes les plus difficiles de l’informatique affective. Malgré l’apparente 
simplicité des réactions émotionnelles, un grand nombre de théories et pratiques, parfois 
contradictoires, composent ce champ de recherche. Afin de simplifier notre étude des 
émotions et de structurer ce chapitre, nous partirons d’un modèle simple et consensuel 
résumé par Mauss et Robinson [169] (Figure 21). Ce modèle synthétique, reprenant les 
principaux éléments du modèle componentiel originalement proposé par Scherer (1982) 
[227], servira de paradigme pour l’étude des émotions dans cette thèse. Selon ce schéma, le 
processus commence par l’évaluation d’une situation par le sujet, reposant sur plusieurs 
variables internes (ex. : personnalité, attitude, but, style cognitif, etc.) [228, 235]. Cette 
évaluation induit ensuite un état émotionnel accompagné d’une réaction distinguée selon 
trois dimensions : expérience, physiologie et comportement [102, 158].  
56 
 
 
Figure 21 - Schéma général du processus émotionnel 
La plupart des travaux sur la reconnaissance des émotions en IHM ont pour but d’inférer 
l’état émotionnel de l’utilisateur à l’aide de ses réactions et/ou de ses variables internes. La 
première section de ce chapitre présente les techniques de reconnaissance présentes dans la 
littérature et la section 3.2 décrit les deux principales approches de modélisation des états 
émotionnels. Dans chaque section, le choix de l’approche retenue pour ce travail est justifié 
en regard des besoins définis dans la problématique (section 1.3). La section 3.3 décrit 
ensuite, plus en détails, l’approche de reconnaissance retenue et développée dans cette 
thèse, soit l’analyse des signaux physiologiques. La section 3.4 présente l’expérimentation 
effectuée pour valider cette approche ainsi que les résultats obtenus. 
3.1 Reconnaissance des émotions 
La reconnaissance des états émotionnels des utilisateurs est une des composantes les plus 
importantes de l’informatique affective et celle ayant fait l’objet du plus grand nombre de 
travaux depuis les 10 dernières années. La littérature dans ce domaine contient d’ailleurs 
une très grande variété de techniques. Afin de faciliter le choix de l’approche la plus 
appropriée dans le contexte de cette thèse, nous avons regroupé et comparé les différentes 
techniques selon la taxonomie présentée à la Figure 22. Les différentes familles 
d’approches font écho aux dimensions émotionnelles présentées à la Figure 22. Par 
exemple, la joie peut se manifester chez le sujet via un changement dans l’expression 
faciale, un changement dans le ton de la voix et/ou une certaine expérience subjective. 
Comme le mentionne Scherer (2005) [229], il n’y a pas une mesure unique parfaite et 
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seulement une mesure convergente et simultanée de toutes les dimensions de l’émotion 
pourrait permettre de capturer complètement un état émotionnel. 
 
Figure 22 - Taxonomie des techniques de reconnaissance des émotions 
Cependant, l’état de l’art actuel ne laisse pas entrevoir le développement d’une telle mesure 
dans un avenir proche et la majorité des approches se concentrent sur une seule dimension. 
Les quatre grandes familles d’approches permettant à l’ordinateur de reconnaître les 
émotions des utilisateurs sont donc 1) l’autoévaluation, 2) l’analyse de signaux 
comportementaux, 3) l’analyse de signaux physiologiques et 4) l’analyse cognitive. 
Autoévaluation 
Dans les approches basées sur l’autoévaluation, les utilisateurs notent eux-mêmes 
l’émotion ressentie à l’aide de différents types d’échelles ou de questionnaires. Plusieurs 
outils ont été développés afin de faciliter l’autoévaluation des utilisateurs. On retrouve, par 
exemple, le Self-Assessement Manikin [27], Geneva Wheel of Emotion [229] FeelTrace 
[59] ou EMuJoy [179]. L’état émotionnel choisi est ensuite transmis à l’ordinateur afin que 
celui-ci puisse modifier son comportement en conséquence. L’autoévaluation est la seule 
approche permettant d’avoir accès à la dimension expérientielle des réactions 
émotionnelles. 
Signaux comportementaux 
Le terme « signaux comportementaux » dénote un ensemble de changements 
neuromusculaires pouvant durer de quelques millisecondes à plusieurs minutes ou heures 
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[77]. Dans le contexte de la reconnaissance automatique des émotions, on s’intéresse 
particulièrement à deux types de signaux [268] : vocal et visuel.  
Puisque le visage joue un rôle prépondérant dans l’expression des émotions, la majorité des 
approches de reconnaissance visuelle sont basées sur l’analyse des expressions faciales. La 
plupart de ces techniques emploient des algorithmes d’apprentissage machine entraînés à la 
reconnaissance de caractéristiques faciales spatiotemporelles en 2D. Ces caractéristiques 
sont reliées soit à la géométrie (ex. : forme et déplacement de points saillants tels les 
contours des yeux ou de la bouche) [45] ou à l’apparence du visage (ex. apparition de rides 
ou de fossettes) [12]. Certaines approches moins courantes analysent aussi les mouvements 
de la tête et la posture du corps de l’utilisateur (ex. : vitesse du mouvement des mains, 
mouvement de recul du corps) [41]. La majorité des approches auditives de reconnaissance 
des émotions sont basées sur la classification de caractéristiques paralinguistiques de la 
parole. Ces caractéristiques sont souvent de nature prosodique (ex. : débit, énergie ou ton 
de la voix) [49] ou spectrale (ex. : Mel-Frequency Cepstral Coefficients) [150]. Certaines 
recherches commencent aussi à intégrer de l’information de nature linguistique à la 
reconnaissance auditive [69, 230]. 
L’évaluation des réactions émotionnelles via l’analyse de signaux comportementaux peut 
aussi se faire à l’aide de juges humains visionnant un enregistrement vidéo de l’interaction. 
D’Mello et al. (2007) [61] ont testé la validité de ce type d’approche dans le contexte des 
environnements d’apprentissage (AutoTutor). Les évaluations de trois types de juges ont 
été comparées : autoévaluation par les sujets, évaluation par d’autres sujets et évaluation 
par des juges entraînés. Une analyse statistique de l’accord inter-juges (Kappa de Cohen) a 
montré des différences significatives dans l’évaluation produite par ces différents types de 
juges. La comparaison entre les données des juges experts obtenant le meilleur score. 
Kapoor et Picard (2005) [137] ont aussi utilisé l’évaluation par des juges experts avec 
succès. Toutefois, comme le note Conati et Maclaren (2009) [53], cette technique est 
difficile à utiliser pour discriminer des émotions de nature similaire et surtout lorsque 
celles-ci changent rapidement. De plus, le critère d’objectivité et le besoin d’approches 
automatisées pour l’évaluation des IHM énoncés dans la problématique (section 1.3) 
écartent le recours à ce type d’approches. Dans le cadre de cette thèse, nous limiterons 
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donc notre évaluation des approches à base de signaux comportementaux à celles reposant 
sur l’analyse computationnelle des signaux visuels et vocaux. 
Analyse cognitive 
Les approches de type analyse cognitive (cognitive appraisal) reposent sur l’hypothèse que 
l’émotion survient chez le sujet suite à l’évaluation d’un événement affectant ses buts, son 
expérience et ses possibilités d’action [161]. Afin de prédire l’émotion d’un sujet, il est 
donc nécessaire de connaître ses buts et ses attentes en lien avec l’événement concerné 
[161]. Selon le schéma de la Figure 22, on passe donc directement de l’évaluation de la 
situation à la réaction émotionnelle. L’implémentation de ce type d’approche se fait par 
l’association de stimuli externes (ex. : événements logiciels) à des émotions particulières à 
l’aide de bases de connaissances sur le contexte, la personnalité, l’historique et les buts du 
sujet. Parmi les modèles les plus connus et utilisés dans cette catégorie, on retrouve le 
modèle OCC (Ortony, Clore et Collins) [191] et celui de Roseman [214]. Ces modèles 
diffèrent selon les critères impliqués dans le processus d’évaluation cognitive et le type et 
le nombre d’émotions modélisées. 
Signaux physiologiques 
Il est depuis longtemps connu que l’activité du système nerveux autonome se reflète dans 
différentes mesures psychophysiologiques (ex. : conductance électrique de la peau, rythme 
cardiaque, diamètre de la pupille) [34]. Dans la mesure où certaines émotions spécifiques 
préparent l’organisme à certaines réactions comportementales, des émotions différentes 
peuvent être associées à des signatures physiologiques différentes. Le traitement et 
l’analyse d’une sélection appropriée de signaux physiologiques permettent donc de 
distinguer entre elles certaines réactions émotionnelles [86, 149]. 
Choisir une approche 
Le choix de l’approche à utiliser pour une application particulière dépend de nombreux 
facteurs. Parmi ceux-ci, cinq sont considérés comme déterminants [117] : type d’émotions, 
instrumentation, dynamicité, disponibilité des données et objectivité. Afin de pouvoir être 
intégrée au processus d’évaluation des IHM proposé dans cette thèse, l’approche de 
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reconnaissance choisie doit répondre à certains besoins spécifiques en lien avec ces critères. 
Le Tableau 4 résume donc l’adéquation des quatre familles d’approches présentées vis-à-
vis des précédents facteurs et des contraintes exprimées dans la problématique. 
Tableau 4 - Grille d'analyse des approches de reconnaissance émotionnelle 
0 indique que l’approche est inappropriée face au critère. 1 indique que l’approche est appropriée face 
au critère et 2 indique que l’approche est avantageuse face au critère 
 
Type d’émotions 
Dans l’état de l’art actuel, les signaux comportementaux et physiologiques se limitent à la 
reconnaissance d’émotions simples (ex. : joie, colère). Cela est dû principalement au fait 
que les émotions plus complexes (ex. : honte, fierté) résultent de plusieurs activités 
cognitives supérieures, les rendant difficilement différentiables par l’analyse du seul 
système nerveux périphérique (plus de détails seront donnés à la section 3.2). Les 
approches cognitives permettent d’inférer un plus grand nombre d’émotions et des 
émotions plus complexes. Cela en raison du fait que ces approches ne se fondent pas sur 
des données empiriques liées à la physiologie des sujets, mais exploitent plutôt des 
systèmes à base de règles modélisant les liens entre émotions, événements et particularités 
des sujets. Le type et le nombre d’émotions dépendent alors du choix des règles entrées 
dans le système. Par exemple, le modèle de Roseman comporte 14 émotions, résultant de 
l’analyse de cinq dimensions liées aux événements [214]. Les approches basées sur 
l’autoévaluation ne possèdent pratiquement aucune limite quant au type et au nombre 
d’émotion qu’elles peuvent mesurer. De plus, il s’agit de la seule méthode donnant accès à 
la dimension subjective des réactions émotionnelles. 
Dynamicité 
Approches Type d'émotions Instrumentation Dynamicité Disponibilité Objectivité
Autoévaluation 2 2 0 2 0
Signaux comportementaux 1 2 2 0 2
Signaux physiologiques 1 1 2 2 2
Évaluation cognitive 2 1 1 1 2
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L’avantage le plus important des signaux comportementaux et des signaux physiologiques 
est qu’ils sont les seuls à pleinement offrir une vitrine en temps réel sur les réactions 
émotionnelles de l’utilisateur. Cela est essentiel puisque plusieurs émotions, parfois 
contradictoires et de durées variables, peuvent être ressenties au cours d’une même 
situation d’évaluation [97]. Les signaux comportementaux et physiologiques permettent 
donc une association plus précise entre les états émotionnels de l’utilisateur et ses 
interactions avec l’ordinateur. À l’inverse, l’autoévaluation ne peut s’effectuer en temps 
réel. Les outils d’autoévaluation sont présentés aux utilisateurs après les séances de test, 
sans quoi il faudrait interrompre et donc altérer l’interaction. Ceci est d’autant plus 
problématique qu’il a été montré que la validité de l’autoévaluation subjective est fortement 
liée à la durée écoulée entre le jugement et l’expérience vécue [212]. Parmi les quelques 
approches d’autoévaluation offrant un aspect dynamique, on retrouve la rétrospective 
verbale [252] et l’Affect Rating Dial [217]. Dans ces approches, on fait rejouer une vidéo de 
la séance d’interaction à l’utilisateur en lui demandant d’évaluer ses réactions 
émotionnelles à différents moments. Dans la première technique, l’autoévaluation se fait 
verbalement à différents moments clés, et dans la deuxième, l’autoévaluation est effectuée 
en continu à l’aide d’une manette contrôlant un curseur sur une échelle de valence à neuf 
niveaux. Les principaux désavantages de ces techniques sont le coût et l’effort impliqués. 
Chaque sujet, après avoir interagi avec le système, doit passer au moins le même temps 
(souvent plus) à évaluer ses réactions. Ces techniques demeurent aussi sujettes aux mêmes 
biais expérimentaux subjectifs que l’autoévaluation. Certaines approches d’autoévaluation 
permettent aussi à l’utilisateur de fournir une évaluation en temps réel [53, 255]. 
Cependant, comme mentionnée précédemment, l’intrusivité cognitive de ce type 
d’approche nuit à l’authenticité de la tâche. L’évaluation cognitive permet aussi une 
estimation des réactions émotionnelles durant l’interaction, mais nécessite toutefois de 
l’information précise rarement accessible. En effet, puisque cette approche relie des 
événements extérieurs (ex. : l’interface est bloquée, l’utilisateur a échoué une étape) aux 
émotions de l’utilisateur (ex. : frustration), elle nécessite obligatoirement de connaître le 
déroulement de l’interaction. Cette dépendance limite son utilisation à l’évaluation d’IHM 
pouvant fournir en temps réel une description détaillée de leur état interne. Et même 
utilisées avec de tels systèmes, les approches basées sur l’évaluation cognitive ne peuvent 
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produire une inférence qu’aux moments où elles détectent un changement d’état (dans 
l’IHM ou chez le participant). 
Instrumentation 
Concernant l’instrumentation nécessaire, les approches utilisant la vision et l’audition sont 
sans contact, donc moins invasives que celles basées sur la physiologie. Toutefois, puisque 
l’approche d’évaluation des IHM et l’outil développé dans cette thèse sont voués à être 
utilisés en laboratoire, un certain niveau d’intrusivité peut être toléré. Il faut toutefois noter 
que plus le nombre et la complexité des capteurs physiologiques augmentent, plus les sujets 
seront restreints dans leurs mouvements durant les tests. Ce qui a une incidence sur le type 
d’IHM et d’activité applicables. Par exemple, l’évaluation de l’utilisation ambulatoire 
d’appareils électroniques (ex. : iPhone) est difficile à réaliser avec ce type d’approche. Le 
développement de senseurs physiologiques moins intrusifs pourrait éventuellement atténuer 
cette contrainte. Les approches d’autoévaluation ne demandent évidemment pas un grand 
niveau d’instrumentation puisqu’elles reposent pour la plupart sur des questionnaires. 
Certaines techniques d’évaluation dynamiques peuvent cependant demander une 
implémentation informatique. Les méthodes basées sur l’évaluation cognitive ne requièrent 
pas non plus d’instrumentation matérielle complexe. Elles nécessitent toutefois un travail 
d’implémentation pour définir les règles d’inférence et établir des interfaces avec le 
système utilisé, afin d’enregistrer les différents événements et changements d’états. Cela 
explique en partie pourquoi ces approches sont souvent utilisées dans des environnements 
d’apprentissage intelligent [42, 47, 53]. Puisque ces modules de reconnaissance sont 
implémentés à même l’environnement d’apprentissage, souvent sous forme d’agents, ils ont 
un accès direct aux différents événements de l’interaction (ex. : échec d’un problème, 
demande d’aide, répétition d’une action). Dans le contexte d’une approche d’évaluation des 
IHM générique pouvant être déployée rapidement dans des nouveaux environnements, ce 
genre de couplage n’est toutefois pas possible. Il nécessiterait « d’ouvrir » le code source de 
l’environnement afin d’obtenir l’information sur les événements qui s’y déroulent. 
Objectivité 
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Les mesures objectives représentent les mesures observables de l’état émotionnel du sujet 
sans faire appel à son jugement. À l’inverse, les mesures subjectives relèvent du sentiment 
du sujet. Les réactions du système nerveux autonome étant très difficiles à simuler, 
l’évaluation obtenue par l’analyse des signaux physiologiques est plus fiable. On évite 
certains biais expérimentaux, par exemple le désir de se conformer aux attentes de 
l’expérimentateur ou le masquage social [117]. D’autre part, il est aussi possible de détecter 
des émotions qui surviennent de manière inconsciente chez l’utilisateur [260]. À l’inverse, 
les approches subjectives, telle l’autoévaluation, n’échappent pas aux risques de biais de 
désirabilité sociale ou de tendance à l’acquiescement [87]. L’utilisation des signaux 
comportementaux offre aussi un bon niveau d’objectivité puisqu’elle ne fait pas intervenir 
explicitement l’opinion des sujets. Toutefois, puisqu’elle repose sur des manifestations 
corporelles volontaires (ex. : mouvements du visage ou intonation de la voix), il demeure 
possible pour les sujets de masquer ou d’exagérer leurs réactions émotionnelles. Les 
approches basées sur l’évaluation cognitive offrent également un bon niveau d’objectivité, 
car elles ne font pas appel à la participation directe du sujet. 
Disponibilité 
Le critère de disponibilité du signal disqualifie d’emblée l’utilisation des signaux 
comportementaux visuels et auditifs dans le présent travail. En effet, dans la plupart des 
contextes d’évaluation d’IHM envisagés dans cette thèse (ex. : achat en ligne, entraînement 
par simulateur, jeux vidéo), l’utilisateur ne parle pas ni ne montre de réactions faciales 
particulièrement apparentes. Les jeux vidéo représentent toutefois un contexte dans lequel 
l’analyse des expressions faciales peut être pertinente. Inversement, les signaux 
physiologiques peuvent être continuellement enregistrés. Les seuls cas d’indisponibilité 
seraient liés à la distorsion momentanée des signaux causée par des mouvements corporels 
trop prononcés. Comme mentionné précédemment, les approches d’évaluation cognitive 
requièrent la collecte d’information sur l’état de l’IHM évalué. La disponibilité de 
l’inférence de tels modèles dépend donc de la fréquence à laquelle il est possible d’obtenir 
ces informations. L’autoévaluation ne souffre pas de problèmes d’indisponibilité. Comme 
mentionné par Mauss et al. (2009) [169], une des seules conditions dans laquelle 
l’autoévaluation ne peut être utilisée est lorsque le sujet souffre d’alexithymie, limitant 
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ainsi sa capacité à exprimer ses émotions. Il s’agit d’un cas de figure peu fréquent et 
pouvant être éliminé lors du processus de recrutement des participants. 
Synthèse 
Comme l’illustre le Tableau 4, l’analyse des signaux physiologique représente l’approche la 
plus intéressante et la plus pertinente dans le contexte de cette thèse. Cette méthode offre 
plusieurs avantages majeurs comparativement aux autres approches. Toutefois, comme 
déterminés dans la problématique (section 1.3), la dynamicité et le niveau d’objectivité sont 
les principales caractéristiques recherchées afin de permettre une intégration à l’approche 
d’évaluation proposée dans cette thèse.  
En terminant, partant de l’hypothèse que les émotions sont l’expression de différentes 
réponses physiologiques et comportementales simultanées, certaines approches 
multimodales ont aussi été récemment envisagées [192, 195, 258]. Par exemple, D’Mello 
et Graesser (2010) [63] ont proposé une approche combinant l’analyse du discours, les 
mouvements du corps et les expressions faciales. De manière encore plus élargie, Conati 
(2011) [52] a aussi proposé la combinaison de deux familles d’approches (analyse cognitive 
et signaux physiologiques) au sein d’un même modèle d’inférence probabiliste. L’idée 
générale des approches multimodales est de fusionner les différents signaux 
comportementaux et physiologiques afin d’augmenter la robustesse et la précision de la 
prédiction. La fusion peut s’effectuer principalement à trois moments du processus. La 
fusion au niveau des données brutes (data fusion) nécessite que les signaux soient de la 
même résolution temporelle. La fusion des caractéristiques (feature fusion) combine des 
attributs calculés individuellement sur les différents signaux (ex. : rythme cardiaque, 
froncement des sourcils, variation de la hauteur de la voix) avant de les donner en entrée à 
un algorithme de reconnaissance. Finalement, l’approche la plus souvent mentionnée 
consiste à fusionner les prédictions (decision fusion) faites individuellement sur les 
différents signaux au sein d’une prédiction finale. Bien que prometteuse, cette nouvelle 
avenue demeure, à l’heure actuelle, théorique et très peu d’approches ont été implémentées. 
Cela est dû principalement à la nécessité de surmonter préalablement la difficulté inhérente 
aux différentes analyses unimodales des signaux comportementaux [35]. De plus, dans le 
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contexte de cette thèse, l’indisponibilité des signaux sonores et visuels demeurerait tout 
aussi problématique dans une approche multimodale. 
3.2 Représentation des émotions 
De manière générale, on distingue les émotions en deux grandes catégories : les émotions 
primaires et les émotions secondaires [64]. Les premières, telles la colère ou la peur, sont 
des réactions innées du système nerveux à certains stimuli extérieurs (ex. : danger) ou 
intérieurs (ex. : douleur). Les secondes sont plus complexes (ex. : jalousie, mépris, honte) et 
représentent une association systématique entre certaines situations ou phénomènes et des 
émotions primaires. Il n’existe pas actuellement de consensus théorique fort sur la nature 
première des émotions ou ce qui les cause [161]. On recense même près d’une centaine de 
définitions différentes dans la littérature [146]. Cependant, un consensus méthodologique 
semble émerger dans la pratique, puisque deux approches de représentation sont utilisées 
dans la majorité des études [48] : les modèles discrets et les modèles continus. Dans la 
perspective des modèles discrets, chaque émotion correspond à un profil unique 
d’expérience, de physiologie et de comportement [78, 194]. D’un autre côté, les modèles 
continus suggèrent que les états émotionnels peuvent être organisés selon un nombre limité 
de dimensions sous-jacentes [220, 261]. Les trois dimensions communément acceptées 
dans la littérature sont la valence, l’activation et l’approche-évitement [66, 261]. La valence 
contraste les états de plaisir (ex. : joie) et de déplaisir (ex. : tristesse), l’activation contraste 
les états de faible intensité (ex. : calme) et de haute intensité (ex. : surprise). L’approche est 
caractérisée par la tendance à approcher un stimulus (ex. : relié à l’excitation) et l’évitement 
est caractérisé par la tendance à s’en éloigner (ex. : relié à l’anxiété). L’espace émotionnel 
le plus fréquemment utilisé comporte les deux dimensions de valence et d’activation [105]. 
Il a été développé initialement par James A. Russel [219] sous le nom de « cirumplex model 
of affect ». Une troisième approche, appelée modèles hybrides, a fait son apparition plus 
récemment dans la littérature [109]. Cette approche tente, dans une certaine mesure, de 
réconcilier les deux autres modèles en suggérant que chaque émotion discrète peut être 
définie comme une combinaison de différentes dimensions (ex. : colère = valence négative 
et activation élevée). La Figure 23 illustre ce dernier modèle. L’abscisse représente la 
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valence et l’ordonnée le niveau d’activation de l’émotion. Dans ce modèle hybride, chaque 
émotion discrète représente un point (ou une petite région) de l’espace émotionnel. 
Le choix d’une représentation émotionnelle appropriée – type de modèle et nombre 
d’émotions – dépend en grande partie de l’application dans laquelle elle sera utilisée. Pour 
les travaux de cette thèse, il a été choisi de modéliser les réactions émotionnelles à l’aide 
d’un modèle continu constitué des dimensions de valence et d’activation. Trois raisons 
principales guident ce choix. Premièrement, dans les approches discrètes le choix des 
émotions est définitif et ne peut être changé après le processus d’entraînement des 
algorithmes d’apprentissage machine, limitant ainsi la réutilisation d’une même 
implémentation dans différents contextes. 
 
Figure 23 - Modèle hybride de représentation des émotions (tirée de [48]) 
Par exemple, la fierté est pertinente dans un contexte d’enseignement alors que la 
frustration est plus importante pour l’évaluation de l’expérience utilisateur lors 
d’expériences d’achats en ligne. Puisque les modèles continus permettant de reconstruire 
les émotions primaires et ont un plus grand potentiel de généralisation à différents 
domaines, ils sont donc plus à même de satisfaire les besoins de généricité exigée par 
l’approche d’évaluation proposée dans ce travail. Ensuite, comme mentionné au début du 
chapitre 3, le choix du modèle de représentation émotionnelle doit tenir compte des 
caractéristiques de l’approche de reconnaissance retenue. Les modèles dimensionnels sont 
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donc aussi plus aptes à soutenir une approche de reconnaissance basée sur le suivi 
physiologique. En effet, dans une méta-analyse de la littérature sur la mesure des émotions, 
Mauss et Robinson [169] ont montré que les modèles dimensionnels capturent une plus 
grande variance des réactions physiologiques des sujets. À l’inverse, moins de données 
probantes supportent l’hypothèse de la spécificité physiologique des modèles discrets. En 
somme, il est plus difficile d’inférer physiologiquement les émotions modélisées de 
manière discrète. Finalement, les modèles continus permettent aussi une meilleure auto-
évaluation par les sujets, facilitant ainsi le développement et la validation des algorithmes 
de reconnaissance. L’ensemble de ces facteurs justifient l’adoption d’une représentation 
dimensionnelle des émotions dans le cadre de ce travail. 
3.3 Analyse des signaux physiologiques 
L’idée d’un lien entre patrons d’activité physiologique et émotion est communément 
attribuée au psychologue américain William James (1842-1910) [80]. Celui-ci proposa que 
la perception des émotions chez un sujet dérive de sensations physiques causées par la 
réaction à un stimulus23. Au début des années 1990, les chercheurs en informatique se sont 
appropriés cette idée pour créer un nouveau champ de recherche : l’informatique 
physiologique [3]. L’objectif de l’informatique physiologique est de transformer les 
signaux bioélectriques du système nerveux humain en entrées utilisables par l’ordinateur. 
Une vaste gamme d’applications dans le domaine des IHM, allant du biofeedback aux 
interactions cerveau-ordinateur en passant par l’informatique affective, nécessitent 
l’enregistrement et le traitement de l’activité du système nerveux de l’utilisateur. Comme le 
montre la Figure 24, le système nerveux humain se divise en deux grandes parties [186]. 
                                                 
23 La théorie James-Lange, développée indépendamment par William James et Carl Lange, propose que 
l’émotion est, en définitive, la perception par le sujet de sa propre activité physiologique interne. 
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Figure 24 - Composantes du système nerveux 
 
D’un côté, le système nerveux central comporte le cerveau et la moelle épinière, alors que 
le système nerveux périphérique est constitué des nerfs transmettant les messages 
neuronaux du cerveau et de la moelle épinière aux muscles, aux organes et aux glandes. Ce 
dernier se divise ensuite en deux sous-systèmes. Le système nerveux somatique est 
responsable de l’activité musculaire volontaire et le système nerveux autonome contrôle 
l’activité involontaire des glandes et des organes internes. Le système autonome est 
finalement subdivisé en deux. Le système sympathique contrôle les activités mobilisées par 
l’organisme dans les situations de stress ou de danger (communément appelées fight-or-
flight). À l’inverse, le système parasympathique est responsable des activités liées à la 
restauration et à la conservation des ressources corporelles (communément appelées rest-
and-digest). Le choix du ou des sous-systèmes à étudier dans un contexte d’informatique 
physiologique dépend des objectifs visés. Par exemple, les interactions cerveau-ordinateur 
sont basées sur le système nerveux central alors que dans le domaine de l’informatique 
affective, on se concentre surtout sur le Système Nerveux Autonome (SNA). 
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Aujourd’hui, l’hypothèse qui sous-tend la reconnaissance physiologique des émotions se 
nomme « spécificité émotionnelle de l’activité SNA » [149]. Par souci de concision, nous 
nous y référerons sous le nom d‘hypothèse psychophysiologique. De manière générale, 
cette hypothèse stipule que différentes émotions possèdent des signatures physiologiques 
différentes au niveau du système nerveux autonome (SNA). Le traitement d’une sélection 
appropriée de signaux physiologiques permet donc de distinguer, entre elles, certaines 
réactions émotionnelles. Bien qu’il demeure un débat sur le niveau de spécificité 
émotionnelle du SNA, Kreibig [149] conclut, dans une méta-analyse de 134 publications, 
que l’utilisation de l’hypothèse psychophysiologique a été suffisamment répétée avec 
succès pour être considérée comme un instrument de recherche valide. 
L’utilisation de l’hypothèse psychophysiologique nécessite donc de mesurer l’activité du 
système nerveux. L’annexe A contient un répertoire détaillé des différents senseurs utilisés 
pour enregistrer et mesurer l’activité physiologique d’un sujet, regroupé en fonction des 
composantes du système nerveux auxquels ils sont associés. Chaque mesure possède des 
avantages et des inconvénients particuliers résumés selon trois critères : résolution spatiale, 
résolution temporelle et simplicité d’utilisation [197]. Par exemple, la pupillométrie (voir 
Annexe A) est connue pour avoir une bonne résolution temporelle et l’activité 
électrodermale une utilisation simple et non intrusive. Au niveau de l’activité du cerveau, 
l’imagerie par résonance magnétique fonctionnelle (IRMf) a une bonne résolution spatiale, 
mais une faible résolution temporelle. L’électroencéphalogramme (EEG) possède les 
qualités inverses. De plus, puisque le SNA ne sert pas seulement qu’à la régulation des 
émotions, ces senseurs captent aussi de l’information liée à d’autres types d’activités. Pour 
limiter l’ambiguïté induite par le contexte expérimental sur l’activité physiologique du 
sujet, il est donc nécessaire de contrôler certains facteurs confondants telles la posture, la 
température ambiante, l’activité motrice du sujet et la demande cognitive  [239]. 
La prochaine section présente l’approche développée dans cette thèse afin d’implémenter 
l’hypothèse psychophysiologique dans une méthode générique de reconnaissance des 
réactions émotionnelles. L’approche a été conçue de manière générique à permettre le 
développement de modèle de reconnaissance d’autres construits psychologiques que les 
émotions. En l’occurrence, un modèle de reconnaissance de la charge cognitive sera 
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implémenté. Nous parlerons donc plus généralement d’une approche de reconnaissance 
d’un construit psychologique, avec une emphase mise sur les réactions émotionnelles pour 
exemplifier et implémenter l’approche dans le présent travail. 
3.3.1 Approche de reconnaissance d’un construit 
La reconnaissance des réactions émotionnelles repose sur l’hypothèse psychophysiologique 
voulant que différentes émotions possèdent différentes signatures physiologiques. Le 
processus exploitant cette hypothèse et permettant de passer des signaux physiologiques 
aux émotions se nomme inférence psychophysiologique [32, 33]. On peut formaliser ce 
processus de la manière suivante : posons ψ, l’ensemble des construits psychologiques 
(ex. : joie, colère, charge cognitive, attention) et Φ, l’ensemble des variables physiologiques 
(ex. : rythme cardiaque, dilatation de la pupille).  
 
 
 
 
La relation à la base de l’inférence psychophysiologique est alors définie selon l’équation 
suivante :  
Ψ = f (Φ) 
La relation f peut se décliner de cinq manières différentes :  
1. Un-à-un : un état psychologique relié de manière isomorphe à une 
variable physiologique. 
2. Un-à-plusieurs : un état psychologique reflète plusieurs variables 
physiologiques différentes. 
3. Plusieurs-à-un : différents états psychologiques sont sensibles à une seule 
variable physiologique. 
4. Plusieurs-à-plusieurs : plusieurs états psychologiques associés à plusieurs 
variables physiologiques. 
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5. Relation nulle : aucune relation n’existe entre les ensembles 
psychologique et physiologique. 
Puisque la régulation des émotions dépend à la fois de l’activité sympathique et 
parasympathique du système nerveux autonome (SNA), elle fait intervenir des ajustements 
physiologiques intégrants des patrons de plusieurs réponses différentes [149]. Les relations 
1 et 3 ont donc peu de chance de capturer suffisamment de spécificité physiologique et 
d’ainsi produire une inférence valide. De fait, les relations 2 et 4 dominent la littérature en 
psychophysiologie. Cependant, compte tenu de la difficulté d’isoler les effets 
physiologiques de plusieurs états psychologiques simultanés, la plupart des travaux en 
informatique physiologique développent la relation 3 (plusieurs-à-un) en tentant de réduire 
au maximum les facteurs confondants. C’est aussi l’approche privilégiée dans cette thèse. 
Une méthode a donc été développée afin d’implémenter l’inférence psychophysiologique 
de manière générique (indépendante des éléments de Ψ et Φ) et pragmatique (réalisable en 
contexte d’IHM). L’idée générale de cette méthode est illustrée à la Figure 25. 
 
Figure 25 - Méthode d'inférence psychophysiologique 
La tâche consiste premièrement à identifier des signaux physiologiques Φi reconnus dans la 
littérature en psychophysiologie comme étant reliés au construit Ψ faisant l’objet de 
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l’inférence (ex. : activation). La deuxième étape consiste à définir une méthode d’élicitation 
Ψ’ permettant de mettre le participant dans l’état du construit psychologique (ex. : 
présentation de séquences vidéo). Ensuite, à l’étape 3, des exemples d’occurrences 
physiologiques du construit sont recueillis expérimentalement pour entraîner un modèle de 
reconnaissance. Par exemple, 300 segments vidéo sont présentés à des sujets, les plaçant 
dans différents niveaux d’activation. Les signaux physiologiques enregistrés pendant ces 
300 segments sont associés au niveau d’activation attendu et peuvent ensuite servir 
d’ensemble d’entraînement pour des algorithmes d’apprentissage machine. Finalement, la 
dernière étape consiste à utiliser le modèle entraîné pour inférer le construit chez d’autres 
sujets à l’aide de leurs signaux physiologiques. 
Le développement d’approches de reconnaissance physiologique des émotions comporte 
plusieurs défis techniques et théoriques. Dans une récente série d’articles [245, 247-250], 
des spécialistes du domaine ont défini 11 défis méthodologiques – ou directions de 
recherche – liés au succès du développement futur de ce type d’approches24. Parmi ces 
défis, deux ont été abordés plus en profondeur dans cette thèse afin d’apporter une 
contribution à la reconnaissance physiologique des émotions. Les sections 3.3.2 et 3.3.3 
présentent nos travaux sur la construction temporelle et la généricité. Mais d’abord, le 
reste de cette section décrit les différentes étapes permettant la réalisation complète de la 
méthode proposée.  
                                                 
24 Les 11 enjeux sont : validité, triangulation, spécification physiologique, traitement de signal, identification 
des utilisateurs, spécifications théoriques, intégration des signaux physiologiques, caractéristiques physiques 
expérimentales, perspectives historiques, normalisation et construction temporelle. 
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Figure 26 - Étapes du pipeline de traitement de données 
Tel qu’illustré à la Figure 26, la méthode est composée de sept étapes en cascade qui 
forment le pipeline de traitement de données. Les prochaines sous-sections donnent une 
définition de chaque étape et décrivent la manière dont elles ont été implémentées dans 
l’expérimentation réalisée dans cette thèse (section 3.4). 
3.3.1.1 Construction 
La première étape du pipeline de traitement de données consiste à identifier les différents 
signaux physiologiques Φi sous-tendant le construit psychologique Ψ impliqué dans le 
modèle de reconnaissance psychophysiologique. Pour répondre aux besoins d’évaluations 
des IHM définis dans la problématique (section 1.3), trois construits – et donc trois modèles 
d’inférence psychophysiologique – ont été développés dans cette thèse : activation 
émotionnelle, valence émotionnelle et charge cognitive. Les deux premiers sont justifiés 
par le besoin d’inclure les facteurs émotionnels dans l’évaluation des IHM, et le troisième 
pour montrer la généralisabilité de l’approche à la reconnaissance d’autres construits 
psychologiques que les émotions. Les cinq signaux physiologiques suivants ont été 
identifiés comme étant reliés aux construits proposés : activité électrodermale, 
pupillométrie, respiration, électroencéphalographie et activité cardiovasculaire. 
Activité électrodermale 
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L’Activité Électrodermale (AED) mesure les changements dans la conductance électrique 
de la peau au niveau des glandes eccrines (responsables de la sudation). Une augmentation 
de la conductance est liée à une présence accrue de sueur et indique un accroissement de 
l’activité glandulaire [68]. La principale fonction des glandes eccrines est la 
thermorégulation. Cependant, l’activité de ces glandes, mesurée aux niveaux palmaire et 
plantaire, répond plus aux stimuli psychologiques que thermiques [76]. Il a aussi été montré 
que sous des conditions contrôlées de température ambiante, l’AED est fortement corrélée à 
l’activité sympathique du SNA [259]. L’AED a été utilisée dans plusieurs travaux sur les 
interactions humain-machine pour estimer la dimension d’activation des réactions  
émotionnelles [251, 260]. Puisque la plante des pieds du sujet est difficilement accessible 
en contexte d’IHM, l’emplacement palmaire a été retenu. Comme le montre la Figure 27, il 
y a trois placements possibles pour les senseurs AED au niveau de la main.  
 
Figure 27 - Placements des senseurs AED (tirée de [68]) 
Le site des phalanges distales (#2) possède une meilleure réactivité en raison d’une plus 
grande densité de glandes eccrines comparativement aux phalanges médiales (#1) ou à la 
paume (#3) [94]. Comme le recommandent Dawson et al. [68], le site #1 a donc été utilisé 
dans ce travail pour poser les senseurs AED. 
Pupillométrie 
L’entrée de lumière dans la pupille est contrôlée par la contraction relative de deux muscles 
opposés dans l’iris : le dilatateur et le constricteur [17]. La dilatation de la pupille est 
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principalement déterminée par la lumière ambiante (réflexe lumineux pupillaire). 
Cependant, plusieurs recherches ont montré que la dilatation de la pupille répond aussi de 
manière significative à des stimuli non visuels telles les pensées et les émotions [99]. De 
nombreuses études ont aussi montré que la dilatation de la pupille est liée à l’attention et à 
l’activité de la mémoire de travail [119, 134, 138, 203], menant Just et Carpenter (1993) a 
décrire la réponse pupillaire comme un indicateur de l’intensité avec laquelle opère le 
système cognitif [133]. Plus précisément, il a été montré que l’amplitude de la variation du 
diamètre de la pupille est en relation monotone non linéaire avec l’effort mental requis pour 
effectuer une tâche et observe un maximum lorsque la limite de la capacité cognitive du 
sujet est atteinte [16]. Cependant, la réponse pupillaire cognitive peut provoquer une 
dilatation de la pupille de l’ordre de 20 % de son diamètre régulier, alors que le réflexe 
lumineux pupillaire peut causer une augmentation pouvant atteindre 120 % [153]. Il est 
donc primordial de contrôler la luminosité ambiante (et des stimuli) lors 
d’expérimentations. Depuis la mise en marché d’oculomètres abordables permettant de 
mesurer le diamètre de la pupille de manière simple et non intrusive - contrairement aux 
appareils antérieurs (pupillomètre) - les chercheurs en IHM ont souvent utilisé cette mesure 
pour estimer la charge cognitive de sujets [7, 11, 147, 167]. 
Respiration 
Puisque l’apport en oxygène au sang et une ventilation adéquate sont essentiels à tous les 
systèmes physiologiques, le système respiratoire est responsable de nombreux changements 
dans tout le corps [163]. Cependant, ce système a fait l’objet de moins d’études en 
psychophysiologie, principalement en raison du fait qu’il est en partie sous contrôle 
volontaire et donc sujet à un grand nombre de variations et d’artefacts. L’instrument de 
mesure clinique de l’activité respiratoire le plus utilisé est le spiromètre. Cependant, 
puisque celui-ci implique que le sujet ait le nez pincé et respire par un tube, l’utilisation 
d’une ceinture  respiratoire – mesurant l’étirement thoracique – est privilégiée en contexte 
d’interactions humain-machine. La principale influence psychologique sur le système 
respiratoire intéressante d’un point de vue IHM est liée aux émotions. Suite à une 
importante revue de littérature, Boiten et al. (1994) ont conclu que l’activité respiratoire est 
affectée par la dimension d’activation des réactions émotionnelles [25]. En plus de 
confirmer cette conclusion, une étude récente menée par Gomez et al. (2004) a montré que 
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l’activité respiratoire est aussi sensible à la valence [100]. Bien que peu de chercheurs en 
IHM s’y soient intéressés [113, 188], nous avons retenu l’activité respiratoire, car il s’agit 
d’un des seuls signaux montrant une corrélation avec la valence émotionnelle. 
Électroencéphalogramme 
L’électroencéphalogramme (EEG) mesure l’activité électrique au niveau du scalp à l’aide 
de petites électrodes (~ 10 mm de diamètre) [204]. Cette activité est produite par 
l’activation simultanée de millions de neurones dans différentes régions du cerveau. L’idée 
générale de l’EEG est donc d’étudier les différentes caractéristiques et fluctuations de cette 
activité en fonction de différentes tâches et groupes de sujets. On distingue généralement 
cinq principales bandes de fréquences, au sein desquelles les variations d’intensité (en volt) 
sont associées à différents états et fonctions psychologiques. La bande Delta (1-4 Hz) est 
associée au sommeil, la bande Theta (4-8 Hz) à des états de relaxation, d’attention et de 
résolution de problème, la bande Alpha (8-13 Hz) à des états de calme et d’inactivité 
cognitive, la bande Beta (13-30 Hz) à la vigilance et l’attention, et la bande Gamma (36-44 
Hz) à une intense activité cérébrale à grande échelle. Comme illustré à la Figure 28, il 
existe plusieurs conventions pour le placement des électrodes. 
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Figure 28 - Conventions pour le placement des électrodes (modifié de [204]) 
Les points foncés indiquent les positions du système 10/20 et les points pales les points 
supplémentaires inclus dans le système 10/10. Les noms de ces systèmes réfèrent au fait 
que les électrodes sont placées à des endroits représentant 10% ou 20% de la distance entre 
des points spécifiques (nasion/inion et os mastoïdes droit/gauche). Étant liées au système 
nerveux central et non au SNA, les mesures EEG ne font pas partie, à strictement parler, 
des approches de reconnaissance psychophysiologique. Toutefois, suivant d’autres travaux 
récents dans ce domaine [43, 72, 140, 269], nous avons choisi d’inclure des mesures EEG à 
nos modèles d’inférence. Une importante littérature, résumée dans Coan et Allen (2004) 
[50], identifie un lien entre l’asymétrie frontale et les réponses émotionnelles. L’asymétrie 
frontale étant définie comme la différence entre l’activité25 frontale de l’hémisphère gauche 
                                                 
25 L’activité est généralement indexée par la puissance de la bande Alpha. Il a été montré que celle-ci est 
inversement proportionnelle à l’activité corticale sous-jacente. Une diminution de la puissance Alpha indique 
donc que le système cortical est engagé dans un processus actif. 
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et celle de l’hémisphère droit. Un phénomène aussi appelé latéralisation26. Par exemple, les 
résultats obtenus par Coan et al. (2003) [51] montrent une latéralisation droite lors 
d’épisodes de peur et de tristesse. Nous avons choisi les sites F3, F4, P3 et P4 (encerclés en 
rouge à la Figure 28) afin de calculer trois index généraux d’asymétrie : F3-F4, P3-P4 et 
(F3+P3) – (F4+P4). 
Activité cardiovasculaire 
Le système cardio-vasculaire a pour principale fonction l’oxygénation de l’ensemble de 
l’organisme. Il comprend le cœur, qui pompe le sang vers les poumons, et le réseau 
vasculaire qui distribue ensuite le sang oxygéné vers tous les tissus du corps [20]. Le 
système cardiovasculaire est donc régulé par plusieurs sous-systèmes et est sujet à un 
contrôle par le système nerveux central (contrôle intrinsèque) et autonome (contrôle 
extrinsèque). Les deux branches du SNA (sympathique et parasympathique) jouent un rôle 
au niveau du contrôle extrinsèque. À ce niveau, les principales mesures 
psychophysiologiques sont obtenues à l’aide d’un électrocardiogramme (ECG) mesurant 
l’activité électrique du muscle cardiaque. La Figure 29 illustre la forme générale du signal 
obtenu lors d’un battement cardiaque. 
 
Figure 29 - Forme générale du signal électrocardiogramme (modifié de [20]) 
Un cycle de signal commence avec la polarisation du muscle auriculaire (P), suivi de la 
contraction des muscles auriculaire et ventriculaire (complexe QRS), et se termine par la 
repolarisation du ventricule (T). La plupart des mesures psychophysiologiques relatives à 
                                                 
26 La latéralisation gauche indique une propension à s’approcher d’un stimulus et la droite à s’en éloigner [65]  
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l’ECG sont obtenues en analysant les variations de ces différents éléments dans le signal 
ECG. On retrouve, parmi les plus simples, le rythme cardiaque (nombre de R par minute) et 
la période cardiaque (temps en ms entre deux R). La mesure psychophysiologique faisant 
l’objet du plus grand nombre d’études est la variabilité cardiaque (HRV – Heart Rate 
Variability) [21, 79]. Celle-ci est obtenue à l’aide d’une analyse spectrale du signal ECG 
mettant en évidence différentes bandes de fréquences. Plus particulièrement, la bande de 
haute fréquence [0.15Hz, 0.4Hz] est connue pour être un index du phénomène de 
Respiratory Sinus Arrhytmia (RSA), reflétant l’influence parasympathique de la respiration 
sur la période cardiaque [103]. De nombreuses études ont montré la validité du RSA 
comme prédicteur de la charge cognitive [1, 176, 216, 256]. 
3.3.1.2 Élicitation 
La deuxième étape du pipeline de traitement de données est l’élaboration de la méthode 
d’élicitation (voir Figure 26). Il s’agit ici de mettre le participant dans l’état du construit 
impliqué dans le modèle de reconnaissance. On retrouve deux grandes familles de 
méthodes d’élicitation dans la littérature [58, 175] : les méthodes endogènes et exogènes. 
Les méthodes endogènes reposent sur l’expression volontaire d’une émotion par les sujets. 
Certaines méthodes font intervenir des acteurs professionnels ou des sujets entraînés à 
l’expression d’émotions [19, 202] et d’autres demandent aux sujets de se rappeler différents 
épisodes de leur vie où ils ont vécu une émotion particulière [43, 208]. Les méthodes 
exogènes utilisent différents stimuli pour susciter une émotion particulière chez les sujets. 
L’élicitation peut se faire via la présentation d’images [108, 157, 269], de films [48, 148, 
254] ou par l’intermédiaire d’une tâche (ex. : jeux vidéo) [44, 209].  
Une bonne méthode d’élicitation doit permettre d’induire chez les sujets différents niveaux 
du construit et minimiser l’incertitude quant au niveau réel ressenti lors de l’enregistrement 
des signaux physiologiques. La littérature fait souvent référence à ce niveau sous le terme 
« ground truth », que nous appellerons ici élicitation réelle (Er). D’un autre côté, 
l’élicitation attendue (Ea) représente le niveau qu’on estime être celui ressenti par le sujet 
et qui sera entré dans les données d’entraînement. L’objectif, à cette étape, est donc de 
minimiser l’erreur d’élicitation définie comme Ee = |Er – Ea|. La méthodologie employée à  
cette étape doit être rigoureuse, car elle influence directement la qualité de l’ensemble 
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d’entrainement. Puisque l’élicitation réelle est liée à la dimension expérientielle des 
réactions émotionnelles, un certain niveau d’erreur d’élicitation est inévitable – un accès 
direct et univoque à l’intériorité subjective du sujet étant impossible à établir. Cependant, il 
faut insister sur le fait qu’un niveau élevé d’erreur d’élicitation Ee entraîne de l’incertitude 
sur la valeur des cibles et affecte donc le taux d’erreurs d’apprentissage et de test lors de la 
création du modèle de reconnaissance. Il est donc primordial de contrôler et de réduire Ee le 
plus possible.  
Pour ce faire, deux approches sont principalement utilisées dans la littérature. 
Premièrement, il est possible d’utiliser des stimuli normalisés sur de grands ensembles de 
sujets dans des études en psychologie expérimentale. Cela dans le but de minimiser la 
variance de Er d’un stimulus sur différents sujets. Il est aussi possible de réduire l’erreur 
d’élicitation en demandant au sujet lui-même d’indiquer Er. Par exemple, on retrouve 
plusieurs outils pour faciliter l’autoévaluation des émotions ressenties par les sujets : 
Feeltrace [59], EMuJoy [179], Geneva Emotion Wheel [229] ou le Self-assessment manikin 
[27]. Il est aussi recommandé d’utiliser une méthode d’élicitation qui ressemble le plus 
possible au contexte d’utilisation réelle. À cet égard, il a été montré que les systèmes 
entraînés avec des données interprétées performent moins bien que ceux entraînés avec des 
données impliquant des occurrences réelles d’émotions [13]. Le développement d’une 
méthode d’élicitation repose donc toujours sur un équilibre entre validité écologique 
(contexte naturel d’occurrence du construit) et contraintes expérimentales lors de la 
création de l’ensemble d’entraînement (ex. : durée et nombre d’exemples enregistrés, 
capacité de limiter l’erreur d’élicitation, liberté de mouvement des sujets). Par exemple, 
bien que l’élicitation via des scénarios réels d’interaction soit plus écologiquement valide, 
cette méthode ne permet généralement pas d’éliciter tous les types d’émotions dans une 
même séance [198], limitant ainsi la construction d’un ensemble d’apprentissage complet.  
Lors de l’expérimentation effectuée dans le cadre de cette thèse (section 3.4), l’élicitation 
des trois construits (valence, activation et charge cognitive) a été effectuée à l’aide de 
méthodes exogènes. Premièrement, concernant la valence et l’activation émotionnelle, des 
images accompagnées de sons ont été présentées aux participants. Les images ont été 
sélectionnées à partir de l’ensemble IAPS (International Affective Picture System) [156] et 
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les sons à partir de l’ensemble IADS (International Affective Digitized Sounds) [28]. Ces 
deux ensembles ont été développés et sont distribués par le Center for Emotion and 
Attention de l’Université de la Floride afin de fournir à la communauté scientifique un 
ensemble standardisé de stimuli émotionnels [29]. L’ensemble IAPS a d’ailleurs été utilisé 
dans un grand nombre de travaux en reconnaissance physiologique des émotions [10, 116, 
129, 141, 269]. L’approche développée dans ce travail utilise donc des stimuli 
multimodaux formés d’une combinaison de stimuli visuels (IAPS) et auditifs (IADS) afin 
d’augmenter la validité écologique de l’approche d’élicitation [5, 175]. Le modèle ainsi 
entraîné aura plus de chance de bien performer en contexte d’IHM où les modalités 
d’interaction sont visuelles et sonores. Comparativement aux approches basées sur les jeux 
vidéo ou la présentation de vidéos, cette méthode permet aussi de mieux contrôler l’ordre et 
la durée de présentation des stimuli et d’ainsi générer un plus grand ensemble de données 
d’entraînement. De plus, afin de minimiser davantage l’erreur d’élicitation, une 
autoévaluation du niveau d’émotion par les sujets a aussi été réalisée.  
La méthode d’élicitation pour le construit de charge cognitive repose sur une 
implémentation de la tâche de rappel sériel immédiat utilisée en psychologie cognitive 
expérimentale pour estimer la capacité de la mémoire à court terme [92]. Dans cette 
méthode, le sujet se voit présenter une série de lettres qu’il doit mémoriser et ensuite 
répéter à voix haute en ordre de présentation (ou en ordre inverse). Le choix du nombre de 
lettres présentées aux sujets permet donc d’éliciter différents niveaux de charge cognitive. 
Les détails d’implémentation des deux méthodes développées et le choix des stimuli sont 
présentés à la section 3.4.2. 
3.3.1.3 Acquisition 
Le présent travail a été effectué au LRCM (Laboratoire de Recherche en Communication 
Multimédia), affilié et situé dans les locaux du CITÉ (Centre de Recherche 
Interdisciplinaire sur les Technologies Émergentes) de l’Université de Montréal. Les 
équipements de recherche du LRCM ont été utilisés pour enregistrer les différentes mesures 
physiologiques présentées à la section 3.3.1.1. 
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L’encodeur Procomp Infiniti de la compagnie Thought Technology27 et le logiciel 
d’acquisition Biograph ont été utilisés pour enregistrer l’activité électrodermale (AED), la 
respiration, l’activité cardiovasculaire et les données électroencéphalographiques (EEG). 
 
Figure 30 - Encodeur et senseurs Procomp Infiniti 
La partie A de la Figure 30 montre l’encodeur à huit canaux. Les deux premiers canaux 
peuvent enregistrer un signal avec un échantillonnage de 2048 Hz et les six autres canaux 
un échantillonnage allant jusqu’à 1024 Hz. Les signaux utilisés ont été enregistrés avec un 
échantillonnage de 256 Hz. Celui-ci a été choisi de manière à respecter un équilibre entre 
intégrité des signaux et complexité de traitement dans l’outil d’analyse développé dans 
cette thèse. La partie B de la Figure 30 montre le senseur de respiration. Il s’agit d’une 
ceinture respiratoire faite d’un tube élastique entourant la poitrine du sujet et muni d’un 
senseur de tension mesurant son étirement. La partie C de la Figure 30 montre un senseur 
EEG. Tel que mentionné à la section 3.3.1.1, quatre électrodes actives ont été utilisées. Une 
électrode de référence a ensuite été posée sur le lobe de l’oreille droite et une électrode de 
mise à terre (ground) a été posée sur l’os mastoïde derrière l’oreille gauche. La peau, aux 
endroits où les électrodes ont été posées, a été préalablement nettoyée avec un gel exfoliant 
et une pâte conductrice a été utilisée pour augmenter la qualité du signal. Le niveau 
d’impédance électrique a été maintenu sous cinq kilo-ohm en répétant, au besoin, les deux 
                                                 
27 www.thoughttechnology.com/ 
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dernières manipulations. La partie D de la Figure 30 montre le senseur d’activité 
électrodermale mesurant la conductance de la peau à l’extrémité des phalanges. Finalement, 
la partie E montre le senseur utilisé pour mesurer l’activité cardiovasculaire. Il s’agit d’un 
photoplethysmographe (PPG) utilisant une lumière infrarouge à la surface de la peau pour 
déterminer la quantité de sang présente. Le logiciel d’acquisition Biograph permet ensuite 
d’utiliser ce signal pour calculer les mesures cardiovasculaires présentées à la section 
3.3.1.1. Ce senseur a été préféré à l’électrocardiogramme, car il est moins invasif. 
Contrairement à ce dernier, qui requiert trois capteurs placés aux clavicules et au bas du 
ventre, le PPG est posé à l’extrémité de l’index.  
 
Figure 31 - FaceReader 
Les données oculaires (position du regard) et pupillométriques (diamètre de la pupille) ont 
été enregistrées avec l’oculomètre X-120 de la compagnie Tobii (voir Figure 12). De plus, 
afin de comparer la performance de notre modèle de reconnaissance de la valence 
émotionnelle (voir section 3.4.2 pour ces résultats) avec une autre source, l’application de 
reconnaissance faciale des émotions FaceReader 3 de la compagnie Noldus28 a été utilisée 
[242]. Comme montré à la Figure 31, FaceReader permet d’estimer l’émotion courante la 
plus probable chez le sujet parmi six émotions primaires discrètes (joie, tristesse, colère, 
surprise, peur et dégoût) en identifiant différents traits faciaux distinctifs (ex. plissement 
des yeux, apparition de fossettes, visibilité des dents, etc.) à l’aide d’une caméra web. 
L’application calcule aussi une estimation continue de la valence émotionnelle de 
                                                 
28 http://www.noldus.com/human-behavior-research/products/facereader 
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l’utilisateur quantifiée entre -1 et 1. Cette estimation est produite selon un échantillonnage 
de 8 Hz. 
       
Figure 32 - Veste expérimentale 
Une veste expérimentale a été développée permettant de préinstaller les capteurs afin de 
minimiser le temps d’installation sur les sujets. La partie gauche de la Figure 32 montre 
l’avant de la veste : les senseurs EEG sont au niveau des épaules, les senseurs AED et PPG 
dans la manche gauche et la ceinture respiratoire à l’intérieur de la veste. La partie droite de 
la Figure 32 montre l’arrière de la veste et les connections avec l’encodeur. Une fois la 
veste enfilée, l’encodeur est décroché et attaché à l’arrière de la chaise où s’assoie le sujet. 
Ce qui permet d’éviter de refaire les connexions à l’encodeur entre chaque sujet. 
L’utilisation de la veste expérimentale a permis de réduire le temps de pose de l’ensemble 
des senseurs d’environ 25 minutes à 15 minutes par sujet.  
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Finalement, la Figure 33 montre l’environnement expérimental dans lequel se sont 
déroulées les expérimentations. 
 
Figure 33 - Environnement expérimental 
Les utilisateurs ont effectué les tâches face à l’écran principal (2), sous lequel est placé 
l’oculomètre. L’écran 1 reproduit l’image affichée à l’écran 2 en y superposant la position 
du regard en temps réel. FaceReader apparaît à l’écran 3 et sa caméra web est placée sur 
l’écran 2 pour faire face aux utilisateurs. L’écran 4 affiche les mesures physiologiques. 
Chaque système est installé sur un ordinateur différent. Lors des expérimentations, les 
écrans 1, 3 et 4 sont redirigés vers une autre salle afin de ne pas distraire le sujet. 
3.3.1.4 Prétraitement 
Comme dans toute approche d’apprentissage machine, le prétraitement est une étape 
cruciale dans la reconnaissance physiologique des émotions. Cette étape est d’autant plus 
importante que les données physiologiques sont généralement très bruitées et comporte 
86 
 
beaucoup d’artefacts [209]. L’étape de prétraitement comprend trois phases : débruitage, 
artefacting et normalisation. 
Le débruitage consiste à retirer du signal physiologique certaines caractéristiques générées 
par l’environnement expérimental – appelé communément bruit ou parfois aussi « artefacts 
non biologiques ». Les  principales sources de bruit sont généralement de nature électrique 
[204]. Par exemple, les prises électriques et les néons peuvent modifier le signal dans la 
bande 50-60Hz. Un mauvais contact entre les senseurs et le sujet peut aussi être une source 
de bruit. Puisque les principales sources de bruits sont constantes, elles peuvent être 
éliminées simplement à l’aide de différents filtres. 
Contrairement au bruit, les artefacts sont une altération du signal physiologique résultant du 
mouvement des sujets (ex. : déplacement du corps, clignement des yeux). Puisqu’ils sont de 
nature aléatoire et non périodique, l’élimination des artifacts est plus problématique. Pour la 
plupart des signaux physiologiques, elle doit se faire de manière visuelle et peut représenter 
un effort considérable. Cependant, certaines techniques automatiques permettent de faire un 
premier nettoyage qui peut être suffisant si beaucoup de précautions expérimentales ont été 
prises pour limiter l’apparition d’artefacts. Par exemple, l’identification des valeurs 
aberrantes et l’application d’une moyenne glissante peuvent servir pour les signaux 
physiologiques du SNA [123] et des techniques basées sur l’analyse en composante 
principale (ACP) peuvent être employées sur les signaux EEG lorsqu’il y a un nombre 
suffisant d’électrodes [130]. 
Puisque les signaux physiologiques sont sujets à d’importantes variations interpersonnelles, 
les valeurs absolues ne peuvent être utilisées pour comparer les données de plusieurs sujets. 
De plus, les signaux physiologiques d’une même personne peuvent varier en fonction du 
contexte (ex. : position des capteurs) et du moment de la journée [202]. L’objectif de la 
normalisation (baselining) est donc de corriger les signaux physiologiques afin d’atteindre 
un niveau standard permettant de comparer les données de plusieurs sujets (ou d’un même 
sujet dans le temps) [250]. Cette correction s’effectue en comparant les valeurs absolues 
avec un niveau de base. On retrouve deux approches permettant de mesurer un niveau de 
base [125]. La première consiste à mettre le sujet dans une condition basale consistant en 
un état d’éveil et de détente, et la seconde implique l’exécution d’une tâche simple 
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demandant un effort minimal et constant. Une fois le niveau de base obtenu, différentes 
méthodes de calcul peuvent être utilisées pour l’appliquer au signal enregistré. Le Tableau 
5 présente les calculs de normalisation servant pour les signaux du SNA dans le domaine de 
la reconnaissance physiologique des émotions [250]. 
Tableau 5 - Techniques de normalisation 
X’ indique la valeur normalisée, X indique la valeur absolue, σB, μB, minB et maxB indiquent 
respectivement l’écart type, les valeurs moyennes, minimales et maximales enregistrées pour 
le niveau de base. 
 
Pour l’expérimentation effectuée dans le cadre de cette thèse (section 3.4), le bruit 
électrique contenu dans les signaux EEG a été éliminé à l’aide d’un filtre Notch à 60 Hz. 
Des filtres low-pass et high-pass ont aussi été utilisés pour écarter les longueurs d’onde 
inférieures à 1 Hz et supérieures à 60 Hz. Des consignes ont été données aux sujets, visant à 
limiter leurs mouvements corporels et ainsi réduire la présence d’artefacts dans les signaux. 
Une période de repos de deux minutes, au cours de laquelle les sujets ont les yeux fermés, a 
été effectuée avant l’expérimentation afin de mesurer un niveau de base. Celui-ci a ensuite 
servi à normaliser les données à l’aide de la technique 1 présentée dans le Tableau 5, qui 
offre un moyen terme entre les approches plus souples (3) et plus fortes (2). 
3.3.1.5 Extraction des caractéristiques 
Une fois les signaux physiologiques bruts nettoyés à l’étape du prétraitement (nous 
parlerons alors de signaux nets), ils doivent être transformés de manière à servir d’entrée 
pour des algorithmes d’apprentissage machine. Trouver une bonne représentation des 
données pour ces algorithmes est très spécifique au domaine et dépend grandement des 
mesures disponibles. La représentation choisie a toutefois une grande influence sur le reste 
du processus d’inférence et il est conseillé d’y injecter le plus possible de connaissances du 
domaine [107]. Dans le domaine de la reconnaissance physiologique des émotions, la 
plupart des travaux utilisent une approche basée sur les caractéristiques (feature-based). 
Les travaux de Picard et al. (2001) [202] dans ce domaine représentent l’exemple 
(1) x’ = x – μB Normalisation standard
(2) x’ = x – minB Alternative lorsque beaucoup de variance dans le niveau de base
(3) x’ = (x – μB)/σB Normalisation forte
(3) x’ = (x – minB) / (maxB – minB) Normalisation plus souple, sensible aux données abérantes
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paradigmatique le plus souvent cité dans la littérature. Cette approche comporte trois 
étapes. Le point de départ est un signal physiologique net représentant toute une séance 
d’élicitation émotionnelle pouvant durer plusieurs minutes (voire quelques heures). La 
première étape est alors de calculer les caractéristiques sous-jacentes du signal net 
comportant une signification psychophysiologique (identifiées à l’étape de construction, 
section 3.3.1.1). Par exemple, le rythme cardiaque et la RSA sont calculés à partir du signal 
ECG. La plupart des logiciels d’acquisition et d’analyse de signaux physiologiques offrent 
cette fonctionnalité. Comme illustré à la Figure 34, deux nouveaux signaux de même durée 
que le signal net initial sont alors créés. 
 
Figure 34 - Procédure d’extraction des caractéristiques des signaux 
La deuxième étape consiste ensuite à segmenter ces nouveaux signaux pour isoler les 
sections enregistrées lors de la présence d’une réaction émotionnelle. Lorsque la méthode 
d’élicitation par stimuli est employée, chaque échantillon extrait est de même durée fixe et 
représente le signal enregistré lors de la présentation d’un stimulus. Dans l’exemple de la 
Figure 34, un échantillon est segmenté et associé à la présentation d’un stimulus de valence 
émotionnelle dont l’élicitation attendue (Ea) (voir section 3.3.1.2) est de 5. Finalement, 
différentes statistiques sont calculées à la troisième étape sur ces échantillons afin d’obtenir 
des valeurs numériques formant les attributs d’un vecteur d’entraînement. Dans 
l’expérimentation effectuée pour cette thèse, 20 caractéristiques ont été extraites des 
signaux physiologiques choisis. Pour chaque caractéristique, sept statistiques ont été 
calculées (moyenne, écart-type, moyenne de la première dérivée, valeur absolue de la 
moyenne de la première dérivée, minimum, maximum et kurtosis). Le taux de clignement 
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des yeux (nombre de clignements par minute) a aussi été calculé à l’aide de l’oculomètre, 
pour un total de 141 attributs par vecteur de données. Le bas de la Figure 34 illustre un tel 
vecteur d’entraînement possédant 10 attributs et dont la cible est l’élicitation attendue. 
L’annexe D présente le répertoire complet des caractéristiques et statistiques utilisées.  
Un problème survenant à cette étape est le décalage existant entre le début d’une réaction et 
le changement enregistré dans chaque signal physiologique. La procédure de segmentation 
illustrée à la Figure 34 implique que tous les signaux réagissent simultanément suite à une 
réaction du sujet. Toutefois, la réalité est plus complexe, car il existe des différences 
temporelles dans l’évolution de chaque signal face à une même réaction [250]. Aucune 
solution à ce problème n’est suggérée pour l’heure dans la littérature. La section 3.3.2 
décrit plus en détails ce problème et présente l’approche développée dans cette thèse pour y 
répondre, représentant une des deux contributions à l’analyse des signaux physiologiques. 
3.3.1.6 Classification 
La sixième étape du pipeline de traitement de données consiste à utiliser l’ensemble de 
données obtenu à l’étape précédente afin de créer un modèle de reconnaissance. La création 
de modèles comporte deux sous-étapes : sélection des attributs et entraînement.  
L’étape de sélection des attributs consiste à choisir un sous-ensemble des attributs 
construits à l’étape précédente. La sélection des attributs peut servir plusieurs objectifs : 
réduire le besoin d’entreposage imposé par les données, réduire les ressources nécessaires à 
la prochaine collecte de données, améliorer la performance du modèle de prédiction et 
permettre une meilleure compréhension des données [107]. Il existe une grande variété 
d’approches de sélection des attributs. On les distingue d’abord par le fait qu’elles 
s’intéressent aux attributs de manière individuelle (approches univariées) ou en lien avec 
d’autres attributs (approches multivariées). On distingue ensuite les approches selon 
qu’elles sélectionnent des attributs en se basant sur l’optimisation d’un prédicteur ou non. 
Les approches du second type, appelées « filtres », trient simplement les attributs en 
fonction de différentes heuristiques basées sur des critères de pertinence (ex. : corrélation), 
alors que les approches du premier type, appelées « wrappers »¸ utilisent comme critère la 
performance d’un algorithme d’apprentissage. Les approches basées sur le tri sont 
généralement plus simples à implémenter et plus rapides à exécuter. De plus, elles sont 
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moins sujettes au surapprentissage que les approches basées sur l’optimisation d’un 
prédicteur. Toutefois, comme elles sont pour la plupart de nature univariée, elles ne 
permettent pas d’identifier les attributs qui sont impertinents considérés seuls, mais 
pertinents considérés en lien avec d’autres attributs. Inversement, elles ne permettent pas 
d’écarter les attributs pertinents individuellement, mais redondants entre eux.  
Dans l’expérimentation effectuée dans cette thèse, la sélection des attributs a été effectuée 
selon une méthode de tri univariée basée sur des sondes aléatoires [106]. Bien que ce type 
d’approche ne garantisse pas de produire les meilleurs résultats de classification 
(comparativement aux approches multivariées), ce choix est justifié principalement par la 
simplicité de la méthode. L’objectif de ce chapitre est de proposer une méthodologie 
générale d’inférence psychophysiologique et plus particulièrement d’en valider les deux 
principales contributions (construction temporelle et généricité). Le but de 
l’expérimentation et de l’entraînement du modèle de classification est donc d’évaluer l’effet 
de ces contributions et non pas de trouver le meilleur modèle dans l’absolu. Dans la 
méthode de sélection qui a été développée, tous les attributs sont d’abord triés en ordre 
croissant de valeur p (p-value) du coefficient de corrélation (corrélation avec la cible, ex. : 
valence). Le coefficient non paramétrique de Spearman a été préféré au coefficient de 
Pearson afin de garantir la validité de la corrélation sans test des hypothèses paramétriques 
(normalité des distributions et homogénéité des variances). Trois variables aléatoires 
(sondes) sont ensuite ajoutées aux attributs et leur valeur p est calculée de la même 
manière. La plus petite valeur p de ces variables aléatoires sert alors de seuil de sélection. 
Les vrais attributs ayant une valeur p inférieure à ce seuil sont conservés.  
La deuxième sous-étape de la création de modèles consiste en l’entraînement d’un 
algorithme d’apprentissage machine. Comme décrit à la section 2.3.4, la méthodologie 
générale consiste à séparer l’ensemble de données en deux sous-ensembles d’entraînement 
et de test. L’ensemble d’entraînement sert à optimiser les paramètres de l’algorithme et sa 
performance est évaluée sur l’ensemble de test. Un grand nombre d’algorithmes ont été 
utilisés dans la littérature en reconnaissance physiologique des émotions et aucun ne semble 
supérieur à un autre dans tous les cas. Puisqu’il n’y a pas d’a priori guidant le choix d’un 
algorithme particulier, nous avons retenu un algorithme dont l’efficacité générale a été 
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démontrée dans de nombreux domaines et ayant été utilisé dans plusieurs travaux sur la 
reconnaissance physiologique des émotions, soit les Machines à Vecteurs de Support (SVM 
– Support Vector Machine). Les SVM sont des algorithmes d’apprentissage supervisé 
utilisés autant pour les problèmes de classification que de régression. Ils ont été 
particulièrement populaires au cours des dernières années en raison de leur capacité à 
effectuer une classification non linéaire grâce à l’astuce du noyau (kernel trick). Voir 
Bishop (2006) [22] pour plus de détails. Une implémentation de l’algorithme dans le 
logiciel Statistica29 a été utilisée. Les résultats obtenus sont présentés à la section 3.4.2. 
3.3.1.7 Dynamisation 
La dernière étape du pipeline consiste à rendre dynamique l’inférence produite à l’étape 
précédente de classification (voir Figure 26). Cette étape a été négligée, à ce jour, dans 
presque tous les travaux en reconnaissance physiologiques des émotions. La plupart d’entre 
eux se contentant d’entraîner un algorithme d’apprentissage et de rapporter la performance 
obtenue. Ces algorithmes sont entraînés et validés sur des segments de signaux d’une durée 
de quelques secondes (durée de présentation des stimuli). Les modèles ne sont donc pas 
utilisés dans un contexte réel d’inférence où une prédiction doit être effectuée en continu. 
Prendinger et al. (2005) [205] ont développé un modèle de reconnaissance continue de la 
valence et de l’activation. Celui-ci repose cependant sur une relation probabiliste a priori 
entre les signaux et les réactions et sa performance n’a pas été évaluée. Seuls Mandryk et 
al. (2007) [165] ont proposé une approche de reconnaissance physiologique continue basée 
sur la logique floue. Leur système a été développé afin de permettre l’inférence de cinq 
émotions discrètes (ennui, défi, excitation, frustration et amusement) chez des sujets jouant 
à des jeux vidéo.  
Une méthode de type fenêtre glissante (sliding window) a été développée pour dynamiser le 
modèle d’inférence proposée dans cette thèse. Celle-ci est illustrée à la Figure 35. 
                                                 
29 http://www.statsoft.com 
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Figure 35 - Dynamisation du modèle d'inférence 
Le modèle est originalement entraîné sur des intervalles de temps F (durée de présentation 
des stimuli d’entraînement). La fenêtre d’inférence (rectangle bleu) permet donc d’inférer 
le construit Ψ pour cette durée particulière et non pour toute la durée T une séance de test. 
Le processus commence alors par l’initialisation de la fenêtre d’inférence au temps 0. Une 
première inférence est produite à cet endroit. La fenêtre est ensuite déplacée de Δ secondes 
vers la droite et une inférence est produite à 0 + Δ. La fenêtre balaie ensuite toute la séance 
de test de cette manière afin de produire une inférence continue. Le paramètre Δ permet 
d’ajuster la granularité de l’inférence. Plus la valeur de Δ est petite, moins discontinue et 
plus « lisse » sera l’inférence. 
3.3.2 Construction temporelle 
Parmi les 11 défis énoncés dans la série d’articles portant sur le développement des 
approches de reconnaissance physiologique des émotions [245, 247-250], un des plus 
importants est celui de la construction temporelle. Plus précisément, trois principaux 
problèmes sont rencontrés concernant les aspects temporels de l’analyse de l’activité du 
système nerveux autonome (SNA) [250].  
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Premièrement, le phénomène de l’habituation implique que l’intensité des réactions 
physiologiques face aux présentations successives d’un même stimulus diminue dans le 
temps. Du point de vue de l’inférence psychophysiologique, cela signifie que la relation Ψ 
= f (Φ) entre un ensemble de signaux et un construit psychologique n’est pas fixe dans le 
temps. Un certain facteur doit être ajouté afin de tenir compte de l’effet des occurrences 
antérieures du construit sur l’amplitude des réactions physiologiques à un moment précis. 
Le second problème concerne la loi des valeurs initiales. Cette loi stipule que « les 
changements de toute fonction d’un organisme en lien à un stimulus dépendent, dans une 
large part, du niveau pré-stimulus de cette fonction » [264]. L’utilisation de cette loi en 
psychophysiologie fait l’objet de débats et l’on recommande d’ailleurs de parler plutôt du 
principe des valeurs initiales [126]. Bien que ce principe ne puisse être appliqué dans son 
intégralité et doive faire l’objet de certaines nuances, il demeure néanmoins qu’on observe 
une corrélation entre le niveau basal pré-stimulus d’une fonction et la direction et l’intensité 
d’une réaction. Par exemple, la présentation d’une image violente provoquera une 
augmentation du rythme cardiaque plus importante chez un sujet au repos que chez un sujet 
dont le rythme cardiaque est déjà élevé. Ce phénomène doit être distingué de la 
normalisation (baselining), présentée à la section 3.3.1.4, qui a pour but de tenir compte des 
caractéristiques physiologiques propres à chaque sujet.  
Le dernier problème concernant la temporalité de l’activité du SNA est l’asynchronisme 
des signaux. Puisque chaque système physiologique opère en lien avec des entrées et des 
sorties différentes avec le reste de l’organisme, les signaux mesurés observent une latence 
et une durée différentes face un même stimulus. La latence est définie comme le temps 
écoulé entre la présentation d’un stimulus et le début d’une réaction physiologique. La 
durée est définie comme le temps écoulé entre le début et la fin d’une réaction 
physiologique. Il est plus difficile d’identifier la fin d’une réaction physiologique que le 
début, car le point de retour à l’équilibre d’un signal n’est pas nécessairement la valeur 
exacte mesurée avant la présentation d’un stimulus. Le Tableau 6 présente des exemples de 
latence entre la présentation d’un stimulus et le début d’une réaction pour différents 
processus physiologiques. Il s’agit de valeurs simplement indicatives. 
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Tableau 6 - Latences physiologiques 
Adapté de [248] et [152] 
 
Selon Gunes et al. (2010) [104], van der Zwaag (2010) [253] et au meilleur de notre 
connaissance, la littérature actuelle sur la reconnaissance physiologique des émotions ne 
propose aucune solution à ces trois problèmes liés à la construction temporelle. On ne 
retrouve pas d’approches méthodologiques ou algorithmiques permettant au processus 
d’inférence de tenir compte de ces effets temporels afin d’améliorer la qualité de la 
reconnaissance. Parmi ces trois problèmes, nous croyons que le plus critique du point de 
vue de la reconnaissance physiologique des émotions est celui de l’asynchronisme des 
signaux. La principale raison étant que ce dernier est au cœur du problème de la 
triangulation des outils de mesure. La possibilité d’utiliser plusieurs signaux physiologiques 
au sein d’un même processus d’inférence est primordiale [247] et l’asynchronisme des 
signaux en représente un des principaux obstacles. Comme le montre la Figure 34, la 
procédure d’extraction des caractéristiques utilisées dans le pipeline de traitement de 
données segmente tous les signaux au même endroit pour un même stimulus. Les vecteurs 
de données formant l’ensemble d’apprentissage des modèles de reconnaissance contiennent 
donc des attributs physiologiques (ex. : moyenne du rythme cardiaque et maximum de 
l’activité électrodermale) ne représentant pas de manière optimale le construit étudié (ex. : 
valence émotionnelle). Il est donc nécessaire d’apporter une solution au problème de 
l’asynchronisme des signaux afin de permettre une intégration efficace de plusieurs 
mesures physiologiques au sein d’une approche de reconnaissance. 
La solution que nous proposons dans cette thèse au problème de l’asynchronisme repose 
sur une procédure d’extraction des caractéristiques non rigide, permettant de modéliser les 
particularités temporelles des différents signaux physiologiques mesurés. L’idée générale 
Processus physiologique Latence
Rythme cardiaque 1 sec
Activité électrodermale 2-4 sec
Température de la peau 10 sec
Dilatation pupille 1 sec
Respiration 5 sec
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est d’optimiser la latence et la durée avec lesquelles seront extraites les données de chaque 
signal. De plus, comme suggéré par van den Broek (2010) [250], ces deux paramètres 
temporels doivent être optimisés en fonction du construit étudié. Une fenêtre d’extraction 
optimale est donc déterminée pour chaque attribut et chaque construit. La Figure 36 illustre 
différentes latences de fenêtre d’extraction (durée de six secondes) pour trois 
attributs (moyenne du rythme cardiaque, de l’activité électrodermale et du diamètre de la 
pupille), pour un stimulus donné. 
 
Figure 36 - Latence des fenêtres d’extraction des caractéristiques physiologiques 
L’identification des latences optimales se fait à l’aide d’un processus d’optimisation 
empirique. Prenons l’exemple de l’optimisation de la latence de l’attribut µ AED pour le 
construit d’activation émotionnelle. Posons n = nombre d’exemples dans l’ensemble 
d’entraînement et L = latences possibles  (ex. : entre 0 et 6000 ms., par tranches de 100 
ms). Pour chaque latence L, un tableau de taille n x 2 est généré contenant n pairs [µ AED, 
activation]. Un coefficient de corrélation de Pearson (r2) est calculé entre les deux colonnes 
de ce tableau. La latence ayant le r2 maximal est retenue ensuite comme latence optimale. 
Afin d’optimiser simultanément les deux paramètres des fenêtres d’extraction, le processus 
d’optimisation empirique de la latence est étendu afin d’inclure la durée. Pour chaque 
latence L et chaque durée D, un coefficient de corrélation de Pearson r2 est donc calculé. La 
procédure d’extraction des caractéristiques, présentée à la section 3.3.1.5, utilise donc les 
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fenêtres obtenues par ce processus d’optimisation empirique combiné de la latence et de la 
durée. Les fenêtres des 80 attributs considérés dans ce travail (pour chacun des trois 
construits) ont été optimisées avec les données recueillies dans l’expérimentation présentée 
à la section 3.4. L’impact de cette solution, proposée au problème de l’asynchronisme des 
signaux, sur le taux d’efficacité de la reconnaissance des réactions émotionnelles est 
présenté et discuté à la section 3.4.2. 
3.3.3 Généricité 
Dans le contexte général de l’apprentissage machine, la généralisabilité représente 
l’habilité d’un modèle à effectuer une inférence valide sur un nouveau cas n’ayant pas servi 
à l’entraînement [22]. L’erreur de généralisation, estimée de manière empirique sur un 
ensemble de données de test, représente ainsi la performance d’un modèle. De manière 
similaire, dans le contexte spécifique de la reconnaissance physiologique des émotions, le 
terme généricité représente l’habilité d’un modèle à effectuer une inférence valide sur des 
sujets n’ayant pas servi à l’entraînement. La généricité est alors utilisée pour décrire 
l’étendue des sujets sur laquelle s’applique un modèle. On définit trois types de modèles de 
reconnaissance des émotions en regard de leur généricité [142].  
1. Dépendant du sujet : l’ensemble d’entraînement contient des données 
provenant d’un seul sujet et l’ensemble de test contient des nouvelles données 
provenant du même sujet. 
2. Indépendant du sujet : l’ensemble d’entraînement contient des données 
provenant de plusieurs sujets et l’ensemble de test contient des données 
provenant de nouveaux sujets. 
3. Dépendance mixte : l’ensemble d’entraînement contient des données 
provenant de plusieurs sujets et l’ensemble de test contient des nouvelles 
données provenant des mêmes sujets. 
La majorité des approches développées à ce jour sont du premier type. La procédure 
d’entraînement des modèles d’inférence implémentés dans cette thèse est de type 
dépendance mixte (voir 3.3.1.6). Les travaux utilisant une approche non dépendante du 
sujet (types 2 et 3) possèdent une moins bonne généralisabilité et sont donc moins 
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performants (voir Tableau 10). Schuster et al. (2012) [231] ont mené une étude afin de 
vérifier si cette différence de performance est statistiquement significative. Ils ont utilisé un 
modèle de reconnaissance basé sur les machines à support de vecteur (SVM) pour 
différencier trois niveaux de valence émotionnelle (négatif, neutre, positif) à l’aide de 
signaux électroencéphalographiques (EEG). Le modèle a été entraîné à deux reprises sur un 
même ensemble de données (n = 18 sujets) selon des protocoles de type 1 et 2. Leurs 
résultats montrent une différence significative de l’erreur de généralisation entre les deux 
protocoles. L’entraînement du modèle selon une approche dépendante du sujet obtenant une 
meilleure performance.  
Dans une autre étude, Bock et al. (2012) [23] ont montré que cette différence de 
performance est plus importante pour les modèles basés sur l’analyse des signaux 
physiologiques que ceux basés sur l’analyse de la voix. La principale raison expliquant la 
moins bonne performance des approches indépendantes du sujet est la grande variabilité 
des signaux physiologiques observée entre différents sujets. Entraîner un modèle à 
reconnaître les réactions émotionnelles d’un seul sujet permet donc d’éviter ce problème, 
car l’ensemble de test ne contient que des données provenant du sujet ayant servi à 
l’entraînement. Ses spécificités psychophysiologiques ont, en quelque sorte, été apprises. 
Toutefois, d’un point de vue utilitaire, ce type d’approche est très limité. Les modèles ne 
peuvent être utilisés sur de nouveaux sujets sans que ceux-ci passent d’abord par tout le 
processus d’entraînement. Dans un objectif d’utilisation industrielle ou scientifique30, le 
développement d’approches indépendantes de l’utilisateur ou mixtes est nécessaire. 
Cependant, comme l’indique, entre autres, les plus faibles taux de performance, il y a un 
dilemme au cœur de ce type d’approche. Plus on augmente la généricité, plus la 
généralisabilité diminue, car la variance au sein de l’ensemble d’entraînement augmente. 
Le travail présenté dans cette section a donc pour objectif d’apporter une contribution au 
développement d’approches non dépendantes du sujet, permettant d’en améliorer la 
performance sans en diminuer la généricité.  
                                                 
30 Une utilisation dans des travaux de recherche ne portant pas spécifiquement sur le développement de 
modèles de reconnaissance, mais pour lesquels l’utilisation d’un modèle déjà entraîné est nécessaire. 
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Le principal facteur à l’œuvre dans le dilemme généricité vs généralisabilité est 
l’idiosyncrasie des réactions émotionnelles. Énoncé simplement, chaque personne réagit 
différemment face à un même stimulus, tant au niveau physiologique que subjectif.  
L’approche théorique la plus appropriée pour aborder ce phénomène est celle de la 
Spécificité de la Réponse Individuelle (SRI)31. Les premiers travaux entourant ce domaine 
de recherche remontent à 1953 [151]. Dans une mise à jour de la théorie, Marwitz et 
Stemmeler (1998) [168] présentent la SRI comme « une tendance des sujets à montrer des 
patrons physiologiques similaires à travers différentes conditions durant une même session 
de test ». La SRI représente donc en quelque sorte la stabilité de la relation 
psychophysiologique Ψ = f (Φ)  (voir section 3.3.1). Elle a pour objet l’identification des 
facteurs influençant la constance avec laquelle une même situation induit une même 
réaction physiologique chez un sujet. Abordée selon une perspective d’apprentissage 
machine, la SRI pourrait donc permettre d’identifier les caractéristiques de f valides 
seulement pour un sujet et qui pour d’autres sujets entrent dans le terme d’erreur. Dans 
l’état de l’art actuel, les modèles apprennent ces facteurs de manière implicite en ajustant 
leurs paramètres et liant ainsi directement signaux physiologiques et émotion de manière 
optimale pour un sujet. La littérature récente dans le domaine de l’inférence 
psychophysiologique appelle maintenant à étendre ce type d’approche [231]. Dans cette 
voie, la stratégie que nous proposons est de rendre explicites ces facteurs d’idiosyncrasie en 
les modélisant sous forme de variables faisant partie du vecteur de données. 
Dans la nouvelle version de la SRI proposée par Marwitz et Stemmeler [168], la spécificité 
des réactions physiologiques dépend de l’interaction de trois composantes. La composante  
biologique représente les propriétés constitutionnelles du sujet, telle sa morphologie et ses 
attributs biochimiques (ex. : hypertension, réactivité de certaines glandes). Cette 
composante est très stable et représente une part importante des différences entre sujets. Les 
facteurs situationnels déterminent ensuite les réactions physiologiques selon plusieurs 
dimensions, telles la familiarité de la situation, l’étendue des réactions possibles ou les 
différentes contraintes de la situation. Parmi ces dimensions, la plus étudiée est celle de la 
distinction entre les situations à forte pression versus les situations à faible pression. Les 
                                                 
31 Individual Response Specificity (IRS) 
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situations à forte pression sont caractérisées par un haut niveau de contrainte et peu 
d’options possibles alors que les situations à faible pression, à l’inverse, offrent plus 
d’options et laissent une plus grande place à l’expression des différences entre sujets. 
Finalement, la composante psychologique de la SRI regroupe les différentes variables 
psychologiques influençant la perception d’une situation. Comme le montre la Figure 21, 
les réactions émotionnelles d’un sujet face à une situation sont médiées par plusieurs 
facteurs d’évaluation tels la personnalité, les attitudes, les styles cognitifs et l’expérience. 
La SRI prédit donc que pour une même situation, une similarité dans la perception entraîne 
une plus grande similarité dans les réactions physiologiques [238]. 
La Figure 37 schématise (en simplifiant) les trois facteurs d’idiosyncrasie des réactions 
physiologiques (I1 = situationnel, I2 = psychologique et I3 = biologique) proposés par la 
théorie de la SRI. Ils permettent de décrire comment, pour différents sujets, une même 
situation peut engendrer différentes émotions et comment une même émotion peut ensuite 
induire différents signaux physiologiques. 
 
Figure 37 -  Liens entre les trois facteurs d’idiosyncrasie 
À ce jour, peu de travaux ont été menés afin d’intégrer des variables issues de ces facteurs 
dans un processus d’inférence psychophysiologique. Frantzidis et al. (2010) [93] ont 
intégré le genre des sujets dans un modèle de reconnaissance de l’activation émotionnelle 
basé sur les arbres de décision et des données EEG (n = 23 sujets). Zhou et al. (2011) [269] 
ont utilisé le genre et la culture des sujets afin de comparer l’erreur de généralisation de 
différents protocoles d’entraînement. Ils ont utilisé trois types de modèles (arbres de 
décision, k-plus proches voisins et arbres de décomposition) pour classifier sept émotions 
discrètes en fonction de signaux AED, EMG, EEG et de respiration. L’objectif de leur 
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travail était de voir si le fait de séparer l’ensemble d’entraînement (n = 42 sujets) en 
différents sous-groupes (genre et culture) permet d’obtenir de meilleurs résultats qu’un 
entraînement sur l’ensemble des données. Lorsque deux modèles ont été entraînés sur des 
sous-ensembles « homme » (n = 21) et « femme » (n = 21), la moyenne des performances 
est supérieure à celle provenant d’un entraînement sur l’ensemble total. Lorsque trois 
modèles ont été entrainés sur des sous-ensembles « chinois » (n = 14), « indien » (n = 14) et 
« occidental » (n = 14), la moyenne des performances est supérieure à l’entraînement sur 
l’ensemble total. Ces résultats montrent qu’une approche indépendante du sujet peut obtenir 
une meilleure généralisabilité lorsque l’ensemble d’entraînement est restreint selon 
certaines caractéristiques. L’approche devient toutefois dépendante de ces caractéristiques. 
Il est aussi à noter que dans ce denier travail, les sous-groupes sont de taille inférieure à 
l’ensemble initial et sont donc moins exposés au problème de l’idiosyncrasie biologique. 
D’un point de vue pragmatique, extraire de l’information sur les facteurs biologiques est 
intrusif ou simplement très difficile à implémenter. Par exemple, la mesure du taux 
d’hormone de cortisol, bien que corrélé avec différentes réactions émotionnelles [180], 
nécessite une prise d’échantillons dans la bouche des sujets et doit être analysée par des 
laboratoires spécialisés. L’intégration de données situationnelles nécessite d’obtenir en 
temps réel de l’information sur le contexte d’utilisation limitant ainsi l’applicabilité 
générale de l’approche de reconnaissance. La raison principale étant qu’il faut développer 
des interfaces avec l’IHM utilisée par le sujet.  
Dans le cadre de cette thèse, nous avons donc choisi de travailler sur l’intégration des 
facteurs psychologiques de la Spécificité de la Réponse Individuelle (SRI). Plus 
particulièrement, nous avons choisi de modéliser certains paramètres liés à la personnalité 
des sujets. Ce choix repose sur une justification théorique et pragmatique. Premièrement, la 
littérature contient un grand nombre de travaux montrant les liens entre personnalité, 
émotion et physiologie. Par exemple, van Den Broek et al. (2009) [246] rapportent que le 
lien entre activité cardiaque et activation émotionnelle est influencé par le trait de 
personnalité d’extroversion. Crider (2008) [60] rapporte plusieurs études montrant que la 
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labilité32 de l’activité électrodermale est liée à l’expressivité et à la disposition (antagoniste 
vs agréable) des sujets. De manière plus générale, une méta-analyse effectuée par Myrtek 
(1998) [177]33 montre des corrélations entre 34 variables physiologiques et certains traits de 
personnalité (extraversion et neuroticisme). L’effet de taille de ces corrélations allant de 
petit (r < |0.10|) à moyen (r < |0.30|). Comme le mentionnent Stemmler et Wacker (2010) 
[240], les liens entre personnalité et activation physiologique étant relativement distants 
dans l’organisme, les magnitudes individuelles de ces relations ne peuvent être très élevées. 
Bien qu’il soit postulé que le lien entre personnalité et réactions physiologiques soit médié 
par différents facteurs situationnels (ex. : situations de danger vs situations calmes) [240], 
cette relation n’est pas prise en compte dans le présent travail. Les travaux s’intéressant à 
cet aspect de la relation sont encore trop embryonnaires et ne permettent pas de tirer des 
conclusions utiles et implémentables dans une perspective d’apprentissage machine. D’un 
point de vue pragmatique, le choix de l’intégration des paramètres de personnalité est 
justifié par le fait qu’ils sont faciles à collecter, via des questionnaires, et produisent des 
données numériques selon plusieurs dimensions facilement modélisables. 
Le Questionnaire de Personnalité Eysenck (EPQ) a été utilisé pour recueillir ces 
paramètres. Initialement développé en 1975 [84], l’EPQ permet de mesurer trois 
dimensions de la personnalité : le neuroticisme, l’extraversion et le psychoticisme, ainsi 
qu’une dimension de désirabilité sociale : le mensonge. Une forme révisée du questionnaire 
(EPQ-R) a été proposée en 1985 [85] afin de renforcer la validité de la dimension de 
psychoticisme. La version longue du questionnaire comporte 100 questions de style 
« oui/non » et la version courte en comporte 48. L’étendue des scores est de 0-32 pour 
l’échelle de psychoticisme, de 0-23 pour l’échelle d’extraversion, de 0-24 pour l’échelle de 
neuroticisme et de 0-21 pour l’échelle de mensonge. La valeur numérique obtenue pour 
chaque échelle doit être interprétée de la manière suivante [128] :  
                                                 
32 La labilité est un trait psychophysiologique reflétant les variations individuelles dans les mesures. 
33 Cette information est tirée de Stemmler et Wacker (2010) et non de l’article original (Myrtek, 1998), ce 
dernier ayant été publié en allemand. 
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1. Psychoticisme : un score élevé se caractérise par une combinaison de 
froideur, d’impulsivité, de recherche de sensation, de non-conformisme, de 
rejet des règles sociales, d’hostilité, de manque d’empathie et d’égocentrisme. 
2. Extraversion : un haut score témoigne d’une sociabilité et d’une ouverture à 
autrui caractéristiques des personnes expansives recherchant et aimant les 
contacts sociaux. Inversement, un score faible témoigne d’une personnalité 
plus introvertie. 
3. Neuroticisme : le neuroticisme s’oppose à la stabilité émotionnelle. Un score 
élevé rend compte d’une hypersensibilité aux émotions négatives 
caractéristiques des personnes anxieuses, tendues, irritables et stressées. 
4. Mensonge : un haut score témoigne d’une forte désirabilité sociale pouvant 
relativiser l’ensemble des réponses fournies par le sujet. Néanmoins, sans 
réduire l’échelle à cette seule dissimulation, un score élevé peut également 
dénoter une certaine naïveté ou conformité sociale. 
La version longue et traduite en français de l’EPQ-R [128] a donc été utilisée dans ce 
travail. L’intégralité du questionnaire est reproduite à l’Annexe C. Le choix de l’EPQ-R est 
d’abord justifié par le fait qu’il est largement utilisé dans le domaine de la psychologie 
expérimentale et qu’il possède une consistance interne et une fidélité test-retest 
satisfaisantes (r ≥ 0.71 pour toutes les dimensions [84]). De plus, plusieurs travaux ont 
montré un lien entre certaines dimensions du questionnaire et les réactions physiologiques. 
Des liens ont été identifiés dans différentes tâches, telles l’utilisation de jeux vidéo [210] et 
la présentation de vidéo [31] et dans différents environnements (salon et bureau) [244]. La 
section 3.4.2 présente les résultats obtenus lors de l’expérimentation effectuée dans cette 
thèse pour évaluer l’effet de l’intégration de paramètres de personnalité sur la 
généralisabilité du modèle de reconnaissance physiologique des émotions. 
3.4 Expérimentation 
Une expérimentation a été menée afin d’évaluer la méthode de reconnaissance 
physiologique des émotions présentée dans ce chapitre, et plus particulièrement ses deux 
contributions vis-à-vis l’état de l’art actuel : construction temporelle et généricité. La 
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collecte de données associée à cette expérimentation avait donc pour objectif de former 
trois ensembles de données afin d’entraîner les modèles de reconnaissance de la valence, de 
l’activation émotionnelle et de la charge cognitive. La méthodologie employée et les 
résultats obtenus sont présentés dans les deux prochaines sections. 
3.4.1 Méthodologie 
Cinquante-deux (52) participants (âge moyen = 31 ans) ont été recrutés pour cette 
expérimentation, soit un nombre égal d’hommes et de femmes (majoritairement des 
étudiant(e)s de l’Université de Montréal). Une compensation de 40 $ était remise à la fin de 
la séance d’une durée totale d’environ 1h30. Les séances se déroulaient comme suit :  
1. Accueil et explication du déroulement de la séance 
2. Signature du formulaire de consentement 
3. Pose de la veste expérimentale et des différents capteurs (voir Figure 32) 
4. Tâche expérimentale (voir section 4.1) 
5. Présentation des stimuli cognitifs 
6. Présentation des stimuli visuels 
7. Autoévaluation des stimuli visuels 
8. Enlèvement de la veste et des capteurs 
9. Questionnaire de personnalité 
Comme l’indique l’étape 4, cette collecte de données a aussi servi à l’exécution d’une tâche 
expérimentale qui sera présentée au prochain chapitre, mais dont l’objectif est indépendant 
des objectifs présentés ici. 
Stimuli cognitifs 
Les 15 premiers participants n’ont pas effectué la tâche des stimuli cognitifs. Parmi les 37 
participants ayant pris part à cette étape, les données de six d’entre eux ont été rejetées en 
raison de problèmes techniques liés à l’enregistrement des signaux physiologiques. Les 
données de 31 participants ont donc été retenues. Tel que décrit à la section 3.3.1.2, la 
méthode d’élicitation pour le construit de charge cognitive consiste en une tâche de rappel 
sériel immédiat. Vingt-quatre (24) séquences de lettres, allant de deux à sept lettres, ont été 
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présentées aux participants. Ceux-ci devaient les mémoriser durant six secondes, avant de 
les répéter à haute voix. Les 12 premières séquences devaient être répétées dans l’ordre de 
présentation et les 12 suivantes en ordre inverse (voir Annexe B). La mémorisation ne 
devait qu’être mentale et les stratégies reposant sur la répétition à haute voix étaient 
interdites. La séquence de présentation des stimuli est illustrée à la Figure 38. 
 
Figure 38 - Séquence de présentation des stimuli cognitifs 
L’écran d’ordinateur, sur lequel étaient présentés les stimuli, était uniformément gris et ne 
contenait qu’un carré (gris plus foncé) au centre. Le début d’une séquence était indiqué aux 
participants par la présentation d’une croix verte durant deux secondes. Suivaient la 
séquence de lettres (1 seconde par lettre) et la période de mémorisation. Un bib sonore 
indiquait ensuite au participant d’énoncer la séquence affichée. 
Stimuli affectifs 
Tous les participants recrutés ont effectué la tâche des stimuli affectifs. Les données de huit 
d’entre eux ont été rejetées en raison de problèmes techniques liés à l’enregistrement des 
signaux physiologiques. Les données de 44 participants ont donc été retenues. La méthode 
d’élicitation des construits de valence et d’intensité émotionnelle reposait sur la 
présentation d’images et de sons (voir section 3.3.1.2). Quarante-six (46) images provenant 
de la banque IAPS ont été présentées aux participants (voir section 3.3.1.2 pour justification 
d’IAPS et voir Annexe C pour les images présentées). Chaque image était accompagnée 
d’un son, issu de la banque IADS, représentant le même concept. En se basant sur 
l’évaluation normalisée de la valence et de l’intensité des stimuli inclut dans le guide 
d’utilisation de la banque IAPS, les images ont été choisies de manière à former cinq 
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groupes et ainsi couvrir le plus uniformément possible les cadrans de l’espace émotionnel. 
La Figure 39 montre la répartition des images sélectionnées. 
 
Figure 39 - Distribution en cinq groupes des stimuli émotionnels 
La répartition inclus quatre groupes non neutres contenant chacun huit images : 
négatives/faibles (cadran 3), négatives/fortes (cadran 2), positives/faibles (cadran 4) et 
positives/fortes (cadran 1), ainsi qu’un groupe neutre contenant 14 images : activation très 
faible/valence neutre (centre de la Figure 39). 
 
Figure 40 - Séquence de présentation des stimuli affectifs 
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La séquence de présentation des stimuli affectifs est illustrée à la Figure 40. La séquence 
générale, dans le haut de la figure, alterne les blocs neutres et les blocs non neutres avec 20 
secondes de pause entre chacun. Les blocs neutres et non neutres contiennent 
respectivement deux et quatre stimuli. La partie du bas de la figure montre la séquence de 
présentation à l’intérieur d’un bloc. La séquence commence par une période de niveau de 
base (2 secondes), suivie de la présentation du stimulus (6 secondes) et se termine par une 
période de repos (5 secondes). L’ordre d’apparition des blocs non neutres (ex. : 
négatives/faibles avant positives/fortes) et l’ordre d’apparition des images à l’intérieur des 
blocs sont aléatoires. Les participants se voient donc présenter quatre images non neutres, 
suivies de deux images neutres et ainsi de suite. Les images sont présentées en plein écran 
et un écran gris est affiché durant les pauses.  
 
Figure 41 - Outils d'autoévaluation de l’activation et de la valence 
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Après la présentation des 46 stimuli, une interface d’autoévaluation est présentée aux 
participants (Figure 41), montrant toutes les images dans l’ordre d’apparition originale. 
Sous chaque image, deux échelles basées sur le Self-Assessment Manikin (SAM) [27] 
permettent d’évaluer l’émotion ressentie au moment de la présentation. SAM est une 
technique d’auto-évaluation des dimensions de plaisir, d’activation et de dominance des 
réactions affectives utilisant une représentation picturale (voir Annexe D). Seules les 
échelles de plaisir (valence) et d’activation ont été utilisées. Elles ont été évaluées sur des 
valeurs de 1 à 9. L’auto-évaluation et la présentation des stimuli cognitifs et affectifs ont été 
effectuées via des interfaces Java développées à cette fin. 
3.4.2 Résultats 
Les résultats obtenus lors de l’expérimentation sont présentés dans cette section. Ceux-ci 
couvrent l’effet des approches de construction temporelle et de généricité sur la 
performance des modèles de reconnaissance. La performance générale des modèles est 
ensuite comparée avec d’autres travaux issus de la littérature.  
Pour chacun des trois modèles développés (valence, activation, charge cognitive), la 
sélection des attributs physiologiques a été effectuée selon une méthode de tri univariée 
basée sur les sondes aléatoires (voir section 3.3.1.6). Au total, 39 attributs ont été 
sélectionnés pour le modèle d’activation, 10 pour le modèle de valence et 51 pour le 
modèle de charge cognitive. Pour les modèles d’activation et de valence, la cible est la 
moyenne entre l’autoévaluation du sujet (échelle SAM de 1 à 9) et la valeur normalisée 
indiquée dans le guide IAPS. Pour le modèle de reconnaissance de la charge cognitive, la 
cible est le nombre de lettres à mémoriser (2 à 7). Il s’agit donc d’un problème de 
régression dans les trois cas. Pour ce type de problème, la qualité de l’apprentissage d’un 
modèle est évaluée à l’aide de l’erreur quadratique moyenne (EQM), soit la moyenne du 
carré de la distance entre les prédictions et les cibles réelles. Les résultats seront donc 
présentés en fonction de cette métrique. 
Résultats de la construction temporelle 
Comme décrit à la section 3.3.2, la solution proposée au problème de l’asynchronisme des 
réactions physiologiques repose sur la construction temporelle de chaque signal enregistré. 
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Les latences et les tailles de fenêtres optimales pour chacun des signaux et des construits 
ont été déterminées empiriquement à l’aide des données collectées. La Figure 42 montre les 
courbes d’optimisation de la latence obtenues pour les attributs µ AED (moyenne de 
l’activité électrodermale), µ Pupille (moyenne du diamètre de la pupille) et Δ IBI (gradient 
de l’intervalle interbattements) en lien avec le construit d’activation émotionnelle. 
 
Figure 42 - Relations entre la latence des fenêtres et la corrélation avec l’activation 
Ces données ont été obtenues en laissant la taille des fenêtres fixes à six secondes afin de 
montrer la relation entre latence et corrélation (avec l’activation). Les différences entre les 
latences optimales montrent l’importance de les considérer indépendamment pour chaque 
signal. La Figure 43 montre maintenant la surface d’optimisation obtenue pour l’attribut µ 
AED, en optimisant la latence et la taille de la fenêtre simultanément. 
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Figure 43 - Relation entre la latence et la durée d’extraction et la corrélation (µ AED) 
La valeur optimale de la latence passe de 5000 ms à 7000 ms lorsque la durée de la fenêtre 
est réduite de 6000 ms à 2750 ms. Ce déplacement sur la surface d’optimisation entraîne 
une très légère hausse du R d’une valeur de 0,01 (0,33 - 0,32). Cependant, 
comparativement au point (0, 6000) – c.-à-d. aucune optimisation – l’effet de l’optimisation 
simultanée des deux paramètres de construction temporelle sur le coefficient de corrélation 
est plus substantiel (0.33 - 0,23 = 0.1). Les gains moyens des coefficients de corrélation 
entraînés par l’optimisation simultanée, pour tous les attributs sélectionnés dans les trois 
modèles, sont de 0,08 (activation), 0,06 (valence) et 0,14 (charge cognitive).  
Afin d’évaluer l’impact de la technique de construction temporelle sur la capacité des 
modèles SVM à reconnaître l’état émotionnel/cognitif d’un sujet, ceux-ci ont été entraînés 
avec et sans optimisation des fenêtres. Les résultats obtenus sont présentés à la Figure 44. 
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Figure 44 - Effet de la construction temporelle sur la qualité de la prédiction (EQM) 
La variation de l’erreur quadratique moyenne pour les trois modèles est de -0,17 
(activation), +0.05 (valence) et -0.70 (charge cognitive). Ce qui consiste en des gains 
proportionnels de la qualité de la prédiction de 11 % (activation), -3 % (valence) et 25 % 
(charge cognitive). 
Résultats généricité 
Comme décrit à la section 3.3.3, l’intégration de paramètres de personnalité dans les 
modèles de reconnaissance a été proposée afin de répondre au problème de l’idiosyncrasie 
psychologique des réactions physiologiques. Une première analyse a été effectuée pour 
déterminer la relation entre les dimensions de personnalité mesurée et la manière dont les 
sujets ont évalué les stimuli affectifs. 
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Tableau 7 - Lien entre personnalité et évaluation subjective 
 
Comme le montre le Tableau 7, seule l’autoévaluation de l’activation montre une 
corrélation significative avec certains paramètres de personnalité (neuroticisme, 
psychoticisme et mensonge), alors que la valence n’est corrélée avec aucun paramètre. 
Dans le but maintenant d’évaluer l’effet de cette approche sur la qualité de la prédiction des 
modèles, les SVM ont été entraînés avec et sans prise en compte des paramètres de 
personnalité. Ces paramètres sont entrés dans les modèles comme quatre attributs 
supplémentaires ayant pour valeur le score obtenu au questionnaire Eysenck par les sujets. 
La Figure 45 montre l’effet de l’inclusion des paramètres de personnalité sur l’erreur 
quadratique moyenne des trois modèles de reconnaissance. La condition « rien » représente 
la performance des modèles sans aucun paramètre de personnalité. 
activation valence neuroticisme extraversion psychoticisme mensonge
Corrélation de Pearson 1 -,076** ,067** ,034 ,061** -,103**
Sig. (bilatérale) ,001 ,002 ,132 ,006 ,000
N 2024 2024 2024 2024 2024 2024
Corrélation de Pearson -,076** 1 ,023 ,003 -,001 ,025
Sig. (bilatérale) ,001 ,305 ,884 ,948 ,263
N 2024 2024 2024 2024 2024 2024
Corrélation de Pearson ,067** ,023 1 ,013 -,137** -,310**
Sig. (bilatérale) ,002 ,305 ,571 ,000 ,000
N 2024 2024 2024 2024 2024 2024
Corrélation de Pearson ,034 ,003 ,013 1 -,144** ,072**
Sig. (bilatérale) ,132 ,884 ,571 ,000 ,001
N 2024 2024 2024 2024 2024 2024
Corrélation de Pearson ,061** -,001 -,137** -,144** 1 -,048*
Sig. (bilatérale) ,006 ,948 ,000 ,000 ,033
N 2024 2024 2024 2024 2024 2024
Corrélation de Pearson -,103** ,025 -,310** ,072** -,048* 1
Sig. (bilatérale) ,000 ,263 ,000 ,001 ,033
N 2024 2024 2024 2024 2024 2024
psychoticisme
mensonge
**. La corrélation est significative au niveau 0.01 (bilatéral).
*. La corrélation est significative au niveau 0.05 (bilatéral).
activation
valence
neuroticisme
extraversion
112 
 
 
Figure 45 - Effets de la personnalité sur la qualité de la prédiction (EQM) 
L’extraversion a un effet positif sur l’EQM (diminution de l’erreur) pour les modèles de 
valence et de charge cognitive, le psychoticisme pour les modèles d’activation et de valence 
et le mensonge a un effet positif pour le modèle d’activation. Le neuroticisme n’a eu d’effet 
positif sur aucun modèle. En somme, bien que des effets soient présents, la valeur relative 
de ceux-ci est limitée.  
Tableau 8 - Effets relatifs de la personnalité 
 
Le Tableau 8 montre que l’extraversion diminue l’erreur quadratique moyenne de 1 % 
(valence), le psychoticisme de 1 % (activation et valence) et le mensonge de 2 % 
(activation). On peut noter que, bien que l’autoévaluation de la valence ne soit corrélée 
avec aucune dimension de la personnalité, le modèle de reconnaissance de la valence est 
sensible à l’extraversion et au psychoticisme. Reprenant la distinction entre idiosyncrasie 
biologique, situationnelle et psychologique (voir Figure 37), cela pourrait s’expliquer par le 
fait que ces deux dimensions de la personnalité n’ont pas d’effet sur la valence induite par 
Neuroticisme Extraversion Psychoticisme Mensonge
Activation 0,00 0,00 0,01 0,02
Valence -0,01 0,01 0,01 0,00
Charge cognitive -0,02 0,00 0,00 0,00
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la perception d’un stimulus, mais seulement sur les réactions physiologiques induites par 
différents niveaux de valence émotionnelle. La faible valeur des effets observés ne permet 
toutefois pas d’élaborer cette interprétation plus en détails. Des suggestions pour améliorer 
l’intégration de la personnalité dans un modèle d’inférence psychophysiologique seront 
données dans la conclusion de ce chapitre. 
Résultats généraux de l’inférence 
Au niveau de la performance des algorithmes, la littérature sur la reconnaissance 
physiologique des émotions montre des résultats inférieurs à ceux observés habituellement 
dans d’autres domaines de l’apprentissage machine [249]. La principale raison expliquant 
cet écart est la nature mal définie (ill-defined) du problème de reconnaissance, tant au 
niveau des attributs que des cibles. Comme expliqué à la section 3.3.1.2, la valeur des 
cibles contient une certaine incertitude puisqu’elle est obtenue de manière subjective auprès 
des sujets (via auto-évaluation). Au niveau des attributs, le ratio signal-bruit (signal to noise 
ratio) est relativement faible en raison de la grande sensibilité au bruit des senseurs utilisés 
lors des collectes de données. Le Tableau 9 présente la performance maximale obtenue par 
les trois modèles d’inférence en utilisant la construction temporelle et les dimensions de 
personnalité utiles à chacun des modèles. Ces résultats ont été calculés en entraînant les 
algorithmes SVM selon une procédure de validation croisée k-Fold (k = 10)34. Il est à noter 
que, puisque les paramètres de personnalité retenus ont été déterminés en fonction de leur 
corrélation sur l’ensemble de données, leur inclusion entraine un certain biais dans les 
résultats présentés. Leur sélection aurait dû être effectuée via une double validation croisée 
afin d’obtenir une estimation non biaisée de l’erreur de généralisation des algorithmes. Ce 
biais est cependant très faible vu la contribution marginale apportée par ces paramètres. 
Tableau 9 - Performance maximale (EQM) 
 
                                                 
34 Les données sont séparées en 10 sous-ensembles. L’algorithme d’apprentissage est entraîné sur neuf d’entre 
eux et l’erreur de test est calculée avec les données du 10e sous-ensemble. Cette procédure est effectuée 10 
fois, en prenant toujours un sous-ensemble de test différent. L’erreur de test résultante est la moyenne des 10 
erreurs calculées. De cette manière, toutes les données ont servi une fois comme données de test. 
Activation Valence Charge cognitive
1,340 1,764 2,066
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Malgré le fait que la littéraire contienne plusieurs travaux sur la reconnaissance 
physiologique des émotions, une comparaison systématique entre les approches est difficile 
à établir [209]. Plus précisément, la trop grande disparité entre les travaux rend impossible 
la comparaison de la performance des modèles. Le Tableau 10 présente un recensement 
structuré de 14 travaux issus de la littérature afin d’illustrer ce dernier point (le présent 
travail y est inclus à la dernière ligne). Que ce soit au niveau du nombre de participants, de 
la représentation des cibles (modèles dimensionnels vs émotions discrètes), des méthodes 
d’élicitation (images, films, jeux), du choix des signaux physiologiques ou des algorithmes 
d’apprentissage, ces différentes approches diffèrent sur un très grand nombre de points. De 
manière stricte, le même ensemble de données doit être utilisé afin de comparer 
quantitativement la performance de différents algorithmes d’apprentissage.  
Toutefois, une colonne a été ajoutée au Tableau 10 afin de permettre une comparaison 
qualitative des différents travaux. La dernière colonne contient le taux de réussite pondérée 
en fonction du nombre de cibles. Il est alors possible de voir que les approches dépendantes 
du sujet obtiennent généralement de meilleurs résultats que les approches indépendantes. 
Le présent travail représente une approche de dépendance mixte, car les données de tous les 
sujets sont mises ensemble pour créer les ensembles d’entraînement et de test (voir section 
3.3.3).La comparaison entre l’approche proposée dans cette thèse avec les autres travaux 
est encore plus difficile à établir puisque ceux-ci utilisent soit une représentation discrète 
des émotions ou une discrétisation de l’espace valence/activation selon différentes 
catégories (ex. : activation faible, moyenne, élevée). Dans les deux cas, il s’agit alors d’un 
problème de classification et la métrique de performance utilisée (% de classifications 
réussies) n’est la même que pour le problème de régression (erreur quadratique moyenne). 
On peut cependant observer que, comme dans ce travail, les résultats obtenus pour la 
reconnaissance de la valence dans le Tableau 10 sont inférieurs à ceux obtenus dans le cas 
de l’activation. 
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Tableau 10 - Comparaison des résultats
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L’interprétation que nous proposons pour ce fait est que la valence, étant liée à la notion de 
plaisir vs déplaisir, possède une composante interprétative. Celle-ci étant liée à des 
processus de plus haut niveau que l’activation, elle est donc plus difficile à capturer au 
strict niveau physiologique. C’est pourquoi la plupart des approches sur la reconnaissance 
de l’activation emploient seulement des signaux physiologiques alors que d’autres 
modalités sont utilisées pour la reconnaissance de la valence. En l’occurrence, le logiciel 
FaceReader permet l’estimation de la valence émotionnelle à l’aide de l’analyse des 
expressions faciales. Comme mentionnée à la section 3.3.1.3, la version 2.0 de FaceReader 
a été utilisée durant l’expérimentation. Une régression linéaire entre la moyenne de la 
valence produite par FaceReader durant les six secondes d’exposition aux stimuli et les 
cibles utilisées pour entrainer notre modèle (moyenne de l’autoévaluation et de la valeur 
normalisée IAPS) montre une erreur quadratique moyenne de 1.788. Le modèle de 
reconnaissance de la valence développé dans ce travail (1.764) est donc presque aussi 
performant que FaceReader, dans le contexte de cette expérimentation. 
3.5 Résumé des contributions et perspectives 
Dans le but de proposer un outil d’évaluation de l’interaction qui soit générique et 
applicable à différents domaines (ex. : commerce électronique, jeux vidéo, entraînement par 
simulateur), l’approche proposée doit pouvoir supporter plusieurs choix particuliers 
d’indicateurs liés à l’expérience et/ou la performance de l’utilisateur. De plus, afin de 
permettre le couplage avec le comportement de l’utilisateur, via la reconnaissance 
automatique de tâche, l’outil doit mesurer ces indicateurs de manière continue durant 
l’interaction. La revue de littérature et les discussions de la section 3.1 ont permis de 
conclure que la meilleure approche pour arriver à cette fin repose sur le suivi des signaux 
physiologiques. La principale raison étant qu’il s’agit de la seule technique offrant une 
vitrine en temps réel sur les réactions de l’utilisateur. Une technique de reconnaissance 
physiologique de construits psychologiques a été développée et présentée dans ce chapitre. 
Dans une première implémentation, il a été choisi de développer et d’entraîner cette 
technique à la reconnaissance des réactions émotionnelles et de la charge cognitive. Ces 
deux indicateurs étant d’intérêt pour l’évaluation de l’expérience utilisateur et de la 
performance. Il a aussi été choisi de représenter les réactions émotionnelles selon un 
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modèle dimensionnel de valence et d’activation. Comme mentionné à la 3.2, cette 
représentation est plus adaptée à l’analyse des signaux physiologiques, car elle en explique 
une plus grande variance que les représentations discrètes.  
La structure théorique de notre approche repose sur l’hypothèse psychophysiologique, 
voulant que différentes émotions possèdent différentes signatures physiologiques. Cette 
hypothèse est ensuite opérationnalisée via l’inférence psychophysiologique que Cacioppo 
(1990) [32] définit selon la relation Ψ = f (Φ) (où Ψ représente l’ensemble des émotions et 
Φ représente l’ensemble des éléments de l’activité physiologique). L’utilisation que nous 
faisons de la relation psychophysiologique est donc plus large que celle proposée 
originalement puisque dans notre modèle, Ψ inclut d’autres construits psychologiques que 
les émotions. L’idée générale de l’approche et son implémentation particulière dans le 
présent travail sont schématisées à la Figure 46.  
 
Figure 46 - Schéma générale de l’approche de reconnaissance de construits 
Plusieurs signaux physiologiques sont enregistrés en parallèle avec des appareils de mesure. 
L’encodeur ProComp Infinity et l’oculomètre Tobii X120 ont servi à enregistrer l’activité 
cardiaque, respiratoire, électrodermale, électroencéphalographique et pupillaire des sujets. 
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Ces signaux sont ensuite transformés en caractéristiques, propres à chaque signal, et 
quantifiés en attributs numériques selon différentes statistiques (ex. : moyenne et écart type 
sur un intervalle de temps). Quatre variables de personnalité sont ajoutées aux attributs afin 
de personnaliser l’inférence. Finalement, un algorithme d’apprentissage machine permet de 
créer un modèle d’inférence liant ces attributs aux construits. Dans l’expérimentation 
effectuée dans ce travail, un algorithme SVM (Support Vector Machine) a servi à entraîner 
les trois modèles d’inférence de l’activation, de la valence et de la charge cognitive. Un 
pipeline de traitement de données a été élaboré afin de décrire les différentes étapes 
permettant la réalisation concrète de cette approche (section 3.3.1). 
Cette approche reprend et structure des éléments présents dans la majorité des travaux en 
reconnaissance physiologique des émotions. Par exemple, la discrétisation des signaux en 
caractéristiques statistiques [202] et le recours aux algorithmes d’apprentissage machine 
[209]. En ce sens, le schéma de la Figure 46 synthétise le paradigme dominant à ce jour 
dans la littérature. Le pipeline permettant sa réalisation représente une première 
contribution méthodologique de ce chapitre. Bien que les éléments le composant soient 
tirés de la littérature, peu de publications à ce jour n’ont décrit systématiquement la 
structure de ces étapes et leur lien dans un même processus complet.  
Travaillant donc sur cette base, un groupe d’experts du domaine a récemment envisagé 11 
grands enjeux pour faire progresser la reconnaissance physiologique des émotions 
(Prerequisites for Affective Signal Processing) [245, 247-250]. Deux de ces problèmes ont 
été abordés dans cette thèse. Le premier concerne le problème de l’asynchronisme des 
signaux. Lorsque la relation f est déclinée dans le mode un-à-plusieurs (un état 
psychologique reflète plusieurs variables physiologiques), les différents éléments de Φ 
évolue selon des échelles temporelles différentes (ex. : AED à quatre secondes et ECG à 
une seconde après le stimulus). La méthode de discrétisation des signaux utilisée dans tous 
les travaux, à ce jour, néglige ce phénomène et segmente tous les signaux de la même 
manière. La technique de construction temporelle présentée à la section 3.3.2 apporte une 
solution à problème et permet une triangulation des signaux beaucoup plus optimale en 
segmentant ces derniers avec une latence et une durée indépendantes. Les résultats obtenus 
lors de l’expérimentation montrent que cette technique a permis d’améliorer la performance 
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des modèles d’inférence de l’activation de 11 % et de la charge cognitive de 25 %. Le 
modèle de la valence n’a pas été amélioré (-3 %). Une explication possible serait à trouver 
dans la nature bipolaire de l’échelle de valence. Contrairement à l’activation et la charge 
cognitive qui croissent de façon monotone, la valence peut être conçue comme évoluant 
dans deux directions (plaisir et déplaisir). Certains chercheurs proposent d’ailleurs de 
remplacer l’échelle bipolaire de la valence par deux échelles unipolaires (positive et 
négative) [244]. Dans cette optique, il est sensé qu’une relation unique entre les valeurs de 
l’échelle bipolaire et des valeurs optimales de fenêtres temporelles soit difficile à établir. 
Nous pensons plutôt maintenant qu’il peut exister plus d’une fenêtre optimale pour un 
signal physiologique, selon que la valence soit positive ou négative.  
Le second défi abordé dans ce travail concerne la généricité des approches de 
reconnaissance. À cet égard,  celles-ci se distinguent en trois catégories : dépendante de 
l’utilisateur, indépendante de l’utilisateur et mixte. La technique de reconnaissance 
présentée ici a été entraînée selon une approche mixte. Toutefois, le grand nombre de 
participants (44) impliqués dans l’expérimentation (comparativement aux travaux 
similaires, voir Tableau 10), la place très certainement du côté des approches indépendantes 
de l’utilisateur. Dans la majorité des cas, les approches dépendantes de l’utilisateur 
obtiennent de meilleurs résultats puisqu’elles sont entraînées et optimisées pour un sujet 
particulier. Le principal facteur expliquant ces résultats est l’idiosyncrasie des réactions 
émotionnelles. Dans le but de produire des modèles de reconnaissance indépendants de 
l’utilisateur, le défi est alors de rendre explicites les facteurs d’idiosyncrasie en les 
modélisant sous forme de variables faisant partie des vecteurs de données et pouvant donc 
servir à personnaliser l’inférence des sujets n’ayant pas participé à l’entraînement des 
algorithmes. Pour ce faire, nous avons proposé d’inclure des données sur la personnalité 
des sujets afin de capturer une part de la dimension psychologique de l’idiosyncrasie, tel 
que définie par la théorie de la Spécificité de la Réponse Individuelle (SRI) [168]. Les 
dimensions de psychoticisme, neuroticisme, extraversion et mensonge ont donc été 
mesurées à l’aide du questionnaire Eysenck. L’inclusion de ces données (la valeur obtenue 
à l’échelle) dans les modèles d’inférence n’a pas permis d’en améliorer la performance de 
manière substantielle. L’effet le plus important a été une amélioration de 2 % de la 
performance du modèle d’activation. Nous croyons malgré tout que cette approche pour 
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rendre les modèles plus génériques est pertinente et doit être étudiée davantage. La 
prochaine étape que nous envisagerions dans cette direction serait d’inclure la personnalité 
dans les modèles selon différentes représentations. Par exemple, discrétiser de manière 
binaire les dimensions de la personnalité en fonction d’un certain seuil de l’échelle (ex. : 
extraverti vs. non extraverti). Certains travaux ont aussi intégré des paramètres tels que le 
genre et la nationalité des sujets en créant un modèle par propriété (ex. : un modèle homme 
et un modèle femme).  
Finalement, la dernière contribution de ce chapitre concerne la dynamisation des modèles 
d’inférence. Il s’agit d’une problématique n’ayant pas été traitée dans les travaux similaires. 
Ceux-ci se concentrent sur l’entraînement d’algorithmes sur des périodes de quelques 
secondes, mais aucune indication n’est donnée sur la manière de déployer les modèles en 
continu sur des périodes plus longues. Cela est nécessaire dans le contexte de cette thèse 
afin de permettre un couplage avec la reconnaissance de tâche dynamique. La technique de 
dynamisation présentée à la section 3.3.1.7 représente une première tentative dans cette 
voie. Son raffinement serait une avenue intéressante pour un travail futur. 
 
 
 
 
 
  
CHAPITRE 4 
DIAGNOSTIC DE L’INTERACTION 
Comme le mentionne Gauducheau (2009) [97], le principal enjeu dans toute démarche 
d’évaluation en interaction humain-machine est de pouvoir tirer des conclusions, en termes 
de conception ou de recommandations, à partir des observations réalisées. Lorsque les 
phénomènes observés concernent les réactions affectives de l’utilisateur, ces conclusions 
reposent sur une connaissance des liens entre émotions et IHM. Quelles émotions le 
système évalué est-il susceptible de provoquer ? Quels sont les effets de ces émotions sur 
l’interaction avec le système ou sur les attitudes de l’utilisateur envers le système ? Il existe 
différents cadres théoriques tenant compte des émotions dans le développement des IHM et 
permettant d’appréhender ces liens. Par exemple, le modèle TAM (Technology Acceptance 
Model) [67] souligne l’importance de la facilité d’usage et propose des hypothèses entre 
humeur négative ou positive et intention d’usage. Hazlett et Benedeck (2007) [112] font un 
lien entre émotions positives et désirabilité. Le modèle de l’acceptabilité de Nielsen (1993), 
via la notion de satisfaction, lie les réactions émotionnelles à l’utilisabilité des systèmes. 
D’un autre côté, l’analyse des réactions affectives dans une optique de rétroaction à 
l’utilisateur, et non pas d’amélioration du système, repose aussi sur ce type de modèles. 
Tant dans le domaine des systèmes tutoriels intelligents [9] que dans celui de 
l’apprentissage par simulation [222]. Sans faire un recensement exhaustif, un parcours de la 
littérature dans ces domaines permet de constater l’existence d’un grand nombre de théories 
et d’hypothèses concernant l’interprétation des réactions émotionnelles dans le cadre du 
développement et de l’évaluation des IHM. L’approche développée dans cette thèse ne 
propose pas l’adoption d’une théorie particulière. Il s’agit du travail de l’ergonome, de 
l’expert en utilisabilité ou en entraînement/apprentissage. L’objectif est plutôt d’offrir un 
outil pouvant supporter le travail d’évaluation à l’aide de différentes fonctionnalités 
permettant un diagnostic automatique et continue des dimensions affectives et cognitives de 
l’interaction. 
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Nous définissons ici le diagnostic comme le processus d’identification des composantes de 
l’interaction causant les réactions (affectives et cognitives) de l’utilisateur. 
Il y a deux grands paradigmes pour envisager un tel diagnostic : les approches 
hypothético-déductives et les approches inductives. Dans les premières, une hypothèse 
sur un lien réaction/IHM est d’abord formulée, généralement au sein d’une théorie 
particulière (comme celles mentionnées précédemment) et une expérimentation est ensuite 
élaborée pour la vérifier. Les approches fondées sur les principes directeurs en ergonomie 
[226] et l’évaluation heuristique [184] suivent cette stratégie, en fournissant à un expert des 
hypothèses sur ce que devrait être de bonnes interactions. Ces méthodes aident donc à la 
conception et permettent de supporter l’évaluation. Toutefois, elles ne permettent pas 
toujours d’identifier précisément les composantes à améliorer dans le système et comment 
résoudre une intégration plus efficace des différents principes directeurs. 
Inversement, les approches inductives ne reposent pas sur des hypothèses a priori, mais 
partent plutôt de l’observation empirique de faits et tentent ensuite d’en dégager des règles 
ou des principes généraux. Dans un contexte d’évaluation des IHM, ce type d’approche 
mène à des expérimentations où les sujets interagissent librement avec le système et où 
l’évaluateur cherche des patrons dans les réactions des utilisateurs. L’approche de 
diagnostic présentée dans ce chapitre suit cette orientation et repose sur l’idée que 
l’intégration de données émotionnelles dans une méthode d’évaluation générique de 
l’interaction est mieux servie par une démarche inductive. Un outil supportant l’évaluation 
de différents systèmes et contextes d’interaction ne peut se commettre à une théorie 
particulière. De plus, chacune des théories mentionnées précédemment est sujette à débat 
et, de manière plus générale, de nouvelles théories sont susceptibles d’être développées afin 
de mieux comprendre le lien entre affects et IHM. Comme le relève Gauducheau (2009) 
[97], en l’absence de modèles déductifs permettant de formuler à l’avance des hypothèses 
sur les émotions à rechercher dans un contexte d’interaction particulier, il est plus approprié 
de recueillir un grand nombre de données riches permettant de soutenir des processus 
d’analyse exploratoire. L’outil développé dans cette thèse préconise donc cette voie en 
permettant de partir des données brutes et d’identifier des situations d’interaction 
émotionnellement significatives. Cela dans le but de supporter un travail d’évaluation 
  
centré utilisateur, où l’on cherche à déceler les problèmes d’interaction pour faire des 
recommandations. Ces recommandations pouvant éventuellement mener à des principes de 
conception nouveaux ou simplement à la résolution de problèmes dans le design d’un 
système particulier. 
La première section de ce chapitre présente deux cas d’études dans lesquels une 
expérimentation a été menée afin de collecter des données pour mettre à l’essai et tester les 
outils de diagnostic. Ces cas serviront aussi à illustrer les idées présentées dans les sections 
suivantes. La section 4.2 décrit la méthode de couplage qui permet de synchroniser et de 
lier l’information provenant des techniques de reconnaissance de tâches (chapitre 2) et de 
reconnaissance des réactions émotionnelles et cognitives (chapitre 3). La section 4.3 
présente les algorithmes de diagnostic exploitant ce couplage. La section 4.4 décrit 
l’implémentation de l’approche proposée sous forme d’outil informatique. Finalement, la 
section 4.5 résume les contributions de cette thèse au diagnostic de l’interaction. 
4.1 Cas d’étude 
Une expérimentation a été réalisée afin de mettre à l’essai et tester l’outil présenté dans ce 
travail. Deux environnements de test ont été choisis afin de montrer l’applicabilité de 
l’approche dans les contextes d’évaluation des IHM présentés dans l’introduction : 
évaluation de la performance (apprentissage par simulation) et évaluation de l’expérience 
utilisateur (commerce électronique). Ces environnements particuliers sont liés aux 
organismes qui ont financé la présente recherche : l’Agence Spatiale Canadienne pour 
l’évaluation dans la formation des téléopérateurs et Bell Canada pour soutenir leurs 
activités reliées au développement de solutions Web pour les entreprises. 
4.1.1 Apprentissage par simulation 
L’environnement de test retenu pour utiliser l’outil dans un contexte d’évaluation de la 
performance est celui d’un téléopérateur de véhicule d’exploration. La simulation Race to 
Mars35 permet de contrôler un véhicule tout-terrain sur la planète Mars et de réaliser 
différents scénarios. Les scénarios se divisent en deux catégories : 1) exploration du 
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territoire et recherche de lieux spécifiques et 2) manipulation d’un bras robotisé. La Figure 
47 illustre l’interface du simulateur lors d’une phase d’exploration du territoire martien. 
 
Figure 47 - Interface de Race to Mars lors au moment de l’exploration 
Le téléopérateur doit se rendre à un point de rendez-vous désigné par une flèche jaune sur 
l’écran au bas de l’image (satelite map). En plus de planifier son trajet parmi les obstacles 
présents sur le sol accidenté de la planète Mars, l’opérateur doit tenir compte du niveau 
d’énergie du véhicule (power level) et de l’état d’usure des roues (wheel state).  
La Figure 48 illustre l’interface du simulateur lors d’un épisode de manipulation du bras 
robotisé. Une fois rendu au point de rendez-vous, le téléopérateur doit prélever un 
échantillon de sol avec le bras robotisé. La manipulation du bras se fait à l’aide de quatre 
articulations sélectionnées (via des chiffres sur le clavier) et contrôlées séparément (via les 
flèches sur le clavier). Trois indicateurs permettent au téléopérateur de guider sa 
manipulation (encadré à droite de la Figure 48). 
  
 
Figure 48 - Interface de Race to Mars au moment de l’extraction 
L’indicateur distance représente l’éloignement latéral du foret (extrémité du bras) avec le 
point d’extraction, height représente l’éloignement vertical et angle représente l’angle entre 
le foret et la surface. Lorsqu’un indicateur a la bonne valeur, le mot ok est affiché en vert. 
L’utilisateur type de l’outil, dans ce contexte d’évaluation, serait un formateur voulant 
s’assurer du niveau de maîtrise de différentes habiletés chez les téléopérateurs. Celui-ci 
utilise donc l’outil pour obtenir de l’information supplémentaire l’aidant à effectuer un 
diagnostic de l’interaction plus précis. Un diagnostic lui permettant notamment d’identifier 
les facteurs émotionnels et cognitifs ayant un impact sur la performance. La Figure 49 
montre le modèle de tâches effectuées par les participants. 
  
 
Figure 49 - Modèle de tâches (Race to Mars) 
Le modèle est composé de deux principales sous-tâches : navigation vers le point de 
rendez-vous et extraction de l’échantillon du sol. Les sous-tâches du niveau 1 sont dans 
l’ordre : 1) observation de l’horizon de la surface martienne, 2) de la proximité du véhicule, 
3) lecture de la carte satellitaire, 4) vérification du temps restant à la mission, 5) lecture des 
indicateurs de manipulation du bras robotisé et 6) manipulation du bras. Trente et un (31) 
participants ont été recrutés pour ce test, soit 18 hommes (âgeതതതതത = 30,8 ans) et 13 femmes 
(âgeതതതതത	= 28,1 ans). Ceux-ci ont été sélectionnés parmi les sujets ayant effectué 
l’expérimentation décrite au chapitre 3 (voir section 3.4.1, étape 4). Les participants 
devaient effectuer six missions avec un temps maximum de cinq minutes chacune. Les 
missions ont été conçues avec l’éditeur de carte de Race to Mars de manière à offrir trois 
niveaux de difficulté : faible (missions 1 et 2), moyen (missions 3 et 4) et élevé (mission 5 
et 6). Les niveaux de difficulté ont été ajustés selon la distance du point de rendez-vous, le 
nombre d’obstacles pour s’y rendre (ex. : montagnes, fossés, dénivelé) et la qualité du sol 
près du point d’extraction (ex. : nombre de roches entourant le point d’extraction et limitant 
les positions possibles du véhicule). La performance a été quantifiée en termes du nombre 
de mission réussie et du temps pris pour les réaliser. Deux groupes d’utilisateurs ont été 
créés (performants et non performants) en procédant à une séparation médiane selon ce 
critère de performance. 
4.1.2 Commerce électronique 
L'environnement utilisé comme cas de figure de l’évaluation de l’expérience utilisateur est 
celui d’un site de commerce électronique. Onze (11) participants ont été recrutés, soit 
  
quatre hommes (âgeതതതതത = 34,4 ans) et sept femmes (âgeതതതതത = 34,4 ans), pour effectuer différentes 
tâches sur le site internet du fournisseur de services de télécommunication Bell Canada. Tel 
qu’illustré par le modèle de tâches de la Figure 50, les sujets devaient effectuer six sous-
tâches principales. 
 
Figure 50 - Modèle de tâches (Bell) 
Celles-ci étant, dans l’ordre, 1) se créer un compte utilisateur, 2) trouver de l’aide sur son 
service internet personnel, 3) choisir la langue d’affichage du site, 4) choisir sa province de 
résidence, 5) comparer deux téléphones portables et 6) trouver de l’information sur le 
nouveau service de fibre optique. Comme mentionné à la section 2.3.4, les modèles de 
reconnaissance de tâches pour les expérimentations sur Bell.ca et Race to Mars ont été 
entraînés selon la méthode semi-supervisée. 
La Figure 51 montre une partie du site internet sur laquelle la tâche de comparaison de 
téléphones portables a été effectuée. L’objectif de cette expérimentation est de vérifier 
l’utilité de l’outil afin d’assister le travail d’un ergonome ou expert en expérience 
utilisateur. Plus précisément, l’outil doit lui permettre d’identifier des éléments de design et 
d’utilisabilité affectant la satisfaction des utilisateurs lors de la réalisation des tâches.  
  
 
Figure 51 - Interface Bell.ca (comparaison de portables) 
La satisfaction des participants a aussi été évaluée après l’expérimentation à l’aide d’un 
questionnaire basé sur l’échelle NetQu@l [30] et mesurant cinq dimensions reliées à la 
perception de la qualité de service électronique sur des sites de commerce électronique : 1) 
qualité et quantité des informations présentées, 2) facilité d’utilisation, 3) design ou style 
graphique, 4) personnalisation et interactivité et 5) confiance en la sécurité et le respect de 
la vie privée. Nous avons ajouté une sixième variable afin de mesurer la perception de la 
qualité globale des services (synthèse des cinq dimensions). 
4.2 Couplage des données 
Dans l’approche développée dans cette thèse, les données servant au diagnostic de 
l’interaction prennent la forme d’un couplage entre la reconnaissance de tâches et la 
  
reconnaissance des réactions affectives/cognitives. La Figure 52 illustre la procédure de 
couplage à l’aide des données provenant de l’expérimentation Race to Mars.  
 
Figure 52 - Données d’interaction résultant du couplage tâche/physiologie 
Le haut de la partie gauche la Figure 52 représente le résultat de la reconnaissance de tâche. 
Suivant le même code de couleur qu’utilisé à la Figure 49, cette représentation dynamique 
indique la position de l’utilisateur dans le modèle de tâches à chaque instant de 
l’interaction. Le bas de la partie gauche affiche les trois réactions (charge cognitive, 
activation, valence), telles qu’extraites des modèles d’inférence (voir chapitre 3), et 
synchronisées avec la reconnaissance de tâches. Cette première visualisation du couplage 
permet de contextualiser visuellement les différentes réactions d’un utilisateur (cette 
fonctionnalité de l’outil est décrite à la section 4.4). Ensuite, afin de permettre un traitement 
algorithmique, il est nécessaire de modéliser quantitativement le couplage sous la forme 
d’une structure de données. La partie droite de la Figure 52 illustre cette structure de 
données, que nous appelons données d’interaction36. Chaque fois que l’utilisateur change 
de position dans le modèle de tâche, la moyenne des trois réactions est calculée pour la 
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durée durant laquelle il est resté dans une même sous-tâche. Cette information est ensuite 
entrée dans la structure de données. Par exemple, suivant l’exemple de la Figure 52, 
pendant les 12 secondes au cours lesquelles il a analysé les indicateurs de déplacement du 
bras robotisé pour la première fois, l’utilisateur avait une charge cognitive moyenne de 
0.92, une activation de 0.24 et une valence de 0.61. En plus des trois réactions 
affectives/cognitives, la durée de chaque visite dans une sous-tâche et le nombre de visites 
sont entrés dans la structure comme données d’interaction supplémentaires. L’ensemble 
d’une séance de test est balayé de cette manière afin de calculer les données d’interaction. 
Comme dans toute approche de triangulation de mesures, un défi important lié à notre 
méthode de couplage est la synchronisation des flux de données. En effet, la segmentation 
des données d’interactions présentée à la Figure 52 nécessite un alignement temporel très 
précis entre la reconnaissance de tâches et la reconnaissance des réactions. Pour ce faire, il 
existe différentes méthodes de synchronisation des données. Par exemple, le logiciel 
commercial le plus semblable à l’outil développé dans ce travail, The Observer XT de la 
compagnie Noldus37, propose deux méthodes de synchronisation. Dans la première, 
Observer XT déclenche lui-même, de manière simultanée, les enregistrements sur chacun 
des appareils d’acquisition (ex. : oculomètre, signaux physiologiques). La première ligne 
des fichiers d’exportation des différents appareils commence alors au même moment. La 
précision de la synchronisation dépend cependant du délai entre la réception du signal de 
déclenchement par les appareils externes et le début réel de l’enregistrement. Notre 
expérience avec Observer XT montre que ce délai peut être important (et non constant) et 
surtout est très difficile à déterminer. Dans la seconde méthode, Observer XT envoie aux 
différents appareils des signaux TTL (Transistor-Transistor Logic). Ces marqueurs, inclus 
dans les fichiers d’exportation, servent ensuite à réaligner les données importées dans 
Observer XT. Dans les deux cas, un lien physique doit exister entre le logiciel d’intégration 
et les appareils de mesure. Contrairement à ces deux méthodes, notre technique de 
synchronisation a pour principal avantage de permettre de lancer les enregistrements de 
manière indépendante et asynchrone sur chacun des systèmes. De plus, elle ne nécessite pas 
                                                 
37 http://www.noldus.com/human-behavior-research/products/the-observer-xt 
  
de lien physique entre les différents systèmes impliqués. La Figure 53 illustre notre 
méthode reposant sur la synchronisation a priori des horloges internes.  
 
Figure 53 - Processus de synchronisation des appareils de mesure 
Les horloges des ordinateurs sont d’abord synchronisées à l’aide d’un serveur de temps 
(Windows time server). Après l’enregistrement indépendant des signaux, les données de 
chaque système sont exportées dans des fichiers texte possédant des formats et des entêtes 
différents. Lors de l’importation dans l’outil, les marqueurs temporels (timestamp) propres 
à chaque fichier sont convertis en temps universel coordonné (UTC)38. Les marqueurs 
temporels de chaque système étant basés sur les horloges internes des ordinateurs, et celles-
ci étant synchronisées, les données UTC résultantes sont dans le même référentiel. Dans 
cette approche, la précision de la synchronisation dépend du niveau de synchronie des 
horloges internes. L’étape 1 doit donc être effectuée fréquemment, car les horloges internes 
des cartes mères ont tendance à « perdre du temps » relativement rapidement. Cette étape 
peut être automatisée à l’aide d’un script. 
                                                 
38 Le temps universel coordonné (Coordinated Universal Time) est une échelle de temps utilisé comme 
standard dans plusieurs processus et systèmes, tels l’internet et les réseaux. Tous les systèmes d’acquisition 
mentionnés dans cette thèse utilisent le temps système, basé sur l’UTC, comme marquer temporel. 
  
4.3 Algorithmes de diagnostic 
L’outil supporte quatre opérations de base (comparaison de moyennes, corrélation, analyse 
en composantes principales et analyses descriptives) afin d’exploiter les données 
d’interaction. Celles-ci reposent sur la comparaison statistique de données de différents 
groupes de sujets (ou d’un même sujet dans le temps) et permettent d’effectuer des analyses 
diagnostiques avec des niveaux de signification. Ces opérations sont génériques et ont pour 
but de supporter le travail de l’expert utilisant l’outil (ex. : ergonome, formateur) en lui 
permettant d’implémenter et d’enrichir des analyses propres à son domaine. Les opérations 
sont décrites dans les prochaines sous-sections et des exemples d’analyse sont présentés 
dans les contextes des expérimentions de Race to Mars et Bell.ca. 
4.3.1 Comparaison de moyennes 
La première opération définie sur les données d’interaction est la comparaison de 
moyennes. Celle-ci peut servir à supporter plusieurs types d’analyses en fonction du 
contexte dans lequel l’outil est utilisé. De manière générale, comme le souligne Sauro 
(2012) [225], la comparaison statistique de groupes d’utilisateurs est une stratégie efficace 
pour faire ressortir les problèmes liés à l’expérience utilisateur. Il est courant, par exemple, 
de comparer le temps de réalisation d’une tâche ou la satisfaction liée à l’utilisation de deux 
produits ou de deux catégories d’utilisateurs pour un même produit. Dans notre contexte, il 
s’agirait de comparer, par exemple, l’activation émotionnelle chez deux groupes 
d’utilisateurs ayant certaines caractéristiques communes. L’analyse diagnostique, qui 
servira à exemplifier l’utilisation de la comparaison de moyennes, est toutefois tirée du 
domaine de l’apprentissage par simulation. Dans l’expérimentation réalisée avec le 
simulateur Race to Mars, le formateur peut utiliser cette opération pour réaliser l’approche 
d’évaluation de comparaison avec un expert [221]. Dans cette approche, l’expertise est 
définie comme étant un ensemble d’adaptations psychologiques et physiologiques aux 
contraintes exercées par une tâche. Elle est implémentée en calculant un prototype 
d’experts – représentant les experts de la tâche – auquel est comparé un novice. L’opération 
de comparaison de moyennes permet de réaliser cette approche en comparant les données 
d’interaction d’un participant ayant sous performé (novice) avec celles des participants 
ayant mieux performé (prototype d’experts). Les résultats permettent alors de planifier une 
  
rétroaction à l’utilisateur en fonction des éléments de son interaction qui diffèrent 
significativement de ceux des experts. 
Comme mentionné précédemment, l’implémentation de la comparaison de moyennes a été 
réalisée de manière générique. Dans le cas statistique le plus général, cette opération est 
effectuée à l’aide d’un test-t, permettant de tester l’hypothèse selon laquelle les moyennes 
de deux groupes sont différentes. Dans le cas où les sujets assignés aux deux groupes sont 
différents, on utilise la version indépendante du test-t. À l’heure actuelle, seulement cette 
dernière version est implémentée dans l’outil. Il n’est donc possible que d’effectuer des 
analyses suivant un plan expérimental de type between-subjects. Bien que dans Sauro et 
Lewis (2012) [225], les auteurs suggèrent que la violation des hypothèses paramétriques 
soit moins problématique dans le contexte des recherches en utilisabilité, nous utilisons la 
version non paramétrique (Mann-Whitney39) du test-t indépendant afin de garantir la 
validité des résultats sans tests de normalité et d’homogénéité des variances. De plus, le test 
de Mann-Whitney permet la comparaison de groupes ayant des tailles d’échantillons 
différentes [88]. Les effets de taille de ce test ont été calculés selon l’estimation ݎ = 	 ௓√ே 
(avec Z = score-z et N = taille de l’échantillon) [215].  
La Figure 54 montre l’interface de diagnostic appliquée à la comparaison de moyennes. 
L’outil permet d’abord de sélectionner les deux groupes d’utilisateurs (partie gauche de la 
Figure 54) et les types de données d’interaction selon lesquels ils seront comparés (Figure 
54, partie Mesures). La sélection des groupes peut aussi se faire en fonction de variables 
(Figure 54, section Variables). Celles-ci peuvent représenter les résultats de questionnaires, 
d’observations et/ou toute autre information entrée dans l’outil. Dans le cas présent, une 
comparaison entre les participants experts et le participant 50 a été effectuée à partir des 
données d’interaction d’activation, de valence, de charge cognitive et de durée. Les 
participants experts sont ceux ayant obtenu une performance supérieure à la moyenne. 
Seules les différences de moyennes significatives (p<0.05) observées entre les deux 
groupes sélectionnés sont ensuite affichées sous les sous-tâches en question. 
                                                 
39 L’implémentation fournie dans la librairie Java JSC a été utilisée (http://www.jsc.nildram.co.uk/) 
  
 
Figure 54 - Interface diagnostique (comparaison de moyennes - Race to Mars) 
La taille de l’effet (r) et la direction de la différence sont aussi affichées (vert indique que la 
moyenne de la sélection du haut est plus grande et jaune indique qu’elle est plus petite). 
Dans cet exemple, le formateur peut tirer trois principales conclusions des résultats obtenus 
de la comparaison du participant 50 avec le groupe d’experts au niveau de la sous-tâche de 
navigation. Premièrement, les experts semblent porter une plus grande attention (charge 
cognitive) et, surtout, un plus grand intérêt (activation) au temps restant aux missions. Il 
serait alors possible de mentionner au participant 50 d’être plus conscient du temps lors de 
la réalisation des missions. Les mêmes observations s’appliquent au niveau de l’observation 
du terrain à proximité du véhicule, mais de manière plus prononcée (effets de taille 
supérieurs), notamment au niveau de la charge cognitive (r=0.16 vs r=0.22). Le sol martien 
contient beaucoup d’obstacles (surtout lors des missions difficiles) pouvant endommager 
les roues et causer un ralentissement du véhicule. Les experts semblent porter une attention 
particulière à ce défi et déploient une plus grande charge cognitive pour l’analyse du terrain 
  
à proximité des roues. Finalement, le participant 50 passe moins de temps et accorde moins 
d’intérêt que les experts à l’utilisation de la carte satellitaire. Le formateur pourrait lui 
suggérer de mieux planifier ses déplacements en utilisant davantage cette ressource. 
4.3.2 Corrélation 
La seconde opération permettant d’exploiter les données d’interaction est la corrélation. La 
principale utilité de cette opération est de mettre en perspective les réactions des utilisateurs 
avec d’autres types de mesures, notamment des mesures standards déjà employées par les 
experts utilisant l’outil (ex. : questionnaires, observations, résultats d’entrevue, échelles de 
Likert). Comme le soulignent Ganglbauer et al. (2009) [96], combiner des données 
physiologiques avec des techniques subjectives permet d’augmenter la fiabilité des 
résultats. L’exemple d’une telle approche, que nous retiendrons ici pour exemplifier 
l’opération de corrélation, est celui du couplage physiologie-questionnaire. Février et al. 
[87] (2011) rapportent une cohérence et une complémentarité observées dans plusieurs 
travaux entre ces deux types de mesures de l’émotion. Cependant, beaucoup de ces travaux 
n’effectuent que des analyses macroscopiques de la relation entre questionnaires et 
physiologie. Par exemple, Zaman et Shrimpton-smith (2006) [267] ont cherché une 
corrélation entre les mesures de FaceReader agrégées sur toute une période d’interaction et 
des questionnaires d’autoévaluation de l’émotion. L’opération de corrélation développée 
dans l’outil permet une analyse plus fine et granulaire du lien entre les résultats aux  
questionnaires importés et les mesures continues des réactions, en exploitant leur 
structuration par sous-tâches. Au niveau de l’expérimentation sur Bell.ca, l’outil fournit à 
l’expert en utilisabilité et expérience utilisateur une source d’information supplémentaire 
pour expliquer les résultats obtenus au questionnaire NetQu@l (perception de la qualité de 
service), en fonction des réactions mesurées en continu durant l’interaction avec le site. 
Comme pour la comparaison de moyenne, l’implémentation de cette opération repose sur la 
version non paramétrique du test de corrélation (coefficient de Spearman).  
La Figure 55 montre l’interface de diagnostic appliquée à l’analyse de corrélation. La 
première étape consiste à choisir la variable du questionnaire d’utilisabilité pour laquelle on 
cherche une corrélation avec des mesures de réactions (Figure 55, section Variables de 
corrélation) et les participants à inclure dans l’analyse. Dans cet exemple, la dimension 
  
facilité d’utilisation du questionnaire est analysée pour tous les participants. Ensuite, 
comme pour la comparaison de moyennes, seules les corrélations significatives (p<0.05) 
sont affichées dans le modèle de tâches (vert indique une corrélation positive et jaune une 
corrélation négative). Dans cet exemple, la recherche de corrélations est effectuée sur la 
sous-tâche d’inscription au site Bell.ca. On y observe une corrélation négative (r=-0.72) 
entre la perception de facilité d’utilisation et le temps pris par la procédure d’inscription. 
 
Figure 55 - Interface diagnostique (corrélation – Bell.ca) 
Cela peut être interprété comme le fait que plus l’inscription est longue à réaliser par un 
utilisateur, moins le site est perçu comme étant facile à utiliser. Une corrélation positive est 
aussi observée (r=0.58) entre cette dimension du questionnaire et la charge cognitive durant 
la sous-tâche d’ouverture de session. Cette corrélation est plus difficile à interpréter. Les 
utilisateurs plus concentrés à cette étape ont peut-être éprouvé moins de difficulté et ont 
donc trouvé le site plus facile à utiliser. En effectuant des analyses sur d’autres sous-tâches 
et dimensions du questionnaire, une corrélation négative entre le design et l’activation a été 
identifiée pour la sous-tâche de comparaison de téléphones. La mauvaise perception du 
design de cette interface (voir Figure 52) semble avoir stressé les utilisateurs. On trouve 
  
aussi une corrélation positive importante (r = 0.8) entre la confiance en la sécurité et le 
respect de la vie privée et l’activation lors de l’étape d’entrée des données personnelles 
(sous-tâche d’inscription). Cette corrélation est particulièrement intéressante puisqu’elle 
indique que les utilisateurs ayant le mieux perçu le respect de la vie privée sont aussi ceux 
ayant été les plus impliqués émotionnellement durant les moments où elle était en jeu. Cela 
peut être interprété comme le fait que la sensibilité à cette dimension affecte la perception 
que les utilisateurs peuvent en avoir durant l’interaction. 
4.3.3 Analyse en composantes principales 
La troisième opération implémentée dans l’outil est l’Analyse en Composantes Principales 
(ACP). Cette fonctionnalité permet d’identifier et de contextualiser les plus importants 
facteurs émotionnels et cognitifs chez un groupe particulier d’utilisateurs. Les facteurs 
identifiés par la ACP sont composés de groupes de données d’interaction dont la variance 
est coordonnée. Dans la section Facteurs de la Figure 56, on voit le code de couleur des 
facteurs retenus et le pourcentage de variance qu’ils expliquent. Le nombre de facteurs 
retenus est choisi automatiquement selon le critère de Kaiser (valeurs propres > 1) [135]. 
L’outil permet aussi d’éliminer des données d’interaction ne respectant pas un certain seuil 
de corrélation avec les autres (Figure 56, section Diagnostic). La section Détails montre 
l’adéquation de l’échantillonnage (Kaiser-Meyer-Olkin) et la qualité globale de la 
corrélation entre les données d’interaction (Bartlett’s Sphericity Test) permettant d’évaluer 
la qualité et la force statistique de l’ACP.  
Dans l’exemple de la Figure 56, trois principaux facteurs expliquent la variance des 
données d’interaction pour le groupe d’utilisateurs ayant moins bien performé dans la sous-
tâche d’extraction avec le simulateur Race to Mars. Les deux principaux facteurs sont 
affichés dans le modèle de tâches. Ceux-ci concernent la gestion du temps et la lecture des 
indicateurs de manipulation du bras robotisé. Comme l’a relevé la comparaison de 
moyenne au niveau de la navigation, la gestion du temps semble être un problème chez les 
utilisateurs moins performants. Le deuxième facteur peut s’expliquer par un niveau 
d’attention insuffisant porté aux indicateurs de contrôle guidant le déplacement du bras. Le 
formateur peut en tirer de meilleures consignes initiales données aux nouveaux utilisateurs 
  
du simulateur (ex. : assurez-vous de bien comprendre la définition des indicateurs avant de 
commencer les missions). 
 
Figure 56 - Interface diagnostique (analyse en composantes principales – Race to 
Mars) 
Comme affichée dans la section Détails de la Figure 56, la valeur obtenue au test KMO 
pour ces trois facteurs est de 0.592. Ce qui représente une fiabilité tout juste acceptable 
selon les critères proposés par Hutcheson et Sofroniou (1999) [118]. Il est aussi à noter que 
l’opération d’analyse en composantes principales n’a pu être utilisée dans l’expérimentation 
avec le site Bell.ca en raison du peu de données disponibles. En effet, comparativement aux 
deux autres opérations d’analyse, l’ACP nécessite un plus grand nombre de données afin de 
produire des résultats valides. De plus, l’interprétation des résultats obtenus est moins 
directe et doit être effectuée avec plus de circonspection. 
  
4.3.4 Analyse descriptive 
L’opération d’analyse descriptive permet d’identifier les sous-tâches dans lesquelles ont été 
observées les valeurs minimales et maximales des données d’interaction. Cela permet 
d’identifier rapidement les contextes d’interaction générant les réactions les plus 
importantes. Par exemple, lors de l’expérimentation avec le site internet Bell.ca, les 
réactions émotionnelles les plus négatives (valence minimale), pour l’ensemble des 
participants, ont été observées lors de la sous-tâche de sélection de la langue d’affichage du 
site. L’expert en utilisabilité peut alors remarquer que cette tâche est peu importante et que 
l’utilisateur a à la répéter souvent au cours de la navigation. Au niveau de la sous-tâche de 
comparaison de deux téléphones portables, on note que, comparativement au Samsung, le 
Motorola génère plus d’activation, de valence et de charge cognitive. Il semble donc 
beaucoup plus intéressant pour la majorité des utilisateurs. Dans l’expérimentation Race to 
Mars, on voit que la tâche dans laquelle les utilisateurs sont le plus engagés (activation) est 
l’extraction pour les experts et la navigation pour les non-experts. Dans les deux groupes, la 
tâche engendrant en moyenne la plus grande charge cognitive est l’extraction. 
4.4 uxSensitive 
Dans le but d'apporter une contribution concrète à l'évaluation de l’interaction et de 
maximiser les retombées de ce travail, l’approche proposée a été implémentée dans un outil 
informatique complet nommé uxSensitive. Celui-ci a été conçu de manière à ce qu’un non 
expert en informatique puisse réaliser l’ensemble des opérations et des processus décrits 
dans les trois chapitres de la thèse. Plus précisément, l’outil permet la réalisation des 
différentes étapes impliquées dans une expérimentation (c.-à-d. collecte de données et 
analyses) réalisée selon l’approche d’évaluation proposée. L’Annexe H contient un guide 
d’utilisation détaillant les différents modules de l’outil. Seules les grandes lignes seront 
donc décrites dans cette section. La partie gauche de la Figure 57 montre l’interface 
d’accueil de l’outil dans laquelle il est possible de créer et de charger des projets. La partie 
droite de la Figure 57 montre l’interface principale permettant de naviguer entre les 
différentes fonctionnalités offertes. 
  
 
Figure 57 - Interfaces principales de l’outil 
Celles-ci sont, dans l’ordre : 
1. Analyses : donne accès au module d’analyse diagnostique présenté à la section 
précédente et offre d’autres types d’analyse qui ne font pas l’objet de cette thèse On 
retrouve, entre autres, des modules d’analyse dynamique, d’analyse visuelle (Arezki 
Aitali) et d’analyse descriptive (Fethi Guerdelli). 
2. Gestion des participants : permet de gérer l’information sur les sujets prenant part 
aux expérimentations effectuées dans un projet. Ce module gère, entre autres, 
l’importation des fichiers de données externes (ex. : oculométrie, physiologie). 
3. Base de données : permet de gérer la base de données contenant l’information des 
projets. Chaque projet contient une base de données qui lui est propre afin de 
permettre une réinitialisation complète en cas de problème. 
4. Reconnaissance de tâches : permet la création des modèles de tâche réalisés dans 
le cadre d’une expérimentation. Ce module offre aussi une interface permettant 
l’édition des probabilités initiales et l’entraînement des MMCC (voir 2.3.4). 
  
5. Zones d’intérêt (AOI) : permet de visualiser les zones d’intérêt associées aux 
différents stimuli visuels. Les AOI sont créés dans Tobii Studio et importées dans 
l’application via des fichiers texte et jpeg. Le module permet ensuite la création de 
groupes d’AOI afin de pouvoir effectuer des analyses agrégées. Ce module offre 
aussi la possibilité d’associer des AOI à différents contextes afin de réaliser la 
solution au problème du contenu dynamique (voir section 2.2.1). 
6. Événements : permet de gérer les événements codés lors d’une expérimentation 
(ex. : via Observer XT) et de les lier à des contextes. 
7. Paramètres : permet de gérer les différents paramètres de l’outil. Par exemple, la 
définition des formats de fichiers externes, la méthode de normalisation utilisée 
pour les analyses physiologiques ou le ré-échantillonnage des données lors de 
l’importation des fichiers externes. 
L’outil a été implémenté avec le langage de programmation Java 7 et les interfaces avec la 
librairie graphique Swing40. Les bases de données contenant l’information des projets ont 
été développées avec le langage SQL et l’implémentation utilise la libraire SQLite41. Cette 
librairie ne nécessite pas l’installation d’un serveur SQL et facilite donc le déploiement de 
l’outil. Le schéma décrivant les 43 tables de la base de données est inclus à l’Annexe G. 
Afin de permettre la réinitialisation complète de la base d’un projet en cas de corruption des 
données, la description des projets est implémentée de manière persistante dans un fichier 
XML. Les différentes technologies impliquées étant multiplateformes, l’outil peut être 
utilisé sous Windows et Mac. L’implémentation a été effectuée sur une période de trois ans 
et comporte plus de 700 classes et 77 000 lignes de code. Une attention particulière a été 
portée à la modularité des différents paquetages afin de faciliter l’intégration de modules 
supplémentaires et la reprise du code par d’autres développeurs. 
En plus des analyses diagnostiques présentées dans ce chapitre, le couplage de la 
reconnaissance de tâches et de la reconnaissance des émotions ouvre la voie à d’autres 
types d’analyse. Un module d’analyse dynamique a été implémenté permettant de visualiser 
le déroulement de l’interaction et les différents paramètres mesurés par l’outil lors d’une 
                                                 
40 http://docs.oracle.com/javase/tutorial/uiswing/ 
41 www.sqlite.org 
  
séance de test. La Figure 58 présente l’interface du module d’analyse dynamique pour 
l’analyse d’un participant au cours de l’expérimentation avec Race to Mars. 
 
Figure 58 - Interface du module d’analyses dynamiques 
Ce module permet essentiellement de rejouer une séance d’interaction. Un lecteur permet 
de contrôler l’évolution et la vitesse du déroulement (en haut au centre). La partie gauche 
de la figure montre le couplage entre les paramètres inférés par la reconnaissance de 
construit (charge cognitive, activation et valence) et la reconnaissance de tâches. Une ligne 
jaune, dans les paramètres physiologiques, suit le déplacement du curseur dans la barre de 
temps. La position courante du sujet dans le modèle de tâche est aussi affichée (en haut à 
droite). Finalement, la fenêtre en bas à droite montre le déplacement de la position du 
regard de l’utilisateur dans l’interface du simulateur. Un autre type d’analyse rendu 
possible grâce au couplage comportement/physiologie est le heatmap42 émotionnel. Cette 
fonctionnalité implémentée dans le module d’analyse visuelle permet de représenter 
graphiquement le résultat de la reconnaissance de construit. Dans l’exemple de la Figure 
                                                 
42 Dans le domaine de l’oculométrie, un heatmap (ou carte de chaleur) permet de représenter visuellement 
l’agrégation des regards de plusieurs utilisateurs sur une même interface. 
  
59, le dégradé de couleur bleue représente la répartition sur une page internet de 
l’activation des participants ayant pris part à l’expérimentation de Bell.ca. 
 
Figure 59 - Interface du module de Heatmap émotionnel 
Ce module permettant de tirer profit du couplage entre oculométrie et physiologie a été 
développé dans l’outil par un étudiant en informatique (Arezki Aitali) au laboratoire LRCM  
dans le cadre de son mémoire de maîtrise. 
4.5 Résumé des contributions et perspectives  
Dans une étude sur la faisabilité et les défis liés à l’utilisation des mesures 
psychophysiologiques pour l’évaluation de l’expérience utilisateur, Ganglbauer et al. 
(2009) [96] soutiennent que la valeur informative de celles-ci reste limitée si elles ne se 
sont pas associées au comportement des utilisateurs. Leurs réactions doivent être reliées 
aux stimuli et aux éléments d’interaction afin d’en déterminer les antécédents et ainsi 
permettre l’interprétation de leur effet sur l’expérience de l’utilisateur. La même nécessité 
  
s’applique à l’utilisation des mesures physiologiques dans un contexte d’évaluation de la 
performance. La principale contribution du travail présenté dans ce chapitre a été 
d’apporter une réponse au défi que représente l’évaluation conjointe et automatisée des 
réactions et du comportement. La première étape de la démarche adoptée a été de 
modéliser le couplage des techniques de reconnaissance de tâche (chapitre 2) et des 
réactions émotionnelles/cognitives (chapitre 3) sous forme d’une structure de données. La 
structure résultant de ce couplage, que nous appelons données d’interaction, permet de 
structurer l’inférence fait sur les mesures physiologiques enregistrées en continu durant 
l’interaction, en fonction des différentes sous-tâches effectuées par l’utilisateur. La 
deuxième partie de la démarche a consisté au développement d’opérations permettant 
d’exploiter cette structure afin de soutenir différents processus de diagnostic. Le diagnostic 
étant défini comme l’identification des éléments d’interaction causant les réactions 
mesurées. Les opérations de comparaison de moyennes, de corrélation et d’analyse en 
composantes principales permettent d’effectuer des analyses statistiques sur les données 
d’interaction et les analyses descriptives offrent un aperçu général des réactions. 
L’outil développé pour implémenter l’approche proposée a pour but de supporter le travail 
des experts (c.-à-d. ergonomes, formateurs, concepteurs de jeux vidéo) et non de s’y 
substituer. En ce sens, le vrai travail de diagnostic leur revient et l’outil vise avant tout à 
offrir un support et des ressources supplémentaires pour aider à faire sens de l’immense 
quantité d’information que représentent les mesures physiologiques. Afin d’être réellement 
efficace à cette fin, l’outil doit donc s’intégrer aux méthodes dont disposent déjà les experts 
(ex. : questionnaires, observations, résultats d’entrevue, échelles de Likert). Les opérations 
de base ont donc été conçues de manière à pourvoir intégrer des variables externes liées à 
ces méthodes. Deux expérimentations ont été effectuées dans le but de mettre à l’essai les 
fonctionnalités d’analyse de l’outil : dans un contexte d’évaluation de la performance avec 
le simulateur Race to Mars et dans un contexte d’évaluation de la qualité de services d’un 
site de commerce électronique avec Bell.ca. Ces deux expérimentations ont montré que 
l’outil permet de supporter des analyses propres à chaque domaine (comparaison avec un 
expert et couplage physiologie-questionnaires).  
  
Toutefois, l’expérimentation effectuée sur Bell.ca a été plus difficile à réaliser, en raison 
principalement du caractère hautement dynamique du contenu présenté. En effet, ce site 
repose en grande partie sur l’utilisation de la technologie Flash, notamment pour le 
redimensionnement automatique de certaines zones des pages en fonction des éléments 
cliqués (ex. : le bouton « - » à droite de la Figure 50). La technique développée pour 
l’analyse oculométrique de contenu dynamique (section 2.2.1) ne permet pas de contourner 
ce problème, car elle s’applique aux changements derrière une zone, et non pas aux 
changements de taille des zones. Bien que cela soit pour l’instant une limitation inhérente à 
l’utilisation de l’oculométrie, l’évaluation d’IHM ayant ce type de contenu demeure une 
limitation pour notre approche. En revanche, la technique de gestion du contenu dynamique 
a rendu possible la reconnaissance de tâches avec le simulateur Race to Mars. Deux calques 
de zones d’intérêt (AOI) ont été créés : un par contexte d’interaction. Celui lié au contexte 
de navigation contient l’AOI du véhicule (Figure 47) et celui lié au contexte d’extraction 
contient les zones des indicateurs et du bras robotisé (Figure 48). Les éléments d’interface 
se retrouvant dans les deux contextes sont présents dans chaque calque (carte, contrôles et 
cadran). L’association du regard sur la bonne AOI à un temps particulier est ensuite 
automatisée en fonction du déroulement de l’interaction.  
Au niveau des perspectives de travaux futurs, nous envisageons le développement d’autres 
opérations d’analyse des données d’interaction. L’ajout d’une opération statistique basée 
sur l’ANOVA permettrait, par exemple, de comparer plus de deux groupes d’utilisateurs. Il 
serait aussi intéressant d’utiliser l’outil dans une étude longitudinale afin d’en évaluer 
l’efficacité pour suivre l’évolution de la performance d’un sujet en contexte d’apprentissage 
avec le simulateur Race to Mars. Nous pourrions, par exemple, suivre la performance d’un 
opérateur dans les différentes étapes itératives d’un entraînement complet. Après chaque 
mission, celui-ci recevrait une rétroaction basée sur l’analyse diagnostique de comparaison 
avec le prototype d’expert. Il serait alors intéressant de valider si celui-ci progresse plus 
vite que des opérateurs n’ayant pas bénéficié du même processus de rétroactions. 
  
 
  
  
CHAPITRE 5 
CONCLUSION 
Prendre en compte les émotions dans les recherches en informatique a longtemps été perçu 
comme une idée dérisoire [200]. La dernière décennie a cependant vu un important 
changement d’attitude envers cette perspective, comme en témoigne la place bien ancrée 
qu’occupe aujourd’hui l’informatique affective. La principale raison expliquant ce 
renversement tient à la découverte de l’utilité de modéliser les émotions pour bien 
comprendre l’interaction entre l’utilisateur et l’ordinateur. Non seulement celles-ci 
modulent presque toute forme de communication, les émotions jouent aussi un rôle 
important dans plusieurs processus considérés autrefois comme étant strictement cognitifs : 
perception, prise de décisions, mémoire, attention. Plusieurs disciplines, telles l’utilisabilité 
et les systèmes tutoriels, ont maintenant intégré ce nouveau paradigme au sein de leurs 
modèles. De nouvelles approches d’évaluation sont donc requises pour bien mesurer les 
dimensions liées aux réactions émotionnelles en contexte d’interaction. Comme le veut 
l’adage, « on ne peut gérer ce qu’on ne mesure ». C’est dans cette voie que s’inscrit le 
travail présenté dans cette thèse. Nous avons proposé une approche d’évaluation de 
l’interaction répondant à certains défis et contraintes qu’imposent la mesure et l’analyse des 
réactions affectives. Parmi ceux-ci, le plus important est la dynamicité. L’expérience 
utilisateur et les réactions émotionnelles étant de nature hautement dynamique et 
contextualisée, les approches d’évaluation doivent l’être de même afin de permettre un 
diagnostic précis des réactions. Nous avons aussi implémenté notre approche dans un outil 
complet, générique et simple d’utilisation dans le but de maximiser les retombées de ce 
travail. Afin de cadrer les idées présentées dans la thèse, nous avons décrit et testé notre 
approche dans le contexte du commerce électronique et de l’apprentissage par simulation. 
Ceux-ci permettent de bien cerner les enjeux liés à l’évaluation de l’expérience utilisateur 
et de la performance, qui sont deux des principaux pôles de l’évaluation de l’interaction 
dans les IHM 
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L’angle que nous avons adopté dans ce travail est celui du diagnostic de l’interaction. Il 
s’agit de chercher les dépendances entre les composantes du système et l’expérience de 
l’utilisateur. Ce n’est pas seulement l’expérience en soi qui compte, mais comment 
l’expérience peut être influencée par l’interaction avec le système. L’objectif général est 
donc de détecter certaines réactions émotionnelles/cognitives de l’utilisateur et d’en 
identifier les antécédents potentiels. Il est alors nécessaire de capter en parallèle et de 
manière synchrone de l’information sur ces deux aspects. Cela, sans connaître l’état interne 
de l’IHM en question afin de permettre un déploiement rapide de l’outil pour son utilisation 
avec différents systèmes. Pour ce faire, l’approche que nous avons proposée se déploie 
selon trois axes de recherche.  
Le premier axe consiste en une technique de reconnaissance automatique de tâches 
permettant de situer en continu l’utilisateur dans un modèle de tâches hiérarchiques. Cette 
technique incorpore la position du regard de l’utilisateur aux autres interactions 
traditionnelles du clavier et de la souris. En plus de permettre une reconnaissance 
d’activités dans des interfaces complexes, où l’interaction est moins dépendante du clavier 
et de la souris, l’utilisation de l’oculométrie permet d’obtenir de l’information sur 
l’interaction sans interface informatique avec l’IHM évaluée.  
Dans le deuxième axe, nous avons développé une technique de reconnaissance continue 
des réactions de l’utilisateur reposant sur l’analyse des signaux physiologiques. Le 
fondement théorique de celle-ci repose sur une généralisation de l’hypothèse 
psychophysiologique, voulant que différentes émotions possèdent différentes signatures 
physiologiques [32]. Les étapes de réalisation technique (pipeline de traitement de données) 
que nous avons proposées ont été conçues de manière à pouvoir entraîner des modèles 
d’inférence de différents construits psychologiques. Dans le cadre de ce travail, trois 
modèles ont été implémentés : valence, activation émotionnelle et charge cognitive. La 
reconnaissance physiologique des émotions n’offre qu’une vitrine limitée sur l’expérience 
émotionnelle des utilisateurs. En l’occurrence, elle ne capture pas la nature subjective de 
celle-ci. Toutefois, c’est l’une des seules méthodes qui permettent d’en relever les 
propriétés temporelles et dynamiques. De plus, puisqu’elle ne nécessite pas de 
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connaissance sur le contenu et la nature de l’interaction, un même modèle d’inférence peut 
être utilisé dans différentes IHM. 
Finalement, dans le troisième axe, nous avons développé une structure de données 
permettant de modéliser le couplage de la reconnaissance de tâches et de la 
reconnaissance des réactions. Des algorithmes d’analyse permettent ensuite d’exploiter 
cette structure et de diagnostiquer l’interaction de plusieurs utilisateurs. L’outil 
implémentant cette approche a été conçu de manière à s’intégrer au travail des experts en 
évaluation de l’interaction et d’effectuer les analyses diagnostiques en fonction de variables 
provenant, par exemple, de questionnaires ou d’évaluations. La structure de données et les 
algorithmes d’analyse sont indépendants des construits psychologiques utilisés et ceux-ci 
peuvent donc être choisis selon les besoins d’évaluation propres à chaque IHM. 
5.1 Contributions 
Nous résumons dans cette section les contributions apportées dans chacun des trois axes de 
recherche abordés dans cette thèse. 
Axe 1 
Les deux principales contributions de notre approche de reconnaissance automatique de 
tâches concernent la granularité et la généricité de la reconnaissance. Celles-ci sont 
essentiellement liées à l’intégration de l’oculométrie. D’un point de vue théorique, 
l’oculométrie permet de tirer profit de l’hypothèse mind-eye voulant que les mouvements 
des yeux reflètent plusieurs processus cognitifs [132]. Contrairement à l’activité de la 
souris, du clavier et aux événements logiciels, qu’utilise à ce jour la majorité des approches 
de reconnaissance automatique, l’information provenant des mouvements oculaires est 
accessible instantanément et continuellement durant l’interaction. La méthode que nous 
avons proposée exploite ces qualités pour permettre une reconnaissance continue, rapide et 
détaillée des buts courants de l’utilisateur et de l’exécution de la tâche. D’un point de vue 
pratique, le recours aux données oculométriques confère à la reconnaissance de tâche une 
plus grande généricité. Les approches reposant sur les événements logiciels sont presque 
toujours développées ad hoc pour un système particulier. Ce choix est rentable si 
l’approche n’est utilisée que dans ce système, mais ne l’est plus lorsqu’il faut changer 
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d’environnement. Inversement, notre méthode reposant sur les zones d’intérêt (AOI) 
permet d’inférer les buts courants en restant à la surface de l’interaction et peut donc être 
appliquée indifféremment à plusieurs IHM. Le revers de la médaille tient cependant au fait 
que cette surface cache parfois l’interaction réelle dans les interfaces ayant certains types de 
contenu dynamique (voir Figure 7).  
Puisqu’à ce jour les logiciels d’oculométrie n’offrent pas de solution satisfaisante à ce 
problème, notre technique de changement automatique de contexte d’AOI représente une 
autre contribution. Elle a d’ailleurs rendu possible l’expérimentation effectuée avec le 
simulateur Race to Mars, dans laquelle les éléments de l’interface changent en fonction de 
l’interaction (voir Figure 47 et Figure 48). Nous avons aussi proposé une méthode semi-
supervisée d’entraînement du modèle de reconnaissance, basé sur les modèles de Markov 
en couches, permettant de tirer profit des connaissances  sur la tâche que possède l’expert 
utilisant notre outil. 
Axe 2 
Les travaux de Picard et al. (2001) [202], basés sur l’analyse des caractéristiques des 
signaux physiologiques, représentent aujourd’hui l’exemple paradigmatique des approches 
de reconnaissance physiologiques des émotions. Ce cadre de travail, dans lequel se situe 
notre deuxième axe de recherche, est maintenant bien structuré et établi dans la littérature. 
Des spécialistes du domaine ont récemment identifié 11 défis méthodologiques dans le but 
de le faire évoluer [245, 247-250]. Parmi ceux-ci, deux ont été abordés dans cette thèse et 
représentent les principales contributions de l’axe 2. Le premier concerne la construction 
temporelle des caractéristiques physiologiques utilisées en entrées dans les algorithmes 
d’inférence. À ce jour, tous les travaux segmentent les signaux de la même manière en 
fonction des stimuli présentés aux sujets. Cette méthode ne tient pas compte des temps de 
réaction et d’évolution propres à chaque signal, certains évoluant beaucoup plus rapidement 
que d’autres (ex. : activité pupillaire vs électrodermale). Nous avons donc proposé une 
approche d’optimisation empirique de la latence (avec le stimulus) et de la durée avec 
lesquelles extraire les caractéristiques des signaux physiologiques. Et cela aussi en fonction 
du construit psychologique inféré, puisqu’un même signal n’évolue pas de la même 
manière selon le type de réaction en question (ex. : valence émotionnelle vs charge 
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cognitive). Les résultats obtenus lors de l’expérimentation décrite au chapitre 2 montrent 
que notre approche de construction temporelle a permis d’améliorer la qualité de la 
prédiction de 11 % (activation) et 25 % (charge cognitive). Seule la valence n’a pas été 
améliorée -3 %. Des explications pour ce dernier résultat ont été proposées à la section 3.5. 
Le grand nombre de participants impliqués dans cette expérimentation permet d’envisager 
l’utilisation directe de ces paramètres d’extraction dans d’autres travaux similaires. Une 
publication est d’ailleurs en préparation afin de partager ces résultats.  
La seconde contribution de cet axe a trait au défi lié à la généricité de la reconnaissance 
physiologique des émotions. Celle-ci est particulièrement difficile en raison de 
l’idiosyncrasie des réactions émotionnelles (c.-à-d. chaque personne réagit différemment 
face à un même stimulus). Les résultats significativement supérieurs obtenus par les 
approches dépendantes du sujet (vs indépendantes) illustrent d’ailleurs bien ce fait. 
Cependant, les méthodes indépendantes du sujet offrant un intérêt scientifique et industriel 
considérable, en raison du fait que les modèles résultants ne nécessitent pas d’être ré-
entraînés pour chaque nouveau sujet. Nous avons donc proposé une approche pour en 
améliorer la performance. Celle-ci repose sur l’idée de rendre explicites les facteurs 
d’idiosyncrasie en les modélisant sous forme de variables faisant partie des entrées des 
algorithmes d’inférence. Une part de la contribution de ce travail revient à la recherche 
effectuée pour formaliser cette stratégie au sein de la théorie de la Spécificité de la Réponse 
Individuelle (SRI) [168]. Nous avons utilisé la dimension psychologique de celle-ci (les 
autres étant les dimensions biologique et situationnelle) pour intégrer la personnalité des 
sujets dans le modèle d’inférence. L’inclusion des paramètres de personnalité mesurés à 
l’aide du questionnaire Eysenck n’a permis que d’augmenter faiblement la performance des 
modèles d’inférence. Une interprétation de ces résultats et des avenues de recherche ont été 
proposées à la section 3.5.  Nous persistons à croire qu’il s’agit, en ajoutant éventuellement 
les autres dimensions de la SRI, d’une voie très prometteuse pour rendre plus génériques 
les approches indépendantes du sujet. 
Axe 3 
Plusieurs moyens existent déjà dans les domaines de l’évaluation de l’expérience utilisateur 
et de la performance pour mesurer certains aspects des réactions émotionnelles en contexte 
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d’IHM. La plupart sont subjectifs et/ou employés en amont ou en aval de l’interaction (ex. : 
questionnaires, observations). Le suivi des signaux physiologiques est reconnu comme une 
des méthodes les plus prometteuses pour ajouter une mesure objective et dynamique des 
réactions. Toutefois, les professionnels de ces domaines ne possèdent pas, à ce jour, d’outil 
simple et intégré pour réaliser ce type d’analyse. En proposant une approche d’évaluation et 
un outil complet pour la réaliser, les principales contributions du troisième axe de recherche 
sont essentiellement d’ordre méthodologique et industriel. Comme le relèvent plusieurs 
études [96, 97, 195], le principal obstacle à l’utilisation des signaux physiologiques est leur 
valeur informative réduite lorsque non précisément associés au comportement des 
utilisateurs. L’outil commercial le plus avancé dans cette voie est Observer XT43 de la 
compagnie Noldus. Celui-ci permet de synchroniser plusieurs signaux physiologiques et de 
les annoter manuellement en fonction du comportement de l’utilisateur. Aucune 
fonctionnalité d’analyse n’est ensuite offerte pour interpréter cette information. La structure 
de données, que nous avons présentée au chapitre 4, permet au contraire de modéliser 
automatiquement le couplage réactions/comportement. Les opérations d’analyse statistique 
soutiennent ensuite le travail de diagnostic de l’expert en évaluation, en identifiant dans 
l’interaction des causes potentielles aux réactions des utilisateurs. L’importance relative de 
ces causes est quantifiée en termes d’effet de taille (r) et de probabilité (valeur-p). Nous 
avons donc investi plusieurs efforts au niveau de la valorisation industrielle de ce travail. 
L’approche et l’outil développés font l’objet d’une déclaration d’invention auprès de la 
société de valorisation de la recherche universitaire Univalor44. Dans le cadre de cette 
démarche, notre outil est présentement utilisé en partenariat avec l’agence en stratégie 
interactive Nurun45 pour l’évaluation de sites internet commerciaux. 
Au niveau de la valorisation scientifique, plusieurs articles ont été publiés dans le cadre de 
cette thèse. Le travail entourant la technique de reconnaissance de tâches présentée au 
chapitre 2 a été publié dans la revue Interacting with Computers [55]. Les approches de 
couplage des données et de diagnostic de l’interaction présentées au chapitre 4 ont été 
publiées dans les actes ACM de la conférence ERGO’IHM 2012 [57]. L’approche générale 
                                                 
43 http://www.noldus.com/human-behavior-research/products/the-observer-xt 
44 http://www.univalor.ca/ 
45 http://www.nurun.com 
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d’évaluation de l’interaction faisant l’objet de cette thèse a été publiée dans les actes ACM 
des conférences Measuring Behaviour 2010 [75] et IHM 2010 [74]. Ce travail a aussi été 
présenté sous forme d’affiche au 78e congrès annuel de l’ACFAS [56]. De plus, notre outil 
a permis à d’autres étudiants d’inclure l’analyse des réactions émotionnelles dans leurs 
travaux de recherche. Khoi Nguyen et Joseph Morin, deux étudiants à la maîtrise en 
communication, ont utilisé notre outil pour analyser les réactions d’utilisateurs dans le 
contexte des jeux vidéo (Microsoft Kinect) et du commerce électronique.  
5.2 Avenues de recherche 
Au niveau de la technique de reconnaissance de tâches, et plus particulièrement de son 
implémentation dans l’outil d’évaluation, certaines améliorations pourraient être apportées 
pour faciliter son appropriation par des utilisateurs potentiels (ergonomes, formateurs, 
concepteurs de jeux vidéo, etc.). La plus importante d’entre elles concerne le modèle de 
tâche. À l’heure actuelle, les modèles de tâches pouvant être créés sont contraints d’avoir la 
forme d’un arbre parfaitement équilibré (c.-à-d. toutes les feuilles au même niveau). La 
principale raison expliquant cette contrainte est le fait que, dans l’implémentation actuelle, 
seules les sous-tâches feuilles peuvent être liées aux actions de l’utilisateur (c.-à-d. les 
émissions du MMC du niveau feuille sont les actions de l’utilisateur). 
 
Figure 60 - Exemple de modèle de tâches non parfaitement équilibré 
Comme l’illustre la Figure 60, un modèle de tâches non parfaitement équilibré aurait alors 
un MMC (MMC 2) avec des émissions provenant à la fois des utilisateurs et des sous-
tâches du niveau inférieur. Un modèle de MMC hiérarchique n’ayant pas cette contrainte 
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permettrait alors beaucoup plus de souplesse dans la façon de modéliser la tâche effectuée 
par les utilisateurs d’une IHM. 
En ce qui concerne la technique de reconnaissance physiologique des émotions, plusieurs 
améliorations peuvent être aussi apportées. Dans un éditorial portant sur l’avenir de 
l’informatique affective, Rosalind Picard a décrit ce qu’elle considère être les plus 
importantes avenues de recherche pour développer à son plein potentiel la reconnaissance 
des émotions [201]. Celles-ci tournent toutes autour de la volonté de sortir la recherche du 
laboratoire et de mesurer les émotions dans leur contexte naturel d’occurrence. Nous 
relevons ici deux de ces avenues qui pourraient être envisagées dans le cadre de l’approche 
présentée dans cette thèse. Premièrement, l’utilisation de senseurs moins intrusifs pourrait 
offrir une plus grande validité écologique. Dans l’état de l’art actuel, la grande majorité des 
travaux (incluant celui-ci) enregistrent les signaux physiologiques à l’aide de senseurs 
provenant du domaine de la psychologie expérimentale. La plupart de ces capteurs 
nécessitent un contact direct avec le sujet, une certaine préparation du point de contact 
(ex. : nettoyage de la peau) et, surtout, aucun ne fait partie de l’environnement réel dans 
lequel est normalement utilisée l’IHM évaluée. Un problème que relevait déjà Nielsen 
[183] en 1993. Il serait alors intéressant d’intégrer certains des nouveaux senseurs 
embarqués qui font présentement leur apparition sur le marché46. Ceux-ci sont conçus de 
manière à être dissimulés dans l’environnement de l’utilisateur. On pense, entre autres, aux 
capteurs de tension dans les chaises [62], aux senseurs d’activité électrodermale sur la 
souris ou au senseur de pression sur les touches du clavier. Certains appareils, telles les 
caméras thermiques, permettent des mesures sans contact du rythme cardiaque via le 
changement de température du visage. On voit même l’apparition de fonctionnalité de 
mesure intégrée à même l’objet interactif. Par exemple, une équipe de chercheurs du MIT47 
a créé une application Android permettant de mesurer le rythme cardiaque à l’aide de la 
caméra frontale d’un téléphone portable48. Tous ces capteurs, à l’inverse de ceux 
traditionnellement utilisés en psychologie, sont cependant moins précis et produisent un 
                                                 
46 La plupart d’entre eux sont disponibles sous forme de prototype et ne sont pas encore complètement établis 
sur le marché commercial. 
47 Massachusetts Institute of Technology 
48 http://www.cardiio.com 
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enregistrement plus bruité. C’est toutefois le prix à payer pour mesurer les signaux 
physiologiques dans un environnement moins contrôlé et plus réaliste.  
La deuxième avenue de recherche, toujours dans la perspective d’une plus grande validité 
écologique, concerne la technique d’élicitation (voir section 3.3.1.2) utilisée pour constituer 
l’ensemble de données d’apprentissage (paires signaux – émotions). La majorité des 
travaux décrits dans la littérature (incluant celui-ci) emploie des approches expérimentales 
issues de la psychologie. On retrouve, par exemple, des banques d’images et de sons 
standardisés (IAPS, IADS), des séquences vidéo ou le rappel d’événements passés. Ces 
techniques servent à mettre le sujet dans un état émotionnel bien identifié, qui servira 
ensuite à entraîner un modèle d’inférence dont l’utilisation se fera dans un contexte 
différent (ex. : jeux vidéo, achat en ligne, apprentissage). Le contexte d’utilisation est alors 
moins contrôlé et inévitablement plus bruité, tout en induisant potentiellement une charge 
émotionnelle d’un autre ordre (quantitativement et qualitativement). La différence entre les 
contextes d’entrainement et d’utilisation peut donc nuire à la généralisation et à la 
performance réelle des modèles d’inférence. Une solution intéressante serait de développer 
des méthodes d’élicitation plus près du contexte ultérieur d’utilisation des modèles 
d’inférence. Par exemple, en générant volontairement des épisodes chargés émotivement de 
manière spécifique lors de l’utilisation d’un site internet ou d’un jeu vidéo. Contrairement 
aux approches traditionnelles d’élicitation, il devient alors cependant plus difficile de créer 
un grand nombre de données d’entraînement et de connaître avec certitude le moment 
d’apparition de l’émotion ainsi que son intensité. C’est encore une fois le prix à payer pour 
une meilleure performance des modèles d’inférence en contexte réel d’utilisation, contrôle 
expérimental et validité écologique étant toujours liés par vases communicants. 
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ANNEXE A  
SENSEURS ET MESURES PHYSIOLOGIQUES 
 
Tableau 11 - Mesures physiologiques du système nerveux autonome 
Nom Sigle Mesure 
Corrélats 
psychologiques 
Électrocardiogramme ECG 
Activité électrique associée 
à la contraction des 
muscles du cœur 
Effort mental, 
incertitude, 
stimulation 
Activité respiratoire  RSP 
Contraction du diaphragme 
lors de la respiration 
Effort mental, valence 
émotionnelle 
Activité électrodermale AED 
Résistance électrique au 
niveau des glandes eccrines 
(sueur) 
Intérêt, effort mental, 
stress, activation 
Température de la peau TP 
Redirection de la circulation 
sanguine vers les organes 
vitaux 
Stress 
Photoplethysmogram PPG 
Variation de la pression et 
du volume sanguin 
Intensité d’une 
activité 
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Tableau 12 - Mesures physiologiques du système nerveux central 
Nom Sigle Mesure 
Corrélats 
psychologiques 
Électroencéphalogramme EEG 
Activité électrique du 
cortex et de la surface du 
cerveau 
Concentration, 
engagement 
Imagerie par résonance 
magnétique 
fonctionnelle 
IRMf 
Afflux sanguin dans 
certaines régions du 
cerveau 
Effort mental 
Transcranial Doppler 
Sonography (TDS) 
TDS 
Vélocité du sang dans les 
vaisseaux sanguins 
cérébraux 
Vigilance 
Pupillométrie  
Dilatation et constriction de 
la pupille 
Activité cognitive 
et émotionnelle, 
attention  
 
 
Tableau 13 - Mesures physiologiques du système nerveux somatique 
Nom Sigle Mesure 
Corrélats 
psychologiques 
Électromyogramme EMG 
Activité électrique reliée à 
l’activité musculaire (ex. : 
visage, sourcils) 
Valence 
émotionnelle 
Électro-oculogramme EOG 
Différence de potentiel 
entre la cornée et la rétine 
Déplacement et 
mouvement de 
l’œil, fatigue 
  
ANNEXE B 
STIMULI COGNITIFS 
 
Ordre de présentation 
 
KT 
PL 
 
KGE 
LSE 
 
OQLR 
LJHF 
 
SFTHG 
KPBVQ 
 
HRCFPL 
IXUAOK 
 
BMCLKZT 
LJAPTNV 
Ordre inverse 
 
EC 
JT 
 
MXI 
KQO 
 
VHDW 
ZKBO 
 
XBRKL 
BNAEO 
 
ZPOJHL 
USWPVD 
 
BPLNSKE 
LBNDQYH
  
  
  
  
ANNEXE C 
STIMULI AFFECTIFS 
 
 
190
 
 
191
 
 
 
  
 
 
ANNEXE D 
SELF-ASSESSMEN MANIKIN 
 
 
 
* Illustration tirée de [27].  
 
 
  
 
 
ANNEXE E 
QUESTIONNAIRE EYSENCK  
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ANNEXE F 
CARACTÉRISTIQUES PHYSIOLOGIQUES 
 
Signal Caractéristiques
DiamètrePupille
Clignements des yeux
PPG
AED
Rythme cardiaque
Intervalle interbattements (IBI)
LF (Low Frequency) (% de puissance totale)
LF/HF (amplitude totale)
Respiration
Amplitude
Fréquence clignements
LF/HF  (% % de puissance totale)
Gauche (F3+P3) - Droite (F4+P4)
HF (High Frequency) (% de puissance totale)
VLF (Very Low Frequency)  (% de puissance totale)
Rythme respiration
Rythme Max-Min
VLF (Very Low Frequency) (amplitude totale)
LF (Low Frequency) (amplitude totale)
HF (High Frequency) (amplitude totale)
Valeur brute
F3-F4
P3-P4
Frontal (F3+F4) - Pariétal (P3+P4)
EEG
Amplitude
 
 
  
 
 
ANNEXE G 
SCHÉMA DE BASE DE DONNÉES 
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ANNEXE H 
GUIDE D’UTILISATION 
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