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Program dela
V delu predstavite formulo o kljukah, vključno z zgodovino, motivacijo in primeri.
Potem prikažite čim več različnih dokazov te formule. Pri delu si pomagajte z
naslednjo literaturo: [1], [4], [8] in [6].
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Dokazi formule o kljukah
Povzetek
V delu predstavimo problem števila standardnih Youngovih tabel ter formulo o
kljukah, ki podaja odgovor. Obravnavamo tudi poševne tabele. Zberemo in po-
vzamemo zgodovino različnih dokazov te formule ter pregledamo skice posameznih
dokazov. Podrobno predstavimo štiri dokaze: 1) Frame, Robinson in Thrall (iz-
virni); 2) Greene, Nijenhuis in Wilf (verjetnostni); 3) Novelli, Pak in Stoyanovskii
(z bijekcijo); 4) Konvalinka (z bijekcijo).
Proofs of hook-length formula
Abstract
In this thesis we present the problem of the number of standard Young tableux
and the hook-length formula, which supplies the result. We also touch on skew-
shape tableux. We collect and summarize the history of proofs of this formula and
review sketches of individual proofs. We present four proofs in detail: 1) Frame,
Robinson and Thrall (original); 2) Greene, Nijenhuis and Wilf (probabilistic); 3)
Novelli, Pak and Stoyanovskii (bijective); 4) Konvalinka (bijective).
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1 Uvod
Za področje preštevalne kombinatorike je značilno štetje matematičnih objektov
izbrane vrste.
V tem delu obravnavamo problem števila standardnih Youngovih tabel (SYT).
To so tabele z n ∈ N polji, kjer je v vsaki naslednji vrstici manj ali enako polj kot v
prejšnji, v poljih pa nastopajo vsa števila od 1 do n tako, da sta vsaka vrstica in vsak
stolpec naraščajoča. Zanima nas, na koliko različnih načinov lahko števila vpišemo v
tabelo določene velikosti in oblike, da dobimo standardno Youngovo tabelo. Prikazan
je primer s petimi možnostmi.
n = 5; oblika:
1 2 3
4 5
1 2 4
3 5
1 2 5
3 4
1 3 4
2 5
1 3 5
2 4
Za tabele določenih oblik je odgovor precej enostaven. Če je npr. sestavljena iz
ene same vrstice (ali stolpca), je rešitev očitno le ena.
1 2 3 4 5
1
2
3
4
5
Če je sestavljena iz dveh vrstic (stolpcev) enake dolžine, problem lahko preve-
demo na problem Dyckovih poti – števila zapisujemo v naraščajočem vrstem redu,
vsak zapis v prvo vrstico pomeni vzpon, vsak zapis v drugo pa spust. Število ustre-
znih možnosti podajajo Catalanova števila.
1 2 4
3 5 6
1
2
3
4
5
6
Rešitev za tabele splošne oblike je precej manj očitna. Podaja jo formula o
kljukah, ki pravi:
število SYT =
n!∏
(i,j) dolžina kljuke z izhodiščem v (i, j)
,
1
kjer dolžina kljuke z izhodiščem v nekem polju tabele pomeni število polj desno v
vrstici in navzdol v stolpcu od izhodišča (vključno z izhodiščem). Spodnji primer
prikazuje kljuko dolžine 4.
Za prej obravnavani primer izračunamo dolžine kljuk z izhodiščem v posameznem
polju.
4 3 1
2 1
število SYT =
5!
4× 3× 1× 2× 1 = 5
Potrdimo, da smo prej našli vse možne rešitve.
Formula o kljukah ni edini način izračuna števila SYT, je pa presenetljivo elegan-
tna in enostavna, zato se hitro pojavi želja po bolj intuitivnem razumevanju vloge
kljuk in veljavnosti izraza. V sedmih desetletjih, odkar je bila formula prvotno
dokazana, je v odgovor nastala bogata zgodovina različnih alternativnih dokazov.
Formulo o kljukah so leta 1953 odkrili in prvi dokazali J. S. Frame, G. de B.
Robinson in R. M. Thrall [1]. Njihov dokaz izhaja iz Frobeniusove formule za izračun
dimenzije nerazcepne upodobitve, ki pripada razčlenitvi λ, kar je enako številu SYT
oblike λ. Ta manj priročna formula število izrazi s pomočjo determinant. Leta 1900
jo je odkril in dokazal F. G. Frobenius [3], dve leti pozneje pa neodvisno še A. Young
[13]. Izvirni dokaz formule o kljukah temelji na preoblikovanju te enačbe s pomočjo
robnih kljuk, katerih dolžina je enaka običajnim kljukam z istimi konci.
• • • • •
•
•
•
Ker je to pravzaprav reinterpretacija obstoječe precej abstraktne formule z dol-
žinami kljuk, nam pri neposrednem razumevanju enakosti ne pomaga najbolj.
Precej bolj intuitiven argument je leta 1973 ponudil D. E. Knuth [5]. Vsaka kljuka
v SYT mora v izhodišču vsebovati najmanjšo vrednost. Pri naključni razporeditvi
števil je verjetnost tega enaka obratni vrednosti dolžine kljuke.
1 2 3
4
√ 2 1 3
4
× 4 2 3
1
×
2
Verjetnost, da je veljavna celotna tabela, je zmnožek verjetnosti po vseh poljih, n!
pa predstavlja število vseh različnih tabel. Vendar verjetnosti za posamezne kljuke
niso neodvisne in jih ne moremo kar enostavno pomnožiti, zato dokaz ni veljaven.
Kratek verjetnostni dokaz, ki osvetli vlogo kljuk, so leta 1979 objavili C. Greene,
A. Nijenhuis in H. S. Wilf [4]. V vsaki standardni Youngovi tabeli se največje število
n nahaja v enem izmed spodnjih desnih kotov. Število SYT je tako lahko rekurzivno
izraženo s števili SYT manjših razčlenitev, kjer je posamičen kot odstranjen.
•
•
•
•
• •
•
•
•
Dokaz, da formula o kljukah zadosti tej rekurziji, temelji na njeni verjetnostni
interpretaciji. V ta namen je definiran naključni proces sprehoda po diagramu, kjer
se vsakem koraku zgodi premik na eno izmed polj v kljuki z izhodiščem v trenutnem
polju, konča pa se v enem izmed kotov.
J. B. Remmel je ta dokaz leta 1982 priredil v prvi bijektivni dokaz formule [10].
Dve leti pozneje ga je v bijekcijo priredil tudi D. Zeilberger [14].
Prvi neposredni bijektivni dokaz sta Zeilberger in D. S. Franzblau objavila leta
1982 [2]. Enostavnejšo bijekcijo so leta 1997 objavili J.-C. Novelli, I. Pak in A. V.
Stoyanovskii [8]. Pripis celih števil tabeli neke oblike je funkcija kljuke, če vsako
polje zavzame vrednost, ki ni večja od števila polj na njegovi desni in ni manjša od
negativnega števila polj pod njim.
0 1 2
−1
Bijekcija pokaže, da je število različnih parov SYT dane oblike in neke pripa-
dajoče funkcije kljuke enako številu vseh tabel take oblike s poljubno razvrščenimi
števili.
Bijekcija v [2] slika med podobnima množicama, le da namesto funkcije kljuke
nastopa kazalna tabela, ki vsakemu polju predpiše koordinate nekega polja v kljuki
s tem izhodiščem.
Formula o kljukah je bila na več načinov posplošena. Thrall je leta 1952 našel
formulo za zamaknjene SYT [12], B. E. Sagain in Y. N. Yeh sta leta jo leta 1989
dokazala za binarna drevesa [11], R. Proctor pa leta 1999 za d-popolne delno urejene
množice [9]. H. Naruse je leta 2014 predstavil elegantno posplošitev za poševne SYT
[7], diagrame, ki jim odstranimo polja manjšega diagrama. (Če je ta ničeln, dobimo
navadno SYT).
3
Bijektivni dokaz te posplošene formule, ki ga je leta 2018 objavil M. Konvalinka
[6], hkrati predstavlja nov bijektivni dokaz formule o kljukah. Dokaz temelji na re-
kurziji z druge strani tabele kot [4]. V vsaki (poševni) standardni Youngovi tabeli se
najmanjše število nahaja v enem izmed zgornjih levih kotov. Število poševnih SYT
je tako lahko rekurzivno izraženo s števili manjših poševnih SYT, kjer je posamičen
kot odstranjen.
•
•
•
•
•
•
• •
•
Dokaz, da rekurzija velja tudi za posplošeno formulo, temelji na bijekciji, ki
enačbo interpretira v kontekstu objektov, ki jih imenujemo dvobarvne tabele.
V drugem poglavju zberemo splošne definicije in predstavimo skice izbranih doka-
zov. V nadaljnjih poglavjih podrobno predstavimo štiri dokaze: izvirnega (Frame,
Robinson in Thrall), verjetnostnega (Greene, Nijenhuis in Wilf) ter dve bijekciji
(Novelli, Pak in Stoyanovski; Konvalinka).
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2 Definicije in skice dokazov
2.1 Definicije
Definicija 2.1. Razčlenitev naravnega števila n je λ = (λ1, . . . , λk), kjer so λi šibko
padajoča pozitivna naravna števila, ki se seštejejo v n. Velja torej λ1 ≥ λ2 ≥ · · · ≥
λk > 0 in
∑k
i=1 λi = n. Uporabimo oznako λ ⊢ n.
n = 4:
(4) (3, 1) (2, 2) (2, 1, 1) (1, 1, 1, 1).
Definicija 2.2. Dolžina razčlenitve λ je število (neničelnih) delov, ki jo sestavljajo:
l(λ) = k. Velikost razčlenitve λ je vsota njenih delov: |λ| = ∑ki=1 λi = n. Prvi in
največji del razčlenitve λ je λ1, mi(λ) pa označuje število delov λ, ki so enaki i.
λ = (4, 4, 3, 3, 3, 2, 1, 1, 1):
l(λ) = 9 |λ| = 22 λ1 = 4
m1(λ) = 3 m2(λ) = 1 m3(λ) = 3 m4(λ) = 2 m5(λ) = 0.
Definicija 2.3. Youngov diagram oblike λ je tabela z |λ| polji in l(λ) levo po-
ravnanimi vrsticami šibko padajočih dolžin λi. Množico polj diagrama označimo z
[λ].
λ = (6, 5, 2, 2):
Polja Youngovega diagrama označujemo s koordinatama (i, j), kjer je i položaj
vrstice od zgoraj navzdol in j položaj stolpca od leve proti desni.
Definicija 2.4. Konjugirana razčlenitev λ′ je razčlenitev, ki ustreza transponira-
nemu Youngovemu diagramu oblike λ, kjer so vloge vrstic in stolpcev zamenjane.
Velja λ′j = |{i : λi ≥ j}| = max{i : λi ≥ j} in λ′′ = λ.
λ = (6, 5, 2, 2), λ′ = (4, 4, 2, 2, 2, 1):
→
5
Definicija 2.5. Rang razčlenitve λ je r(λ) = max {i;λi ≥ i} = max {i; (i, i) ∈ [λ]}.
λ = (3, 3, 1) :
•
• λ′ = (3, 2, 2)
•
• r(λ) = r(λ′) = 2
Definicija 2.6. Youngov diagram lahko uporabimo kot tabelo, katere poljem pri-
redimo (običajno naravna) števila. Tako izpolnjenemu diagramu pravimo Youngova
tabela.
λ = (5, 4, 3):
1 11 0 1 1
2 0 5 1
0 1 0
Definicija 2.7. Polstandardna Youngova tabela (SSYT) T oblike λ je preslikava
T : [λ] → N, ki po posameznih vrsticah šibko narašča, po posameznih stolpcih pa
strogo narašča. Velja torej T (i, j) ≤ T (i, j′) za j < j′ in T (i, j) < T (i′, j) za i < i′.
λ = (4, 3, 2):
T1 :
1 1 1 1
2 2 2
3 4
T2 :
1 2 2 2
2 3 5
3 4
Definicija 2.8. Tip polstandardne Youngove tabele T je α = (α1(T ), α2(T ), . . . ),
kjer αi(T ) pove, kolikokrat število i nastopi v tabeli T. Število SSYT določene
oblike je neskončno, saj lahko vpisujemo poljubno velika naravna števila. Lahko pa
preštevamo SSYT posameznega tipa.
Tip(T1) = (4, 3, 1, 1, 0, . . . ) - edina SSYT tega tipa in oblike.
Tip(T2) = (1, 4, 2, 1, 1, 0, . . . ) - ena izmed treh SSYT tega tipa in oblike:
1 2 2 2
2 3 5
3 4
1 2 2 2
2 3 4
3 5
1 2 2 2
2 3 3
4 5
Definicija 2.9. Standardna Youngova tabela (SYT) je polstandardna Youngova
tabela tipa (1, 1, . . . , 1, 0, 0, . . . ). V tabelo torej vpišemo vsa števila od 1 do |λ| = n.
Ker se vsi vnosi medsebojno razlikujejo, polja strogo naraščajo tako po vrsticah kot
po stolpcih.
λ = (5, 4, 4, 3, 1):
1 2 4 7 15
3 5 6 11
8 9 12 17
10 13 14
16
Število različnih SYT oblike λ označimo z fλ.
6
λ = (3, 2, 1): n = 6, fλ = 16
1 2 3
4 5
6
1 2 3
4 6
5
1 2 4
3 5
6
1 2 4
3 6
5
1 2 5
3 4
6
1 2 5
3 6
4
1 2 6
3 4
5
1 2 6
3 5
4
1 3 4
2 5
6
1 3 4
2 6
5
1 3 5
2 4
6
1 3 5
2 6
4
1 3 6
2 4
5
1 3 6
2 5
4
1 4 5
2 6
3
1 4 6
2 5
3
Za večje tabele je izpis vseh možnosti lahko zelo obsežen in posledično neprak-
tičen, zato nas zanima neposredni izračun fλ. Za λ nekaterih posebnih oblik je
izračun enostaven. V primeru ene same vrstice ali stolpca lahko števila uredimo
naraščajoče le na en način:
1 2 3 . . . n fn = 1 = f 1
n
1
2
3
. . .
n
V primeru dveh enako stolpcev ali vrstic enake dolžine n so SYT ekvivalentne
Dyckovim potem dolžine 2n. Zapis števila v prvo vrstico/stolpec na tistem koraku
pomeni vzpon, zapis v drugo vrstico/stolpec pa spust. V tem primeru SYT prešte-
vajo Catalanova števila.
1 2
3 . . .
. . . . . .
. . . 2n
f 2
n
= Cn =
1
n+1
(
2n
n
)
= fn,n
1 3 . . . . . .
2 . . . . . . 2n
1
2
3
2n
7
V primeru kljuke mora 1 nastopiti v polju (1, 1), preostala števila pa je treba le
razdeliti med vrstico in stolpcem, saj bo nato možna ureditev le ena.
1 2 3 . . . k
. . .
n
fk,1
n−k
=
(
n−1
k−1
)
= fn−k+1,1
k−1
1 . . . n
2
3
. . .
k
Taki enostavni neposredni izračuni so mogoči le pri nekaterih ugodnih razčleni-
tvah. Število različnih SYT za poljubno razčlenitev λ pa podaja formula o kljukah.
Definicija 2.10. Kljuka Youngovega diagrama oblike λ z izhodiščem v (i, j) je
Hij ⊆ [λ], ki vsebuje vsa polja desno od izhodišča v isti vrstici in vsa polja pod
izhodiščem v istem stolpcu (vključno z izhodiščem samim). Torej:
Hij = {(a, b)|a = i in b ≥ j ali a ≥ i in b = j}.
Dolžina kljuke z izhodiščem v (i, j) je število polj v Hij. Označimo jo s hij.
λ = (5, 5, 4, 4, 3, 2): H32
•
h32 = 6
Izrek 2.11 (Formula o kljukah). Število različnih SYT oblike λ izračunamo kot:
fλ =
|λ|!∏
(i,j)∈[λ] hij
.
λ = (5, 5, 4, 4, 3, 2):
10 9 7 5 2
9 8 6 4 1
7 6 4 2
6 5 3 1
4 3 1
2 1
fλ = 23!
10×92×8×72×63×52×43×32×23 = 3272028760
8
Definicija 2.12. Za dani razčlenitvi λ in µ pravimo, da je µ vsebovana v λ, ko velja
µi ≤ λi za vsak i. Uporabimo oznako µ ⊆ λ.
• • •
• • 32 ⊆ 531
• • • •
• •
• •
422 ⊈ 531
Veljajo tranzitivnost (λ ⊆ µ in µ ⊆ ν ⇒ λ ⊆ ν), refleksivnost (λ ⊆ λ) in
antisimetričnost (λ ⊆ µ in µ ⊆ λ ⇒ µ = λ), zato je to delna urejenost na množici
razčlenitev.
Definicija 2.13. Za dani razčlenitvi λ in µ, kjer je µ ⊆ λ, definiramo poševni Yo-
ungov diagram oblike λ/µ kot polja, ki so hkrati vsebovana v Youngovem diagramu
oblike λ in niso vsebovana v Youngovem diagramu oblike µ.
λ = (5, 4, 2), µ = (3, 1):
→
λ/µ:
Tudi v poševne Youngove diagrame lahko vpisujemo števila, da dobimo poševne
Youngove tabele. Definiramo lahko poševne SSYT in poševne SYT, ki slikajo iz polj
[λ/µ], sicer pa zadoščajo enakim pogojem kot navadne SSYT in SYT.
1 1
2 2 2
3
1 2
3 4 5
6
Število različnih poševnih SYT oblike λ/µ označimo z fλ/µ.
λ = (3, 2, 1), µ = (2): fλ/µ = 8
1
2 3
4
1
2 4
3
2
1 3
4
2
1 4
3
3
1 2
4
3
1 4
2
4
1 2
3
4
1 3
2
9
Definicija 2.14. Naj bo D ⊆ [λ]. Za vsako polje (i, j) v D, katerega desni, spodnji
in diagonalni sosed ((i, j + 1), (i+ 1, j) in (i+ 1, j + 1)) niso v D, lahko definiramo
vzbujeno potezo. V množici D polje (i, j) nadomestimo z (i+ 1, j + 1).
λ = (5, 4, 2), D = {(1, 1), (1, 2), (1, 3), (2, 1)}:
→
(2, 1)→ (3, 2)
Definicija 2.15. Za razčlenitvi λ in µ definiramo vzbujeni diagram oblike λ/µ kot
diagram, vsebovan v [λ], ki ga dobimo iz množice [µ] z nekim zaporedjem vzbujenih
potez. Množico vseh vzbujenih diagramov oblike λ/µ označimo z E(λ/µ). Kadar ne
velja µ ⊆ λ, je to prazna množica.
λ = (5, 4), µ = (3, 1):
Izrek 2.16 (Posplošitev formule o kljukah za poševne oblike [7]). Število različnih
poševnih SYT oblike λ/µ izračunamo kot:
fλ/µ = |λ/µ|!
∑
D∈E(λ/µ)
∏
(i,j)∈[λ/D]
1
hij
.
Definicija 2.17. Polja v Youngovih diagramih, ki nimajo niti desnega niti spo-
dnjega soseda, imenujemo spodnji desni koti. Definiramo jih lahko tudi za poševne
Youngove diagrame. Vsak neprazni (poševni) diagram ima vsaj en spodnji desni
kot.
•
•
•
•
•
•
Definicija 2.18. Polja v (poševnih) Youngovih diagramih, ki nimajo niti levega
niti zgornjega soseda, imenujemo zgornji levi koti. Vsak neprazni Youngov diagram
ima natanko en zgornji levi kot - izhodiščno polje (1, 1). Neprazni poševni diagrami
imajo najmanj en zgornji levi kot.
• •
•
•
10
2.2 Frame, Robinson in Thrall
Za kljuko v Youngovem diagramu z izhodiščem v (i, j) definiramo pripadajočo robno
kljuko, ki je sestavljena iz robnih polj tabele in je enake velikosti kot izvirna kljuka.
• • • • •
•
•
•
Robno kljuko lahko razbijemo na dva dela na kateremkoli mestu med dvema
sosednjima poljema. Natanko eden izmed delov je nova, manjša robna kljuka. Kadar
sta polji v isti vrstici, je to zgornji desni del, ki po velikosti ustreza kljuki z izhodiščem
v vrstici i. Sicer je to spodnji levi del, ki po velikosti ustreza kljuki z izhodiščem v
stolpcu j.
• • • •
•
×
• •
•
•
√
• • • •
•
√
• •
•
• ×
Frobeniusova formula za število SYT pravi:
fλ = n!
l(λ)∏
i=1
1
li!
∏
s>i
(li − ls),
kjer je li = λi + l(λ)− i. Formulo preoblikujemo z dolžinami kljuk.
Za kljuko z izhodiščem v nekem polju prvega stolpca (i, 1) robno kljuko razbijemo
na vse možne načine. Velikosti zgornjih desnih delov zavzamejo vrednosti velikosti
kljuk z izhodišči v vrstici i ter vrednosti, ki jih dobimo, če od hi1 odštejemo velikosti
kljuk z izhodišči v prvem stolpcu. Obenem so to vrednosti od 1 do hij.
Produkt vseh dolžin kljuk Pi v vrstici i je tako enak:
hi1!∏
s>i(hi1 − hl1)
.
Ker je hi1 = li, lahko ta izraz vstavimo v Frobeniusovo formulo in dobimo formulo
o kljukah.
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2.3 Greene, Nujenhuis in Wilf
Števila v standardni Youngovi tabeli strogo naraščajo po vrsticah v desno in po
stolpcih navzdol. Največje število n se zato lahko nahaja le v spodnjem desnem
kotu, torej v polju, ki nima niti desnega niti spodnjega soseda.
n
n
n
Razporeditev preostalih števil predstavlja SYT velikosti n−1. Število SYT neke
velikosti zato lahko izrazimo s številom manjših SYT. Dobimo rekurzivno enačbo:
fλ =
∑
k
fλ−k,
kjer je k kot tabele oblike λ, λ − k pa razčlenitev, ki ustreza tabeli brez kota k.
Dobimo identiteto:
1 =
∑
k
fλ−k
fλ
.
Dokaz temelji na tem, da tudi formula o kljukah zadosti tej enakosti. Vstavimo torej
izraz po formuli in pokažemo, da drži dobljena enakost:
1 =
∑
k
1
n
∏
(i,j)∈[λ] hij∏
(i,j)∈[λ−k] hij
.
To storimo tako, da za seštevance najdemo verjetnostno interpretacijo. Želimo, da
vsak seštevanec predstavlja verjetnost nekega dogodka, ti pa skupaj tvorijo popoln
sistem dogodkov (ob vsaki ponovitvi poskusa se zgodi natanko eden med njimi). V
tem primeru se verjetnosti seštejejo v 1. Formula o kljukah potem sledi po indukciji.
V Youngovem diagramu lahko izvajamo sledeči naključni proces. Začnemo v
naključnem polju tabele. V naslednjem koraku naključno izberemo eno izmed pre-
ostalih polj kljuke trenutnega polja in se premaknemo vanj. To ponavljamo, dokler
ne končamo v enem izmed kotov.
• • •
• •
• •
Izračun pokaže, da je verjetnost, da se opisani sprehod konča v kotu k, enaka
pripadajočemu členu v vsoti identitete, ki jo želimo dokazati. Ker se vedno konča v
natanko enem kotu, je vsota verjetnosti po vseh kotih enaka 1.
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2.4 Novelli, Pak in Stoyanovskii
Funkcija kljuke vsakemu polju tabele oblike λ pripiše celo število iz nabora dovoljenih
vrednosti. Te za posamezno polje definira oblika kljuke z izhodiščem v njem. Naj bo
l število polj pod izhodiščem, m pa število polj desno od njega. Za funkcijo kljuke
v izhodiščnem polju so dovoljene vrednosti [−l,m].
0 1 2
−1
−2
−3
Polje (i, j) ima tako hij različnih možnosti. Za obliko λ tako obstaja
∏
(i,j)∈[λ] hij
različnih funkcij kljuke.
λ = (3, 1) :
−1 0 0
0
0 0 0
0
1 0 0
0
2 0 0
0
−1 1 0
0
0 1 0
0
1 1 0
0
2 1 0
0
Obstaja n! različnih razvrstitev števil od 1 do n v tabelo oblike λ. Pokazati želimo,
da je natanko toliko tudi različnih parov SYT oblike λ in neke pripadajoče funkcije
kljuke. V tem primeru velja
fλ ×
∏
(i,j)∈[λ]
hij = n!,
iz česar sledi formula o kljukah. Enakost med števili objektov dokažemo z bijekcijo.
Polja diagrama λ uredimo po obratnem leksikografskem vrstnem redu koordinat,
torej po posameznih stolpcih navzgor, od desne proti levi.
11 7 4 1
10 6 3
9 5 2
8
Imamo neko tabelo oblike λ s števili od 1 do n. Potujemo po poljih v opisa-
nem vrstnem redu in hkrati urejamo njihove vrednosti in definiramo vrednosti nove
funkcije kljuke.
Za vsako obiskano polje preverimo, ali vsebuje število, ki je manjše od svojega
desnega in spodnjega soseda. Če ne, ga zamenjamo z manjšim med njima in nada-
ljujemo s preverjanjem novih sosedov.
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1 5 3
4 2
→ 1 2 3
4 5
Ob zaključku vsakega koraka tabela na območju do vključno obravnavanega polja
ne krši pogojev za SYT. Ko pridemo po vrstnem redu do konca, dobimo SYT.
7 11 2 6
8 1 3
9 4 5
10
→
7 1 2 6
8 3 5
9 4 11
10
Vrednosti nove funkcije so na začetku za vsa polja ničelne. Ob vsakem obiskanem
polju, kjer pride do premika, spremenimo nekaj vrednosti. Ob premiku s polja (i1, j1)
na (i2, j2) poljem v stolpcu j1 med vrsticama i1 in i2 priredimo prejšnjo vrednost
spodnjega soseda, ki ji odštejemo 1. Polju (i2, j1) vrednost nastavimo na j2− j1, kar
je večje ali enako 0.
. ↓ − . .
. ↓ − .
. 0+ .
.
Na koncu skupaj z urejeno SYT dobimo funkcijo kljuke.
Spodaj je prikazano izvajanje algoritma za primer tabele oblike (3, 2). Levo v
paru se nahaja trenutna tabela, na desni pa trenutna funkcija kljuke.
5 2 1
4 3
,
0 0 0
0 0
−→ 5 2 1
4 3
,
0 0 0
0 0
−→ 5 2 1
4 3
,
0 0 0
0 0
−→ 5 1 2
4 3
,
0 1 0
0 0
−→ 5 1 2
3 4
,
0 1 0
1 0
−→ 1 2 5
3 4
,
2 1 0
1 0
Inverzni algoritem pokaže, da gre za bijekcijo.
2.5 Konvalinka
Posplošena formula o kljukah za poševne oblike pravi:
fλ/µ = |λ/µ|!
∑
D∈E(λ/µ)
∏
(i,j)∈[λ]\D
1
hij
.
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Če je µ prazna razčlenitev, je edini vzbujeni diagram sam diagram λ/µ = λ, zato ima
vsota le en člen. Iz tega res sledi navadna formula o kljukah. Ta bo tako dokazana
posredno skupaj s posplošeno verzijo.
Števila v (poševni) standardni Youngovi tabeli strogo naraščajo po vrsticah v
desno in po stolpcih navzdol. Najmanjše število se zato lahko nahaja le v zgornjem
levem kotu, torej v polju, ki nima levega ali zgornjega soseda.
1 1
1
Razporeditev preostalih števil je ekvivalentna poševni SYT velikosti n − 1, le
vrednosti polj tečejo od 2 do n namesto od 1 do n− 1. Število poševnih SYT neke
velikosti zato lahko izrazimo s številom manjših poševnih SYT.
Pravimo, da razčlenitev λ pokriva µ, če je µ ⊆ λ in |λ/µ| = 1. Razčlenitev λ
torej dobimo iz µ, če neki (lahko tudi novi) vrstici dodamo eno polje. Uporabimo
oznako µ⋖ λ.
µ = (3, 1) :
Število poševnih SYT lahko izrazimo rekurzivno s številom poševnih SYT, ki jim
manjka eden izmed levih zgornjih kotov. To so ravno oblike λ/ν, kjer ν pokriva µ
in je vsebovana v λ.
λ = (5, 4, 2), µ = (3, 1):
•
•
•
Dobimo enačbo:
fλ/µ =
∑
µ⋖ν⊆λ
fλ/ν .
Ta dokaz temelji na tem, da tudi posplošena formula o kljukah zadosti tej enakosti.
Vstavimo torej izraz po formuli in delimo z (|λ/µ| − 1)!:
|λ/µ|
∑
D∈E(λ/µ)
∏
(i,j)∈[λ]\D
1
hij
=
∑
µ⋖ν⊆λ
∑
D∈E(λ/ν)
∏
(i,j)∈[λ]\D
1
hij
.
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Po preoblikovanju, uvedbi spremenljivk xi in yj in posplošitvi dobimo končno obliko
izraza, ki ga poskušamo dokazati:
 ∑
∄i:λk−k
=µi−i
xk +
∑
∄j:λ′k−k
=µ′j−j
yk
 ∑
D∈E(λ/µ)
∏
(i,j)∈D
(xi + yj) =
∑
µ⋖ν⊆λ
∑
D∈E(λ/ν)
∏
(i,j)∈D
(xi + yj).
(2.1)
Za dokaz tega izraza uporabimo bijekcijo. Najprej obe strani enačbe interpretiramo
kot štetje objektov.
Oglejmo si še enkrat vzbujene diagrame oblike λ/µ.
λ = (5, 5, 5, 3, 1), µ = (3, 1) :
↘
↘
↘ ↘
↘
Namesto s celotnim diagramom lahko premike predstavimo v tabeli oblike µ,
kjer v vsako polje vpišemo število premikov tega polja.
0 1 2
2
Prispevek posameznega člena
∏
(i,j)∈D (xi + yj) za neki vzbujeni diagram D zdaj
lahko zapišemo kot: ∏
(i,j)∈[µ]
(xi+Tij + yj+Tij),
kjer je T taka tabela, ki ustreza D.
Pri izračunu produkta v vsakem oklepaju izberemo bodisi člen xi+Tij bodisi
yj+Tij . V prvem primeru naj bo vnos v polju (i, j) tabele oblike µ zapisan s črno, v
drugem pa z rdečo.
Tabelo s črnimi in rdečimi nenegativnimi vnosi, ki po vrsticah in stolpcih šibko
naraščajo, imenujemo dvobarvna tabela. Z B(µ) označimo množico dvobarvnih tabel
oblike µ, z B(µ, λ) pa množico dvobarvnih tabel T oblike µ, ki ustrezajo nekemu
vzbujenemu diagramu λ/µ.
Utež dvobarvne tabele T oblike µ je:
w(T ) =
∏
(i,j)∈b(T )
xi+Tij
∏
(i,j)∈[T ]\b(T )
yj+Tij ,
kjer b(T ) predstavlja polja s črnimi vnosi.
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λ = (5, 5, 5, 3, 1), µ = (3, 1); nekaj elementov B(µ, λ):
0 1 2
2
x1 x2 x3
x4
0 1 2
2
x1 y3 x3
x4
x1x2x3x4 x1x3y3x4
0 1 2
2
x1 y3 y5
y3
0 1 2
2
y1 y3 y5
y3
x1y
2
3y5 y1y
2
3y5
Izraz (2.1), ki ga poskušamo dokazati, zdaj interpretiramo. Naj bo W(µ, λ)
množica vseh členov xk in yk, ki nastopajo v oklepaju na levi strani enačbe, torej:
W(µ, λ) = {xk : λk − k ̸= µi − i za vse i} ∪ {yk : λ′k − k ̸= µ′j − j za vse j}.
Leva stran enakosti (2.1) prešteva kartezični produkt B(µ, λ)×W(µ, λ), kjer je utež
posameznega para (T, z) enaka w(T )z.
Desna stran (2.1) prešteva množico
⋃
ν B(µ, λ), kjer je unija po vseh razčlenitvah
ν, ki pokrijejo µ in so vsebovane v λ. Utež posamezne tabele T je w(T ).
Veljavnost izraza pokažemo z bijekcijo, ki ohranja uteži, v obliki algoritma izri-
vanja.
Definiramo proces vstavljanja nekega z ∈ {x1, y1, x2, y2, . . . } v dvobarvno tabelo
T oblike µ. Če je z oblike yk, se premaknemo v naslednjo vrstico navzdol (na začetku
v prvo vrstico). V tej vrstici izberemo stolpec z največjo koordinato j, kjer lahko
vrednost polja spremenimo v k − j in vrstica še vedno šibko narašča. Novi vnos je
rdeče barve, utež prejšnje vrednosti pa predstavlja novi z, s katerim nadaljujemo
proces.
T =
0 1 2
2
z = y3 premaknemo se v 1. vrstico
j = 1: 3− 1 = 2 2 ≰ 1 ≤ 2 ×
j = 2: 3− 2 = 1 0 ≤ 1 ≤ 2 √
j = 3: 3− 3 = 0 0 ≤ 1 ≰ 0 ×
T ′ =
0 1 2
2
z′ = x2 nahajamo se v polju (1, 2)
V primeru, da je z oblike xk, se premaknemo v naslednji stolpec na desno (na začetku
v prvi stolpec). V njem poiščemo vrstico z največjo koordinato i, da lahko vrednost
polja spremenimo v k − i in ohranimo urejenost stolpca. Novi vnos je črne barve,
utež prejšnje vrednosti pa predstavlja novi z, s katerim nadaljujemo proces.
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T ′ =
0 1 2
2
z′ = x2 premaknemo se v 3. stolpec
i = 1: 2− 1 = 1 1 √
i = 2: 2− 2 = 0 2 ≰ 0 ×
T ′′ =
0 1 1
2
z′′ = x3 nahajamo se v polju (1, 3)
Ponavljamo korak in končamo, ko novo polje pristane zunaj µ, rezultat pa je
dvobarvna tabela oblike ν, ki pokriva µ. Označimo jo s ψµ(T, z).
T ′′ =
0 1 1
2
z′′ = x3 premaknemo se v 4. stolpec
i = 1: 3− 1 = 2 1 √
ψµ(T, z) =
0 1 1 2
2
Proces se vedno konča in je bijekcija, ki ohranja uteži:
ψµ : B(µ)× {x1, y1, x2, y2, . . . } −→
⋃
ν
B(ν),
kjer je unija po razčlenitvah ν, ki pokrivajo µ.
Za T ∈ B(µ, λ) rezultat ψµ(T, z) ∈
⋃
ν B(ν) ni nujno v
⋃
ν B(µ, λ). V tem primeru
odstranimo edino polje v [ν/µ] in tako dobimo novo spremenljivko z′ ter tabelo T ′
oblike µ. Izračunamo ψµ(T ′, z′). Če je v
⋃
ν B(µ, λ), končamo, sicer ponavljamo,
dokler se to ne zgodi.
Proces imenujemo ponavljajoče vstavljanje. Vedno se konča in je bijekcija, ki
ohranja uteži:
ψµ,λ : B(µ)×W(µ) −→
⋃
ν
B(ν, λ),
kjer je unija po razčlenitvah ν, ki pokrivajo µ in so vsebovane v λ.
2.6 Primerjava dokazov
Opisani dokazi imajo različne prednosti in slabosti. Prvi (Frame, Robinson, Thrall)
je manj zapleten, a temelji na že obstoječi formuli in ne ponuja vpogleda v vlogo
kljuk. Drugi (Greene, Nujenhuis, Wilf) je za razliko od tretjega (Novelli, Pak,
Stoyanovskii) rekurziven in ne bijektiven, a je kljub temu bolj eleganten. Tudi
zadnji dokaz (Konvalinka) je bolj zapleten bijektivni, a dokazuje bolj splošno obliko
formule.
18
3 Prvotni dokaz
Simetrična grupa Sn je množica vseh permutacij z operacijo kompozicije. Njene
nerazcepne upodobitve so indeksirane z razčlenitvami λ števila n. Vsaki tako lahko
pripišemo tudi ustrezen Youngov diagram oblike λ.
Dimenzija vsake take upodobitve je enaka številu standardnih Youngovih tabel
oblike λ, torej fλ.
Vrednost fλ se da izračunati tudi s pomočjo teorije upodobitev. Že pol stoletja
preden je bila znana formula o kljukah, sta Frobenius in Young neodvisno prišla do
sledeče formule:
fλ = n!
l(λ)∏
i=1
1
li!
∏
s>i
(li − ls),
kjer je li = λi + l(λ) − i. Dokaz temelji na izračunu karakterja identitete, tukaj ga
izpustimo.
Naj bo polje (i, 1) izhodišče kljuke. Vsa polja v isti vrstici desno od (i, 1) sesta-
vljajo roko kljuke (λi− 1 polj). Zadnje med njimi (i, λi) je glava kljuke. Vsa polja v
prvem stolpcu nižje od izhodišča predstavljajo nogo kljuke (l(λ)− i polj). Najnižje
med njimi (l(λ), 1) je stopalo kljuke.
••
•
Polje (i′, j′) je robno polje tabele natanko takrat, ko v njej ne obstaja polje
(i′+1, j′+1). Tako glava kot stopalo kljuke sta robni polji. Tidve polji sta povezani
z robom, ki je sestavljen iz vseh robnih polj med njima.
• • • • •
•
•
Ta rob ima natanko toliko polj kot kljuka sama, torej hi1. Če se namreč v tabeli
od glave sprehodimo do stopala po kljuki ali po robu, v vsakem primeru delamo
premike samo v levo ali navzdol. Ker končamo v istem polju, smo v obeh primerih
naredili enako število posamezne vrste premikov. Takemu robu pravimo robna kljuka
z izhodiščem v polju (i, 1).
Polja robne kljuke označimo po vrsti od glave do stopala. Pot lahko prerežemo
na dva dela med katerima koli zaporednima poljema m in m+1. Obravnavamo dva
primera.
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3 2 1
4
7 6 5
Če sta polji m in m+1 v isti vrstici, to pomeni, da je m najnižje polje v svojem
stolpcu k. To pomeni, da je m stopalo kljuke z izhodiščem v (i, k), zgornji desni del
robne kljuke pa je sam robna kljuka z izhodiščem (i, k) dolžine m = hik. Spodnji
levi del pa po drugi strani ni robna kljuka. Polje m + 1 namreč ne more biti glava
kljuke, saj ima desnega soseda (polje m).
m
• • • • •
•
•
× • • √
Ravno obratno je, kadar sta m in m + 1 v istem stolpcu. Spodnji levi del je
robna kljuka, saj polje m+1 v svoji vrstici l nima desnega soseda in je glava kljuke
z izhodiščem v (l, 1). Po drugi strani pa ima polje m spodnjega soseda (m + 1)
in zato ne more biti stopalo. Zgornji desni del ni robna kljuka. Njena dolžina je
m = hi1 − hl1.
m
• • •
•
√ • • •
•
•
×
Zdaj si oglejmo poti po robu s polji od 1 do r, kjer gre r od 1 do hi1. Poti so
očitno dolžin od 1 do hi1.
Dobljene poti predstavljajo zgornje desne dele, ki nastanejo, če robno kljuko z
izhodiščem v (i, 1) prerežemo za vsakim poljem od 1 do hi1. Zato hkrati velja, da
vsaka posamezna dolžina zavzame bodisi vrednost hik (j ≤ k ≤ λi) bodisi hi1 − hl1
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(i < l ≤ l(λ)). Te vrednosti so tako paroma različne in tvorijo permutacijo naravnih
števil med 1 in hi1.
Sledi:
hi1! =
(
λi∏
j=1
hij
) l(λ)∏
s=i+1
hi1 − hs1
 .
Produkt vseh dolžin kljuk v diagramu zdaj lahko zapišemo drugače:
∏
(i,j)∈[λ]
hij =
l(λ)∏
i=1
λi∏
j=1
hij =
l(λ)∏
i=1
hi1!∏
s>i(hi1 − hs1)
=
l(λ)∏
i=1
hi1!
∏
s>i
1
(hi1 − hs1) .
Opazimo, da so dolžine kljuk z izhodiščem v prvem stolpcu hi1 = λ1 + l(λ) − i
ravno števila li, ki nastopajo v prej zapisani obliki Frobeniusove formule. Če vanjo
vstavimo li = hi1, dobimo:
fλ = n!
l(λ)∏
i=1
1
hi1
∏
s>i
(hi1 − hs1) = n!∏
(i,j)∈[λ] hij
.
Dokazali smo formulo o kljukah.
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4 Verjetnostni dokaz
Števila v standardni Youngovi tabeli strogo naraščajo po vrsticah v desno in po
stolpcih navzdol. Največje število n se zato nahaja v enem izmed spodnjih desnih
kotov.
•
•
•
Število SYT tako lahko izrazimo rekurzivno z manjšimi tabelami kot:
fλ =
∑
k
fλ−k,
kjer je k kot tabele oblike λ, λ− k pa razčlenitev, ki ustreza tabeli brez kota k.
Za dokaz formule o kljukah po indukciji zadošča, da pokažemo, da tudi njena
desna stran zadosti tej rekurziji. (Formula trivialno drži za tabelo velikosti 0.)
To storimo tako, da identiteti
1 =
∑
k
fλ−k
fλ
najdemo verjetnostno interpretacijo.
V ta namen definiramo prehod po Youngovem diagramu. Najprej z verjetnostjo
1
n
izberemo polje (i, j), v katerem proces začnemo. Pot nadaljujemo z naključnim
premikom v eno izmed preostalih polj kljuke Hij. Pripadajoča verjetnost za posa-
mezno polje je enaka 1
hij−1 . Proces nadaljujemo, dokler ne pristanemo v enem izmed
spodnjih desnih kotov.
Naj bo
P : (ab) = (a1b1)→ (a2b2)→ · · · → (ambm) = (αβ)
pot poskusa, ki se začne v polju (a, b) in konča v (α, β).
Pripadajočo vertikalno in horizontalno projekcijo poti definiramo kot množici
A = {a1, a2, · · · , am} in B = {b1, b2, · · · , bm}.
S p(A,B | a, b) označimo verjetnost, da dobimo končni projekciji A in B, če smo
pot začeli v polju (a, b).
Lema 4.1. Trdimo, da velja:
p(A,B | a, b) =
∏
i∈A,i ̸=a
1
hiβ − 1
∏
j∈B,j ̸=b
1
hαj − 1 .
Dokaz. Uporabimo indukcijo na dolžini poti m. Očitno velja:
P ({α}, {β} |α, β) = 1.
(V tem primeru smo pot že začeli v nekem spodnjem desnem kotu).
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Na vsakem koraku se premaknemo bodisi na desno po isti vrstici bodisi navzdol
po istem stolpcu. Spremeni se samo ena koordinata. Da dobimo projekciji A in B,
mora biti prvi premik s polja (a, b) = (a1, b1) na (a2, b) ali pa na (a, b2). Verjetnost
vsakega od njiju je enaka 1
hab−1 .
Verjetnost projekcij lahko sedaj izrazimo kot:
p(A,B | a, b) = 1
hab − 1(p(A− a,B | a2, b) + p(A,B − b | a, b2)).
Indukcijska predpostavka pravi:
p(A− a,B | a2, b) = (haβ − 1)Π,
p(A,B − b | a, b2) = (hαb − 1)Π,
kjer je Π =
∏
i∈A,i ̸=a
1
hiβ−1
∏
j∈B,j ̸=b
1
hαj−1 .
Iz tega sledi:
p(A,B | a, b) = 1
hab − 1((haβ − 1) + (hαb − 1))Π.
Faktorja se izničita:
(haβ − 1) + (hαb− 1) = λa− β + α− a+ β − b+ λ′b− α = λa− b+ λ′b− a = hab− 1.
aβ
αb
ab
Torej je p(A,B | a, b) = Π.
Verjetnost, da se iteracija opisanega naključnega procesa konča v polju (α, β),
označimo s p(α, β). Ogledamo si vse poti, ki pripeljejo vanj, vsaka je določena s
pripadajočima projekcijama A in B. Verjetnost posamezne poti je enaka verjetnosti,
da za prvo polje izberemo njeno izhodišče, pomnoženi z verjetnostjo, da z začetkom
v tem polju končamo s takima projekcijama. Velja torej:
p(α, β) =
∑
A,B,a,b
p(a, b)× p(A,B | a, b) = 1
n
∑
A,B,a,b
p(A,B | a, b),
kjer vsota teče po A ⊆ {1, . . . , α}, B ⊆ {1, . . . , β}, a = min A, b = min B. Vstavimo
prej dokazani izraz in dobimo:
p(α, β) =
1
n
∑
A,B,a,b
( ∏
i∈A,i ̸=a
1
hiβ − 1
∏
j∈B,j ̸=b
1
hαj − 1
)
.
Vsoto členov lahko razstavimo na produkt (posamezni člen ustreza določeni izbiri
števila 1 ali ulomka v vsakem faktorju):
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p(α, β) =
1
n
∏
1≤i<α
(
1 +
1
hiβ − 1
) ∏
1≤j<β
(
1 +
1
hαj − 1
)
.
Preuredimo:
p(α, β) =
1
n
∏
1≤i<α
hiβ
hiβ − 1
∏
1≤j<β
hαj
hαj − 1 .
Zdaj si oglejmo razmerje f
λ−k
fλ
, kjer je kot k = (α, β):
fλ−k
fλ
=
(n− 1)!
n!
∏
(i,j)∈[λ] hij∏
(i,j)∈[λ−k] hij
=
1
n
∏
1≤i<α
hiβ
hiβ − 1
∏
1≤j<β
hαj
hαj − 1 .
Vsak člen v vsoti identitete, ki jo želimo dokazati, smo interpretirali kot verjetnost,
da se naključni proces konča v nekem spodnjem desnem kotu. Ker se proces vedno
konča v natanko enem desnem spodnjem kotu, torej velja:∑
k
fλ−k
fλ
=
∑
(α,β)
p(α, β) = 1.
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5 Neposredni bijektivni dokaz
5.1 Uvod
Naj bo funkcija kljuke je funkcija f , ki vsakemu polju (i, j) Youngovega diagrama
[λ] priredi celo število f(i, j), tako da je izpolnjen pogoj:
−(λ′j − i) ≤ f(i, j) ≤ (λi − j).
λ = (6, 5, 3, 3)
i = j = 2 :
0 1 2 3
−1
−2
Prireditve števil posameznim poljem so medsebojno neodvisne. Vseh možnosti
je tako: ∏
(i,j)∈[λ]
(λi − j + λ′j − i+ 1) =
∏
(i,j)∈[λ]
hij.
Za vsak diagram oblike λ obstaja
∏
(i,j)∈[λ] hij različnih funkcij kljuke.
Število različnih standardnih Youngovih tabel oblike λ smo označili s fλ. Šte-
vilo različnih Youngovih tabel oblike λ, v katerih so števila od 1 do n poljubno
razporejena, je očitno n!. Oglejmo si dve množici:
1. množica vseh različnih parov oblike (T, f), kjer je T neka SYT oblike λ in f
neka funkcija kljuke,
2. množica vseh Youngovih tabel oblike λ s poljubno razporejenimi števili od 1
do n.
Če dokažemo, da sta množici enake kardinalnosti, sledi:
fλ ×
∏
(i,j)∈[λ]
hij = n!
in velja formula o kljukah.
Konstruiramo par inverznih algoritmov, ki bijektivno slika med obema množi-
cama.
5.2 Prvi algoritem
Najprej definiramo dva pomožna algoritma. Prvi od njiju izbrano število v dani
Youngovi tabeli primerja s številoma v poljih neposredno desno in spodaj (če ob-
stajata). Če izbrano število ni najmanjše med njimi, mu zamenjamo položaj z
najmanjšim in postopek nadaljujemo z novima sosedoma. V nasprotnem primeru
zaključimo, rezultat pa je Youngova tabela enake oblike kot tista na vhodu.
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a b
c
↦−→ a b
c
b a
c
c b
a
min {a, b, c} = a min {a, b, c} = b min {a, b, c} = c
Algoritem 1: P (A, a)
Input: Youngova tabela A velikosti n in naravno število a ≤ n
Output: Youngova tabela
repeat
z (i0, j0) označi koordinate polja v A, ki vsebuje a;
if j0 < λi0 then b = A(i0, j0 + 1) else b = n+ 1;
if i0 < λ′j0 then c = A(i0 + 1, j0) else c = n+ 1;
if a > b ali a > c then
v A zamenjaj lokaciji števili a in min(b, c);
end
until a ≤ b in a ≤ c;
return A
Primer 5.1. Izvedba algoritma P na tabeli oblike (3, 2, 2) in številu 5.
5 1 4
2 3
6 7
−→
1 5 4
2 3
6 7
−→
1 3 4
2 5
6 7
Za polja Youngovih tabele neke oblike definiramo dve preslikavi glede na obratni
leksikografski vrstni red koordinat. Funkcija naslednika s vsakemu polju (razen
zadnjemu) pripiše polje, ki mu v tem vrstnem redu sledi. Funkcija predhodnika s−1
je njen inverz. Kadar rečemo, da je neko polje v tabeli pred drugim, imamo v mislih
ta vrstni red.
λ = (6, 5, 3, 3) :
17 13 9 5 3 1
16 12 8 4 2
15 11 7
14 10 6
Drugi pomožni algoritem sprejme Youngovo tabelo, neko njeno funkcijo kljuke
in neko tako polje, da je tabela do njega urejena. Veljati mora, da v poljih pred njim
vključno z njim ni nobene kršitve naraščajoče urejenosti po posameznih vrsticah in
stolpcih.
S klicem prvega pomožnega algoritma je naslednik tega polja potisnjen na po-
ložaj, ki zadosti pogojem urejenosti. Glede na premik in prejšnjo funkcijo kljuke je
definirana nova.
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Algoritem vrne novo tabelo, novo funkcijo kljuke in naslednika prejšnjega polja,
do katerega je tabela zdaj urejena.
Algoritem 2: Q(A, f)
Input: Youngova tabela A, polje (i0, j0) ̸= (1, 1), do katerega je A urejena,
in pripadajoča funkcija kljuke f
Output: Youngova tabela B, naslednik polja na vhodu s(i0, j0) in funkcija
kljuke g
(i1, j1) = s(i0, j0) in a = A(i1, j1);
s pomožnim algoritmom izračunaj B = P (A, a);
z (i2, j2) označi koordinate polja v B, ki vsebuje a;
g(i, j) =

j2 − j1 : če i = i2, j = j1,
f(i+ 1, j)− 1 : če i1 ≤ i < i2, j = j1
f(i, j) : sicer
;
return (B, s(i0, j0), g)
Ob vsakem izvajanju algoritma P število, ki se na začetku nahaja na s(i0, j0),
potuje navzdol in v desno. Vsa preostala polja v tem delu tabele po vrsticah in
stolpcih naraščajo. Ker se zamenja z manjšim številom, je urejenost v stolpcu ali
vrstici, ki jo zapusti, zagotovljena. Ko se proces ustavi, je pravilno umeščeno tudi
to število in je celoten del tabele urejen.
Ker je f funkcija kljuke, so vrednosti, ki ostanejo nespremenjene, v pravem in-
tervalu. Vsako polje ima spodnjo omejitev vrednosti za 1 nižjo od svojega spodnjega
soseda, zato bo tudi pripis te vrednosti, ki se ji odšteje 1, ustrezen. Polje (i2, j1)
ima na svoji desni vsaj j2 − j1 polj in prav tako zadošča omejitvi. Tudi g je torej
funkcija kljuke za tabelo dane oblike.
Zdaj lahko definiramo algoritem, ki slika iz druge množice v prvo. Začnemo
z Youngovo tabelo s poljubno razporeditvijo v prvem polju. S klici pomožnega
algoritma povečujemo območje urejenosti, dokler ne dobimo para SYT in funkcije
kljuke iz prve množice.
Algoritem 3: L(A)
Input: Youngova tabela A s poljubno razporejenimi elementi 1, . . . , n
Output: Standardna Youngova tabela in pripadajoča funkcija kljuke
f(i, j) = 0 za vsak i, j;
z (i0, j0) označi koordinate prvega polja v A;
repeat
posodobi vrednosti spremenljivk s klicem drugega pomožnega algoritma
Q(A, f, (i0, j0));
until (i0, j0) = (1, 1);
return (A,f)
Primer 5.2. Izvedba algoritma L na tabeli oblike (3, 2, 2). Na levi strani je prika-
zana trenutna tabela, na desni pa trenutna funkcija kljuke. Vsak korak predstavlja
iteracijo algoritma Q na osenčenem elementu.
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4 1 6
2 5
7 3
,
0 0 0
0 0
0 0
−→
4 1 6
2 5
7 3
,
0 0 0
0 0
0 0
−→
4 1 6
2 5
7 3
,
0 0 0
0 0
0 0
−→
4 1 6
2 3
7 5
,
0 0 0
0 −1
0 0
−→
4 1 6
2 3
7 5
,
0 0 0
0 −1
0 0
−→
4 1 6
2 3
5 7
,
0 0 0
0 −1
1 0
−→
4 1 6
2 3
5 7
,
0 0 0
0 −1
1 0
−→
1 3 6
2 4
5 7
,
−1 0 0
1 −1
1 0
5.3 Drugi algoritem
Zdaj definiramo še inverzni algoritem. Zopet potrebujemo dva pomožna algoritma.
Prvi od njiju lokacijo izbranega števila v dani Youngovi tabeli primerja z lokacijo
podanega polja. Če število v vrstnem redu nastopi pred tem poljem, mu zamenjamo
položaj z večjim izmed zgornjega in levega soseda. Ponavljamo tako dolgo, da to ne
drži več. Rezultat je Youngova tabela enake oblike kot tista na vhodu.
b′
c′ a′
↦−→ b
′
c′ a′
a′
c′ b′
b′
a′ c′
(i′1, j
′
1) ni pred (i′0, j′0) sicer: max {b′, c′} = b′ max {b′, c′} = c′
Algoritem 4: P ′(T, a′, (i′0, j′0))
Input: Youngova tabela T velikosti n, naravno število a′ ≤ n in polje
(i′0, j
′
0)
Output: Youngova tabela
z (i′1, j′1) označi koordinate polja v T , ki vsebuje a′;
while (i′1, j′1) v zaporedju pred (i′0, j′0) do
if j′1 > j′0 then b = T (i′1, j′1 − 1) else b′ = 0;
if i′1 > 0 then c = T (i′1 − 1, j′1) else c′ = 0;
v T zamenjaj lokaciji števili a′ in max(b′, c′);
z (i′1, j′1) označi koordinate polja v T , ki vsebuje a′;
end
return T
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Primer 5.3. Izvedba algoritma P ′ na tabeli oblike (3, 3, 2), številu 7 in polju(1, 2).
2 1 6
4 3 7
8 5
−→
2 1 7
4 3 6
8 5
−→
2 7 1
4 3 6
8 5
Vsak premik števila je bodisi navzgor (N) ali na levo (W ). Celotno pot števila
zakodiramo kot besedo teh črk, ki jih po vrsti pišemo od desne proti levi. (Če se
število a′ premika: W , W , N ; mu pripada kodiranje NWW .)
Besede uredimo z leksikografskim vrstnim redom tako, da je beseda, ki ima na
prvem mestu neujemanja N , pred tako, ki tam že konča, zadnja pa je taka z W na
tem mestu. Na primer:
NNN < NN < NNW.
Za Youngovo tabelo U , funkcijo kljuke g′ in polje (i′1, j′1) definiramo množico
kandidatnih polj kot {(i, j); i ≥ i′1, g′(i, j′1) ≥ 0 in j = j′1 + g′(i, j′1)}.
To so polja, ki niso višje od vrstice i′1, od stolpca j′1 pa so oddaljena g′(i, j′1) polj
v desno. V vsaki vrstici je največ eno. Glede na definicijo popravka funkcije kljuke
na posameznem koraku izvajanja algoritma Q so to ravno polja, za katera je glede
na vrednosti funkcije kljuke mogoče, da smo neki element z iteracijo algoritma Q
ravnokar prestavili iz (i′1, j′1) v (i, j).
g′(i, j′1) :
2
3
−1
0
•
Kandidatni elementi so števila v teh poljih, maksimalni kandidatni element pa
je tisti med njimi, ki ima največje kodiranje.
Pozneje bomo videli, da se poti kandidatnih elementov ne sekajo, maksimalni pa
je tisti med njimi, ki ima najbolj zgornje desno pot.
Drugi pomožni algoritem sprejme Youngovo tabelo, neko njeno funkcijo kljuke
in tako polje, da je tabela do njega urejena. S klicem prvega pomožnega algoritma
maksimalni kandidatni element za to polje potuje izven urejenega dela tabele. Glede
na premik in prejšnjo funkcijo kljuke je definirana nova.
Algoritem vrne novo tabelo, novo funkcijo kljuke in predhodnika prejšnjega polja.
do katerega je tabela sedaj urejena.
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Algoritem 5: Q′(T, g′, (i′0, j′0))
Input: Youngova tabela T , pripadajoča funkcija kljuke g′ in polje (i′0, j′0),
do katerega je T urejena in ki ni prvo v vrstnem redu
Output: Youngova tabela U , predhodnik polja na vhodu s−1(i′0, j′0) in
funkcija kljuke f ′
s p označi maksimalni kandidatni element T ;
z (i′1, j′1) označi koordinate polja v T , ki vsebuje p;
s pomožnim algoritmom izračunaj U = P ′(T, p, (i′0, j′0));
f ′(i, j) =

0 : če i = i′0, j = j′0,
g′(i− 1, j) + 1 : če i′0 < i ≤ i′1, j = j′0
g′(i, j) : sicer
;
return (U, f, s−1(i′0, j′0))
Opazimo, da je nastala tabela nujno urejena do polja s−1(i′0, j′0) le, če se maksi-
malni kandidatni element premakne na polje (i′0, j′0). V nasprotnem primeru morda
to ne drži.
Popravki funkcije kljuke so obratni kot pri algoritmu Q.
Zdaj lahko definiramo algoritem, ki slika iz prve množice v drugo. Začnemo s
parom standardne Youngove tabele in funkcijo kljuke iz prve množice v zadnjem
polju. S klici pomožnega algoritma zmanjšujemo območje urejenosti, dokler ne
dobimo neke poljubno urejene Youngove tabele iz druge množice.
Algoritem 6: R(T, g′)
Input: Standardna Youngova tabela T in pripadajoča funkcija kljuke g′
Output: Youngova tabela
(i′0, j
′
0) = (1, 1);
while (i′0, j′0) ni zadnje polje v T do
posodobi vrednosti spremenljivk s klicem drugega pomožnega algoritma
Q′(T, g′, (i′0, j
′
0));
end
return (T,f)
Primer 5.4. Izvedba algoritma R na tabeli oblike (3, 2, 2). Na levi strani je prika-
zana trenutna tabela, na desni pa trenutna funkcija kljuke. Vsak korak predstavlja
iteracijo algoritma Q′, kjer so kandidatni elementi pa označeni svetlo sivo, relevantno
polje pa temno sivo (kadar ni že samo kandidatno polje).
1 3 6
2 4
5 7
,
−1 0 0
1 −1
1 0
−→
4 1 6
2 3
5 7
,
0 0 0
0 −1
1 0
−→
4 1 6
2 3
5 7
,
0 0 0
0 −1
1 0
−→
4 1 6
2 3
7 5
,
0 0 0
0 −1
0 0
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−→
4 1 6
2 3
7 5
,
0 0 0
0 −1
0 0
−→
4 1 6
2 5
7 3
,
0 0 0
0 0
0 0
−→
4 1 6
2 5
7 3
,
0 0 0
0 0
0 0
−→
4 1 6
2 5
7 3
,
0 0 0
0 0
0 0
5.4 Inverznost algoritmov
Za dokaz bijektivnosti preslikave med obema množicama moramo pokazati, da sta
algoritma L in R medsebojno inverzna. Ker sta oba pravzaprav ponavljajoče izva-
janje algoritma Q ali Q′, je dovolj dokazati, da sta medsebojno inverzna tadva. To
v splošnem ne drži, lahko pa pokažemo, da velja za vse primere, ki se pojavijo.
Naj bo C množica vseh trojic (A, f, (i0, j0)), da velja:
• (i0, j0) je polje v A,
• A je urejena do polja (i0, j0),
• f je funkcija kljuke, ki je ničelna za vsa polja naprej od (i0, j0),
• vsak kandidatni element p za (A, f, (i0, j0)) se ob izvajanju algoritma P ′ na
(A, p, (i0, j0)) premakne na polje (i0, j0).
Jasno je, da sta trojici, s katerima v L in R inicializiramo izvajanje Q in Q′,
vsebovani v C. Pozneje bomo pokazali, da množica C vsebuje vse vmesne trojice,
ki se lahko pojavijo pri izvajanju algoritmov L in R.
Pot elementa a v tabeli A definiramo kot množico polj, skozi katera med izvaja-
njem algoritma P potuje.
→ ↓
↓
→ •
Obratna pot elementa a′ v tabeli A′ glede na polje (i′0, j′0) je množica polj, skozi
katera potuje med izvajanjem algoritma P ′.
Imamo neko pot pi elementa a v polju (i0, j0) in neko obratno pot pi′ elementa a′
glede na polje s−1(i0, j0). Za a′ pravimo, da je levo od poti pi, če so vsa polja pi′, ki
se nahajajo v najnižji vrstici, ki vsebuje tudi kakšen element pi, šibko levo od vseh
teh.
→ → ↓
• ← → → •
↑
↑ ←
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Če take vrstice ni ali pogoj ni izpolnjen, pravimo, da je a′ desno od poti pi.
Trditev 5.5. Za (A, f, (i0, j0)) v C in pot pi elementa v polju s(i0, j0) v A velja: če
je a′ ≤ n in je pi′ obratna pot a′ glede na (i0, j0), potem so vsi elementi pi′ razen
morda s(i0, j0) na isti strani pi.
Dokaz. Če je i0 = 1, se celotna pot pi nahaja v najnižji vrstici. Vsi elementi tabele
razen tistih šibko levo od s(i0, j0) so na desni strani pi, torej trditev velja.
• ←
↑ ←
→ → •
V nadaljevanju predpostavimo, da velja i0 ̸= 1. Obravnavamo polje (i, j) s
številom δ. Če je edini element svoje obratne poti pi′, trditev avtomatično drži. V
nasprotnem primeru pi′ vsebuje tudi (i − 1, j) ali (i, j − 1). Dovolj je dokazati, da
večje med njima leži na isti strani pi kot δ, ostalo sledi po indukciji.
Če (i−1, j−1) ni v pi, potem trditev drži, razen morda v primeru, ko je (i, j−1) =
s(i0, j0). Za naprej predpostavimo, da je (i− 1, j− 1) v pi. Če je njeno zadnje polje,
sta po definiciji tako (i, j) kot njegov večji sosed na isti strani pi. Sicer je eden izmed
(i− 1, j) in (i, j − 1) prav tako v pi.
∗
∗ δ
Glede na to, kateri sosed je večji, imamo dve možnosti. Pot pi nadaljuje s polja
α na polje manjšega soseda β, pot pi pa s polja δ na polje večjega soseda γ. V prvem
primeru sta δ in večji sosed γ oba na levi, v drugem pa oba na desni.
α β
γ δ
α β
γ δ
Trditev 5.6. (Enaka notacija kot prej.) Če a′ ni v polju s(i0, j0) in velja i0 ̸= 1, je
a′ levo od pi natanko takrat, ko je (i0, j0) v pi′.
Dokaz. Ker je (i0, j0) za i0 ̸= 1 levo od pi, velja: če je (i0, j0) v pi′, je tudi a′ levo od
pi.
Obratno: če je a′ levo od pi, potem je polje s(i0, j0), ki pripada pi, edino polje v
svoji vrstici, ki je levo od pi. Ker se a′ ne nahaja v tem polju in je levo od pi, mora
pi′ vsebovati (i0, j0) ali (i0 − 1, j1) za neki j1 > j0. Slednja možnost je desno od pi,
zato je (i0, j0) v pi′.
Trditev 5.7. Za neki element (A, f, (i0, j0)) in pot pi elementa v polju s(i0, j0) v A
so vsi kandidati levo od pi.
Dokaz. Sledi iz prejšnje trditve.
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Trditev 5.8. Algoritem Q vsak element množice C preslika v element množice C.
Dokaz. Naj bo (A, f, (i0, j0)) element C in (B, g, s(i0, j0)) njegova slika glede na
algoritem Q. Jasno je, da je s(i0, j0) v B (algoritem Q ne sprejme polja (1, 1)) in da
je nastala funkcija g ničelna za vsa polja, v katerih še nismo izvajali premikov (po
definiciji algoritma). Prav tako smo že ugotovili, da je nastala tabela B urejena do
s(i0, j0). Pokazati moramo še, da se vsak kandidatni element ob izvedbi algoritma
P ′ na (B in (i0, j0)) prestavi na (i0, j0).
Če je i0 = 1, je edini kandidat A(s(i0, j0)) = a in je pogoj izpolnjen.
V nasprotnem primeru vemo, da je a kandidat, ki se z izvedbo P ′ prestavi v
s(i0, j0). Ostali kandidati so v nižjih vrsticah B ali v vrstici nad a. Tisti spodaj
so enaki kot pri A, saj se funkcija kljuke za njih ni spremenila. Njihova obratna
pot do vrstice a ostaja taka kot prej. Ker so se nahajali levo od poti a, dosežejo to
vrstico šibko levo od polja z a v B. Ker je a levo od poti s(i0, j0), to velja tudi za
te elemente.
Če se kandidat nahaja v višji vrstici od a v polju (i, j), vemo, da v A obstaja
tudi kandidat v polju (i + 1, j + 1). Ker je levo od poti a v A, je (i, j) strogo levo
od najbolj desnega elementa obratne poti a vrstice j v B. Tudi ta element je levo
od poti B(s(i0, j0)).
Trditev 5.9. Algoritem Q′ vsak element množice C preslika v element množice C.
Dokaz. Naj bo (A, f, (i0, j0)) element C in (A′, f ′, s−1(i0, j0)) njegova slika glede na
algoritem Q. Jasno je, da je s−1(i0, j0) v A′.
Preveriti moramo, če je f ′ ustrezna funkcija kljuke. Naj bo a maksimalni kan-
didatni element pri A. Naj bo b neki kandidat v (i, j) strogo nad a. Obe obratni
poti se morata ujemati od najbolj jugovzhodnega skupnega polja naprej. Ker je
kodiranje a večje od b in ker se pot a tu ne more ustaviti, naslednji korak prihaja
z vzhoda (W v kodiranju). Ker pot a seže nižje kot b in se nikoli več ne srečata, je
b strogo levo od a. To pomeni, da je polje (i + 1, j + 1) v diagramu. Vrednost f ′
nikoli ne preseže števila polj na desni.
•
↑ ← ←
↑ ↑
↑
Ugotovili smo že, da je nastala tabela A′ urejena do s(i0, j0), če se vsak kandidatni
element pri P ′ prestavi v (i0, j0).
Pokazati moramo še, da se vsak kandidatni element ob izvedbi algoritma P ′ na
B in (i0, j0) prestavi na (i0, j0). Dokaz je podoben kot prej.
Če je (i0, j0) na dnu svojega stolpca, je pogoj očitno izpolnjen, saj se novi kan-
didati nujno premaknejo v s−1(i0, j0).
Sicer s pi označimo pot A′(i0, j0) v A′. To je enaka množica polj kot obratna pot
A′(i0, j0) v A. Za kandidate pod najnižjo vrstico pi se funkcija kljuke ni spremenila,
zato ostajajo levo od pi. Za kandidate nad to vrstico velja podobno kot prej. Ker
ima A′(i0, j0) največje kodiranje, kandidatom v A na pi sledi korak z vzhoda (W ) in
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so pripadajoči kandidati v A′ levo od pi. Podobno velja za elemente strogo levo od
obratne poti A′(i0, j0) v A.
Trditev 5.10. Naj bo trojica (A, f, (i0, j0) element C. Z algoritmom Q′ dobimo
(A′, f ′, s−1(i0, j0)). Nato uporabimo še algoritem Q. Za rezultat (B′, g′, (i0, j0) velja:
B′ = A in g′ = f .
Dokaz. Algoritem Q uporabimo na številu, ki je bilo maksimalni kandidatni element.
Polja njegove poti so enaka njegovi obratni poti v A, torej B′ = A.
Ker so pripadajoče spremembe v funkciji kljuke medsebojno inverzne in odvisne
le od prvega in zadnjega polja poti, je g′ = f .
Q je desni inverz Q′.
Trditev 5.11. Naj bo trojica (A, f, (i0, j0) element C. Z algoritmom Q dobimo
(B, g, s(i0, j0)). Nato uporabimo še algoritem Q′. Za rezultat (B′, g′, (i0, j0) velja:
B′ = A in g′ = f .
Dokaz. Vemo že, da so kodiranja ostalih kandidatov manjša kot pri A(s(i0, j0)), zato
je slednji maksimalni. Polja njegove obratne poti so v B enaka njegovi poti v A,
torej B′ = A.
Podobno kot v prejšnjem primeru je g′ = f .
Q je tudi levi inverz Q′.
Algoritma L in R sta medsebojno inverzna. Konstruirali smo bijekcijo med prvo
in drugo množico.
36
6 Bijektivni dokaz posplošitve za poševne oblike
Formula za izračun števila standardnih Youngovih tabel poševne oblike λ/µ je sle-
deča:
fλ/µ = |λ/µ|!
∑
D∈E(λ/µ)
∏
(i,j)∈[λ]/D
1
hij
,
kjer so dolžine kljuk glede na [λ]. Ko velja µ = ∅ dobimo formulo o kljukah:
fλ = |λ|!
∑
D∈E(λ/∅)
∏
(i,j)∈[λ]/D
1
hij
= |λ|!
∏
(i,j)∈[λ]
1
hij
.
Slednjo tako lahko dokažemo preko posplošene oblike.
Formula za poševne oblike velja, če je µ = λ, torej za tabele velikosti 0:
1 = f ∅ = 0!
∏
(i,j)∈∅
1
hij
= 1.
V standardnih Youngovih tabelah bo število 1 vedno v polju (1, 1). Pri poševnih SYT
se nahaja v enem izmed zgornjih levih kotov. Preostanek tabele v obeh primerih
predstavlja novo poševno obliko. Naslednje najmanjše število mora biti v enem
njenih kotov. Za število poševnih SYT velja rekurzija po tabelah brez posameznega
zgornjega levega kota:
fλ/µ =
∑
µ⋖ν⊆λ
fλ/ν .
Dovolj je pokazati, da rekurzija velja tudi za izraz na desni strani posplošene formule:
|λ/µ|
∑
D∈E(λ/µ)
∏
(i,j)∈[λ]/D
1
hij
=
∑
µ⋖ν⊆λ
∑
D∈E(λ/ν)
∏
(i,j)∈[λ]/D
1
hij
.
Ko obe strani pomnožimo s
∏
(i,j)∈[λ] hij, dobimo:
(|λ| − |µ|)
∑
D∈E(λ/µ)
∏
(i,j)∈D
hij =
∑
µ⋖ν⊆λ
∑
D∈E(λ/ν)
∏
(i,j)∈D
hij.
Za par naravnih števil i in j definiramo:
xi = λi − i+ 12 in yj = λ′j − j + 12 .
Velja h(i, j) = λi + λ′j − i− j + 1 = xi + yj.
Spomnimo se, da je rang razčlenitve r(λ) = max {i; (i, i) ∈ [λ]}. Diagram [λ] je
disjunktna unija kljuk z izhodišči v poljih (i, i) za 1 ≤ i ≤ r(λ) in |λ| = h11 + · · ·+
hr(λ)r(λ).
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λ = (5, 5, 4, 4, 3, 2):
•
•
•
• r(λ) = 4
Zato velja tudi |λ| = x1 + y1 + · · ·+ xr(λ) + yr(λ).
Trditev 6.1. Za poljubni razčlenitvi λ, µ in xk = λk− k+ 12 , yk = λ′k− k+ 12 velja:
|λ| − |µ| =
∑
∄i:λk−k
=µi−i
xk +
∑
∄j:λ′k−k
=µ′j−j
yk.
Ker so λk, µk, λ′k in µ′k za velike k ničelne, sta vsoti končni.
Dokaz. Poleg xk = λk − k + 12 in yk = λ′k − k + 12 definiramo tudi x′i = µi − i+ 12 in
y′j = µ
′
j − j + 12 . Zanima nas izraz:
|λ| − |µ| = x1 + · · ·+ xr(λ) + y1 + · · ·+ yr(λ) − x1 − · · · − xr(µ) − y1 − · · · − yr(µ).
Oglejmo si zaporedje polj:
· · · → (k − 2, λk − 2)→ (k − 2, λk − 1)→ (k − 1, λk − 1)→ (k − 1, λk)→ (k, λk)
→ (k, λk + 1)→ (k + 1, λk + 1)→ (k + 1, λk + 2)→ (k + 2, λk + 2)→ . . .
λk
k
• •
• •
• •
• •
•
Naj bo u prvo polje tega zaporedja, ki ima pozitivne koordinate in ni v [µ]. Če
je u desno izmed obeh polj zaporedja v neki vrstici, je oblike (k+ l, λk+ l+1), sicer
pa oblike (k + l, λk + l) za neko celo število l.
λk
k
⋆
• •
•
• •
• •
•
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V prvem primeru je (k + l, λk + l) v [µ], ali pa je u prvo polje s pozitivno drugo
koordinato in velja λk + l = 0.
V vsakem primeru velja µk+l = λk+ l, torej λk− k = µk+l− (k+ l) in xk = x′k+l.
Tudi obratno: če xk = x′i za neki i, potem λk − k = µi − i in u = (i, λk + i− k + 1).
λk
k
⋆
• •
•
• •
• •
•
V drugem primeru je (k + l − 1, λk + l) v [µ], ali pa je u prvo polje s pozitivno
prvo koordinato in velja k + l − 1 = 0.
Vedno velja µ′λk+l = k+l−1 = k+(λk+l)−λk−1, torej λk−k+1 = (λk+l)−µ′λk+l
in xk = −y′λk+l. Obratno: če xk = −y′j za neki j, potem λk − k + 1 = j − µ′j in
u = (k + j − λk, j).
Torej bodisi xk = x′i za natanko en i, bodisi xk = −y′j za natanko en j. Če je
k ≤ r(λ), je xk ≥ 0, zato iz xk = x′i sledi i ≤ r(µ), iz xk = −y′j pa j > r(µ).
Ogledamo si še drugo zaporedje polj:
· · · → (k − 2, λk − 2)→ (k − 1, λk − 2)→ (k − 1, λk − 1)→ (k, λk − 1)→ (k, λk)
→ (k + 1, λk)→ (k + 1, λk + 1)→ (k + 2, λk + 1)→ (k + 2, λk + 2)→ . . .
λk
k
•
• •
• •
• •
• •
Podobno kot prej ugotovimo, da velja bodisi yk = y′j za natanko en j, bodisi
yk = −x′i za natanko en i. Če je k ≤ r(λ), je yk ≥ 0, zato iz yk = y′j sledi j ≤ r(µ),
iz yk = −x′i pa i > r(µ).
Ker sta λ in µ poljubni razčlenitvi, lahko njuni vlogi zamenjamo in člene x′i in
y′j izrazimo s členi xk in yk. Ko to storimo v izrazu za |λ| − |µ|, so koeficienti pri xk
tako:
• 1, kadar je k ≤ r(λ) in ne obstaja i, da je xk = x′i,
• 0, kadar je k ≤ r(λ) in xk = x′i za neki i ≤ r(µ),
• 1, kadar je k > r(λ) in xk = −y′i za neki i ≤ r(µ)
(ekvivalentno: ne obstaja i, da je xk = x′i),
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• 0, kadar je k > r(λ) in ne obstaja i, da xk = −y′j
(ekvivalentno: xk = x′i za neki i > r(µ)).
Člen xk se pojavi v |λ| − |µ| natanko takrat, ko ne obstaja i, da xk = x′i, torej
ko λk − k = µi − i. Podobno se yk pojavi, ko ne obstaja j, da yk = y′j, torej ko
λ′k − k = µ′j − j.
V identiteti, ki jo dokazujemo, velikosti razčlenitev in kljuk zamenjamo s spre-
menljivkami xk in yk. Dobimo:
 ∑
∄i:λk−k
=µi−i
xk +
∑
∄j:λ′k−k
=µ′j−j
yk
 ∑
D∈E(λ/µ)
∏
(i,j)∈D
(xi + yj) =
∑
µ⋖ν⊆λ
∑
D∈E(λ/ν)
∏
(i,j)∈D
(xi + yj).
Ta izraz dokažemo z bijekcijo. Najprej vsako stran enačbe interpretiramo kot pre-
števanje množice objektov.
Vsak vzbujeni diagram za λ/µ predstavimo s tabelo oblike µ, v kateri vsako
polje vsebuje informacijo o številu vzbujenih potez (diagonalnih premikov (i, j) →
(i+ 1, j + 1)), ki jih naredi. Ker je premik možen šele takrat, ko sta polji (i, j + 1)
in (i + 1, j) prosti, posamezno polje ne more narediti več potez kot njegov desni
in spodnji sosed. Taka tabela je torej šibko naraščajoča po posameznih vrsticah in
stolpcih.
Obratno vsaka tako urejena tabela definira vzbujeni diagram, če velja:
j + r ≤ λi+r
(to je dovolj preveriti za spodnje desne kote [µ]).
•
•
◦
◦
0 1 2
2
3 + 2 ≤ λ1+2 = 5 √ 1 + 2 ≤ λ2+2 = 3 √
Člen v enačbi, ki ustreza posameznemu vzbujenemu diagramu D, predstavljenim
s tabelo T , lahko zdaj zapišemo drugače:∏
(i,j)∈D
(xi + yj) =
∏
(i,j)∈[µ]
(xi+Tij + yj+Tij).
Ko produkt razpisujemo, v vsakem oklepaju izberemo bodisi člen xi+Tij bodisi
yj+Tij . V prvem primeru naj bo ustrezni vnos v tabeli Tij črne barve, v drugem pa
rdeče barve. Vsak člen v zmnožku tako določa barvo celotni tabeli T .
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Tabelo s črnimi in rdečimi nenegativnimi celimi števili, ki po vrsticah in stolpcih
šibko naraščajo, imenujemo dvobarvna tabela. Neskončni množic dvobarvnih tabel
T oblike µ dodelimo oznako B(µ). Njena podmnožica B(µ, λ) je množica dvobarvnih
tabel T oblike µ, pri katerih velja j + Tij ≤ λi+Tij za vsak (i, j) ∈ µ. To so torej
dvobarvne tabele, katerih vrednosti predstavljajo veljaven vzbujeni diagram λ/µ.
Takih tabel je končno mnogo.
Zdaj interpretiramo obe strani izraza, ki ga dokazujemo.
Leva stran enačbe je: ∑
∄i:λk−k
=µi−i
xk +
∑
∄j:λ′k−k
=µ′j−j
yk
 ∑
T≡D∈E(λ/µ)
∏
(i,j)∈[µ]
(xi+Tij + yj+Tij).
Utež dvobarvne tabele T oblike µ je:
w(T ) =
∏
(i,j)∈b(T )
xi+Tij
∏
(i,j)∈[T ]\b(T )
yj+Tij ,
kjer je b(T ) množica črnih polj v T . V drugem delu imamo tako vsoto uteži vseh
elementov B(µ, λ).
Definirajmo množico vseh xk in yk, ki nastopajo v oklepaju:
W(µ, λ) = {xk : λk − k ̸= µi − i za vse i} ∪ {yk : λ′k − k ̸= µ′j − j za vse j}.
Leva stran enačbe tako prešteva B(µ, λ)×W(µ, λ), kjer ima vsak par (T, z) pa ima
utež w(T )z.
Desna stran enačbe je:
∑
µ⋖ν⊆λ
∑
T≡D∈E(λ/ν)
∏
(i,j)∈[ν]
(xi+Tij + yj+Tij).
Notranjo vsoto interpretiramo kot pri levi strani. Celoten izraz predstavlja unijo
množic
⋃
ν B(ν, λ) po vseh razčlenitvah ν, ki pokrijejo µ in so vsebovane v λ.
Enakost obeh strani dokažemo z algoritmom izbijanja, ki vsak par dvobarvne
tabele T ∈ B(µ, λ) in člena z ∈ W(µ, λ) bijektivno preslika v večjo dvobarvno
tabelo T ′ ∈ B(ν, λ) za neki µ⋖ ν ∈ λ ter pri tem ohranja uteži.
Algoritem temelji na procesu vstavljanja spremenljivke z v dvobarvno tabelo
T . Vsak korak tega procesa pričnemo na nekih koordinatah (i, j), z neko trenu-
tno dvobarvno tabelo S in neko trenutno spremenljivko w. Potek je odvisen od
spremenljvke w.
Kadar je w = xk, povečamo j za ena in se s tem premaknemo za en stolpec v
desno. Za novi i določimo najvišjo vrednost, pri kateri lahko Sij zamenjamo s črnim
k− i in je stolpec še vednj šibko naraščajoč. To storimo, staro utež Sij pa nastavimo
kot novi w = xi+Sij .
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•Opomba: Izberemo lahko tudi i = µ′j + 1, pod pogojem, da velja j = 1 ali
µ′j−1 > µ
′
j, torej da nastane tabela veljavne oblike ν, kjer µ⋖ ν. V tem primeru ne
izbijemo nobene obstoječe vrednosti in je proces vstavljanja zaključen.
→
V primeru, da je w = yk, za ena povečamo i in se tako premaknemo v naslednjo
vrstico. Poiščemo največji j, da lahko Sij zamenjamo z rdečim k − j in ohranimo
urejenost vrstice. Nastavimo w = yj+Sij .
•
Opomba: Podobno kot prej lahko izberemo tudi j = µi + 1, pod pogojem, da
velja i = 1 ali µi−1 > µi, torej da nastane tabela veljavne oblike ν, kjer µ⋖ν. Proces
vstavljanja je tudi v tem primeru zaključen.
→
Proces vstavljanja začnemo z i = j = 0, S = T in w = z. Ponavljamo opisani
korak in končamo, ko (i, j) pristane zunaj µ in dobimo dvobarvno tabelo oblike ν,
µ⋖ ν. Končno tabelo S označimo s ψµ(T, z).
Primer 6.2.
T =
0 1 2
2
z = y3 premaknemo se v 1. vrstico, izbijemo T12
T ′ =
0 1 2
2
z′ = x2 premaknemo se v 3. stolpec, izbijemo T ′13
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T ′′ =
0 1 1
2
z′′ = x3 premaknemo se v 4. stolpec, dodamo polje
ψ31(T, z) =
0 1 1 2
2
Trditev 6.3. Proces vstavljanja se vedno konča in je bijekcija, ki ohranja uteži:
ψ : B(µ)× {x1, y1, x2, y2, . . . } −→
⋃
ν
B(ν),
kjer je unija po razčlenitvah ν, ki pokrivajo µ.
Dokaz. Najprej si oglejmo, kaj se zgodi s tabelo ob posameznem koraku procesa.
Recimo, da smo neko vrednost r črne barve pravkar izbili s položaja (i′, j − 1).
(Za rdečo barvo je analiza analogna.) Iščemo največji možni i, da r − (i− i′) lahko
zapišemo na položaj (i, j) in stolpec j še vedno šibko narašča.
Si′−1,j
Si′,j−1 Si′,j
Si′+1,j
Vsebina stolpca j predstavlja šibko naraščajoče zaporedje (Sij)
µ′j+1
i=1 , kjer defini-
ramo S0,j = 0 in Sµ′j+1, j = ∞. Ker vrednost (i − i′) z i strogo narašča, je tudi
zaporedje (Sij + (i− i′))µ
′
j+1
i=1 strogo naraščajoče.
Si+1,j ≤ r − (i− i′) ≤ Si+1,j
⇐⇒
Si−1,j + (i− i′) < r < Si+1,j + (i− i′)
Če neko vrednost Sij + (i − i′) zamenjamo z r tako, da nastalo zaporedje še
vedno strogo narašča, bo zaporedje (Sij)
µ′j+1
i=1 ob zamenjavi člena Sij z r− (i− i′) še
vedno šibko naraščalo. Zato je dovolj, da obravnavamo, kaj se zgodi, ko r vstavimo
v (Sij + (i− i′))µ
′
j+1
i=1 .
Bodisi je r enak neki vrednosti v zaporedju bodisi se nahaja med dvema sose-
dnjima vrednostma. V prvem primeru je r = Sij+ i′′− i′ za neki i′′. Takrat je i = i′′
edina izbira za i, ki ohranja urejenost.
V drugem primeru je Si′′−1,j+i′′−1−i′ < r < Si′′,j+i′′−i′ za neki i′′. Zamenjava
za tako i′′ − 1 kot i′′ ohranja strogo naraščanje, vedno pa izberemo večjo možnost:
i = i′′.
Torej je i dobro definiran in velja Sij ≥ r − (i− i′).
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Če sta stolpca j − 1 in j enako dolga, torej µ′j−1 = µ′j, potem velja i′ ≤ µ′j (saj
vemo, da polje (i′, j − 1) obstaja). Sledi r ≤ Sµ′j ,j ≤ Sµ′j ,j + µ′j − i′. Izbrani i tako
ni µ′j + 1, saj bi r v zamenjanem zaporedju nastopal za Sµ′j ,j + µ
′
j − i, to pa je v
nasprotju s strogo naraščajočo urejenostjo. Iz tega sledi, da do dodatka novega polja
(µ′j +1, j) in zaključka procesa pride samo, ko je µ′j−1 > µ′j in nastane tabela oblike
ν, µ⋖ ν.
Ker je bil r izbit iz urejene vrstice i′, velja r ≤ Si′,j < Si′′,j + i′′ − i′ za i′′ > i′.
Zato vedno drži i ≤ i′. Kadar se proces premakne za 1 v desno, ne more iti navzdol
(in obratno).
⧹
⧹
⧸
⧸
•
Število, ki ga izbijemo, je Sij ≥ r + i′ − i ≥ r. Pri izbijanju tako nikoli ne
nadomestimo števila z novim strogo večjim. Novo število je še vedno manjše ali enako
Si,j+1 (če to ni v diagramu, privzamemo vrednost∞). Ker velja Si,j−1 ≤ Si′,j−1 = r,
je novo število še vedno večje ali enako Si,j−1. Nastala tabela tako po stolpcih in
vrsticah še vedno šibko narašča.
Zdaj preverimo, da se proces vedno konča. Trdimo, da se ob vsakem koraku
poveča vsota obeh koordinat zadnjega izbitja in števila, ki je bilo izbito. V notaciji
prejšnjega razmisleka je začetna vrednost tega seštevka i′ + (j − 1) + r, končna pa
i+ j+Sij ≥ i′+ j+ r, torej se poveča za vsaj 1. Vrednost je obenem navzgor očitno
omejena z maksimalnimi koordinatami in številom tabele na l(µ) + µ1 + maxTij.
Proces se torej vedno konča.
Preostane nam še dokaz bijektivnosti.
Inverzni proces začnemo s dvobarvno tabelo T ∈ B, kjer µ⋖ν. Po nekem številu
korakov imamo koordinati i in j, trenutno tabelo S in trenutno vrednost w. Na
začetku je (i, j) edino polje v [ν/µ], S je T brez vrednosti v (i, j) in w vrednost
vnosa, ki smo ga odstranili. Če je w = xk, zmanjšamo j za 1 in se tako premaknemo
za 1 v levo in zopet najdemo največji i, da lahko Sij zamenjamo s črnim k − i in
ohranimo šibko naraščanje stolpca.
•
Podobno naredimo za w = yk.
Korak za korakom vrnemo vrednosti na njihova dobro definirana izvorna mesta.
Proces se vedno konča in vrne prvotno tabelo T in vrednost z.
Utež je produkt vseh vrednosti v tabeli in trenutno izbite vrednosti ali pa produkt
po celotni večji tabeli, zato se očitno ohrani na vsakem koraku obeh postopkov.
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Dokazali smo, da za (T, z) ∈ B(µ) × {x1, y1, x2, y2, . . . } dobimo ψµ(T, z) ∈⋃
µ⋖ν B(ν). Ni pa nujno, da je preslikava ψµ tudi bijekcija med podmnožicama
B(µ)×W(µ) in ⋃µ⋖ν⊆λ B(ν, λ).
Zato definiramo nov proces. Kadar rezultat ψµ(T, z) pristane v želeni množici⋃
µ⋖ν⊆λ B(ν, λ), končamo. Sicer lahko edino polje v [ν/µ] odstranimo in tako do-
bimo novo spremenljivko z′ ter tabelo T ′ oblike µ. Izračunamo ψµ(T ′, z′). Če je v
ciljni množici, končamo, sicer ponavljamo, dokler se to ne zgodi. Proces imenujemo
ponavljajoče vstavljanje.
Primer 6.4. Naj bo µ = (3, 1) in λ = (6, 5, 4, 4). Videli smo že:
T =
0 1 2
2
z = y3
ψ31(T, z) =
0 1 1 2
2
.
Nastala tabela ne predstavlja vzbujenega diagrama oblike λ/ν, saj za polje (1, 4)
ni izpolnjen pogoj: 4 + 2 ≰ λ3 = 4. Torej ψ31(T, z) ∈ B(31)\B(31, 6544). Polje
odstranimo in spremenljivko vstavimo v preostanek tabele.
https://www.overleaf.com/project/5e1303714c43550001b75eeb T ′ =
0 1 1
2
z′ = x3
ψ31(T
′, z′) =
0 1 1
1 2
Dobimo ψ31(T, z) ∈ B(31, 6544), zato je to tudi rezultat procesa ponavljajočega
vstavljanja.
Trditev 6.5. Proces ponavljajočega vstavljanja se vedno konča in je bijekcija, ki
ohranja uteži:
ψ : B(µ)×W(µ) −→
⋃
ν
B(ν, λ),
kjer je unija po razčlenitvah ν, ki pokrivajo µ in so vsebovane v λ.
Dokaz. Naj bo f : A → B bijekcija med končnima množicama A in B, g : B\Y →
A\X pa bijekcija za podmnožici X ⊆ A in Y ⊆ B. Za vsak x ∈ X naj bo m
najmanjše in edino nenegativno celo število, da velja f ◦ (g ◦ f)m(x) =: h(x) ∈ Y .
Funkcija h je dobro definirana bijekcija. Če f in g ohranjata uteži, jih tudi h.
Naj bo W(λ) = {x1, . . . xl(λ), y1, . . . , yλ1} množica vseh vrednosti, ki se lahko
pojavijo pri danih µ in λ). Definiramo:
• A je B(µ, λ)×W(λ),
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• B je slika ψµ(A) ⊆
⋃
ν B(ν),
• f je bijektivna preslikava ψµ, vstavljanje spremenljivke v dvobarvno tabelo
oblike µ,
• g je preslikava ϕµ, ki dvobarvno tabelo T ∈ B (µ ⋖ ν) preslika v par (S, z),
kjer je S tabela T brez vnosa (i, j) ∈ [ν/µ] in z spremenljivka, ki mu ustreza,
• X je L(µ, λ),
• Y je R(µ, λ).
Lema 6.6. Omejitev g na B\Y je injektivna s sliko A\X, funkciji f in g in po-
sledično h ohranjajo uteži. Preslikava Ψµ,λ je torej dobro definirana bijekcija, ki
ohranja uteži.
Dokaz. Pokazali smo že, da v procesu vstavljanja ob vsakem izbitju pride do za-
menjave z manjšim ali enakim številom, torej da so po vstavljanju spremenljivke v
tabelo [µ] njeni vnosi manjši ali enaki prejšnjim vrednostim. Po vstavljanju spre-
menljivke iz W(λ) v T ∈ B(µ, λ) in odstranitvi novega kota zopet dobimo tabelo v
B(µ, λ), saj zmanjšanje vrednosti ne more prekršiti omejitev, ki jih narekuje oblika
λ. Funkcija g torej B res preslika v A.
Zdaj si poglejmo, če ima omejitev g na B\Y sliko A\X:
ψµ(T, z) /∈
⋃
ν
B(ν, λ)⇒ φµ ◦ ψµ(T, z) /∈ B(µ, λ)×W(λ).
Zanima nas primer, ko po vstavljanju z v T nastala S ∈ B(ν) ni v B(ν, λ), torej
je število v (i, j) ∈ [ν/µ] preveliko in bi polje s toliko vzbujenimi premiki padlo izven
oblike diagrama λ ali pa ν ni vsebovana v λ. Velja j + Sij > λi+Sij .
Naj bo število v (i, j) črne barve in predstavlja spremenljivko xk, Sij + 1 = k
(analiza za rdečo barvo je podobna). Velja j + k − i > λk, torej j − 1− i ≥ λk − k.
Spremenljivka xk je bila izbita iz prejšnjega stolpca, naj bo to polje (i′, j − 1), kjer
je i′ ≥ i. Ker je (i′, j − 1) ∈ [µ], (i, j) pa edino polje v [ν/µ], velja:
µi = µi+1 = · · · = µi′ = j − 1, µ′j−1 ≥ i′ in µ′j = i− 1.
xk
j
i
i′ •
Pred izbitjem se je v (i′, j − 1) nahajalo število k − i′ (predstavljalo je isto
spremenljivko xk). Zadoščalo je pogoju j − 1 + k − i′ ≤ λi′+k−i′ = λk. Torej je
j − 1 − i′ ≤ λk − k ≤ j − 1 − i. To pomeni, da za i′′ = j − 1 + k − λk, i ≤ i′′ ≤ i′
velja
µi′′ − i′′ = (j − 1)− (j − 1 + k − λk) = λk − k,
iz česar sledi xk /∈ W(µ, λ).
V naslednjem koraku želimo dokazati injektivnost g|B\Y . Trdimo:
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ψµ(T, z), ψµ(T
′, z′) /∈ ⋃ν B(ν, λ) in ϕµ ◦ ψµ(T, z) = ϕµ ◦ ψµ(T ′, z′)
=⇒
T = T ′ in z = z′.
Z drugimi besedami, po vstavljanju z v T in z′ v T ′ dobimo dvobarvni tabeli raz-
ličnih oblik ν in ν ′, števili v (i, j) in (i′, j′) v [ν/µ] in [ν ′/µ] pa predstavljata isto
spremenljivko. Ko ju izbrišemo, dobimo identični dvobarvni tabeli oblike µ. Brez
škode za splošnost naj bo ta spremenljivka xk in j < j′.
Veljati mora, da je xk prevelika tako za (i, j) kot za (i′, j′). Hkrati že vemo, da
mora pri vstavljanju z′ v T ′ ob izbitju xk iz (i′′, j′ − 1) v i′, j′ veljati λk < j + k − i
in λk ≥ j′+ k− i′′− 1. Vendar je j ≤ j′− 1 in i ≥ µ′j +1 ≥ µ′j′−1+1 ≥ i′′+1. Sledi
j + k − i ≤ j′ − 1 + k − i′′ − 1 < j′ + k − i′′, kar je protislovje.
Za konec nas zanima še surjektivnost g : B\Y → A\X. Želimo pokazati:
∀ (T, z) ∈ B(µ, λ)× (W(λ)\W(µ, λ))
∃ (T ′, z′):
ψµ(T
′, z′) /∈ ⋃ν B(ν, λ) in ϕµ ◦ ψµ(T ′, z′) = (T, z).
Predpostavimo z = xk ∈ W(λ)\W(µ, λ) za neki k (analiza v primeru yk je podobna).
Za neki i mora veljati λk − k = µi − i; naj bo j = µi + 1 in i′ = µ′j + 1. Črno
število k − i′ zapišemo na položaj (i′, j) in tabelo poimenujemo S.
•
•
Dokazati želimo, da je S dvobarvna tabela in da (T ′, z′) = ψ−1µ (S) zadosti iskanim
lastnostim.
Za poljuben l > k − i neenakost j − 1 + l ≤ λi+l ni izpolnjena, velja
j − 1 + l > j − 1 + k − i = λk ≥ λi+l.
Si,j−1 = Ti,j−1 ≤ k − i in Si′,j−1 = Ti′,j−1 ≤ k − i. Zapis števila k − i′ ≥ k − i na
položaj (i′, j) ne povzroči neurejenosti v vrstici i′.
Podobno za l > k − i′ neenakost j + l ≤ λi′−1+l ni izpolnjena, velja:
j + l > j + k − i′ ≥ j + k − i > λk ≥ λi′−1+l.
Si′−1,j = Ti′−1,j ≤ k−i′ in zapis števila k−i′ na položaj (i′, j) ne povzroči zmanjšanja
v stolpcu j. S je tako res dvobarvna tabela. Njeno obliko označimo z ν, kjer je (i′, j)
edino polje v [ν/µ]. Označimo (T ′, z′) = ψ−1µ (S).
Trdimo, da S = ψµ(T ′, z′) /∈ B(ν, λ), da je število k − i′ preveliko za položaj
(i′, j). Res velja:
j + k − i′ ≥ j + k − i > λk = λi′+k−i′ .
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Trdimo tudi, da je T ′ v B(µ, λ). Na začetku obratnega procesa vstavljanja spremen-
ljivko xk dodamo v stolpec j− 1 tabele S. Ker pa števila v stolpcu šibko naraščajo,
zadnje med njimi je Si,j−1 ≤ k− i in spremenljivko xk zapišemo na položaj (i′′, j−1)
kot črno število k− i′′ za neki i′ ≤ i′′ ≤ i, mora biti i′′ = i. Tako imamo število k− i
na položaju (i, j − 1), kar glede na j − 1+ k− i = λk ni dovolj veliko, da bi rezultat
padel izven B(µ, λ). Nadaljevanje procesa tega ne spremeni: če xk pride iz črnega
števila k − i na položaju (i, j − 1) ∈ [µ], j + k − 1 ≤ λk, in pristane na (i′, j − 1),
i′ ≤ i za neki i′ ≥ i kot črno število k − i′, potem velja:
j − 1 + k − i′ < j + k − i ≤ λk
(podobno za yk).
Spremenljivka z′ je očitno v W(λ).
Lema dokonča dokaz.
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