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 Logit and probit regression are statistical methods that have the same is to 
determine predictor variables affect the categorical response variable. From 
relevant studies, they have advantages and disadvantages on certain cases. 
Therefore, the logit and probit regression will be applied on factors of woman 
criminal considering women crime rate in Central Java is still relatively high. This 
study aims to compare the result of the two regression so that the best regression 
model is obtained to explain factors that influence woman criminal. The data type 
used is primary data obtained using a questionnaire and validated by non-
empirical validation. The sample was taken using a quota sampling technique. The 
result showed that probit regression is the best model with the factors that 
influence woman criminal are the age of 17-25 years, 26-35 years, junior high 
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A. INTRODUCTION  
There have been many social studies use the statistical methods in processing categorical 
data. The social research more often uses closed questions on questionnaires with categorical 
answers (Emily, 2017). The function of logit regression to determine predictor variables affect 
the categorical response variable. The advantages of this model that it is well known for its 
simple form, the results are significant and robust (Antipov, 2019) and provide the 
probability of independent variables affect the dependent variable (Agresti, 2002). It can be 
said that identified practical advantages of logit over probit model were the simplicity of its 
structural form and interpretability of the results (Adekanmbi, 2017). 
Logit regression has log link function (Agresti, 2002). It is difficult to transform log model 
to linear model. Therefore the probit regression is created by statistician in order to can be 
easily converted to a normal table. Probit regression is the same as a logit regression. The 
difference is the link function is approached with a standard normal distribution (Agresti, 
2002) so that easier to interpret the model (Widhiarso, 2012). However, according to German 
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in (Klieštik et al., 2015) logit regression has simpler model than probit because it does not 
contain integral. They have advantages and disadvantages on certain cases. 
Some previous studies only applied logit regression or probit. Ari and Aydin's research 
(Ari & Aydin, 2016) apply multinomial logit regression on the influence of factors on women 
victims of domestic violence. The response variable (Y) in this study is the type of domestic 
violence with three categories, namely physical violence, psychological violence, physical and 
psychological violence. The results of these studies indicate that education level of woman 
and husband's work sector were statistically significant in physical violence; the agnation 
with husband, education level of husband, frequency of seeing drunk husband and frequency 
of gambling of husband were statistically significant in psychological violence; the region, 
deceived by husband and common-law female for husband were statistically significant in 
physical and psychological violence. There is also a study on women as victims of domestic 
violence using a probit regression (Borrego & Raquel, 2017). (Williams, 2016) compared the 
logit and probit regression coefficients using the heterogeneity model. This research only 
examines statistical theory, there is no application to the data.  
Meanwhile, data released by the Central Statistics Agency (BPS) in 2018 shows that the 
crime rate by women in Central Java is still high. Likewise, what happened in the Semarang 
women's prison, from 2017 to 2018 the decline was not significant, only 9%. It is very 
interesting to identify the cause because equality before the law but there are differences in 
the factors that cause men and women to commit crimes (Mieczyslaw, 2017). This is the 
background of this research in order to obtain the best model from the comparison of logit 
regression and probit. The causes of general and specific female crimes can be determined 
from the best model. 
 
B. METHODS 
The type of data used is primary data obtained using a questionnaire and validated by 
non-empirical validation. Non-empirical validation was chosen because the research was 
carried out in in Semarang women’s prison which was limited by time, opportunity and data 
collection policies. The non-empirical validation does not require a trial sample (Sousa, 2014). 
Therefore the instrument in this study was validated by a team of experts in the fields of 
criminal law, criminology and psychology. The variables used in this study are as follows 
Table 1. Variables 
Variables Categories 
Y: woman criminal 0: specific, 1: general 
X1: age 
1: < 17 years old, 2: 17 - 25 years old, 3: 26 - 35 years 
old, 4: 36 - 45 years old, 5: > 45 years old 
X2: education level 
1: not in school, 2: primary school, 3: junior high school, 
4: senior high school, 5: higher education 
X3: marital status 1: single, 2: married, 3: ever married 
X4: profession 
1: unemployed or housewives, 2: informal workers, 3: 
entrepreneur, 4: state employees, civil servants 
X5: invitation to 1: no, 2: yes 




commit a crime 
X6: psychological 
disorders 
1: no, 2: yes 
X7: religiosity level  1: low, 2: medium, 3: high 
 
The determination of predictor variables is based on the results of several relevant studies 
such as research by Mili et al. (2015) that basically a woman commits a crime due to three 
factors, biological, psychological and social. The population in this study were all female 
prisoners in Semarang women’s prison. The sample was taken using a quota sampling 
technique because the data collection policy was carried out by prison officials. Quota 
sampling might be an acceptable alternative when it is impossible to achieve high response 
rate in probability sampling (Yang & Banamah, 2014). n is sample size to be taken, n0 the 
recommended sample size and the N population size. According to (Cochran, 1977) if the 










       (1) 
The analysis begins with determining the estimator of the logit and probit regression 
models then testing the parameters simultaneously and partially so that all parameters are 
significant. Finally, the best model is obtained with the smallest Akaike Information Criteria 
(AIC). AIC was chosen because is calculated by obtaining the maximum value of the likelihood 
function for the model (Pham, 2019). The purpose of AIC is to balance both the fit of the 
model to the data with any information lost by including more variables (Snipes & Taylor, 
2014). 
 
C. RESULT AND DISCUSSION 
1. Logit Regression on Woman Criminal 
Estimating parameters in logit regression uses Maximum Likelihood Estimation (MLE) 
method because it produces an unbiased estimator (Bain & Engelhardt, 1992). The 
combination of MLE and AIC is appropriate to select the statistical model which fits the 
data (MIURA, 2011). The results of the parameter estimation with are as follows 













𝑋𝑖𝑗     (2) 
It is nonlinear model so it is continued with Newton Raphson. The convergence rate of 
Newton method is fast as compared to other methods (Dedieu, 2015). The estimator of 
logistic regression model as below. 
1(1) 1(2) 1(3) 2(1) 2(2)
2(3) 2(4) 3(1) 3(2) 4(1)
4(2) 4(3) 5(1) 6(1) 7
( ) 2,328 0,831 23,477 1,985
          4, 441 0,199 - 0,402x 0,187 1,627
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From the results of testing the parameters simultaneously with the likelihood ratio (G) 
(Hosmer & Lemeshow, 2000) 22,0.05 69,442 12,592) (G    is obtained so that there are 
seven significant parameters in the model. Furthermore, partially using the Wald test, 
some parameters are not significant so that the estimation and testing of the parameters 
are carried out again until all the parameters were significant. The model is as follows 
1(2) 2(1) 4(1)( ) 0,133 1,513 0,76 1,402g x x x x        (4) 
From equation (4) can be formed into the probability function of specific woman criminal 
𝜋0 (x) and general woman criminal 𝜋1 (x) : 
1( 2) 4(1)











1( 2) 2(1) 4(1)
1( 2) 2(1) 4(1)
0,133 1,513 0,76 1,402












      (5) 
The equestion (5) states that woman criminal are affected by 17-25 years old, elementary 
education level, and unemployed or housewives. 
 
2.  Probit Regression on Woman Criminal 
As with logit regression, the equestion of the probit regression parameter estimator 
























     (6) 
Furthermore, this estimation is continued with Newton Raphson's iteration. This iteration 
obtains an unbiased estimator and close to the normal distribution (Greene, 2008). 
Z = -2,902+1,361 X1(2)+1,277 X1(3)+0,385X1(4)-8,261X2(1)  
          -1,196X2(2)-2,531X2(3)-0,176X2(4)+0,234X3(1)+0,096X3(2)+0,845X4(1) 
          -0,662X4(2)+1,861X4(3)+0,259X5(1)+0,102X6(1)+0,141X7  (7) 
Based on simultaneous and partial parameter testing, there are several insignificant 
parameter so it is followed by estimating and testing the parameters until all parameters 
are significant. The probability function for woman criminal of specific crimes P(Y=0) and 
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                = 1 1,512 1,326 2,588
( 1) 
            = 
0
0,222 1,39 3 1,512 1,326 2, 84 1, 20 5 8
P













   
(8)
 
Based on these results, the factors that influence woman criminal are age of 17-25 
years, 26-35 years, junior high school education level, married and ever married marital 




status. This result is the same as the logit regression. There is one different factor in the 
logit regression, namely profession, while on probit, namely marital status. 
3.  The Comparison Results of Logit And Probit Regression on Woman Criminal 
The logit and probit regression model have been estimated in the previous stage. The 
following table shows the factors that influence woman criminal. 
 
Table 2. Influencing Factors of Logit and Probit Regression 
Model Influencing Factor Category 
Logit 
regression 
age 17-25 years old 
educational level elementary school 
profession unemployed or housewives. 
Probit 
regression 
age 17-25 years old and 26-35 years old 
educational level junior high school 
marital status married and ever married 
 
  Table 2 shows there is the same of factor influence the woman criminal of logit and 
probit regression. The age and educational level predominantly affect woman criminal. 
They are in accordance with criminological and psychological theories that state 
biological and social factors that affect the woman criminal. The age represents biological 
factors and education level represents social factors. When we look at factor of profession 
and marital status from two regression, there are relevant to the results of previous 
research. The profession and marital status belong to social factors. Therefore, both 
models are appropriate in explaining the case of woman criminal. 
 The best model of this study is obtained by comparing the AIC value of the two 
regression models. The model with the smallest AIC value is the best model. 
 
Table 3. Determination of The Best Model with AIC 
Model AIC 
Logit regression 125,540 
Probit regression 100,878 
 
Based on Table 3 it can be seen that the probit regression is the best model because it 
has smaller AIC than logit regression model. Finally, we can state that factors affect the 
woman criminal are age, educational level, and marital status. The women aged 17-25 
years are the age where psychologically immature, unstable. For women aged 26-35 years, 
they are leading the life of the household for the first time. There is a decrease in the rate 
of crimes committed throughout the age of marriage (Monsbakken et al., 2012). Many 
new things that force them to accept it. Therefore, marital status also influences a woman 
to commit a crime. Familial conflict forces women to marginal position in a society then 
female are engaging more with crime (Islam et al., 2015). Besides that, the result of this 
study shows that low education affects women to commit criminal acts. Compared to men, 
the majority of women who commit crimes have low education (Hjalmarsson & Lochner, 
2012). There is relationship between education and marital status. The effects of 
education on crime for women related to changes in marital opportunities and family 
formation (Cano-Urbina & Lochner, 2019).  
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D. CONCLUSION AND SUGGESTIONS 
Logit regression and probit are appropriate in determining the influencing factors on 
woman criminal. The factors resulting from the two models are relatively the same. However, 
the best model for the case of woman criminal is probit regression because it has the smallest 






(2) 1( ) 2(3) 3(2) 3(3)











                = 1 1,512 1,326 2,588
( 1) 
            = 
0
0,222 1,39 3 1,512 1,326 2, 84 1, 20 5 8
P













   
 
By using probit regression, factors that influence woman criminal are age, education level 
and marital status. These factors are in accordance with the criminological theory that the 
main causes of women committing criminal acts are biological, psychological and social (Mili 
et al., 2015). Age represents biological factors, education level represents social factors, 
marital status represents social and psychological factors. The result of this research only the 
influencing factors on woman criminal, does not come to criminological analysis. For example, 
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