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Abstract
In this paper, we ﬁrst give the representation of the general solution of the following least-squares problem (LSP): Given a full
column rank matrix X ∈ Rn×p , a diagonal matrix  ∈ Rp×p and matrices K0 ∈ Rr×r ,M0 ∈ Rr×r , ﬁnd n × n matrices K,M
such that ‖KX − MX‖ = min, s.t. K([1, r]) = K0, M([1, r]) = M0, where K([1, r]) and M([1, r]) are, respectively, the r × r
leading principal submatrices of K and M . We then consider a best approximation problem: Given n × n matrices Ka,Ma with
Ka([1, r])=K0, Ma([1, r])=M0, ﬁnd (Kˆ, Mˆ) ∈ SE such that ‖Ka−Kˆ‖2+‖Ma−Mˆ‖2=inf(K,M)∈SE (‖Ka−K‖2+‖Ma−M‖2),
where SE is the solution set of LSP. We show that the best approximation solution (Kˆ, Mˆ) is unique and derive an explicit formula
for it.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Throughout this paper, we denote the realm×nmatrix space by Rm×n, the set of all orthogonal matrices in Rn×n by
ORn×n, the transpose, the Moore–Penrose generalized inverse and the trace of a real matrix A by AT, A+ and tr(A),
respectively. In represents the identity matrix of size n. For A,B ∈ Rm×n, an inner product in Rm×n is deﬁned by
(A,B) = tr(BTA), then Rm×n is a Hilbert space. The matrix norm ‖ · ‖ induced by the inner product is the Frobenius
norm.
Using ﬁnite element techniques, vibrating structures such as beams, buildings, bridges, highways, large space struc-
tures can be discretized to matrix second-order models (referred to as analytical models). A matrix second-order model
of the free motion of a vibrating system is a system of differential equations of the form
Max¨(t) + Kax(t) = 0, (1.1)
where Ma , Ka are, respectively, analytical mass and stiffness matrices.
The system represented by (1.1) is called undamped structural system. It is well known that all solutions of the
differential equation (1.1) can be obtained via the algebraic equation
Max = Kax. (1.2)
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Real numbers  and nonzero real vectors x for which this relation holds are, respectively, the eigenvalues and eigen-
vectors of the system. High accuracy and large size structural applications require highly correlated analytical models
to predict the system’s dynamic behavior; however, precise mathematical models are rarely available in practice due
to the inappropriate theoretical assumptions, inaccuracies in estimated material properties, insufﬁcient or incorrect
modelling detail, and improper application of solution algorithms. In other words, natural frequencies and mode shapes
(eigenvalues and eigenvectors) of an analytical model described by (1.2) do not match very well with experimentally
measured frequencies and mode shapes obtained from a real-life vibrating structure. Thus, a vibration engineer needs
to update the theoretical analytical model to ensure its validity for future use. To date, various techniques for updating
mass and stiffness matrices from measured response data have been discussed by Baruch [2], Baruch and Bar-Itzhaek
[3], Berman [5], Berman and Nagy [6] and Wei [11,12]. However, the system mass and stiffness matrices are ad-
justed globally. From a practical viewpoint, a spatial representation of the structural-element property changes that
resulted from the model errors is generally preferred for engineering applications. Model errors can be localized by
using sensitivity analysis [9,13], residual force approach [8], least-squares approach [10], assigned eigenstructure [7].
Based on the localization of modelling errors, it is usual practice to adjust partial elements of the analytical mass and
stiffness matrices Ma and Ka using measured response data. On the other hand, it is well known that measured natural
frequencies and mode shapes of a given structure that are determined experimentally by vibration tests rarely satisfy
eigenvalue equation due to equipment calibration, excessive noise, misinterpretation of data, etc. Thus, the problem of
updating the mass and stiffness matrices simultaneously can be mathematically formulated as follows.
Problem I. Given a full column rank matrix X ∈ Rn×p, a diagonal matrix  ∈ Rp×p and matrices K0 ∈ Rr×r ,M0 ∈
Rr×r , ﬁnd n × n matrices K, M such that
‖KX − MX‖ = min, s.t. K([1, r]) = K0, M([1, r]) = M0, (1.3)
where K([1, r]) and M([1, r]) are, respectively, the r × r leading principal submatrices of K and M .
Problem II. Given n × n matrices Ka,Ma with Ka([1, r]) = K0, Ma([1, r]) = M0, ﬁnd (Kˆ, Mˆ) ∈ SE such that
‖Ka − Kˆ‖2 + ‖Ma − Mˆ‖2 = inf
(K,M)∈SE
(‖Ka − K‖2 + ‖Ma − M‖2), (1.4)
where SE is the solution set of Problem I.
The paper is organized as follows. In Section 2, we give an explicit expression of the general solution of Problem I
using the generalized inverses of matrices and some matrix decompositions. As a by-product of our results on Problem
I, we obtain a necessary and sufﬁcient condition on X,,K0,M0 for existence of (K,M) ∈ Rn×n × Rn×n such that
KX = MX, K([1, r]) = K0, M([1, r]) = M0, and a general form for all such (K,M). In Section 3, we show that
there exists a unique solution to Problem II and present the expression of the solution (Kˆ, Mˆ) of Problem II. Finally,
in Section 4, a numerical algorithm to acquire the best approximation solution under the Frobenius norm sense is
described and a numerical example is provided.
2. The solution of Problem I
To begin with, we introduce a lemma [4].
Lemma 2.1. If A ∈ Rm×l , F ∈ Rq×l then the general solution of ‖ZA − F‖ = min is Z = FA+ + L(Im − AA+),
where L ∈ Rq×m is an arbitrary matrix.
Let the partition of the matrix X be
X =
[
X1
X2
]
, X1 ∈ Rr×p, X2 ∈ R(n−r)×p. (2.1)
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Write
K =
[
K0 K1
K2 K3
]
r
n − r
r n − r
, M =
[
M0 M1
M2 M3
]
r
n − r
r n − r
, (2.2)
where the matricesKi,Mi, i=1, 2, 3, are yet to be determined. From (2.1) and (2.2), the relation of (1.3) is equivalent
to the following two minimization problems:
‖K1X2 − M1X2− (M0X1− K0X1)‖ = min , (2.3)
‖[K2,K3]X − [M2,M3]X‖ = min . (2.4)
Let the singular value decomposition (SVD) of the matrix X2 be
X2 = U
[
 0
0 0
]
V T, (2.5)
where U = [U1, U2] ∈ OR(n−r)×(n−r), V = [V1, V2] ∈ ORp×p,  = diag(1, . . . , s), i > 0(i = 1, . . . , s), s =
rank(X2), U1 ∈ R(n−r)×s , V1 ∈ Rp×s , and let the partitions of K1U and M1U be
K1U = [K11,K12], M1U = [M11,M12],
where K11, M11 ∈ Rr×s . Then the relation of (2.3) becomes
‖K11− M11V T1 V1 − DV 1‖2 + ‖M11V T1 V2 + DV 2‖2 = min , (2.6)
where D = M0X1− K0X1. Clearly, (2.6) holds if and only if
K11 = (M11V T1 V1 + DV 1)−1, (2.7)
and
‖M11V T1 V2 + DV 2‖ = min . (2.8)
Let the SVD of the matrix V T1 V2 be
V T1 V2 = P
[
 0
0 0
]
QT, (2.9)
where P = [P1, P2] ∈ ORs×s , Q = [Q1,Q2] ∈ OR(p−s)×(p−s),  = diag(1, . . . ,t ), i > 0(i = 1, . . . , t), t =
rank(V T1 V2), P1 ∈ Rs×t , Q1 ∈ R(p−s)×t .
It follows from Lemma 2.1 that the general solution of (2.8) is
M11 = −DV 2(V T1 V2)+ + JP 2P T2 , (2.10)
where J ∈ Rr×s is an arbitrary matrix. Substituting (2.10) into (2.7) yields
K11 = K110 + JP 2P T2 F ,
where
F = V T1 V1−1, K110 = DV 1−1 − DV 2(V T1 V2)+F . (2.11)
Let the QR-decomposition of the matrix X be
X = T
[
R
0
]
, (2.12)
where T ∈ ORn×n and R ∈ Rp×p is a nonsingular upper triangular matrix. Denote
[K2,K3]T = [Kc1,Kc2], [M2,M3]T = [Mc1,Mc2], (2.13)
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where Kc1,Mc1 ∈ R(n−r)×p. Using (2.13), the minimization problem (2.4) is equivalent to
‖Kc1R − Mc1R‖ = min ,
which implies that
Kc1 = Mc1RR−1.
In summary of above discussion, we have proved the following result.
Theorem 2.1. Suppose that K0 ∈ Rr×r , M0 ∈ Rr×r , X ∈ Rn×p and  ∈ Rp×p where rank(X) = p and  is a
diagonal matrix. Let the partitions of the matricesX,K andM be (2.1) and (2.2).Assume that the SVDs of the matrices
X2 and V T1 V2 and the QR-decomposition of the matrix X are given by (2.5), (2.9) and (2.12), respectively. Then
the solution set SE can be expressed as
SE =
{
(K,M) ∈ Rn×n × Rn×n
∣∣∣∣K =
[
K0 [K110 + JP 2P T2 F, K12]UT
K2 K3
]
,
M =
[
M0 [−DV 2(V T1 V2)+ + JP 2P T2 , M12]UT
M2 M3
]}
, (2.14)
where
[K2, K3] = [Mc1RR−1, Kc2]T T, [M2, M3] = [Mc1, Mc2]T T,
and F, K110 are given by (2.11), and J, K12, M12, Kc2 and Mci, i = 1, 2, are arbitrary matrices.
From (2.8) and (2.9), we can easily obtain the following corollary.
Corollary 2.1. Under the same assumptions as in Theorem 2.1, then matrix equation
KX = MX, K([1, r]) = K0, M([1, r]) = M0 (2.15)
has a solution if and only if
(M0X1− K0X1)V2Q2 = 0. (2.16)
In this case, the solution set SE of Eq. (2.15) is given by (2.14).
3. The solution of Problem II
Theorem 2.1 has provided the explicit representation of the solution set SE. It is easy to verify that SE is a closed
convex subset of Rn×n ×Rn×n. From the best approximation theorem (see [1]), we know there exists a unique solution
(Kˆ, Mˆ) in SE such that (1.4) holds.
We now focus our attention on seeking the unique solution (Kˆ, Mˆ) in SE. For the given matrices Ka,Ma ∈ Rn×n
with Ka([1, r]) = K0, Ma([1, r]) = M0, and any pair of matrices (K,M) ∈ SE given in (2.14), write
Ka =
[
K0 K
(a)
1
K
(a)
2 K
(a)
3
]
r
n − r
r n − r
, Ma =
[
M0 M
(a)
1
M
(a)
2 M
(a)
3
]
r
n − r
r n − r
. (3.1)
Let the partitions of K(a)1 U and M
(a)
1 U be
K
(a)
1 U = [K(a)11 , K(a)12 ], M(a)1 U = [M(a)11 , M(a)12 ], (3.2)
where K(a)11 , M
(a)
11 ∈ Rr×s , and the partitions of [K(a)2 ,K(a)3 ]T and [M(a)2 ,M(a)3 ]T be
[K(a)2 ,K(a)3 ]T = [K(a)c1 , K(a)c2 ], [M(a)2 ,M(a)3 ]T = [M(a)c1 , M(a)c2 ], (3.3)
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where K(a)c1 ,M
(a)
c1 ∈ R(n−r)×p. Then
‖K − Ka‖2 + ‖M − Ma‖2
= ‖K1 − K(a)1 ‖2 + ‖M1 − M(a)1 ‖2
+ ‖[K2,K3] − [K(a)2 ,K(a)3 ]‖2 + ‖[M2,M3] − [M(a)2 ,M(a)3 ]‖2
= ‖JP 2P T2 F − (K(a)11 − K110)‖2 + ‖K12 − K(a)12 ‖2
+ ‖JP 2P T2 − (DV 2(V T1 V2)+ + M(a)11 )‖2 + ‖M12 − M(a)12 ‖2
+ ‖Mc1RR−1 − K(a)c1 ‖2 + ‖Kc2 − K(a)c2 ‖2 + ‖Mc1 − M(a)c1 ‖2 + ‖Mc2 − M(a)c2 ‖2. (3.4)
It follows from (3.4) that ‖Ka − K‖2 + ‖Ma − M‖2 = min if and only if
K12 = K(a)12 , M12 = M(a)12 , Kc2 = K(a)c2 , Mc2 = M(a)c2 ,
f (J ) = ‖JP 2P T2 F − Y1‖2 + ‖JP 2P T2 − W1‖2 = min (3.5)
and
‖Mc1RR−1 − K(a)c1 ‖2 + ‖Mc1 − M(a)c1 ‖2 = min , (3.6)
where
Y1 = K(a)11 − K110, W1 = DV 2(V T1 V2)+ + M(a)11 . (3.7)
From (3.5), we have
f (J ) = tr(F TP2P T2 J TJP 2P T2 F) − 2tr(Y T1 JP 2P T2 F) + tr(Y T1 Y1)
+ tr(P2P T2 J TJP 2P T2 ) − 2tr(WT1 JP 2P T2 ) + tr(WT1 W1).
Consequently,
f (J )
J
= 2JP 2P T2 FF TP2P T2 − 2Y1F TP2P T2 + 2JP 2P T2 − 2W1P2P T2 .
Setting f (J )/J = 0, we obtain
JP 2 = (Y1F TP2 + W1P2)(Is−t + P T2 FF TP2)−1. (3.8)
Solving the minimization problem (3.6) by the discussion analogous to that of ﬁnding the minimum of the function
f (J ), we have
Mc1 = [K(a)c1 (RR−1)T + M(a)c1 ][Ip + RR−1(RR−1)T]−1. (3.9)
By now, we have proved the following result.
Theorem 3.1. Given matrices Ka,Ma ∈ Rn×n with Ka([1, r])=K0, Ma([1, r])=M0, then Problem II has a unique
solution and the unique solution of Problem II can be expressed as
Kˆ =
[
K0 [K110 + JP 2P T2 F, K(a)12 ]UT
K2 K3
]
, (3.10)
Mˆ =
[
M0 [−DV 2(V T1 V2)+ + JP 2P T2 , M(a)12 ]UT
M2 M3
]
, (3.11)
where
[K2,K3] = [Mc1RR−1, K(a)c2 ]T T, [M2,M3] = [Mc1, M(a)c2 ]T T, (3.12)
and F, K110, JP 2, Mc1 are given by (2.11), (3.8) and (3.9), respectively.
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4. A numerical example
Based on Theorems 2.1 and 3.1 we can describe an algorithm for solving Problems I and II as follows.
Algorithm 4.1.
(1) Input matrices X, , K0, M0, Ka and Ma .
(2) Form matrices X1, X2 according to (2.1).
(3) Compute the SVDs of the matrices X2 and V T1 V2 by (2.5) and (2.9), respectively.
(4) Compute the matrix D = M0X1− K0X1.
(5) Compute F and K110 by (2.11).
(6) Compute the QR-decomposition of the matrix X by (2.12).
(7) Form matrices M(a)i , K(a)i , i = 1, 2, 3, according to (3.1).
(8) Compute M(a)1i , K(a)1i and M(a)ci , K(a)ci , i = 1, 2, by (3.2) and (3.3), respectively.
(9) Compute Y1, W1 by (3.7).
(10) Compute JP 2, Mc1 by (3.8) and (3.9), respectively.
(11) Compute [K2,K3] and [M2,M3] by (3.12).
(12) Compute the unique solution (Kˆ, Mˆ) of Problem II by (3.10) and (3.11).
Generally speaking, only part elements of coefﬁcient matrices have errors. Therefore, the order of M0 is very close
to that of Ma , that is, n ≈ r . If we let n − r = l, then the amount of computation required by Algorithm 4.1 is about
(10p + 4l)n2 ﬂops.
The following example comes from [14].
Example 4.1. Consider a 10-DOF cantilever beam modelled analytically with mass and stiffness matrices given by
Ma = 0.03 ×
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
52 22 18 −13 0 0 0 0 0 0
22 12 13 −9 0 0 0 0 0 0
18 13 104 0 18 −13 0 0 0 0
−13 −9 0 24 13 −9 0 0 0 0
0 0 18 13 104 0 18 −13 0 0
0 0 −13 −9 0 24 13 −9 0 0
0 0 0 0 18 13 104 0 18 −13
0 0 0 0 −13 −9 0 24 13 −9
0 0 0 0 0 0 18 13 104 0
0 0 0 0 0 0 −13 −9 0 24
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
Ka = 600 ×
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 3 −2 3 0 0 0 0 0 0
3 6 −3 3 0 0 0 0 0 0
−2 −3 4 0 −2 3 0 0 0 0
3 3 0 12 −3 3 0 0 0 0
0 0 −2 −3 4 0 −2 3 0 0
0 0 3 3 0 12 −3 3 0 0
0 0 0 0 −2 −3 4 0 −2 3
0 0 0 0 3 3 0 12 −3 3
0 0 0 0 0 0 −2 −3 4 0
0 0 0 0 0 0 3 3 0 12
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The ﬁrst four measured modal data are given by
= diag{1, 2, 3, 4} = diag{0.30141, 14.626, 122.69, 493.04},
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X = [x1, x2, x3, x4] =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−12.366 3.9718 −3.4966 19.552
1.2608 −1.4242 1.8314 −14.427
−10.965 0.31280 1.5564 −12.669
1.4961 −1.4192 1.2411 −2.5800
−8.2366 −2.9268 1.8629 7.3268
1.6193 −0.73520 −1.1060 10.013
−4.7378 −3.7327 −2.3019 6.9254
1.4987 0.40175 −1.1826 −11.439
−1.4919 −1.7936 −2.9079 −18.549
1.0000 1.0000 1.0000 1.0000
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The elements with no errors of matrices Ma and Ka form matrices M0 and K0 given by
M0 = 0.03 ×
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
52 22 18 −13 0 0 0
22 12 13 −9 0 0 0
18 13 104 0 18 −13 0
−13 −9 0 24 13 −9 0
0 0 18 13 104 0 18
0 0 −13 −9 0 24 13
0 0 0 0 18 13 104
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
K0 = 600 ×
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
2 3 −2 3 0 0 0
3 6 −3 3 0 0 0
−2 −3 4 0 −2 3 0
3 3 0 12 −3 3 0
0 0 −2 −3 4 0 −2
0 0 3 3 0 12 −3
0 0 0 0 −2 −3 4
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
According to Algorithm 4.1, we obtain the unique solution of Problem II as follows:
Kˆ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1200 1800 −1200 1800 0 0 0 −975.45 906.17 −615.12
1800 3600 −1800 1800 0 0 0 −1397.5 1298.6 −881.45
−1200 −1800 2400 0 −1200 1800 0 286.22 −260.67 177.55
1800 1800 0 7200 −1800 1800 0 −2520.1 2345 −1591.4
0 0 −1200 −1800 2400 0 −1200 2074.8 −252.7 171.84
0 0 1800 1800 0 7200 −1800 98.562 1597.9 −1082.7
0 0 0 0 −1200 −1800 2400 235.26 −1420.8 1949.6
101.8 −10.209 90.802 −12.168 1868.7 1786.7 39.791 7187.5 −1787.4 1791.6
−17.781 1.762 −15.926 2.1048 −12.119 2.3179 −1207.1 −1797.8 2397.7 1.5038
41.154 −4.0596 36.921 −4.8547 28.149 −5.3634 1816.5 1794.9 5.262 7196.5
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
Mˆ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1.56 0.66 0.54 −0.39 0 0 0 −255.03 166.84 166.03
0.66 0.36 0.39 −0.27 0 0 0 −362.73 237.44 236.18
0.54 0.39 3.12 0 0.54 −0.39 0 114.56 −74.94 −79.359
−0.39 −0.27 0 0.72 0.39 −0.27 0 −627.02 410.81 410.87
0 0 0.54 0.39 3.12 0 0.54 92.388 −60.263 −58.959
0 0 −0.39 −0.27 0 0.72 0.39 −313.59 204.34 188.25
0 0 0 0 0.54 0.39 3.12 44.948 −29.149 −24.726
−15.251 −4.2924 −30.4 −1.0942 −28.074 4.9564 −16.595 4.6104 −7.5056 3.5993
2.1117 0.81995 4.8768 0.40372 5.4659 −0.41639 5.213 −0.19899 5.6931 −1.2267
−3.845 −2.1486 −11.14 −1.4638 −14.046 0.68932 −11.837 1.8583 −5.0881 3.5418
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Although we do not need to verify the consistency condition (2.16), we note that the condition (2.16) does hold for
this example. Furthermore, We deﬁne the residual as
res(i , xi) = ‖(iMˆ − Kˆ)xi‖,
Y. Yuan / Journal of Computational and Applied Mathematics 219 (2008) 294–301 301
and show the numerical results
(i , xi) (1, x1) (2, x2) (3, x3) (4, x4)
res(i , xi) 7.3501e − 012 1.5879e − 011 1.0714e − 010 1.3814e − 009
Therefore, the prescribed eigenvalues (the diagonal elements of the matrix ) and eigenvectors (the column vectors of
the matrix X) are embedded in the new model Kˆx = Mˆx.
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