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Abstract
We introduce the notion of strongly independent matrices and show the existence of strongly
independent matrices in GL(n,Z) over Zn\{0} when 2n+1 is a prime number. As an application
of strong independence, we give a measure rigidity result for endomorphisms on n-torus Tn.
Keywords: Strong independence, ergodicity, mixing, Fourier coefficient, measure rigidity.
1 Introduction and main results
For an integer n, consider the automorphism Tn on T = R/Z (called ×n map) given by
Tn(x) = nx mod 1, x ∈ T.
In [1] H. Furstenberg showed that any closed subset of T invariant under the action of a
non-lacunary semigroup of integers must be either finite or the whole T. Here non-lacunary
means that not to be all powers of one integer. Then he conjectured a similar statement holds
for invariant measures.
Furstenberg’s Conjecture. An ergodic invariant measure on T under the action of a non-
lacunary semigroup of integers is either Lebesgue measure or finitely supported.
In general, consider two commuting maps ×p and ×q, where p and q are two positive integers
satisfying log plog q /∈ Q. In this direction, the first substantial result was obtained by R. Lyons.
Theorem 1.1 ([6]). Suppose p, q are two positive integers with log plog q /∈ Q. Then any ×p,×q-
invariant ergodic measure µ is either Lebesgue measure or finitely supported if (T,B, µ, Tq) has
no zero entropy factor.
This result was improved by D. Rudolph with the assumption that p and q are relatively
prime.
Theorem 1.2 ([7]). Let p and q are relatively prime positive integers. Then any ×p,×q-
invariant ergodic measure is either Lebesgue measure or finitely supported if one of Tp and Tq
has positive entropy.
∗Corresponding author
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One may consult [3, 4, 5] for the extensions of above results to automorphisms on n-torus
with n ≥ 2. Recently, H. Huang has gotten the following rigidity theorem assuming that the
measure is invariant under enough ×q maps.
Theorem 1.3 ([2]). The Lebesgue measure is the only non-atomic ×p-invariant measure on T
satisfying one of the following:
(1) it is ergodic and there exist a nonzero integer l and a Følner sequence Σ = {Fn}∞n=1 in N
such that µ is ×(pj + l)-invariant for all j in some E ⊆ N with DΣ(E) = 1;
(2) it is weakly mixing and there exist a nonzero integer l and a Følner sequence Σ = {Fn}∞n=1
in N such that µ is ×(pj + l)-invariant for all j in some E ⊆ N with DΣ(E) > 0;
(3) it is strongly mixing and there exist a nonzero integer l and an infinite set E ⊆ N such
that µ is ×(pj + l)-invariant for all j in E.
Moreover, a ×p- invariant measure satisfying (2) or (3) is either a Dirac measure or the Lebesgue
measure.
In this paper, we extend the above measure rigidity theorem to endomorphisms on n-torus
Tn. Here we use the notion of strongly independent matrices (see Definition 2.1).
Theorem 1.4. The Lebesgue measure is the only non-atomic ×A-invariant measure on Tn
satisfying one of the following:
(1) it is ergodic and there exist a sequence of n matrices B1, B2, · · · , Bn ∈ GL(n,Z) which are
strongly independent over Zn \ {0} and a Følner sequence Σ = {Fn}∞n=1 in N such that µ
is ×(Aj +Bi)-invariant for all j in some E ⊆ N with DΣ(E) = 1 and all i = 1, 2, · · · , n;
(2) it is weakly mixing and there exist a sequence of n matrices B1, B2, · · · , Bn ∈ GL(n,Z)
which are strongly independent over Zn \ {0} and a Følner sequence Σ = {Fn}∞n=1 in N
such that µ is ×(Aj + Bi)-invariant for all j in some E ⊆ N with DΣ(E) > 0 and all
i = 1, 2, · · · , n;
(3) it is strongly mixing and there exist a sequence of n matrices B1, B2, · · · , Bn ∈ GL(n,Z)
which are strongly independent over Zn \ {0} and an infinite set E ⊆ N such that µ is
×(Aj +Bi)-invariant for all j in E and all i = 1, 2, · · · , n.
Moreover, a ×A-invariant measure satisfying (2) or (3) is either a Dirac measure or the Lebesgue
measure.
In the following theorem, we give some concrete examples of strongly independent matrices.
These examples show that one can construct a countably generated abelian semigroup action on
Tn such that the Lebesgue measure is the only non-atomic invariant measure under the action.
For the definition of Mn(2), please see Section 2.
Theorem 1.5. If 2n + 1 is a prime number then the matrices Mn(2),M
2
n(2), · · · ,Mnn (2) are
strongly independent over Zn \ {0}.
The paper is organized as follows. In section 2, we give some definitions and notations
which will be used throughout the paper. In section 3, we give some lemmas about cyclotomic
polynomial and some basic facts about Fourier coefficients. We obtain a criterion to determine
the strong independence of the powers of a matrix and construct an infinite family of strongly
independent matrices in Section 4. We characterize the ergodicity, weakly mixing, and strongly
mixing by Fourier coefficients in section 5. In the last section, we prove a measure rigidity
theorem for endomorphisms on Tn.
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2 Preliminaries
Let N stand for the set of nonnegative integers and |E| denote the cardinality of a set E. Denote
by M(n,Z) the set of square matrices of order n with entries in Z. Denote by GL(n,Z) the set
of invertible matrices in M(n,Z) whose inverse is also in M(n,Z) .
Let Mn(a) and Nn(a) denote the following n × n real tridiagonal matrices with n being a
positive integer and a being a real number.
Mn(a) =


a 1 0 · · · 0 0
1 a 1 · · · 0 0
0 1 a · · · 0 0
...
...
... · · · ... ...
0 0 0 · · · a 1
0 0 0 · · · 1 a− 1


, Nn(a) =


a 1 0 · · · 0 0
1 a 1 · · · 0 0
0 1 a · · · 0 0
...
...
... · · · ... ...
0 0 0 · · · a 1
0 0 0 · · · 1 a


.
In particular,
M1(a) =
[
a− 1] , M2(a) =
[
a 1
1 a− 1
]
, N1(a) =
[
a
]
, N2(a) =
[
a 1
1 a
]
.
Definition 2.1. We call n matrices B1, B2, · · · , Bn ∈ GL(n,Z) strongly independent over
Zn \ {0} if for any nonzero row vector ~k = (k1, k2, · · · , kn) ∈ Zn, the vectors ~kB1, ~kB2, · · · , ~kBn
are independent over R.
Definition 2.2. A Følner sequence in N is a sequence Σ = {Fn}∞n=1 of finite subsets in N
satisfying
lim
n→∞
|(Fn +m)∆Fn|
|Fn| = 0
for every m in N. Here ∆ stands for the symmetric difference.
Definition 2.3. Let Σ = {Fn}∞n=1 be a sequence of finite subsets of N. The density DΣ(E) of
a subset E of N with respect to Σ is given by
DΣ(E) := lim
n→∞
|E ∩ Fn|
|Fn| .
The upper density DΣ(E) and lower density DΣ(E) are given by
DΣ(E) := lim sup
n→∞
|E ∩ Fn|
|Fn| , DΣ(E) := lim infn→∞
|E ∩ Fn|
|Fn| .
Definition 2.4. For ~k = (k1, k2, · · · , kn) ∈ Zn, the Fourier coefficient µˆ(~k) of a measure µ
on Tn is defined by
µˆ(~k) =
∫
Tn
zk11 z
k2
2 · · · zknn dµ(z1, z2, · · · , zn)
when taking Tn = {(z1, z2, · · · , zn) ∈ Cn : |z1| = |z2| = · · · = |zn| = 1}.
Within this paper, a measure on a compact metrizable X always means a Borel probability
measure. A measure µ is called non-atomic if µ({x}) = 0 for every x ∈ X.
A measure µ onX is called T -invariant for a continuous map T : X → X if µ(E) = µ(T−1E)
for every Borel subset E in X. A T -invariant measure µ is called ergodic if every Borel subset
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E with T−1E = E implies µ(E) = 0 or 1, it is called weakly mixing if µ × µ is an ergodic
T ×T -invariant measure on X×X, and it is called strongly mixing if limj→∞ µ(T−jE ∩F ) =
µ(E)µ(F ) for all Borel subsets E,F in X.
Within this paper, we only consider that X = Tn = Rn/Zn and T = TA is the ×A map on
Tn defined by TA(x) = Ax mod Z
n for all column vectors x ∈ Rn/Zn and A ∈M(n,Z).
For ~k = (k1, k2, · · · , kn) ∈ Zn and z = (z1, z2, · · · , zn) ∈ Tn,
z
~k := zk11 z
k2
2 · · · zknn .
3 Some Lemmas
Since nnt cyclotomic polynomial is irreducible in Q[X], we have the following result which also
can be found in [8].
Lemma 3.1. Let n be a positive integer and ζn = e
2pii
n . Then
[Q(ζn) : Q] = ϕ(n),
where ϕ is Euler function.
Lemma 3.2. Let n be a positive integer and ζ2n+1 = e
2pii
2n+1 . Then
(1)
[
Q(ζ2n+1) : Q(cos
2π
2n+1 )
]
= 2.
(2)
[
Q(ζ2n+1) : Q(cos
2π
2n+1 , cos
4π
2n+1 , · · · , cos 2nπ2n+1)
]
= 2.
Proof. (1) Since ζ22n+1−2
(
cos 2π2n+1
)
ζ2n+1+1 = 0 and x
2−2
(
cos 2π2n+1
)
x+1 = 0 is irreducible
over Q
(
cos 2π2n+1
)
, we have
[
Q(ζ2n+1) : Q
(
cos
2π
2n+ 1
)]
= 2.
(2) Noting that cos(k + 1)θ = 2cos kθ cos θ − cos(k − 1)θ, we can derive inductively that all
cos 2π2n+1 , cos
4π
2n+1 , · · · , cos 2nπ2n+1 are in Q(cos 2π2n+1), then[
Q
(
cos
2π
2n + 1
, cos
4π
2n+ 1
, · · · , cos 2nπ
2n+ 1
)
: Q
(
cos
2π
2n + 1
)]
= 1.
The result holds by[
Q(ζ2n+1) : Q
(
cos
2π
2n+ 1
)]
=[
Q(ζ2n+1) : Q
(
cos
2π
2n+ 1
, · · · , cos 2nπ
2n+ 1
)]
·
[
Q
(
cos
2π
2n+ 1
, · · · , cos 2nπ
2n+ 1
)
: Q
(
cos
2π
2n+ 1
)]
.

Lemma 3.3. For a nonzero ~k = (k1, k2, · · · , kn) ∈ Zn, if µˆ(~k) = 1 then the support of µ
Supp(µ) ⊆
{
(z1, z2, · · · , zn) ∈ Tn : zk11 zk22 · · · zknn = 1
}
4
Lemma 3.4. Let B1, B2, · · · , Bn ∈ GL(n,Z) be strongly independent over Z \ {0}. If there is
some nonzero ~k ∈ Zn such that µˆ(~kBi) = 1 for every i ∈ {1, 2, · · · , n}, then µ is an atomic
measure on Tn.
Proof. Let ~kBi = (l1i, l2i, · · · , lni) for each i ∈ {1, 2, · · · , n}. By Lemma 3.3,
Supp(µ) ⊆
n⋂
i=1
{
(z1, z2, · · · , zn) ∈ Tn : zl1i1 zl2i2 · · · zlnin = 1
}
.
Writing it in addition notation that is
n⋂
i=1
{(x1, x2, · · · , xn) ∈ [0, 1)n : l1ix1 + l2ix2 + · · ·+ lnixn ∈ Z}
⊆
{
~kL−1 : ~k ∈ [−M,M ]n ∩ Zn
}
,
where M = max{|li1| + |li2| + · · · + |lin| : i = 1, 2, · · · , n} and L = (lij)n×n are constant
. Therefore the support of µ is a finite set since that L is invertible over R according to the
independence of ~kB1, ~kB2, · · · , ~kBn.
The following lemmas are stated in [2].
Lemma 3.5. For a topological dynamical system (X,T ), if ν is an ergodic T -invariant measure
on X, then for every Følner sequence {Fn}∞n=1 in N ,one has
lim
n→∞
1
|Fn|
∑
j∈Fn
F (T jx) =
∫
X
fdν
for every f ∈ L(X, ν)(note that the identity holds with respect to L2-norm). Consequently
lim
n→∞
1
|Fn|
∑
j∈Fn
∫
X
f(T jx)g(x)dν(x) =
∫
X
fdν
∫
X
gdν (3.1)
for every f, g in L2(X, ν).
Lemma 3.6. Let T : X → X be a continuous map on a compact metrizable space X. If a
weakly mixing T -invariant atomic measure, then µ is a Dirac measure on X.
4 Existence of Strongly Independent Matrices
Theorem 4.1. If a matrix B ∈ GL(n,Z) satisfies that all its eigenvalues are different reals and
the vector space spanned by any n − 1 row eigenvectors of which doesn’t contain any nonzero
elements of Zn, then B,B2, · · · , Bn are strongly independent over Zn \ {0}.
Proof. We assume that the eigenvalues ofB are λ1 < λ2 < · · · < λn. Let Λ denote diag(λ1, λ2, · · · , λn).
Then there exists some invertible real matrix P such that B = P−1ΛP .
Write P =


β1
β2
...
βn

. Then each βi is an row eigenvector of B corresponding to λi according to
PB = ΛP .
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We claim that, for any nonzero vector ~k = (k1, k2, · · · , kn) ∈ Zn, each entry of ~kP−1 =
(x1, x2, · · · , xn) is nonzero. If not, we assume xn = 0, then ~k = (x1, x2, · · · , xn−1, 0)P =
x1β1 + · · · + xn−1βn−1 ∈ span{β1, · · · , βn−1}, which contradicts to the hypothesis. Therefore

~kB
~kB2
...
~kBn

 =


~kP−1ΛP
~kP−1Λ2P
...
~kP−1ΛnP

 =


(x1, x2, · · · , xn)ΛP
(x1, x2, · · · , xn)Λ2P
...
(x1, x2, · · · , xn)ΛnP

 =


λ1 λ
2
1 · · · λn1
λ2 λ
2
2 · · · λn2
...
...
...
λn λ
2
n · · · λnn




x1
x2
. . .
xn

P
which is invertible over R since λ1, λ2, · · · , λn are all nonzero and different and x1, x2, · · · , xn
are all nonzero. Consequently, for any nonzero ~k ∈ Zn, ~kB,~kB2, · · · , ~kBn are independent over
R, which implies that B,B2, · · · , Bn are strongly independent over Z \ {0}.

Let f(n) denote det(Mn(a)) and g(n) denote det(Nn(a)).
Lemma 4.1.
f(n) =


1, a = 2
(−1)n−1(2n+ 1), a = −2
αn+1+βn+1+αn+βn
2+a , a 6= ±2
, g(n) =


n+ 1, a = 2
(−1)n(n+ 1), a = −2
2(αn+βn)−a(αn+1+βn+1)
4−a2
, a 6= ±2
where α, β are the roots of λ2 − aλ+ 1 = 0. i.e.
α, β =
a±√a2 − 4
2
.
Proof. Expanding the first columns we can get
f(n) = af(n− 1)− f(n− 2) with f(1) = a− 1 and f(2) = a2 − a− 1. (4.1)
g(n) = ag(n− 1)− g(n − 2) with g(1) = a and g(2) = a2 − 1. (4.2)
The characteristic equation of both is λ2 − aλ + 1 = 0. Solve the difference equations we can
get the results.

Lemma 4.2. The characteristic polynomial of Mn(2) has n different real roots:
2 + 2 cos
(
2π
2n+ 1
)
, 2 + 2 cos
(
4π
2n+ 1
)
, · · · , 2 + 2 cos
(
2nπ
2n+ 1
)
.
Moreover
(1) all roots are irrational when n 6= 1 mod 3,
(2) 1 is the only rational root when n = 1 mod 3.
Proof. If det(Mn(a)) = 0 for some a, then a 6= ±2 and we have αn+1 + βn+1 + αn + βn = 0.
According to αβ = 1, we have (α+ 1)(α2n+1 + 1) = 0. Since a 6= −2, α 6= −1. We have
α = eiπ(
2k
2n+1
−1), k = 1, 2, · · · , 2n.
Therefore
a = α+ β = 2Re(α) = −2 cos
(
2kπ
2n+ 1
)
, k = 1, 2, · · · , 2n.
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There are n different values −2 cos
(
2π
2n+1
)
,−2 cos
(
4π
2n+1
)
, · · · ,−2 cos
(
2nπ
2n+1
)
. Note that the
characteristic polynomial of Mn(2) is p(λ) =det(Mn(2−λ)), consequently, which has n different
roots
2 + 2 cos
(
2π
2n+ 1
)
, 2 + 2 cos
(
4π
2n+ 1
)
, · · · , 2 + 2 cos
(
2nπ
2n+ 1
)
.
This proves the first part.
Note that det(Mn(2)) = 1 . We have
p(λ) = (−1)nλn + · · ·+ 1.
If there is a rational root of p(λ) = 0 it must be ±1. By Proposition2, one has
p(1) =
1
3
(
ei
n+1
3
π + e−i
n+1
3
π + ei
n
3
π + e−i
n
3
π
)
=
4
3
cos
2n+ 1
6
π cos
π
6
and
p(−1) = 1
5


(
3 +
√
5
2
)n+1
+
(
3−√5
2
)n+1
+
(
3 +
√
5
2
)n
+
(
3−√5
2
)n > 0.
This shows the second part.

Proof of Theorem 1.5. Since 2n + 1 is a prime number, we have n 6= 1 mod 3. Then all
eigenvalues of Mn(2) are different irrationals. Let the eigenvalues of Mn(2) be λ1 < λ2 < · · · <
λn, and βi be the eigenvector corresponding to λi. β
⊥
i denotes the space of vectors that are
orthogonal to βi.
Fix i ∈ {1, 2, · · · , n}. Let B represent the n× n matrix

2− λi 1 0 · · · 0 0
1 2− λi 1 · · · 0 0
0 1 2− λi · · · 0 0
...
...
...
...
...
0 0 0 · · · 2− λi 1
0 0 0 · · · 1 1− λi


Then we have βiB = (0, 0, · · · , 0). Denote the rows of B by α1, α2, · · · , αn. We get that
α1, α2, · · · , αn ∈ β⊥i and
β⊥i = Span{α1, α2, · · · , αn−1},
since α1, α2, · · · , αn−1 are linearly independent. If there exist (x1, x2, · · · , xn−1) ∈ Rn−1 and
(k1, k2, · · · , kn) ∈ Z \ {0} such that
x1α1 + x2α2 + · · · + xn−1αn−1 = (k1, k2, · · · , kn)
That is 

2− λi 1 0 · · · 0
1 2− λi 1 · · · 0
0 1 2− λi · · · 0
...
...
...
...
0 0 0 · · · 2− λi
0 0 0 · · · 1




x1
x2
...
xn−1

 =


k1
k2
...
kn−1
kn


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So xn−1 = kn and we have

x1
x2
...
xn−2
kn

 =


2− λi 1 0 · · · 0
1 2− λi 1 · · · 0
0 1 2− λi · · · 0
...
...
...
...
0 0 0 · · · 2− λi


−1 

k1
k2
...
kn−1

 = N−1n−1(2− λi)


k1
k2
...
kn−1


Then there is a polynomial q(x) ∈ Z[x] of degree n − 1 such that q(λi) = 0 which is a contra-
diction. Since 2n + 1 is a prime number, ϕ(2n + 1) = 2n. By Lemma 3.1 and Lemma 3.2, we
have [
Q
(
cos
2π
2n+ 1
, · · · , cos 2nπ
2n + 1
)
: Q
]
=
ϕ(2n + 1)
2
= n,
which implies that it is impossible that for each eigenvalue there is a polynomial q(x) ∈ Z[x] of
degree n− 1 such that q(λi) = 0.

5 Characterizations of Ergodic, Weakly Mixing and Strongly
Mixing via Fourier Coefficients
Theorem 5.1. The following are true.
(1) A measure µ on Tn is an ergodic ×A-invariant measure if and only if
lim
n→∞
1
|Fn|
∑
j∈Fn
µˆ(~kAj +~l) = µˆ(~k)µˆ(~l)
for every Følner sequence Σ = {Fn}∞n=1 in N and ~k,~l in Zn.
(2) A measure µ on Tn is a weakly mixing ×A-invariant measure if and only if
lim
n→∞
1
|Fn|
∑
j∈Fn
|µˆ(~kAj +~l)− µˆ(~k)µˆ(~l)|2 = 0
for every Følner sequence Σ = {Fn}∞n=1 in N and ~k,~l in Zn.
(3) A measure µ on Tn is a strongly mixing ×A-invariant measure if and only if
lim
j→∞
µˆ(~kAj +~l) = µˆ(~k)µˆ(~l)
for all ~k,~l in Zn.
Proof.
(1) Suppose µ is an ergodic ×A-invariant measure on Tn and TA denotes the ×A map. Using
Lemma 3.5 for the measurable dynamical system (Tn, TA, µ) we have
lim
n→∞
1
|Fn|
∑
j∈Fn
∫
Tn
f(T jAx)g(x)dµ(x) =
∫
Tn
fdµ
∫
Tn
gdµ (5.1)
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for every continuous functions f, g on Tn. Let f = z
~k and g = z
~l and we get
lim
n→∞
1
|Fn|
∑
j∈Fn
µˆ(~kAj +~l) = µˆ(~k)µˆ(~l) (5.2)
which is the necessity.
Now we assume that (5.1) for every Følner sequence{Fn}∞n=1 in N and all ~k,~l ∈ Zn. Let
~l = ~0, we get
lim
n→∞
1
|Fn|
∑
j∈Fn
µˆ(~kAj) = µˆ(~k)
for every ~k ∈ Zn. Substituting ~k with ~kA, we have
µˆ(~kA) = lim
n→∞
1
|Fn|
∑
j∈Fn
µˆ(~kAj+1)
= lim
n→∞
1
|Fn + 1|
∑
j∈Fn+1
µˆ(~kAj)
= µˆ(~k) ({Fn + 1}∞n=1is also a Følner sequence)
for every ~k ∈ Zn. Hence µ is ×A-invariant.
With (5.2) we have (5.1) is true for all f = z
~k and g = z
~l . By linearity we have (5.1) is
also true for all polynomials on Tn. Since polynomials are dense in L2(Tn, µ), we have(5.1)
true for all f, g ∈ L2(Tn, µ). Taking f = g = 1E in (5.1) for some TA-invariant Borel subset
E which satisfies T−1A E = E, we have µ(E)
2 = µ(E) . Hence µ is ergodic.
(2) Suppose µ is a weakly mixing ×A-invariant measure on Tn, which means µ × µ is an
ergodic TA × TA-invariant measure on T2n. Taking f(z1, z2) = z~k1z~k2 and g(z1, z2) = z~l1z~l2
in (3.1) of Lemma 3.5 with X = T2n and ν = µ× µ, we get
lim
n→∞
∑
j∈Fn
|µˆ(~kAj +~l)|2 = |µˆ(~k)|2|µˆ(l)|2. (5.3)
Since
|µˆ(~kAj +~l)− µˆ(~k)µˆ(~l)|2
= |µˆ(~kAj +~l)|2 + |µˆ(~k)|2|µˆ(l)|2 − µˆ(~kAj +~l)µˆ(−~k)µˆ(−~l)− µˆ(−~kAj −~l)µˆ(~k)µˆ(~l)
We have
lim
n→
1
|Fn|
∑
j∈Fn
|µˆ(~kAj +~l)− µˆ(~k)µˆ(~l)|2
= lim
n→
1
|Fn|
∑
j∈Fn
|µˆ(~kAj +~l)|2 + |µˆ(~k)|2|µˆ(~l)|2 − µˆ(~kAj +~l)µˆ(−~k)µˆ(−~l)− µˆ(−~kAj −~l)µˆ(~k)µˆ(~l)
= |µˆ(~k)|2|µˆ(~l)|2 + |µˆ(~k)|2|µˆ(~l)|2 − |µˆ(~k)|2|µˆ(~l)|2 − |µˆ(~k)|2|µˆ(~l)|2
= 0
9
for all ~k,~l ∈ Zn and every Følner sequence {Fn}∞n=1 in N. The second equality above is
implied by (5.3) and the results of (1) noting that weakly mixing implies the ergodicity.
Conversely, suppose
lim
n→
1
|Fn|
∑
j∈Fn
|µˆ(~kAj +~l)− µˆ(~k)µˆ(~l)|2 = 0 (5.4)
for all ~k,~l ∈ Zn and every Følner sequence {Fn}∞n=1 in N.
Firstly, (5.4) implies
lim
n→
1
|Fn|
∑
j∈Fn
µˆ(~kAj +~l) = µˆ(~k)µˆ(~l).
So by (1) µ is an ergodic ×A-invariant measure.
In order to prove µ×µ is an erogodic TA×TA-invariant measure on Tn, it suffices to show
that
lim
n→∞
1
|Fn|
∑
j∈Fn
∫
Tn
f((TA × TA)j(z1, z2))g(z1, z2)dµ × µ(z1, z2) =
∫
Tn
fdµ
∫
Tn
gdµ
for all continuous functions f and g on Tn, which is equivalent to show
lim
n→∞
1
|Fn|
∑
j∈Fn
µˆ( ~k1A
j + ~l1)µˆ( ~k2A
j + ~l2) = µˆ( ~k1)µˆ( ~k2)µˆ(~l1)µˆ(~l2)
for all ~k1, ~k2, ~l1, ~l2 ∈ Zn by taking f = z ~k11 z
~k2
2 and g = z
~l1
1 z
~l2
2 since whose linear span is
dense in C(T2n).
Note that∣∣∣µˆ( ~k1Aj + ~l1)µˆ( ~k2Aj + ~l2)− µˆ( ~k1)µˆ( ~k2)µˆ(~l1)µˆ(~l2)∣∣∣
≤
∣∣∣µˆ( ~k1Aj + ~l1) [µˆ( ~k2Aj + ~l2)− µˆ( ~k2)(~l2)]∣∣∣+ ∣∣∣[µˆ( ~k1Aj + ~l1)− µˆ( ~k1)µˆ(~l1)] µˆ( ~k2)(~l2)∣∣∣
≤
∣∣∣µˆ( ~k2Aj + ~l2)− µˆ( ~k2)(~l2)∣∣∣+ ∣∣∣µˆ( ~k1Aj + ~l1)− µˆ( ~k1)µˆ(~l1)∣∣∣
for all ~k1, ~k2, ~l1, ~l2 ∈ Zn.
Hence we have
lim
n→∞
1
|Fn|
∑
j∈Fn
∣∣∣µˆ( ~k1Aj + ~l1)µˆ( ~k2Aj + ~l2)− µˆ( ~k1)µˆ( ~k2)µˆ(~l1)µˆ(~l2)∣∣∣2
≤ lim
n→∞
1
|Fn|
∑
j∈Fn
[∣∣∣µˆ( ~k2Aj + ~l2)− µˆ( ~k2)(~l2)∣∣∣+ ∣∣∣µˆ( ~k1Aj + ~l1)− µˆ( ~k1)µˆ(~l1)∣∣∣]2
≤ 2 lim
n→∞
1
|Fn|
∑
j∈Fn
[∣∣∣µˆ( ~k2Aj + ~l2)− µˆ( ~k2)(~l2)∣∣∣2 + ∣∣∣µˆ( ~k1Aj + ~l1)− µˆ( ~k1)µˆ(~l1)∣∣∣2
]
= 0 (by (5.4)).
The last inequality above is implied by the inequality (a + b)2 ≤ 2(a2 + b2) for any non-
negative a, b. Using Jensen’s inequality
(
|x1|+···+|xn|
n
)2
≤ |x1|2+···+|xn|2
n
, we get
lim
n→∞
1
|Fn|
∑
j∈Fn
∣∣∣µˆ( ~k1Aj + ~l1)µˆ( ~k2Aj + ~l2)− µˆ( ~k1)µˆ( ~k2)µˆ(~l1)µˆ(~l2)∣∣∣ = 0.
This proves the sufficiency.
10
(3) Suppose µ is strongly mixing, which means that limj→∞ µ(T
−j
A E ∩F ) = µ(E)µ(F ) for all
Borel subsets E,F in Tn. Let 1E stand for the characteristic function of E, then we have
lim
j→∞
∫
Tn
1E(T
j
Ax)1F (x)dµ(x) =
∫
Tn
1Edµ
∫
Tn
1F dµ
for all Borel subsets E,F in Tn.
Since the linear combinations of characteristic functions are dense in L2(Tn, µ), we have
lim
j→∞
∫
Tn
f(T jAx)g(x)dµ(x) =
∫
Tn
fdµ
∫
Tn
gdµ
for all f, g ∈ C(Tn). Particularly taking f = z~k and g = z~l, we have
lim
j→∞
µˆ(~kAj +~l) = µˆ(~k)µˆ(~l) (5.5)
for all ~k,~l in Zn. This proves the necessity.
On the other hand, suppose a measure µ on Tn satisfies (5.5). Let ~l = ~0 and replace ~k by
~kA. Then we get
µˆ(~kA) = lim
j→∞
µˆ(~kAj+1) = lim
j→∞
µˆ(~kAj) = µˆ(~k)
for all ~k ∈ Zn. Hence µ is ×A-invariant and we have
lim
j→∞
∫
Tn
f(T jAx)g(x)dµ(x) =
∫
Tn
fdµ
∫
Tn
gdµ
when f = z
~k and g = z
~l for all ~k,~l in Zn. Since the linear combinations of z
~k and
z
~l are polynomials on Tn which are dense in L2(Tn, µ), the above is also true for all
f, g ∈ L2(Tn, µ). Particularly it holds for f = 1E and g = 1F for any Borel subsets E,F
in Tn that is
lim
j→∞
µ(T−jA E ∩ F ) = µ(E)µ(F ).
Hence we complete the proof.

6 Measure Rigidity on Tn
Proof of Theorem 1.4.
(1) Suppose µ is an ergodic ×A-invariant measure on Tn and there exist a sequence of n
matrices B1, B2, · · · , Bn ∈ GL(n,Z) which are strongly independent over Z \ {0} and a
Følner sequence Σ = {Fn}∞n=1 such that µ is ×(Aj +Bi)-invariant for all i ∈ {1, 2, · · · , n}
and j in some E ⊆ N with DΣ(E) = 1.
If µ is not Lebesgue measure, then there exists a nonzero ~k ∈ Zn such that µˆ(~k) 6= 0.
Since µ is an ergodic ×A-invariant measure, by Theorem 5.1 (1), we have
lim
n→∞
1
|Fn|
∑
j∈Fn
µˆ(~kAj + ~kBi) = µˆ(~k)µˆ(~kBi).
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for every i ∈ {1, 2, · · · , n}. Note that
1
|Fn|
∑
j∈Fn
µˆ(~kAj + ~kBi) =
1
|Fn|

 ∑
j∈Fn∩E
+
∑
j∈Fn\E

 µˆ(~kAj + ~kBi)
=
|Fn ∩ E|
|Fn| µˆ(
~k) +
∑
j∈Fn\E
µˆ(~kAj + ~kBi)
→ µˆ(~k) as n→∞.
Hence µˆ(~k) = µˆ(~k)µˆ(~kBi) which implies µˆ(~kBi) = 1 for every i ∈ {1, 2, · · · , n}. According
to Lemma 3.4, we get a contradiction.
(2) Suppose µ is an weakly mixing ×A-invariant measure on Tn and there exist a sequence of
n matrices B1, B2, · · · , Bn ∈ GL(n,Z) which are strongly independent over Z \ {0} and a
Følner sequence Σ = {Fn}∞n=1 such that µ is ×(Aj +Bi)-invariant for all i ∈ {1, 2, · · · , n}
and j in some E ⊆ N with DΣ(E) > 0.
If µ is not Lebesgue measure, then there exists a nonzero ~k ∈ Zn such that µˆ(~k) 6= 0.
Since µ is a weakly mixing ×A-invariant measure, by Theorem 5.1 (2), we have
lim
n→∞
1
|Fn|
∑
j∈Fn
|µˆ(~kAj + ~kBi)− µˆ(~k)µˆ(~kBi)|2 = 0.
Therefore,
0 = lim sup
n→∞
1
|Fn|
∑
j∈Fn
|µˆ(~kAj + ~kBi)− µˆ(~k)µˆ(~kBi)|2
≥ lim sup
n→∞
1
|Fn|
∑
j∈Fn∩E
|µˆ(~kAj + ~kBi)− µˆ(~k)µˆ(~kBi)|2
= lim sup
n→∞
1
|Fn|
∑
j∈Fn∩E
[
|µˆ(~kAj + ~kBi)|2 + |µˆ(~k)|2|µˆ(~kBi)|2
−µˆ(~kAj + ~kBi)µˆ(−~k)µˆ(−~kBi)− µˆ(−~kAj − ~kBi)µˆ(~k)µˆ(~kBi)
]
= lim sup
n→∞
1
|Fn|
∑
j∈Fn∩E
[
|µˆ(~k)|2 + |µˆ(~k)|2|µˆ(~kBi)|2 − |µˆ(~k)|2µˆ(−~kBi)− |µˆ(~k)|2µˆ(~kBi)
]
= lim sup
n→∞
1
|Fn|
∑
j∈Fn∩E
|µˆ(~k)− µˆ(~k)µˆ(~kBi)|2
= |µˆ(~k)− µˆ(~k)µˆ(~kBi)|2DΣ(E).
Hence µˆ(~k) − µˆ(~k)µˆ(~kBi) = 0 which implies that µˆ(~kBi) = 1 for every i ∈ {1, 2, · · · , n}.
We get a contradiction again.
(3) Suppose µ is a strongly mixing ×A-invariant measure on Tn and there exist a sequence of
n matrices B1, B2, · · · , Bn ∈ GL(n,Z) which are strongly independent over Z\{0} and an
infinite set E ⊆ N such that µ is ×(Aj +Bi)-invariant for all i ∈ {1, 2, · · · , n} and j in E.
If µ is not Lebesgue measure, then there exists a nonzero ~k ∈ Zn such that µˆ(~k) 6= 0.
Since µ is a strongly mixing ×A-invariant measure, by Theorem 5.1 (3), we have
lim
j→∞
j∈E
µˆ(~kAj + ~kBi) = µˆ(~k)µˆ(~kBi)
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for all i ∈ {1, 2, · · · , n} and j in E. Owing to µ being ×(Aj +Bi)-invariant for all j in E,
one has µˆ(~kAj + ~kBi) = µˆ(~k). Consequently, µˆ~k = µˆ(~k)µˆ(~kBi), which implies µˆ(~kBi) = 1
for all i ∈ {1, 2, · · · , n}. This again leads to a contradiction.
Suppose µ is a measure on Tn satisfying (2) or (3) of Theorem 1.4. If µ is not a Lebesgue
measure, then µ is atomic. According to Lemma 3.6, we claim that µ is a Dirac measure on Tn.
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