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Department of Social Sciences, University of Naples Federico II, Naples, Italy
1. Different forms of digital data
The diffusion of digital technologies and social networks has multiplied the
forms of digital data that can be employed for social research.
The main two forms are native digital data, which are produced in social
networks, search engines, or blogging, and digitized data, which are analog
data transformed into digital (Rogers, 2013).
Big data are originally produced in the Internet. They allow for analyzing
behaviors without interfering with individuals (Webb et al., 1966). An exam-
ple is the data used in web platforms analytics, such as Google Correlate,
whose purpose is to reveal the co-occurrences associated with a keyword
searched through the Google search engine. This tool helped to predict the flu
epidemic in the US, well before the US Centre for Disease Control and
Prevention (Ginsberg et al., 2009). This example demonstrates that digital
web platforms enable innovations in data analysis. Another example of native
digital data is the data voluntarily uploaded on social networks, blogs, and
websites. These are mainly textual or visual (images and videos), often
unstructured. A third example is transactional data and the Internet of
things. Transactions made through digital devices, such as smart-phones,
scanners, tablets, and cards with chips (credit cards, shopping cards) produce
data with some structure. These data comprise metadata (date, time, dura-
tion, or expenditures) associated with transactions. The objects connected to
the Internet (the Internet of things), such as sensors for health monitoring,
house automation, and driving aid, usually produce structured data, which
can be organized and analyzed.
Digitized data previously existed in analog form, for example images,
videos, and scanned or digitally photographed documents uploaded on the
web, such as museum collections or libraries available on-line. Digital huma-
nities have converted this material into digital form. Another example is the
surveys assisted by computers, where the data are inserted into digital
databases. Web surveys now are conducted through the Internet (by
e-mail) (Amaturo and Aragona, 2016), and allow for reaching a large sample
with a small budget.
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Digital data however require adequate methods. They do not necessary
demand computational techniques, but specific skills. For example, machine
learning, sentiment analysis, or social network analysis are rooted in content
analysis, agent-based modeling, or network analysis.
2. Digital data require specific methods
The abundance and granularity of social media data have empowered and
transformed network analysis. This latter technique has been used in sociol-
ogy (Latour, 2005; Scott, 2012) and can be traced back to the sociometric
work of Moreno (1934), who mapped out likes and dislikes among members
of small social groups, such as school classes and sport teams. Marres (2017)
notes that since Moreno’s work, network analysis has been developed along
“mathematical (graph theory), quantitative (social network analysis), and
radically empiricist (actor-network theory)” (92). Social network data allow
empiricism in graph theory (Newman et al., 2007; Lazer et al., 2009) and
a shift from modeling networks to the analysis of real-time network
dynamics (Escobar et al., 2017). Small group studies have been replaced by
the analysis of social media platforms, in order to study network dynamics
on a large scale (Rieder, 2013). The structure, patterns, and trends of data
objects and their relations are often systematically visualized.
Scientometrics (De Solla Price, 1978) consists of the quantitative analysis
of literature (bibliometrics) run on digital bibliographical data infrastructures
such as the ISI Web of Science, Elsevier Scopus, Google Scholar, or on digital
archives. Network analysis helps to map digital references to books and
articles according to citations, mentions, time, subjects, and other variables.
Digital data enhanced also content analysis (Berelson, 1952; Amaturo and
Punziano, 2013). Herring (2009) claims that digital content analysis has
distinctive innovative features, such as the possibility to visualize words
and their links, and to analyze them in real time. Sentiment analysis is
devised for analysis of the human language on the web. It uses semantics
and taxonomies to recognize and extract patterns from posts, tweets, com-
ments, and web documents. Its purpose is to characterize opinions about an
issue. It is based on a thesaurus of sentiments, reflected by words which from
the context hold either positive or negative meanings (for example “good”
may score +2 and “terrible” −3). The sum of scores of all the words contained
in the document measures the mood with regard to the topic.
Machine learning is a branch of artificial intelligence. It has been devel-
oped for exploiting big data. Very large datasets can be analyzed timely only
by algorithms. Machine-learning algorithms are automated and “learn” from
the data. It is used to recognize patterns in datasets and to construct models
of these patterns (Han et al., 2011). Supervised machine learning uses train-
ing data to develop learning processes, which consists in matching inputs
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with certain outputs. Unsupervised learning spots itself patterns and struc-
tures in the data, without preliminary training data. Machine learning is used
for data mining (Manyika et al., 2011) and for detecting, classifying, and
segmenting meaningful relationships between variables. Data mining may
employ neural networks, decision trees, and statistical (parametric or not)
methods.
Public administrations are also developing digital data. Statistical offices
are now financing open-data infrastructures and inserting big data in the
production of official statistics. This raises the question of the validity of
digital data in reflecting social processes and their use in conducting public
policies.
3. In this special issue “Methods for big data in social sciences”
Luis Martinez-Uribe shows that collections prepared by libraries can be used
as big data. He uses network coincidence analysis, a method for combining
co-incidence and social network analyses, on more than three million
records, which represent 800,000 person names and 300,000 subject headings
of the British National bibliography.
Alessandra Righi exploits social network data to measure migration flows,
the integration of migrants in destination countries, and public opinion
toward migrants. She expresses the need for data access and partnership
with data providers to overcome legal obstacles. She explains how Twitter
data can be customized for measuring the sentiment of Italian-speaking users
against migration.
Angela Chieppa, Gerardo Gallo, Valeria Tomeo, Francesco Borrelli, and
Stefania Di Domenico present a data infrastructure from the Italian national
institute of statistics (Istat) associating official population registers with other
subject-specific administrative registers. They use machine learning and the
knowledge discovery process in order to identify patterns in data. Their
technique helps produce accurate population counts. They mention the
difficulties encountered in reaching subpopulations.
Biagio Aragona and Rosanna De Rosa review studies where digital data
can facilitate public policies. They show the risk of collecting data with
techniques unknown by stakeholders. They question the validity of big data
and plead for integrating big data with surveys and censuses.
Digital data do not replace surveys. Maria Michela Dickson, Anton
Grafström, Diego Giuliani, and Giuseppe Espa simulate sampling schemes
in establishment surveys. They propose a sampling procedure based on
spatial sampling to be employed in establishment surveys. Stratified sampling
has mostly been used in surveys on businesses. The authors overcome the
problems of high stratification that may compromise implementation of
a sample. The simulation indicates that spatial sampling algorithms can
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enhance the representativeness of the selected samples, and produce esti-
mates at least as efficient as those generated by stratified sampling.
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