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A b s t r a c t  
This paper addresses the quantification of gravity wave drag due to 
small hills in the stable boundary layer. A single column atmospheric 
model is used to forecast wind and temperature profiles in the boundary 
layer. Next, these profiles are used to calculate vertical profiles of gravity 
wave drag. Climatology of wave drag magnitude and “wave drag events” 
is presented for the CASES-99 experimental campaign. It is found that 
gravity wave drag events occur for several relatively calm nights, and 
that the wave drag is then of equivalent magnitude as the turbulent drag. 
We also illustrate that wave drag events modify the wind speed suffi-
ciently to substantially change the surface sensible heat flux. 
Key words:  stable boundary layer, wave drag, orography, CASES-99. 
1. INTRODUCTION  AND  BACKGROUND 
The atmospheric boundary layer is that atmospheric layer that undergoes 
a diurnal cycle as a result of the diurnal cycle at the land surface,  and that 
responds on a time scale of an hour or less (Stull 1988). At night, the noctur-
nal or stable boundary layer (SBL) develops as a result of longwave radia-
tive cooling, which provides a surface temperature drop and a build up of 
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stable stratification. While turbulence is the main contributor to the daytime 
transport, the turbulence decays after the evening transition, and limits the 
nighttime turbulent transport. As a result, other physical processes than tur-
bulence will become relevant in the SBL. These processes are, amongst oth-
ers, drainage flows (e.g., Sun et al. 2004), radiation divergence (e.g., Hoch et 
al. 2007, Drüe and Heinemann 2007, Steeneveld et al. 2008c), intermittent 
turbulence (e.g., Mahrt 1989), the interaction with the land surface (e.g., 
Steeneveld et al. 2008b), and gravity waves (e.g., Nappo 1991, Brown and 
Wood 2003, Nappo and Svensson 2008). The simultaneous action of all 
these processes hampers our ability to understand and model the SBL, and 
the interpretation of measurements in the SBL is limited. 
Atmospheric models for weather, climate and air quality encounter sub-
stantial problems in forecasting the nocturnal boundary layer (Cuxart et al. 
2006, Beare et al. 2006, Bechtold et al. 2008, Bravo et al. 2008, Bosveld et 
al. 2008). Typical errors are the overestimation of the surface and screen 
level minimum temperature, the underestimation and the dislocation of the 
so-called nocturnal wind maximum (Steeneveld et al. 2008a, Storm et al. 
2009), and the overestimation of magnitude of the turbulence intensity. This 
is a strong disadvantage for air quality forecasts (Salmond and McKendry 
2005), climate studies based on reanalysis projects, and for end users in agri-
culture, (road and air) traffic and wind energy engineering (Storm et al. 
2009). Hence, further research to the atmospheric physical processes is es-
sential to improve future model performance. 
A more specific deficiency of NWP model forecasts is the apparent need 
for enhanced turbulent surface drag compared to observed turbulent drag 
from field campaigns (e.g., Beare et al. 2006). Without additional drag, first, 
the skill scores for the large scale flow, i.e. the representation of the 500 hPa 
geopotential height, decrease in the medium and long range forecast. Sec-
ond, some models experienced unphysical runaway cooling at the surface. 
Unfortunately, the physical processes that could possibly explain the addi-
tionally required drag are unknown.  Steeneveld et al. (2008a)  illustrated 
that the orographically induced gravity wave drag, which is supported in 
stably stratified conditions, may under idealized conditions partly explain the 
requested additional friction in models. Hence, this will allow for a reduction 
of the turbulent drag in these models, which will support further reduction of 
the model deficiencies. Also, a model study of McCabe and Brown (2007) 
showed that the apparent additional drag is correlated with the presence of 
orography. 
Beyond the role of gravity wave drag in the SBL, another unexplained 
phenomenon in the SBL is worth investigation. In the intermediate atmos-
pheric regime where the mechanical forcing (pressure gradient) and radiative 
cooling are of relatively equal importance, the so-called global intermittent 
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turbulence, and oscillations of wind speed and temperature have been re-
ported (e.g., Nappo 1991, van de Wiel 2002, Acevedo and Fitzjarrald 2003, 
Steeneveld and Holtslag 2009). As an example, Fig. 1 shows the observed 
surface sensible heat flux for the night of 23/24 Oct. during the CASES-99 
experimental campaign (Poulos et al. 2002). Periods with a large flux alter-
nate with periods without any flux. This effect has not been incorporated in 
NWP models, and this misrepresentation may contribute to the poor model 
performance for the SBL (e.g., Dethloff et al. 2001). 
Businger (1973) suggests as a possible explanation that increased strati-
fication limits turbulent mixing, resulting in a reduced surface drag, which 
then causes flow acceleration by the pressure gradient force. Then a recou-
pling of the flow to the surface, and thus a re-initiation of turbulent friction 
may develop. Alternatively, Nappo (1991) found that propagating gravity 
waves can alter the local Richardson number below its critical value, tempo-
rarily allowing for turbulence. 
As an alternative explanation for intermittent behaviour of the turbu-
lence, we examine the role of orographically induced gravity wave drag on 
the SBL (e.g., Chimonas and Nappo 1989) and on intermittency in particu-
lar. In the linear theory, gravity wave propagation occurs when the Scorer 
parameter 2 2 2 2 2/ / sL N U U U k′′= − > , with stratification N, and ks the wave 
number of the terrain topography.  
We hypothesize that a sudden onset of (not turbulent) orographic wave 
drag occurs when 2 2sL k> , which then alters the total surface friction. Next, 
the turbulent friction is modified via the wind speed. As such, this may serve 
as an alternative explanation of the observed intermittency of turbulence  
intensity. In addition, the SBL is known for its inertial oscillation of the wind 
speed and direction  (van Ulden and Wieringa 1996, Baas et al. 2009). As a 
 
Fig. 1. Observed surface sensible heat flux for 23/24 Oct. 1999, during CASES-99.  
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result, one expects that within a certain night the flow will meet different ob-
stacles, mountains or hills, with different amplitude and wavelength. There-
fore, it should not be surprising that the wave drag can be variable in time 
within a single night. The aim of this paper is twofold. First, we quantify the 
gravity wave drag for CASES-99 in an innovative way and compare with 
observed turbulent drag. Secondly, we will investigate the role of orographi-
cally induced gravity wave drag on the triggering of intermittent turbulence. 
The remainder of the paper is organized as follows. Section 2 provides a 
theoretical background on gravity wave drag and an explanation of our inno-
vative approach. Section 3 summarizes the available observations and terrain 
properties, and in Section 4 the experimental set-up is presented. Section 5 
presents our results, and the paper will be closed by some conclusions and 
recommendations. 
2. THEORY 
Stratified flows allow for gravity wave propagation (Einaudi and Finnigan 
1981). This can be horizontally propagating waves, triggered by any distur-
bance (e.g., hills, surface roughness transitions).  However, in the current 
paper we limit ourselves to orographically induced waves. In stationary con-
ditions, mountains or ridges can generate stationary gravity waves in a stably 
stratified medium. The role of propagating gravity waves in the SBL dynam-
ics is under discussion (e.g., Finnigan 1999, Brown et al. 2003). Although 
specific knowledge of waves in the SBL is limited, there is sufficient obser-
vational (e.g., Kurzeja et al. 1991, Nappo 1991, Sun et al. 2004, Cheng and 
Brutsaert 2005) and theoretical (Chimonas and Nappo 1989, Nappo and 
Chimonas 1992, Belcher and Wood 1996) evidence to suggest that gravity 
waves are relevant. Since gravity waves generate wave stress, they might 
play an important role on the dynamical evolution of the SBL (Einaudi and 
Finnigan 1981, Finnigan 1999). This mechanism has been well understood 
for large mountain ridges. However, the SBL is shallow, and one can expect 
that also small-scale orography can significantly influence the SBL flow 
through gravity wave propagation. Nappo (2002) and Chimonas and Nappo 
(1989) indeed theoretically showed that the magnitude of the SBL wave 
stress and turbulent stress are of the same order during weak winds.  
To further illustrate the relevant processes, Fig. 2 depicts the interactions 
of the mean variables, wind speed and stratification in the SBL on one hand, 
and the exchange processes on the other hand. In case wave drag is present 
(i.e., the condition  N/U > ks  has been fulfilled, see below), an increase  
in wind speed will increase the wave drag and provide additional friction to 
the PBL.  Then a reduced wind speed will reduce the wave drag, but also the 
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Fig. 2. Flow chart of interactions between the state variables (wind speed and strati-
fication) and the exchange processes (wave drag and turbulence intensity). Full 
lines: positive feedback; dashed lines: negative feedback. 
turbulence intensity, and thus increase the stratification. As a consequence, 
increased stratification will increase the wave drag, but will reduce the tur-
bulent exchange. As such, the net result on the wind speed is a subtle bal-
ance between processes. 
As a first estimate, the wave drag for an idealized sinusoidal surface cor-
rugation for constant wind speed and stratification is given by (Belcher and 
Wood 1996, Nappo 2002) 
 2 2 2 2wave 0 oro
1
2
( ) /s sk UH N U kτ ρ= − , (1) 
if N/U > ks. Here N is the Brunt–Väisälä frequency ( / )zN g θ θ= ∇ , Horo 
the orography amplitude, ks the wave number, ρ0 the air density, and U the 
background wind speed perpendicular to the orography. 
So far, we did not account for the complexity of real terrain, i.e., irregu-
lar hills. For this more complex terrain, eq. (1) is not valid, but eq. (1) is 
valid for each wave component of the Fourier transform of the terrain when 
U and N are constant. Then, an alternative approach to estimate τwave for 
these conditions is to use a high-resolution 3D (mesoscale) model that is able 
to resolve τwave for the dominant wave numbers (Mauritsen et al. 2005, 
Steeneveld et al. 2008a). The disadvantage of this approach is that contribu-
tions by small wave numbers are neglected due to the still relatively coarse 
model resolution compared to the terrain. To ensure mesoscale model 
parameterizations still produce reliable results, one should avoid resolutions 
smaller than ~1 km, while in reality orographic perturbations on a smaller 
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horizontal scale have shown to contribute to τwave. Using a mesoscale model, 
one also relies on land use and topographic information that is delivered with 
the model. This information is not always available and optimized for high 
resolutions that are required to resolve the wave perturbations in the SBL. 
Finally, mesoscale model simulations are computationally expensive which 
limits the possibility to develop climatology or long term estimates of τwave. 
For these reasons, we apply a different approach here. 
In this paper, we use the linear wave theory to estimate the area averaged 
surface wave drag (Shutts 1995, Nappo and Svensson 2008). The difficulty 
that arises for realistic terrain is that only the wind speed component perpen-
dicular to each hill will generate a gravity wave. Each horizontal projection 
of the surface wind will pass over terrain features that will launch gravity 
waves, and each horizontal projection defines a wave vector. The total wave 
field is the sum of the waves by each of these projections. Thus, the wave 
perturbations should be calculated (i.e., the Taylor–Goldstein equation 
should be solved, assuming constant wind direction with height) for all wind 
components φ within ±π/2 of the surface wind direction. 
In case the wind direction changes with height, which is highly likely in 
the SBL, it might occur that at a certain level, the background wind vanishes 
for a certain wave vector. Then wave dissipation at this critical level reduces 
the wave perturbation to practically zero. 
As for idealized terrain, and assuming formation of standing waves, the 
approach starts solving the Taylor–Goldstein equation for each wind sector φ 
(with wˆ  the Fourier transform of the vertical wind speed; Nappo and Svens-
son 2008): 
 
2 2
2
2 2
d ˆ ˆ( , ) ( , ) 0
d s s s
UNw k z k w k z
Uz U
φ
φ φ
φφ
′′⎡ ⎤+ − − =⎢ ⎥⎢ ⎥⎣ ⎦
. (2) 
As a surface boundary condition we use ˆˆ ˆ(0) i (0) ( )sw ku h kφ φ φ= − . The 
perturbation of the horizontal wind speed follows from the continuity equa-
tion and reads as  
ˆiˆ
s
w
u
k z
φ
φ
∂= ∂ . To account for the non idealized terrain, these 
perturbations are calculated for 36 wind sectors of 10º. Finally, the contribu-
tions to τwave from all sectors are added to provide the area averaged wave 
drag. For further details on the applied method, we refer to Chapter 9 of 
Nappo (2002) and Nappo and Svensson (2008). 
It should be mentioned here that the validity of the linear theory under 
current conditions is not a priori valid. However, Steeneveld et al. (2008a) 
showed that the linear theory provides reasonable estimates for surface wave 
drag in high-resolution MM5 simulations over moderate topography. 
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3. METEOROLOGICAL  OBSERVATIONS  AND 
TERRAIN  CHARACTERISTICS 
For this study we select the period 6-27 October 1999 during the CASES-99 
campaign (Poulos et al. 2002), which has partly been analyzed before in the 
context of a column and mesoscale model study in Steeneveld et al. (2006, 
2008a). The experiment has been conducted near Leon, Kansas, USA 
(37.65ºN, 96.73ºW, 436 m asl). The area consists of a prairie-grass vegeta-
tion on a gently rolling homogeneous terrain with a relatively dry soil, and 
lacks obstacles in the near surroundings. Although this region is often re-
ferred to as relatively flat, Fig. 3 shows that several undulations are present 
in this area. The standard deviation of the terrain height amounts ~7 m, as ob- 
tained from the USGS (http://seamless.usgs.gov/website/seamless/viewer.htm) 
data.  
Ground based observations consist of θ, q and wind profiles along a 
60 m tower (mounted at 1.5, 5, 10, …, 55 m), and turbulent and radiative 
fluxes near the surface. The eddy-covariance measurements of the surface 
sensible heat flux H, latent heat flux Lv E, and friction velocity *u  were ob-
tained at 2.6 m, using the eddy covariance software developed by van Dijk et 
al. (2004). The surface energy budget closure is approximately 100% for 
these nights (Steeneveld et al. 2006). Additionally, irregularly launched ra-
diosondes and tethered balloon flights provided information on upper air 
characteristics. Mini-sodar observations complete the wind speed observa-
tions below 200 m. 
Fig. 3. Terrain height (m) around the CASES-99 terrain (central site is in the mid-
dle). Source: http://seamless.usgs.gov/website/seamless/viewer.htm), United States 
Geological Survey. Colour version of this figure is available in electronic edition only. 
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4. EXPERIMENTAL  SET-UP 
We perform a model study on wave drag for CASES-99, aiming on the iden-
tification of wave stress “events” and quantification of wave drag and com-
parison with turbulent drag ( 2turb *uτ ρ= ). The single column model of 
Duynkerke (1991) is used to forecast the ABL wind speed and temperature 
profiles. This model has been validated against Cabauw tower observations 
and contrasting days in CASES-99 (Steeneveld et al. 2006), and showed 
good performance for the SBL, except for wind and temperature oscillations 
and intermittent turbulence. 
The column model utilizes a 1st order turbulence scheme for the turbu-
lent diffusivity K,  
 
2( )
x
m x
kz UK
zϕ ϕ
∂= ∂  (3) 
with flux profile relations (with  α = 0.8,  βm = 5,  βh = 7.5) 
 
1
*
( ) 1 1
x
x
x x
x
kz X
X z
αβϕ ζ β ζ ζα
−⎛ ⎞∂= = + +⎜ ⎟∂ ⎝ ⎠
 (4) 
with  x = m  for momentum, and  x = h  for heat, and ζ = z/L, with L the local 
Obukhov length. Also, a grey-body emissivity radiation scheme (Garratt and 
Brost 1981) and a full coupling with the soil (Tsoil) and the vegetation (Tveg) 
is applied (Duynkerke 1991), for which the budget equation reads (Q* is the 
net radiation and  Cveg = 2000 J m–2K–1  is the heat capacity of the vegetation 
layer): 
 ( )veg *veg veg soilTC Q H L E T Tt ν Λ∂ = − − − −∂ , (5) 
in which the soil heat flux is represented by the last term, which utilizes soil 
conductance Λ. For the current model runs we use Λ = 5.0 Wm–2K–1,  
although the numerical value of Λ  is relatively uncertain, since 2.5 < Λ < 
7.0 W m–2K–1  in several studies (e.g., van Ulden and Holtslag 1985, Viterbo 
and Beljaars 1995, Duynkerke 1999, Cupido 2002, van de Wiel 2002, Steen-
eveld et al. 2006). This large uncertainty of Λ is of key importance, because 
Λ plays a vital role in the evolution of the SBL stratification (e.g., Steeneveld 
et al. 2006), which may affect the calculated wave drag. 
The model has a domain of 1800 m with a logarithmically spaced grid of 
about 0.5 m near the surface, and the model runs with a time step of 10 s. 
For the current model simulations, surface roughness length for momentum 
z0m was taken to be 0.03 m, as observed for CASES-99, and the roughness 
length for heat z0h = z0m /10. The initial profiles for temperature and humidity 
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are taken from the 19:00 UTC (12:00 LT) radio sounding each day. The 
geostrophic wind speed (Ug) was determined from the same sounding as 
a vertical average of the 5 observations closest to the 800 m agl. In this way, 
we circumvent possible biases in geostrophic wind due to outliers. Ug was 
kept constant in time and height, and nights with a non-stationary Ug have 
been excluded from the analysis below. Close to the surface, the initial wind 
speed was matched with a neutral logarithmic profile. 
We would like to remark here that large-scale topographic effects caused 
by the slope of the Great Plains are not incorporated in our column model 
simulation, and therefore the low-level jet (LLJ) is not a priori adequately 
represented (Steeneveld et al. 2006). Despite this deficiency in the modelled 
LLJ, the near surface winds and stratification that control the surface wave 
drag can still be estimated in a reliable manner. 
Next, the forecasted U and θ profiles are forwarded from the 1D column 
model to the wave drag scheme, as explained in Section 2 (Nappo and 
Svensson 2008). The wave drag scheme uses a vertical resolution of 10 m. 
For now, the wave stress divergence does not feed back to the wind ten-
dency, and we only analyze the calculated surface wave drag in offline 
mode. However, below we will theoretically explain the role of wave drag 
on the near surface wind, and sensible heat flux. It should be realized that in 
case the wave drag divergence feeds back on the mean flow, as might occur 
in reality, the offline approach is not valid anymore. This will be discussed 
further below. 
In addition to the reference runs, we explore the sensitivity of the calcu-
lated wave stress to the model settings, we vary the heat conductance Λ , the 
coefficients in eq. (5), and Ug as a sensitivity test. 
Note that we use model-based wind and temperature profiles to force the 
wave drag calculation in this experiment. In principle, we also could have 
adopted an alternative strategy to use observational data from the 60 m 
tower, wind profiler, kite, sodar, and radio soundings to construct U(z, t) and 
θ (z, t) fields for the full CASES-99 experiment. However, radio soundings 
and kite observations were unfortunately not regularly available at a high 
temporal resolution, while the other instruments were limited to low altitude 
(e.g., < 200 m). Also, the near surface radio sounding wind observations 
showed relatively high degree of missing data. In addition, near surface ob-
servations may cover features that are not of particular interest for this study, 
e.g., phenomena that occur on a smaller horizontal scale than the wavelength 
of the orography (e.g., drainage flows). Including these small scale distur-
bances could provide spurious results on the scale of interest, which should 
be avoided. Therefore, it was impossible to construct reliable U(z, t) and 
θ (z, t) fields for all nights. For this reason, we adopted our current approach. 
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5. RESULTS 
5.1 Model validation 
Since the meteorological profiles that are used for the wave drag computa-
tions are essential for the resulting τwave, we first briefly provide some further 
validation of the modelled wind speed and temperature profiles on the se-
lected case studies that will be shown below. 
We have decided to focus our analysis on the selected nights of 9/10, 
19/20, 20/21, and 25/26 October 1999, and we will compare the model fore-
cast with observations of the 07:00 UTC (01:00 local time) sounding (see 
Fig. 4). For the last night we evaluate against the 03:00 UTC (22:00 LT) 
sounding, because the 07:00 UTC sounding was missing. For the night of 
 
Fig. 4. Modelled and observed (radio soundings and sodar) wind speed (panels a and b) 
and potential temperature profiles (panels c and d) at 7:00 UTC (1:00 LT) (3:00 UTC 
or 22:00 LT for 25/26 October) for the CASES-99 central site. 
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19/20 October the modelled temperature profile corresponds well with the 
tethered balloon observations, although the model is approximately 1 K 
warmer above the SBL than observed. The wind speed profile is successfully 
modelled below the LLJ, which itself is modelled at a slightly too low alti-
tude. However, the LLJ wind speed is strongly underestimated by approx-
imately 4 m s–1, which agrees with findings in Steeneveld et al. (2006). For 
20/21 October similar performance is found as for the previous night, al-
though the LLJ and temperature above the SBL are slightly better repro-
duced. In the radiative night of 25/26 October the modelled temperature 
matches with the observations. Unfortunately, the SBL wind shear has been 
overestimated by the model, the LLJ height is underestimated, and the baroc-
linicity above the SBL is not well forecasted, since the modelled wind is 
2 m s–1 higher than observed. Finally for 9/10 October, the temperature is 
overestimated between 5 and 150 m by at maximum 2 K, although the sur-
face temperature and residual layer temperature is correct. In this case the es-
timated wind speed is underestimated, as is the LLJ. Of course, one should 
be aware that the results depend in principle on the applied forcing. There-
fore, Section 5.2.1 will study the sensitivity of the results to the chosen Ug.  
Conclusively, the performance of the column model on wind speed and 
stratification is of sufficient quality to use its results for the wave stress calcu-
lations, especially taking account the current state of the art of SBL modelling. 
5.2 Wave drag 
5.2.1  Individual nights 
Next we will discuss the time series of calculated surface wave drag for the 
selected nights. A full overview of calculated wave drag for all nights is pre-
sented in Table 1. For each night, the Ug and the classification by van de 
Wiel (2002) for that particular night has been mentioned (i.e., Turbulent, In-
termittent, Radiative or Non). Note this classification was based on visual in-
spection of the measured surface sensible heat fluxes.  
For the intermittent clear night of 19/20 October, with an Ug of 7.6 m s–1, 
intermittent behaviour of wave stress is modelled, with a typical time scale 
of 1-2 h (Fig. 5a). The typical value for τwave in the so-called “wave drag 
events” amounts ~ –0.002 N m–2, although a peak value of –0.0033 N m–2 is 
found. Between these events, long periods without wave activity occur (e.g., 
between  t = 33.5 and 35 h). Also, the calculated magnitude of the wave 
stress events corresponds to the order of magnitude of the turbulent drag. In 
addition, the correspondence between the signal of the modelled τwave and 
observed τturb is striking. Since the wind and temperature fields from the col-
umn model  do not show any intermittency,  the wave drag events are gener-
ated completely independently by the wave module, and are the result of the 
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Table 1  
Overview of modelled wave drag events, wave drag magnitude and character 
of the observed turbulent fluxes per night of October 1999. Ug  and Vg  are the 
geostrophic wind speed in x and y directions, respectively, ULLJ is the wind speed 
magnitude of low-level jet, hLLJ is the height of low-level jet. 
Day 
Wave 
drag 
events 
Max wave drag
[N m–2] 
τx         τy 
Ug , Vg 
[m s–1] 
Van de Wiel 
(2002) class
ULLJ 
[m s–1] 
hLLJ 
07:00 
UTC 
6/7 No            0,    0 0.6,   12.3 Turb 21.2 188 
8/9 Yes            0,    0.006 –4.6,   –0.8 – 9.5 65 
9/10 Yes –0.0033,    0.0035 2.1,   –0.8 Rad 7.7 245 
10/11 Yes –0.0055, –0.0055 3.8,   –0.6 Turb 17.6 136 
11/12 Yes   0.0040, –0.002 3.1,     6.7 – 14.3 180 
12/13 No            0,    0 7.1,   10.4 Non 20.4 193 
14/15 No            0,   0 6.0,     8.7 Turb 28.4 124 
15/16 No            0,   0 5.7,   19.4 – 15.5 246 
16/17 No            0,   0 –8.6, –14.2 Turb   
17/18 No –0.0016,   0 –0.7,   –9.4 Int   
18/19 Yes –0.0060, –0.002 4.7,   –1.0 Rad 10.9 316 
19/20 Yes –0.0033, –0.0013 3.5,   –6.4 Int   
20/21 Yes   0.0030,   0.0032 7.7,     5.2 Non 13.1 122 
22/23 No            0,   0 4.5, –12.5 Non 18.5 176 
23/24 Yes –0.0060,   0 0.1,   –6.1 Int 11.3 90 
24/25 Yes   0.0035, –0.0018 –0.3,     0.9 Turb 17.4 134 
25/26 Yes –0.0040,   0 3.1,   –2.3 Rad        –      – 
26/27 Yes   0.0008, –0.0005 3.0,     5.0 Int 15.3 129 
 
interaction between the SBL flow and the orography solely. As such, this re-
sult suggests confirmation of our hypothesis that wave drag may occur in 
events. Note that at this time we do not formulate an exact definition for a 
wave drag event, although this could possibly be done either relative to the 
mean wave drag during the night or relative to the total wind tendency. In a 
later stage of research on this subject, the formulation of a more rigorous 
formal definition is required to enable practical use in large-scale models. 
For the night of 20/21 October we find that the wave drag is mostly ac-
tive just in the transition (around 24:00 UTC ≈ 18:00 LT) (Fig. 5b), with 
peaks of 0.003 N m–2 and –0.003 N m–2 in the x and y directions, respec-
tively. During this transition wave stress occurs in bursts that are separated 
~1 h in time from each other. At that time, the observed turbulent momen-
tum flux is of equal order of magnitude, but later on in that night the mean 
wind and turbulent momentum flux increase. Then the wave stress also van-
ishes. 
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Fig. 5. Modelled surface wave stress components and total drag (lines), and meas-
ured total turbulent stress (triangles) for a series of nights in CASES-99. In the 
header the classification of van de Wiel (2002) (Turb, Rad, Non) is also indicated, 
(Ug, Vg) indicate the geostrophic wind for the simulation. 
Although not shown here, we found that even for nights with negligible 
mean wave stress, some evident and substantial peaks in wave stress occur 
after the transition. This occurs for the nights of 11/12, 18/19, 23/24, and 
26/27 October. 
Despite the fact that the wave stress is not intermittent for the night of 
9/10 October, this night is interesting in the series we discuss here because 
the wave stress is of more continuous nature. This night has a geostrophic 
wind speed of only ~2.5 m s–1, and the observed turbulent fluxes are ex-
tremely small. However, Fig. 5c shows that the modelled surface wave drag 
is substantial, and that its magnitude is as large as the turbulent flux. Thus, 
for this type of nights, the gravity wave drag seems to be an integral part of 
the SBL physics. Therefore, it is likely that the current offline approach for 
the wave drag calculation is not valid anymore for this night. The relatively 
large wave drag and its vertical divergence can in reality impact on the wind 
speed via the momentum budget equation, and one should use an online ap-
proach to account for this. 
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Finally, Fig. 5d shows the model results for the radiative night from 
25/26 October in which the observed turbulent fluxes vanish in the first part 
of the night. Then also the wave stress is small, with some wave drag events 
of ~0.0005 N m–2. However, at midnight (t ~30 h), the near surface wind 
speed increases, and generates both turbulent stress and wave stress of com-
parable magnitude. τwave is limited to one event of substantial drag in the x 
direction of  τwave = –0.006 N m–2. In addition to the intermittent behaviour 
of the wave stress, we also find in general that the magnitude of the wave 
stress is larger for the x direction than for the y direction. This is due to the 
fact that in general the terrain wavelength is larger in the x direction than in 
the y direction. 
Table 1 shows that wave drag is nonzero at least 50% of the nights, pref-
erably in the relatively calm nights, although in some turbulent nights the 
τwave is also substantial. Unfortunately, we do not find any obvious relation 
between τwave and geostrophic wind speed, LLJ height or speed, except that 
τwave vanishes for  Ug > 10 m s–1. As such, simple parameterization seems not 
possible. 
5.5.2  Sensitivity to surface interaction 
The calculated wave drag depends both on wind speed and near surface stra-
tification via the Scorer parameter on one hand, and via eq. (1) directly on 
the other hand. We hypothesize that the calculated wave stress depends on 
the near surface wind and stratification. Both are controlled by the coupling 
between the soil temperature and vegetation temperature. Therefore, a sensi-
tivity test is performed on the value of Λ.  We ran the model for  Λ = 
5.9 Wm–2K–1 (as previously reported), and for Λ = 4.5 Wm–2K–1 as an alternative.  
Fig. 6. Modelled surface wave stress components for 25/26 October in CASES-99. 
Reference  Λ = 5.9 Wm–2K–1, alternative  Λ = 4.5 Wm–2K–1. 
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Figure 6 shows the results for the night of 9/10 October. Intercomparing 
the two runs, we find that low Λ results in a similar amount of wave stress, 
except that in the early night more events occur, although their numerical 
value is small. This means that, at least for this night, the U profile is a more 
limiting factor for τwave than is the stratification. 
5.2.3  Sensitivity to profile functions 
Since the wave propagation is regulated by the Scorer parameter that is de-
termined itself by θ and U profiles, one also may expect certain sensitivity to 
the chosen form of the flux-profile relations in the ABL model. The func-
tional form of the flux-profile relations is under debate. Substantially differ-
ent forms have been proposed by different authors, based on different field 
experiments (e.g., Beljaars and Holtslag 1991, Andreas 2002, Cheng and 
Brutsaert 2005). These uncertainties occur, amongst other, due to instrumen-
tal problems in stable conditions (e.g., application of the eddy covariance 
technique in stable conditions is difficult because wind speed and tempera-
ture perturbations are small and difficult to detect accurately), and mesoscale 
flows. In addition, spurious correlation is known to affect φm and φh for the 
SBL (Klipp and Mahrt 2004, Baas et al. 2006). Figure 7 shows for 25/26 Oc-
tober the results using  βh = βm = 4  in eq. (1). Our general finding is (also for 
other nights, not shown) that the functional form of the flux-profile relations 
provides a time shift of the wave stress events, but only slightly alters the 
wave stress magnitude. This robustness of the results provides further confi-
dence in the relevance of the proposed mechanism. 
 
Fig. 7. Modelled surface wave stress components for different profile functions (see 
text) for 25/26 October in CASES-99. 
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5.2.4  Sensitivity to geostrophic wind speed 
The geostrophic wind speed determines dominantly the flow in our simula-
tions in the column model, and is as such a governing variable for the wind 
speed and stratification near the surface (Estournel and Guedalia 1985). Un-
fortunately, Ug is difficult to determine accurately from field observations, or 
from radio soundings only. As an alternative, Bosveld et al. (2008) were 
successful in estimating Ug speed using the observed pressure field, though 
such a network is not available for the current situation. In this paragraph we 
illustrate the sensitivity of our results to the choice of the Ug on the calcu-
lated orographic drag. For the simulation of the night of 9/10 October, Fig. 8 
shows the results for τwave using a halved and doubled Ug as was found from 
the 800 m wind speed (keeping the direction of Ug similar). For the halved 
geostrophic wind, the τwave remains continuously nonzero during the night, 
but is reduced from –0.002 N m–2 to typically –0.0005 N m–2 in the x direc-
tion. For the doubled Ug, the τwave.x is not continuous anymore, but concen-
trated in four events. Especially substantial events occur at  t = 32 h  and  t = 
37 h, each with a larger drag than for the reference geostrophic wind speed. 
Remarkable is the sign change of the wave drag in the y direction. To sum-
marize, we find a strong sensitivity of the calculated τwave to the geostrophic 
wind speed. 
Fig. 8. Calculated gravity wave drag for the night of 9/10 October 1999, using simu-
lations with the reference geostrophic wind, and with a halved and doubled geostro-
phic wind speed. 
5.3 Impact of wave drag on turbulent fluxes 
Next we analyze the consequence of a sudden onset of wave drag on the sur-
face sensible heat flux. Let us consider a wave drag event of τwave = 0.003 N m–2 
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that lasts for 1 h in an environment of  U = 2  m s–1, with *u =  0.07  m s–1 
(inspired on the night of 25/26 October). We assume, as in Steeneveld et al. 
(2008a), that the wave dissipation occurs over a SBL depth h. One can esti-
mate the SBL depth using the empirical formula  *h uα= , with  α = 700 s 
(Vogelezang and Holtslag 1996), which results in  h = 49 m. This means that 
the wind speed reduction in this hour amounts to 
 
1
1
0
d 0.25 ms
hr
U z tτ −Δ = −∂ ∂ ≈∫ .  
Figure 9 shows the sensible heat flux as a function of the implied tempera-
ture difference ΔT between the surface and the reference level, using Monin–
Obukhov similarity theory (Delage et al. 2002, Holtslag et al. 2007). For 
a small ΔT, a ΔT increase results in larger |H|, since in this regime the turbu-
lent intensity is not yet limited by the stratification. However, for larger ΔT 
(at the right side of the minimum of H), the stratification is so strong that 
turbulence starts to be reduced, and as such H also declines for a ΔT in-
crease. A reduction of the wind speed with 0.25 m s–1 results in a substantial 
reduction of the surface sensible heat flux magnitude, especially in a broad 
regime around  ΔT = 5 K. As such, this illustrates the potential impact on a 
tiny wave stress on the turbulent fluxes.  
Fig. 9. Sensible heat flux H as a function of temperature difference between the sur-
face and the reference level, for two different wind speeds.  
In the previous analysis ΔT was taken constant when we stepped from 
U = 2 m s–1 to  U = 1.75 m s–1, but in reality one expects that ΔT will in-
crease after a |H| reduction. At the same time, it can be found from solving  
a simplified surface energy budget equation that  
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Herein, Ta, Ts, and Tr are the air, soil and reference temperatures, respec-
tively, L↓  the prescribed longwave downwelling radiation (~300 Wm–2 for 
this case), εs the surface emissivity (taken as 1.0), CH the exchange coeffi-
cient for heat (taken constant ~2×10–3 for the illustrative purpose of this 
analysis), ρ and Cp are the density and heat capacity of air at constant pres-
sure. Equation (6) explains that while we reduce the wind speed, due to wave 
stress, the surface energy budget constraints require a decrease of the surface 
temperature, and thus an increase in ΔT. For the described atmospheric con-
ditions, dTveg/dU ~2.2 K/( m s–1), which explains the slope of the grey dashed 
line in Fig. 9, which represents trajectory that will be followed. Note, how-
ever, that  dTveg/dU   increases rapidly in case U → 0, and thus a stronger 
sensitivity occurs for weak winds, which will result in a steeper slope of the 
dashed line in Fig. 9. As a secondary effect, the reduced wind will also re-
duce *u , and thus will reduce the turbulent exchange even more, and as a 
positive feedback ΔT will increase. 
6. DISCUSSION 
Some aspects of the above results need further attention. First of all, the 
coupling of the column model and the wave stress module is non-trivial. One 
may question what is the appropriate surface wind speed to force the wave 
module. For the real surface wind (i.e., 0 m s–1) no wave stress will occur. 
For wind speed higher in the boundary layer, wave stress does occur, but one 
should question whether this is really the wind speed that is felt by the oro-
graphy. Belcher and Wood (1996) propose that the wind speed at the “mid-
dle layer height” gives the best results compared to detailed model 
simulations. 
Secondly, the current simulations do not take into account the possible 
effect of wave saturation. This occurs when the wave perturbations grow to 
such amplitude that convective instabilities are possible. Then the wave per-
turbations are mixed away by the convection and as a consequence τwave is 
reduced. In that case, the wave dissipation will feedback to the wind field. 
For a study with MM5 over the CASES-99 terrain, Steeneveld et al. 
(2008a) report a parabolic decrease of τwave with height, and especially over 
the SBL. The effect of wave saturation on τwave can be calculated using a ter-
rain height adjustment scheme as in Chapter 9.2 of Nappo (2002). To cir-
cumvent convective overturning, the wave perturbations for the horizontal 
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wind u% are kept in a range such that  / 1u U <% , by reducing the amplitude of 
the underlying orography iteratively by 5% each time. Tjernström et al. 
(2009) found a substantial reduction of the τwave in the SBL. As such, the in-
clusion of wave dissipation for the current calculations is a very interesting 
subject for further research. 
It is worth noting that Böing (2009) found substantial degree of intermit-
tent turbulence in DNS model simulations. To mimic the characteristics of 
vegetation friction, Böing (2009) prescribed the drag coefficient as tangent-
hyperbolic with height in his simulations. At the level of sudden decrease of 
the drag coefficient, i.e., a critical level was implied and turbulence was gen-
erated. Although these results cannot a priori be translated one to one to the 
atmosphere, they provide an additional potential mechanism for the onset of 
intermittent turbulence. At the same time, it supports our hypothesis that a 
drag divergence close to the surface plays a role in intermittent oscillations. 
We showed that accounting for wave drag can reduce the surface sensi-
ble heat flux for calm conditions, which supports surface cooling. However, 
the enhanced turbulent mixing in operational models is also applied to avoid 
run away surface cooling. Thus, inclusion of wave drag instead of the un-
physical enhanced turbulent mixing seems to partly counteract the effect we 
want to achieve. However, a realistic description of each physical process in 
the SBL should be preferred. The surface cooling problem indicates that fur-
ther attention should also be paid to understanding radiative transport and the 
role of the land surface in the SBL. 
As a final remark, we would like to stress that we proposed an alternative 
mechanism for intermittency of turbulence. However, it does not automati-
cally mean that other possible mechanisms, such as described in Businger 
(1973) and van de Wiel (2002), propagating non-orographic gravity waves, 
or intermittent mixing from the shear layer below the LLJ are disqualified. 
The future challenge is to quantify and classify the atmospheric conditions 
under which each of these processes contribute to intermittent mixing, and 
finally to parameterize them in atmospheric models for weather, climate and 
air quality. 
7. CONCLUSIONS 
In this paper, we analyze the possible role of orographically induced gravity 
wave drag in comparison with turbulent drag in the stable boundary layer. 
Since the stable boundary layer is relatively shallow, one may expect that al-
ready modest orography of hills and ridges can affect the stable boundary 
layer temporal and vertical structure. An innovative method is used to esti-
mate the surface wave drag based on single column model forecasts of tem-
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perature and wind speed. This is done for nearly all nights during the 
CASES-99 field campaign. 
For relatively weak winds, the surface gravity wave drag occurs in 
“wave drag events” with a timescale that corresponds to that of the observed 
global intermittency and wind speed and temperature oscillations. This find-
ing indicates that wave drag events could possibly also contribute to the fre-
quently observed temperature and wind speed oscillations in the stable 
boundary layers. We show, using Monin–Obukhov similarity theory, that the 
time scale of the wave drag events can reduce the near surface wind speed 
sufficiently to initiate a substantial reduction of the surface sensible heat flux 
magnitude. Although this is not a final explanation of intermittency, it may 
contribute to further understanding of the phenomenon. 
Finally, especially for the calm nights, the calculated surface wave drag 
appears to be of similar magnitude as the observed turbulent drag. This sug-
gests that orographic drag is an integral part of the SBL physics for these 
calm nights, and need to be parameterized in NWP and climate models. 
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