Abstract. Given two unitary involutions σ 1 and σ 2 satisfying Gσ i = −σ i G on kerB on a compact manifold with cylindrical end, M. Lesch, K. Wojciechowski ([LW]) and W. Müller ([M]) established the formula describing the difference of two eta-invariants with the APS boundary conditions associated with σ 1 and σ 2 . In this paper we establish the analogous formula for the zeta-determinants of Dirac Laplacians. For the proof of the result we use the Burghelea-Friedlander-Kappeler's gluing formula for zeta-determinants and the scattering theory developed by W. Müller in [M]. This result was also obtained independently by J. Park and K. Wojciechowski ([PW2] ). §1 Introduction The purpose of this paper is to discuss the ratio of two zeta-determinants of Dirac Laplacians with the Atiyah-Patodi-Singer (APS) boundary conditions associated with two unitary involutions. This subject has already been studied by J. Park and K. P. Wojciechowski in [PW1] and [PW2] . However, we here present a completely different way of proving the same result by using the BurgheleaFriedlander-Kappeler's gluing formula (BFK-gluing formula) for zeta-determinants developed in [L2] and [L3]. The motivation for this analysis comes from the works 1991 Mathematics Subject Classification. 58J52, 58J50. Key words and phrases. zeta-determinant, Dirac Laplacian, BFK-gluing formula, AtiyahPatodi-Singer boundary condition, scattering matrix.
§1 Introduction
The purpose of this paper is to discuss the ratio of two zeta-determinants of Dirac Laplacians with the Atiyah-Patodi-Singer (APS) boundary conditions associated with two unitary involutions. This subject has already been studied by J. Park and K. P. Wojciechowski in [PW1] and [PW2] . However, we here present a completely different way of proving the same result by using the BurgheleaFriedlander-Kappeler's gluing formula (BFK-gluing formula) for zeta-determinants developed in [L2] and [L3] . The motivation for this analysis comes from the works of M. Lesch, K. Wojciechowski ( [LW] ) and W. Müller ([M] ). In these papers they established independently the formula describing the difference of two eta-invariants by mod Z with the APS boundary conditions associated with unitary involutions σ i (i = 1, 2) on kerB satisfying σ i G = −Gσ i on a compact manifold with cylindrical end.
In this paper we discuss the analogous question for the zeta-determinants of Dirac Laplacians. More precisely we study the ratio of two zeta-determinants of Dirac Laplacians with the APS boundary conditions associated with σ 1 and σ 2 . As the arguments in [PW2] (or [PW1] ), the proof of the main result consists of two parts. We first investigate the zeta-determinants of the so-called Dirichlet-toNeumann operators appearing in the BFK-gluing formula by using the scattering theory in [M] and then prove that the ratio of two zeta-determinants does not depend on the cylinder length. Next, we use the adiabatic limits with respect to the cylinder length to obtain the main result, again with the help of the scattering theory in [M] . Now we introduce the basic settings. Let (M, g ) be a compact oriented mdimensional Riemannian manifold (m > 1) with boundary Y and E → M be a Clifford module bundle. Choose a collar neighborhood N of Y which is diffeomorphic to (−1, 0] × Y . We assume that the metric g is a product one on N and the bundle E has the product structure on N , i.e. E| N = p * E| Y , where p : (−1, 0] × Y → Y is the canonical projection. Suppose that D M is a compatible Dirac operator acting on smooth sections of E. We assume that D M has the following form on N .
where G : E| Y → E| Y is a bundle automorphism, ∂ u is the outward normal derivative to Y on N and B is a Dirac operator on Y . We further assume that G and B are independent of the normal coordinate u and satisfy
Then we have, on N ,
We now define the APS boundary condition P < (or P > ) by the orthogonal projection to the space spanned by negative (or positive) eigensections of B. If kerB = {0}, we need an extra condition on P < , say, a unitary involution on kerB 2 anticommuting with G. Suppose that σ : kerB → kerB is a unitary involution satisfying σG = −Gσ, σ 2 = I KerB .
We denote by P σ
, is an essential self-adjoint elliptic operator having discrete real spectrum. Denoting by η D M,P σ (0) the eta-invariant associated with D M,P σ , we have the following theorem, which is due to Lesch, Wojciechowski ([LW] ) and Müller ([M] ). Theorem 1.1. Suppose that σ 1 , σ 2 : kerB → kerB are two unitary involutions satisfying Gσ i = −σ i G on kerB and put
In this paper we are going to establish the analogous result of Theorem 1.1 for the zeta-determinants of Dirac Laplacians under the assumption that both
Then we are going to discuss how to describe
For this purpose we are going to use the BFK-gluing formula as a basic tool. Since the BFK-gluing formula works best for invertible operators, we assume that both D M,P σ 1 and D M,P σ 2 are invertible operators. Let us introduce the basic settings of the adiabatic limit. We denote by M r the manifold with boundary obtained by attaching [0, r] ×Y to M , where we identify Y with
The bundle E → M and the Dirac operator D M can be extended naturally to the bundle E r → M r and the Dirac operator D M r on M r by the product structures. We also denote by
Then the scattering theory in [M] shows that the Dirac operator D M ∞ determines the unitary involution C(0) anticommuting with G on kerB, which is called the scattering matrix. The following theorems are the main results of this paper, which are proved in SectionIt is known in [L1] that the Dirichlet-to-Neumann operator R r,σ is an elliptic ΨDO of order 1 and if D 2 M r ,P σ is invertible, R r,σ is also invertible. We denote by γ 0 (γ r ) the Dirichlet boundary condition on Y 0 (Y r ) and also denote by D 2 M,γ 0 the Dirac Laplacian with the domain
Similarly, we denote by (−∂
Then the following theorem is due to Burghelea, Friedlander, Kappeler and the author for the constant part, which we call the BFK-gluing formula for zetadeterminants ( [BFK] , [L1] , [L2] ).
The following lemma describes the spectrum of (−∂ 2 u + B 2 ) γ 0 ,P σ , which can be computed straightforwardly.
Lemma 2.2. The spectrum of (−∂ 2 u + B 2 ) γ 0 ,P σ is as follows.
where µ λ,j 's are the solutions of the following equation with λ > 0 µ − λ 2 cos( µ − λ 2 r) + λsin( µ − λ 2 r) = 0 and the multiplicities of 2 ) γ 0 ,P σ are independent of the choice of unitary involutions on kerB.
Now suppose that we are given two unitary involutions σ 1 and σ 2 anticommuting with G on kerB. Assume that D
are invertible operators for each r > 0. Hence, Theorem 2.1 and Lemma 2.2 lead to log DetD
To analyze the equation (2.1) we first investigate the operator R r,σ i (i = 1, 2). The following lemma is also straightforward.
Taking the derivative on R r,σ i with respect to r gives the following corollary.
and hence R
is a trace class operator for each r > 0.
2) We can see easily from Lemma 2.3 that
and hence we have
From (2.1) to (2.4) we have the following lemma.
Lemma 2.5.
In Section 4 we are going to show that both traces in Lemma 2.5 are equal to zero by using the scattering theory.
On the other hand, we note from (2.3) that
We now introduce the Fredholm determinant of a trace class operator. Suppose that H is a separable Hilbert space and T : H → H is a trace class operator. Then we define the Fredholm determinant det F r (I + T ) by det F r (I + T ) = e tr log(I+T ) .
The following theorem shows the relation between the Fredholm determinant and zeta-determinant (cf. Lemma 2.1 in [KV] ).
Theorem 2.6.
Proof : From Lemma 2.3 and the Green theorem (cf. Lemma 4.3 in [L3] ), one can see that each R r,σ i is a positive self-adjoint operator. Since every compact operator has a pure point spectrum (cf. [C] ),
r,σ 2 (σ 2 − σ 1 )| kerB have pure point spectra. Since a product of positive self-adjoint operators is a positive operator, these two facts imply that 7
(σ 2 − σ 1 )| kerB has only positive eigenvalues. Hence we can choose π as a branch-cut for logarithm.
Choose a contour Γ in C − {re iπ | 0 ≤ r < ∞} containing all the eigenvalues of I + 1 2r
Then for 0 ≤ t ≤ 1,
We put
(σ 2 − σ 1 )| kerB t has only positive eigenvalues, R r,σ 2 (t) also has only positive eigenvalues. Hence we can also choose π as a branch-cut for logarithm concerning the operator R r,σ 2 (t). For Res ≫ 0 we have
where for small ǫ > 0
Taking derivative with respect to s at s = 0 gives
Integrating from 0 to 1, we have log DetR r,σ 2 (1) − log DetR r,σ 2 (0) = T r (C) and therefore
In Section 4 we are going to show that
does not depend on the cylinder length r and obtain Theorem 1.3 by computing the limit
In this section we review some basic facts of the scattering theory developed by W. Müller in [M] which is needed in this paper. Recall that
on the cylinder part. Let µ 1 be the smallest positive eigenvalue of B. Then it is shown in [M] that for λ ∈ R with |λ| < µ 1 there exists a regular one-parameter family of unitary operators C(λ) on kerB, called the scattering matrices, satisfying the following properties :
(1) C(λ)C(−λ) = I and C(λ)G = −GC(λ) (3.1)
Putting λ = 0, we have
Hence, C(0) is the natural choice of a unitary involution anticommuting with G on kerB.
(2) For any f ∈ kerB and λ ∈ R with |λ| < µ 1 , the generalized eigensection E(f, λ) of D M ∞ attached to f can be expressed, on the cylinder part, by
where θ(f, λ) is square integrable and θ(f, λ, (u, ·)) is orthogonal to kerB. More-
Now we suppose that f ∈ ker(I − C (0)). Then we have 
dimkerB.
Let f belong to ker(I − C(0)) and E(f, λ) be the generalized eigensection attached to f as (3.2). Then we can compute the L 2 -part θ(f, λ) on the cylinder part as follows. Put
where φ µ j (φ −µ j = Gφ µ j ) is an eigensection of B corresponding to the eigenvalue
where a j (λ) is a smooth function of λ (|λ| < µ 1 ). Hence we have
Since C(0)f = f and C ′ (0)G = −GC ′ (0), the derivative of (3.4) with respect to λ at λ = 0 is, on the cylinder part,
. Hence, if we denote l = dimker(I − C(0)), the equation (3.5) and (3.6) provide 2l distinct solutions of D In this paper we assume that both D 
Then ψ k satisfies the boundary condition P σ 2 on Y r . Hence
We denote by P the orthogonal projection from ker(I − σ 2 ) to ker(I + C (0)) i.e.
The equality (4.1) implies that P is invertible and we denote by P −1 the inverse of P . Note that
The equality (4.1) also implies that the orthogonal projection I−σ 2 2 from ker(I − C(0)) to ker(I + σ 2 ) is an isomorphism. This fact and the following equality
The equation (4.2) and (4.3) lead to
Summarizing the above argument, we have the following lemma.
Lemma 4.1.
Before describing proj kerB • 1 2r R −1 r,σ 2
• proj ker(I−σ 2 ) we prove Theorem 1.2 by using the equation (4.2), (4.4) and Lemma 2.5. We recall :
does not depend on the cylinder length r.
Proof : By Lemma 2.5 it's enough to show that
The equation (4.2) shows that proj ker(I+σ i ) R −1 r,σ i proj ker(I+σ i ) (i = 1, 2) has only one eigenvalue r of multiplicity 1 2 dimkerB, which implies the first equality. For the second equality we suppose that {g 1 , g 2 , · · · , g l } is an orthonormal basis for ker(I + σ 2 ). Then {g 1 , g 2 , · · · , g l , Gg 1 , Gg 2 , · · · , Gg l } is an orthonormal basis for kerB. Hence,
The equation (4.4) shows that
r,σ 1 and K r P < are self-adjoint operators, we have
Since (I − σ 1 )Gg i belongs to ker(I + σ 1 ), the equation (4.4) again shows that P < R −1 r,σ 1 (I − σ 1 )Gg i = 0. This completes the proof of the theorem. 13
Now we describe the operator proj kerB
• proj ker(I−σ 2 ) . We begin with the equation (3.6), which is at u = 0
Then ψ k is a continuous section with
and satisfies the boundary condition
The equation (4.5) and (4.6) lead to
Since C ′ (0)f k ∈ ker(I − C(0)), the equation (4.2) shows that
Combining (4.7), (4.8) with Lemma 4.1, we have
Using (4.9) and Lemma 4.1 again, we have
Therefore, we have
(4.10)
Now we denote by K the orthogonal projection from ker(I + σ 2 ) onto ker(I − C(0)), i.e.
Combining (4.13) and (4.14) we have
In the next step we are going to make the formula (4.15) as simple as possible. The following lemma and corollary are easy to prove but very useful.
Lemma 4.3. For each i = 1, 2,
Proof : The lemma follows from the relations
Using Lemma 4.3 twice leads to the following corollary.
Corollary 4.4. For each i = 1, 2,
Now for 0 < t < 1 we put
One can check easily by using Corollary 4.4 that
Using Corollary 4.4 again we have
Therefore, Theorem 1.2, Theorem 2.6 and the equation (4.15), (4.16) imply the following equalities.
Using Lemma 4.3 one can check that for 0 < t < 1
Using the above equality we have Then τ and σ θ are unitary involutions on kerB anticommuting with G. We use these involutions to define the boundary conditions P τ := P > + I−τ 2 on Y 0 and P θ := P < + I−σ θ 2 on Y r . We now consider the Dirac Laplacian (−∂ 2 u + B 2 ) P τ ,P θ , whose spectrum is given as follows.
Proposition 5.3.
Det(−∂
On the other hand, the scattering matrix C(λ) of G(∂ u + B) P τ on [0, ∞) × Y is given by C(λ) = τ and the generalized eigensection E(f, λ) is given by E(f, λ) = e −iλu (f − iGf ) + e iλu τ (f − iGf ).
Setting
F i = cosθ i f i + sinθ i Gf i and GF i = −sinθ i f i + cosθ i Gf i ,
we have
The ordered basis {f 1 , Gf 1 , f 2 , Gf 2 , · · · , f l , Gf l } gives the following matrices. Elementary computation shows the following fact.
Proposition 5.4.
The equality of Proposition 5.4 and 5.5 gives an example of Theorem 1.3 on a cylinder.
