Abstract. Parallel algorithms are developed in the setting of iterative multilevel methods. The constituent parts of the algorithms are dependent rather than independent as in conventional parallel algorithms. We develop cases and conditions wherein this dependence generates a constructive interference in the computation. The resulting parallel algorithms can then be more efficient than serial counterparts.
1. Introduction. In this paper, we develop parallel versions of multilevel iterative algorithms.Our methods are based partly on the aggregation/disaggregation (sometimes referred to as algebraic multigrid) method (see McCormick [12] , Miranker and Pan [13] and Chatelin and Miranker [4] ). Here, we are concerned only with correction algorithms (those which start on the finest level) rather than nested iteration algorithms (those which start on the coarsest level). For an analysis of the nested iteration cases, see Douglas , Ma and Miranker [7] .
There are a number of ways of parallelizing multilevel algorithms. Brandt [2] suggests performing each operation in parallel a single level at a time. This is a simple approach to parallel computation, but can be made to work with a shuffle communication technique between processors. Gannon and Van Rosendale [8] suggest computing on all the levels in parallel as well as doing the operations per level in parallel. This leads to an algorithm which requires very large amounts of data transfers between processors to maintain stability. These as well as (seemingly) all parallel algorithms depend on finding independent parts of serial algorithms; these parts are performable simultaneously on separate processors. Viewed in this way, parallelization of algorithms is basically a combinatorial or data flow problem. One result of this approach is the reduction of computational efficiency of parallel algorithms.
Multilevel iterative algorithms suggest another approach to parallelization where dependence rather than independence of the constituent parallel parts is the desirable property. These constituent parts are smaller, cheaper to perform versions of the original problem. Because of the dependence, the simultaneous computation and interaction in the iteration may be viewed as setting up an interference between computations being performed in the constituent parts. The point is that for appropriate problems this interference is constructive resulting in efficiencies capable of exceeding those of the serial counterparts. As an extreme of this phenomenon, there are cases in which the methods are direct methods instead of iterative, i.e., convergence occurs in one iteration.
In 2, we define the various parallel multilevel iterations exhibiting the new interference point of view. The aggregation/disaggregation setting is used. First the two level case is given with the multilevel versions following.
In 3, a dual picture of our methodology is introduced in order to study the notion of smoothness for discrete (i.e., algebraic) problems. Use of the discrete Fourier transform is made for generating canonical restriction and prolongation techniques.
In 4, expressions for error propagators for our algorithms are derived, including expressions involving the so-called smoothing iterations of standard multigrid analysis. Finally, the form of the various operators is exploited to develop convergence results, including conditions for convergence in one step.
In 5, we consider three model problems to illustrate our methods. Spectral radii of error convergence operators are computed. The constructive interference possibilities are revealed through comparisons of spectral radii of conventional multigrid algorithms and the new parallel algorithms.
Finally, we make comparisons in 6 of the efficiency of the algorithms as applied to the model problems. We normalize the spectral radii of 5 appropriately for the floating point operation counts of the algorithms.
2. The problem and multilevel algorithms. In this section, we define the basic two level correction and aggregation/disaggregation iterations. We then generate a parallel version of each iteration. We also generate a serial iteration which has the flavor of both a parallel and a standard iteration. Finally, we give details for a parallel algorithm with an arbitrary number of levels. This algorithm can be extended to include any number of levels as well as a parameter governing the number of correction iterations on each level. Bank and Douglas [3] , Douglas [5] , [6] , Hackbusch [9] , Maitre and Musy 11 ], Nicolaides 14] , and Wesseling [17] provide analysis of this algorithm.
The coarse level correction of Algorithm MG is outlined in detail in (2)(a)-(c). The smoothing step (2)(d) will be described in detail in 4. Typical smoothers used in practice are based on relaxation, incomplete factorization methods, and Krylov space methods (e.g., conjugate gradients). We remark that the iterative procedure on which a smoother may be based is not what provides the provable convergence rate of Algorithm MG, the correction step does. The smoother damps error components so as to enhance the subsequent passage of the correction from coarse to fine before performing that correction step.
We propose two parallel algorithms based on the concept that while the standard correction step is being computed in P, other computations in N-p replacing the smoothing step can go on. In particular, if the cost of these two steps is roughly the same, we should be able to do both simultaneously, combine the p-vector and (N-p)-vector appropriately, and repeat the iteration. A second and extremely important consideration is keeping the amount of data transfer between processors to a minimum.
We begin by transforming Algorithm MG into an aggregation/disaggregation formulation (see [13] and [4] (c) Set xi/l xi + c +. + cj.
(3) Set z Xk+. In step (2)(b), solve means to determine the Galerkin approximation c,, Y(II,,) and in parallel means that the systems corresponding to different values of rn are treated simultaneously. This algorithm is extended to any number of levels resulting in a tree structure of problems to solve, as described at the end of this section (the generalized form is called Algorithm GPMG1).
All of the c,, determined at iteration influence all of the c,, to be determined at iteration + 1. That is, the corrections interact or interfere from step to step in the iteration. This interference constitutes a propagation of the information (a well-known feature of matrix iterative methods). This algorithm can be extended to any number of levels resulting in a tree structure of problems to solve (the generalized form is called Algorithm GPMG2 
(ii) Solve in parallel (Hq,mAqHq,,,)Cq,m=Hq,,,ri, m 1,"',jq, starting from an initial guess c,, =0 by an appropriate call to Algorithm GPMG1.
(iii) Set xi+l xi + cq,1 +" + Cq,,,.
(c) Set z Xk+l. The cases k--1 and k-2 correspond to the familiar V and W cycles of multigrid. While most of this paper deals with the two level case, a convergence result in 4 depends on the generalized algorithms.
3. Coordinate transformations and the discrete Fourier transform. In this section, we apply a coordinate transformation (represented by a nonsingular matrix T) to the problem of 2. Suitable choices for T include unitary transformations such as the discrete Fourier transform or the matrix of normalized principal vectors of A. We use a special choice of restriction matrices combined with a special property of the discrete Fourier transform to suggest a notion of smoothing for discrete problems.
We begin by modifying our problem formulation from a primal picture to a dual picture. Let c=flT.
-RT-1TT--RT.
relating the two pictures. Moreover, P in both procedures is the same vector.
Consider a special choice R1 of a restriction matrix, namely, We have used the fact that when T is the discrete Fourier transform matrix (3.2),
TT--T-. 4 . Analysis. This section is divided into a number of related subsections. We begin by analyzing the effect of the correction step for each algorithm. We then define and show the ettect of smoothing on Algorithm MG. Finally, we derive equations for the error propagation and prove convergence results for our parallel algorithms. As for Algorithm MG, we can compute the error propagator suitable for use in the energy norm for Algorithms PMG1 and PMG2:
There is no convenient, form for Cs./. We will compare these operators in subsequent sections.
The error propagating relationships in (4. 
This expression vanishes since [II, B] vanishes for all i, 1 <-i<-j.
Case PMG2. Using the expression for Cp,o derived in (4.1), we get for any k > 0 the following:
This expression vanishes since [Hi, A] =0 for all i, 1 <-i<-j.
Thus, for both Algorithms PMG and PMG2, e vanishes for any initial error Co.
Referring to 3, we could rewrite Theorem 4.1 using the notation of the dual picture and get a similar result.
The proof of the case PMG1 in Theorem 4.1 gives the following corollary" The proof is a simple induction argument. Remark. In terms of the interference of the approximations Rek, 1,. .,j, at iteration k on the Rek+, we see that the theorem here specifies conditions under which the interference (influence) disappears. The absence of interference means independence of these constituent parallel parts and so they can never change after one step. That is, they converge in one step.
Remark. Quantitative results on the rate of convergence of the algorithms may be composed in terms of the norms of the commutators appearing in the proof of Theorem 4.1. The interference (or influence) is diminished as the size of these norms decreases. However, the interference is more constructive when the norms are small. 5. Examples. In this section, we compare the spectral radii of the various algorithms for three model problems. The first two are discretizations of constant coefficient boundary value problems and the third is a variable coefficient boundary value problem whose discretization is transformed using the discrete Fourier transform. The computational basis is the usual nodal basis (see Strang and Fix [15] ). After discretization, we get a matrix A1 which is tridiagonal:
For Algorithm MG, we use a damped Jacobi iteration as the smoother:
We can obtain the same matrix problem using central differences on the same mesh 15]. This smoother is useful for our experimental purposes since the exact convergence rate for Algorithm MG is known in this case. Many have observed that forPoisson's equation on a uniform grid, all smoothers work approximately equally. For a discussion of general smoothers and (sharp) multigrid rates of convergence for elliptic partial differential equations, see [3] .
If we use the canonical restriction and prolongation matrices corresponding to rn/21"-m/2 linear interpolation, it is known that the spectral radius of o/2 V--MG,1/2al/2 for rn smoothing iterations is independent of N. These radii are tabulated as follows: See [3] for details. We now consider several restriction mappings Rk,1. The additional subscript k is used to distinguish between several restriction matrices R1 (using the notation of 2). For Rk,2 we use the restriction onto the orthogonal complement of (R,I). In some T cases these matrices are easily generated. In each case, we take P,q R,q. The second set of restriction/prolongation pairs comes from knowing that the multigrid analysis for (5.1) simplifies to the study of N/2 2x2 error propagation matrices (see [5] , [6] and [3] Now consider the two-dimensional Poisson equation (5.2). We discretize (5.2) using either central differences on a uniform mesh or finite elements on a uniform triangulation using C o piecewise linear polynomials and the usual nodal basis functions.
In either case, after discretization, we get a matrix A2 which is block tridiagonal [15] The spectral radii for CpMG2,1/2 are the same as for CpMGI,1/2. We now consider cases in which N is evenly divisible by 12 . This allows us to conveniently use j=2, 3, or 4 projection matrices (i.e., aggregated problems) in Algorithm PMG1. The restriction matrices correspond to the canonical cases in (3.3) and (3.4) . That For parallel algorithms there are two methods of measuring the operation counts: complete and effective. The complete number is the sum of the floating point operations for all the operations of the algorithm. The effective number is the sum of the floating point operations for the operations which the algorithm must wait for. For example, if j---2 in Algorithm PMG2, then the complete number is computed from the cost of the following: residual + 2(correction update + direct solve + restriction/prolongation).
Suppose all the operations can be done in parallel. Then the effective number is computed from the cost of the following" residual + correction update + direct solve + restriction/prolongation.
If the residual cannot be computed in parallel, then the effective number might be computed instead from the following: residual + correction update + direct solve + restriction/prolongation.
If one of the direct solves or restriction/prolongation operations is more expensive than another, the costlier one is used in computing the effective number.
Clearly, the structure of the matrices and the difference in speed of computing numbers versus transmitting data between processors is very important in deciding for 394 . C. DOUGLAS AND W. L. MIRANKER a given architecture how to parallelize certain operations (and hence the effective floating point operation count). An example is computing the residual. On a given machine it might be more efficient to compute it in one processor and transmit it to the others, compute it in pieces on the various processors and transmit the pieces to the processors that need the information, or compute it on each of the processors and not transmit anything to the other processors. It is beyond the scope of this paper to analyze each of these situations for our algorithms.
We consider first Poisson's equation in one dimension (5.1). We use linear interpolation (i.e., R4,1) for Algorithm MG and R2,q, q 1, 2, for Algorithms PMG2 and SMG2 (recall from 5 that the restriction matrices R2,q provide highly favorable computational properties). We solve the aggregated problems directly using the standard direct factorization method for tridiagonal systems 10]. We get the floating point operation counts for individual operations shown in Table 1 . To determine the effective number of operations for one iteration of step (2), we assume that steps (2)(a)-(c) in Algorithm PMG2 can be performed completely in parallel, i.e., the residual and correction updates can be computed simultaneously and the aggregated problems can be solved simultaneously. Under this assumption the effective number is half the complete number and we get the floating point operation counts per iteration of step (2) of the specified algorithms shown in Table 2 . By error reduction, we mean the convergence rate of one iteration of step (2) of the referenced algorithm. For this example, the parallel algorithm converges in one step. Moreover, even that single step requires at most trivially more computation than a single iteration of step (2) The efficiency of an algorithm is the error reduction per unit work (that is, per computation) iO 1/wrk. In some cases the quantity tr-= 0 N/wrk is independent of N and R1 used in Algorithm PMG2 is the same as what Algorithm MG is using for a restriction matrix. Using Rl,q, q 1, 2, for R1 and Re, we compute cr (multiplies) as shown in Table 6 . Finally, we consider the case of dense matrices which have already been preprocessed by the discrete Fourier transform. If we use j restriction matrices (i.e., j aggregated problems) derived from the techniques demonstrated in (3.3) and (3.4), then we get the approximate floating point operation counts for individual operations shown in Table 7 . To determine the effective number of operations for one iteration of step (2), we assume that steps (2)(b), (c) in Algorithm PMG2 can be performed completely in parallel, i.e., the correction updates can be computed simultaneously and the aggregated problems can be solved simultaneously. However, we assume the residual is computed on a single processor (this is one of the least favorable conditions for the parallel algorithms). Under these assumptions, we get the floating point operation counts per iteration of step (2) of the specified algorithms shown in Table 8 . Under the previous assumptions and that j satisfies (6.1) (i.e., for given N and c, the number of aggregated problems is sufficiently large), we get the floating point operation counts per interation of step (2) of the specified algorithms (the O(N) terms are dropped) shown in Table 9 . Clearly, when our constant e of (6.1) is small, the new parallel algorithms require less computation per iteration for a single application of step (2) than Algorithm MG with any choice of m. For a given problem, we could compute error reductions (i.e., p) and calculate the dimensionless figure of merit N2/Work O'--=p and tabulate the error reductions the per unit work. 
