Abstract. For effect algebras, the so-called tense operators were already introduced by Chajda and Paseka. They presented also a canonical construction of them using the notion of a time frame.
Introduction
Effect algebras were introduced by Foulis and Bennett [13] as an abstraction of the Hilbert space effects which play an important role in the logic of quantum mechanics. However, this notion does not incorporate the dimension of time. In fact, if an effect algebra E is associated with a (possibly quantum-mechanical) physical system Q under study, i.e. elements of E represent propositions about the system Q, the dimension of time can be expressed in terms of a one parameter group of continuous affine automorphisms on the state space S of E. This group is usually called the dynamic group.
This means that effect algebras can serve to describe the states of effects in a given time but they cannot reveal what these effects expressed in the past or what they will reveal in the next time. A similar problem was already solved for the classical propositional calculus by introducing the so-called tense operators G and H in Boolean algebras, see [2] . For MV-algebras and for Lukasiewicz-Moisil algebras, tense operators were introduced by Diaconescu and Georgescu in [9] . Contrary to Boolean algebras where the representation problem through a time frame is solved completely, authors in [9] only mention that this problem for MV-algebras was not treated. Botur and Paseka were able to find a suitable time frame for given tense operators on a semisimple MV-algebra (see [1] ), i.e., to solve the representation problem for semisimple MV-algebras.
Tense operators for effect algebras were introduced in [6] by Chajda and Paseka and the corresponding tense logic was treated in [5, 6, 15] by Chajda, Janda, Kolařík and Paseka.
The concept of tense operators is closely connected with the concept of a time frame. It is a couple (T, R) when T is a time scale (both discrete or continuous) and R is a relation of time preference, i.e., for t 1 , t 2 ∈ T the expression t 1 Rt 2 means "t 1 is before t 2 " and "t 2 is after t 1 ", reflecting the fact that R need not be an ordering.
Having a time frame, we can derive tense operators G, H, P and F by a standard construction using suprema and infima. However, these tense operators can be given axiomatically and this rises a natural question on the existence of a time frame for which these operators can be derived as mentioned above. This is called a representation problem. It is well known [2] that this problem is easily solvable for Boolean algebras but it is not solvable e.g. for MV-algebras or effect algebras in general (see [1] and [4] for details). Hence, we are encouraged to find certain restrictions that are still in accordance with physical reality. These restrictions will enable us to solve the restricted problem for those algebras that are useful for axiomatization of many-valued and/or quantum logics.
The first restriction is to use the so-called Jauch-Piron states which correspond to behaviour of physical systems in quantum mechanics. The second one is to consider the so-called q-effect algebras instead of effect algebras which are equipped with two unary operations which, however, are term operations in the case of MV-algebras or lattice effect algebras.
It is a rather surprising fact that these quite natural restrictions enable us to develop and use a completely different machinery based on using of Galois connections. The deeply developed theory of Galois connection can support an interesting construction of the preference relation R on a time scale T which is formed by means of Jauch-Piron q-states. This forms a time frame for given tense operators provided the set of these states is order reflecting.
It is worth noticing that the operators G and H can be considered as a certain kind of modal operators which were already studied for intuitionistic calculus by Wijesekera [20] , Chajda [3] and in a general setting by Ewald [12] , Chajda and Paseka [7] .
The paper is organized as follows. After introducing several necessary algebraic concepts, we introduce Galois q-connections and q-tense operators in a q-effect algebra, i.e., in an effect algebra equipped with two new unary operations q and d.
In Section 3 we introduce a powerful notion of a q-semi-state on a q-effect algebra and we also establish a relationship among various kinds of q-semi-states on q-effect algebras. Following [4] we introduce the notion of a Jauch-Piron q-semi-state. The advantage of this approach is that these semi-states reflect an important property of the logic of quantum mechanics, namely the so-called Jauch-Piron property (see [17] and [18] ) saying that if the probability of propositions A and B being true is zero then there exists a proposition C covering both A and B. Therefore we may expect applications of our method also in the realm of quantum logic. We show that every Jauch-Piron q-semi-state can be created as an infimum of q-states.
In Section 4 we present a canonical construction of Galois q-connections and q-tense operators. In Section 5 we outline the problem of a representation of q-tense operators and we solve it for q-representable q-Jauch-Piron q-effect algebras. This means that we get a procedure how to construct a corresponding time frame to be in accordance with the canonical construction from [6] . Since any MV-algebra and any lattice effect algebra with q-tense operators is a q-effect algebra our approach covers the results from [1] and [4] .
Preliminaries and basic facts
By an effect algebra it is meant a structure E = (E; +, 0, 1) where 0 and 1 are distinguished elements of E, 0 = 1, and + is a partial binary operation on E satisfying the following axioms for x, y, z ∈ E:
(E1) if x + y is defined then y + x is defined and x + y = y + x (E2) if y + z is defined and x + (y + z) is defined then x + y and (x + y) + z are defined and (x + y) + z = x + (y + z) (E3) for each x ∈ E there exists a unique
Having an effect algebra E = (E; +, 0, 1), we can introduce the induced order ≤ on E and the partial operation − as follows x ≤ y if for some z ∈ E x + z = y, and in this case z = y − x (see e.g. [10] for details). Then (E; ≤) is an ordered set and 0 ≤ x ≤ 1 for each x ∈ E.
It is worth noticing that a + b exists in an effect algebra E if and only if a ≤ b ′ (or equivalently, b ≤ a ′ ). This condition is usually expressed by the notation a⊥b (we say that a, b are orthogonal). Dually, we have a partial operation · on E such that a · b exists in an effect algebra E if and only if a
′ . This allows us to equip E with a dual effect algebraic operation such that E op = (E; ·, 1, 0) is again an effect algebra, ′E op = ′E = ′ and ≤ E op =≤ op . Let E = (E; +, 0, 1) be an effect algebra and d, q : E → E be maps such that, for all x, y, z ∈ E,
We then say that E = (E; +, q, d, 0, 1) is a q-effect algebra. Note that a dual of E = (E; +, q, d, 0, 1) is a q-effect algebra E op = (E; ·, d, q, 1, 0). A morphism of effect algebras (morphism of q-effect algebras) is a map between them such that it preserves the partial operation +, (and the unary operations q and d),the bottom and the top elements. In particular,
′ : E → E op is a morphism of effect algebras (morphism of q-effect algebras).
A morphism f : P 1 → P 2 of posets is an order-preserving map. Any morphism of effect algebras is a morphism of corresponding bounded posets. A morphism f : P 1 → P 2 of bounded posets is order reflecting if (f (a) ≤ f (b) if and only if a ≤ b) for all a, b ∈ P 1 . Observation 1. Let P 1 , P 2 be bounded posets, T a set and h t : P 1 → P 2 , t ∈ T morphisms of bounded posets. The following conditions are equivalent:
We then say that {h t : P 1 → P 2 ; t ∈ T } is an order reflecting set of order preserving maps with respect to P 2 . Note that we may in this case identify P 1 with a subposet of P T 2 since h is an injective morphism of bounded posets.
If moreover (E; ≤) is a lattice (with respect to the induced order), then E is called a lattice effect algebra. On any lattice effect algebra E we may introduce total binary operations ⊕ and ⊙ as follows:
In this case the unary operations q(x) = x ⊕ x and d(x) = x ⊙ x satisfy the conditions (Q1)-(Q5) and E = (E; +, q, d, 0, 1) is a q-effect algebra. Note that a lattice effect algebra E is an MV-algebra (see [8] for more details on MV-algebras) with respect to the operations ⊕ and ′ if and only if x ∧ y = 0 implies x ≤ y ′ . In particular, any linearly ordered q-effect algebra is an MV-algebra. Moreover, any morphism of MV-algebras is a morphism of q-effect algebras.
In what follows we will present a genuine example of a q-effect algebra which is not a lattice effect algebra.
), c = (0, 5 6 ), a + b = (1, 1 6 ), 2b = ( ), 3b = ( ), 5b = a + c = (
Then E is an effect algebra as described in [14, Example 2.3] and depictured in Fig. 1 . The unary operations q and d on E will be defined as follows:
Clearly, the conditions (Q1)-(Q5) are satisfied. Therefore, (E; +, q, d, 0, 1) is a q-effect algebra. Note that the join of a and b does not exist in E, i.e., (E; +, 0, 1) is not lattice ordered.
A standard q-effect algebra I is a structure I = ([0, 1]; +, q, d, 0, 1) where [0, 1] is the real unit interval, x + y is defined iff the usual sum of x and y is less or equal to 1 in which case x + y coincides with it, q(
The corresponding standard MV-algebra will be simply denoted as [0, 1].
) and s(x + y) = s(x) + s(y) whenever x + y exists in E. In particular, a q-state s is morphism of q-effect algebras s : E → I.
Riesz decomposition property, filters and ideals in effect algebras. We recall that an effect algebra E satisfies the Riesz Decomposition Property ((RDP) in abbreviation) if x ≤ y 1 + y 2 implies that there exist two elements x 1 , x 2 ∈ E with x 1 ≤ y 1 and x 2 ≤ y 2 such that x = x 1 + x 2 .
An ideal of an effect algebra E is a non-empty subset I of E such that (i) x ∈ E, y ∈ I, x ≤ y imply x ∈ I, (ii) if x, y ∈ I and x + y is defined in E, then x + y ∈ I.
A filter of an effect algebra E is an ideal in the dual effect algebra E op = (E; ·, 1, 0). We denote by Id(E) the set of all ideals of E. An ideal I is said to be a Riesz ideal if, for x ∈ I, a, b ∈ E and x ≤ a + b, there exist a 1 , b 1 ∈ I such that x = a 1 + b 1 and a 1 ≤ a and b 1 ≤ b.
For example, if E has (RDP), then any ideal I of E is Riesz (see [11] ) and, moreover, we obtain a congruence ∼ I on E which is given by a ∼ I b iff there are x, y ∈ I with x ≤ a and y ≤ b such that a − x = b − y. It follows that the quotient E/I is an effect algebra with RDP. Recall that if E carries a structure of an MV-algebra then the notions of an ideal and an MV-algebra ideal coincide. In this case, the factor MV-morphism is also a morphism of q-effect algebras.
Dyadic numbers and MV-terms. The content of this part summarizes the basic results about certain MV-terms from [19] in the setting of q-effect algebras.
The set D of dyadic numbers is the set of the rational numbers that can be written as a finite sum of powers of 2. We denote by T D the clone generated by q and d. Let us define, for any m ∈ N a term µ m ∈ T D . First, if m = 1 we put µ 1 = d. Second, assume that µ m is defined. Then we put µ m+1 = µ 1 • µ m .
We will need the following: 
Equivalently, s(x) < 1 iff there is a dyadic number r ∈ (0, 1) ∩ D such that t r (x) = 1. In this case, s(x) < r.
Proof. It follows by an obvious induction with respect to k. for all a ∈ A and b ∈ B.
In this situation, we say that f and g form a residuated pair or that the pair (f, g) is a (monotone) Galois connection. The mapping f is called a lower adjoint of g or a left adjoint of g, the mapping g is called an upper adjoint of f or a right adjoint of f . Galois connections can be described as follows. (1) (f, g) is a Galois connection.
(2) f and g are monotone,
In the above case, g is determined uniquely by f and, similarly, f is determined uniquely by g. Moreover, f preserves all existing joins in (A; ≤) and g preserves all existing meets in (B; ≤). If, in addition, both (A; ≤) and (B; ≤) are complete ordered sets we have the converse, i.e. if f preserves all joins in (A; ≤) then f has an upper adjoint g given by the condition g(b) = sup{x ∈ A | f (x) ≤ b}, for all b ∈ B. Similarly, if g preserves all meets in (A; ≤) then g has a lower adjoint f given by the condition f (a) = inf{y ∈ B | a ≤ g(y)}, for all a ∈ A.
We now present a most prominent example of monotone Galois connection related to temporal logic.
Example. Let A and B are arbitrary sets and let R ⊆ A × B. For every X ⊆ A and every Y ⊆ B, we define f R (X) = {b ∈ B | ∃x ∈ X such that xRb} and g R (Y ) = {a ∈ A | (∀y ∈ B) (aRy implies y ∈ Y )}. Then f R (X) ⊆ Y ⇐⇒ ∀x ∈ A, ∀y ∈ B (x ∈ X and xRy implies y ∈ Y ) ⇐⇒ X ⊆ g R (Y ). Hence the pair (f R , g R ) forms a Galois connection between power sets (℘(A); ⊆) and (℘(B); ⊆) and any Galois connection between (℘(A); ⊆) and (℘(B); ⊆) is of this form.
Galois connections and tense operators on q-effect algebras.
) for all x ∈ E 1 and y ∈ E 2 .
Note that then the mappings g =
We then have the following.
) and E 3 = (E 3 ; + 3 , q 3 , d 3 , 0 3 , 1 3 ) be q-effect algebras, f : E 1 → E 2 and g : E 2 → E 1 be mappings such that (f, g) is a Galois q-connection, s : E 1 → E 3 and t : E 2 → E 3 order-preserving mappings. Then
If, moreover, s and t are morphisms of effect algebras we have that
and s(y) ≤ (t • f )(y) for all y ∈ E 1 if and only if (t • f )(w) ≤ s(w) for all w ∈ E 1 .
Proof. Assume first that (s
). Assume moreover that s : E 1 → E 3 and t : E 2 → E 3 are morphisms of effect algebras and that (s • g)(x) ≤ t(x) for all x ∈ E 2 holds. Then, (s(g(x) )
The remaining parts follow by same considerations.
Let E = (E; +, q, d, 0, 1) be a q-effect algebra. Unary operators G and H on E are called q-tense operators if the mappings P = ′ • H • ′ and G form a Galois q-connection. Then also the mappings F = ′ • G • ′ and H form a Galois q-connection. In particular, G and H satisfy the following conditions:
It is quite natural require our tense operators on q-effect algebras to preserve unary operations q and d (see [9] ). The main aim of our paper is to establish a representation theorem for q-tense operators.
Lemma 3. Let f : E 1 → E 2 be a mapping between q-effect algebras
Proof. It follows from the fact that t r ∈ T D is defined inductively using only the operations q and d.
q-semi-states on q-effect algebras
The aim of this section is to establish a relationship among various kinds of q-semistates on q-effect algebras and to show that every Jauch-Piron q-semi-state can be created as an infimum of q-states. Definition 1. Let E = (E; +, q, d, 0, 1) be a q-effect algebra and let I be the standard q-effect algebra. A map s :
2) a Jauch-Piron q-semi-state on E if s is a q-semi-state and (v) s(x) = 1 = s(y) implies s(z) = 1 for some z ∈ E, z ≤ x and z ≤ y; (3) a strong q-semi-state on E if s is a q-semi-state and (vi) s(x) = 1 = s(y) and x · y defined implies s(x · y) = 1.
Note that any q-state on E is a q-semi-state. Moreover, if E is an MV-algebra and s a state on E (in the effect algebraic sense, see also [8] ) then we always have s(x ∨ y) + s(x ∧ y) = s(x) + s(y) for all x, y ∈ E. Hence for every MV-algebra any its state s satisfies (v).
Lemma 4. Let E = (E; +, q, d, 0, 1) be a q-effect algebra, s : E → [0, 1] a Jauch-Piron q-semi-state on E. Then s is a strong q-semi-state.
Proof. Assume that s(x) = 1 = s(y) and x · y is defined. Then there is an element z ∈ E such that z ≤ x, z ≤ y, y ′ ≤ x and s(z) = 1. Therefore also d(z) ≤ x · y which yields
Lemma 5. Let E = (E; +, q, d, 0, 1) be a q-effect algebra, S a non-empty set of q-semistates on E. Then (a) the pointwise meet t = S :
Proof. The proof is a straightforward checking of conditions (i)-(iv).
Definition 2. Let E = (E; +, q, d, 0, 1) be a q-effect algebra.
(a) If S is an order reflecting set of q-states on E then E is said to be q-representable.
(b) If S is an order reflecting set of Jauch-Piron q-states on E then E is said to be q-Jauch-Piron representable. (c) If any q-state is q-Jauch-Piron then E is called an q-Jauch-Piron q-effect algebra.
First, note that any q-Jauch-Piron q-effect algebra with an order reflecting set of qstates is q-Jauch-Piron representable. Also, any q-Jauch-Piron representable q-effect algebra is q-representable.
Second, if E is q-representable then the induced morphism i
S (sometimes called an embedding) is an order reflecting morphism of effect algebras such that i
Here the operations ⊕ and ⊙ are defined componentwise.
Lemma 6. Let E = (E; +, q, d, 0, 1) be a q-effect algebra, s, t q-semi-states on E. Then t ≤ s iff t(x) = 1 implies s(x) = 1 for all x ∈ E.
Proof. Clearly, t ≤ s yields the condition t(x) = 1 implies s(x) = 1 for all x ∈ E.
Assume now that t(x) = 1 implies s(x) = 1 for all x ∈ E is valid and that there is y ∈ E such that s(y) < t(y). Thus, there is a dyadic number r ∈ (0, 1) ∩ D such that s(y) < r < t(y). By Corollary 1 there is a term t r in T D such that t r (s(y)) < 1 and t r (t(y)) = 1. It follows that s(t r (y)) = t r (s(y)) < 1 and t(t r (y)) = t r (t(y)) = 1. The last condition yields that s(t r (y)) = 1, a contradiction. Theorem 1. Let E = (E; +, q, d, 0, 1) be a q-effect algebra with an order reflecting set S = {s : E → [0, 1] | s is a q-state on E}, t a Jauch-Piron q-semi-state on E and S t = {s ∈ S | s ≥ t}. Then t = S t .
Proof. We may assume that E ⊆ [0, 1] S such that x + y, x · y, q(x) and d(x) computed in E gives us the same results as x + y, x · y, x ⊕ x and x ⊙ x computed in [0, 1] S and restricted to elements from E. This means that the inclusion map i :
S is an order reflecting morphism of q-effect algebras. Note also that [0, 1]
S is a complete lattice q-effect algebra with RDP (MV-algebra).
Clearly, t ≤ S t . Assume that there is x ∈ E such that t(x) < S t (x). Thus, there is a dyadic number r ∈ (0, 1) ∩ D such that t(x) < r < S t (x). Again by Corollary 1 there is a term t r in T D such that t(t r (x)) = t r (t(x)) < 1.
Let us put U = {z ∈ E | t(z) = 1}. Clearly, z ∈ U, w ∈ E and w ≥ z implies w ∈ U. For all f 1 , . . . , f n ∈ U there is an element f ∈ U, f ≤ f i , i = 1, . . . , n and z ∈ U yields µ k (z) ∈ U for all k ∈ N since t is a Jauch-Piron q-semi-state, t r (x) ∈ U.
Let V be a filter of [0, 1] S generated by the set U. Then by [11, Proposition 3.1]
Let us assume that t r (x) ∈ V . Then ∃n ∈ N, ∃g 1 
So we have that t r (x) / ∈ V . Let W be a maximal filter of [0, 1] S which does contain V and does not contain t r (x). Then the set I = {y ∈ [0, 1] Corollary 3. Let E = (E; +, q, d, 0, 1) be a q-effect algebra with an order reflecting set S of q-states on E. The only Jauch-Piron q-semi-state t on E with t(0) = 0 is the constant function t(x) = 1 for all x ∈ E.
Proof. Clearly, the set S t = {s ∈ S | s ≥ t} from Theorem 1 has to be empty (otherwise we would have t(0) = S t (0) = {0} = 0, a contradiction) which yields that t(x) = ( S t )(x) = ∅ = 1.
Corollary 4. Let E = (E; +, q, d, 0, 1) be a q-effect algebra with an order reflecting set S of q-states on E. Then all Jauch-Piron q-semi-states t on E with t(0) = 0 satisfy the condition (ii') t(x) + t(y) ≤ t(x + y) whenever x + y is defined.
Proof. Clearly, the set S t = {s ∈ S | s ≥ t} from Theorem 1 is non-empty, its elements satisfy (ii') and they map 0 to 0. As in [4, Lemma 6] we get (ii').
Corollary 5. Let E = (E; +, q, d, 0, 1) be a q-Jauch-Piron q-effect algebra with an order reflecting set S of all Jauch-Piron q-states on E, t a Jauch-Piron q-semi-state on E and S t = {s ∈ S | s ≥ t}. Then t = S t .
Proof. It follows immediately from Proposition 1 since
| s is a Jauch-Piron q-state on E}.
The construction of q-tense operators
In this section we present a canonical construction of Galois q-connections and q-tense operators.
By a frame it is meant a triple (S, T, R) where S, T are non-void sets and R ⊆ S × T . If S = T , we will write briefly (T, R) for the frame (T, T, R) and we say that (T, R) is a time frame. Having a q-effect algebra (E; +, q, d, 0, 1) and a non-void set T , we can produce the direct power (E T ; +, q, d, o, j) where the operation +, q, d and the induced operation ′ are defined and evaluated on p, q ∈ E T componentwise. Moreover, o, j are such elements of E T that o(t) = 0 and j(t) = 1 for all t ∈ T . The direct power E T is again a q-effect algebra.
The notion of a time frame allows us to construct q-tense operators on q-effect algebras.
We have the following corollary of [1, Theorem 2].
Theorem 2. Let M be a linearly ordered complete q-effect algebra, (S, T, R) be a frame and G * be a map from
for all p ∈ M T and s ∈ S. Then G * has a left adjoint P * such that (P * , G * ) is a Galois q-connection. In this case, for all q ∈ M S and t ∈ T ,
Proof. Since any linearly ordered complete q-effect algebra is an MV-algebra we know by [1, Theorem 2] that (P * , G * ) is a Galois connection and that both G * and P * preserve the unary operations q and d.
We say that (P * , G * ) is the canonical Galois q-connection induced by the frame (S, T, R) and the q-effect algebra M.
Corollary 6. Let M be a linearly ordered complete q-effect algebra, (S, R) be a time frame, G * and H * be maps from M S into M S defined by
for all p ∈ M S and s ∈ S. Then G * (H * ) is a q-tense operator on M S which has a left adjoint P * (F * ). In this case, for all q ∈ M S and t ∈ S,
Proof. It follows immediately from Theorem 2 that (P * , G * ) and (F * , H * ) are Galois qconnections. Similarly as in [6, Theorem 10] we have
Hence G * and H * are q-tense operators.
i) If the relation R is reflexive, then sRs yields G * (p)(s) = {p(t) | t ∈ S, sRt} ≤ p(s) for any s ∈ S and tRt yields P * (q)(t) = {q(s) | s ∈ S, sRt} ≥ q(t) for any t ∈ S. The part for H * and F * we can prove analogously. ii) If R is symmetric then G * (p)(s) = {p(t) | t ∈ S, sRt} = {p(t) | t ∈ S, tRs} = H * (p)(s) for any s ∈ S and any p ∈ M S which clearly yields G * = H * . Similarly, P * = F * . iii) If R is transitive, s ∈ S and p ∈ M S then {p(t) | sRu and uRt} ⊆ {p(t) | sRt} for any u ∈ S and then
holds. Similarly we can prove the remaining inequalities.
We say that (M S , G * , H * ) is the tense q-effect algebra induced by the time frame (S, R) and the q-effect algebra M.
The representation of q-tense operators
The aim of this section is to show that a q-representable q-Jauch-Piron q-effect algebra with q-tense operators G and H can be represented in a power of the standard q-effect algebra I, where the set of all Jauch-Piron q-states serves as a time frame with a relation defined by means of the pointwise ordering of these states on x as well as on G(x) or H(x). It properly means that for every q-representable q-Jauch-Piron q-effect algebra with q-tense operators there exists a suitable time frame that can be constructed by use of the previously introduced concepts. Now we are able to establish our first main result.
Theorem 3. Let E 1 = (E 1 ; + 1 , q 1 , d 1 , 0 1 , 1 1 ) and E 2 = (E 2 ; + 2 , q 2 , d 2 , 0 2 , 1 2 ) be q-effect algebras, f : E 1 → E 2 and g : E 2 → E 1 be mappings such that (f, g) is a Galois qconnection. Let E 2 be a q-representable q-effect algebra and let E 1 be a q-Jauch-Piron representable q-effect algebra, T a set of all q-states on E 2 and S a set of all Jauch-Piron q-states on E 1 . Further, let (S, T, R g ) be a frame such that the relation R g ⊆ S × T is defined by sR g t if and only if s(g(x)) ≤ t(x) for any x ∈ E 2 .
Then g is representable via the canonical Galois connection (P * , G * ) between complete q-effect algebras I S and I T induced by the frame (S, T, R g ) and the standard q-effect algebra I, G * : [0, 1] T → [0, 1] S , i.e., the following diagram of mappings commutes:
Proof. Assume that x ∈ E 2 and s ∈ S. Then i S E 1 (g(x))(s) = s(g(x)) ≤ t(x) for all t ∈ T such that (s, t) ∈ R g . It follows that i
(x)). Note that s • g is a Jauch-Piron q-semi-state on E 1 . Clearly, s • g(1) = s(g(1)) = s(1) = 1, s • g is order-preserving as a composition of two order-preserving mappings, s • g preserves unary operations q and d since both s and g preserve them. Let us check the Jauch-Piron property. Namely, assume that s(g(x)) = 1 = s(g(y)). Then there is an element z ∈ E 1 such that s(z) = 1, z ≤ g(x), z ≤ g(y). Since g is a right adjoint to the map f : E 1 → E 2 we have that f (z) ≤ x, f (z) ≤ y. It follows that 1 = s(z) ≤ s(g(f (z)), i.e., s(g(f (z)) = 1.
By Theorem 1 we get that s • g = {t : E 2 → [0, 1] | t is an q-state, t ≥ s • g} = {t ∈ T | (s, t) ∈ R g }.
This yields that actually i S E 1
