Abstract. We construct quasi-Hopf algebras associated with a semisimple Lie algebra, a complex curve and a rational differential. This generalizes our previous joint work with V. Rubtsov (Israel J. Math. (1999) and q-alg/9608005).
1. Introduction 1.1. In this paper, we construct quasi-Hopf algebras associated with the data of a semisimple Lie algebra a and the triple (C, ω, S) of a complex curve C, a rational differential ω and a finite set S of points of C, containing all zeroes and poles of ω.
These quasi-Hopf algebras are quantizations of a Manin pair associated to (a, C, S, ω). Recall that a Manin pair is a triple (u, , u , v) formed by a Lie algebra u, a nondegenerate invariant pairing , u on u, and a Lagrangian (i.e., maximal isotropic) subalgebra v of u. The Manin pair associated with (a, C, S, ω) is (g, , g , g out ), where g is a double extension of a ⊗K, K = ⊕ s∈S K s is the direct sum of the local fields of C at the points of S, , g is constructed using ω, and g out is an extension of a ⊗ R, where R is the ring of regular functions on C − S. The nonextended versions of these Manin pairs are all the untwisted Manin pairs introduced by Drinfeld in [3] . To construct these quasi-Hopf algebras, we follow the strategy we used in [9] in the case a = sl 2 . We first construct Manin triples (g, g + , g − ) and (g,ḡ + ,ḡ − ). After we construct the suitable Serre relations, we define Hopf algebras (U g, ∆) and (U g,∆) associated to these triples. When C = CP 1 and ω = dz or dz z
, the defining relations of U g coincide with the "new realizations" presentation of the double Yangians and of the quantum affine algebras. We then show that (U g, ∆) and (U g,∆) are quantizations of (g, g + , g − ) and (g,ḡ + ,ḡ − ). For this, we show the Poincaré-Birkhoff-Witt (PBW) result for U g by comparing its positive part U Ln + with an analogue of the Feigin-Odesskii algebras and by using Lie bialgebra duality argument (see [4] ). We then construct an element F in a completion of U g ⊗2 , conjugating the coproducts ∆ and∆. We also construct a subalgebra U g out of U g, which is a flat deformation the enveloping algebra Ug out . We show that U g out is a left coideal of U g for ∆, and a right coideal for∆. We express F as a product F 2 F 1 , with F 1 (resp., F 2 ) in completions of U g ⊗ U g (resp., U g out ⊗U g). We show that F 1 ∆F
−1
1 defines a quasi-triangular quasi-Hopf algebra structure on U g, for which U g out is a sub-quasi-Hopf algebra. This pair (U g, U g out ) of quasi-Hopf algebras is the solution to our quantization problem. Here are the new ingredients of this paper with respect to [9] . The construction of the Serre relations for U g is new, as are the PBW results for U g and U g out . Our approach to constructing F is also new. It relies on duality results for a Hopf pairing in U g (Section 7), which are based on the construction of quantized formal series Hopf algebras inside quantized enveloping algebras ( [1] ).
This paper is organized as follows. In Section 2, we introduce the Manin pairs and triples (g, g out ) and (g, g + , g − ), (g,ḡ + ,ḡ − ). In Section 3, we construct the Serre relations for U g. In Section 4, we construct the Hopf algebras (U g, ∆) and (U g,∆). In Section 5, we define the subalgebra U g out of U g and show PBW results for these algebras. In Section 6, we construct a Hopf pairing inside U g, and we prove a duality result about this pairing in Section 7. We are then ready to construct F in Section 8 and the quasi-Hopf structures on U g and U g out in Section 9.
Let us now say some words about the motivation of this work. We applied the construction of our paper [9] to a) the construction of realizations of the elliptic quantum groups in terms of quantum currents ( [5] ), and b) the construction of a new family of commuting difference operators, associated with (C, ω, S) (see [7] ). The present work could lead to higher rank generalizations of these works. In our work [10] , we showed that quasi-Hopf algebras naturally lead to the construction of quantum homogeneous spaces. This is another possible application of the present paper.
1.2. Part of this work was done while I was visiting Kyoto university in May 1999, ESI (Vienna) in August 1999 and university of Roma I in December 1999; I would like to thank respectively M. Jimbo, A. Alekseev, P. Piazza and C. De Concini for their kind invitations.
Manin pairs and triples
2.1. Lie algebras and bilinear forms. Recall that K s denotes the local field at a point s of S, and K is the direct sum ⊕ s∈S K s . The ring R of regular functions on C − S is viewed as a subring of K by associating to a function of R, the collection of its Laurent expansions at each point of S.
Let us equip K with the bilinear form f, g K = s∈S res s (f gω). Then , K and R is a Lagrangian subring of K. Let us set, for f in K, ∂f = df ω . Then ∂ is a derivation of K, which preserves R. The bilinear form , K is ∂-invariant.
Let , a be a nondegenerate invariant bilinear form on a. Let us equip g = (a ⊗ K) ⊕ CD ⊕ CK with the bracket [(a ⊗ f, λD, µK), (a
Then g is a Lie algebra. Let us set g out = (a ⊗ R) ⊕ CD. Then g out is a Lie subalgebra of g. Let us set (a ⊗ f, λD, µK), (a
Then , g is a nondegenerate invariant bilinear form on g.
Manin pairs. g
out is a maximal isotropic subalgebra of g. Therefore, (g, g out ) is a Manin pair (see [3] ). Let O s be ring of integers of K s and let us fix a Lagrangian complement Λ of R in K, commensurable with ⊕ s∈S O s . Let us set g Λ = (a ⊗ Λ) ⊕ CK. Then g Λ is a Lagrangian complement of g out in g. The triple (g, g out , g Λ ) is sometines called a pointed Manin pair. Let us describe the quasi-Lie bialgebra structures on g and g out associated with (g, g out , g Λ ). Let m s be the maximal ideal of O s . For N integer, let us set i N = a⊗( s∈S m N s ). Then the restriction of , g to g out × g Λ defines a canonical element r out,Λ in lim ←N g out ⊗ (g Λ /g Λ ∩ i N ). There is a unique map δ out : g → ∧ 2 g, such that for any x ∈ g, δ out (x) = [r out,Λ , x ⊗ 1 + 1 ⊗ x]. Let us set ϕ = [r (12) out,Λ + r . Then ϕ belongs to ∧ 3 g, and (g, δ out , ϕ) is a quasi-Lie bialgebra. Moreover, ϕ belongs to ∧ 3 g out , and δ out (g out ) is contained in ∧ 2 g out , therefore (g out , δ out , ϕ) is also a quasi-Lie bialgebra.
Manin triples.
Let us fix a Cartan decomposition a = n + ⊕ h ⊕ n − of a. Let us set g + = (h ⊗ R) ⊕ (n + ⊗ K) ⊕ CD, g − = (h ⊗ Λ) ⊕ (n − ⊗ K) ⊕ CK, andḡ + = (h ⊗ R) ⊕ (n − ⊗ K) ⊕ CD,ḡ − = (h ⊗ Λ) ⊕ (n + ⊗ K) ⊕ CK. g + and g − supplementary Lagrangian subalgebras of g; the same is true forḡ + andḡ − , therefore (g, g + , g − ) and (g,ḡ + ,ḡ − ) are Manin triples. Let us describe the corresponding Lie bialgebra structures.
The restriction of , g to g + × g − (resp., toḡ + ×ḡ − ) defines a canonical element r g + ,g − (resp., rḡ + ,ḡ − ) of lim ←N g ⊗ (g/i N ) (resp., of lim ←N (g/i N ) ⊗ g). There are unique maps δ andδ from g to lim ←N ∧ 2 (g/i N ), such that for any x in g, δ(x) = [r g + ,g − , x ⊗ 1 + 1 ⊗ x] andδ(x) = [rḡ + ,ḡ − , x ⊗ 1 + 1 ⊗ x].
δ andδ satisfy topological versions of the Lie bialgebra axioms. In the next two sections, we are going to construct topological Hopf algebras (U g, ∆) and (U g,∆), quantizing (g, δ) and (g,δ).
Construction of Serre relations
In this section, we construct functions on products of C with itself, which will serve as coefficients for the Serre relations of U g.
3.1.
Notation. We introduce a formal variable and set q = e . For each s in S, we choose a local coordinate z s of C at s. We have then q σ∂ f = (f s (q σ∂ z s )) s∈S . We will simply write f = f (z), and q σ∂ f = f (q σ∂ z). 3.2. Results on kernels. Let (r α ) α≥0 , (λ α ) α≥0 be dual bases of R and Λ, such that λ α tends to zero in the topology of K when α tends to infinity. Let us set G(z, w) = α≥0 r α (z)λ α (w). This is an element of C((z))((w)). We have
for some γ ∈ R ⊗ R (γ is the γ of [8] 
. We have
For σ a complex number, we will denote by φ(σ ) and ψ(σ ) the elements φ(σ , γ, ∂ z γ, . . . ) and ψ(σ , γ, ∂ z γ, . . .
It follows from identity (3.11) of [8] that
For f an element of K, we denote by f R (resp., f Λ ) the projection of f on R parallel to Λ (resp., on Λ parallel to R). For any integer σ, i≥0 r i ⊗
We will set
. It may be expressed as the product of an element
and the expansion, for z close to S, of an element ρ ′ σ of the ring C(C × C) S×C,C×S,diag of rational functions on C × C, with only possible poles on S × C, C × S and the diagonal. We may then define the "analytic prolongation" q σ (z, w) w≪z as the element of C((z))((w)) [ [ ]] equal to the product of ρ σ and the expansion of ρ ′ σ when w is close to S. We have then q σ (z, w)q σ (w, z) z≪w = 1.
The "singularities" of q σ (z, w) may be described as follows. If s and t are elements of S such that
; and for any element s of S, there exists an element
such that the equality [7] ).
Example. Assume that C = CP 1 , ω = dz and S = {∞}. Then the local coordinate is z ∞ = z for w ≪ z.
3.3.
Construction of Serre relations. Let m be an integer in {1, 2, 3}. Let (ǫ α ) α∈Z be a basis of K, with dual basis (ǫ α ) α∈Z , such that both ǫ α and ǫ α tend to zero when α tends to infinity (we may take ǫ α = r α , ǫ −α−1 = λ α for α ≥ 0). Let us consider an algebra with generators a α , b α , α ∈ Z, and relations
s , for any elements s, t of S, such that s = t, where we set
and a(z) s is the sth component of a(z).
As we will see (Prop. 5.1), the Serre identities compatible with these relations are m+1 k=0 σ∈S m+1
and (2) with a and b exchanged, and m replaced by 1, where the functions
and should satisfy the identity
Theorem 3.1. (existence of Serre identities) There exist functions A k,σ (z, w 1 , . . . , w m+1 ) in
satisfying identity (3).
We will prove Thm. 3.1 in the case m = 1; the proof is similar in the general case. 
, and
Proof of Thm 3.2. Let us explain our strategy. We first give some condi- 5 , which guarantee that they determine a system (α, . . . , γ
6 satisfying the requirements of the Theorem (Prop. 3.1). We then show the existence of a system (α, . . . , β ′ ) fulfilling these conditions (Prop. 3.2).
and
. Therefore (α, . . . , β ′ ) uniquely determines a system (α, . . . , γ ′ ) satisfying the conditions of Thm. 3.2 (with replaced by 2 ).
Proof of Prop. Let (α, . . . , β ′ ) be arbitrary elements of (R
. Moreover, for any s and t in S, the products
belong respectively to
Lemma 3.1. Assume moreover that (α, . . . , β ′ ) satisfy conditions (6)- (11) . Then the products (12) vanish when we substitute respectively z s = q −∂ (w 1 ) s , z s = q −∂ (w 2 ) s and (w 1 ) s = q ∂ (w 2 ) s (in other words, these conditions are sufficient for the "poles" of γ ′ at these points to vanish). 
Assume that (α, . . . , β ′ ) satisfy conditions (6)- (11) . Recall that we have set
Replacing in this argument (
(13) and (14) imply that
Moreover, q σ (z, w) belongs to 1+ C((w))((z)) [ [ ]], therefore relations (5) imply that
(15) and (16) then imply that
Let us now show that γ ′ belongs to
. We will need the following statements.
and is such that for any α in R,
Proof of Lemma. For any α in C, let f α be the element (α(z) − α(w))f (z, w) of R ⊗ R. Let α be any nonconstant element of C. Then the function φ : (P, Q) →
is a rational function on C × C, with poles when P or Q meet S and on the divisor {(P, Q) ∈ C × C|α(P ) = α(Q)}, which contains the diagonal C diag of C.
Let then P and Q be any pair of different points of C − S. As C is smooth, R separates the points of C. Let α P Q be a function of R such that α P Q (P ) = α P Q (Q). Since φ is equal to the function (
, φ has no poles at (P, Q). Therefore the only possible poles of φ are on
Moreover, at each point P such that dα(P ) is nonzero, the possible pole of φ at (P, P ) is simple; since the set of these points forms an open subset of C, the possible pole of φ at the diagonal is simple. The coefficient of this pole, which is a rational function on C, is given by the substitution z = w in (α(z)−α(w))φ(z, w). The image in K of this function is the Taylor expansion of f α (P, P ) for P in S, which is zero, therefore φ has no pole at the diagonal of C and belongs to R ⊗ R.
We also have
2) For σ a complex number and any α in R, α(q
, where (ǫ α ) and (ω α ) are dual bases of K and its module of one-forms
, the product (α(z) − α(w))G(z, w) belongs to R((w)), where z is attached to the factor R. In the same way, (α(z) −α(w))G (21) (z, w) belongs to R((z)), where w is attached to the factor R. It follows that (α(z) − α(w))G(z, w) belongs to R ⊗ R.
2) We have
Assume now that (α, . . . , β ′ ) satisfy conditions (6)- (11) and let us show that
(variables z and w 1 correspond to the first and second factors of R ⊗ R). Lemma 3.3 then implies that
In the same way, Lemma 3.
, where variables z and w 2 correspond to the first and second factors of R ⊗ R. Lemma 3.3 then implies that Proof. We will use the following fact:
, and let σ, σ ′ be two complex numbers. There exists a function h(
Proof of Lemma.
Let us first set β(z, w 1 , w 2 ) = −2, and γ(z, w 1 , w 2 ) = −2× (right side of (11)).
. Let us determine α(z, w 1 , w 2 ) satisfying conditions (8) and (10) . Both equations should give the same values to
This means that
Let us show (20). exp (−φ(2 )) ψ(2 ) s (w 2 , w 2 ) is the residue at z s = (w 2 ) s of exp
, and exp (−φ(4 )) ψ(4 ) s (w 2 , w 2 ) is the residue at the same point of exp
is the value at z = w 2 of exp[ α≥0
. Therefore the left side of (20) is
On the other hand, q −2 (q −∂ w 2 , w 1 )q 4 (w 1 , w 2 ) −1 vanishes when w 1 = q 2∂ w 2 , therefore any functions α 0 , β 0 , γ 0 satisfying (73) are such that
which means that these functions verify
The right side of (20) is equal to the ratio α/β(w 2 , q 3∂ w 2 , q ∂ w 2 ) for α, β as in (8), which are part of a system (α, β, γ) of functions satisfying (73). Therefore this ratio is equal to −q −2 (w 2 , q 3∂ w 2 ) −1 . It follows that the right side of (20) is also equal to −q −2 (w 2 , q 3∂ w 2 ) −1 . It follows that both sides of (20) are equal. Moreover, the right sides of (8) and (10) are of the form −1/2 +ũ(z, w 2 ) and −1/2 +ṽ(z, w 2 ), whereũ andṽ belong to
. It follows from (20) thatũ(q 3∂ w 2 , q ∂ w 2 ) =ṽ(w 2 , w 2 ), therefore applying Lemma 3.5 to the system of equations
we get a solution α(z, w 1 , w 2 ) of equations (8) and (10), such that α(z, w 1 ,
. We now have to find α ′ and β ′ satisfying (6), (7) and (9) . This system is equivalent to (6) ,
If a solution α ′ to (21) and (22) exists, both equations should give the same value to α ′ /α(q −∂ w 1 , w 1 , w 1 ). If we set
this means that
in other terms, t(z, z) 2 = 1. We have
We have then
we get t(z, z) 2 = 1, as wanted (one can actually show that t(z, z) = 1). The right sides of (21) and (22) 
, let us denote them as 1 + s and 1 + t . We have seen thats(z, z) =t(z, z), therefore by Lemma 3.5, the system of equations (21) and (22) 
. We then set β ′ = α ′ / right side of (7).
This ends the proof of Thm. 3.2.
4. The Hopf algebras (U g, ∆) and (U g,∆)
4.1. The algebras U Ln ± . Let A = (a ij ) i,j=1,... ,n be a Cartan matrix of finite
by the -adically closed two-sided ideal generated by the coefficients of monomials in the identities
for any i, j = 1, . . . , n and any elements s, t of S such that s = t. As before e i (z) s is the sth component of e i (z). We will also define U Ln − as follows.
Cf i be a complex vector space of dimension n. U Ln − will be the quotient of
by theadically closed two-sided ideal generated by the relations
for any i, j = 1, . . . , n and any pair of different elements s, t of S, where
. U Ln − is therefore isomorphic with the opposite algebra of U Ln + .
The algebra
Ch i be a complex vector space of dimension n. Let us first define some generating series in
and set
Proof. The reduction of T modulo coincides with the action of the symmetrized Cartan matrix (d i a ij ) i,j=1,... ,n , which is invertible (because a was assumed semisimple).
Let A σ be the linear operator from Λ to R defined by
It follows from Lemma 4.1 that there exist unique linear maps ρ ij : Λ → R, i, j = 1, . . . , n, such that
It follows also from Lemma 4.1 that there exist unique linear operators
, and for ǫ ∈ K,
We also set
Define U Lh as the quotient of
by the -adically closed two-sided ideal generated by the relations
for r, r ′ in R, λ, λ ′ in Λ and i, j = 1, . . . , n, where we set h i [φ] = h i ⊗ φ, for i = 1, . . . , n and φ in K. We also set
We denote by , K⊗K the tensor square of , K ; it is a bilinear form on
be a complex vector space of dimension 3n. For i = 1, . . . , n, φ in K and x = e, f, h, we again denote by
Let us define H i [λ] and K ± i (z) as the images of the elements of
by the -adically closed ideal generated by relations (24), (25), (26), (27), (28), (29), (30), (31), (32), (33) and relations
, relations (30), (31), (34) and (35) are expressed as
,
In the same way, if we set e (24), (25), (27) and (28) are expressed as
for any α in K. We have also
H i (z) also satisfies the relations
Remark 2. As we will see in Prop. 5.2, there are natural embeddings of U Ln ± and of U Lh in U g; this justifies a posteriori that we denote elements of these algebras the same way as their images in U g.
4.4.
Hopf algebra structures on U g. Let us set, for i,
Proof. The existence and uniqueness of the r ij follows from Lemma 4.1.
The c ij are uniquely determined by the identities
(21) satisfies the same identities, because we have
We define r ij αβ as the elements of
Define completions of tensor powers of U g as follows. For N an integer, let I N be the left ideal of U g generated by the
where all tensor products are over
For any x in U g and any integers N and l ≥ 0, there exists an integer
It follows that the above tensor products are endowed with algebra structures. Proposition 4.1. There exists a unique algebra morphism ∆ from U g to U g⊗ < U g, such that
tend to zero (in the -adic topology) in U g when α tends to infinity, and e i [λ α ] and (K
After we write ∆ in terms of generating series as
it is easy to check that the extension of ∆ to the free algebra
maps all quadratic relations of U g relations to zero; in the case of the Serre relations, this follows from the identities (3). The statement on ∆(I N ) is immediate.
There is a unique algebra morphism ε :
There is also a unique algebra morphism S :
where we set
S is continuous in the topology defined by the I N and has therefore a unique extension to an algebra automorphism of lim ←p lim ←N U g/(I N + p U g). Here "topological" should be understood in the sense that in the Hopf algebra axioms, tensor powers should be replaced by their completions U g ⊗<k , and one factor U g should be replaced by lim ←N U g/I N in each of the two antipode axioms.
(U g, ∆, ε, S) also induces a topological Hopf algebra structure on lim
Proposition 4.3. There exists a unique algebra morphism∆ from U g to U g⊗ > U g such that∆
for λ ∈ Λ, and
where we set K 2 = 1 ⊗ K. For any integers N and p ≥ 0, there exists an integer
There is a unique algebra morphismS :
Remark 3. The formulas defining S,∆ andS can be rewritten as
Remark 4. Let J N be the left ideal generated by the e i [z l s ], x ∈ {e, f, h}, i ∈ {1, . . . , n}, s ∈ S, l ≥ N. The formulas defining ∆, S,∆ andS also define topological Hopf algebra structures (U g, ∆ (J N ) ), (U g,∆ (J N ) ), where the tensor powers of U g are completed using the family J N instead of I N .
In Theorem 9.1, we are going to construct a quasi-Hopf algebra structure on an algebra U g out , starting from ∆ and∆. One could also construct a quasi-Hopf structure starting from ∆ (J N ) and∆ (J N ) . This quasi-Hopf algebra structure is probably equivalent to that obtained in Theorem 9.1.
PBW theorems
The proofs of the PBW theorems for U Ln + and U g will follow the proofs of [4] , which rely on Lie bialgebra duality.
The case of U Ln
.. ,n the Chevalley generators of a. 
formed of the series of the form
and is symmetric in each group of variables (t
For any integer σ, τ σ + α≥0 (
for example, we may set
we have then q
for i = 1, . . . , k σ and j = 1, . . . , l σ . Here δ 1 , . . . , δ n are the basis vectors of N n . One checks directly that (F O, * ) is an associative algebra.
Proposition 5.1. There is a unique algebra morphism from U Ln + to F O, sending e i [φ] to φ ∈ F O α i , for any φ in K and i = 1, . . . , n. Here α i is the ith basis vector of N n .
Proof. The fact that the vertex relations are sent to zero is immediate; the fact that the quantum Serre relations are sent to zero follows from the identities (26).
Define LV as the -adically complete subalgebra of F O generated by the F O α i , i = 1, . . . , n.
For λ in Λ and i in {1, . . . , n}, define endomorphisms
Define V and S as the semidirect products of LV and of F O by this commuting family of derivations. Explicitly, we have
and the product maps are defined in V and S by 
V is then a subalgebra of S. Define I N as the complete left ideal of S generated by the
Define a topological Hopf algebra structure on S as follows. Let us set K
, and for ǫ in K, let us set
There is a unique algebra morphism ∆ S from from S to lim ←N,m (S ⊗ S)/(S ⊗ I N + m S ⊗ S), such that Let us set
S for λ ∈ Λ, and for
we set
where the t ′(σ) α and t
′′(σ) α
are the analogues of the variables t (σ)
α for the first and second copy of S, and we set
where we recall that
, and α i , α j = d i a ij . ∆ S defines a topological Hopf algebra structure on S; V is then a Hopf subalgebra of S.
Let us define U g + as the quotient of the subalgebra of U g generated by K, the h i [λ], λ ∈ Λ and e i [ǫ], ǫ ∈ K, by the ideal generated by K. The opposite coproduct∆ ′ to∆ induces a topological Hopf algebra structure on U g + . The map x i,α → h i [λ α ] composed with the product map defines a topological
Moreover, the map p :
′ ) to (V, ∆ V ). Let us denote by g + the Lie subalgebra of a ⊗ K equal to (h ⊗ Λ) ⊕ (n + ⊗ h). The specialization = 0 in the quantum Serre relations (26) yields the usual Serre relations, therefore U g + / U g + is isomorphic to the cocommutative Hopf algebra U g + . Moreover, the grading of a by the lattice of roots induces a grading of g + by the same lattice.
V is a torsion-free, -adically complete
is a graded Lie algebra ideal of g + , so g + /i has a graded Lie algebra structure and V 0 is isomorphic to the enveloping algebra U( g + /i). One also checks that the intersection of i with the homogeneous parts of g + of principal degrees zero and one, are zero.
Moreover, p 0| g + induces also a Lie bialgebra map from g + to g + /i. It follows that the dual map p * 0| g + to p 0| g + induces a Lie algebra map from i ⊥ to g * + . But g * + is isomorphic to the opposite Lie algebra to g − = (h ⊗ R) ⊕ (n − ⊗ K). g − is generated by its homogeneous parts of principal degrees zero and one, and the restriction of p * 0| g + to these degrees is an isomorphism, therefore the image of p * 0| g + contains these homogeneous parts of g * − . It follows that p * 0| g + is surjective, so p 0| g + is injective. Since p 0| g + is obviously surjective, it is an isomorphism. Therefore i = 0, V 0 is isomorphic to U g + and p 0 is an isomorphism. Now p is a morphism from a -adically complete C[[ ]]-module to a topologically free C[[ ]]-module, which induces an isomophism between the associated C-vector spaces, therefore p is an isomorphism.
PBW theorem for U g.
Proposition 5.2. There are unique algebra maps i + , i 0 and i − from U Ln + , U h and U Ln − to U g, such that
The composition of the tensor product i + ⊗ i 0 ⊗ i − of these maps with the product map in U g is an isomorphism of
Proof. Let U g ′ and U Lh ′ the analogues of the algebras with the same generators and relations as U g and U h, except for generator D. Assume that we have proved the analogue of the statement for U g ′ . Then one checks that there is a unique derivation
[ǫ]) = the right side of (37), for i = 1, . . . , n, r ∈ R, λ ∈ Λ, ǫ ∈ K. Then U g is isomorphic to the semidirect product of U g ′ with D; this implies the triangular decomposition for U g. 
one checks that this is a well-defined endomorphism of V + (i.e. the endomorphisms of the free algebra defined by the same formulas preserve the ideal defining U Lb + ) and that it makes V + a left U g ′ -module. 
where we use the notation res z∈S for s∈S res z=s . Define 1 ± as the vectors of V ± corresponding to 1 in U Lb + and U Ln − . Consider now the sequence of maps
where the maps are c, the coproduct ∆, the tensor product of the module structures on V + and on V − , the action on 1 + ⊗ 1 − and the isomorphism maps V + → U Lb + and V − → U Ln − . The composition of these maps sends x + ⊗x 0 ⊗x − to x + x 0 ⊗ x − and is therefore injective. It follows that c is also injective.
5.3. Regular subalgebras. Define Ln out + as the Lie subalgebra of Ln + equal to n + ⊗ R.
We will define U Ln Proof. Let ∆ + be the set of positive roots of n + . For any β ∈ ∆ + , letē β be a nonzero vector of n + corresponding to β. We may assume that when β is a simple root α i ,ē β coincides with the generatorē i , and that when β is arbitrary,ē β has the form [
, for some integer b(β) and some sequence
For β a nonsimple root of ∆ + and r ∈ R, define e β [r] as the element of U Ln out +
given by
Lemma 5.1. The e β [r] defined by (40) are such that for any β, β ′ ∈ ∆ + and r, r ′ ∈ R, we have
else.
Proof of Lemma. We will show this in the case a = sl 3 , the general case being similar. Assume that we defineē α 1 +α 2 as [ē 1 ,ē 2 ], so
We define the following order on the positive roots of sl 3 : α 1 < α 1 + α 2 < α 2 . It is clearly enough to prove (41), (42) in the case
. Let us express it as (r ⊗r ′ −r ′ ⊗r) + n≥1,α,α ′ ≥0 n A n;α,α ′ (r, r ′ )r α ⊗ r α ′ , where the maps (r, r ′ ) → α,α ′ ≥0 A n;α,α ′ (r, r ′ )r α ⊗ r α ′ are bilinear maps from R×R to R⊗R. Equation (38) implies that for any element φ(z, w) of R⊗R, vanishing on the diagonal of C × C, and i = 1, 2, we have φ(z, w)q
This proves (42) in the case β = β ′ = α i , i = 1, 2. There exist two sequences of bilinear maps B n and
We will write B n (r, r ′ ) = α,α ′ ≥0 B n;α,α ′ (r, r ′ )r α ⊗r α ′ , C n (r, r ′ ) = α,α ′ ≥0 C n;α,α ′ (r, r ′ )r α ⊗ r α ′ . The identities (38) imply that for φ a function of R ⊗ R, vanishing on the diagonal of C, we have φ(z, w)q In view of (44) for i = 1, this proves (42) when β = α 1 and β ′ = α 1 + α 2 . Using the other Serre relation, one shows that 
End of proof of Prop. 5.3. Let us denote by M the set of maps n from ∆ + × N to N, which are zero except on a finite subset of ∆ + × N. Let us fix an order on ∆ + × N and set (e n ) n∈M = [
and show that (48) topologically spans U Ln out + . For this, start from a monomial in the e i [r], i = 1, . . . , n, r ∈ R and operate in the same way as one does for = 0 (transforming non-well ordered monomials using commutation relations). By Lemma 5.1, the result will be the sum of a linear combination (with coefficients in C) of elements of the family (48), and of an element of U Ln out + . Decomposing this element as a combination of monomials and repeating this procedure, we find that any element of U Ln out + is the sum of a series n≥0 n n∈M a n,n e n , where for fixed n, all the (a n,n ) n∈M are zero, except for a finite number of them.
On the other hand, it follows from Thm. 5.1 that (48) is a topologically free family, therefore (48) is a topological basis of U Ln + . This proves Prop. 5.3.
We defined the Lie algebra g is section 2.
Proposition 5.4. U g is a topologically free, complete C[[ ]]-algebra, and U g/ U g is isomorphic to Ug.
Proof. Let M ′ (resp., P ′ ) be the set of maps from ∆ + ×Z (resp., {1, . . . , n}×Z) to N, which are zero except on a finite subset. Define, for ǫ ∈ K and b eta ∈ ∆ + ,
(see Lemma 5.1) and fix orders in ∆ + × Z and {1, . . . , n} × Z.
The analogue of Thm. 5.1 for U Ln − and Prop. 5.2 imply that 
, is a topological basis of U g. This implies the first statmement. The second statement follows from the fact that the specialization = 0 in the relations defining U g yields the relations defining Ug.
Recall that g out is the Lie subalgebra of g equal to (a ⊗ R) ⊕ CD. Define now U g out as the -adically complete subalgebra of U g generated by D and the e i [r], f i [r] and h i [r], i = 1, . . . , n, r ∈ R. Proposition 5.5. U g out is a divisible subalgebra of U g, and U g out / U g out is isomorphic to Ug out .
Proof. Let us denote by P the set of maps from {1, . . . , n} × N to N, which are zero except on a finite subset. Let us first show that β∈∆,α≥0
topologically span U g out . For this, start from any monomial in the generators of U g out . The triangular relations
allow to express it as a formal series in , whose coefficients are linear combinations of ordered monomials of the form
Now Prop. 5.3, the analogous statement to this Proposition for the subalgebra U Ln Moreover, since (49) can be completed to a topological basis of U g, it is a topological basis of U g out , and U g out is divisible in U g. It follows that U g out / U g out is equal to the image of U g out by the projection map U g → U g/ U g = Ug, which is equal to Ug out .
6. The pairings , U g ± and , U ḡ ± Define U g + , U ḡ + as the subalgebras of U g generated by D, the h i [r], i = 1, . . . , n, r ∈ R and the e ± i [ǫ], i = 1, . . . , n, ǫ ∈ K; and define U ḡ − , U ḡ − as the subalgebras of U g generated by K, the h i [λ], i = 1, . . . , n, λ ∈ R and the e
Recall that a Hopf pairing between two Hopf algebras (B, ∆ B ) and (C, ∆ C ) is bilinear map , B⊗C from B × C to a commutative ring over their base ring, such that for any b ∈ B, c ∈ C, b, cc
B×C , (2) . We denote by ∆ ′ the composition of a coproduct ∆ with the permutation of factors. In Section 2, we defined two pairs of supplementary subalgebras (g + , g − ) and (ḡ + ,ḡ − ) of g. Proposition 6.1. U g ± and U ḡ ± are divisible subalgebras of U g, and the quotients U g ± / U g ± and U ḡ ± / U ḡ ± are isomorphic to Ug ± and Uḡ ± .
Moreover, (U g + , ∆) and (U g − , ∆) are topological Hopf subalgebras of (U g, ∆). There is a unique Hopf algebra pairing , U g ± :
for ǫ, η ∈ K, r ∈ R, λ ∈ Λ, i, j = 1, . . . , n, and the other pairings between the generators of U g + and U g − are zero. In the same way, (U ḡ + ,∆) and (U ḡ − ,∆) are topological Hopf subalgebras of (U g,∆), and there is a unique Hopf algebra pairing , U ḡ ± :
ǫ, η ∈ K, r ∈ R, λ ∈ Λ, i, j = 1, . . . , n, and the other pairings between the generators of U ḡ + and U ḡ − are zero.
Proof. Let us denote by U g the free algebra with the same generators as U g, and coproduct ∆ given by the formulas defining ∆. Define U g ± as the subalgebras of U g with the same generators as U g ± . U g ± are Hopf subalgebras of (U g, ∆) and there is a unique Hopf pairing between (U g + , ∆) and (U g − , ∆ ′ ), defined by formulas (51). Computation shows that the ideals generated by the relations defining U g ± are contained in the kernel of this pairing. The argument is the same in the case of U ḡ ± . Proposition 6.2. The pairings , U g ± and , U ḡ ± are nondegenerate (i.e., (U g ± ) ⊥ = 0 and (U ḡ ± ) ⊥ = 0).
Proof. Define U h + as the -adically complete subalgebra of U g + generated by D and the h i [r], r ∈ R, i = 1, . . . , n, and by U h − as the -adically complete subalgebra of U g − generated by K and the h i [λ], λ ∈ Λ, i = 1, . . . , n.
Inclusion followed by multiplication induces isomorphisms between the completed tensor products lim ←N U h ± ⊗ U Ln ± /( N ) and U g ± . Moreover, the image of , U g ± by the product of these isomorphisms is the tensor product of its restrictions , U h ± and , U Ln ± to U h + × U h − and U Ln + × U Ln − .
It is easy to see that the pairing , U h ± is nondegenerate. Let I h,k be the left ideal of U h − generated by the
Let us show that the pairing , U Ln ± is nondegenerate. Let U − be the free algebra with generators f i [ǫ] (f ree) , ǫ ∈ K, i = 1, . . . , n and relations
There is a unique pairing
where we set t i 1 +···+i α−1 +j = t (α) j for α = 1, . . . , n and j = 1, . . . , i α , and u s = t
(is)
νs+1 , where ν s is the number of indices t such that t < s and i t = i s .
The two-sided ideal I − of U − generated by the crossed vertex relations (27) and (28), and the Serre relations (29) is contained in the kernel of this pairing, so , F O×U − induces a pairing , F O×U Ln − between F O and U Ln − . On the other hand, the proof of Thm. 5.1 implies that the morphism from U Ln + to F O, sending e i [ǫ] to ǫ ∈ F O α i , is an isomorphism. Via this isomorphism, , F O×U Ln − identifies then with , U Ln ± .
On the other hand, if f is a formal series in C((t 1 )) . . . ((t N )) such that for any ω 1 , . . . , ω n in C((t))dt, res t N ∈S · · · res t 1 ∈S (f ω 1 (t 1 ) · · · ω N (t N )) = 0, then f is zero. It follows that the annihilator of U − for , F O×U − is zero. So the annihilator of U Ln − for , U Ln ± is also zero. In the same way, one proves that the annihilator of U Ln + for , U Ln ± is zero, therefore , U Ln ± is nondegenerate.
The annihilator of U Ln
out ± Lemma 7.1. The restrictions to U Ln + ⊗ U Ln − of , U g ± and , U ḡ ± coincide.
We will denote by , U Ln ± the restriction of any of these pairings to U Ln + × U Ln − .
The aim of this section is to compute the annihilator of U Ln out ± for this pairing. Let us set, for
δ n is a linear map from U g + to U g⊗ n + , and its restriction to U Ln + maps to U Ln +⊗ U g⊗ n−1 + . Let us define U ′QSF H as {x ∈ U g + |∀n ≥ 0, δ n (x) ∈ n U g⊗ n + }, and U
QF SH
as U ′QF SH ∩ U Ln + (see [1] , Sect. 6). Let us define f, resp., g as the -adic completions of the C[[ ]]-Lie subalgebras of U g + generated by the e i [φ], i = 1, . . . , n, φ ∈ K, resp., by f and the h i [r], r ∈ R. The map mod : U g + → Ug + induces surjective C-Lie algebra maps from g to g + and from f to Ln + . Letē α be an element of n + associated with the root α. Let us fix a C-linear section σ of the first map, such that for α in ∆ + , r in R, σ(ē α ⊗ r) belongs to U Ln Let us denote by A 0 and A the -adic completions of the subalgebras of U Ln + generated by Ln + and f. Denote by A ′ 0 and A ′ the -adic completions of the subalgebras of U g + generated by g + and g. Lemma 7.2. We have A 0 = A = U QF SH , and
Proof. We will prove the first chain of equalities; the proof of the second one is similar. For this, we will show the inclusions A 0 ⊂ A ⊂ U QF SH ⊂ A 0 . The inclusion A 0 ⊂ A is clear. Let us show that
(52) means that for any x in f, we have 
Since
This implies (53) and therefore (52). It follows then from (53) that for any n ≥ 1, we have
It follows then from (55) that we have, if 1 ≤ k ≤ n − 1,
and then that if k ≥ 0
The inclusion
is evident for k ≤ n, and it is also true for k ≥ n, by (56). It follows that n f ≤n is contained in U QF SH , therefore A ⊂ U QF SH . Finally, let x belong to U QF SH . Assume x is nonzero. Let k be the -adic valuation of x. Let us setx = −k x mod ;x belongs then to ULn + . Let us denote by (ULn + ) p the subspace of ULn + spanned by the products of ≤ p elements of Ln + . There is a unique integer p such thatx belongs to (ULn + ) p \ (ULn + ) p−1 . Let δ (0) n be the classical limits of the maps δ n . δ (0) n are maps from ULn + to (ULn + ) ⊗n , defined by 
for any α in ∆ + and φ in K. There is a unique algebra isomorphism i σ :
Proof. U Ln + is a topologically free, countably generated 
Proof. For any i = 1, . . . , n and φ in K, we have
. On the other hand, if x and y in U Ln + are such that
. Since U QF SH = A, we get 
Then ∆ We have then
It follows from the identities x, f h i [φ] U QF SH ×U Ln − = 0 when x ∈ U QF SH and f ∈ Ug − that , U QF SH ×U Ln − satisfies the Hopf pairing rules
(57) and (58) then imply that
A topological basis of ULn − is the family ( α∈∆ + ,i∈Z f α [ǫ i ] n α,i ) where the all but a finite number of n α,i are zero. Let us set
It follows that the annihilator of ULn
where n α,i is nonzero for at least one i < 0.
On the other hand, the Hopf pairing rules imply that 1≤i≤n,r∈R e i [r]U Ln + is contained in the annihilator of U Ln 
where n α,i is nonzero for at least one i < 0, and the sum of all n α,i is p. Let us substract the linear combination with the same coefficients of the products
to j x, and call the resulting element x 1 . Then (x 1 mod ) belongs to
. We can repeat this procedure with x 1 ; the number of steps is finite, because all elements of the sequence (x i ) have the same degree (in the root lattice).
This shows that for any x in (U Ln out − ) ⊥ , we can find y ∈ U Ln + and an integer k ≥ 0 such that k y ∈ 1≤i≤n,r∈R e i [r]U Ln + and x−y belongs to (U Ln
⊥ is equal to space of elements x of U Ln + such that for some integer l ≥ 0, l x belongs to 1≤i≤n,r∈R e i [r]U Ln + ; in other words, x belongs to the smallest divisible submodule of U Ln + containing 1≤i≤n,r∈R e i [r]U Ln + . Now, 1≤i≤n,r∈R e i [r]U Ln + is equal to α∈∆ + ,r∈R e α [r]U Ln + , which is a flat deformation of α∈∆ + ,r∈R e α [r]ULn + by Thm. 5.1. It follows that 1≤i≤n,r∈R e i [r]U Ln + is a divisible submodule of U Ln + , and is therefore equal to (U Ln 8. The universal R-matrices of (U g, ∆) and (U g,∆)
In this section, we construct the universal R-matrices of (U g, ∆) and (U g,∆). These R-matrices are products of the Cartan R-matrix R h with the canonical element F associated with the pairing between U Ln + and U Ln − . F belongs to a completion of U Ln + ⊗ U Ln − . We construct F in Section 8.1, and derive its properties and the R-matrices in Section 8.2. This section is organized as follows. We first define the completions in which we will work (Section 8.1.1). In Section 8.1.2, we construct canonical elements of completions of A in ⊗ B out and A out ⊗ B in . In Section 8.1.3, we construct the maps τ A and τ B . In Section 8.1.4, we construct F 1 , F int and F 2 . Finally (Section 8.1.5), we show that the product F = F 2 F int F 1 is the canonical element for the pairing between A and B.
N ) denote the left ideal of A (resp., B) generated by the e i [z
is provided by the counit map. In the same way, define B in as the tensor product lim
in be the canonical projection maps from A to A in and from B to B in . Let us set
in (I (B) N ). As are U Ln ± , the modules A out , B in , etc., are graded by N n (recall that the degree of e i [ǫ] is α i and the degree of f i [ǫ] is −α i ). Moreover, , U Ln ± is a graded pairing. For M a (±N) n -graded module, and for α ∈ (±N) n , we denote by M[α] the homogeneous component of M of degree α. Proposition 8.1. For N a given integer, and α given in N n , the quotients
Proof. We first prove:
There exists an integer K and a family ( e β [z 
is a basis of this space. Let e β [λ i ] (resp., f β [λ i ]) be lifts to A (resp., B) of thē e β ⊗ λ i (resp.,f β ⊗ λ i ).
Let us define I
) as the submodule of A in (resp., B in ) spanned by the products
resp.,
where almost all exponents are zero and at least one of the k(l, s, β) is nonzero when l ≥ M. It follows from [10] that A in (resp., B in ) is a topologically free
. Therefore, the families (59) (resp., (60)), where almost all exponents are zero, is a topological basis of A in (resp., B in ). Therefore (A in / I 
Proof. The proposition follows from the following statement. Let (λ α ) be the sequence of elements of Λ given by λ 1 , . . . , λ k , (z 
where the indices k(α, α ′ , p) are such that for α and p fixed, the functions 
defined by the pairing , out,in . Let also F in,out be the canonical element of
associated with , in,out .
8.1.3.
Construction of τ A and τ B .
Lemma 8.3. There exists sections σ
in , such that for any integers N and k ≥ 0 and any α ∈ N n , there exists an integer M(N, k, α) such that σ −1
Proof. The family p
In the same way, set in , and their continuity properties follows from Proposition 8.2.
Inclusion followed by multiplication induces isomorphisms i
out ) is a right (resp., left) A out -module (resp., B outmodule) map, such that p
out (1) = 1). Moreover, for any integer k ≥ 0 and α ∈ N n , there exists an integer N(k, α) such that (p
Proof. The first part of the lemma is clear. The continuity statement follows from estimates (61) and (62). Out next step is the construction of maps τ A and τ B . In order to state their properties, we introduce maps ∆ A and ∆ B , which are modifications of the restrictions of the coproducts ∆ and ∆ ′ to A and B. Let us denote by U h + (resp., U h − ) the subalgebra of U g + (resp., U g − ) generated by D and the h i [r], i = 1, . . . , n, r ∈ R (resp., by K and the h i [λ], i = 1, . . . , n, λ ∈ Λ). Inclusion followed by multiplication induces a
For I a subset of {1, . . . , n}, letĪ denote its complement {1, . . . , n} − I. We have then 
. The maps ∆ A and S A (resp., ∆ B and S B ) are continuous with respect to the topology defined by the I 
, and a, bb
for any a, a ′ in A and b, b ′ in B. For C any augmented algebra, we denote by C 0 the kernel of its augmentation. It follows from the Hopf pairing rules and the fact the A out (resp., B out ) is a subalgebra of A (resp., B) that ∆ A (A 
-linear map τ A (resp., τ B ) from A in to A (resp., from B in to B), which is a section of the canonical projection p
: B → B in ), such that for any N, k, α, there exists
, and satisfying
for any a in ∈ A in , and
Proof. Define τ A as follows. Let j A be the composition (p
in (a in ), therefore ̟ is injective, so there is a unique bicontinuous isomorphism µ ̟ :
On the other hand, ∆ A (A out ) is contained in the completion of A ⊗ A out , so for any a out ∈ A out and a ∈ A, we have (id ⊗ pr
. All this implies that the map j A has a continuous inverse, which is the unique map j
, where µ is the product map in A.
For a in in A in , let us set
In the same way, define j B : lim ←k lim ←N (B/I (B)
The first identity of (64) is clear. The coassociativity of ∆ A implies that (id
A . Restricting this identity to 1 ⊗ A in yields the second identity of (64).
8.1.4. Construction of F 1 , F int and F 2 . Let us set
Then
Then Π B is a linear map from B to B out , and it is a right B out -module map. We have Π B (1) = 1. In the same way, if we set for a ∈ A, Π A (a) = F 2 , id ⊗ a U Ln ± , then Π A is a linear map from A to A out , which is a right A out -module map such that Π A (1) = 1.
Proof. This follows from the pairing rules (63) and the coproduct properties of τ A and τ B proved in Proposition 8.3. 
Let us define ∆ (2)
The pairing of F 2 with the second factor of the latter sum is zero. Therefore, if we set ∆ B (b
, and since
it follows from the explicit form of ∆ B and (2) ) is the sum of a series i∈{1,... ,n} α a iα For any a ∈ A, the -adic valuation of a, I
N + k B U Ln ± tends to infinity with k and N. Therefore a, x U Ln ± vanishes, and since , U Ln ± is nondegenerate, x is zero.
The inverse limit lim ←k lim ←N B/(I
(A, C(( ))), therefore it is torsion-free. Therefore it is a topologically free module, with associated vector space It follows from Lemmas 8.6 and 8.8 that σ int induces a map σ int from B in to B out . Moreover, σ int is continuous in the following sense: for any integer k ≥ 0 and any α in N n , there exists an integer N(k, α) such that σ
. It follows that if we set
Moreover, the bidegree (0, 0) component of F ′ int is equal to 1 ⊗ 1. Since A out and B out are graded algebras, the series
8.1.5. Definition and pairing properties of F . For any homogeneous elements a, b in A and B of degrees |a|, |b|, for any integers N and k ≥ 0, and for any α in N n , there exists integers M(N, k, a, α) and M(N, k, b, α) such that
It follows that
has an algebra structure. Moreover,
is a subalgebra of (65). Let us set
Then F belongs to the algebra (65).
For any element φ of the algebra (65), and any elements a, b of A and B , φ, b⊗ id U Ln ± is a well-defined element of lim 
Proof. Let us prove the second equality. Since S B is the only linear endomorphism of B satisfying the identity
, and by the Hopf pairing rules, this equality is equivalent to
, the definition of σ int and the pairing rules (63) imply that this is S B (b). The proof of the first identity is similar.
Remark 5. Assume that Λ is a ∂-invariant subalgebra of K. This is the case if C = CP 1 , ω = dz and S = S 0 ∪ {∞}, where S 0 is a finite subset of C. Then if we set z s = z − s for s ∈ S 0 and z
Then n ± ⊗ Λ is a Lie subalgebra of Ln ± = n ± ⊗ K. Let us denote by A Λ (resp., B Λ ) the subalgebra of A (resp., of B) generated by the e i [λ], i ∈ {1, . . . , n}, λ ∈ Λ (resp., the
The restriction of p
in to B Λ ) induces an isomorphism from A Λ to A in (resp., from B Λ to B in ). We may choose σ A and σ B to be the corresponding inverse maps.
Then F int equals 1, so F = F 2 F 1 . In that case, p out = Π B . So F 1 is the Hopf twist relating Drinfeld's coproduct and the usual coproduct of the Yangian algebra (the latter coproduct is defined in terms of L-operators, in the case a = sl n ). This can be proved using the arguments of [6] (there we treated the case a = sl 2 and S = {∞}). , where x + (z) = n≥0 x[z n ]z −n and x − (z) = n<0 x[z n ]z −n for x ∈ {e, f }, and they expressed F 1 and F 2 as series in the I ± n . 8.2. The R-matrices. In this section, we express the R-matrices R andR of (U g, ∆) and (U g,∆). We then show properties on the -adic valuation of F, F 1 , F 2 and prove that F satisfies a Hopf cocycle property.
Let us set U = U g and define U + (resp., U − ) as the -adically complete subalgebra of U generated by K, D, h i On the other hand, the multiplication map of U + ⊗U induces an algebra structure on lim ←k α∈N n β∈N n
Then the identities (67) imply that for x ∈ U + , the equality
takes place in (68). The identitites (67) also imply that the equalities (∆ ⊗ id)(R) = R (13) R (23) , (id ⊗ ∆)(R) = R In [4] , Section 2.1, we proved a statement of Drinfeld on the form of the R-matrix for quantized Kac-Moody algebras ( [1] ). The same argument, together with (69) and (70), implies that F has the following form.
Proposition 8.5. For any α in N r , let us denote by F α the bidegree (α, −α) part of F . There is a unique integer k such that α belongs to k(∆ + ∪ {0}) \ (k − 1)(∆ + ∪ {0}), which we denote ℓ(α). Then Moreover, one checks that R h is a Hopf twist connecting∆ and ∆ ′ ; more precisely, we have the identities ∆ ′ (x) = R h∆ (x)R −1 h and R (12) h (∆ ⊗ id)(R h ) = R
h (id ⊗∆)(R h ) in lim ←k lim ←N (U/I N ) ⊗2 /( k ) and lim ←k lim ←N (U/I N ) ⊗3 /( k ), for any x ∈ U. Since the quasitriangular identities mean that R is a Hopf twist connecting ∆ and ∆ ′ , we get (as in [9] ): Proposition 8.6. F is a Hopf twist connecting ∆ and∆, which means that the identities ∆(x) = F ∆(x)F in preserves the degree, the -adic valuation of the bidegree (α, −α) part of F out,in tends to infinity with α. It follows that the same is true for Remark 7. The R-matrix of (U g,∆) is thenR = F (21) R h .
9. Quasi-Hopf structures on U g and U g out In this section, we will denote U g out by U out . Let us set F 2 = F 2 F int . Then Proposition 9.1. ∆ out is an algebra morphism from U to lim ←k (U ⊗ U)/( k ).
Proof. Since ∆ maps U to
∆ out is an algebra morphism from U to U ⊗ < U. For any integer k, the intersection ∩ N ≥0 (I N + k U) is reduced to k U, therefore U ⊗ < U is a subalgebra of lim ←k lim ←N (U/I N ) ⊗ (U/I N )/( k ). Moreover, for any x in U, the identity
1∆ (x) F 2 takes place in the latter algebra. Since the right side of this identity belongs to U ⊗ > U = lim ←k lim ←N U ⊗ (U/I N )/( k ), ∆ out takes values in the intersection (U ⊗ < U) ∩ (U ⊗ > U); since for any integer k, the intersection ∩ N ≥0 (I N + k U) is reduced to k U, this intersection is lim ←k (U ⊗ U)/( k ). Let us set u out = m(id ⊗ S)(F ), and S out (x) = u out S(x)u −1
out . Then S out is an algebra morphism from U to lim ←k lim ←N (U/I N )/( k ). The proof of [9] , Theorem 6.1, shows that S out is an algebra automorphism of U, which restricts to an algebra automorphism of U out . Then Theorem 9.1. The algebra U, endowed with the coproduct ∆ out , the associator Φ out , the counit ε, the antipode S out and the R-matrix
is a quasitriangular quasi-Hopf algebra. U out is a sub-quasi-Hopf algebra of U. Moreover, R out belongs to lim ←k lim ←N U out ⊗ (U/I N )/( k ).
Appendix A. Proof of Lemma 3.1
To show Lemma 3.1, we will prove the following statements: 1) if (α, . . . , β ′ ) satisfies conditions (6) and (7), then the first product of (12) vanishes if we substitute z = q −∂ w 1 ; 2) if (α, . . . , β ′ ) satisfies conditions (8) and (9) , then the second product of (12) vanishes when we substitute z = q −∂ w 2 ; 3) if (α, . . . , β ′ ) satisfies conditions (10) and (11) , then the third product of (12) vanishes when we substitute w 1 = q 2∂ w 2 . and γ/β(z, q 3∂ w 2 , q ∂ w 2 ) = r ′ s − rs
that is (10) and (11) . This ends the proof of Lemma 3.1.
