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Abstract
Class specific mortality in 17th and 18th Century Vienna shows a
cyclical pattern which is related to grain price cycles in the 5-10 years
range. This relationship is not stable over time. Applying spectral
analysis based on time-varying VARs, it can be shown that at the
beginning of the observation period, comovement of grain prices and
mortality is considerably high in areas populated by lower classes of
society. This comovement cannot be found in richer areas of the city
and vanishes over time for the entire population of the city.
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1 Introduction
In agricultural societies, grains were the most important products: they pro-
vided no less than 70% of human caloric requirements (Neveux 1979, p.79;
Achilles 1991, pp.17-23). Therefore, grain prices and their fluctuations had
an impact on life and death, reflected only partially in mortality crises re-
lated to famine (Fogel, 2004, Chapter 1): chronic malnutrition undermines
the immune system, thus making the body prone to infectious diseases. Ex-
amples for infections which are definitively exacerbrated by malnutrition are
measles, diarrhea, tuberculosis, most respiratory infections, pertussis, most
intestinal parasites, cholera, leprosy, and herpes. Malnutrition has a vari-
able impact on typhus, diphtheria, staphylococcus, streptococcus, influenza,
syphilis, and systemic worm infections. The impact of nutrition is minimal
on smallpox, malaria, plague, typhoid, tetanus, yellow fever, encephalitis,
and poliomyelitis (Bellagio Conference, 1983, Figure 3).
In the following, we want to explore class specific cyclical patterns of
mortality and grain prices for the city of Vienna in the period from 1648 to
1754. The relationship between food prices and mortality in the short-run is
well documented. According to Wrigley and Schofield (1989, p. 399), price
variations in pre-industrial England account for about 16% of the variance
of mortality. Another related study is Chevet and O´ Gra´da (2006), who
analyze the inter-relationship between grain prices and mortality with regard
to “La Michodie`re’s Law” (i.e. the inter-relationship of mortality and wheat
prices) for France. They conclude that there is evidence for this particular
correlation at least for early 18th Century France.
In the long-run, pre-industrial mortality in a city such as Vienna was
dominated by epidemics and contagious diseases caused by insufficient hy-
gienic conditions. In addition, degenerative diseases played an important
role (Csendes and Opll, 2003, p. 116). Another potential problem in this
period were so called subsistence or supply crises. Vienna was exposed to this
type of crisis to a lesser extent, because the status as residence city guaran-
teed stable food supply beyond the typical standard of the Habsburg Empire
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(Weigl 2000b, pp. 162-163, Csendes and Opll 2003, p. 117).1 However, there
was a considerable part of the population to whom price increases and result-
ing food shortages did indeed matter with respect to mortality. The lower
classes and urban poor accounted for approximately 25% of the Viennese in-
habitants (Weigl 2000b, pp. 198-199; Weigl 2001, p. 51).2 Endemic infectious
diseases were primarily the problem of these classes, because higher classes
had more possibilities to protect themselves (Weigl, 2000a, p. 3). In addition,
infant mortality and inequality were related, in particular with regard to il-
legitimate birth which was a typical lower class phenomenon (Weigl, 2000b,
p. 204).3
The present paper contributes to a deeper understanding of class specific
mortality fluctuations in relation to nutrition.4 Unequal access to food and
differences in diet were a consequence of increasing social tension caused by
economic, political and demographic changes, especially in the first half of the
observation period (Bra¨uer, 1996, pp. 36-43).5 Applying spectral analysis
based on time-varying VARs, the main findings are that most of the fluc-
tuation in urban mortality is dominated by cycles of 5-10 years. Moreover,
fluctuations in grain prices explain suburban mortality fluctuations better
than fluctuations in areas populated by higher classes. The paper is struc-
tured as follows: in Section 2, the data are introduced. Section 3 presents
the method, Section 4 discusses the results, and Section 5 concludes.
1In the 16th and 17th Centuries, greater Vienna had a population of about 60,000. Until
the first official census in 1754, the population tripled to 175,403 (Spielman, 1993, p. 31).
Because of the negative rate of natural increase for early modern cities, migration was the
key regulator of demographic growth (de Vries, 1984; Knittler, 2000; Weigl, 2000b; Wrigley
and Schofield, 1989). In the case of Vienna, population increase was the conseuquence of
the position as capital of the Habsburg Empire and residence city of the emperor (Weigl,
2001, pp. 103-105).
2Vienna also experienced food riots such as the so called Ba¨ckerrummel in 1805, which
involved plundering and a bloody military intervention in the course of a food shortage
(Opll, 1981, pp. 58-59).
3For the consequences of malnutrition with regard to child mortality see Johansson
(2004).
4A paper that deals with similar questions for the 16th Century is Landsteiner (2001).
5For a detailed discussion of the 17th Century crisis, see De Vries (1976).
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2 Data
Figure 1: 17th Century Vienna
To identify class specific mortality fluctuations, two series of death records
and their inter-relationship with grain prices are analysed, the death records
of the parishes Saint Stephan and Saint Ulrich. To estimate the missing
observations,6 we decided to use a multivariate local-linear-trend model, and
added a deaths series for Stockerau7 (Lehners, 1973) to the data to help
interpolate the dynamics.8 The investigation period starts in the year 1648,
the end of the Thirty Years War. In 1650, greater Vienna had an estimated
population of 50,000 inhabitants. 30,000 inhabitants lived in the walled inner-
city and 20,000 in the suburbs outside the fortress ring (Weigl, 2001, p. 57).
6Saint Stephan: 1671, 1673, 1676, 1688, 1702, 1707, 1709, 1710, 1712; Saint Ulrich:
1662-1669, 1679-1682, 1701-1704 (because of the razing of the suburbs, we do not inter-
polate the siege year 1683 for Saint Ulrich).
7Stockerau is a village about 25 kilometers in the Northwest of Vienna.
8See Section 3 for an explanation of the method.
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The inner-city was populated with middle and higher class citizens. After
the establishment of Vienna as administrative capital of the Habsburg Em-
pire in 1612, a massive influx of nobility and court employees began, while
a considerable part of the residents was dislodged to the suburbs. In 1566,
about 21.6% of the houses were owned by nobility, clergy, court staff and
officials. 73.7% were owned by city officials, merchants, and craftsmen. In
1664, the proportion of non-bourgeoisie house owners in the inner-city in-
creased up to 39.2%, while the proportion of house-owning citizens such as
merchants or craftsmen fell back to 56% (Lichtenberger, 1977, p. 101).
Especially in the beginning of the investigation period, the inner-city
accounted for more inhabitants than the suburbs. The reason for this devel-
opment was the latent Turkish threat and the need for a fortification system,
which restricted suburban growth up to the siege year 1683. As soon as the
Turkish siege was repelled successfully, a continuous settlement and growth
in the suburbs started. Already in 1754, according to the results of the first
official census, the population of Vienna numbered around 175,403 inhabi-
tants, 120,962 of them living in the suburbs (Weigl, 2000b, p. 54).
The vital records of the parish Saint Stephan cover about two thirds of
the walled inner-city, as well as a part of the suburbs. Since the parish’s
suburbs were comparatively less populated areas (Geyer, 1929, pp. 2-6), it
can be seen as representing the higher class population of the inner-city. The
second parish, Saint Ulrich, was a typical trade suburb with middle class
population and higher proportions of lower class inhabitants.9 Between 1650
and 1660, it was populated by about 5000 inhabitants (Weigl, 2001, p. 47).
In 1783, population increased to 17,450 inhabitants (Weigl, 2000b, p. 367).
The deaths series are displayed in Figure 2. For Saint Ulrich, there are no
death records for the years 1683 and 1684, because the suburbs were razed in
the course of the Turkish siege. The increase in the number of deaths after
1683 is the result of the above mentioned continuous growth of the suburbs.
Nevertheless, all the series show the typical pre-industrial mortality peaks
caused by epidemics or war. An example is the Thirty Years War, when the
9Bra¨uer (1996, pp. 166-167) found that a substantial part of the Viennese beggars lived
in the suburbs.
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surroundings of Vienna had been severely affected. During and directly after
this period, the city was regularly hit by epidemics such as plague, typhus
and dysentery caused by troop movements in and around Vienna (Weigl,
2001, pp. 65-67).
Presumably, the death records of all three parishes do not cover the two
severe plague outbreaks in 1679 and 1713 exactly. While there is a peak in
the Stockerau series in 1679, Saint Ulrich and Saint Stephan do not show
an extraordinary number of deaths. Another source, the Totenbeschaupro-
tokolle,10 recorded 8000 plague deaths for the entire city, a figure which is
probably too low (Schmo¨lzer, 1985, p. 98). One could speculate that in the
chaos after the outbreak public records were not kept up to date or that the
victims died in hospitals instead of their home parishes. The plague of 1713
is visible in the Saint Ulrich series, but not for Saint Stephan.
To account for population growth, we substract the average growth rate
based on the population estimates from the rate of change of the death series
(Saint Stephan: 1650-1730: 0.4% p.a., 1731-1754: 1.3% p.a.; Saint Ulrich:
1650-1660: 0.0% p.a., 1661-1754: 0.7% p.a.). This enables us to look at the
impact of price fluctuations on changes in mortality rates.
The grain prices for the period under analysis (Figure 3) come from the
collection compiled by Francis Pribram (1938). The prices in this collection
can be seen as wholesale prices, because Pribram’s information source, the
Bu¨rgerspital, was a hospital providing a lot of patients with food, and usu-
ally purchased higher amounts of grains. However, it can be assumed that
fluctuations of wholesale and retail prices do not diverge substantially. The
grains under analysis are wheat,11 rye (Korn), barley, and oats, measured in
Wiener Metzen,12 the unit of account is the Kreuzer.13 The correlation of
grain price fluctuations in the city with fluctuations of available grain price
10For information on the Totenbeschauprotokolle as a source, see Weigl (1998).
11According to Sandgruber (1982, p. 141), wheat was the most important staple food
in Vienna from the 18th Century onwards.
12The Wiener Metzen is the local dry measure and contained about 46.25 liters in the
observation period (Pribram, 1938, p. 102).
131 florin = 60 Kreuzer, silver equivalent (gram per florin): 1650-1659: 17.111 g, 1659-
2667:16.812 g; 1667-1683: 15.761 g; 1683-1693: 14.410 g; 1693-1748: 12.609 g; 1748-
1750/53: 12.289 g (Pribram, 1938, pp. 28-29).
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series from two smaller cities in the vicinity of Vienna (Wels, Weyer, dis-
tance to Vienna: 130-170km, data source: Pribram 1938) is relatively low.
Therefore, the prices analyzed here can be seen as a reliable indicator for
the food situation in the city. Again, we estimated the missing observations
using a multivariate local-linear-trend model (Section 3). We converted the
price series to growth rates to make them comparable to the mortality growth
rates.
Figure 2: Deaths in Saint Ulrich and Saint Stephan, 1648-1754
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3 Methodolgy
Spectral Analysis Multivariate autoregressive models (VARs) in the time
domain are fitted and transformed into frequency domain.14 The starting
point of the analysis is a VAR of order p:
xt = c+
p∑
j=1
Ajxt−j + ǫt; t = 1, 2, . . . , T ; ǫt ∼ iid (0,Σ) , (1)
where xt is an (n × 1) vector of dependent variables, Aj; j = 1, . . . , p are
the (n× n) parameter matrices, and ǫt is an (n× 1) vector of disturbances,
following the usual assumptions. The spectrum of the VAR is defined as
F(ω) =
1
2pi
A(ω)−1ΣA(ω)−⋆; ω ∈ [−pi, pi], (2)
where Σ is the error variance-covariance matrix of the model, andA(ω) is the
Fourier transform of the matrix lag polynomialA(L) = I−A1L−· · ·−ApL
p.15
Spectral analysis transforms a time series into a set of superimposed har-
monic waves in the frequency band [−pi, pi]. At a frequency ω, the spectrum
measures the marginal contribution of the corresponding wave to the total
variance of the series. In a frequency interval [ω1, ω2], the area under the
spectrum represents the contribution of waves in this range to the total vari-
ance. Following previous research on agricultural cycles (Bauernfeind and
Woitek, 1996b), we focus on frequency ranges corresponding to cycle lengths
of 3-5 years, 5-7 years and 7-10 years.
The dominating frequencies contain important information of the struc-
ture of a series such as mortality. For our research question, we are par-
ticularly interested in the inter-relationship of two different series, namely
mortality and grain prices. For this purpose, the cross spectra (off diagonal
14Pioneered by Burg (1967, 1968, 1975), this method is especially suited to deal with
economic time series, which are notoriously short. Examples for applications are Hillinger
and Sebold-Bender (1992), Bauernfeind and Woitek (1996a), and A’Hearn and Woitek
(2001).
15L is the backshift operator; the superscript ‘⋆’ denotes the complex conjugate trans-
pose.
9
elements of the spectral density matrix) are used to calculate the squared
coherency sc(ω), a measure that is similar to R2. It can be used to ana-
lyze the relationship between a series Yt (e.g. mortality) and a series Xt
(e.g. grain prices) in a particular frequency interval [ω1, ω2] by calculating
the “explained variance”, i.e. the proportion of variance in this particular
interval attributable to the other series.
Explained variance does not inform about the co-movement of two series.
For this purpose, it is possible to decompose explained variance into an “in-
phase” component and an “out-of-phase” component. It measures the extent
to which the two series reach upper and lower turning points at the same
time in a particular frequency interval. Figure 4 gives a graphical impression
of the spectral decomposition used in this paper.16
Figure 4: Spectral Decomposition
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16See the Appendix for a more formal explanation of the measures.
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To obtain a time dependent spectrum, rewrite equation (1) as
xt = c+
p∑
j=1
Ajxt−j + ǫt =
=
(
c A1 . . . Ap
)
︸ ︷︷ ︸
A
(
1 x′t−1 . . . x
′
t−p
)
′
︸ ︷︷ ︸
Zt−1
+ǫt =
= AZt−1 + ǫt; ǫt ∼ iid (0,Σ) .
(1′)
Treating the parameter matrices as time dependent, the model in equation
(1′) can be interpreted as the measurement equation of a state-space model
xt =
(
Z′t−1 ⊗ I
)
vec (At−1)︸ ︷︷ ︸
αt−1
+ut, (3)
with transition equation
αt = Tαt−1 + ηt; ηt ∼ iid(0,Q). (4)
The model is estimated using Maximum Likelihood.17 Once the time de-
pendent parameter matrices are estimated, it is possible to obtain a spectral
density matrix at each point in time:
F(ω)t =
1
2pi
A(ω)−1t ΣA(ω)
−⋆
t ; ω ∈ [−pi, pi]. (2
′)
Interpolation Both the death series and the grain prices are interpolated
using the state-space approach. The underlying model is a local-linear trend
for an n× 1 vector of observations xt
xt =µt−1;(
µt
βt
)
=
(
In In
0 In
)(
µt−1
βt−1
)
+
(
η1,t
η2,t
)
︸ ︷︷ ︸
η
t
, (5)
17To obtain the likelihood function, we use the Kalman filter. For details, see Harvey
(1992).
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where level and slope innovations are not correlated with each other:
ηt ∼ N
(
0,
(
Q1 0
0 Q2
))
. (6)
The data are treated as unobservable levels µt. In case there are missing
values in the vector xt, the elements are replaced with the predictions from
the Kalman filter, and the updating step is skipped.18
4 Results
[Table 1 around here]
The results displayed in Table 1 demonstrate the advantage of frequency
domain methods for the issue under analysis. Explained variance calculated
for the entire frequency range (2-∞ years) corresponds to an R2 in time
domain. Compared with this measure, there are ranges with a much higher
explained variance. Saint Stephan has an explained variance of 0.10 over all
frequencies, but with 0.24 and 0.26 in the 5-7 years and 7-10 years range.
[Table 2 around here]
Overall, the 5-7 years and 7-10 years ranges seem to dominate. For all
four grains, explained variance in the parish Saint Ulrich for the 1648-1682
sample is higher than for Saint Stephan. This reflects the different socio-
economic status in the two parishes: inhabitants of the parish Saint Stephan
could compensate grain price fluctuations better than those of Saint Ulrich.
Vienna’s political and demographic rise after the Thirty Years War had a
reverse side with an increasing number of impoverished people, in particular
craftsmen and laborers. Because of the status of the city, there was a high
demand for luxury goods. However, this demand could not be met by the
local producers. Instead, luxury goods had to be imported (Chaloupek et al.,
1991, p. 43 ff) or produced in manufactures promoted by mercantilistic
18For details of the estimation of missing values using the state-space approach, see
Harvey (1992, pp. 143-144).
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policy (Sandgruber, 1982, p. 33). Business competition induced by the
Sto¨rer (non-guilded craftsmen) or the Stadguardia (city garrison soliders)
with craft privileges weakened the position of the old established guilded
craft and trade (Chaloupek et al., 1991, p 101 ff). This deveolpment is also
evidenced by Bra¨uer (1996, pp. 129-130), who analyses a sample of male
beggars in Vienna in 1665: 30.4% of them were former craftsmen, 18.1% day
labourers and 14.6% Stadtguardia members.
After the break caused by the Turkish siege in 1683, explained variance is
much lower. Obviously, there are changes in the relationship, which motivates
the use of time-varying spectra. For Saint Stephan, the grain with the highest
explained variance is oats. Based on this finding together with the high in-
phase component for those grains with high explained variance (Table 2),
one could speculate whether grain price fluctuation mattered more when all
grains were subject to price increases, reducing the opportunity to substitute.
The results for the time varying spectral measures are displayed in Fig-
ures 5 and 6. To keep the state-space model parsimonious, 4 models are
estimated for each of the grains. The measure reported in Figures 5 and 6 is
the in-phase proportion of explained variance, representing the comovement
of prices and mortality. The cycle range is 5-10 years, because this is the
interval which dominates the relationship (Table 1). The result is in line
with the finding from above that grain price fluctuations are closer related
to mortality cycles in the suburbs compared to the inner-city of Vienna.
In the parish Saint Stephan, comovement is weak at best, and does not
show a lot of variation over time. The picture for the parish Saint Ulrich is
different: there is considerable variation over time. In general, the relation-
ship becomes weaker, which is especially apparent for the rye price cycles,
where the proportion at the beginning of the observation period is above 80
per cent, and almost vanishes after 1740. Our findings are in line with Sand-
gruber (1982, pp. 115-116), who describes the first half of the 18th Century
as a period of improving income in Austria.19
19Weigl (2000b, p.197) states that due to decreasing grain prices, purchasing power
increased, which led temporarily to a relative low mortality in this period.
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Figure 5: Comovement of Price Cycles and Mortality in Saint Stephan: Pro-
portion of In-Phase Explained Variance (5-7 Years)
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The dotted curves indicate the 95 per cent confidence interval (modified pecentile method,
Davidson and MacKinnon 1993, p. 766) based on a Monte Carlo experiment: under the
assumption that the state vector is distributed as αt ∼ N(at,Pt), where at and Pt are
outputs from the Kalman filter procedure, 1000 draws of αt are generated at each point in
time. The curves are smoothed using a Hodrick and Prescott (1997) filter with smoothing
weight µ = 50.
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Figure 6: Comovement of Price Cycles and Mortality in Saint Ulrich: Pro-
portion of In-Phase Explained Variance (5-7 Years)
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The dotted curves indicate the 95 per cent confidence interval (modified pecentile method,
Davidson and MacKinnon 1993, p. 766) based on a Monte Carlo experiment: under the
assumption that the state vector is distributed as αt ∼ N(at,Pt), where at and Pt are
outputs from the Kalman filter procedure, 1000 draws of αt are generated at each point in
time. The curves are smoothed using a Hodrick and Prescott (1997) filter with smoothing
weight µ = 50.
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5 Conclusion
Socio-economic differences are reflected in the comovement of prices and
mortality rates in Vienna. While barley and oats prices did not matter much
in the two parishes under analysis, prices for rye before 1700 and wheat prices
after had a considerable impact, at least for Saint Ulrich. For the parish Saint
Stephan, comovement is low for all grains. In general, comovement between
prices and mortality becomes weaker over time, which can be attributed
to the overall improvement of living conditions in the first half of the 18th
Century. The decrease in comovement with rye prices relative to wheat can
be explained by the fact that wheat becomes the prevailing staple food in
Vienna during the 18th Century (Sandgruber, 1982, p. 141).
In Vienna, the relationship between grain price cycles and short-term
fluctuations in mortality is not due to subsistence crises. The channel of
transmission was malnutrition and, related to this, a deterioration of the
immune system. The results show that this is particularly the case for the
lower classes and urban poor. However, the improvement of urban living
conditions in the first half of the 18th Century was only temporary. As known
from the literature (Komlos, 1989), the second half of the 18th Century
witnessed a deterioration of the standard of living, accompanied by new
infections such as cholera and tuberculosis. In the case of Vienna, this can
be explained by population growth leading to a deterioration of hygienic
conditions and the well known consequences of the beginning of the Industrial
Revolution. One can expect that the link between short-term fluctuations in
economic activity and mortality re-appeared only a short time later in the
second half of the 18th Century.20
20This is in line with the finding that there are cycles in 18th and 19th Century time
series on human stature, which show a strong inter-relationship with economic cycles,
dependent on the socio-economic status of the group under analysis (Sunder and Woitek,
2005).
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A Spectral Analysis
The multivariate spectrum of two stationary time series Xt and Yt is
defined as the Fourier transform of the covariance function Γxy(τ), τ =
0,±1,±2, . . . :21
Fxy(ω) =
1
2pi
∞∑
τ=−∞
Γxy(τ)e
−iωτ ; ω ∈ [−pi, pi]. (7)
The diagonal elements are called autospectra and measure the marginal con-
tribution of harmonic waves at the frequencies ω ∈ [−pi, pi] to the overall
variance of the series. Integrating an autospectrum over the frequency band
[pi, pi], we obtain the variance of the series:
γj(0) =
∫ π
−π
fj(ω)dω, j = X, Y. (8)
After dividing the spectrum by the variance, we can calculate the contribu-
tion of cyclical components in a frequency band [ω1, ω2] to the overall variance
by integrating over the interval (and multiplying by two). Thus it is possible
to assess the relative importance of the cyclical components in the frequency
bands of interest. In Section 4, this share of variance will be calculated for
the ranges 7-10, 5-7, and 3-5 years.
The off-diagonal elements of the spectral density matrix Fxy(ω) are called
cross-spectra. The cross spectrum at frequency ω is a complex number and
given by
fxy(ω) = cxy(ω)− iqxy(ω); ω ∈ [−pi, pi], (9)
where cxy(ω) is the cospectrum and qxy(ω) is the quadrature spectrum. The
cospectrum measures the covariance between the “in-phase” components of
Xt and Yt, whereas the quadrature spectrum measures the covariance be-
tween the “out-of-phase” components. Together with the univariate spectra,
the cross spectrum can be used to calculate a measure similar to R2 in linear
21For the following, see Harvey (1993, pp. 175-179), Granger and Newbold (1986, pp. 48-
53), Brockwell and Davis (1991, pp. 434-443), Priestley (1981, vol. II), and Koopmans
(1974, pp. 119-164).
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regression analysis. This measure is the squared coherency sc(ω):
sc(ω) =
|fxy(ω)|
2
fx(ω)fy(ω)
; 0 ≤ sc(ω) ≤ 1. (10)
This measure assesses the degree of linear relationship between two series,
frequency by frequency. If we are interested in the extent to which the
variance of cyclical components of the series Xt in the frequency band [ω1, ω2]
can be attributed to corresponding cyclical components in series Yt, we can
use sc(ω) to decompose the fraction of overall variance in this interval into
an explained and an unexplained part:∫ ω2
ω1
fx(ω)dω =
∫ ω2
ω1
sc(ω)fx(ω)dω︸ ︷︷ ︸
“explained” variance
+
∫ ω2
ω1
fu(ω)dω︸ ︷︷ ︸
“unexplained” variance
. (11)
As pointed out by Croux et al. (2001), a measure like the squared coherency
presented above is not suited for analysing the comovement of time series,
because it does not contain information about possible phase shift between
cycles in the series Xt and Yt. Croux et al. (2001) propose an alternative
measure, the so-called dynamic correlation ρ(ω), which measures the corre-
lation between the “in-phase” components of the two series at a frequency
ω:
ρ(ω) =
cxy(ω)√
fx(ω)fy(ω)
; −1 ≤ ρ(ω) ≤ 1. (12)
Using
sc(ω) =
|fxy(ω)|
2
fx(ω)fy(ω)
=
cxy(ω)
2 + qxy(ω)
2
fx(ω)fy(ω)
, (10′)
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we further decompose the expression in equation (11):∫ ω2
ω1
fx(ω)dω =
∫ ω2
ω1
sc(ω)fx(ω)dω +
∫ ω2
ω1
fu(ω)dω =
=
∫ ω2
ω1
cxy(ω)
2 + qxy(ω)
2
fx(ω)fy(ω)
fx(ω)dω +
∫ ω2
ω1
fu(ω)dω =
=
∫ ω2
ω1
cxy(ω)
2
fx(ω)fy(ω)
fx(ω)dω︸ ︷︷ ︸
“explained” variance (in-phase)
+
∫ ω2
ω1
qxy(ω)
2
fx(ω)fy(ω)
fx(ω)dω︸ ︷︷ ︸
“explained” variance (out-of-phase)
+
+
∫ ω2
ω1
fu(ω)dω︸ ︷︷ ︸
“unexplained” variance
.
(11′)
Thus, it is possible to decompose explained variance into the “in-phase” com-
ponent and the “out-of-phase” component, adding some information on the
importance of the phase shift in a frequency interval to the R2 interpretation
in equation (11) above.
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Table 1: Variance Decomposition: Growth Rates of Mortality
Period
(Years) (1) (2) (1) (2) (1) (2) (1) (2)
S
a
in
t
U
lr
ic
h
(1
6
4
8
-
1
6
8
2
)
2-∞ 0.39 0.25 0.23 0.15 0.39 0.22 0.28 0.16
(0.33,0.86)(0.13,0.60)(0.23,0.80)(0.11,0.53)(0.34,0.84)(0.13,0.56)(0.25,0.81)(0.11,0.54)
3-10 0.47 0.29 0.18 0.09 0.38 0.17 0.30 0.21
(0.44,0.90)(0.09,0.64)(0.15,0.82)(0.04,0.51)(0.34,0.89)(0.07,0.53)(0.36,0.87)(0.11,0.64)
7-10 0.38 0.14 0.48 0.18 0.60 0.19 0.56 0.38
(0.30,0.97)(0.00,0.58)(0.33,1.00)(0.01,0.70)(0.38,1.00)(0.00,0.58)(0.34,1.00)(0.00,0.72)
5-7 0.45 0.09 0.12 0.07 0.38 0.22 0.31 0.22
(0.28,0.94)(0.00,0.46)(0.12,0.83)(0.00,0.57)(0.25,0.94)(0.00,0.65)(0.21,0.90)(0.01,0.70)
3-5 0.49 0.37 0.13 0.07 0.34 0.15 0.24 0.17
(0.38,0.92)(0.09,0.76)(0.15,0.78)(0.01,0.48)(0.33,0.88)(0.02,0.52)(0.23,0.85)(0.03,0.61)
S
a
in
t
U
lr
ic
h
(1
6
8
5
-1
7
5
4
)
2-∞ 0.05 0.03 0.17 0.16 0.15 0.14 0.11 0.09
(0.03,0.24)(0.01,0.16)(0.08,0.39)(0.04,0.35)(0.08,0.38)(0.05,0.33)(0.05,0.32)(0.01,0.26)
3-10 0.09 0.06 0.11 0.09 0.17 0.15 0.06 0.02
(0.04,0.30)(0.00,0.18)(0.04,0.32)(0.00,0.24)(0.05,0.41)(0.01,0.34)(0.02,0.29)(0.00,0.14)
7-10 0.10 0.08 0.09 0.04 0.08 0.04 0.06 0.02
(0.00,0.34)(0.00,0.27)(0.00,0.30)(0.00,0.18)(0.00,0.31)(0.00,0.20)(0.00,0.28)(0.00,0.17)
5-7 0.16 0.14 0.15 0.09 0.16 0.11 0.11 0.03
(0.01,0.42)(0.00,0.34)(0.02,0.41)(0.00,0.26)(0.01,0.41)(0.00,0.30)(0.00,0.36)(0.00,0.18)
3-5 0.07 0.04 0.10 0.09 0.19 0.17 0.05 0.01
(0.02,0.29)(0.00,0.15)(0.02,0.32)(0.00,0.26)(0.03,0.44)(0.00,0.37)(0.01,0.28)(0.00,0.15)
S
a
in
t
S
te
p
h
a
n
(1
6
4
8
-1
7
5
4
)
2-∞ 0.10 0.04 0.07 0.04 0.05 0.04 0.18 0.15
(0.06,0.25)(0.00,0.13)(0.03,0.20)(0.01,0.13)(0.01,0.18)(0.00,0.16)(0.11,0.36)(0.06,0.30)
3-10 0.15 0.03 0.09 0.04 0.04 0.03 0.27 0.21
(0.06,0.33)(0.00,0.10)(0.04,0.26)(0.00,0.13)(0.01,0.18)(0.00,0.13)(0.14,0.46)(0.06,0.38)
7-10 0.26 0.06 0.17 0.11 0.06 0.05 0.26 0.18
(0.08,0.50)(0.00,0.18)(0.02,0.40)(0.00,0.26)(0.00,0.25)(0.00,0.18)(0.10,0.51)(0.00,0.35)
5-7 0.24 0.05 0.13 0.07 0.05 0.05 0.30 0.25
(0.06,0.46)(0.00,0.15)(0.01,0.34)(0.00,0.20)(0.00,0.22)(0.00,0.18)(0.12,0.51)(0.06,0.43)
3-5 0.07 0.01 0.05 0.00 0.03 0.02 0.25 0.20
(0.01,0.22)(0.00,0.08)(0.01,0.19)(0.00,0.07)(0.00,0.17)(0.00,0.12)(0.09,0.45)(0.03,0.38)
Notes:
(1): explained variance; (2): in-phase component.
The numbers in brackets are the limits of 95 per cent confidence intervals based on 1000 bootstrap
replications of the underlying VAR (Lu¨tkepohl, 1991, pp. 495-497). The confidence intervals are
calculated using the modified percentile method (Davidson and MacKinnon, 1993, p. 766).
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Table 2: In-Phase Proportion of Explained Variance
Periods Wheat Rye Barley Oats
S
ai
n
t
U
lr
ic
h
(1
64
8-
16
82
)
2-∞ 0.63 0.63 0.57 0.58
(0.27,0.86) (0.30,0.89) (0.26,0.83) (0.25,0.85)
3-10 0.62 0.49 0.44 0.70
(0.21,0.89) (0.19,0.90) (0.15,0.80) (0.26,0.91)
7-10 0.37 0.37 0.32 0.68
(0.00,0.80) (0.01,0.89) (0.01,0.85) (0.11,0.98)
5-7 0.19 0.57 0.57 0.71
(0.00,0.76) (0.11,0.99) (0.04,0.93) (0.15,1.00)
3-5 0.75 0.57 0.45 0.71
(0.29,0.99) (0.14,0.95) (0.10,0.86) (0.21,0.96)
S
ai
n
t
U
lr
ic
h
(1
68
5-
17
54
)
2-∞ 0.51 0.95 0.93 0.86
(0.24,0.95) (0.56,0.99) (0.56,1.00) (0.37,0.99)
3-10 0.64 0.80 0.85 0.26
(0.20,0.97) (0.25,0.99) (0.35,0.99) (0.01,0.84)
7-10 0.78 0.42 0.56 0.30
(0.14,1.00) (0.00,0.95) (0.07,1.00) (0.00,0.95)
5-7 0.89 0.59 0.71 0.30
(0.25,1.00) (0.08,1.00) (0.17,1.00) (0.00,0.92)
3-5 0.49 0.93 0.90 0.23
(0.08,0.93) (0.26,1.00) (0.33,1.00) (0.01,0.87)
S
ai
n
t
S
te
p
h
an
(1
64
8-
17
54
)
2-∞ 0.36 0.61 0.91 0.80
(0.12,0.76) (0.26,0.93) (0.42,0.98) (0.49,0.96)
3-10 0.18 0.44 0.86 0.78
(0.01,0.58) (0.12,0.90) (0.17,0.97) (0.42,0.98)
7-10 0.24 0.63 0.85 0.68
(0.00,0.64) (0.18,1.00) (0.10,1.00) (0.28,1.00)
5-7 0.19 0.53 0.96 0.82
(0.00,0.57) (0.11,1.00) (0.12,1.00) (0.45,1.00)
3-5 0.11 0.10 0.80 0.80
(0.00,0.68) (0.01,0.79) (0.10,1.00) (0.40,1.00)
Notes:
The numbers in brackets are the limits of 95 per cent confidence intervals
based on 1000 bootstrap replications of the underlying VAR (Lu¨tkepohl,
1991, pp. 495-497). The confidence intervals are calculated using the
modified percentile method (Davidson and MacKinnon, 1993, p. 766).
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