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ABSTRACT
We present the first dynamical study of the optically selected Palomar Distant Clus-
ter Survey (PDCS). We have measured redshifts for seventeen clusters of galaxies in the
PDCS and velocity dispersions for a subset of eleven. Using our new cluster redshifts,
we re-determine the X-ray luminosities and upper limits. We show that eleven out of
twelve PDCS clusters we observed are real over-densities of galaxies. Most clusters have
velocity dispersions appropriate for clusters of galaxies. However, we find a fraction (∼
1
3) of objects in the PDCS which have velocity dispersions in the range of groups of
5The Space Telescope Science Institute is operated by the AURA, Inc., under National Aeronautics and Space
Administration (NASA) Contract NAS 5-26555.
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galaxies (200 km s−1 ± 100 km s−1) but have richnesses appropriate for clusters of
galaxies.
Within our survey volume of 31.7+0.5
−0.8×104 h−3 Mpc3 (qo = 0.1) for Richness Class 2
and greater clusters, we measure the richness function, X-ray luminosity function (using
both the detections and upper limits), and the mass function derived from our velocity
dispersions. We confirm that the space density, as a function of richness, of clusters of
galaxies in the PDCS is∼ 5 times that of the Abell catalog. Excluding the above fraction
of 13 of objects with low velocity dispersions, we measure a space density ∼ 3 times that
of the Abell catalog for equivalent mass clusters of galaxies, raising the possibility that
the Abell catalog is incomplete. However, our space density estimates are in agreement
with other low-redshift, optically-selected cluster surveys such as the EDCC, APM and
EDCC2. Our X-ray luminosity function agrees with other measurements based on both
X-ray and optically selected samples, so we find that the PDCS does not miss clusters of
galaxies that would be found in an X-ray selected survey. Our resulting mass function,
centered around 1014 M⊙ h
−1, agrees with the expectations from such surveys as the
Canadian Network for Observational Cosmology cluster survey, though errors on our
mass measurements are too large to constrain cosmological parameters. We do show that
future machine-based, optically-selected surveys can be used to constrain cosmological
parameters.
1. Introduction
The space density of virialized clusters of galaxies as a function of mass and redshift are primary
predictions of theories on the formation and evolution of structure. In general, three parameters
control the shape, normalization and evolution of the mass function of clusters of galaxies. These
parameters are the density of matter in the universe, Ωm, the variance of the distribution of mass
density fluctuations at cluster scales, σ8, and the shape of the spectrum of density fluctuations,
commonly quantified as Γ (Press & Schechter 1974; Efstathiou et al. 1992; Lacey & Cole 1993;
Viana & Liddle 1996; Eke et al. 1996; Kitayama & Suto 1997). We can directly test these theoretical
predictions and, therefore, constrain these parameters, by measuring masses of clusters of galaxies
in a sample with a known survey volume.
Most efforts to measure the space density of clusters of galaxies as a function of mass have
focused on X-ray selected samples. X-ray selection has two advantages. First, X-ray luminosity
is strongly correlated with mass. Second, X-ray selected surveys have a selection function that
is easy to quantify. Therefore, previous work focused on the mass function derived from velocity
dispersions of X-ray selected clusters (Carlberg et al. 1997a; Borgani et al. 1999a, as examples),
the temperature function (Henry 1997, for an example) or the luminosity function (Reichart et al.
1999b; Borgani et al. 1999b, as examples).
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There is a large spread in the above results. Yet, most of the papers mentioned above use the
sample of clusters of galaxies from the Extended Medium Sensitivity Survey or EMSS (Gioia et al.
1990a,b; Henry et al. 1992; Nichol et al. 1997). For example, Reichart et al. (1999b) finds the most
likely value of Ωm from the mass function of the EMSS to be around 1, while the CNOC survey
(Carlberg et al. 1996, for example) finds a the most likely value to be to 0.2. Recently, Borgani et al.
(1999a) finds that Ωm from the CNOC survey can be constrained to the range 0.35 < Ωm < 1.0.
Borgani et al. (1999a) finds that the large uncertainty in the best fitting values of Ωm is partly
the result of the uncertainty in the mass function of low redshift clusters of galaxies. However,
the high redshift sample of the EMSS only contains the highest mass clusters and, furthermore, is
incomplete even at those masses (see Borgani et al. 1999a for a discussion of the completeness of the
sample used by Carlberg et al. 1997, Borgani et al. 1999a estimate that the CNOC sample contains
only 25% of all clusters with σv > 800 km s
−1 because of the X-ray threshold of > 1045 erg s−1).
Though there is great potential in the CNOC sample, both a larger number of clusters and a larger
range in masses at both high and low redshift is needed to constrain cosmological parameters.
To increase the range in mass at high redshift, we have used optically selected clusters of
galaxies. Specifically, we have collected a number of redshift measurements towards clusters of
galaxies in the Palomar Distant Cluster Survey (Postman et al. 1996, PDCS) so we can measure
velocity dispersions, the first such velocity dispersion measurements of this catalog. With our
sample of 0.2 ≤ z ≤ 0.6 clusters of galaxies, we could potentially improve the sample of Carlberg
et al. (1997a) and make a better measurement of the value of Ωm. The PDCS contains a much
larger space density of clusters of galaxies, between ∼ 10−5 and ∼ 10−6 h−3 Mpc3, in the same
redshift range as the EMSS, and, therefore, should contain lower mass clusters. We should then
have a sample that, when combined with the EMSS, increases the dynamic range of the cluster
mass function making a more robust measurement of Ωm.
The approach of the PDCS was to create a model of what clusters of galaxies look like, called
a matched-filter. The model for the galaxy distribution is a Schechter function for the luminosity
distribution of the cluster galaxies and a profile of 1√
1+(r/rc)2
. The core radius of the radial profile
were fixed as were the slope and “knee” of the Schechter luminosity function. The total cluster size
was also restricted to 1 h−1 Mpc. The strength of any observed correlation of the observed galaxy
catalog with this matched-filter can be used to measure how well the model matches the data,
with the strongest correlations being assigned to cluster candidates. In this way, the PDCS also
generated an estimated redshift, a galaxy richness based on the normalization of the luminosity
function and other parameters for each cluster candidate based on the best-fitting model. The
advantage of this approach has lead other groups to use similar techniques, see for example Dalton
et al. (1997), Kepner et al. (1999), Olsen et al. (1999) and Bramel et al. (2000).
Using only the derived quantities from the cluster catalog, the authors of the PDCS found that
the space density of clusters of galaxies was 5 ± 2 times that of the space density in the Abell
catalog (though the space density is consistent with that found in low redshift automated catalogs
such as the Edinburgh-Durham Cluster Catalog and APM cluster catalogs). Secondly, the authors
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found no evidence for evolution in the space density with redshift. Both of these results rely on the
cluster catalog alone, a catalog based entirely on imaging data.
We have completed a program of obtaining redshifts and velocity dispersions of PDCS clusters
to measure the space density as a function of mass as well as richness and X-ray luminosity. This
will allow us to both test the original results of the PDCS and possibly provide a complementary
sample to that of Carlberg et al. (1997a). We began this program with the X-ray survey of Holden
et al. (1997), or H97. Our first spectroscopic observations are described in Holden et al. (1999),
H99, but the majority of spectra are from the CFHT Optical PDCS survey which is described in
Adami et al. (2000). We summarized our data in §2, with an emphasis on what changes we have
made from the previously mentioned papers. We then derive cluster redshifts, velocity dispersions,
X-ray luminosities and masses in §3. Using the survey volume estimated in §4, we find the richness
and X-ray luminosity function of PDCS clusters in §5. We compute the mass function of PDCS
clusters, computed in §6, and find it is consistent with the mass function found for the sample of
Carlberg et al. (1997a) given specific choices for the relation between σ8 and Ωm, the value of Γ
and the form of the richness-mass relation. Finally, in §7 we summarize our results and discuss
the future prospects of using optically selected clusters of galaxies to probe theoretical models of
cluster formation and evolution. Unless otherwise noted, we use qo = 0.1 (Ωm = 0.2 and Λ = 0)
and Ho = 100 h km s
−1.
2. Data
Our study comprise of three data sets: the X-ray survey of the PDCS from H97, the spectro-
scopic sample of H99 and the larger spectroscopic sample of Adami et al. (2000). The spectroscopic
survey from H99 contains ∼ 100 spectra of galaxies towards sixteen PDCS clusters. The second set
of galaxy spectra, the survey described in Adami et al. (2000), contains 636 redshifts towards eleven
PDCS clusters. Below, we shall discuss the important details on how each dataset was constructed.
2.1. X-ray Imaging Data
The original X-ray imaging data reduction is discussed in H97. We have repeated the reduction
using the new cluster redshifts and in light of the experience of the Bright Serendipitous High-
redshift Archival ROSAT Cluster survey (SHARC; Romer et al. (2000)). We shall discuss below
the process of image preparation and measuring count-rates for the PDCS cluster candidates with
X-ray images. We shall highlight where we used a different approach than in H97.
First we selected PDCS cluster candidates. For a PDCS cluster candidate to be included in
our X-ray sample, we required that its optical centroid be less than 40′ from an X-ray image center.
Moreover, the exposure time at the optical centroid had to exceed 3000 seconds in the X-ray image.
Thirty-one PDCS cluster candidates met these requirements, see Table 1 for the list of clusters and
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H97 for the X-ray data we used.
For each candidate, we derived an aperture for the flux measurement using a “beta” model
based on a modified isothermal sphere. We used values for the slope (β = 23) and core radius
(rc = 125 h
−1 kpc) which are typical for rich clusters (Jones & Forman 1992). We converted the
above model from physical units to angular units using the estimated redshifts from the PDCS
unless a spectroscopic redshift was available. We then convolved the model with empirical model
point spread function (PSF) from Nichol et al. (1994). We chose an aperture that contained 80%
of the total flux of the PSF convolved model, an increase from the 70% used in H97. We increased
the radius based on our experience in the Bright SHARC survey (Romer et al. 2000), where the
larger aperture yielded more accurate flux measurement. The resulting aperture radii are listed in
column five of Table 1 and range from 2.′0 to 5.′0 .
Before measuring count-rates, we masked out certain pixels. We masked those pixels that
were common to more than one cluster aperture and those pixels that had less than 3000 seconds
of exposure. We also ran the source detection algorithm from the Bright SHARC survey on the
pointings. We mask any pixels that contained flux from detected sources with centroids more than
1.5′ (three times the uncertainty in the PDCS positions) from the PDCS cluster candidates. We
note that in two cases, PDCS 36 & 62, we detected a source within 1.5′ of the PDCS candidate
and we assumed that these detections correspond to those clusters.
After measuring the background subtracted count-rates, we determined which of the thirty-
one observations could be classified as detections. For this, we used the (0.4 - 2.0 keV) error map
from the ESAS package. The error map is simply the square root of the number of counts in each
pixel divided by the exposure time. We converted this back into a map of raw counts. We used
the ESAS error map instead of the count-rate map because the ESAS software removes various
backgrounds from the count-rate map which are not removed from the error map. In H97 we
assumed that a net count-rate that was three times the error estimate represented a three σ (or
a 99.87% probable) detection. As the error estimate is derived by the square root of the number
of counts in an aperture, this is not correct for a small number of counts. For our new analysis of
the X-ray data, we computed the counts in the aperture and the counts expected in the aperture
based on the counts in the background annulus. We then computed whether or not a fluctuation
in the background could have produce the counts in the aperture. If the counts in the aperture
happened less than 0.13% (equivalent to a three σ fluctuation for a Gaussian distribution) of the
time by chance, we considered that PDCS cluster to be detected.
Seven PDCS cluster candidates met the detection criterion and they are marked with an
asterisk in Table 1, column one. Two of the detections in Table 1 were upper limits in H97. These
are now considered detections because of improvements in the source finding algorithm and the
increase aperture used to measure fluxes. In Table 1, we list the background subtracted count-rate
(column seven). For the 24 PDCS cluster candidates that were not detected, we list an upper limit
to their background subtracted count-rate. Our the upper limits are the count-rate that would
– 7 –
produce enough counts to exceed the 99.87% confidence limit.
2.2. Optical Spectra
We have optical spectra from two samples. The first sample was collected with the Kitt Peak
Mayall 4m and with the Astrophysical Research Consortium 3.5m telescope. This sample is more
fully described in H99. The second set of data were collected using the Canada-France-Hawaii
3.5m Telescope and is described in Adami et al. (2000). The differences between these data sets
are in the sample selection and in the number of spectra taken per cluster candidate. Below we
will summarize the candidate selection and the data reduction techniques used for both data sets.
2.2.1. KPNO and ARC Data
Thirteen of the sixteen target clusters used in ARC/KPNO spectroscopic survey were selected
from the subsample discussed in §2.1. The remaining three (PDCS 11, 12 & 23) were taken from
the rest of the PDCS. For details on the spectral extraction and redshift measurement for the
ARC/KPNO sample, see H99.
The main goals of the ARC/KPNO survey were to check the measured space density of PDCS
clusters and the accuracy of the matched-filter estimated redshifts. Therefore, we selected our
targets as independently as possible of the derived parameters given by PDCS. We selected targets
using only the net number of V4 < 21, V4 − I4 > 1 galaxies (the subscript 4 refers to the
4-Shooter camera used to construct the PDCS, see Postman et al. 1996 for details on the filter
system used and the resulting galaxy catalog) within a 2.′5 radius aperture of the PDCS cluster
candidates’ position. By taking this approach, we still select clusters that potentially have a true
redshift vastly different from the PDCS estimated redshift.
2.2.2. CFHT Data
Like the ARC/KPNO sample, the sample of PDCS cluster candidates observed at the CFHT
was based on those clusters in the X-ray sample of H97. However, we selected clusters based on
their estimated redshifts and their richnesses. We selected clusters differently from the ARC/KPNO
for this sample for two reasons. First off, we wanted to create a Richness Class limited sample to
compare with the ESO Nearby Abell Cluster sample (Katgert et al. 1996; Mazure et al. 1996).
Secondly, in H99, we show that the PDCS estimated redshifts are quite accurate for lower redshift
clusters. Therefore, we can select targets using that estimate and be confident that we have a
sample of clusters of galaxies that span a limited redshift range.
The selected clusters were all Richness Class 1 or greater (ΛV > 40) observed in H97 in either
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the α = 09h or α = 13h fields. The redshift range was 0.3 ≤ zestimated ≤ 0.5 for both fields.
Additionally, one cluster at 00h and one at 16h were observed. All of these clusters observed are
listed in Table 2 along with the ΛV richness and the estimated redshift of the cluster from Postman
et al. (1996). PDCS 32, 39 and 45 were not part of our main sample but were observed with masks
used for other PDCS clusters.
We used the Multi-Object Spectrograph (MOS) at the CFHT to observe around 50 galaxies
per mask in an effort to measure velocity dispersions. For details on the how we constructed multi-
object masks as well as how as details on our spectra extraction and redshift measurements for the
CFHT sample, see Adami et al. (2000). Briefly, our primary selection consisted of galaxies at or
brighter than M⋆ = −21.1 in the V4 band, no color information was used. We optimally placed the
slit-lets using a Minimal Spanning Tree over the 9.′4 by 8.′4 MOS field of view. We then filled in the
remaining blank spaces of the mask with fainter galaxies. We adjusted our exposure times so that
we would successfully measure 70% of the redshifts in our primary sample. Overall, we averaged
66% success for our primary sample, success rates for all of our masks are listed in Table 2 of Adami
et al. (2000). We measured our redshifts using cross-correlation (Kurtz & Mink 1998, RVSAO) for
90% of the galaxies. For the remaining 10%, we determined our redshifts using emission lines only.
3. Physical Quantities
Here we discuss how we use the observed redshifts and X-ray count-rates to estimate physically
quantities. We begin with how we determined cluster redshifts and velocity dispersions. Using those
redshift measurements, we can then compute X-ray luminosities. With the velocity dispersions, we
can estimate the binding mass of the clusters of galaxies in our sample.
3.1. Determining cluster redshifts and velocity dispersions
We have two different samples of PDCS cluster candidate redshifts which contain a different
number of redshifts. Therefore, we have two different approaches for measuring the redshifts of the
PDCS clusters. The large number of redshifts per cluster for some of the CFHT sample also allow
us to measure the velocity dispersions. We compare our technique for measuring cluster velocity
dispersions with that used by the Canadian Network for Observational Cosmology’s (CNOC) survey
of clusters from the EMSS. We then compare our measured redshifts with the estimated redshifts
of the PDCS cluster finding algorithm.
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3.1.1. ARC/KPNO cluster redshifts
All PDCS cluster candidates in the ARC/KPNO survey had fewer than eight redshifts per
cluster, most had only four or five. Therefore, there was only one, if any, peak in the redshift
distribution. To estimate the cluster redshift, we computed the median of all the galaxy redshifts
for that cluster. If we had three or more concordant cluster members within 1500 km s−1 of the
median redshift, we considered the candidate to be a cluster of galaxies. We also calculated the
mean redshift of all galaxies within 1500 km s−1 of the median, in no case did the average redshift
change by more than 400 km s−1 from the median redshift of the whole sample. The median was
a stable estimate of the cluster redshift because, as can be seen in Table 3, most if not all of the
galaxies observed were within the 1500 km s−1 window on either side of the median (PDCS 02 being
the notable exception). If the cluster was not re-observed as part of the CFHT sample, we will use
the median cluster redshift, in Table 3, for the rest of this work. See H99 for further discussion on
how determined cluster redshifts for the ARC/KPNO sample.
3.1.2. CFHT cluster redshifts and velocity dispersions
In the CFHT sample, we had a much larger number of galaxy redshifts in direction of our
PDCS clusters. Simply taking the median of all the available redshifts would not be sufficient for
two reasons. First, the large number of intervening field galaxies would eliminate the signal from
the cluster and, second, we selected our fields to cover multiple PDCS clusters so there are multiple
peaks in the redshift distribution. Instead, we implemented a two step process. The first step is
based on the process outlined in Katgert et al. (1996). At each galaxy redshift we searched to see
if five or more galaxies were separated by less than 1000 km s−1. For each such over-density, we
then found the center and width of the group using the biweight estimators of Beers et al. (1990).
The results for the PDCS clusters in our sample are listed in Table 4. The only PDCS cluster
not found with this technique was PDCS 34. However, with the addition of the redshifts from the
ARC/KPNO survey, PDCS 34 becomes a clear over-density in velocity space.
To assign an over-density in redshift to a PDCS cluster, we calculated the mean Right Ascension
and Declination of all of the galaxies within three times the biweight width of the biweight center.
Then, we found the PDCS cluster with the closest position. In some cases we had to make large
offsets (∼ 1′) between the mean position based on the redshifts and the PDCS position. We found
this resulted from a galaxy or galaxies far from coordinates the PDCS center but was in the redshift
range of the cluster.
Once we found over-densities in the galaxy redshift distribution, each over-density was exam-
ined individually. We used a maximum likelihood algorithm to fit a single Gaussian and a flat
background to the galaxy redshifts using the technique outlined in Cash (1979). For the range in
redshift over which to fit the Gaussian, we chose five times the biweight scale determined above.
If the biweight was smaller than the resulting fit, we increased the redshift to include five times
– 10 –
the fitted Gaussian sigma. From the fitted Gaussian, we determine the velocity dispersion of the
clusters as well as the mean of the cluster redshifts.
In Table 4, we show our resulting cluster redshifts and velocity dispersions with errors. We plot
these fitted Gaussians in Figure 1 on top of our redshift data. We derived the 68% confidence limits
in Table 4 using the method outlined in Cash (1979). The error estimates rely on assuming that
the likelihood distribution follows a χ2 distribution. This assumption is true in the case of a large
number of data points. For many of our clusters, we do not have a large number of cluster redshifts.
This means our error distribution is probably not Gaussian, at least not for large confidence limits
(i.e. 3× σ 6= 99.87% confidence limit).
Our maximum likelihood velocity dispersions are smaller than the values derived using the
biweight scale from Beers et al. (1990). The median ratio of the biweight scale to the maximum
likelihood standard deviation is 1.18 ± 0.17. Carlberg et al. (1997b) finds a ratio of 1.05 ± 0.04
between the biweight scale and their velocity dispersion estimate, a smaller ratio than ours but
not statistically different. Inter-loping field galaxies generally make it much easier to over-estimate
then under-estimate the velocity dispersion of a cluster of galaxies, even when using a robust
estimator such as the biweight scale. Our maximum likelihood approach explicitly accounts for the
background galaxy distribution, so we shall use those estimates for the rest of this work.
Two clusters observed in the CFHT sample, PDCS 45 & 61, are not listed in Table 4 because
the Gaussian fitting routine did not converge. For the rest of this work, we will not consider these
objects as confirmed clusters of galaxies. However, neither of the these two are part of our ΛV ≥ 40
sample, so our space density estimates are not affected. We would like to note that the total
integration time for PDCS 61 was quite low (20 minutes, see Adami et al. (2000)), so it is unlikely
we would have detected a cluster of galaxies.
3.1.3. Comparison with the Results from the CNOC survey
To check our technique of estimating velocity dispersions, we measured the velocity dispersions
of the eight z ≥ 0.3 clusters (Ellingson et al. 1997; Abraham et al. 1998; Ellingson et al. 1998; Yee
et al. 1998) in the CNOC survey. We can then compare our estimates with those of the CNOC
survey.
The CNOC collaboration used a similar approach for determining the cluster velocity disper-
sions. The authors of the CNOC survey assumed a flat field galaxy background within 15 σ of the
cluster and used an iterative approach to determine the range in redshift over which to measure
the cluster velocity dispersion, see Carlberg et al. (1996). However, the authors used the standard
deviation as estimate of the velocity dispersion, instead fitting a Gaussian as we did and the range
in redshift used to measure the standard deviation was chosen by visual inspection.
In Figure 2 we show our measurements of the rest-frame velocity dispersion versus those
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published by the CNOC survey. Though most of our values agree within two standard deviations,
there is one exception in Figure 2. This exception is MS 1512+36, which has a number of peaks
in the velocity distribution (Borgani et al. 1999a), see Figure 3. It is likely that the much lower
velocity dispersion from the CNOC survey is correct as it agrees with the X-ray luminosity and
X-ray temperature of the cluster. This illustrates that our technique works well for most clusters,
but not for dynamically complicated ones such as MS 1512+36 because of our explicit assumption
of single Gaussian distribution.
Removing MS 1512+36, we find that the average ratio of our dispersion measurements to
those from the CNOC survey is 1.05± 0.10. We conclude our technique is equivalent to that of the
CNOC for clusters with simple velocity distributions. Therefore, we can compare the distribution
of velocity dispersions in our sample with that of the CNOC survey.
3.1.4. Comparison with the Estimated Redshifts in the PDCS
One of the results of the PDCS cluster finding algorithm is an estimated redshift. In Figure 4,
we plot the estimated redshift versus our spectroscopically measured redshift as well as the expected
45◦ line for comparison.
To quantify the observed accuracy of the matched-filter redshifts, we calculated the standard
deviation of the difference between the matched-filter redshift and the spectroscopically measured
redshift. If we include only those clusters with three or more concordant galaxy redshifts, as
discussed above, we estimate the standard deviation to be σz = 0.063 for seventeen clusters with
0.2 ≤ zest ≤ 0.6, almost exactly the same as the value we found in H99.
As the scatter in the estimated redshift is important for modeling our cluster selection proce-
dure (see §4.3), we investigated the distribution of the differences between the estimated redshift
and the spectroscopic redshift. The average difference between these two redshifts is 0.025, which we
find to be not statistically significant from zero according to a Student’s t-test. We also performed
a Kolmogorov-Smirnov test to compare the distribution of redshift differences with a Gaussian with
a zero mean and a variance as given above. We find no statistically significant difference between
our model and the data.
Finally, we checked for any gross change in the distribution with redshift. First we fit a straight
line to the data in Figure 4. We then used a χ2 test and found no statistical difference between
the fitted line and a line with a 45◦ slope and no y-intercept (the line plotted in Figure 4). Second
we divide the sample into two equal sized subsamples at zestimated = 0.4. Using an F-ratio test,
we find no difference between the zestimated < 0.4 sample of eight clusters and the zestimated ≥ 0.4
sample of seven clusters. Therefore, we do not find that the apparent systematic shift in Figure 4
is statistically significant.
For the rest of this work, we will therefore assume the distribution of real redshifts around an
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estimated redshift is a Gaussian with a mean of zero and a standard deviation of 0.063+0.012
−0.010 (68%
confidence limits from an F-ratio test).
3.2. New X-ray Energy Fluxes and Luminosities
We converted our newly re-measured X-ray count-rates or upper limits to energy fluxes by
integrating a redshifted 1.0 keV thermal bremsstrahlung spectrum over our energy passband of 0.4
- 2.0 keV. We chose 1 keV, as opposed to a 6 keV spectrum as originally used in H97, since it is
more representative of clusters in our luminosity range (Reichart et al. 1999a). All fluxes were then
corrected for absorption using the observed amount of Galactic neutral hydrogen in the AT&T
Bell Laboratories 21 cm survey (Stark et al. 1992) and the cross-section values from Morrison &
McCammon (1983). Once we had the energy flux inside the masked aperture (column two of Table
5), we needed to convert to a total flux for each cluster candidate. For cluster apertures where no
part of the aperture was masked, the energy flux was simply divided by 0.8 (see previous discussion)
to give a total flux (column four of Table 5). For the apertures that were masked, we computed
the fraction of the flux from our model that would fall within the masked aperture and then used
this fraction to convert between measured and total flux. The total flux (either upper limit or
detection) is listed in column three in units of 10−14 erg s−1 cm−2 and the total luminosities are
presented in units of 1043 erg s−1 in are listed in column four of Table 5. For the detections in
Table 5, we list errors on the fluxes and luminosities. These errors are the 68% confidence limits
for a Poisson distribution using the number of counts in the PDCS cluster candidate aperture. For
upper limits, we list the flux and luminosity equivalent to 3σ upper limit for a Poisson distribution.
3.3. Mass Estimates
The simplest way to estimate the mass for a gravitationally bound object in equilibrium is by
using the virial theorem. This requires an unbiased estimate of the velocity dispersion, σ and of
the size, rv, of the cluster of galaxies.
It has been shown in a number of papers, see for example in Crone et al. (1994), that the
true virialized mass lies within a radius defined by the ratio of the average density inside that
radius to the critical density or ∆c. Inside the radius where this ratio is ≥ 2006, objects are found
to be virialized while outside this radius the process of accretion is usually still occurring. This
motivated Carlberg et al. (1996) to define a mass, M200, based on the mass derived from the virial
theorem and combined with an isothermal sphere as a model of the cluster potential. This mass is
completely specified by the velocity dispersion (Binney & Tremaine 1987).
6It was pointed out to us by Steve Kent that there is a simple derivation for this. The radius for which crossing
time for a cluster member equals the Hubble time has a mean interior over-density of ∼ 200.
– 13 –
A modification of the M200 comes from Borgani et al. (1999a)
M(σv) =
(
σv
1129 fσv km s
−1
)3( ∆c
178
)−1/2
E−1(z) 1015 h−1 M⊙ (1)
In that paper, they argue that fσv = 0.93 and use ∆c = 178 for Ωm = 1 instead of 200 as in Carlberg
et al. (1996). The term denoted E(z) is proportional to the time derivative of the logarithm of the
scale factor, i.e. H(z) = E(z)1/2 Ho (Hogg 1999). These masses are ∼ 2/3 of the M200 masses
because the different constants used but otherwise directly proportional. For the rest of this work,
we will use equation 1 to compute our mass estimates.
3.4. Mass compared to richness
In Figure 5, we plot our masses as measured using equation (1) versus the PDCS V and I band
richnesses. We use the mass estimate from equation (1) as that is the closest to mass estimator
used in Girardi et al. (1998). We also plot the richness-mass relation from Girardi et al. (1998). To
convert between the richness of the PDCS, Λ, and the Abell Richness Class, we use the conversion
from Postman et al. (1996) which we list below in Table 7.
The comparison has quite a lot of scatter, even when considering the large errors on our mass
estimates. Most of the PDCS clusters appear to match the low-redshift richness-mass relation.
However, about 13 of the PDCS clusters fall below the expected line. Many of these are low mass
systems which have only a few galaxy redshifts within 3σv of the mean. For example, PDCS 04
is a Richness Class 3 cluster with only five galaxies within 3σv of the mean. Using a simple χ
2
statistic, we tested the idea that our sample contains clusters whose masses were far to low for
their richnesses. We find that we can reject at the 99.5% confidence limit the hypothesis that the
PDCS mass-richness relation is the same as the Abell mass-richness relation. We find it likely,
therefore, that some of the clusters in the PDCS are true over-densities, but have their richnesses
over-estimated.
We fit a line to the richness-mass relation of Girardi et al. (1998) which has the following form
logM(1014 h−1 M⊙) = (1.34 ± 0.26) log Λ− 1.95 ± 0.46 (2)
and we plot this relation in Figure 5. The fit is rather uncertain because of the small number of
data points and the large scatter in mass at each Richness Class. We note here that we fit not
the data from Girardi et al. (1998), but instead to the tabulated richness-mass relation. This is
equivalent to fitting to the data directly as the Abell Richness estimates are by class. The tabulated
values are the solid circles in Figure 5.
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4. Survey Volume
An important part of any survey used for statistical purposes is the estimate of the effective
survey volume occupied by the objects in the survey. Below we will discuss our modeling of the
selection criteria and compute the resulting area and volume coverage for the three surveys.
4.1. X-ray Areal Coverage
Our X-ray data covered parts of three of the five square-degree survey areas in the PDCS. In
H97, we calculated the overlap between the PDCS survey areas and the ROSAT pointings to be
1.85 deg2. We computed these areas in H97 by finding all pixels with exposure times greater than
3000 seconds and within 40.′0 of the pointing centers. We then found the intersection of these pixels
with the part of the sky covered by the PDCS survey fields.
The procedure we used in H97 underestimated the total area covered in the X-ray data. If an
X-ray detection lay within 1.′5 of a PDCS cluster candidate position, we considered that detection
to be associated with the PDCS cluster candidate. Therefore, we extended the length of the sides
of the PDCS survey areas by 1.′5 and recalculated the overlap between the X-ray data and the
PDCS survey fields. This procedure yielded an overlap 0.51 deg2 for the 00h field, 1.14 deg2 for
the 09h field and 0.38 deg2 for the 13h field. We find, with this improved estimate, that the total
area of overlap is 2.03 deg2. Our CFHT sample covered 1.52 deg2 of this area.
4.2. Survey volume for the ARC/KPNO survey
Our ARC/KPNO survey was a sub-sample from the whole of the X-ray cluster candidate
sample; i.e. 2.03 deg2. When determining the survey volume, we must address two issues. First,
what is the probability of a cluster at a given redshift to be selected for our ARC/KPNO survey
(hereafter ps(z))? Second, once a cluster is selected, how often would we successfully measure
the redshift of that cluster given our observing strategy (pr(z))? These two probabilities are then
included in the following equation
V =
∫ z2
z1
dV
dz
ps(z)pr(z)dz (3)
where dVdz is determined by qo, Ho and the survey area while the two probabilities, ps(z) and pr(z)
are determined by our selection criteria, the underlying cosmological parameters and our observing
strategy. We performed Monte Carlo simulations of both our selection procedure and our observing
strategy to answer these questions. The details of these simulations are found in H99 but below we
will review the salient points.
To compute the probability of a cluster being selected for our survey, ps(z), we constructed
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model PDCS clusters and simulated the selection process outlined in §2.2.1. We created model clus-
ters using a power-law profile (Lubin 1996) and a Schechter luminosity function from Colless (1989)
to represent the distribution of positions and luminosities for the galaxies in the cluster. For each
simulated cluster, we used random values for the parameters based on the ranges specified in Lubin
(1996) and Colless (1989). The normalization of the luminosity function was a randomly chosen
richness from the values in the PDCS catalog. The resulting probabilities from these simulations
are illustrated, as a function of richness and redshift, in Figure 4 of H99.
To model our redshift completeness, which determines pr(z) in equation (3), we created ar-
tificial redshift distributions using a Gaussian to represent the cluster velocity distribution and
the Canada-France Redshift Survey to represent the background galaxy redshift distribution. We
used the same parameters and observational limits as in H99 for determining the number of cluster
members inside the Gaussian velocity distribution. Our simulation results can be seen in Figure 6
where we plot the probability of successfully measuring the redshift of a cluster in our ARC/KPNO
sample.
To perform the integral in equation (3), we must set the bounds of the integral. We chose
z1 = 0.1 as that is the lower redshift limit of the PDCS. For z2, we computed where pr(z) dropped
below 5% which yields z2 = 0.55 for Richness Classes 1 and 2 and z2 = 0.57 for Richness Class
3. These numbers are higher than those found in H99, because for that work we were limited by
a small number of redshift per cluster. The addition of the redshifts from the CFHT survey of
the clusters in common with the ARC/KPNO survey allow us to extend the redshift range of the
ARC/KPNO sample. By extending the redshift range, we survey a larger volume than in H99 and
include more PDCS clusters.
For both sets of simulations, the important independent variables were redshift and Richness
Class. The authors of the original PDCS survey provide no results for Richness Class 0 clusters,
so though we can calculate a volume for those clusters, we will not consider those clusters for
statistical tests. When we combine the results of both sets of simulations, we found we surveyed
15.7 × 104 h−3 Mpc3 for the Richness Class 1 clusters and 20.4 × 104 h−3 Mpc3 for the Richness
Class 2 clusters.
We investigated the change in enclosed volume as a function of the various model parameters.
We assumed for all of these tests that pr(z) = 1, so we did not have to run two sets of simulations. In
Table 6, we show how changing various parameters changes the volume surveyed for Richness Class
2 clusters. The most surprising result is that by changing the absolute magnitude of M⋆ by -0.1
magnitudes, an increase in the luminosity, the change in the enclosed volume is only +0.2% while a
increase of 0.1 magnitudes decreases the volume by 10%. This small change in volume for an increase
in M⋆ stems from the steeply increasing K corrections. In the redshift range of 0.3 ≤ z ≤ 0.4, the
4000 A˚ break moves through the V filter causing the K corrections to increase rapidly. For example,
from z=0.36 to z=0.40, the K correction changes by 0.2 magnitudes. Therefore, an increase in M⋆
does not increase the effective limiting redshift of the sample.
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As a check of the K corrections, we tried the elliptical galaxy K corrections, without the
additional evolutionary corrections, of Poggianti (1997), which we find changes the enclosed volume
by -10%. We can conclude, using the results of Table 6, that the uncertainty in our survey volume
from systematic shifts in the individual model parameters is on the order of ∼10%.
4.3. Survey volume for the CFHT survey
The PDCS cluster candidates in the CFHT survey were selected to be within the estimated
redshift range 0.3 ≤ zestimated ≤ 0.5 and have V-band richness ΛV ≥ 40 from the PDCS catalog in
Postman et al. (1996). We chose candidates for our sample from the 09h and 13h fields as covered
by the X-ray survey from H97. We observed all candidates that met our criteria but PDCS 36.
The area we covered is 1.52 deg2 with the majority of that area in the 09h field.
To compute the volume we surveyed, we need to compute ps(z) and pr(z) for equation (3),
as we did for the ARC/KPNO sample. Instead of using Monte Carlo simulations as above, we
chose an analytical model for ps(z) and pr(z). We selected our clusters for the CFHT sample based
completely on the results of the PDCS so to perform Monte Carlo simulations correctly would
require simulating the PDCS selection process. Instead, we rely on the simulations done by the
authors of the PDCS catalog. These simulations show that, assuming the same elliptical galaxy
type K corrections as we use in §4.2, the PDCS has a 100% probability of successfully detecting
a Richness Class 1 z = 0.4 in the V band, with a 100% probability of detection at z =0.55 for
Richness Class 2 or greater.
The analytical model for our probability of selection was
ps(zest|z) =
∫ zest+δz
zest−δz
1√
2piσz
exp
−(z − zest)2
2σ2z
dz (4)
where zest is the estimated redshift from the PDCS catalog, z is the actual redshift of a clusters,
δz = 0.05, or half the interval between PDCS estimates redshifts. The scatter in the Gaussian,
σz = 0.063, was determined in §3.1.4 (see Figure 4). We can invert the above equation to predict
p(z|zest) if we make the assumption that all values of z and zest are equally likely. We then
multiply the probability above with the simulation results from the PDCS. The product of these
two probabilities determines p(z) in equation (3) for the estimated redshift range in our sample.
The remaining quantities to be determined are the limits on the integral in equation (3) and
the probability of successfully measuring the redshift a cluster, pr(z). We assume because of the
large number of spectra we collected per cluster candidate (≥ 40) that pr(z) = 1.0 for our ΛV ≥ 40
and 0.3 ≤ z ≤ 0.5 PDCS sample. The main limit on the redshift range is the sensitivity of our
spectrograph and the blocking filters we used. The two blocking filters we used spanned from 0.20-
0.56 and 0.43-0.61 in redshift. Therefore, we chose z1 = 0.2 and z2 = 0.61. Therefore, the resulting
volume is 31.7+0.5
−0.8× 104 h−3 Mpc3 for Richness Class 2 and greater clusters and 21.9+0.5−0.8× 104 h−3
Mpc3 for Richness Class 1 clusters.
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The main uncertainty in the above estimate of the survey volume is the actual shape of the
zestimated − z probability distribution, which we assumed to be Gaussian. In §3.1.4 we test our
assumption the distribution is a Gaussian and that the mean of the distribution is zero. Nonetheless,
as an alternative, we used the actual distribution of redshift differences to compute a volume of
24.7 × 104 h−3 Mpc3 for Richness Class 2 or greater clusters. Therefore, we conclude our error on
the survey volume is, at most, ∼ 20%.
5. X-ray and Richness Space Density
The combination of the ARC/KPNO sample and the CFHT sample will allow us to measure
the space density of PDCS clusters as a function of a number of independent variables. Here we
will discuss the density of PDCS clusters as a function of richness and X-ray luminosity, leaving
the mass for §6.
5.1. Space Density as a Function of Richness
The original PDCS catalog paper (Postman et al. 1996) used the estimated redshifts and
richnesses to compute the space density of clusters as a function of richness. The authors of the
PDCS found that the space density for the PDCS was about five times that of the Abell catalog
for a given Richness Class and did not evolve with redshift. The original purpose behind the
ARC/KPNO sample was to check this result. In H99, we found our survey to be in agreement
with Postman et al. (1996). Here we will improve on that work using our larger sample of PDCS
clusters.
To compute the space densities, we group the clusters by Richness Class using the conversion
between Λ and Richness from Postman et al. (1996) (see Table 7 for the conversion). We used both
the V and I band Λ values separately. We then divided the number of clusters in each class by the
volumes from §4.2 and §4.3. The resulting number of clusters in each class and densities are listed
in Table 7, with the ARC/KPNO sample and the CFHT sample listed separately.
We plot the ΛV densities from Table 7 in Figure 7 in comparison with those from Postman
et al. (1996). We find a good match between the space density of clusters in our sample and in the
original PDCS. This is not surprising given how good the estimated redshifts are in the PDCS. The
only way we would have found a serious discrepancy is if a large number of PDCS clusters turned
out to be false positive detections, which is not the case.
We compare our data with a sample of low redshift clusters of galaxies created using the same
algorithm, the sample of Bramel et al. (2000). This sample, also known as the Edinburgh-Durham
Cluster Catalog 2 (EDCC2), used the algorithm of the PDCS to find clusters of galaxies in the
Edinburgh-Durham Galaxy Catalog. We re-scaled the densities from Bramel et al. (2000) to those
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appropriate for a qo = 0.1 cosmology and plot the resulting densities in Figure 7 as open triangles.
In Figure 7, we also plot the space density of clusters of galaxies from the APM cluster catalog
(Dalton et al. 1997) using the densities from Croft et al. (1999). The APM catalog is a low redshift
(z ≤ 0.1) catalog constructed using a related but somewhat different technique then the PDCS. We
converted between the APM richness and the Λ richness using the values Table 1 and 2 of Dalton
et al. (1997) for the sample used in Croft et al. (1999).
As demonstrated in Figure 7, our space density measurements for the PDCS are in good
agreement with those from three different analyses; EDCC2, APM and the original PDCS. Given
this strong agreement between the high redshift measurements from the PDCS and the results of
the low redshift catalogs, we have confirmed the claim in Postman et al. (1996) for no apparent
evolution in the richness function out to z = 0.5.
5.2. Space Density as a Function of X-ray Luminosity
Using the volume estimates from §4, we can compute the space density of clusters as a function
of X-ray luminosity. The main concern here is that most of the PDCS clusters are not X-ray
detections but are upper limits. Secondly, our sample is quite small compared with X-ray selected
cluster surveys. Therefore, our X-ray luminosity function is a check of the PDCS. In other words,
does it contain all the clusters it should contain or does it miss clusters an X-ray selected sample
would fine?
We plot, in Figure 8, the cumulative number of detections using solid circles. We also plot,
with open circles, the cumulative distribution of upper limits and detections. To construct this
cumulative distribution, we used a Kaplan-Meier product limit estimator (Feigelson & Nelson
1985; Schmitt 1985). This is a parameter free estimator that allows us to use both the upper limits
and the detections. We use the formulation from Schmitt (1985) which is tailored for luminosity
functions.
N (Lx > Lx,i) = 1−
n∏
i,Lx,i>Lx
(
1− di
ni
)
(5)
where Lx is the X-ray luminosity, Lx,i is the X-ray luminosity of the i
th cluster, ni is the number
of clusters with Lx,i ≤ Lx and di is the number of clusters with Lx,i = Lx so is either 1 or 0
for our sample. As pointed out in Briel & Henry (1993), this technique assumes that we know
precisely the values of the upper limits or of the detections. Even our detections are at a low
(∼ 3σ) significance while there is a small probability that a upper limit could be smaller than the
actual cluster luminosity. Thus, this is a significant source of error.
We also plot, using squares, the cumulative distribution function for the ARC/KPNO sample.
Once again we plot both using only the detections (solid squares) and both the detections and the
upper limits (open squares). The luminosity function for the ARC/KPNO survey is higher than
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that for the CFHT survey and higher than the other published samples. A likely explanation for
this is we under-estimated the volume surveyed for the ARC/KPNO sample.
For comparison, we plot in Figure 8 the cumulative X-ray luminosity functions from two low
redshift samples: Burns et al. (1996) (solid line) and the power law component of the Schechter
luminosity function from Ebeling et al. (1997) (dotted line). We also plot power-law fits Burke
et al. (1997) (dot-dashed) and Rosati et al. (1998) (+ symbols), two samples of the same redshift
as our PDCS sample. All the lines are for h = 0.5 and qo = 0.5, so we recomputed our survey
volume and X-ray luminosities for these values.
There are two moderate to high redshift samples of optically selected clusters of galaxies with
X-ray luminosity functions. One sample, Castander et al. (1994), has a lower space density at
roughly the same luminosities as our sample. However, the sample of Castander et al. (1994) is
at much higher redshift than our sample, so the disagreement with our luminosity function could
be explained by evolution. The second sample is from Bower et al. (1994). In that sample, almost
all of the clusters of galaxies are detected, but the luminosity function was estimated using both
the detections and upper limits. That sample shows a decrease in the luminosity function as well,
though the mean redshift z¯ = 0.42, quite close to our mean redshift z¯ = 0.38. The more recent
X-ray selected samples of clusters of galaxies cast doubt on the results of Bower et al. (1994), as
surveys such as Burke et al. (1997) and Nichol et al. (1999) find no evidence for evolution in the
same range of luminosities and redshifts.
Nonetheless, we confirm in Figure 8 that the space density of PDCS clusters is higher compared
to X-ray selected samples of clusters of galaxies. Most of these clusters of galaxies, however, are
not detected as X-ray emitters. This differs from other X-ray surveys of optically selected clusters
(Briel & Henry 1993; Castander et al. 1994; Bower et al. 1994; Burg et al. 1994) which find that
50% or more of the clusters in those samples are detected. When using only the detections in
our sample, we find a cumulative distribution that matches X-ray selected surveys for the CFHT
sample. Therefore, it appears that the PDCS did not miss clusters that an X-ray selected survey
would find.
6. Space Density as a Function of Mass
We measured velocity dispersions of PDCS clusters of galaxies to compare the resulting dis-
tributions with low redshift samples and as a complement to other high redshift samples, such as
the CNOC cluster survey mentioned earlier.
In Figure 9 we plot the cumulative distribution of cluster masses in our sample. We also plot
the error bars on the mass measurements. The errors bars on the number density are comparable to
those found in our X-ray luminosity function in Figure 8. We also plot, on this diagram, the mass
function of the CNOC cluster survey using the velocity dispersions published in Carlberg et al.
(1996). We note here that we plot the entirety of our sample, we do not try to create a subsample
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that is complete to some limiting velocity dispersion as is done in Carlberg et al. (1997a) and
Borgani et al. (1999a). However, we plot the X-ray luminosity and velocity dispersion limited
sample from Carlberg et al. (1997a). Though the two cumulative distributions do not overlap, we
see we fulfilled our goal of creating a complementary survey to the CNOC survey. Most of clusters
are at a smaller mass than those found in the CNOC survey. The combination of the two surveys
now covers over three orders of magnitude in space density.
The main problem with using our sample for measuring the mass function of clusters of galaxies
is the quality of our mass measurements. As we show above, the mass depends on the velocity
dispersion cubed (see equation 1), and most of our velocity dispersion measurements have errors up
to ∼50%, yielding errors on the mass of ∼150%. The question becomes how to take advantage of
our data, an almost complete subsample of the PDCS with velocity dispersions, while minimizing
the impact of our errors.
We elected to approach this problem by finding the best fitting theoretical mass function. We
can then compare this best fit with the results from other samples with much smaller errors. In
Figure 9, we plot three curves. These are best fitting theoretical mass functions to different data
sets, generated using the model discussed below. The solid line is from the results of Bahcall et al.
(1997), the dashed line is based on a fit to the mass function of the CNOC survey by Carlberg
et al. (1997a) and the dotted line is our fit to the mass function of our data. All three theoretical
curves are the result of letting two parameters Ωm, the mass density of the universe, and σ8, the
normalization of the power spectrum of mass fluctuations vary. Each combination of these two
parameters predicts a different mass function, which is then compared with the data to find a best
fitting model.
Our theoretically expected mass functions are based on the semi-analytical model originally
from Press & Schechter (1974). We specifically used the formalism outlined in Viana & Liddle
(1996). Thus, we used the following to model the density fluctuations spectrum
σ(R) = σ8
(
R
8h−1Mpc
)γ(R)
(6)
where γ(R) depends on Γ and a few constants. The scale R is related to the mass M by the
density M = 4piR3ρ. The form of γ(R) is based on a fit to the spectrum of fluctuations in cosmic
microwave background and in the distribution of galaxies. The term σ8 in equation (6) has a
redshift dependence that is different for different values of Ωm. To account for this dependence, we
use the equations from Viana & Liddle (1996).
As we fixed Γ = 0.23 in equation (6), we have two free parameters: Ωm and σ8, two of the
parameters that we said earlier are the most important for determining the number density of
virialized masses. We could vary these independently, but instead we chose to use the relation
σ8 = 0.60Ω
−0.48+0.17Ωm
m from Girardi et al. (1998). This particular relation was the result of a fit
to a low redshift sample of clusters of galaxies which makes comparing with the results of Girardi
et al. (1998) easier. As this relation results from a fit, instead of an analytical derivation, there is
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an error associated with the fitted parameters on the order of ∼10%. Other papers (Bahcall et al.
1997; Borgani et al. 1999a) have found a similar relation with as the above but with constants that
vary on the order of 10%− 20% from the numbers above.
The Press-Schechter formalism predicts the space density of clusters of galaxies as a function
mass. However, what we measured were the velocity dispersions of clusters. To convert the masses
into velocity dispersions, we used the estimate of Borgani et al. (1999a), or equation (1). This allows
us to fit our distribution of observed velocity dispersions as a function of the above parameters using
the Press-Schechter formalism.
To estimate which value of Ωm best agrees with our velocity dispersion measurements, we used
a maximum likelihood estimator. In particular, we used the approach of Cash (1979) and Marshall
et al. (1983), where we compute
S = −2 lnL = −2
N∑
i=1
ln
[
dN(zi, σv,i|Ωm, σ8)
dM
dV (Λi|Ωm, σ8)
dz
]
− E(Ωm, σ8) (7)
zi is the observed redshift a cluster, σv,i is the observed velocity dispersion of a cluster, Λi is the
observed richness, N is the total number of observed clusters in the sample, and E is the expected
total number of clusters in the sample, a double integral of the model over the redshift and mass
range of the sample. We note here that for every different value of Ωm, we recomputed the survey
volume using the prescription in §4.3.
To compute E in equation (7) requires that we have a relation between the mass and the
richness. We used the richness-mass relation in equation (2). We will assume that the richness-
mass relation does not evolve with redshift as we do not have data in our sample to test for such
evolution. We note here, however, that this is one of the most likely sources of systematic error in
addition to the large statistical error in the relation (see Figure 5).
To included the errors in our velocity dispersion measurements, we convolved the dVdz
dn
dM term
in equation (7) with a Gaussian of the width of the errors in the velocity dispersion when computing
the likelihood for a cluster given a specific model. The process is outlined in Burke et al. (1997)
and Nichol et al. (1997) and is similar to the process in Borgani et al. (1999a).
Using equation (7), we computed the likelihood for various values of Ωm. We found the best
fit to be Ωm = 0.32 ± 0.08 (68% confidence limits for 1 parameter). The small apparent error on
our estimate can be deceiving as it is a result of the relation σ8 = 0.60Ω
−0.48+0.17Ωm
m . Most of the
clusters in our sample have masses at the value of the mass enclosed in a 8 h−1 Mpc sphere so
our fit to the mass function is most sensitive to σ8, the normalization of the power spectrum in
equation 6. This also means that our results are insensitive to changes in the parameters the change
the shape of of the mass function, such as Γ and Ωm. Therefore, when we force a specific relation
between Ωm and σ8, it appears we constrain Ωm well, however the only parameter we really can
attempt to constrain is σ8. If instead imposing the relation between Ωm and σ8, we allow Ωm and
σ8 to be independent, our 68% confidence limits for Ωm span 0.1 ≤ Ωm ≤ 1.0.
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We plot in Figure 9 the cumulative mass function based on the best fitting value of Ωm to
our data as the dotted line. One important thing to note is that the mass function has a redshift
dependence. We plot the theoretical mass functions for z = 0.4 but our data and the CNOC data
cover a redshift range of 0.2 ≤ z ≤ 0.6. Nonetheless, the dotted line, our best fit, agrees well with
our data and the CNOC cluster masses.
For comparison, the authors of Carlberg et al. (1997a) found a best fitting Ωm = 0.4 and a
best fitting σ8 = 0.75 using the CNOC cluster survey. Bahcall et al. (1997), which used the PDCS
in part, found a best fitting Ωm = 0.2 and σ8 = 0.85. These values are only for comparison, each
of them uses a different value of Γ as well as different relations between σ8 and Ωm. In fact, in
the re-analysis of Carlberg et al. (1997a), Borgani et al. (1999a) finds a range of allowed values of
Ωm depending on the relation between σ8 and Ωm used. However, Borgani et al. (1999a) did find
the best range to be 0.35 ≤ Ωm ≤ 1.0. The important result is that our results are in agreement
with the results of Carlberg et al. (1997a) and Borgani et al. (1999a) when we make similar specific
assumptions for the value of Γ and for the relation between σ8 and Ωm.
When we vary the relations we used, we greatly increase our uncertainty. For example, if we
shift the scale of the richness-mass relation (equation 2) by half a richness class, the best fitting
values range 0.26 ≤ Ωm ≤ 0.34. In the simulations of the PDCS algorithm, it was found that some
PDCS clusters could be shifted as far as a whole Richness Class, which would cause an even larger
shift in the best fitting value of Ωm. Furthermore, the large scatter in the observed richness-mass
relation means we have a number of low mass clusters contaminating our sample.
7. Discussion and Conclusions
In this paper we presented redshift measurements, velocity dispersions and X-ray imaging
data for a subset of the PDCS. We aimed to construct the first dataset of velocity dispersions of a
subsample of the PDCS. This dataset was constructed to be complementary to the CNOC cluster
survey and to be easily compared with lower redshift samples. Our goal was to use this dataset to
determine the space density of clusters of galaxies in the PDCS catalog as a function of richness,
X-ray luminosity, and mass. We could then compare these space densities with low redshift samples
to test the apparent lack of evolution in the PDCS cluster catalog and to compare the distribution
of masses with the expectations of cluster formation theory.
We began this process by collecting X-ray imaging data for a total of thirty-one cluster can-
didates in the PDCS. We followed up the X-ray imaging data with spectroscopy of PDCS cluster
candidate galaxies. We successfully measured redshifts for seventeen PDCS clusters (fifteen of
which we have X-ray imaging data for). The PDCS clusters of galaxies for which we have redshifts
are part of two samples with different selection criteria. One sample, the ARC/KPNO sample,
was selected on the number of V − I ≥ 1, V ≤ 21 galaxies in a 2.′5 circle centered on the PDCS
cluster candidate position. This provided a sample selected independently of many of the derived
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cluster parameters in the PDCS (such as richness, estimated redshift, etc.) Our second sample, the
CFHT sample, was selected using cluster parameters from the catalog, specifically all clusters in
the X-ray imaging data with ΛV ≥ 40 and 0.3 ≤ zestimated ≤ 0.5 where ΛV is the richness estimate
of the PDCS in the V filter. This second sample was constructed to mimic the selection of the ESO
Nearby Abell Cluster Survey in that we selected clusters of Richness Class 1 or greater (Katgert
et al. 1996).
Given these two samples of redshifts, we then derived redshifts for the clusters, and, when
possible, velocity dispersions based on the galaxy redshifts. We fit a Gaussian plus flat background
using a maximum likelihood estimator to measure the velocity dispersions. This approach has the
advantage of using the galaxy velocities directly and is completely automated. However, as we made
an explicit choice on the shape of the velocity distribution, we are biased towards over-estimating
the velocity dispersion of clusters with complicated dynamics. We tested our approach using the
published CNOC velocities and found that for seven out of the eight clusters we measured the
same velocity dispersions and the same size errors, ∼ 10%. The one exception was MS 1512+36,
a dynamically complicated cluster with two secondary peaks in the velocity distribution. Most of
the clusters in our sample had a much smaller number of cluster members than the CNOC sample.
Therefore, our velocity dispersions had much larger errors, up to ∼ 50%.
Using the redshifts, we measured X-ray luminosities or upper limits for thirty-one PDCS cluster
candidates. We chose to measure our X-ray luminosities within an aperture that contains a fixed
fraction of the total flux, using a β model to calculate the size of that aperture. For those sixteen
PDCS cluster candidates for which we did not have spectroscopic redshifts, we used the estimated
redshifts of the PDCS to compute the apertures. Twenty-four of the candidates in our sample were
not X-ray detections. For those, we assigned 3σ upper limits on the flux and luminosity.
When we compare our masses derived from the velocity dispersions to the richnesses in the
PDCS catalog in Figure 5, we find that 13 of our masses are lower than the expected values based
on the richnesses. For example, we have in our sample two Richness Class 3 clusters with velocity
dispersions of only ∼500 km s−1, with implied masses around 1−3×1014 h−1 M⊙. We find that the
relation between masses and richnesses in the PDCS sample differs from the Abell mass-richness
relation from Girardi et al. (1998) at the 99.5% confidence limit. This observed difference comes
from these low mass systems with high richnesses.
In §4.2 and 4.3 we derived the volumes surveyed for our two samples. We find that these
volumes are accurate to around ∼ 20% except for changes in qo. These are much smaller errors
than our errors based on our sample size. We used these volumes to derive the space density of
PDCS clusters as a function of richness, X-ray luminosity and mass. If we examine the richness
function of the clusters in our sample, we find space densities in line with those of the whole of
the PDCS. As we mentioned before, this result is not surprising given how accurate the estimated
redshifts are for the clusters in our sample and that most of the candidates in the PDCS are true
over-densities of galaxies. Based on this result, we find that the PDCS agrees with the space
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densities for lower redshift catalogs of clusters of galaxies like the EDCC2 of Bramel et al. (2000)
and the APM results from Croft et al. (1999). However, this raises the question of why all of these
catalogs find a much higher space density of clusters of galaxies than the Abell catalog at ostensibly
the same richnesses?
To try to answer this question, we first look at a different distribution function, the X-ray
luminosity function. What is interesting is that the X-ray luminosity function of PDCS clusters
of galaxies is quite in line with those based on X-ray selected samples, such as Burke et al. (1997)
and Rosati et al. (1998) as well as those based on other optically selected samples such as Burns
et al. (1996). This means that it is unlikely that the PDCS missed any X-ray emitting clusters of
galaxies. However, considering that most of the clusters of galaxies are not detected in our X-ray
data, those clusters must have quite faint luminosities (≤ 1043 erg s−1, see Figure 8). The clusters
at those luminosities in the optically-selected, low redshift sample of Burns et al. (1996) are quite
poor, being either Richness Class 0 Abell clusters or groups from the catalog of White et al. (1999).
If we examine the mass function, once again we find that the distribution of masses in our
sample matches that of other samples. We chose to compare our mass function with those of other
samples by finding which cosmological parameters are most likely to produce the distribution of
masses in our sample. We find the best fitting Ωm to be quite in line with those from the CNOC
cluster survey if we assume both the σ8 −Ωm relation and the richness-mass relation from Girardi
et al. (1998). By the theoretical mass function that best fits our data, we see that most of our
clusters should have masses on the order of ∼ 1014 h−1 M⊙, which is in agreement with our data,
and is the mass range found for Richness Class 0 and 1 clusters in Figure 5.
Based on our data, we find that the PDCS finds clusters of galaxies have distributions of
mass and X-ray luminosity that match those of other samples. This leaves the richness function as
the discrepant function, but only when compared with the Abell catalog. Other optically selected
catalogs of clusters of galaxies find a much higher space density of objects than the Abell catalog,
such as the APM cluster catalog (Dalton et al. 1997) or the Edinburgh-Durham Cluster Catalog
2 (Bramel et al. 2000). Therefore, it is likely that either the Abell catalog is strongly incomplete
by a factor of three or four, a rather unlikely occurrence, or that there is a mismatch between the
various richness measures used by the automated catalogs and the Abell Richness. These ideas will
be tested with future cluster catalogs that cover a large area of the sky, such as the DPOSS (Gal
et al. 2000) and SDSS cluster catalogs.
The promise of optically selected catalogs has always been that, given the relative ease of
collecting large amounts of imaging data, catalogs with literally thousands of clusters of galaxies
could be constructed. Our investigations of the PDCS shows that modern sophisticated cluster
finding algorithms do an excellent job of finding over-densities of galaxies and correctly estimating
their apparent redshift. From Figure 9, we can see that it will be possible to use optically selected
clusters of galaxies to study cluster formation and evolution. The challenge will lie in improving the
contrast for truly massive systems, to decrease the contamination we see in Figure 5. Machine based
– 25 –
richnesses appear to be only an incremental improvement over counts by eye (Victoria Alonso et al.
1999, for a comparison of richness to mass for the APM and Abell catalogs). A possible solution
could be in using such techniques as a color-based or photometric redshift selection, see for example
Kepner et al. (1999) or Gal et al. (2000). The approaches have the promise of reducing the number
of contaminating field galaxies in cluster candidates. A second solution would be to replace a simple
count of the number of galaxies with new measures of the total galaxy content such as the total
luminosity from Adami et al. (1998), Fritsch & Bhcuhert (1999) or Miller et al. (2000). Catalogs
using the combination of these two techniques should have the observed optical galaxy signal much
more strongly correlated with mass. With such improvements and the new large area surveys such
as the SDSS and DPOSS, optically selected clusters can be used to probe the mass function over 4
or 5 orders of magnitude in density and, thus, be used to explore the formation of the most massive
gravitationally bound objects observed.
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Fig. 1.— Redshift distributions of PDCS clusters in CFHT sample. The histograms contain all
redshifts within 5σv of the mean of the CFHT data. The solid line is the Gaussian plus fit to the
redshift data.
Fig. 2.— Comparison of velocity dispersion estimates for the CNOC clusters. The x-axis are those
estimates from Carlberg et al. (1996) while the y-axis are the estimates based on the maximum like-
lihood technique discussed in this work. We also plot a 45◦ line. The point in strong disagreement
with the 45◦ line is MS1512+36.
Fig. 3.— Redshift distributions of four CNOC clusters with velocity dispersions. The histograms
contain all redshifts within 5σv of the mean. The solid line with a background is the estimate from
above. The solid line originating from the x-axis is the estimate from Carlberg et al. (1996). The
two solid vertical lines represent the range in redshift used by Carlberg et al. (1996) for estimating
the velocity dispersion. The bottom two histograms are of the two clusters that our estimate has
the largest deviation from the CNOC estimate.
Fig. 4.— Measured redshifts compared match-filter estimated redshifts. We plot the PDCS esti-
mated redshifts as a function of spectroscopically measured redshifts for both the CFHT and the
ARC/KPNO sample. We also plot a 45◦ line, not a fit, for comparison.
Fig. 5.— Mass as a function of richness. We use the mass from equation (1) and the PDCS Λ
richness. The V band richness is plotted with open squares in the left panel while the I band
richness is plotted with crosses in the right panel. Also, we plot the mass-richness relation from
Girardi et al. (1998a). That relation is plotted using solid circles. The vertical error bars represent
the scatter around the mean of the sample at that Richness Class. The x-axis error bars represent
the range in PDCS richness for the Richness Class. The Richness Classes in this plot are (from
left to right) 0, 1, 2, and ≥ 3. We plot, as a line, our fit to the Girardi et al. (1998a) richness-mass
relation.
Fig. 6.— Probability of successfully measuring a redshift for the ARC/KPNO sample as a function
of redshift. The three lies are for Richness Class 3 (solid), Richness Class 2 (dashed) and Richness
Class 1 (dotted).
Fig. 7.— Space density as a function of Richness for the PDCS clusters in the original catalog
(open squares), from the ARC/KPNO sample (solid diamonds), and from the CFHT sample (open
circles). The vertical error bars are the 68% confidence limits for a Poisson distribution from
Gehrels (1986). The open triangles represent the results from Table 2 of Bramel et al. (2000). We
also plot with solid circles the space density from the APM cluster catalog. The error bars for the
original catalog are as given in Postman et al. (1996). The horizontal error bars give the range in
Richness covered by the different Richness Classes. We note here that Bramel et al. (2000) use a
different relation between Λ and Abell Richness Class.
Fig. 8.— Cumulative X-ray luminosity function of PDCS clusters in the CFHT sample using both
the detections (solid circles) and upper limits (open circles). Our results from the ARC/KPNO
sample are plotted using squares with solid representing the detections and open representing the
combination of detections and upper limits. We plot the parametric distributions from Burns et al.
(1996) (solid line), Ebeling et al. (1997) (dotted line), Burke et al. (1997) (dot-dashed line) &
Rosati et al. (1998) (+ symbols). The error bars are for a Poisson distribution at each point in the
cumulative distribution of detections. The luminosity errors are 68% confidence limits from Table
5.
Fig. 9.— Cumulative space density of PDCS clusters as a function of mass from the CFHT sample.
The points with error bars represents our cumulative distribution function. The solid curve the
lower right is the cumulative mass distribution for the CNOC cluster survey. The smooth solid
line represents the best fit from Bahcall, Fan, & Cen (1997), the dashed line is from Carlberg
et al. (1997), a fit to the CNOC cluster sample, and the dotted line is the Ωm = 0.32 and σ8 = 0.97
line from the text. All of the theoretical mass functions are calculated for a redshift of 0.4, the
mean of the range of allowed redshifts. The volumes for the CNOC and PDCS mass functions are
computed for qo = 0.16.
Table 1. PDCS Cluster Candidates X-ray Data: Observed Quantities.
PDCS #a α δ zb Aper.c Time Cts Background Fractiond
(J2000) (J2000) (s) Cts
01 00 29 03.0 +05 01 24 0.600 2.′56 4224.0 35 20.7 0.80
02 00 29 28.4 +05 04 03 0.246 4.′17 4897.4 82 76.5 0.80
03 00 28 36.6 +05 07 44 0.600 2.′42 5465.8 31 29.7 0.80
04 00 29 11.1 +05 08 55 0.549 2.′76 4660.1 11 11.2 0.53
05 00 27 38.6 +05 09 46 0.211 4.′28 6328.5 86 84.0 0.79
06 00 29 52.2 +05 12 36 0.400 3.′98 4333.9 75 59.7 0.80
08 00 28 31.4 +05 18 01 0.600 2.′50 3666.4 22 25.9 0.76
29 09 53 12.1 +47 08 58 0.400 3.′18 17183.2 194 196.6 0.80
30 09 54 46.3 +47 10 48 0.259 4.′19 14210.8 290 269.6 0.78
31 09 53 39.5 +47 12 58 1.100 2.′26 17687.0 120 90.6 0.80
32 09 52 29.0 +47 17 49 0.211 4.′33 18326.3 328 300.0 0.77
33* 09 52 13.1 +47 16 48 0.553 2.′57 17446.5 107 77.2 0.69
34 09 55 09.1 +47 29 55 0.333 3.′39 12202.6 211 193.4 0.80
35 09 52 31.2 +47 36 27 0.600 2.′36 17409.9 125 102.0 0.80
36* 09 53 53.7 +47 40 15 0.251 3.′80 14564.7 369 261.6 0.80
37 09 51 41.5 +47 41 30 0.600 2.′43 14651.7 117 90.8 0.80
38 09 51 09.9 +47 43 54 0.332 3.′34 14432.2 154 159.4 0.80
39 09 51 25.2 +47 49 50 0.469 2.′91 11528.6 113 127.0 0.80
40* 09 53 25.6 +47 58 55 0.203 4.′63 10704.2 331 161.3 0.76
41* 09 54 16.9 +47 58 41 0.700 2.′98 9667.9 102 71.6 0.77
42 09 53 54.2 +48 00 04 0.900 2.′82 9401.2 60 51.3 0.72
43 09 52 15.1 +47 57 44 0.200 4.′65 11699.9 279 259.1 0.78
44 09 52 18.6 +48 02 32 1.100 2.′92 9925.8 76 91.2 0.78
45* 09 54 38.8 +47 15 59 0.400 3.′18 15273.1 228 161.4 0.79
Table 1. PDCS Cluster Candidates X-ray Data: Observed Quantities.
PDCS #a α δ zb Aper.c Time Cts Background Fractiond
(J2000) (J2000) (s) Cts
57 13 23 47.3 +30 03 31 0.459 3.′85 15357.7 363 331.2 0.80
59 13 24 48.8 +30 11 36 0.751 2.′51 16828.8 160 152.0 0.80
60 13 23 39.0 +30 12 12 0.200 4.′71 14693.9 408 502.7 0.80
61 13 27 07.4 +30 18 01 0.300 4.′41 13924.4 252 243.3 0.72
62* 13 23 39.0 +30 22 26 0.462 2.′82 15467.2 345 196.2 0.80
63* 13 24 20.6 +30 12 52 0.697 2.′53 16252.9 209 121.2 0.80
64 13 26 22.3 +30 15 20 1.000 2.′79 19129.5 177 151.3 0.80
aThe PDCS identification number, clusters marked with an * are X-ray detections.
bRedshift used to compute the aperture size
cAperture that contains 80% of the total flux for the model specified in the text
dThe fraction of the model total flux expected to fall with in the aperture.
Table 2. PDCS Candidates in CFHT Sample.
PDCS # α δ zestimated
a ΛV
a # of Masksb z rangec
(J2000.0) (J2000.0)
04 00 29 11.1 +05 08 55 0.5 87.1 2 0.43-0.61
16 02 28 26.5 +00 32 20 0.5 87.8 2 0.43-0.61
30 09 54 46.3 +47 10 48 0.3 46.5 2 0.20-0.56
32 09 52 29.0 +47 17 49 0.3 32.2 in 33 0.43-0.61
33 09 52 13.1 +47 16 48 0.5 41.3 2 0.43-0.61
34 09 55 06.1 +47 29 56 0.3 62.0 2 0.20-0.56
38 09 51 09.9 +47 43 55 0.3 47.7 2 0.20-0.56
39 09 51 25.2 +47 49 50 0.6 62.3 in 38 0.20-0.56
45 09 53 48.4 +47 57 57 0.4 36.6 in 30 0.20-0.56
57 13 23 47.9 +30 03 24 0.5 73.7 2 0.43-0.61
61 13 27 02.4 +30 18 14 0.3 33.2 1 0.20-0.56
62 13 23 42.2 +30 22 38 0.4 96.2 2 0.43-0.61
67 16 93 49.4 +41 11 13 0.5 59.9 1 0.43-0.61
a Column four lists the estimated redshift and column five lists the richness which
were used to select clusters for the observation.
bThe number masks used for measuring redshift of cluster members. If a cluster
is noted as “in #”, that cluster was observed using the masks for another PDCS
cluster. The number specifies which cluster that is.
cThe redshift ranges of the blocking filter used, see Adami et al. 2000 for how
these ranges were determined.
Table 3. PDCS cluster redshifts for clusters only in ARC/KPNO sample
PDCS # za # of galaxiesb ΛV zestimated
02 0.2463 3/7 44.4 0.4
05 0.2112 3/3 31.8 0.2
12 0.2634 6/8 75.5 0.3
23 0.1288 6/7 43.6 0.2
36 0.2505 4/6 54.7 0.3
40 0.2028 5/5 28.3 0.2
a“Best” redshift from Holden et al. 1999.
bFraction of total redshifts observed within 1500 km
s−1 of the “best” redshift.
Table 4. Redshifts and Velocity Dispersions of CFHT sample.
PDCS # zbiweight
a σv,biweight,obs
a σv,biweight,rest
a,b zML
c σv,ML,obs
c σv,ML,rest
b,c
(km s−1) (km s−1)
04 0.5486 0.002288 443 0.5486 0.001900 368+169
−97
16 0.3984 0.003149 675 0.3984 0.002820 604+178
−130
30 0.3311 0.001957 441 0.3314 0.000515 280+167
−88
32 0.2106 0.004507 1111 0.2105 0.003824 947+167
−88
33 0.5530 0.004414 852 0.5530 0.003689 712+385
−212
34 · · · · · · · · · 0.3327 0.002322 522+167
−112
38 0.3316 0.001169 263 0.3322 0.000444 101+28
−24
39 0.4691 0.006063 1237 0.4692 0.005149 1051+314
−252
57 0.4586 0.004274 878 0.4588 0.003730 767+628
−271
62 0.4619 0.005858 1201 0.4621 0.005162 1059+434
−300
67 0.4675 0.000896 183 0.4675 0.000760 155+68
−31
a The values noted by biweight are derived from the first pass through the data.
b For both the maximum likelihood fits and the biweight estimators, we give the rest-
frame velocity dispersion in km s−1.
c The values noted by ML are from the maximum likelihood fits of a Gaussian plus
flat background galaxy distribution.
Table 5. PDCS Cluster Candidate X-ray Data: Physical Quantities
PDCS #a Fluxb Luminosityb
(10−14 erg s−1 cm−2) (1043 erg s−1)
01 5.4 2.4
02 9.7 0.7
03 5.4 2.5
04 6.0 2.3
05 7.7 0.4
06 9.3 1.8
08 6.0 2.7
29 4.1 0.8
30 5.5 0.4
31 2.6 4.4
32 4.8 0.2
33* 3.1+1.1
−1.0 1.2
+0.4
−0.4
34 5.3 0.7
35 2.9 1.3
36* 12.5+2.3
−2.2 0.9
+0.2
−0.2
37 3.1 1.4
38 4.3 0.6
39 4.4 1.2
40* 24.1+2.7
−2.5 1.1
+0.1
−0.1
41* 4.3+1.5
−1.3 2.7
+0.9
−0.8
42 3.7 4.0
43 7.0 0.3
44 5.0 8.3
45* 6.2+1.5
−1.4 1.2
+0.3
−0.3
Table 5. PDCS Cluster Candidate X-ray Data: Physical Quantities
PDCS #a Fluxb Luminosityb
(10−14 erg s−1 cm−2) (1043 erg s−1)
57 5.7 1.5
59 3.3 2.4
60 6.4 0.3
61 5.1 0.5
62* 21.5+2.8
−2.6 5.6
+0.7
−0.7
63* 8.7+1.5
−1.4 5.4
+0.9
−0.9
64 3.2 4.4
aClusters marked with a * are considered detections.
bErrors are given only for detections, values without
errors are 3 σ upper limits.
Table 6. Fractional Change of Survey Volume from Model Variations.
Parameter Changed Percent Change in Volume
qo increased to 0.5 -22%
3× rc -11%
1
3 × rc +11%
∆ M⋆ = +0.1 -9%
∆ M⋆ = -0.1 +0.2%
Sbc K corrections +40%
Poggianti K corrections -10%
Table 7. Richness Function for ARC/KPNO and CFHT Samples.
Samplea Richness Class 1b Richness Class 2b Richness Class 3b
40 ≤ Λ ≤ 60 60 ≤ Λ ≤ 80 80 ≤ Λ ≤ 120
10−6 h3 Mpc−3 10−6 h3 Mpc−3 10−6 h3 Mpc−3
ARC/KPNO – V 25.5+20.2
−12.2 (4) 10.7
+14.1
−6.9 (2) 4.9
+11.3
−4.2 (1)
ARC/KPNO – I 12.7+16.8
−8.2 (2) 10.7
+14.1
−6.9 (2) 4.9
+11.3
−4.2 (1)
CFHT – V 18.3+14.5
−8.8 (4) 6.3
+8.3
−4.1 (2) 3.2
+7.4
−2.8 (1)
CFHT – I 9.1+7.2
−5.9 (2) 6.3
+8.3
−4.1 (2) 3.2
+7.4
−2.8 (1)
aThe four samples in this table are defined by the two different selection
processes from Sec. 4.2 and 4.3, and by using the V and I band richnesses to
determine the Richness Classes.
bThe value in parentheses is the number of clusters from the sample in that
Richness Class, as defined by Λ. The volumes are listed in Sec. 4.2 and 4.3. We
list the 68% confidence limits based on a Poisson distribution using the values
from Gehrels 1986.
