In the last two decades an intense debate on the influence of financing constraints on the investment decisions of firms has emerged. One point of view (e.g. Fazzari, Hubbard and Petersen, 1988) argues that investment spending of a firm is affected by its level of internal funds. Another point of view (e.g. Kaplan and Zingales, 1997) argues that the investment-cash flow sensitivity cannot be used as a measure of financing constraints.
INTRODUCTION
In the last two decades an intense debate emerged on whether investment decisions of firms are affected by financing constraints. Fazzari, Hubbard and Petersen (1988) argue that, at least for certain types of firms (e.g. small, young and lowdividend payout), investment spending is affected by the level of internal funds. Although some kind of firms can easily obtain external funds to smoothen their investment expenses when internal funds fluctuate, the time and the amount of capital outlays of other firms, with limited or with no access to external funds, will likely be conditioned by fluctuations in internal funds. This situation of under-investment of firms is due to information problems in financial markets 1 . The findings of Fazzari, Hubbard and Petersen (1988) , have been corroborated by a large body of empirical evidence 2 . Kaplan and Zingales (1997) , on the other hand, argue that the investment-cash flow sensitivity cannot be used as a measure of financing constraints. In fact, Kaplan and Zingales (1997) found that investment by financially healthy firms was more sensitive to fluctuations in cash flows. A similar finding was attained by Cleary (1999) and Kadapakkam, Kumar and Riddick (1998) .
In this context, the present paper aims at contributing to the empirical literature on the investment-cash flow relationship by presenting a new test for measuring the impact of financial variables on the investment spending of firms. This new test, based on data from a sample of Portuguese manufacturing firms, emphasizes the crucial role that the classification criteria used plays on the empirical results obtained. Two main empirical predictions were tested. Firstly, if firms are classified according to the degree of asymmetric information problems that they face in financial markets, a higher sensitivity of investment to cash flow would be expected for firms that face these problems at a higher level. Secondly, if firms are classified according to their financial status, investment by firms in a better financial position would be expected to be more sensitive to cash flow variations.
The remainder of the paper is organised as follows. Section 2 presents a brief overview of the literature on the investment-cash flow relationship. Section 3 provides a brief description of the data set and the classification criteria used. Section 4 describes the specification adopted for the econometric investment equation. Section 5 presents the estimation results obtained. Finally, section 6 presents the main conclusions of the tests undertaken.
LITERATURE REVIEW
Given the controversy generated by the opposite findings of Fazzari, Hubbard and Petersen (1988) and Kaplan and Zingales (1997) , a number of authors have proposed several explanations in an attempt to reconcile those findings.
One line of research, followed by Allayannis and Mozumdar (2004) , explained these two apparently opposite results, by emphasising the impact that the negative cash flows have on regression results. These authors highlighted the impact that a bad financial situation of a firm has on investment. In fact, in these cases, investment expenses could not react to changes in cash flows and a severe lack of funds can lead to situations of financial distress, where a firm can only make the absolute essential investments. Therefore, it is impossible to have more cuts in investment in response to a decline in cash flows, hence the sensitivity investment-cash flow is very low (or inexistent). Allayannis and Mozumdar (2004) argued that the more constrained firms have more restricted access to external financing, thereby reaching more rapidly this "minimal investment stage". As a result, an unconstrained firm is likely to have a higher investment-cash flow sensitivity than a constrained one, when internal funds are particularly low. To identify firms in financial distress, Allayannis and Mozumdar (2004) suggested that negative cash flows could be a good proxy. If, in the group of firms classified as more financially constrained, a large fraction of firms with negative cash flows is included, then the existence of low investment-cash flow sensitivity can be explained. Another line of research followed by several authors consisted in investigating whether there is a U-shaped relationship between investment and internal funds. Cleary, Povel and Raith (2007) developed a static model that attempts to explain the relationship between the level of investment spending of a firm and its level of internal funds. Their model is based on following three main assumptions: a) external funds are more costly than internal funds; b) the cost of raising funds is endogenously determined; and c) a firm can choose between larger and smaller investments. The main finding of Cleary, Povel and Raith (2007: 1) is that "a firm's investment is a U-shaped function of its internal funds". This result is due to the fact that there are two opposing effects that occur simultaneously: a cost effect and a revenue effect. The cost effect means that investment tends to decrease when internal funds decline, due to the increase in the cost of external funds. The revenue effect derives from the fact that when a firm makes an investment, this is likely to increase its revenues in the future, thus allowing to pay their debts. Therefore, if the former effect dominates, an increase in internal funds leads to an increase in investment spending. On the other hand, if the latter effect dominates, an increase in internal funds leads to a decrease in investment spending. Kasahara (2008) developed a dynamic model of investment where he demonstrated that the possibility of a severely constrained firm to invest more than a less constrained one. The model is based in two important assumptions: (a) the project value and the degree of financing constraints can vary over time; and (b) there is an irreversibility of investment decisions. In his analysis, Kasahara (2008) identifies two effects: the cost effect (meaning that external funds become more costly when there is a decline in internal funds, due to an increase in financial risk) and the "risk-preemptive" effect (meaning that firms can have an incentive to increase their investment expenses to avoid further financial risk in a future period, regardless of an increase in the cost of funds in the present). The conclusion that a more constrained firm invest more that an unconstrained one is reached when the "risk-preemptive effect" overweights the cost effect. Lyandres (2007) highlighted the importance of the "model set-up" in understanding the investment-financing constraints relationship. In fact, Lyandres (2007) argues that, in the context of a static model (where it is assume that the investment decision is a "now or never" decision), it is plausible to reach the conclusion that there is a monotonic relation between investment decisions and the degree of financing constraints. However, when considering a dynamic model (where it is assumed that the investment decision is of the type "now or maybe later"), that relationship can be non-monotonic. In the dynamic setting proposed by Lyandres (2007) , two opposite effects counterbalance each other: the "static effect" and the "dynamic effect". An increase in the cost of external financing leads, through the "static effect", to a decline in the attractiveness of the current investment. But it is also reflected in a decline in the attractiveness of the future investment, through the "dynamic effect". Lyandres (2007) argues that the "static effect" dominates the "dynamic effect" for firms relatively more constrained that face higher costs of external funds. However, the "dynamic effect" dominates the "static effect" for firms relatively not so constrained. This results in a "U-shaped" relationship between the cost of external financing and the sensitivity of investment to internal funds. Boyle and Guthrie (2003) presented a dynamic model in which the optimal timing for an investment decision assumes a critical role. In the development of their model, these authors identified two opposite effects that offset each other: a cost effect and a "wait-risk" effect. The former means that more funds lead to a decrease in the cost of investment and to an increase in investment. The latter means that more funds decrease the risk of waiting to invest, therefore increasing the opportunity cost of current investment, which leads to a decrease in investment. Therefore, according to Boyle and Guthrie (2003) , two situations can happen: (a) a situation of underinvestment (resulting from the cost effect); and (b) a situation of accelerated investment (resulting from the "risk of wait" effect). If this second effect prevails in certain types of firms (which is more likely in the case of high liquid firms), it would be expected a larger sensitivity of investment to cash flows for this kind of firms.
However, Almeida and Campello (2006) proposed yet another type of explanation for the controversy in the results obtained for the investment-cash flow relationship. In fact, these authors developed a theoretical argument which allows them to identify whether financing imperfections affect the investment behaviour of firms. A key element in this approach is the degree of "asset tangibility" of the assets that a firm owns. That is, the larger the fraction of the firms' assets that can be given as collateral, the more borrowed funds a firm can use to finance their investment plans. Therefore, Almeida and Campello (2006) were able to demonstrate that, in the case of constrained firms, the investment-cash flow relationship is monotonic, since there is a low degree of "asset tangibility". On the other hand, if there is a high degree of "asset tangibility" (which means that firms tend to be financially unconstrained), the link between investment and cash flow weakens, hence the assumption of monotonicity is not verified.
Finally, Caggese (2007) suggested a new test for the financing constraints hypothesis. The proposed test is derived from a structural model of a risk-taking firm that produces output from two complementary inputs: variable and fixed capital. Caggese (2007) demonstrates that, in the presence of financing imperfections, the correlation between the financial status of a firm and the investment in variable capital is a good indicator of the presence of financing constraints. Caggese (2007) argues that this new test has the important advantage of reducing the misspecification and omitted variables problems in the investment equation, since variable capital investment is less affected by adjustment costs than fixed investment. Therefore, it is easier to distinguishing between the financial factor effects from the productivity shock effects on investment decisions of firms.
DATA

Sample and variables used
The data used in the empirical study was provided by the Bank of Portugal Central Balance-Sheet Department. This department gathers economic and financial information for a sample of non-financial corporations. As a common standard in the majority of studies concerning the investment-cash flow relationship, the data used relates to firms belonging to the manufacturing sector. The study covers a period between 1990 and 2000.
Given that a balanced panel data was used, firms had to fulfil several criteria to be included in the sample. Firstly, only private firms, belonging to the manufacturing sector, with at least 25 employees, were considered. Secondly, only firms that presented values for all variables and for every year of the period considered were selected. Finally, firms with outlier values were eliminated. As a result, the total sample comprised 714 firms.
As far as the variables used in the empirical study are concerned, they were computed from the accounting information of firms and comprised the following:
 Investment (I): corresponds to acquisitions of structures and equipments;  Stock of capital (K): represented by fixed assets;  Sales (S): are total turnover of the firm;  Cash flow (CF) given by the sum of profits and depreciation.  Debt (D) corresponds to the total interest-bearing liabilities of the firm.
Criteria for splitting firms
This subsection presents the criteria used to identify firms according to (1) the degree of asymmetric information problems in financial markets and (2) to its financial status.
Proxies for asymmetric information
To classify firms according to the degree of asymmetric information problems they face in financial markets, two criteria were used: size and age.
The first criterion used to classify firms was size (large firms and small firms). The decision to split the sample according to size is justified as follows. Firstly, larger firms have an easier access to capital markets, due to the possibility of using the firm's assets as collateral. Secondly, it is likely that transaction costs for new share or bond issues decrease according to size. Thirdly, larger companies can use more different sources of funding than small companies, which allow large companies to reduce the risk of financing. Finally, it is likely that small firms suffer more from the idiosyncratic risk.
According to this criterion, it is assumed that larger firms face fewer asymmetric information problems in financial markets, thus are less subject to financial restrictions. To identify the large and the small firms the sales' variable was used. A firm was included in the group of large firms if it has a sales value greater than € 4,570,000 3 . Otherwise it was included in the group of small firms. Each group is constituted by 174 and 540 firms, respectively. Table 1 shows descriptive statistics for both types of firms -large and small. The main conclusions are the following. Firstly, the mean value of fixed assets and the mean value of investment in fixed assets are seven and six times greater for large firms than for small firms, respectively. This fact clearly shows how different the firms included in each group are. Secondly, the mean rate of investment in fixed assets is greater for small firms than for large firms (35% vs. 27%, respectively). Thirdly, during the period under study, the cash flow rates were similar for both types of firms. Finally, large firms rely more on debt than small firms. This fact may suggest that large firms have an easier access to financial markets than small firms, which is an indication that financing constraints might exist in financial markets.
The second criterion used to identify firms according to asymmetric information problems was a firm's age (mature firms and young firms).
It's assumed that mature firms are less likely to face information problems in capital markets. Two main reasons justify this rationale. Firstly, creditors have, in general, more information about mature firms, since they have been visible for a longer period of time in the market. Secondly, mature firms can establish continued relationships with creditors and suppliers based on mutual confidence, which helps alleviate information problems.
The cut-off value chosen for this criterion was the age of 10 years to avoid the group of young firms to be comprised of a small number, which could affect the quality of regression estimates. Therefore, the group of mature firms includes 548 firms, and the group of young firms is comprised of 166 firms. Table 2 shows descriptive statistics for both types of firms -mature and young. As can be observed from the table, mature firms present mean values for fixed assets and for investment in fixed assets that are twice as large as that for young firms. This is an indication that mature firms tend to be larger than young firms. However, this effect tends to be counterbalanced as young firms show a mean rate of investment in fixed assets higher than mature firms (37% vs. 32%). Notice, also, that mature firms rely more on debt than young firms. This can be explained by the fact that mature firms are less subject to information problems in financial markets.
Proxies for the financial status of a firm
To classify firms according to its financial status two criteria were used: interest coverage ratio and the probability of bankruptcy.
The decision to split the sample according to the interest coverage ratio 4 is justified by the fact that the interest coverage ratio can be thought of as a proxy for the premium that firms have to pay for external finance (Guariglia, 1999) . Alternatively, the coverage ratio can be seen as an indicator of the level of internal funds that a firm possesses and which it can use to finance its investment projects. Therefore, it is assumed that financial variables have a greater impact on investment expenses of high interest coverage firms than on low interest coverage firms.
In the empirical study a cut-off value of five was used to split firms. On the one hand, five corresponds to the mean value shown in the Sector Tables produced by the Central Balance-sheet data Office of the Bank of Portugal for the period under analysis. On the other hand, this value is of the same magnitude as the one used by Guariglia (1999: 46) for UK, which indicates that "a threshold of five represents the level at which bankers might begin to feel concern about the ability of a company in the manufacturing sector to service and/or pay back its debts". Therefore, the group of firms with high coverage ratio is comprised of 312 firms and the group of low coverage firms includes 402. Table 3 shows descriptive statistics for both types of firms -high and low coverage firms, respectively. The main features are the following. Firstly, both types of firms tend to be of a similar size, since they have an almost identical mean value for the stock of fixed assets and investment in fixed assets. Secondly, high coverage firms have a cash flow rate double than that for low coverage firms. Finally, this type of firms relies heavily on debt to finance its operations.
The probability of bankruptcy was the last criterion used to classify firms. The motivation underlying the use of this criterion is based on Kaplan and Zingales (1997: 208) : "It is plausible that financially distressed firms will exhibit low investment-cash flow sensitivities. For example, an insolvent firm might be forced by its creditors to use additional cash flow to repay debt rather than for capital expenditures. This necessarily will reduce the sensitivity of investment to cash flow". To measure the probability of bankruptcy, the Altman (1968) Z-Score was used. Hence, it is expected that internal funds (e.g. cash flows) have a major impact on capital expenditures of low probability of bankruptcy firms than for their counterparts. Each group of firms has exactly the same number 5 -357. Table 4 shows descriptive statistics for both types of firms -low probability and high probability firms. In comparison with high probability bankruptcy firms, low probability firms tend: (a) to be of smaller size; (b) to have a higher turnover of fixed assets; (c) to generate more cash flows as a proportion of fixed assets; and (d) to rely less on debt. Clearly, these features indicate that low probability of bankruptcy firms are in a better financial position than high probability of bankruptcy firms.
ECONOMETRIC INVESTMENT EQUATION
To test the two empirical predictions set forth in the introduction, two alternative specifications for the econometric investment equation were adopted: (a) an error-correction model and (b) an Euler-equation model.
Error-correction model
The error-correction model adopted in this paper follows the one proposed by Bond et al. (2003) . According to these authors «the basic idea is to nest a long-run specification for the firm's demand for capital within a regression model that allows a flexible specification for shot-run investment dynamics to be estimated from the data». Therefore, the investment equation would be as follows:
where I represents the firm's investment in fixed assets; K is the firm's stock of capital; s corresponds to the natural logarithm of sales; k is the natural logarithm of the stock of capital; ( i ) corresponds to the firm effect, ( t ) to the time effect and ( it ) is the error term. The subscripts i and t correspond to firm and time, respectively.
In order to analyse the impact of internal funds on investment decisions of firms, Bond et al. (2003) suggested to add current and lagged cash flow (CF) to Equation 1. In this paper, the lagged debt (D) variable was also included. Hence, the investment equation becomes:
As far as the expected relationship between the dependent variable and the explanatory variables is concerned, it can be said that a positive relationship between the following variables would be expected: (i) investment (I) and sales growth (s), given the accelerator principle.
(ii) investment (I) and cash flow (CF). However, it is expected a differentiated impact (in terms of magnitude) of cash flow on investment expenses of firms, depending on the classification criteria adopted, as explained in the empirical predictions that are under testing.
On the other hand, a negative relationship would be expected: (i) between firms' investment (I) and the error-correction term (k it-2 -s it-2 ). In fact, when the capital stock is above its desired level, it is expected a lower investment in the future.
(ii) between firms' investment (I) and its debt level (D). This can be explained by the fact that the greater the debt the greater the proportion of operating earnings devoted to service debt, and less funds are left for investment.
Euler-equation approach
Another specification adopted for the econometric investment equation was based on the Euler approach. This approach derives from a structural model, in which it is possible to obtain, from the first-order conditions for a dynamic optimisation problem and assuming quadratic adjustment costs, the Euler equation for investment.
According to Gilchrist and Himmelberg (1995) , the objective is to test whether an Euler equation derived under the assumption of perfect capital markets is rejected by the data. If, in fact, these markets are not perfect, the model would be misspecified for the group of firms more financially constrained. Moreover, the Euler equation approach takes into account explicitly the recurrent nature of a firm's decisions and reduces the information conditions to those necessary to determine the optimal course of investment, using the information available in each period (Palenzuela and Iturriaga, 1998) . On other words, it is emphasized that the investment rate of period t is positively related with the investment rate expected for the period t+1 (Bond and Meghir, 1994) . Additionally, this approach has the advantage that the structure of the Euler equation model allows to control for the influence of financial variables on expectations of future profitability (Bond et al., 2003) .
The empirical specification adopted for the econometric investment equation is based on Bond and Meghir (1994) :
where I represents the firm's investment in fixed assets; CF is cash flow; S corresponds to sales; and D is debt of the firm. All variables are divided by the stock of capital (K) to address the problem of heteroscedasticity. ( i ) corresponds to the firm effect, ( t ) to the time effect and ( it ) is the error term. The subscripts i and t correspond to firm and time, respectively.
According to Bond and Meghir (1994) , under the null hypothesis of no financial constraints, it would be expected the following signs for the parameters estimates:  1 > 1;  2 <0 but > 1 in absolute value;  3 < 0;  4 > 0; and  5 > 0. Under the alternative hypothesis, investment spending is positively related to cash flows through the effect of financing constraints, suggesting that the Euler equation is misspecified (Bond et al, 2003) .
EMPIRICAL RESULTS
In this section, the empirical results obtained for the investment-cash flow relationship are shown, for both specifications adopted for the econometric investment equation. When analysing regression results the main focus of attention is the estimated coefficient of the cash flow variable, which reflects the impact of internal funds on the capital expenditures of firms.
Given the possible endogeneity of the regressors that may occur as a result of the dynamic nature of the econometric specification, the Generalized Method of Moments (GMM) estimation procedure was adopted, as proposed by Arellano and Bond (1991) . All equations were estimated in first differences to eliminate the firm-specific timeinvariant effects. Lags of the dependent and explanatory variables were used as instruments. Table 5 shows the regression results obtained when firms were classified according to the degree of asymmetric information problems they face (i.e. by size and age).
Error-correction model
Firms classified according to the degree of asymmetric information problems
As seen in the table, internal funds have a major impact on investment expenses of firms that face more severe information problems in financial markets. In fact, for both small and young firms, the estimated coefficient on the cash flow variable is almost the double than that for large and mature firms. This finding gives support to the hypothesis of the existence of financing constraints on financial markets (at least for certain types of firms). it /K it-1 . The GMM first-differences estimation procedure was adopted. The instrument set used includes all right-side variables dated t-2. In the estimation time dummies were included. Standard errors are in parenthesis. *, **, and *** indicate significance at 1%, 5% and 10% level, respectively.
A surprising result is the negative sign in the variable sales growth (of the current period), which contradicts what one would be expecting, given de accelerator principle.
Finally, as expected, the coefficient on the error-correction term is negative (except for large firms where it is positive but has no statistical significance). Table 6 shows the regression results obtained when firms were classified according to its financial status (i.e. by the probability of bankruptcy and interest coverage ratio).
Firms classified according to the financial status
From the table, it is clear that internal funds have a higher influence on investment expenses of firms in a poor financial situation, contrary to what was expected. In fact, for this type of firms (high bankruptcy probability firms and low interest coverage ratio firms) the estimated coefficient on the cash flow variable is the double than that for healthier firms. Hence, this result does not corroborate the argument of Kaplan and Zingales (1997) , suggesting that investment expenses of financially distressed firms could be insensitive to cash flow variations. it /K it-1 . The GMM first-differences estimation procedure was adopted. The instrument set used includes all right-side variables dated t-2. In the estimation time dummies were included. Standard errors are in parenthesis. *, **, and *** indicate significance at 1%, 5%, and 10% level, respectively.
However, it should, also, be noted that the coefficient of lagged cash flow is negatively signed for firms in poor financial situation, making the overall impact of cash flow variable on investment decisions of firms less markedly different between both types of firms.
An interesting finding is that the coefficients on the sales growth variables (of the current period) are correctly signed but are not statistically different from zero for healthier firms, whereas the opposite situation occurs for firms in bad financial position.
Euler-equation approach
Firms classified according to the degree of asymmetric information problems Table 7 shows the regression results obtained when firms were classified according to the degree of asymmetric information problems they face (i.e. by size and age). it . The GMM first-differences estimation procedure was adopted. The instrument set used includes all right-side variables dated t-2. In the estimation time dummies were included. Standard errors are in parenthesis. *, and ** indicate significance at 1%, and 5% level, respectively.
In absence of financing constraints the parameter of the cash flow variable should be negative and the parameter of the debt variable should be positive. However, this does not happen for firms a priori identified as more financially constrained (small and young firms). Therefore, the results in the table seem to indicate that firms facing higher information problems in financial markets are more dependent on internal funds than their counterparts. In fact, the value of the estimated parameter of the cash flow variable is higher and only has statistical significance for that type of firms. Table 8 shows the regression results obtained when firms were classified according to its financial status (i.e. by the probability of bankruptcy and interest coverage ratio). it . The GMM first-differences estimation procedure was adopted. The instrument set used includes all right-side variables dated t-2. In the estimation time dummies were included. Standard errors are in parenthesis. *, and *** indicate significance at 1%, and 10% level, respectively.
Firms classified according to the financial status
Once again, cash flow has a major impact on investment of firms in poor financial situation, as it has been observed in Table 6 , which contradicts the prediction of Kaplan and Zingales (1997) . For firms in better financial position, the estimated coefficient of the cash flow variable is not statistically different from zero.
CONCLUSIONS
Beginning with the paper of Fazzari, Hubbard and Petersen (1988) , an extensive empirical literature has documented the influence of financial variables on investment decisions of firms, particularly for those facing higher information problems on financial markets, such as small and young firms. However, this empirical finding was questioned by Kaplan and Zingales (1997) , who showed that the level of internal funds has a greater impact on investment expenses of financially healthier firms.
In this paper, we tried to shed some light in the investment-internal funds controversy by emphasising whether the classification criteria adopted to split firms into sub-samples has a major influence in the empirical results that have been obtained in different studies, which would allow to reconcile these results. In this sense, two main empirical predictions were tested. Firstly, if firms are classified according to the degree of asymmetric information problems that they face in financial markets, a higher sensitivity of investment to cash flow would be expected for firms that face these problems at a higher level. Secondly, if firms are classified according to their financial status, investment by firms in a better financial position would be expected to be more sensitive to cash flow variations.
However, the empirical findings obtained in this paper, using two different specifications for the econometric investment equation and a sample of Portuguese manufacturing firms, did not allow to confirm these empirical predictions. In fact, from the regression results obtained, it was possible to see that the cash flow variable has a major impact for both firms facing higher asymmetric information problems in financial markets and firms in poor financial status. Thus, one can be led to think that these results would favour the predictions of Fazzari, Hubbard and Petersen (1988) instead of the one's proposed by Kaplan and Zingales (1997) . Yet, more research is needed to gain a consistent and unambiguous perception of the true relationship between a firm's investment expenses and its financial position.
