In digital image correlation (DIC), the unknown displacement field is typically identified by minimizing the linearized form of the brightness conservation equation, while the minimization scheme also involves a linearization, yielding a two-step linearization with four implicit assumptions. These assumptions become apparent by minimizing the non-linear brightness conservation equation in a consistent mathematical setting, yielding a one-step linearization allowing a thorough study of the DIC tangent operator. Through this analysis, eight different image gradient operators are defined, and the impact of these alternative image gradients on the accuracy, efficiency, and initial guess robustness is discussed on the basis of a number of academic examples and representative test cases. The main conclusion is that for most cases, the image gradient most common in literature is recommended, except for cases with: (1) large rotations; (2) initial guess instabilities; and (3) costly iterations due to other reasons (e.g., integrated DIC), where a large deformation corrected mixed gradient is recommended instead.
INTRODUCTION
Full-field displacement measurements are more and more used in experimental mechanics. Affordable digital cameras allow for the acquisition of images during testing, and enable, through smart postprocessing the recovery of displacement and strain maps. Such maps are of great interest in experimental mechanics, because they allow to characterize models, as well as validate finite element (FE) simulations [1] [2] [3] . For this purpose, digital image correlation (DIC) is one of the most used image processing techniques. The origins of most DIC methods can be traced back to the Lucas-Kanade algorithm [4, 5] but were first successfully applied to experimental mechanics applications by Sutton et al. [6] [7] [8] . In DIC, a visible surface pattern imaged with a camera during sample deformation, where an image captured at the reference state, is compared with an image captured at the deformed state. Originally, the displacement field was obtained by maximizing the cross-correlation product of the two images, which can efficiently be carried out in the Fourier space [6] [7] [8] [9] [10] . However, to allow non-constant deformations (warps) within the considered zones of interest (ZOI), the cross-correlation product is often interchanged with an iterative optimization routine such as a Gauss-Newton (or Levenberg-Marquardt) algorithm [11] [12] [13] [14] [15] . The common approach found in literature is to first linearize the Lucas-Kanade algorithm (also known as the brightness conservation or optical flow equation) and second apply the iterative optimization algorithm, which results in a two-step linearization. The second linearization is in the iterative algorithm, which requires the linearization of the cost function with respect to the degrees of freedom (DOF). Effectively, such a DIC algorithm is a modified Newton method, because the applied tangent operator is not consistent with the one obtained from applying Newton's method directly to the non-linear brightness conservation. The main difference between the modified and the consistent tangent operators is expressed in the definition of the image gradient, which can be defined in several ways depending on the chosen linearization path.
The goal of this article is to show the origin of the various image gradients by a careful linearization of the brightness conservation and to evaluate the influence of these image gradients on the performance of DIC methods. To achieve this, the linearized system of equations is derived departing from the original non-linear brightness conservation, by directly linearizing with respect to the DOF, resulting in a consistent Gauss-Newton DIC minimization scheme. The obtained general system of equations will be reduced thereafter, to recover the form commonly used in DIC literature, thereby unraveling the underlying assumptions.
In a typical DIC application, three different coordinate spaces can be identified, namely: (1) the coordinates of the material points in the undeformed or reference state; (2) the coordinates of the material points in the deformed state; and (3) the coordinates given by the camera frame (the pixel coordinates). In some cases, some of these coordinate frames are identical, and for the case of small displacements, it is possible to use one coordinate space to approximate all three. In the history of DIC, the small displacement approximation was usually applicable, and a proper inversion of the deformation mapping function was not required. However, not rigorously defining these coordinate spaces has led to some confusion: (1) in papers where it is not clear which coordinates are used for which equation; (2) in papers where the coordinates are erroneously interchanged without proper transformation; and (3) in almost all cases where the impact assuming small displacements is not discussed. The interested reader is referred to the work of Tong where this is discussed thoroughly [16] . If a coordinate transformation affects the unknown displacement field, which is almost always the case in DIC, then it will impact the gradients applied to fields expressed in these coordinates, for example, the image gradient. Many mathematical styles encountered in DIC and image registration literature do not explicitly write the coordinate space and thus hide the critical discussion point, which is the topic of this article. To guide the discussion, the next section recalls the derivation of a DIC algorithm and deliberately uses a verbose mathematical style, which is chosen to emphasize the coordinate frame underlying the different fields. After deriving the DIC algorithm and defining the different image gradients, these image gradients will be applied to two academic examples and a relevant example taken from the literature to test the performance of the various image gradients in terms of accuracy, efficiency, and initial guess robustness.
DIGITAL IMAGE CORRELATION ALGORITHM DERIVATION
The derivation of most DIC algorithms departs from the assumed conservation of brightness (or optical flow), which states that the changes in the observed pattern, between images f and g, are due to the movement of material points (i.e., displacement U ), while the brightness of the material points is considered constant f .x/ g ıˆ.x/;
(1)
where f and g are scalar fields of the imaged light intensity recorded by the camera sensor andˆ.x/ is a vector function that maps the reference coordinate x to the deformed coordinate. Throughout this article, the coordinate x refers to the (Lagrangian) reference coordinates, while the deformed coordinates are always expressed using the mapping function. In DIC, any set of material points in the reference state can be selected, but typically, the points are chosen that coincide with the pixel locations in the first image. It is important to note that the pixel locations are fixed in space and thus represent a Eulerian coordinate space, which only coincides with the reference coordinate space in 
where grad OEg ıˆ is the gradient of the image g after it has been deformed usingˆand grad.g/ î is the gradient of the image g evaluated at the deformed coordinates. Note that notation are summarized in Table I .
Identifying the displacement field that will satisfy Equation (1) is an ill-posed problem, which deteriorates through the always present additional noise field. Therefore, DIC methods approximate the true displacement field with a field represented by a finite number of unknowns as follows:
andˆ.x/ .x; a/;
where a is a column of DOF, that is, a D OEa 1 ; a 2 ; : : : ; a n T . Applying more pixels per DOF allows for attenuation of acquisition noise (e.g., [17] ), provided that the discretized displacement field can adequately describe the true displacement field. Accordingly, Equation (1) becomes dependent on the DOF f .x/ g ı .x; a/:
Two-step linearization
First, the two-step linearization, which is common in DIC literature, is revisited in order to carefully detail the steps involved, enabling a detailed comparison with the consistent system of equations derived later. First, Equation (6) is written in a linearized form as follows [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] :
Because of the high non-linearity of the pattern, this linearization is only valid for a limited range (i.e., the gray value spatial fluctuation is strongly non-linear). This is commonly managed by iteratively updating the deformed image, bringing it closer to the reference image. The iteratively updated back-deformed image Q g, for the iteration k, is then defined as a function of the unknown DOF a k ,
which is the image g in terms of the reference coordinates x, with pixel values interpolated at the estimated deformed coordinates . This back-deformed image is not a real image, it is merely a collection of gray values at the current estimation of the deformed coordinates, but for ease of implementation, it is usually stored as an image. Using this back-deformed image, the linearized brightness conservation is written as follows:
where the displacement field is now an incremental displacement ıu.x; a/, consistent with the iterative approach, solving for the DOF a. When close to the solution, grad. Q g k / resembles grad.f /, which is usually preferred because of its cheaper computational cost [12, 18, 19] .
Pioneering DIC implementations used the cross-correlation product to determine the rigid body translations of small ZOI [6] [7] [8] [9] [10] . These implementations are rather cost effectively solved in the frequency domain but require that the pixels in the ZOIs move uniformly. To accommodate nonconstant deformation fields (i.e., strain) within a ZOI [11] [12] [13] [14] [15] or even within the entire region of interest (ROI, denoted ) [17] [18] [19] [20] [21] , it has become common practice to solve for a by minimizing a cost function iteratively. The benefit is that the displacement field discretization can be chosen tailored to the kinematics of the experiment, at the cost that the satisfaction of Equation (7) now is a coupled problem. For both the ZOI and the ROI implementations, the goal is to find the optimal approximate solution of Equation (7), namely u opt . Accordingly, a minimization problem is formulated as follows:
where the cost function ‰ is defined as the L 2 . / norm of the residual of the linearized brightness conservation (Equation (7)),
Minimization of ‰ implies
The resulting non-linear system is linearized and solved using a Gauss-Newton algorithm. At each iterative step, the DOF a kC1 are decomposed in an initial guess a k and an iterative update ıa as follows:
Equation (15) 
where ' i is the linearization of , that is,
The fields ' i are usually referred to as the basis functions. The basis functions are not required to be linearly independent, but if chosen as such, then the approximated displacement field can be written in the familiar form found in literature, for example, [17] [18] [19] [20] [21] ,
This type of algorithm can be considered a forward additive Lucas-Kanade algorithm [4] . Other types of algorithms exist; for instance, the work of Baker and Matthews [5] adds three more, and the work of Tong [16] discusses even more and gives the correct definition of the coordinate systems for all discussed algorithms. However, for this article, the discussion is restricted to the forward additive types of algorithms. These are common in DIC applications because the resulting displacement field is generally given relative to the reference coordinates common in solid mechanics. Additionally, many of the proposed algorithms require an intermediate coordinate system, which requires an extra interpolation step, which further degrades the displacement accuracy. Nevertheless, the concept of performing a single linearization by applying Newton's method directly to the non-linear form of the algorithm applies to all. Consequently, the conclusions made as a result of analyses of the forward additive algorithm may also apply to other algorithms.
One-step linearization
This section discusses the equations starting directly from the non-linear form of the brightness conservation equation (Equation (6)). The result will be compared with the system of equations defined previously (Equations (17) and (18)). Obtaining the solution of the non-linearized brightness conservation starts with formulating a consistent cost function:
Analogous to the two-step linearization, the iterative Gauss-Newton algorithm is applied (Equations (13)- (16)). Reusing the definition of (Equation (13)), b becomes, 8i 2 OE1; n,
where, from now on, a k is simplified as a. Applying the chain rule on the first term in the integral yields 8i 2 OE1; n;
Note that this is the true definition of the image gradient G, which can be approximated in various ways (as shown next). Finally, b is expressed as follows:
The corresponding tangent operator M consists of three terms:
Expanding M a in a manner similar to b i , one can write,
The second term, M b , involves the derivative of G towards the DOF. Applying the chain rule on Equation (23) yields, 8j 2 OE1; n,
where G.x; a/ is the second gradient of image g, evaluated at .
Equations (24), (28), (29), and (31) constitute the consistent solution for the iterative Gauss-Newton minimization of the (non-linear) brightness conservation. Using this formulation should provide the expected fast convergence behavior attributed to Gauss-Newton methods, if close to the solution.
Recovery of the common digital image correlation formulation
Let us now focus on the assumptions that need to be made to recover the formulations used in DIC literature. Starting with the terms M b and M c , both terms involve the image residual r, which tends to be large at the beginning of the iterative process, possibly driving the minimization into a local minimum. Moreover, M b also contains the second gradient of the image, making it highly sensitive to noise. Finally, the adopted basis is often linearly independent, reducing M c to zero (i.e., the basis functions ' are independent of the DOF a). Therefore, to improve robustness, one may choose to omit both terms, yielding a relaxed tangent operator, that is, This omission may be justified by the fact that both terms approach zero when approaching the optimal solution in the absence of acquisition noise. M a contains the true image gradient G, which relates as follows to the gradient of the commonly reported back-deformed image grad. Q g/:
thus,
where F is the deformation gradient tensor. To simplify this form to the one regularly found in literature, first, small deformations need to be assumed, that is, F T Á I . Second, grad. Q g/ is replaced with grad.f /, which has been justified in the literature because Q g is updated at each iteration and converges towards f as follows [12, 18, 22] :
By substituting the foregoing equation in Equations (24) and (29), the commonly used DIC formulation is retrieved (Equations (17) and (18)). In doing so, a total of four implicit assumptions have been revealed:
Depending on the DIC application at hand, each assumption may be justified. Applying all four will yield a tangent operator, which is independent of the DOF, and thus can be computed once and for all iterations, reducing a major part of the computational cost. Alternatively, it is possible to partly conserve this computational advantage, without assuming small displacements, by applying the large displacement correction (e.g., F ) to the update in the DOF instead of to the image gradient [23] . For the case of integrated DIC, the basis functions typically depend on the DOF and thus require updating for each iteration [24] [25] [26] [27] . Therefore, for integrated DIC, the additional cost for applying the consistent tangent operator may be negligible compared with the benefit of converging in less iterations.
The aforementioned discussions lead to six possible tangent operators, each with different levels of approximation (Table II) . Additionally, mixed gradients have been proposed in literature as well, for example [18] ,
which, because of anti-symmetry in the DOF estimates obtained by grad. Q g/ or grad.f /, leads to a lower truncation error of the linearization of the pattern and, in the case of acquisition noise, allows for additional noise attenuation by the averaging of both image gradients. A similar mixed gradient is also possible for the proposed large deformation image gradients, for example,
resulting in a total of nine tangent operators; see Table II . 
Yes Yes Mixed Mixed
ILLUSTRATION ON ACADEMIC EXAMPLES
Before discussing the test case results, the implementation of the various image gradients is discussed, starting with the most straightforward implementation .G 5 / gradually extended to the most involved implementation M. The gradient operator is implemented by a forward-backward numerical differentiation scheme for the inner pixels; the edge pixels are differentiated by forward or backward differentiation depending on the side of the image; however, these are outside the ROI and are not expected to influence the results. For the sub-pixel interpolation scheme, a twodimensional (2D) cubic spline interpolation is used, wherever the images (or derivatives) are to be evaluated at non-integer positions. With these G 4 , G 5 and G 7 can be implemented. To correct these for large deformations, the deformation gradient tensor is required, which is obtained by applying the numerical differentiator on the current displacement field as follows:
where I is the 2D unity tensor. Because the deformation gradient tensor is only 2D in this case, it is efficiently inverted algebraically; however, this inversion is required for each pixel, making it still relatively costly. With F T known G 2 , G 3 and G 6 can be implemented. To implement G 1 , the image gradient of g is required at the estimated deformed coordinates. The gradient of g is constant for all iterations and thus can be computed once and for all. However, to obtain G 1 , this image gradient requires interpolation for each iteration. The same is true for the second gradient required to implement M; see Equation (31). Interpolating images (or their derivatives) will always introduce some error. Consequently, the implementation of G 1 is expected to be slightly less accurate than, for instance, G 6 but more straightforward to implement because it does not require the computation of F T .
One-dimensional test case
For this test case, a one-dimensional (1D) pattern is generated and artificially deformed with a quadratic displacement field to obtain images f and g (Figure 1a ). To evaluate the performance of all image gradients, a number of DIC options have to be chosen. Note that the conclusions resulting from Section 2 are general for DIC and thus apply for both subset-based (or local) DIC and global DIC implementations, yet, for the examples, only global implementations are investigated. For this test case, a cubic polynomial basis is chosen for the displacement parameterization, such that the basis can capture the exact solution of the applied displacement field. Figure 1b shows the convergence performance for the nine tangent operators, which are all initiated using a zero initial guess for all parameters. For each curve, two regimes can be identified: an initial regime far from the solution where convergence is slow followed by a regime with rapid convergence close to the solution. Considering the second (rapid) regime, different convergence rates can be identified. The fully consistent operator .M D M a CM b CM c / and all other formulations using the large deformation formulations (LDF, i.e., G 1 , G 2 , G 3 , and G 6 ) show an improved convergence rate with respect to the small deformation formulations (SDFs, i.e., G 4 , G 5 , and G 7 ). In the initial (slow) regime, the formulations appear in three groups, transitioning from slow to rapid convergence at iterations 12, 7, and 4, respectively. In agreement with the foregoing discussion, the fully consistent operator converges poorly when far from the solution, even for the relatively smooth pattern applied in this example case. The single image gradient formulations (i.e., G 1 to G 5 ) form the center group, transitioning at the seventh iteration. The third group are the mixed gradients (i.e., G 6 to G 8 ), which converge faster in the slowly converging regime. This slow regime, where the mixed gradients outperform the single gradients, depends on the quality of the initial guess; the regime will not be observed for a routine started with a good enough initial guess. Evidently, these results are specific for this test case.
Rotation test case
For this test case, 25 reference patterns are generated by randomly placing Gauss-curve shaped speckles (Equation (41)) with a radius of two pixels . D 2/ at an average distance of 20 pixels to the nearest speckle (Figure 2 ). The resulting correlation length for all patterns is D 2:9˙0:2 px. Because the speckle pattern is defined by a sum of closed-form Gauss functions, it can be rotated analytically before evaluating it at the pixel positions to create the reference and deformed images, which are .512 512/ px 2 . Each of the 25 reference patterns is rotated with an angle Â, which ranges from zero to .
To describe the displacement field, a mesh is applied with a single four-noded bilinear element, as shown in Figure 2a . Consecutively, all discussed image gradients are applied to solve for the displacement field between the reference image (e.g., Figure 2a ) and a rotated image (e.g., Figure 2d ), where in all cases the DIC algorithm is initiated with nodal displacements computed using the rotation angle Â corresponding to the test case, that is, the perfect initial guess. Figure 2e shows the average number of iterations required to converge for each of the discussed image gradients as a function of the rotation angle. The results are averaged over the 25 different patterns and for both Copyright positive and negative rotation angles to ensure statistical independence of the results. In zone 1, the DIC routine converges for all patterns for all image gradients, with a small difference in the total number of iterations required between the image gradients. In zone 2, the SDF (i.e., G 4 , G 5 , and G 7 ) image gradients suffer a reduction in performance, while the LDF (i.e., M, G 1 , G 2 , G 3 , and G 6 ) image gradients perform equally well as in zone 1. In zone 3, the performance for the SDF image gradients (for any of the 25 patterns) degrades further up to the point where convergence lost. Although case dependent, these results illustrate clearly that it might be important to take large displacements into account. For cases where the rotation angle is more than 45°, it is unlikely that a small displacement formulation image gradient, like grad.f /, will drive the iterative scheme to the correct solution.
APPLICATION TO THE BENCHMARK PROBLEM OF BORNERT ET AL.
To evaluate the performance of the various image gradients in more detail, a more representative test case is used in the next section. Bornert et al. [28] evaluated the performance of various DIC algorithms on a series of images subject to a non-linear (sinusoidal) displacement field. They made the images used for their study available [29] allowing other researchers to re-evaluate the results under different conditions and connect their findings to the results of the original paper. The welldefined reference displacement field and noise fields allow for direct evaluation of the accuracy of the obtained results. Additionally, one of the key differences between the proposed image gradients is the existence of a large deformation correction in some of the gradients; therefore, the test case presented by Bornert et al. is interesting for this analysis because the underlying displacement field is non-linear. The data and images discussed in [28] are chosen because they are representative for the types of experiments where DIC is often applied to. The published images by Bornert et al. are all artificially generated images using well-established algorithms to generate the speckle pattern as realistically as possible. The advantage of generated images versus real images captured from experiments is that the displacement field that is to be identified is exactly known. Additionally, it is possible to control other experimental uncertainties such as acquisition noise to evaluate the performance of the algorithm under various levels of noise. As discussed in Section 2, in DIC, a non-linear problem is linearized and iteratively solved. One contribution to the non-linearity of the problem is the pattern, which is deliberately irregular and chaotic. The pattern correlation length can be seen as an indicator of the strength of this non-linearity. Bornert et al. supplied image series for three different patterns (i.e., fine, medium, and coarse). The patterns were chosen such that their correlation lengths are approximately double at each level 4 fine 2 medium coarse . The correlation contours are shown in Figure 3 , which are computed by finding the distance at which the autocorrelation function equals 1=2 for each radial direction. The contours appear reasonably circular, indicating that the speckle pattern is isotropic and can be expressed by a single correlation length.
Bornert et al. applied a sinusoidal displacement field in the x-direction and no displacement in the y-direction. Consequently, the displacement field is non-linear and without any rotation. The displacement field is expressed as follows:
where x is in pixels, p is the period of the sine wave in pixels, and 2 ˛is the amplitude of the xx-component of the strain. Reference [29] contains images for a range of periods p D OE10; 20; 30; 60; 130; 260; 510, but only the last three cases are given for all speckle sizes and all noise levels. Consequently, in this article, only the last three are considered in the evaluation. Additionally, for those cases, the displacement is increased incrementally, with˛D OE0:001; 0:005; 0:01; 0:02 corresponding to maximum strain levels of " max D OE0:63%; 3:1%; 6:3%; 12:6%. Because the discussion of the image gradient is pivoting around small or large deformations, the last increment with the largest strain is used in most of the results later on. The images are of size 512 512 px 2 , and the ROI is centered in the image with a size of 472 472 px 2 , that is, with an unused boundary of 20 px at each side. Within this ROI, two types of shape functions are applied: harmonic and four-noded FEM quadrilaterals (Q4). For the Q4 shape functions, regular bilinear shape functions are applied on a regular mesh of 9 9 nodes, resulting in 81 DOF per direction of displacement, that is, 2 81 in total. This set of shape functions is referred to as ' 81q . The applied mesh is shown in Figure 4 , showing that the boundary elements are larger by a factor of p 2 to balance the uncertainty of the boundary nodes with respect to the center nodes [17] . The second type of basis functions is generated by the dyadic product of two 1D harmonic shapes defined as follows:
8˛;ˇ2 OE1; 2; : : : ; n; (43)
cos..k 1/ x=p/; 8k 2 OE1; 2; : : : ; n (44) where n is the number 1D harmonic functions including the first mode P 1 D 1. The sets of harmonic shape functions are created in three variations. In the first set n D 3, which, through the dyadic combinations, results in 9 DOF (per displacement direction, i.e., 18 in total), ergo, this set is called ' 9h . The other two variations are called ' 81h and ' 169h corresponding to the respective number of DOF, that is, n D 9 and n D 13. Figure 5 shows the displacement accuracy for all image gradients for the case where˛D 0:02 and p D 510 for the four shape function sets. The displacement accuracy is defined as follows:
Displacement accuracy
where u.x i / is displacement vector at the ith pixel obtained by the DIC algorithm after convergence. U .x i / is the reference counterpart of u.x i / obtained by evaluating Equation (42), and N is the total number of pixels in the ROI. The usual R 2 Euclidean norm k k is used here to compute the vector length. The displacement accuracy can be seen as the average distance (in pixels) of the obtained solution to the perfect solution. The important conclusion of Figure 5 is that the same accuracy is observed for all discussed image gradients, for the evaluated cases. This conclusion is applicable to most of the current applications of DIC, provided that convergence is found. Consequently, current results in the literature, obtained by using SDFs, are not challenged. Therefore, the discussion on which implementation to choose reduces to computational efficiency and initial guess robustness only, at least in the absence of severe rotations. Figure 5 also shows that the most accurate result is obtained when using ' 9h . This is expected because this basis contains the exact solution (within a single degree of freedom) and only a small number of additional DOF. Adding extra (kinematically unnecessary) DOF only makes the method more sensitive to noise and interpolation errors, where for this case, only the latter are present. The sensitivity to interpolation errors is also expressed by the optimum accuracy for the medium correlation length speckle size .
2:15/. Shorter correlation lengths result in larger image gradients making DIC methods more sensitive and thus more accurate. At the same time, shorter correlation length patterns present more difficulties for the sub-pixel interpolation methods reducing the accuracy and leading to an optimum in accuracy for these particular cases. The relatively bad performance of the Q4 shape functions is due to the coarse mesh, which cannot properly accommodate the sinusoidal displacement field, that is, it is an under-kinematic description. This is not representative for FE-based DIC methods in general.
Acquisition noise
In Reference [29] also, images are provided with three levels of acquisition noise, that is, Á D OE0:8; 2:5; 4:8 GV , where GV is the standard deviation of the noise field in gray value intensity. These noise levels are relatively low, with the largest approximately 1.9% of the dynamic range of the pattern (i.e., 255). This is nevertheless sufficient to evaluate the influence of acquisition noise on the evaluated image gradients. Figure 6 shows the results for a single basis .' 81h / for˛D 0:02 and p D 260. Again, no significant difference is observed between the discussed image gradients. This means that, at least for the tested case, the displacement accuracy of all the image gradients is equal if convergence is obtained. This confirms that a particular image gradient implementation can be selected on efficiency and robustness arguments only (in the absence of large rotations).
Convergence rate
The academic example discussed in Section 3 showed that the proposed image gradients can be grouped in two ways: (1) based on their performance far from the solution where the mixed formulations performed the best (G 6 and G 7 ); and (2) based on their performance close to the solution, where the LDFs performed the best (G 1 , G 2 , G 3 , and G 6 ). For each combination of the discussed cases (variation on ',˛, p, and ), curves similar to Figure 1b with a bilinear representation (on a log scale) are superposed to capture the initial slope, the transition iteration, and the final slope. The obtained final convergence rate for each image gradient implementation for several test cases is presented in Figure 7 . The presented values for the final convergence rate are the logarithmic decay in the two-norm of the right-hand member b per iteration, with 1 indicating a linear convergence rate. Figure 7a and 7b shows that the convergence rate of the SDF degrades for increasing maximum strain amplitude 2 ˛, while the LDF convergence rates remain approximately independent of maximum strain. This is in line with the assumptions required to go from the consistent LDF gradient to the SDFs. In these figures, it can be observed that both M and G 1 show the same trend as the other LDF algorithm but with reduced performance, likely due to the additional interpolation steps required to compute these implementations. Mixing a large and small deformation formulation as is carried out in G 8 is also possible, and as expected, a performance of such a hybrid gradient is in between the SDF and LDF results. Both types of basis functions, for example, harmonic and FE, show the same behavior confirming that this conclusion is independent of the chosen basis. Figure 7c and 7d shows the convergence rate as a function of correlation length for a displacement field with a long wavelength (i.e., p D 510). For short correlation lengths (fine pattern), all image gradients perform relatively similar, with the LDFs (i.e., M, G 1 , G 2 , G 3 , and G 6 ) performing slightly better than the SDFs (i.e., G 4 , G 5 , and G 7 ). The difference in performance between both groups becomes more pronounced for images with larger speckle sizes. These observations lead to the conclusion that the advantage of using an LDF algorithm degrades for patterns with small speckle sizes. For this long wavelength displacement field .p D 510/, there is no observable difference between the harmonic and FE basis functions. However, for the shorter wavelength displacement field .p D 130/, Figure 7e and 7f shows a difference in trend between the FE basis and the harmonic basis. Figure 7f shows that the convergence rate for almost all gradient formulations is decreased for the FE basis, but the impact on the single gradients G 1 to G 5 is more severe than for the mixed gradients. It is unclear what is the precise cause of this, but it is suspected that this behavior is related to the fact that for this short wavelength, the under-kinematic displacement description (coarse mesh) is responsible for the shift in behavior.
These observations highlight that, for the tested cases, the LDF gradients, like G 3 and G 6 , converge with less iterations, especially for cases where the underlying displacement field contains large deformations. The benefits of the LDF gradients become more pronounced for image patterns, which have larger speckle sizes. This is probably because these image gradients are less numerically unstable and therefore emphasize the advantage of an LDF gradient more. It should be noted that the discussed convergence rate is expressed in iterations and not in computation time. The LDF gradients need more operations to compute and thus are computationally more expensive per iteration than, for instance, G 5 . The total computational efficiency is a combination of the number of iterations and the cost per iteration, which can vary significantly between DIC implementations (e.g., subset and global).
The computational cost for this test case, using the FE shape functions with 9, 81, and 169 nodes, is presented in Figure 8 . The total cost is split into a preprocessing cost and the cost per iteration. The preprocessing cost contains the computation of all objects, which do not change during the iterative processes, for example, gradient images (without deformation) and correlation matrix. Most of these objects change during the iterative process for the LDFs. These objects are therefore accounted for in the iteration cost. Figure 8 shows that, for larger meshes, one iteration of the G 5 algorithm is nearly 10 times faster than all the LDF algorithms. Consequently, for cases where the G 5 algorithm is converging properly, it will almost always be the preferred option. Interestingly, the variation in cost for the LDF algorithms is small (M excluded). Therefore, for those cases that benefit from the LDF algorithms, G 6 is the recommended option because it typically requires the least amount of iterations. It is emphasized that the particular implementation was written in MATLAB (MathWorks, Natick, MA, USA) not focusing on computational efficiency. Consequently, the computational time may change significantly when changing to an optimized implementation, especially when using a low-level, compiled programming language. Nevertheless, it is expected that the main conclusions drawn here remain valid.
Initial guess robustness
To evaluate the initial guess robustness of the discussed image gradients, the DIC routines are initialized with an initial guess for the DOF, which is at a specific distance to the solution. To have a fair comparison for all test cases, the initial guess distance is implemented as a perturbation field added to the ideal initial guess, which best fits the known reference displacement (i.e., Equation (42)). This perturbation field is defined as a rigid body translation of distance at 45°, 135°, 225°and 315°with respect to the x-axis. The results for the four diagonal directions are averaged and presented in Figure 9 . The first observation made from this figure is that, for all image gradients, the maximum allowable initial guess distance max increases with increasing speckle size. Additionally, it can be observed that the LDF gradients consistently require less iterations to converge, especially for the larger correlation length images (i.e., Figure 9b and 9c). For the larger initial guess distances, no convergence is found, and the iterative procedures are aborted. The second observation is that the mixed formulations (e.g., G 6 ) consistently converged for larger initial guess distances than the single formulations. Furthermore, the choice of the adopted image gradient can be changed throughout the iterative process, and a scheme where initially an expensive formulation like G 6 is used before switching to the more efficient formulation of G 5 may present itself as an intelligent compromise.
It is a common practice to use pyramidal, or multi-scale, approaches in DIC to cope with inexact initial guesses (e.g., [17, 18] ). In such an approach, the images are blurred using a super pixel technique where a coarse-scale image is formed from the average of groups of pixels. This effectively increases the correlation length, providing a larger convergence radius to the algorithm. The obtained solution is then used to initialize the algorithm at a finer scale, until ultimately the original, non-blurred image is used. Typically, each step of a multi-scale approach returns a solution that is within a few pixels of the solution of the next step. Consequently, an efficient recipe Figure 9 . The number of iterations required to converge, as a function of initial guess distance , for all image gradients for all three speckle size images (correlation length ) for˛D 0:02. The results are averaged for the three evaluated periods p and for all four directions of applying the initial guess distance. may be to use G 6 for the first step, when the initialization is far from the solution, and then switch to the fast G 5 algorithm for the consecutive steps, provided that there are no large rotations in the considered case.
CONCLUSIONS
By following the direct linearization of the brightness conservation, a fully consistent tangent operator is obtained for the iterative minimization procedure. Within this tangent operator, a large deformation corrected image gradient appears. This large deformation gradient showed better convergence performance when close to the solution. The consistent minimization scheme can be reduced to the one typically discussed in DIC literature if four assumptions are made: (1) a small residual .M b Á 0/; (2) linearly independent basis functions .M c Á 0/; (3) small deformations .F Á I /; and (4) a good initial guess .grad. Q g/ Á grad.f //. The results on the evaluated test cases show that the solutions obtained from each of the eight researched image gradients are equivalent. In other words, the accuracy does not depend on the chosen image gradient, if convergence is found.
The large deformation correction to the image gradient is not well known to the DIC community. Probable reasons for this are the two-step linearization and the delicate notation of the coordinate system. However, the large deformation correction is not new, because it is common in the solid mechanics field, often referred to as a pullback, and it is correctly observed by Baker and Matthews [5] in their compositional algorithm. Yet, the results in this paper on the influence of the large deformation correction on the performance of DIC on representative cases are novel, and a clear recommendation for future DIC implementations is at hand.
Because the accuracy is unaffected by the choice of the image gradient, if convergence is obtained, the remaining arguments for selecting an image gradient for a particular DIC case are based on efficiency and initial guess robustness and the presence of severe rigid body rotations. The discussion regarding computational efficiency is highly case and code specific, and general conclusions in this topic are often poorly supported. Nevertheless, the mixed large deformation formulation (LDF) (i.e., G 6 D .grad.f / C grad. Q g// F T ) converged in less iterations for most, if not all, evaluated cases. However, an iteration using this gradient is more expensive than an iteration that uses the classical small deformation formulation (SDF_ (i.e., G 5 D grad.f /). The main reason why the latter is so efficient is that this gradient is constant for all iterations, causing other parts in the DIC algorithm (e.g., the correlation matrix M) to be constant as well. This significantly reduces the cost for all consecutive iterations. Consequently, even though this implementation typically uses many iterations, for the tested cases, this implementation was almost always the most efficient (if converged). Because all other discussed gradients require updating of the image gradient (and M) during the iterative process, the associated loss of efficiency is more significant than the variations in computational efficiency between the other gradients. To conclude, the image gradient G 5 , common in DIC literature, is the preferred implementation for most DIC cases, except for the following three cases where the mixed large deformation gradient G 6 is the preferred option:
(1) Large rotations: for cases where rotations exceed 45°, the small displacement formulations are unlikely to converge, and a large displacement formulation is required. (2) Initial guess robustness: mixed gradient formulations, using both the reference and the deformed image, improve the stability of the implementation when far from the solution. (3) Costly iterations: if the DIC iterations are already costly because of other reasons, for instance, for integrated DIC routines (where computing the basis functions for each iteration tends to outweigh the normal DIC costs), reducing the number of iterations is obviously advantageous.
