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Abstract
A Riemannian gradient descent algorithm and a truncated variant are presented to solve sys-
tems of phaseless equations |Ax|2 = y. The algorithms are developed by exploiting the inherent
low rank structure of the problem based on the embedded manifold of rank-1 positive semidef-
inite matrices. Theoretical recovery guarantee has been established for the truncated variant,
showing that the algorithm is able to achieve successful recovery when the number of equations
is proportional to the number of unknowns. Two key ingredients in the analysis are the re-
stricted well conditioned property and the restricted weak correlation property of the associated
truncated linear operator. Empirical evaluations show that our algorithms are competitive with
other state-of-the-art first order nonconvex approaches with provable guarantees.
1 Introduction
In this paper we are interested in finding a vector x ∈ Rn/Cn which solves the following system of
phaseless equations:
|Ax|2 = y, (1)
where A ∈ Rm×n/Cm×n and y ∈ Rm are both known. Compared with linear systems of the form
Ax =
√
y, it is self-evident that after taking the entrywise modulus phase information is missing
from (1). Thus, seeking a solution to (1) is often referred to as generalized phase retrieval, extending
the classical phase retrieval problem where A is a Fourier type matrix to a general setting. Phase
retrieval arises in a wide range of practical context such as X-ray crystallography [23], diffraction
imaging [5] and microscopy [29], where it is hard or infeasible to record the phase information
when detecting an object. Many heuristic yet effective algorithms have been developed for phase
retrieval, for example, Error Reduction, Hybrid Input Output and other variants [20, 15, 16, 27].
Injectivity has been investigated in [4, 13], showing that m ≥ 2n− 1 real generic measurements
or m ≥ 4n − 4 complex generic measurements are sufficient to determine a unique solution of (1)
up to a global phase vector. Despite this, solving systems of phaseless equations is computation-
ally intractable. For simplicity, let us consider the real case. Then one can immediately see the
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combinatorial nature of the problem since there there are 2m possible signs for y. In fact, a very
simple instance of (1) is equivalent to the NP-hard stone problem [12].
Over the past few years computing methods with provable guarantees have received extensive
investigations for solving systems of phaseless equations, typically based on the Gaussian mea-
surement model. In a pioneering work by Cande`s et al. [9], a convex relaxation via trace norm
minimization, known as PhaseLift, was studied. The approach was developed based on the fact
that (1) can be cast as a rank-1 positive semidefinite matrix recovery problem. Inspired by the
work on low rank matrix recovery, it was established that under the Gaussian measurement model
PhaseLift was able to find the solution of (1) with high probability provided that1 m & n log n.
This sampling complexity was subsequently sharpened to m & n in [6]. The recovery guarantee of
PhaseLift under coded diffraction model was studied in [7, 14]. There were also several other convex
relaxation methods for solving systems of phaseless equations; see for example [35, 3, 21, 22].
Convex methods are amenable to detailed analysis, but they are not computationally desirable
for large scale problems. Thus more scalable yet still provable nonconvex methods have received
particular attention recently. A resampled variant of Error Reduction has been investigated in
[30], showing that m & n log3 n + n2 log2 n log(1/ǫ) number of measurements are sufficient for
the algorithm to attain an ǫ-accuracy. A gradient descent algorithm called Wirtinger Flow (WF)
was developed based on an intensity-based loss function, and it was shown that the algorithm
could achieve successful recovery provided m & n log n [8]. A variant of WF, known as Truncated
Wirtinger Flow (TWF), was introduced in [12] based on the Poisson loss function, which could
achieve successful recovery under the optimal sampling complexity m & n. In [41], the algorithm
was analyzed when median truncation was used. Another gradient descent algorithm, termed Trun-
cated Amplitude Flow (TAF), was developed in [36] based on an amplitude-based loss function.
Optimal theoretical recovery guarantee of TAF was similarly established under the Gaussian mea-
surement model. In [38], the classical Kaczmarz method for solving systems of linear equations
was extended to solve the generalized phase retrieval problem. The optimal sampling complexity
for the successful recovery of the Kaczmarz method was established in [25, 32] when the unknown
vector and the measurement matrix were both real.
The nonconvex algorithms mentioned in the last paragraph are all analyzed based on some local
geometry and hence closeness of the initial guess to the ground truth is required [8, 12, 36, 25, 32].
In contrast, there is a line of research which attempts to study the global geometry of related
problems; see [18, 31, 18, 19] and references therein. Many algorithms have also been designed to
utilize the global geometry effectively [17, 26, 10, 2]. We omit further details as it is beyond the
scope of this paper and interested readers are referred to the references.
Main contributions In this paper we propose a Riemannian gradient descent algorithm for
solving systems of phaseless equations. The algorithm is developed by exploiting the inherent
low rank structure of (1) based on the embedded manifold of low rank matrices, similar to the
Riemannian gradient descent algorithm for the low rank matrix recovery problem studied in [40, 39].
That being said, there are two key differences. On the algorithmic side, an additional structure,
i.e., the positive semidefinite property of the underlying matrix, is incorporated when designing the
algorithm. On the theoretical side, since the linear operator related to (1) does not possess a good
concentration around its expectation, it is not very clear how to establish the convergence of the
vanilla Riemannian gradient descent algorithm. To overcome the difficulty, we introduce an equally
1The notation m & f(n) means that there exists an absolute constant C > 0 such that m ≥ C · f(n).
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effective truncated variant of the algorithm and theoretical recovery guarantee has been established
for this variant. Since the linear operator considered in this paper is substantially different from
the one considered in [40, 39], it is by no means trivial to establish the convergence of the variant.
Our work has been greatly influenced by [12], though the key ideas in the analysis are significantly
different. Finally, empirical performance evaluations show that our algorithms are competitive with
other-state-of the art provable nonconvex gradient descent algorithms.
Outline and notation The remainder of this paper is structured as follows. The Riemannian
gradient descent algorithm and its truncated variant is presented in Section 2, together with the
exact recovery guarantee for the truncated algorithm. In Section 3 we compared our algorithms
with TAF and TWF via a set of numerical experiments. The proofs of the main results are presented
in Section 4, with the proofs of the technical lemmas being presented in Section 5. We conclude
this paper with some potential future directions in Section 6.
Throughout the paper we use the following notational conventions. We denote vectors by bold
lowercase letters and matrices by bold uppercase letters. In particular, we fix x and X as the
ground truth and its lift matrix (i.e., X = xx⊤). We denote by ‖Z‖ and ‖Z‖F the spectral
norm and Frobenius norm of the matrix Z, respectively. Restricting to a vector z, ‖z‖ denotes its
ℓ2-norm, and the ℓ1-norm of z is denoted by ‖z‖1. Operators are denoted by calligraphic letters,
for example, A denotes a linear operator from n × n symmetric matrices to vectors of length m.
Moreover, we use τx, τz, τh and τh,z to denote the truncation parameters, where the former three
are predetermined and the last one is computed via τh,z = τz +
(
0.3τh (τz + 1.2τx) + τ
2
z
)1/2
.
2 Riemannian gradient descent and a truncated variant
In this section, we present the Riemannian gradient descent algorithm and its truncated variant
for solving systems of phaseless equations. For ease of exposition, we focus on the real case, but
emphasize that the algorithms and the corresponding theoretical results are readily extended to
the complex case.
Let a⊤k denote the k-th row of A, and let A be a linear operator from n×n symmetric matrices
to vectors of length m, defined as
A(W ) =
{
〈W ,aka⊤k 〉
}m
k=1
, ∀ W ∈ Rn×n being symmetric. (2)
Then a simple algebra yields that
yk = |a⊤k x|2 = 〈aka⊤k ,X〉,
where X = xx⊤ is the lift matrix defined from x. Noticing the one to one correspondence between
X and x, instead of reconstructing x, one can attempt to reconstruct X by seeking a rank-1
positive semidefinite matrix which fits the measurements as well as possible:
min
Z
1
2
‖A(Z) − y‖2 subject to rank(Z) = 1 and Z  0. (3)
If we parameterize Z as Z = zz⊤, where z ∈ Rn, then the constraints in (3) can be removed and
a gradient descent iteration with respect to z leads to the Wirtinger Flow algorithm for solving
systems of phaseless equations [8]. In this paper we will exploit the low rank structure directly
based on the embedded manifold of rank-1 and positive semidefinite matrices.
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2.1 Riemannian gradient descent
Algorithm 1 Riemannian Gradient Descent (RGrad)
Initial guess: Z0.
for l = 0, 1, · · · do
1. Gl = A⊤(y −A(Zl)),
2. Zl+1 = T1(Zl + αlPTl(Gl)).
end for
It is well-known that the set of fixed rank (e.g., rank-1 here) positive semidefinite matrices form a
smooth manifold when embedded in Rn×n [24]. A Riemannian gradient descent algorithm (RGrad)
based on this embedded manifold structure is described in Algorithm 1. Let Zl be the current
estimate of X. RGrad first updates Zl along the projected gradient descent direction PTl(Gl)
with a stepsize αl, where Tl is the tangent space of the embedded manifold at Zl, followed by the
projection onto the set of rank-1 and positive semidefinite matrices via a thresholding operator
denoted by T1, which will be discussed in detail later.
In the expression for the gradient descent direction Gl, A⊤ denotes the adjoint of A, given by
A⊤(b) =
m∑
k=1
bkaka
⊤
k , ∀ b ∈ Rm. (4)
Assuming Zl is a rank-1 positive semidefinite matrix, then it admits the eigenvalue decomposi-
tion Zl = σlulu
⊤
l with σl > 0. The tangent space of the embedded manifold of rank-1 positive
semidefinite matrices at Zl is given by [24]
Tl = {ulw⊤ +wu⊤l | w ∈ Rn}. (5)
Given an arbitrary matrix W ∈ Rn×n, the projection of W onto Tl can be computed as follows:
PTl(W ) = ulu⊤l W +Wulu⊤l − ulu⊤l Wulu⊤l (6)
If we decompose a nonzero vector w 6= 0 into a weighted sum of ul and vl where ‖vl‖ = 1 and
ul ⊥ vl as follows
w = aul + bvl,
then it can be easily seen that each matrix Wl = ulw
⊤+wu⊤l in Tl has the following decomposition
Wl =
[
ul vl
] [2a b
b 0
] [
u⊤l
v⊤l
]
.
A simple algebra reveals that the middle 2×2 symmetric matrix has at least a nonnegative eigenvalue
and also at least a nonpositive eigenvalue, so does Wl since
[
ul vl
]
is an n× 2 orthogonal matrix.
Also due to this fact, the eigenvalue decomposition of Wl can be constructed very easily from the
eigenvalue decomposition of the middle 2× 2 matrix.
In the second step of RGrad, T1 is a type of retraction in Riemannian optimization [1] which
returns the best rank-1 and positive semidefinite approximation of a matrix. Noticing that Zl +
4
αlPTl(Gl) ∈ Tl is of rank at most 2, the best approximation can be computed by only retaining the
larger nonnegative eigenvalue and the corresponding eigenvector in its eigenvalue decomposition.
The stepsize αl in RGrad can either be a constant or be computed adaptively. An exact linear
search along PTl(Gl) yields a closed form stepsize given by
αl =
‖PTl(Gl)‖2F
‖A(PTl(Gl))‖22
. (7)
Before proceeding, it is worth noting that the Riemannian optimization algorithms based on the
embedded manifold of low rank matrices have already beed developed and studied for unstructured
low rank matrix recovery problems. In [33], a Riemannian conjugate gradient descent algorithm
was introduced for matrix completion. The difference and connection between the Riemannian
optimization algorithms based on the embedded manifold of fixed rank r matrices and the iterative
hard thresholding algorithms for low rank matrix recovery were pointed out in [37], and then ex-
act recovery guarantees of the corresponding Riemannian gradient descent and conjugate gradient
descent algorithms were established in [40, 39] for matrix sensing and matrix completion respec-
tively. In contrast to the general low rank matrix recovery problem where the target matrix is low
rank but unstructured, the target matrix of interest in this paper is not only low rank but also
positive semidefinite. Thus, in the Riemannian gradient descent algorithm for solving systems of
phaseless equations tangent spaces consisting of symmetric matrices are utilized in the design of
the algorithm. Meanwhile, the eigenvalue decomposition instead of the singular value decomposi-
tion is applied to compute the projection onto the set of rank-1 and positive semidefinite matrices.
Additionally, the sensing operator A here is significantly different with that for general low rank
matrix recovery, which raises a new challenge for the recovery guarantee analysis.
2.2 Truncated Riemannian gradient descent
As stated earlier, exact recovery guarantees of Riemannian optimization based on the embedded
manifold of low rank matrices have been investigated in [40, 39] for unstructured low rank matrix
recovery. A key component in the analysis is the restricted isometry property of the sensing oper-
ator. However, even assuming ak ∼ N (0, In) in the measurement model, the restricted isometry
property does not hold for the corresponding sensing operator defined in (2). The reason is that, in
this case, one can always construct a rank-1 matrix whose column space is well-aligned with that of
the measurement matrix aka
⊤
k for some 1 ≤ k ≤ m. Thus the incoherence between the underlying
low rank matrix and the measurement matrices will be violated; see [8] for details.
Algorithm 2 Truncated Riemannian Gradient Descent (TRGrad)
Initial guess: Z0.
for l = 0, 1, · · · do
1. Gl = A⊤l (y −Al(Zl)),
2. Zl+1 = T1(Zl + αlPTl(Gl)).
end for
Inspired by the idea of truncation in [12], we introduce a truncated variant of the Riemannian
gradient descent algorithm where the sensing operator that is used in each iteration is computed
adaptively fromA based on the measurement vector y and the current estimate Zl; see Algorithm 2.
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Recall that y = |Ax|2 is the measurement vector. Given any rank-1 positive semidefinite matrix
Z = zz⊤, let Az be the linear operator associated with Z, defined as
Az(W ) =
{
〈W ,aka⊤k 〉1Ek1 (x)∩Ek1 (z)∩Ek2 (z)
}m
k=1
, (8)
where 1
·
is an indicator function, and Ek1 (x), Ek1 (z) and Ek2 (z) are three collections of events
determining the truncation rules. Here, Ek1 (x), Ek1 (z) and Ek2 (z) are given by
Ek1 (x) =
{
√
yk ≤ τx
√
‖y‖1
m
}
, (9)
Ek1 (z) =
{
|a⊤k z| ≤ τz‖z‖
}
, (10)
Ek2 (z) =
{∣∣∣yk − |a⊤k z|2∣∣∣ ≤ τhm‖y −A(zz⊤)‖1 |a
⊤
k z|+
√
yk
‖z‖
}
. (11)
with prescribed truncation parameters τx, τz and τh. In words, for fixed Z = zz
⊤, if ak satisfies
the truncation rules specified by Ek1 (x), Ek1 (z) and Ek2 (z), then the k-th entry of Az(W ) is given
by 〈W ,aka⊤k 〉; otherwise it is set to 0. Note that the adjoint of Az is given by
A⊤z (b) =
m∑
k=1
bkaka
⊤
k 1Ek1 (x)∩Ek1 (z)∩Ek2 (z), ∀ b ∈ R
m.
To simplify the notation, we have usedAl andA⊤l to denoteAzl andA⊤zl respectively in Algorithm 2.
2.2.1 Main result: Recovery guarantee of TRGrad
We begin with an informal discussion on what the truncation rules can imply. Assume ak ∼
N (0, In), k = 1, · · · ,m, are independent. Noting that √yk = |a⊤k x| and2 ‖y‖1/m ≍ ‖x‖2, the first
event Ek1 (x) is equivalent to {
|a⊤k x| . ‖x‖
}
(12)
Assume z ≈ x. We have a⊤k z ≈ a⊤k x. It follows that |a⊤k z|+
√
yk ≍ |a⊤k z|,∣∣∣yk − |a⊤k z|2∣∣∣ = |a⊤k (z + x)||a⊤k (z − x)| ≍ |a⊤k z||a⊤k (z − x)|, and
1
m
‖y −A(zz⊤)‖1 ≍ E
[∣∣∣|a⊤k x|2 − |a⊤k z|2∣∣∣] = E[|a⊤k (z + x)||a⊤k (z − x)|]
≍ ‖z‖‖z − x‖.
Substituting these into (11), after canceling common factors, one can roughly reduce Ek2 (z) to{
|a⊤k (z − x)| . ‖z − x‖
}
. (13)
2The notation ≍ means the left hand side can be lower as well as upper bounded by a multiple of the right hand
side with different universal constants.
6
Noticing that (10) has the same form as (12) and (13), the truncation rules specified by Ek1 (x), Ek1 (z)
and Ek2 (z) basically exclude those components where the measurement matrix aka⊤k is well-aligned
with the column subspaces of the matrices X, Z, and Z −X appearing in the computation. The
above arguments will be made precise in the formal proof. Exact recovery guarantee of TRGrad
can be established in the following theorem.
Theorem 2.1 (Main result). There exists a numerical constant ε0 > 0 (relying on the truncation
parameters) such that if the initial guess Z0 = z0z
⊤
0 obeys
‖Z0 −X‖F ≤ ε0‖X‖F , (14)
then with probability exceeding3 1− e−Ω(m) the iterates of TRGrad with a proper stepsize converge
linearly to X, i.e.,
‖Zl+1 −X‖F ≤ νg‖Zl −X‖F , for some 0 < νg < 1,
provided that m & n. More precisely, we require that
ε0 ≤ 1
2
min
{√
ρ3
3
(
τ4z + 5τ
3
z + 8τ
2
z + 2τ
2
h
) , ρ3
15τzτh,z
1
11
}
(15)
and
αl ∈
[
1− εup
ϑlb −
√
ρ4ϑup
,
1 + εup
ϑup +
√
ρ4ϑup
]
. (16)
Here ρ3 > 0 is a sufficiently small constant, εup =
(
1− ε0
√
1 + 16ε0
)
/
√
1 + 16ε0, and ρ4, ϑlb and
ϑup are defined in Theorems 4.1 and 4.2.
In order for the closed interval in (16) to be valid, it requires that
ϑlb >
√
ρ4ϑup and (1− εup)ϑup + 2
√
ρ4ϑup ≤ (1 + εup)ϑlb.
From the expressions for the parameters, it is not hard to show that these two conditions can be
met for sufficiently large truncation parameters and sufficiently small ρ3. As a simple result, we
can also establish the local convergence of TRGrad with the adaptive stepsize computed via (7)
but with A be replaced with Al in each iteration.
Theorem 2.2 (Local convergence of TRGrad with steepest descent stepsize). Let Z0 = z0z
⊤
0 be
an initial guess obeying ‖Z0 −X‖F ≤ ε0‖X‖F , where ε0 > 0 satisfies (15). Then with probability
exceeding 1− e−Ω(m) the iterates of TRGrad with the steepest descent stepsize converge linearly to
X, i.e.,
‖Zl+1 −X‖F ≤ νg‖Zl −X‖F , for some 0 < νg < 1,
provided that m & n and
(1− εup)ϑup ≤ ϑlb −
√
ρ4ϑup and ϑup +
√
ρ4ϑup ≤ (1 + εup)ϑlb. (17)
3The notation Ω(m) means it is greater than c ·m for some constant c > 0.
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Once again, the conditions in (17) can be satisfied for sufficiently large truncation parameters
and sufficiently small ρ3. The proofs of Theorems 2.1 and 2.2 are presented in Section 4. A few
remarks are in order:
• The convergence rate vg is independent of the ground truth x (or X) and its length n, but
relies on the truncation parameters.
• By Proposition C.1 in [12] (also see Proposition B.1 in [32]), one can use the truncated spectral
method to construct an initial vector z0 such that for any fixed ǫ > 0, ‖z0−x‖ ≤ ǫ‖x‖ holds
with high probability provided m & ǫ−2 · n. Letting Z0 = z0z⊤0 , on the same event, we have
‖Z0 −X‖F ≤ (‖z0‖+ ‖x‖)‖z0 − x‖ ≤ (2 + ǫ)ǫ‖x‖2 = (2 + ǫ)ǫ‖X‖F .
Thus, the initial condition in (14) can be achieved with optimal sampling complexity. It
follows that, seeded with this initialization, TRGrad converges linearly to the ground truth
target matrix with high probability provided m & ǫ−2 log ǫ−1 · n.
• The proof strategy for Theorem 2.1 is substantially different from the one in [12], though
the truncated rules are partially similar. In [12], a local regularity condition of the objective
function was established in the vector domain. In contrast, the proof of Theorem 2.1 relies
on the well conditioned property and the weak correlation property of the truncated sensing
operator Az when being restricted onto low dimensional subspaces; see Theorem 4.1 and 4.2.
• Though TRGrad is motivated from the perspective of theoretical analysis, numerical simu-
lations in Section 3 suggest that TRGrad is able to avoid overshooting more effectively than
RGrad when using a constant stepsize; see Figure 1.
2.3 Efficient implementations of RGrad and TRGrad
since the estimate Zl in RGrad and TRGrad is a rank-1 positive semidefinite matrix, we can
parameterize it by its eigenvalue decomposition Zl = σlulu
⊤
l . Thus, it suffices to update σl and ul
in each iteration. First, it follows from (6) that
Zl + αlPTl(Gl) = σlulu⊤l + αl
(
ulu
⊤
l Gl +Glulu
⊤
l − ulu⊤l Glulu⊤l
)
= σlulu
⊤
l + αl
(
ulu
⊤
l Glulu
⊤
l +
(
I − ulu⊤l
)
Glulu
⊤
l + ulu
⊤
l Gl
(
I − ulu⊤l
))
= σlulu
⊤
l + αl
(
clulu
⊤
l + slvlu
⊤
l + slulv
⊤
l
)
=
[
ul vl
] [σl + cl αlsl
αlsl 0
] [
u⊤l
v⊤l
]
,
where we have used the substitutions cl = ulGlul and vlsl =
(
I − ulu⊤l
)
Glul for ‖vl‖ = 1 and
sl = ‖
(
I − ulu⊤l
)
Glul‖. Let[
σl + cl αlsl
αlsl 0
]
=
[
q1 q2
] [λ1
λ2
] [
q⊤1
q⊤2
]
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be the eigenvalue decomposition which can be computed using O(1) flops. As discussed previously,
we must have λ1 ≥ 0 and λ2 ≤ 0, or vice versa. Without loss of generality, we can assume λ1 ≥ 0
and λ2 ≤ 0. Then, σl+1 and ul+1 can be updated by
σl+1 = λ1 and ul+1 =
[
ul vl
]
q1.
Suppose Glul is already computed. From the above discussion, it can be easily seen that we
can obtain σl+1 and ul+1 using additional O(n) flops. Hence it only remains to see how to compute
Glul. For RGrad, a simple algebra yields that
Glul =
(
m∑
k=1
aka
⊤
k
(
yk − 〈aka⊤k , σlulu⊤l 〉
))
ul
=
m∑
k=1
(a⊤k ul)
(
yk − σl|a⊤k ul|2
)
ak
= A⊤
(
(Aul)⊙ (y − σl|Aul|2)
)
,
where ⊙ denotes the Hadamard product. Thus, the dominant cost in the computation of Glul lies
in the two matrix-vector products involving A and A⊤ which is 4mn. For TGRad, Glul can be
computed similarly but with the measurements that are not accepted by the truncation rules being
removed. Note that the computational cost to set up the truncation rules is negligible since we can
compute Azl via Azl =
√
σlAul. In summary, the leading order per iteration cost of RGrad and
TGRad is 4mn for the computation of two matrix-vector products involving A and A⊤.
3 Numerical results
In this section we evaluate the empirical performance of RGrad and TRGrad, and compare them
with two state-of-the-art first order methods: TWF [12] and TAF [36], which are downloaded
from the authors’ website. All the algorithms are seeded with an initial guess constructed by the
truncated spectral method [12]. The experiments are executed from Matlab 2017b.
3.1 Empirical phase transitions
Here we investigate the recovery ability of the aforementioned algorithms on reconstructing signals
of length n = 128. The signals are generated to have i.i.d Gaussian entries, i.e., x ∼ N (0, In) in
the real case and x ∼ N (0, In) + i · N (0, In) in the complex case. Two measurement models are
considered:
• Gaussian measurement model where A has i.i.d Gaussian entries, either real or complex up
to whether x is real or complex;
• CDP measurement model [8] where Ax is given by
Ax =


F (d1 ⊙ x)
...
F (dL ⊙ x)

 . (18)
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Here F stands for the DFT matrix, and each entry of dℓ (ℓ = 1, · · · , L) is sampled from
{1,−1, i,−i} with equal probability. For the CDP model, we also test of the reconstruction
of 2D signals whether both x and dℓ are matrices of size 128× 128, with the 2D DFT being
used in (18).
We consider an algorithm to have successfully reconstructed a test signal x if it returns an estimate
xl such that dist(xl,x)/‖x‖ ≤ 10−3, where
dist(xl,x) = min
φ∈[0,2π)
‖xl − xeiφ‖.
Notice that from the efficient implement of RGrad and TRGrad, the estimate xl can be easily
formed as xl =
√
σlul; see Section 2.3. For each type of measurement models, tests are conducted
for m increasing from small value to a sufficiently large one. For each fixed pair of (n,m), 100
random simulations are repeated. Then we calculate the probability of successful recovery out of
the 100 random tests.
We first compare RGrad and TRGrad with a constant stepsize αl = 0.2 as well as the adaptive
steepest descent stepsize given in (7), which are labelled (C) and (A) respectively. The plots of
successful recovery probability against the oversampling ratio m/n are presented in Figure 1. On
one hand, RGrad and TRGrad exhibit similar recovery performance when using adaptive steepest
descent stepsize. On the other hand, TRGrad has improved performance over RGrad for the
Gaussian real case and especially the CDP 2D case when both algorithms use the constant stepsize
α = 0.2. This suggests that truncation is helpful in avoiding overshooting to allow medium large
constant stepsizes.
Next we compare recovery performance of RGrad, TRGrad, TAF and TWF; see Figure 2.
For clarity, only results for RGrad and TRGrad with adaptive steepest stepsize are presented. The
figure shows that in the small oversampling region TAF has higher phase transition for the Gaussian
case while RGrad and TRGrad have higher phase transition for the CDP 2D case.
3.2 Computational time and stability
The dominant per iteration computational costs of all the four test algorithms lie in the two matrix-
vector products involving A and A⊤. To investigate their computational efficiency, we consider the
average convergence rates of the algorithms. Tests are conducted for the complex Gaussian case
with n/m = 6 and the CDP 2D case with n/m = 8. The range and average of the relative residuals
measured by ‖|Axk|2 − y‖/‖y‖ over 100 random simulations against the number of iterations are
presented in Figure 3. For the complex Gaussian case, TAF exhibits an overall superior performance
while RGrad and TRGrad have a faster convergence rate for the CDP 2D case.
We demonstrate the performance of RGrad and TRGrad under additive noise by conducting
tests with the measurement measure y corrupted by
e = σ · ‖y‖ · w‖w‖ ,
where w is a standard Gaussian random vector and σ is the noise level. As above, tests are
conducted for the complex Gaussian and CDP 2D cases with 9 different values of σ, corresponding
to 9 different equispaced signal-to-noise ratios (SNRs). The average relative reconstruction error
in dB plotted against the SNR is presented in Figure 4. The desirable linear scaling between the
noise levels and the relative reconstruction errors can be observed from the figure for both RGrad
and TRGrad.
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Figure 1: Comparison of RGrad and TGRad for different measurement models.
4 Proofs of main theorems
Recall that Az is a truncated linear operator defined in (8). Let Z = zz⊤ be a rank-1 and
positive semidefinite matrix. The tangent space of the embedded manifold of rank-1 and positive
semidefinite matrices at Z, denoted Tz, is given by (see also (5))
Tz = {zw⊤ +wz⊤ | w ∈ Rn}.
The proof the main theorem relies on the local well conditioned property of Az when being restricted
onto the tangent space Tz, and the local weak correlation property of Az between its restrictions
onto Tz and the complementary of Tz.
Theorem 4.1 (Restricted Well Conditioned). Let ϑ1 := E
[|ξ|41{|ξ|≤γ}]−E[|ξ|21{|ξ|≤γ}] and ϑ2 :=
E
[|ξ|21{|ξ|≤γ}] for ξ being a standard normal distribution. With probability exceeding 1− e−Ω(m),
ϑlb ‖W ‖2F ≤
1
m
‖Az (W )‖2 ≤ ϑup ‖W ‖2F
holds uniformly for all zz⊤ obeying ‖zz⊤ − xx⊤‖F ≤ 113‖X‖F and all W ∈ Tz provided m & n.
Here
ϑlb = 2min {ϑ1, ϑ2 − ρ1 − ρ2} and ϑup = max {ϑ1 + ϑ2 + ρ1, 2 (ϑ2 + ρ1)}
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Figure 2: Comparison of RGrad and TGRad for different measurement models.
Figure 3: Range and average of the relative residuals over 100 random tests.
with ρ1 = 10τ
3
z e
−0.49τ2z + o(1) and ρ2 = 6τ2z τhe−0.64τ
2
h + 4τ2z τxe
−0.39τ2x + o(1).
Theorem 4.2 (Restricted Weak Correlation). Let ε0 be the numerical constant defined in (15)
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Figure 4: Performance of RGrad and TGRad under different SNR.
Then with probability exceeding 1− e−Ω(m),
1
m
∥∥∥PTzA⊤zAz (I − PTz )(zz⊤ − xx⊤)∥∥∥
F
≤√ρ4ϑup ∥∥∥zz⊤ − xx⊤∥∥∥
F
holds uniformly for all zz⊤ obeying ‖zz⊤ − xx⊤‖F ≤ ε0‖X‖F provided m & n, where ρ4 =
ρ3 + 6τhτ
2
h,ze
−0.64τ2h + o(1).
The proofs for Theorems 4.1 and 4.2 will be deferred to Section 5. It is worth noting that in
Theorem 4.1 we have
ϑlb ≤ ϑ1 + ϑ2 − ρ1 − ρ2 ≤ ϑ1 + ϑ2 + ρ1 ≤ ϑup.
The following corollary follows immediately from Theorem 4.1.
Corollary 4.3. Let α > 0 be an absolute constant. With probability exceeding 1− e−Ω(m),∥∥∥PTz − αmPTzA⊤zAzPTz
∥∥∥ ≤ max{|1− αϑlb| , |1− αϑup|} (19)
holds uniformly for all zz⊤ obeying ‖zz⊤−xx⊤‖F ≤ 113‖X‖F . Moreover, max{|1− αϑlb| , |1− αϑup|} <
1 when α < 2ϑup and the minimum is achieved at α =
2
ϑlb+ϑup
with the value given by
ϑup−ϑlb
ϑup+ϑlb
.
Proof. By Theorem 4.1, one can easily see that∣∣∣‖W ‖2F − αm ‖Az (W )‖2
∣∣∣ ≤ max{|1− αϑlb| , |1− αϑup|} ‖W ‖2F
holds for all for all zz⊤ obeying ‖zz⊤ − xx⊤‖F ≤ 113‖X‖F and W ∈ Tz. Thus, (19) can be
established by noting that∥∥∥PTz − αmPTzA⊤zAzPTz
∥∥∥ = max
W∈Tz , ‖W ‖F=1
∣∣∣‖W ‖2F − αm ‖Az (W )‖2
∣∣∣ .
The rest of the claims can be verified easily.
Letting Wl = Zl + αlPTl(Gl), we can further establish the following lemma.
13
Lemma 4.4. If ‖Wl −X‖F ≤ µ ‖Zl −X‖F and ‖Zl −X‖F ≤ ε0 ‖X‖F , then
‖Zl+1 −X‖F ≤ µ
√
1 + 16µ2ε20 ‖Zl −X‖F .
Proof. Since Zk+1 = T1(Wl) is the closest positive semidefinite rank-1 matrix to Wl, it follows that
‖Zl+1 −X‖F ≤ ‖Zl+1 −Wl‖F + ‖Wl −X‖F ≤ 2‖Wl −X‖F . (20)
Recall that Tl+1 is the tangent space of rank-1 positive semidefinite matrix at Zl+1. One has
Zl+1 = PTl+1(Wl), and hence
‖Zl+1 −X‖2F = ‖PTl+1(Wl)−X‖2F
= ‖PTl+1(Wl −X)‖2F + ‖(I − PTl+1)(X)‖2F
≤ ‖Wl −X‖2F +
‖Zl+1 −X‖4F
‖X‖2F
≤ ‖Wl −X‖2F +
16‖Wl −X‖4F
‖X‖2F
≤ µ2‖Zl −X‖2F +
16µ4‖Zl −X‖4F
‖X‖2F
≤ µ2(1 + 16µ2ε20)‖Zl −X‖2F ,
where the third line follows from [40, Lemma 4.1]4, and the fourth line follows from (20).
Now we are in position to prove Theorems 2.1 and 2.2.
Proof of Theorem 2.1. Assume ‖Zl−X‖F ≤ ε0‖X‖F which can be proved by mathematical induc-
tion for all l ≥ 0 once we show that ‖Zl+1−X‖F ≤ νg‖Zl−X‖F . Noting that A⊤l (y) = A⊤l Al(X),
we have Wl = Zl +
αl
mPTlA⊤l Al(X −Zl), so
‖Wl −X‖F = ‖(Zl −X)− αl
m
PTlA⊤l Al(Zl −X)‖F
≤ ‖(PTl −
αl
m
PTlA⊤l AlPTl)(Zl −X)‖F + ‖(I − PTl)X‖F
+
αl
m
‖PTlA⊤l Al(I − PTl)(Zl −X)‖F . (21)
By Corollary 4.3, we have
‖(PTl −
αl
m
PTlA⊤l AlPTl)(Zl −X)‖F ≤ max{|1− αlϑlb|, |1− αlϑup|}‖Zl −X‖F .
By Theorem 4.2, we have
αl
m
‖PTlA⊤l Al(I − PTl)(Zl −X)‖F ≤ αl
√
ρ4ϑup ‖Zl −X‖F .
4Lemma 4.1 in [40] was established for non-symmetric matrices and the corresponding tangent spaces, but the
result can be easily extended to the symmetric case.
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By [40, Lemma 4.1], we have
‖(I − PTl)X‖F ≤
‖Zl −X‖2F
‖X‖F ≤ ε0‖Zl −X‖F .
Substituting the above three bounds into (21) yields
‖Wl −X‖F ≤ µ‖Zl −X‖F ,
where µ = max{|1− αlϑlb|, |1 − αϑup|}+ αl
√
ρ4ϑup + ε0.
It follows from Lemma 4.4 that
‖Zl+1 −X‖F ≤ µ
√
1 + 16µ2ε20 ‖Zl −X‖F .
Define νg = µ
√
1 + 16µ2ε20. It is easy to see that νg < 1 as long as
µ ≤ 1√
1 + 16ε20
,
which in turn requires
max{|1− αlϑlb|, |1 − αϑup|}+ αl
√
ρ4ϑup ≤ εup, (22)
where εup =
(
1− ε0
√
1 + 16ε0
)
/
√
1 + 16ε0.
Noting that
max{|1− αlϑlb|, |1− αlϑup|} =


αlϑup − 1 if αl ∈
[
2
ϑlb+ϑup
, 2ϑup
)
1− αlϑlb if αl ∈
(
0, 2ϑlb+ϑup
]
,
a simple calculation shows that (22) can be satisfied if
αl ∈
[
1− εup
ϑlb −
√
ρ4ϑup
,
1 + εup
ϑup +
√
ρ4ϑup
]
conditioned on
ϑlb >
√
ρ4ϑup and (1− εup)ϑup + 2
√
ρ4ϑup ≤ (1 + εup)ϑlb,
which concludes the proof.
Proof of Theorem 2.2. By Theorem 4.1, we know that
1
ϑup
≤ αl ≤ 1
ϑlb
.
Thus, in order to show the linear convergence of TRGrad with the steepest descent stepsize, it only
requires to verify that (see (16))
1− εup
ϑlb −
√
ρ4ϑup
≤ 1
ϑup
≤ 1
ϑlb
≤ 1 + εup
ϑup +
√
ρ4ϑup
,
which can be satisfied under the assumption.
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5 Proofs for Section 4
5.1 Auxiliary events and properties
In this section we introduce a few auxiliary events to facilitate the analysis and present the properties
of the events. The set of auxiliary are summarized as follows:
Ek2 (x) =
{
|a⊤k x| ≤ 0.9τx‖x‖
}
,
Ek3 (x) =
{
|a⊤k x| ≤ 1.1τx‖x‖
}
,
Ek3 (z) =
{∣∣∣yk − |a⊤k z|2∣∣∣ ≤ 1.15τh‖h‖(|a⊤k z|+√yk)} ,
Ek4 (z) =
{∣∣∣yk − |a⊤k z|2∣∣∣ ≤ 3τh‖h‖(|a⊤k z|+√yk)} ,
Ek5 (z) =
{
|a⊤k h| ≤ 1.15τh‖h‖
}
,
Ek6 (z) =
{
|a⊤k h| ≤ 3τh‖h‖
}
,
where in the last four events h = z−x. The following two lemmas establish the connection between
the auxiliary events and the events that determine the truncation rules in Algorithm 2.
Lemma 5.1. With probability at least 1− e−Ω(m), we have
Ek2 (x) ⊂ Ek1 (x) ⊂ Ek3 (x)
provided m & n.
Proof. When δ ∈ (0, 0.5), it follows from [9] that
(1− δ) ‖z‖2 ≤ 1
m
n∑
k=1
|a⊤k z|2 ≤ (1 + δ) ‖z‖2 (23)
holds for all z ∈ Rn with probability 1−2e−mǫ2/2 provided m ≥ 20δ−2n, where δ = 4(ǫ2+ ǫ). Since
1
m ‖y‖1 = 1m
∑n
k=1 |a⊤k x|2, the proof is complete by choosing δ properly.
Lemma 5.2. With probability at least 1− e−Ω(m),
Ek5 (z) ⊂ Ek3 (z), Ek6 (z) ⊂ Ek4 (z), and Ek3 (z) ⊂ Ek2 (z)⊂ Ek4 (z). (24)
hold for all z and x satisfying ‖h‖ ≤ 111 ‖z‖ provided m & n. Under the same condition, one has
Ek1 (z) ∩ Ek1 (x) ∩ Ekj (z) ⊂
{
|a⊤k h| ≤ τh,z‖z‖
}
, j = 3, 4, (25)
where τh,z = τz +
(
0.3τh (τz + 1.2τx) + τ
2
z
)1/2
.
Proof. The first two claims of (24) can be verified directly. For example, when |a⊤k h| ≤ 1.15τh‖h‖,
we have ∣∣∣yk − |a⊤k z|2∣∣∣ = ∣∣∣|a⊤k x|2 − |a⊤k z|2∣∣∣ ≤ (|a⊤k x|+ |a⊤k z|) |a⊤k h|
16
≤ 1.15τh‖h‖
(
|a⊤k z|+
√
yk
)
.
The third claim of (24) follows immediately from [12, Eq. (5.9)], which states that with probability
1− e−Ω(m),
1.15 ‖h‖ ‖z‖ ≤ 1
m
∥∥∥A(zz⊤ − xx⊤)∥∥∥
1
≤ 3 ‖h‖ ‖z‖
holds for all z and x satisfying ‖h‖ ≤ 111 ‖z‖ provided m & n.
By Lemma 5.2, it suffices to show that
Ek1 (z) ∩ Ek3 (x) ∩ Ekj (z) ⊂
{
|a⊤k h| ≤ τh,z ‖z‖
}
, j = 3, 4.
We only need to check the case when j = 4. Note that∣∣∣yk − |a⊤k z|2∣∣∣ = |a⊤k (z − x)||a⊤k (z − x)|
= |a⊤k (2z − h)||a⊤k h|
≥ |a⊤k h|2 − 2|a⊤k h||a⊤k z|
=
(
|a⊤k h| − |a⊤k z|
)2
− |a⊤k z|2,
where in the second line we have used the substitution h = z − x. Thus, when ‖h‖ ≤ 111‖z‖, for
any outcome from Ek1 (z) ∩ Ek3 (x) ∩ Ek4 (z), we have
|a⊤k h| ≤ |a⊤k z|+
√∣∣yk − |a⊤k z|2∣∣+ |a⊤k z|2
≤ |a⊤k z|+
√
3τh‖h‖
(|a⊤k z|+√yk)+ |a⊤k z|2
≤ τz‖z‖+
√
0.3τh‖z‖ (τz‖z‖ + 1.1τx(‖z‖ + ‖h‖)) + τ2z ‖z‖2
≤ τh,z‖z‖,
which completes the proof.
5.2 Spectral norm of random matrices with truncation
The following technical lemma which might be of independent interest will be used repeatedly
in our analysis. It provides a uniform bound for a set of random matrices parameterized by an
arbitrary vector.
Lemma 5.3. Fix γ ≥ 1 and let ǫ ∈ (0, 1) be a sufficiently small constant. With probability at least
1− e−Ω(mǫ2), ∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k 1{|a⊤k z|>γ‖z‖}
∥∥∥∥∥ ≤ 5γe−0.49γ2 + ǫ (26)
holds uniformly for all ‖z‖ 6= 0 provided m & ǫ−2 log ǫ−1 · n.
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Proof. By homogeneity, we only need to establish (26) for the case where ‖z‖ = 1. Let N1/4 be
the 1/4-net of Sn−1. By [34, Lemma 5.4], it suffices to show that
1
m
m∑
k=1
|a⊤k w|21{|a⊤k z|>γ} ≤ 2.5γe
−0.49γ2 + ǫ
holds simultaneously for all w ∈ N1/4 and z ∈ Sn−1. We first have
1
m
m∑
k=1
|a⊤k w|21{|a⊤k z|>γ}
=
1
m
m∑
k=1
|a⊤k w|21{|a⊤k w|≤ζ}1{|a⊤k z|>γ} +
1
m
m∑
k=1
|a⊤k w|21{|a⊤k w|>ζ}1{|a⊤k z|>γ}
≤ ζ
2
m
m∑
k=1
1{|a⊤k z|>γ} +
1
m
m∑
k=1
|a⊤k w|21{|a⊤k w|>ζ}
:= I1 + I2,
where ζ > 0 is a numerical constant that can be chosen flexibly. Then we only need to bound I1
uniformly for all z ∈ Sn−1 and bound I2 uniformly for all w ∈ N1/4.
Upper bound of I1 over z ∈ Sn−1 To this end, define an auxiliary function f(x) for x ≥ 0 as
f(x) =


1 if x ∈ [γ,∞),
1
δγx+
(
1− 1δ
)
if x ∈ [(1− δ)γ, γ]),
0 if x ∈ [0, (1 − δ)γ),
where δ > 0 is a very small constant to be determined later. Hence f(x) is continuous on [0,∞)
and 1{|a⊤k z|>γ} ≤ f
(|a⊤k z|) ≤ 1{|a⊤k z|>(1−δ)γ}. Moreover, it can be easily verified that f (√τ) is
Lipschitz continuous with the Lipschitz constant bounded by 1
2δ(1−δ)γ2 . It follows that
1
m
m∑
k=1
1{|a⊤k z|≥γ} ≤
1
m
m∑
k=1
f
(
|a⊤k z|
)
, (27)
so it suffices to bound 1m
∑m
k=1 f
(|a⊤k z|) uniformly for all ‖z‖ = 1. Note that
sup
p≥1
p−1
(
E
[(
f
(
|a⊤k z|
))p])1/p ≤ sup
p≥1
p−1
(
E
[(
1{|a⊤k z|>(1−δ)γ}
)p])1/p
= sup
p≥1
p−1
(
P
[
|a⊤k z| > (1− δ)γ
])1/p
≤ sup
p≥1
p−1
(√
2
π
1
(1− δ)γ e
− (1−δ)2γ2
2
)1/p
≤ sup
p≥1
p−1e−
(1−δ)2γ2
2p
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≤ 1
(1− δ)2γ2 ,
where in the fourth line we assume (1 − δ)γ ≥ √2/π which holds for γ ≥ 1 and δ ≤ 0.2. Thus,
f
(|a⊤k z|) is sub-exponential with the sub-exponential norm ‖ · ‖ψ1 obeying∥∥∥f (|a⊤k z|)∥∥∥
ψ1
.
1
(1− δ)2γ2 ,
and so is f
(|a⊤k z|) − E[f (|a⊤k z|)]. Thus, by the Bernstein’s inequality (see for example [34]), we
have
1
m
m∑
k=1
f
(
|a⊤k z|
)
≤ E
[
f
(
|a⊤k z|
)]
+
ǫ
(1− δ)2γ2 ≤
√
2
π
1
(1− δ)γ e
− (1−δ)2γ2
2 +
ǫ
(1− δ)2γ2 (28)
holds with probability at least 1 − e−Ω(mǫ2) for ǫ ∈ (0, 1). Let Nǫ be ǫ-net of Sn−1. Applying the
union bound implies (28) holds for all z ∈ Nǫ with probability exceeding 1 − e−Ω(mǫ2) provided
m & ǫ−2 log ǫ−1 · n.
For any z ∈ Sn−1, let z0 ∈ Nǫ be a vector satisfying ‖z − z0‖ ≤ ǫ. Then we have∣∣∣∣∣ 1m
m∑
k=1
f
(
|a⊤k z|
)
− 1
m
m∑
k=1
f
(
|a⊤k z0|
)∣∣∣∣∣
≤ 1
m
m∑
k=1
∣∣∣f (|a⊤k z|)− f (|a⊤k z0|)∣∣∣
=
1
m
m∑
k=1
∣∣∣∣f
(√
|a⊤k z|2
)
− f
(√
|a⊤k z0|2
)∣∣∣∣
≤ 1
2δ(1 − δ)γ2 ·
1
m
m∑
k=1
∣∣∣|a⊤k z|2 − |a⊤k z0|2∣∣∣
≤ 1
2δ(1 − δ)γ2 ·
√√√√ 1
m
m∑
k=1
|a⊤k (z + z0)|2
√√√√ 1
m
m∑
k=1
|a⊤k (z − z0)|2
≤ 1 + ǫ
2δ(1 − δ)γ2 · ‖z + z0‖‖z − z0‖
≤ (1 + ǫ)ǫ
2δ(1 − δ)γ2 , (29)
where in the fourth line we use the fact that f (τ) is 1
2δ(1−δ)γ2 -Lipschitz, and the sixth line holds
uniformly for all z and z0 with probability at least 1 − e−Ω(mǫ2) provided m & ǫ−2n. To sum up,
when δ ∈ (0, 1/2) and ǫ ∈ (0, 1), we can bound I1 uniformly for all z ∈ Sn−1 as
I1 ≤
√
2
π
ζ2
(1− δ)γ e
− (1−δ)2γ2
2 +
3ζ2ǫ
δ(1 − δ)γ2
by combining (27), (28) and (29) together.
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Upper bound I2 over w ∈ N1/4 It is clear that |a⊤k w|21{|a⊤k w|>ζ} is sub-exponential since
|a⊤k w|21{|a⊤k w|>ζ} ≤ |a
⊤
k w|2 and |a⊤k w|2 is standard Chi-square and sub-exponential. Therefore,
applying the Bernstein inequality yields that
1
m
m∑
k=1
|a⊤k w|21{|a⊤k w|>ζ} ≤ E
[
|a⊤k w|21{|a⊤k w|>ζ}
]
+ ǫ
≤
√
2
π
(
ζ +
1
ζ
)
e−
ζ2
2 + ǫ
holds with probability at least 1 − e−Ω(mǫ2) for ǫ ∈ (0, 1) being sufficiently small. Taking a union
bound over N1/4 yields that
I2 ≤
√
2
π
(
ζ +
1
ζ
)
e−
ζ2
2 + ǫ
holds for all w ∈ N1/4 with probability exceeding 1− e−Ω(mǫ2) provided m & ǫ−2n.
Finally, taking ζ = γ and choosing δ = 0.01 completes the proof of the lemma.
The following lemma is a the result from [11]. To keep the presentation self-contained, we
provide a slightly different proof here based on Lemma 5.3. In particular, the dependence of the
upper bound on the parameters will be made explicit.
Lemma 5.4. Fix γ ≥ 2 and let ǫ ∈ (0, 1) be a sufficiently small constant. With probability at least
1− e−Ω(mǫ2), ∥∥∥∥∥ 1m
m∑
k=1
|a⊤k z|2aka⊤k 1{|a⊤k z|≤γ‖z‖} −
(
ϑ1zz
⊤ + ϑ2‖z‖2I
)∥∥∥∥∥
≤
(
10γ3e−0.49γ
2
+
10γ2
ǫ
e−0.49ǫ
−2
+ γ4ǫ
)
‖z‖2
holds for all z ∈ Rn provided m & ǫ−2 log ǫ−1 · n, where ϑ1 := E
[|ξ|41{|ξ|≤γ}]− E[|ξ|21{|ξ|≤γ}] and
ϑ2 := E
[|ξ|21{|ξ|≤γ}] with ξ being a standard normal distribution.
Proof. For fixed z ∈ Sn−1, the proof is standard and can also be found for example in [8]. By [34,
Lemma 5.4], it suffices to bound∣∣∣∣∣ 1m
m∑
k=1
|a⊤k z|2|a⊤k w|21{|a⊤k z|≤γ} −
(
ϑ1|z⊤w|2 + ϑ2‖w‖2
)∣∣∣∣∣
for all w ∈ N1/4, where N1/4 is a 1/4-net of Sn−1. To this end, a simple calculation yields that∣∣∣∣∣ 1m
m∑
k=1
|a⊤k z|2|a⊤k w|21{|a⊤k z|≤γ} −
(
ϑ1|z⊤w|2 + ϑ2‖w‖2
)∣∣∣∣∣
≤ (w⊤z)2
∣∣∣∣∣ 1m
m∑
k=1
(a⊤k z)
4
1{|a⊤k z|≤γ} − (ϑ1 + ϑ2)
∣∣∣∣∣
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+ 2|w⊤z|
∣∣∣∣∣ 1m
m∑
k=1
(a⊤k z)
3(a⊤k z˜)1{|a⊤k z|≤γ}
∣∣∣∣∣
+ ‖z˜‖2
∣∣∣∣∣ 1m
m∑
k=1
(a⊤k z)
2
1{|a⊤k z|≤γ} − ϑ2
∣∣∣∣∣
+
∣∣∣∣∣ 1m
m∑
k=1
(a⊤k z)
2
(
(a⊤k z˜)
2 − ‖z˜‖2
)
1{|a⊤k z|≤γ}
∣∣∣∣∣ .
where we have used the decomposition w = (w⊤z)z + z˜ with z˜ ⊥ z and 1 = ‖w‖2 = (w⊤z)2 +
‖z˜‖2. After applying the Hoeffding inequality to the first three terms and applying the Bernstein
inequality to the last term, we can easily see that for fixed w ∈ Sn−1,∣∣∣∣∣ 1m
m∑
k=1
|a⊤k z|2|a⊤k w|21{|a⊤k z|≤γ} −
(
ϑ1|z⊤w|2 + ϑ2‖w‖2
)∣∣∣∣∣ ≤ (γ4 + γ3 + γ2)ǫ
holds with probability at least 1− e−Ω(mǫ2) for ǫ ∈ (0, 1) being sufficiently small. Taking a uniform
bound over all w ∈ N1/4 implies that∥∥∥∥∥ 1m
m∑
k=1
|a⊤k z|2aka⊤k 1{|a⊤k z|≤γ} −
(
ϑ1zz
⊤ + ϑ2I
)∥∥∥∥∥ ≤ (γ4 + γ3 + γ2) ǫ (30)
holds for fixed z ∈ Sn−1 with probability at least 1− e−Ω(mǫ2) provided m & ǫ−2n.
To establish a uniform bound for all z ∈ Sn−1, first note that (30) holds for all z ∈ Nǫ2 provided
m & ǫ−2 log ǫ−1 · n, where Nǫ2 denotes a ǫ2-net of Sn−1. For any z ∈ Sn−1, let z0 be a vector in
Nǫ2 such that ‖z − z0‖ ≤ ǫ2. Then it follows that∥∥∥∥∥ 1m
m∑
k=1
|a⊤k z|2aka⊤k 1{|a⊤k z|≤γ} −
1
m
m∑
k=1
|a⊤k z0|2aka⊤k 1{|a⊤k z0|≤γ}
∥∥∥∥∥
≤
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k
(
|a⊤k z|2 − |a⊤k z0|2
)
1{|a⊤k z|≤γ}1{|a⊤k z0|≤γ}
∥∥∥∥∥
+
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k (a
⊤
k z)
2
1{|a⊤k z|≤γ}1{|a⊤k z0|>γ}
∥∥∥∥∥+
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k (a
⊤
k z0)
2
1{|a⊤k z|>γ}1{|a⊤k z0|≤γ}
∥∥∥∥∥
≤
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k
(
|a⊤k z|2 − |a⊤k z0|2
)
1{|a⊤k z|≤γ}1{|a⊤k z0|≤γ}1{|a⊤k (z−z0)|≤ǫ}
∥∥∥∥∥
+
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k
(
|a⊤k z|2 − |a⊤k z0|2
)
1{|a⊤k z|≤γ}1{|a⊤k z0|≤γ}1{|a⊤k (z−z0)|>ǫ}
∥∥∥∥∥
+
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k (a
⊤
k z)
2
1{|a⊤k z|≤γ}1{|a⊤k z0|>γ}
∥∥∥∥∥+
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k (a
⊤
k z0)
2
1{|a⊤k z|>γ}1{|a⊤k z0|≤γ}
∥∥∥∥∥
≤
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k
(
|a⊤k z|2 − |a⊤k z0|2
)
1{|a⊤k z|≤γ}1{|a⊤k z0|≤γ}1{|a⊤k (z−z0)|≤ǫ}
∥∥∥∥∥
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+∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k
(
|a⊤k z|2 − |a⊤k z0|2
)
1{|a⊤k z|≤γ}1{|a⊤k z0|≤γ}1{|a⊤k (z−z0)|>ǫ−1‖z−z0‖}
∥∥∥∥∥
+
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k (a
⊤
k z)
2
1{|a⊤k z|≤γ}1{|a⊤k z0|>γ}
∥∥∥∥∥+
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k (a
⊤
k z0)
2
1{|a⊤k z|>γ}1{|a⊤k z0|≤γ}
∥∥∥∥∥
≤ 2γǫ
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k
∥∥∥∥∥+ 2γ2
∥∥∥∥∥
m∑
k=1
aka
⊤
k 1{|a⊤k (z−z0)|>ǫ−1‖z−z0‖}
∥∥∥∥∥
+ γ2
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k 1{|a⊤k z0|>γ}
∥∥∥∥∥+ γ2
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k 1{|a⊤k z|>γ}
∥∥∥∥∥
≤ 10γ3e−0.49γ2 + 10γ
2
ǫ
e−0.49ǫ
−2
+ γ2ǫ (31)
where in the third inequality we have used the fact ‖z − z0‖ ≤ ǫ2, and the last inequality holds
with probability 1− e−Ω(mǫ2) provided m & ǫ−2 log ǫ−1 · n; see (23) and Lemma 5.3.
By combining (30) and (31) together, for any z ∈ Sn−1, we have∥∥∥∥∥ 1m
m∑
k=1
|a⊤k z|2aka⊤k 1{|a⊤k z|≤γ} −
(
ϑ1zz
⊤ + ϑ2I
)∥∥∥∥∥
≤
∥∥∥∥∥ 1m
m∑
k=1
|a⊤k z|2aka⊤k 1{|a⊤k z|≤γ} −
1
m
m∑
k=1
|a⊤k z0|2aka⊤k 1{|a⊤k z0|≤γ}
∥∥∥∥∥
+
∥∥∥∥∥ 1m
m∑
k=1
|a⊤k z0|2aka⊤k 1{|a⊤k z0|≤γ} −
(
ϑ1z0z
⊤
0 + ϑ2I
)∥∥∥∥∥
+
∥∥∥(ϑ1z0z⊤0 + ϑ2I)− (ϑ1zz⊤ + ϑ2I)∥∥∥
≤ 10γ3e−0.49γ2 + 10γ
2
ǫ
e−0.49ǫ
−2
+ γ4ǫ,
which completes the proof.
5.3 Proof of Theorem 4.1
The following lemma which relates ‖z − x‖ to ‖zz⊤ − xx⊤‖F will be used later.
Lemma 5.5. For any z ∈ Rn and x ∈ Rn satisfying z⊤x ≥ 0, we have
‖zz⊤ − xx⊤‖2F ≥
4
5
‖z − x‖2‖x‖2.
Proof. Without loss of generality, assume ‖x‖ = 1. Then,
‖zz⊤ − xx⊤‖2F −
4
5
‖z − x‖2‖x‖2 = ‖z‖4 − 4
5
‖z‖2 − 2(z⊤x)2 + 8
5
(z⊤x) +
1
5
= ‖z‖4 − 4
5
‖z‖2 − 2 ‖z‖2 t2 + 8
5
‖z‖ t+ 1
5
(32)
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for since 0 ≤ t ≤ 1 due to ‖x‖ = 1 and z⊤x ≥ 0. Noting that (32) can be rewritten as
‖z‖4 − 4
5
‖z‖2 − 2 ‖z‖2 t2 + 8
5
‖z‖ t+ 1
5
= ‖z‖4 − 4
5
‖z‖2 − 2
(
‖z‖t− 2
5
)2
+
13
25
,
hence for fixed z,
‖zz⊤ − xx⊤‖2F −
4
5
‖z − x‖2‖x‖2 ≥
{
‖z‖4 − 45‖z‖2 + 15 t = 0
‖z‖4 − 145 ‖z‖2 + 85‖z‖+ 15 t = 1,
which are both greater than zero in both cases.
Proof of Theorem 4.1. Noting that for any W = zw⊤ +wz⊤, there holds
‖W ‖2F = 2‖z‖2‖w‖2 + 2|z⊤w|2.
Upper bound Since 1Ek1 (x)∩Ek1 (z)∩Ek2 (z) ≤ 1Ek1 (z), one has
1
m
‖Az(W )‖2 = 1
m
m∑
k=1
∣∣∣〈aka⊤k ,zw⊤ +wz⊤〉∣∣∣2
≤ 4
m
m∑
k=1
|a⊤k z|2|a⊤k w|21Ek1 (z)
= 4w⊤
(
1
m
m∑
k=1
|a⊤k z|2aka⊤k 1{|a⊤k z|≤τz‖z‖}
)
w.
For fixed τz, if we choose a sufficiently small ǫ in Lemma 5.4, then with probability at least 1−e−Ω(m),∥∥∥∥∥ 1m
m∑
k=1
|a⊤k z|2aka⊤k 1{|a⊤k z|≤τz‖z‖} −
(
ϑ1zz
⊤ + ϑ2‖z‖2I
)∥∥∥∥∥ ≤ ρ1‖z‖2 (33)
holds for all z ∈ Rn, where ϑ1 := E
[|ξ|41{|ξ|≤τz}]− E[|ξ|21{|ξ|≤τz}] and ϑ2 := E[|ξ|21{|ξ|≤τz}] with
ξ being a standard normal distribution. It follows that
w⊤
(
1
m
m∑
k=1
|a⊤k z|2aka⊤k 1{|a⊤k z|≤τz‖z‖}
)
w ≤ (ϑ2 + ρ1)‖z‖2‖w‖2 + ϑ1|z⊤w|2.
Therefore, for all z ∈ Rn and W ∈ Tz, one has
1
m
‖Az(W )‖2 ≤ 4(ϑ2 + ρ1)‖z‖2‖w‖2 + 4ϑ1|z⊤w|2
= 2(ϑ2 + ρ1)
(
2‖z‖2‖w‖2 + 2|z⊤w|2
)
+ 4(ϑ1 − ϑ2 − ρ1)|w⊤x|2
= 2(ϑ2 + ρ1)‖W ‖2F + 4(ϑ1 − ϑ2 − ρ1)|w⊤x|2.
The upper bound is then obtained by further noting that if ϑ1 − ϑ2 − ρ1 ≥ 0, then
4(ϑ1 − ϑ2 − ρ1)|z⊤w|2 ≤ (ϑ1 − ϑ2 − ρ1)
(
2‖z‖2‖w‖2 + 2|z⊤w|2
)
= (ϑ1 − ϑ2 − ρ1)‖W ‖2F .
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Lower bound To establish the lower bound, first observe that
1Ek1 (x)∩Ek1 (z)∩Ek2 (z) = 1Ek1 (z) − 1Ek1 (z)1(Ek2 (z))c∪(Ek1 (x))c ≥ 1Ek1 (z) − 1Ek1 (z)1(Ek2 (z))c − 1Ek1 (z)1(Ek1 (x))c
≥ 1Ek1 (z) − 1Ek1 (z)1{|a⊤k h|>1.15τh‖h‖} − 1Ek1 (z)1||a⊤k x|>0.9τx‖x‖}
where h = z − x, and in the last inequality we have used Lemmas 5.1 and 5.2. Note that by
Lemma 5.5, the assumption ‖h‖ ≤ 111‖z‖ for Lemma 5.2 holds provided ‖zz⊤−xx⊤‖F ≤ 113‖x‖2.
It follows that
1
m
‖Az(W )‖2 = 4
m
m∑
k=1
|a⊤k z|2|a⊤k w|21Ek1 (x)∩Ek1 (z)∩Ek2 (z)
≥ 4
m
m∑
k=1
|a⊤k z|2|a⊤k w|21{|a⊤k z|≤τz‖z‖}
− 4
m
m∑
k=1
|a⊤k z|2|a⊤k w|21{|a⊤k z|≤τz‖z‖}1{|a⊤k h|≥1.15τh‖h‖}
− 4
m
m∑
k=1
|a⊤k z|2|a⊤k w|21{|a⊤k z|≤τz‖z‖}1{|a⊤k x|≥0.9τx‖x‖}
:= I1 − I2 − I3.
Next we will provide a lower bound for I1 and upper bounds for I2 and I3. By (33), I1 can be
bounded from below as
I1 ≥ 4ϑ1|z⊤w|2 + 4(ϑ1 − ρ1)‖z‖2‖w‖2.
An upper bound for I2 can be established as follows:
I2 ≤ 4τ2z ‖z‖2
(
1
m
m∑
k=1
|a⊤k w|21{|a⊤k h|≥1.15τh‖h‖}
)
≤ 4τ2z
(
5.75τhe
−0.64τ2h + ǫ
)
‖w‖2‖z‖2,
where the second inequality holds with probability exceeding 1−e−Ω(mǫ2) provided m & ǫ−2 log ǫ−1 ·
n; see Lemma 5.3. Similarly, I3 can be bounded from above as
I3 ≤ 4τ2z
(
3.6τxe
−0.39τ2x + ǫ
)
‖w‖2‖z‖2.
Combining the bounds for I1, I2 and I3 together yields that
1
m
‖Az(W )‖2 ≥ 4ϑ1|z⊤w|2 + 4 (ϑ2 − ρ1 − ρ2) ‖z‖2‖w‖2
≥ 2min {ϑ1, ϑ2 − ρ1 − ρ2} ‖W ‖2F ,
where ρ2 = 6τ
2
z τhe
−0.64τ2h + 4τ2z τxe−0.39τ
2
x + o(1) by taking ǫ to be sufficiently small.
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5.4 Proof of Theorem 4.2
By Lemma 5.5, it suffices to establish the bound for
‖h‖
‖z‖ ≤ min
{√
ρ3
3
(
τ4z + 5τ
3
z + 8τ
2
z + 2τ
2
h
) , ρ3
15τzτh,z
,
1
11
}
. (34)
By Theorem 4.1, we have∥∥∥∥ 1√mPTzA⊤z
∥∥∥∥ = sup‖b‖=1,‖W ‖F=1
1√
m
∣∣∣〈W ,PTzA⊤z (b)〉∣∣∣
= sup
‖b‖=1,‖W ‖F=1
1√
m
|〈AzPTz (W ), b〉|
≤√ϑup. (35)
Thus, it remains to establish an upper bound for 1√
m
∥∥Az(I − PTz)(zz⊤ − xx⊤)∥∥. Noting that
(I − PTz )(zz⊤ − xx⊤) = −
(
I − zz
⊤
‖z‖2
)
xx⊤
(
I − zz
⊤
‖z‖2
)
= −
(
x− z
⊤x
‖z‖2 z
)(
x− z
⊤x
‖z‖2 z
)⊤
and letting h = z − x, we have
(I − PTz )(zz⊤ − xx⊤) = −
(
z⊤h
‖z‖2z − h
)(
z⊤h
‖z‖2 z − h
)⊤
.
It follows that (cf. Definition (8))
1
m
∥∥∥Az(I − PTz )(zz⊤ − xx⊤)∥∥∥2
=
1
m
m∑
k=1
(
a⊤k
(
z⊤h
‖z‖2 z − h
))4
1Ek1 (x)∩Ek1 (z)∩Ek2 (z)
≤
∣∣∣∣∣ 1m
m∑
k=1
(a⊤k z)
4(z⊤h)4
‖z‖8 1Ek1 (x)∩Ek1 (z)∩Ek2 (z)
∣∣∣∣∣
+
∣∣∣∣∣ 4m
m∑
k=1
(z⊤h)3
‖z‖6 (a
⊤
k z)
3(a⊤k h)1Ek1 (x)∩Ek1 (z)∩Ek2 (z)
∣∣∣∣∣
+
∣∣∣∣∣ 6m
m∑
k=1
(z⊤h)2
‖z‖4 (a
⊤
k z)
2(a⊤k h)
2
1Ek1 (x)∩Ek1 (z)∩Ek2 (z)
∣∣∣∣∣
+
∣∣∣∣∣ 4m
m∑
k=1
(z⊤h)
‖z‖2 (a
⊤
k z)(a
⊤
k h)
3
1Ek1 (x)∩Ek1 (z)∩Ek2 (z)
∣∣∣∣∣
+
∣∣∣∣∣ 1m
m∑
k=1
(a⊤k h)
4
1Ek1 (x)∩Ek1 (z)∩Ek2 (z)
∣∣∣∣∣
:= I1 + I2 + I3 + I4 + I5.
Next we will bound Ii, i = 1, · · · , 5 one after another.
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Upper bound of I1 Direct calculation yields that
I1 ≤ 1
m
m∑
k=1
|z⊤h|4
‖z‖8 |a
⊤
k z|41Ek1 (z) ≤ τ
4
z ‖h‖4.
Upper bound of I2 It is evident that
I2 ≤ 4
m
m∑
k=1
|z⊤h|3
‖z‖6 |a
⊤
k z|3|a⊤k h|1Ek1 (x)∩Ek1 (z)∩Ek2 (z)
≤ 4
m
m∑
k=1
|z⊤h|3
‖z‖6 |a
⊤
k z|3|a⊤k h|1Ek1 (z)
≤ 4τ3z ‖h‖3
(
1
m
m∑
k=1
|a⊤k h|
)
≤ 4τ3z ‖h‖3
√√√√ 1
m
m∑
k=1
|a⊤k h|2
≤ 5τ3z ‖h‖4,
where the last inequality holds with probability at least 1− e−Ω(m) provided m & n; see (23).
Upper bound of I3 Similarly, we have
I3 ≤
∣∣∣∣∣ 6m
m∑
k=1
(z⊤h)2
‖z‖4 (a
⊤
k z)
2(a⊤k h)
2
1Ek1 (x)∩Ek1 (z)∩Ek2 (z)
∣∣∣∣∣
≤ 6τ2z ‖h‖2
1
m
m∑
k=1
|a⊤k h|2
≤ 8τ2z ‖h‖4.
Upper bound of I4 By Lemma 5.2, when ‖h‖ ≤ 111 , we have
Ek1 (x) ∩ Ek1 (z) ∩ Ek2 (z) ⊂ Ek1 (x) ∩ Ek1 (z) ∩ Ek4 (z) ⊂
{
|a⊤k h| ≤ τh,z‖z‖
}
. (36)
It follows that 1Ek1 (x)∩Ek1 (z)∩Ek2 (z) ≤ 1{|a⊤k h|≤τh,z‖z‖} and
I4 ≤ 4
m
m∑
k=1
|z⊤h|
‖z‖2 |a
⊤
k z||a⊤k h|31Ek1 (x)∩Ek1 (z)∩Ek2 (z)
≤ 4τz‖h‖
(
1
m
m∑
k=1
|a⊤k h|31Ek1 (x)∩Ek1 (z)∩Ek2 (z)
)
≤ 4τz‖h‖
(
1
m
m∑
k=1
|a⊤k h|31{|a⊤k h|≤τh,z‖z‖}
)
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≤ 4τzτh,z‖h‖‖z‖
(
1
m
m∑
k=1
|a⊤k h|2
)
≤ 5τzτh,z‖h‖3‖z‖.
Upper bound of I5 Using (36) again gives
I5 ≤ 1
m
m∑
k=1
|a⊤k h|41{|a⊤k h|≤τh,z‖z‖}
=
1
m
m∑
k=1
|a⊤k h|41{{|a⊤k h|≤τh,z‖z‖}∩Ek5 (z)} +
1
m
m∑
k=1
|a⊤k h|41{{|a⊤k h|≤τh,z‖z‖}∩(Ek5 (z))c}
≤ 1
m
m∑
k=1
|a⊤k h|41{|a⊤k h|≤1.15τh‖h‖} +
1
m
m∑
k=1
|a⊤k h|41{{|a⊤k h|≤τh,z‖z‖}∩{|a⊤k h|>1.15τh‖h‖}}
≤ 1.15‖h‖2τ2h
(
1
m
m∑
k=1
|a⊤k h|2
)
+ τ2h,z‖z‖2h⊤
(
1
m
m∑
k=1
aka
⊤
k 1{|a⊤k h|>1.15τh‖h‖}
)
h
≤ 2τ2h‖h‖4 +
(
6τhτ
2
h,ze
−0.64τ2h + o(1)
)
‖z‖2‖h‖2,
where we have used Lemma 5.4 in the last line by choosing sufficiently small ǫ for fixed τ2h,z.
Putting it all together, we have
1
m
∥∥∥Az(I − PTz)(zz⊤ − xx⊤)∥∥∥2
≤
((
τ4z + 5τ
3
z + 8τ
2
z + 2τ
2
h
) ‖h‖2
‖z‖2 + 5τzτh,z
‖h‖
‖z‖ +
(
6τhτ
2
h,ze
−0.64τ2h + o(1)
))
‖z‖2 ‖h‖2
≤ 1.25
((
τ4z + 5τ
3
z + 8τ
2
z + 2τ
2
h
) ‖h‖2
‖z‖2 + 5τzτh,z
‖h‖
‖z‖ +
(
6τhτ
2
h,ze
−0.64τ2h + o(1)
))∥∥∥zz⊤ − xx⊤∥∥∥2
F
,
where the last line uses Lemma 5.5. The proof is complete after combing this bound with (35) and
making proper substitutions.
6 Conclusion and future directions
We have presented a Riemannian gradient descent algorithm and its truncated variant for solving
systems of phaseless equations. Exact recovery guarantee has been established for the truncated
variant, showing that the algorithm is able to achieve successful recovery with the optimal sampling
complexity. In addition, empirical evaluations show that our algorithm are competitive with other
state-of-the-art first order methods. We conclude this paper by pointing out a few problems for
future directions:
• The Riemannian gradient descent algorithms studied in this paper can be easily extended to
Riemannian conjugate gradient descent algorithms which should be substantially faster. The-
oretical analysis of the conjugate gradient descent type algorithms is an interesting direction
for future research.
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• Numerical simulations show that RGrad can be similarly effective provided an appropriate
stepsize is used, which suggests the possibility of analyzing this vanilla Riemannian gradient
descent algorithm. The leave-one-out technique that has been employed in [28] provides a
potential tool for the analysis. It is also worth investigating the convergence of the algorithms
under other measurement models.
• The algorithms presented in this paper applies equally to the problem of reconstructing a
rank-r positive semidefinite matrices from rank-1 projection measurements, namely, solving
the following systems of equations:
yk = 〈aka⊤k ,X〉, k = 1, · · · ,m,
where the unknown matrix X is positive semidefinite and is of rank r. It may also be possible
to establish the convergence of the algorithms for this setting.
• As mentioned in the introduction, geometric landscape for the problem of solving systems of
phaseless equations has been studied in [31]. Notice that the analysis there is carried out in
Euclidean space after parameterization. More precisely, if we submit Z = zz⊤ into (3), the
constraints can be removed and the reconstruction problem can be achieved by minimizing
the following function:
f(z) =
m∑
k=1
(
(a⊤k z)
2 − y
)2
.
It was shown in [31] that under the Gaussian measurement model f does not have a spurious
local minima providedm & n log3 n. In a different direction, one can investigate the geometric
landscape of the problem directly on manifold. In particular, it is of great interest to study
the geometric property of
f(Z) = ‖A(Z)− y‖2
over the embedded manifold of rank-1 positive semidefinite matrices. Progress torwards this
direction will be reported separately.
Acknowledgments
KW would like to thank Wen Huang for a fruitful discussion about Riemannian geometry.
References
[1] P.-A. Absil, R. Mahony, and R. Sepulchre. Optimization Algorithms on Matrix Manifolds.
Princeton University Press, 2008.
[2] N. Agarwal, Z. Allen-Zhu, B. Bullins, E. Hazan, and T. Ma. Finding approximate local minima
for nonconvex optimization in linear time. 2016. arXiv preprint arXiv:1611.01146.
[3] S. Bahmani and J. Romberg. Phase retrieval meets statistical learning theory: A flexible
convex relaxation. arXiv:1610.04210, 2016.
28
[4] R. Balan, P. Casazza, and D. Edidin. On signal reconstruction without phase. Applied and
Computational Harmonic Analysis, 20(3):345–356, 2006.
[5] O. Bunk, A. Diaz, F. Pfeiffer, C. David, B. Schmitt, and D. K. Satapathy. Diffractive imaging
for periodic samples: Retrieving one-dimensional concentration profiles across microfluidic
channels. Acta Crystallographica Section A: Foundations of Crystallography, 63(4):306–314,
2007.
[6] E. J. Cande`s and X. Li. Solving quadratic equations via phaselift when there are about as
many equations as unknowns. Foundations of Computational Mathematics, 14(5):1017–1026,
2014.
[7] E. J. Cande`s, X. Li, and M. Soltanolkotabi. Phase retrieval from coded diffraction patterns.
Applied and Computational Harmonic Analysis, 29(2):277–299, 2015.
[8] E. J. Cande`s, X. Li, and M. Soltanolkotabi. Phase retrieval via Wirtinger flow: Theory and
algorithms. IEEE Transactions on Information Theory, 61(4):1985–2007, 2015.
[9] E. J. Cande`s, T. Strohmer, and V. Voroninski. Phaselift: Exact and stable signal recovery
from magnitude measurements via convex programming. Communications on Pure and Applied
Mathematics, 66(8):1241–1274, 2013.
[10] Y. Carmon, J. C. Duchi, O. Hinder, and A. Sidford. Accelerated methods for non-convex
optimization. 2016. arXiv preprint arXiv:1611.00756.
[11] Y. Chen and E. Cande`s. Supplemental materials for: “Solving random quadratic systems of
equations is nearly as easy as solving linear systems”. Online, 2017.
[12] Y. Chen and E. J. Cande`s. Solving random quadratic systems of equations is nearly as easy
as solving linear systems. Communications on Pure and Applied Mathematics, 70(5):822–883,
2017.
[13] A. Conca, D. Edidin, M. Hering, and C. Vinzant. An algebraic characterization of injectivity
in phase retrieval. arXiv:1312.0158v1, 2013.
[14] D.Grossa, F.Krahmer, and R.Kueng. Improved recovery guarantees for phase retrieval from
coded diffraction patterns. Applied and Computational Harmonic Analysis, 42(1):37–64, 2017.
[15] J. R. Fienup. Reconstruction of an object from the modulus of its fourier transform. Optics
letters, 3(1):27–29, 1978.
[16] J. R. Fienup. Phase retrieval algorithms: A comparison. Applied optics, 21(15):2758–2769,
1982.
[17] R. Ge, F. Huang, C. Jin, and Y. Yuan. Escaping from saddle points – online stochastic gradient
for tensor decomposition. In Conference on Learning Theory, pages 797–842, 2015.
[18] R. Ge, C. Jin, and Y. Zheng. No spurious local minima in nonconvex low rank problems:
A unified geometric analysis. In International Conference on Machine Learning, pages 1233–
1242, 2017.
29
[19] R. Ge, C. Jin, and Y. Zheng. No spurious local minima in nonconvex low rank problems: A
unified geometric analysis. arXiv preprint arXiv:1704.00708, 2017.
[20] R. W. Gerchberg and W. O. Saxton. A practical algorithm for the determination of the phase
from image and diffraction plane pictures. Optik, 35(237), 1972.
[21] T. Goldstein and C. Studer. Phasemax: Convex phase retrieval via basis pursuit.
arXiv:1610.07531, 2016.
[22] P. Hand and V. Voroninski. An elementary proof of convex phase retrieval in the natural
parameter space via the linear program phasemax. arXiv:1611.03935, 2016.
[23] R. Harrison. Phase problem in crystallography. Journal of the Optical Society of America A,
10(5):1046–1055, 1993.
[24] W. Huang, K. A. Gallivan, and X. Zhang. Solving Phaselift by low-rank Riemannian opti-
mization methods. Procedia Computer Science, 80(5):1125–1134, 2016.
[25] H. Jeong and C. S. Gu¨ntu¨rk. Convergence of the randomized Kaczmarz method for phase
retrieval. arXiv:1706.10291, 2017.
[26] C. Jin, R. Ge, P. Netrapalli, S. M. Kakade, and M. I. Jordan. How to escape saddle points
efficiently. arXiv preprint arXiv:1703.00887, 2017.
[27] D. R. Luke, J. V. Burke, and R. G. Lyon. Optical wavefront reconstruction: Theory and
numerical methods. SIAM Review, 44(2):169–224, 2002.
[28] C. Ma, K. Wang, Y. Chi, and Y. Chen. Implicit regularization in nonconvex statistical esti-
mation: gradient descent converges linearly for phase retrieval, matrix completion and blind
deconvolution. arXiv:1711.10467, 2017.
[29] J. Miao, T. Ishikawa, Q. Shen, and T. Earnesty. Extending x-ray crystallography to allow
the imaging of noncrystalline materials, cells, and single protein complexes. Annual Review of
Physical Chemistry, 59:387–410, 2008.
[30] P. Netrapalli, P. Jain, and S. Sanghavi. Phase retrieval using alternating minimization. IEEE
Transactions on Signal Processing, 63(18):4814–4826, 2015.
[31] J. Sun, Q. Qu, and J. Wright. A geometric analysis of phase retrieval. Foundations of Com-
putational Mathematics, pages 1–68, 2018.
[32] Y. S. Tan and R. Vershynin. Phase retrieval via randomized Kaczmarz: Theoretical guarantees.
arXiv:1706.09993, 2017.
[33] B. Vandereycken. Low-rank matrix completion by Riemannian optimization. SIAM Journal
on Optimization, 23(2):1214–1236, 2013.
[34] R. Vershynin. Introduction to the non-asymptotic analysis of random matrices. In Y. C.
Eldar and G. Kutyniok, editors, Compressed Sensing: Theory and Applications. Cambridge
University Press, 2012.
30
[35] I. Waldspurger, A. d’Aspremont, and S. Mallat. Phase recovery, MaxCut and complex semidef-
inite programming. Mathematical Programming, Series A, 1(2):47–81, 2015.
[36] G. Wang, G. B. Giannakis, and Y. C. Eldar. Solving systems of random quadratic equations
via truncated amplitude flow. IEEE Transactions on Information Theory, 64(2):773–794, 2018.
[37] K. Wei. Efficient algorithms for compressed sensing and matrix completion. Doctoral thesis,
University of Oxford, 2014.
[38] K. Wei. Solving systems of phaseless equations via Kaczmarz methods: a proof of concept
study. Inverse Problems, 31(12):125008, 2015.
[39] K. Wei, J.-F. Cai, T. F. Chan, and S. Leung. Guarantees of Riemannian optimization for low
rank matrix completion. arXiv preprint arXiv:1603.06610, 2016.
[40] K. Wei, J.-F. Cai, T. F. Chan, and S. Leung. Guarantees of Riemannian optimization for low
rank matrix recovery. SIAM Journal on Matrix Analysis and Applications, 37(3):1198–1222,
2016.
[41] H. Zhang, Y. Chi, and Y. Liang. Provable non-convex phase retrieval with outliers: Median
truncated Wirtinger flow. In International Conference on Machine Learning, pages 1022–1031,
2016.
31
