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Summary 
Image matching, or registration, is the process where two or more images are compared to find 
corresponding areas or objects. Several different methods are used in the approach of quantizing 
displacements (e.g. cross-correlation methods, Fourier methods, least-square based methods, wavelet 
based methods (Brown, 1992; Zitova & Flusser, 2003)), and they are being used in a variety of 
different fields. In geosciences, digital image matching have been used to measure displacements in a 
range of studies (including mass movements and slope deformations, ice sheet motion, arctic and 
mountain glacier and rockglacier displacements and terrain model generation).  
In this thesis, one spatial domain (normalized cross-correlation (NCC)) and two Fourier based image 
matching methods (phase and gradient correlation) are compared and evaluated based on different 
parameterizations and several test images covering glaciers and rock glaciers. Geometric and 
radiometric corrections are considered, as well as pre and post-processing techniques. Additionally, 
an experimental software including image matching algorithms has been developed. The code 
development process and implementations are discussed. 
Three cases have been tested, with several tests in each case. Results showed that, compared to NCC 
methods, Fourier based methods generally were (1) more robust against snow cover and shadow 
differences, (2) proved to have better filtering capabilities and (3) processed approximately 3 times as 
fast. NCC based methods however, allowed for more rotation and deformation of image features in 
the matching process, but generally achieved a lower signal to noise ratio (SNR) in the results. The 
implemented quad-tree operator, designed and developed to improve the NCC technique by 
automatically adjusting the reference window sizes, did not achieve significantly more robust results 
compared to ordinary NCC methods. 
Among the algorithms tested in this work, the gradient correlation algorithm is considered the most 
suitable approach for quantifying glacier displacements from repeat imagery. It is not sensitive to 
surface cover differences, generally allows for acceptable amounts of image feature deformations, and 
is one of the fastest algorithms tested.  
Results from the rock glacier in Muragl valley (images from 1981 and 1994), Tokositna glacier (2000 
and 2001) and Columbia glacier (2002), showed a maximum average displacement of respectively 0.46 
m/y, 3.1 m/d and 7.5 m/d. 
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1. Introduction 
Image matching, or registration, is the process where two or more images are compared to find 
corresponding areas or objects. The images can be taken from different incident angles, with various 
sensors, from different times, or with different illumination and atmospheric conditions, and the 
objective is mainly to co-register two images or to find changes (i.e. displacements or growth)(Brown, 
1992; Zitova & Flusser, 2003). 
Ice flow and slope movement processes shape the Earth in a fundamental way, and quantifying, 
understanding and modeling surface displacements are helping to forecast and assess possible hazards. 
It is a step towards evaluating direct hazards (e.g. floods, landslides) and estimating climate change 
impacts on natural systems. No study available investigates and compares different image matching 
techniques with respect to glacier movement processes, so that an assessment of the most suited 
techniques can be made.  
In order to match images correctly, geometric and radiometric adjustments must be made in such a 
way that both images can be compared directly. Stable areas must have the same image or map 
coordinates in both images. Many different algorithms are used to perform matching, each with a 
different approach. It is important to acknowledge the difference in stability and reliability of these 
approaches in context to which application they are used with.  
The displacement measured can be movement of an object (e.g. rock), movement of an entire area 
(e.g. glacier flow) or growth (e.g. vegetation). Applications using image matching include remote 
sensing, cartography, medicine and medical image analysis, computer vision and pattern recognition 
etc. (Brown, 1992; Zitova & Flusser, 2003). In geosciences image matching is used in a variety of 
different fields; to map slow terrain movement, solifluction, permafrost creep, glacier movement, 
tectonic movement, surface change detection, image mosaicing, digital elevation model generation, 
integrating information into geographical information systems (GIS) etc. (Kääb, 2005b; Zitova & 
Flusser, 2003). Image matching techniques may also be used in other applications including tracking 
weather patterns, and oil spill etc.  
The scope of this thesis has been to compare and evaluate the most relevant image matching 
approaches in the context of glacier and rock glacier movement processes (however, methods 
investigated may be suitable of finding displacement in other applications). This work contributes 
with method evaluation, and is embedded in the CORRIA project (Precise analysis of mass movement 
through correlation of repeat images, Andreas Kääb (principle investigator), Norwegian Research 
Council).  
With increasing availability of remote sensed image data, and high demand for quantifying surface 
movement (due to e.g. climate change), this thesis may be contributing to development and 
evaluation of relevant algorithms. In this work, image matching techniques have been programmed, 
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and an experimental software has been developed. Different image pairs tested in combination with 
several matching approaches have been investigated in a number of cases, and conclusions are drawn 
based on test results. 
The problem to be addressed is what is the most suited correlation algorithm for quantifying glacier 
displacements from repeat imagery? 
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2. Theory and methods 
This chapter considers important theory governing image matching techniques. Surface 
displacements and glacier movements are investigated, as well as image data and how to prepare 
images for the matching sequence. Relevant pre- and post-processing in addition to image matching 
algorithms are investigated, and analysis and validation of results is discussed. This chapter ends with 
a section about code development, and examines each step of the development process. 
 
2.1. Surface displacements 
Surface displacements and mass movements essentially include all the processes by which rock, soil, 
snow or ice move downhill under the influence of gravity (Press, 2003). Various types of movements 
can occur depending on the speed of the displacement and type of mass, where the material can fall, 
slide, flow or creep (Christopherson, 2005; Lillesand, et al., 2004). Usually the two latter classes of 
mass movement are very suitable for remote sensing since it is a process over time, rather than a 
sudden event. With a good enough temporal resolution, remotely sensed images can monitor and 
track surface changes. 
Remote sensing and photogrammetry techniques present advanced tools to map terrain surface 
displacements, by covering large terrain sections within one data acquisition. They also do not 
require direct physical access to the area of investigation, and can monitor slow changes over long 
time. Images taken remotely can provide high temporal resolution data from high spatial resolution 
sensors. Large archives of images covering the same scene make large scale displacement calculations 
possible. As Kääb (2005b) summarizes, horizontal terrain displacements can be determined by 
different methods: 
• Qualitative analysis of movements 
• Digital image matching of repeat optical imager and SAR data 
• Differential SAR interferometry 
• Repeat terrestrial and satellite geodesy 
• Analogue and analytical photogrammetric methods 
• DTM matching 
• Terrestrial SAR  
• Mechanical methods 
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2.1.1. Glacier movements 
High mountains represent one of the most dynamic environments on earth. Monitoring their terrain 
changes is necessary to understand mass-transport systems, to detect related environmental 
variability, and to assess natural hazards.  
As mass and ice movements are fundamental earth surface processes, they are observable with e.g. 
glacier flow, creeping permafrost and land sliding. Sudden events, such as ice and rock avalanches, 
can pose a serious threat to human life and infrastructure, and can be better understood, modeled and 
forecasted with monitoring and quantification of surface velocities by remote sensing (Baltsavias, 
1996; Bamber & Rivera, 2007; Kääb, 2002; König, et al., 2001; Lillesand, et al., 2004; Mantovani, et al., 
1995; Scherler, et al., 2008).  
Ice sheets and glaciers have the ability to move, and averaged over long time periods ice flow rates 
are governed by the climatic inputs to the glacier and the geometry of the catchment (Benn & Evans, 
1998; Hooke, 2005). For a glacier to be in equilibrium, ice flow through a cross-section must exactly 
balance the accumulation and ablation of snow and ice above and below this cross-section. 
Surface velocities of glaciers vary greatly worldwide, and depend on the mechanisms of flow and 
balance between driving and resisting forces. Picturing an ideal glacier at steady-state conditions, the 
horizontal velocity will increase with distance from the glacier front, and reach a maximum speed 
just below the equilibrium line (where the sum of accumulation and ablation is zero)(Hooke, 2005). 
From there upwards, the velocity will decrease. According to Hooke (2005) steady-state conditions 
are rarely found in nature, but deviations are generally so small that the overall flow pattern remains 
similar to the model. 
Since the glacier flow is usually responding to factors like summer melting (temperature and 
radiation) and winter snow accumulation, the glacier velocity provides information about climate 
change (Hooke, 2005). Monitoring changes can work as support to understand climate change. 
Some glaciers do not follow a smooth velocity pattern, and may rapidly advance with speeds of 10 - 
100 meters / day generally within a few months to a couple of years, followed by a period of slow 
flow (Benn & Evans, 1998; Hooke, 2005). These periodic variations may range from a few years to 
several centuries to complete one phase. The time of rapid speed is called the surge, and image 
matching techniques have been tested in this thesis during a glacier surge (see Case 3).  
Techniques for measurements surface velocity of glaciers have changed noticeably over the years. 
Back in the beginning of glaciology, velocity measurements were normally made by triangulation 
from fixed points on stable ground off of the glacier (Hooke, 2005). Using stakes as references to 
measure displacement, the position accuracy has increased rapidly. In the 1970s, laser equipped 
theodolites where used, and it significantly increased the efficiency and accuracy. Today, GPS 
measurements can pinpoint a position within centimeters (Kääb, 2005b). However, mapping a whole 
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glacier with a manual method is time consuming, and aerial and satellite imagery offers 
measurements on a much larger scale.  
 
2.2. Image data 
The image data used to test various algorithms in this thesis is either satellite or aerial imagery, 
covering glaciers and rock glaciers. Raw images (only sensor information) can contain a variety of 
distortions that generally must be reduced before compared (e.g. using image matching) or used 
directly with maps or other projected spatial information. Many distortions may be present in an 
image, and many techniques exists to correct for such distortions, but only a relevant selection of 
distortions will be discussed in the following sub-chapters. There are usually two types of distortions 
and noise that must be accounted for (Brown, 1992; Kääb, 2005b; Toutin, 2004): 
• Geometric distortions 
• Radiometric distortions 
 
2.2.1. Geometric corrections 
Matching two raw images with different times of acquisition may be difficult without geometric 
corrections, due to distortions. Matches may result in displacements due to both real world changes 
and geometric distortions. Geometric errors and corrections change the spatial relationship between 
pixels in the image (i.e. modify pixel positions) (Bernhardsen, 2006; Brown, 1992; Gonzalez, et al., 
2004; Lillesand, et al., 2004; Russ, 2006; Toutin, 2004). There are several sources for these geometric 
distortions, and they may affect the images in different ways (Toutin, 2004); 
1. The observer 
o Platform variations 
 Movement 
 Attitude 
 Altitude 
o Sensor variations 
 Scan rate 
 Scanning velocity 
 Viewing angles 
 Panoramic effects 
o Measuring instruments 
 Time variations 
 Clock synchronicity 
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2. The observed 
o Atmosphere 
 Refraction and turbulence 
o Earth 
 Curvature 
 Rotation 
 Topographic effects 
o Projection 
 Geoid to ellipsoid 
 Ellipsoid to map 
The first group includes distortions created from the process of recording information (air- or space 
borne acquisition systems). As Toutin (2004) points out, the geometric distortions listed above are 
predictable or systematic, and generally well understood. The first group of distortions is generally 
corrected for. 
The second group covers distortions created by the actual information recorded. This includes (1) 
alteration of light travelling through the atmosphere twice before being recorded by a sensor, (2) 
effects of Earth shape and movement, and (3) projection of the images on to a tangent plane. 
Distortions related to atmospheric effects are often not corrected for, as the effects are specific to each 
acquisition time and location, and atmospheric information may not be available. However, the 
remaining geometric distortions can be corrected using models and mathematical functions (Toutin, 
2004).  
A digital terrain model (DTM) may be used to project an input image to correct for a perspective view 
(see Figure 1). The accuracy of this method mainly depends on how accurate the DTM is (Kääb, 
2005b; Wiesel, 1985). Vertical errors in the DTM and the look-angle lead to horizontal distortions 
(Figure 2). When all distortions are corrected, the resulting geo-coded image is referred to as an 
orthoimage.  
Images from all processing steps can be used to perform image matching, depending on the 
application and requirements to accuracy. Image matching may also be used to assess the quality of 
two (or more) orthoimages by testing for perfect overlap in stable areas (Baltsavias, 1996; Kääb, 
2005b). Displacements may be due to incorrect DTM or real world movements (Figure 2). Images 
used in this thesis are orthoprojected, so that mostly real displacements occur, and the images can be 
compared pixel by pixel. 
 
13 
 
 
Figure 1: Principle of orthophoto generation (Wiesel, 1985) 
 
 
 
 
Figure 2: Errors in the DTM leads to horizontal distortions 
(Kääb, 2005b) 
 
2.2.2. Radiometric corrections 
Radiometric errors modify pixel values, and can be the result of different effects, including (Lillesand, 
et al., 2004): 
• Sensor noise 
• Illumination and atmospheric differences 
• Surface cover differences 
Corrections must be made to prevent unwanted differences in pixel values between the images to be 
compared. These effects vary depending on if the acquisition was done with airborne or space borne 
sensors, with sensor types etc. Since most image matching is done to detect change, most images 
compared are from different times. Then it may be an advantage that sensor response characteristics 
(i.e. sensor noise), and illumination differences can be compensated for using various filters and sun 
elevation corrections (Lillesand, et al., 2004).  
Unwanted random disturbances in image data can be categorized as noise, and can be the result of 
limitations in the sensing, signal digitalization, or data recording process (Lillesand, et al., 2004). Like 
other radiometric errors, noise can either degrade or totally mask the true radiometric information 
content of an image. Noise removal is therefore usually done before enhancing images further. 
The noise correction required (i.e. what filter is being used) depend on whether the noise is 
systematic or random (Lillesand, et al., 2004). An example of systematic errors can be sensor noise 
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(striping, line drop). This can be removed with filters processed exactly for the problem at hand; 
enhancing e.g. every 6th line when striping problems occur, or average with the line above and below 
when line drop occur (Lillesand, et al., 2004). Processing the image in the frequency space (e.g. 
Fourier) can also allow reduction of systematic or periodic noise (Gonzalez & Woods, 2008; Hoggar, 
2006; Russ, 2006). 
Random noise is unsystematic variations in pixel values, and can often be seen as ‘salt and pepper’ 
noise, or have a ‘snowy’ appearance (Lillesand, et al., 2004). This random noise can be filtered out by 
using local statistics (Gonzalez & Woods, 2008; Gonzalez, et al., 2004; Lee, 1980; Lillesand, et al., 
2004). Depending on the error, filtering with a moving mean, median, or weight-average 3 x 3 or 5 x 
5 pixel windows (neighborhood operations) will most likely remove these problems (Lillesand, et al., 
2004; Russ, 2006).  
Radiometric normalization of images pre-matching may not always be necessary, as some methods 
have normalization techniques implemented in the algorithm (see 2.4.1 Cross correlation). Other 
methods may not be pixel intensity sensitive (see 2.4.2 Phase correlation). 
 
2.2.3. Spectral response from snow and ice 
Figure 3 illustrates that snow in the visible (VIS) part of the spectrum reflects up to 95 % of the 
incoming radiation (Kääb, 2005b). It also has a high albedo (i.e. reflectance value) in the near-infrared 
(NIR) part, although this is mainly affected by snow grain size and solar angle (Warren, 1982). On the 
other hand, the VIS spectrum is not largely affected by these parameters, but is sensitive to snowpack 
thickness and impurities in the snow (Warren, 1982). 
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Figure 3; Spectral reflectivity (Kääb, 2005b) 
Since so much information is preserved in the VIS spectrum and the albedo is very robust against 
water content in the snow, optical images of the VIS part of the spectrum is preferred when 
monitoring snow. 
As for ice packed glaciers, spectral responses up to 95 % in VIS has been seen (Hall, et al., 1989). 
However, glaciers are more prone to debris cover and impurities, and the overall spectral signature 
depends on the amount and type of debris-cover. Debris, along with water content, will reduce the 
albedo of the glacier surface (Kääb, 2005b; Warren, 1982).  
In the process of comparing and matching images of snow and ice, images of high reflectivity are 
ideal. Thus, only images from the VIS spectrum are used in this thesis. 
 
2.2.4. Landsat 7 imagery 
NASA, being responsible for the development and launch, successfully placed Landsat 7 in orbit in 
1999 (Figure 4). It carries one sensor, the Enhanced Thematic Mapper Plus (ETM+), which is a nadir-
viewing, eight-band multispectral scanning radiometer (se Figure 3 for bands). All six bands at 
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visible, near IR and mid-IR have a spatial pixel resolution of 30 meters. The panchromatic band (not 
shown in Figure 3) covers a larger spectral range (0.52 – 0.9 µm), but has a pixel resolution of 15 
meters (Landsat Project Science Office, 2009; Lillesand, et al., 2004). 
In Case 3, 4 and 5, Landsat 7 images in the panchromatic band are used. The combination of high 
snow / ice reflectivity and high spatial and temporal resolution is essential for the matching process. 
The satellite follows a sun-synchronous orbit, meaning it will always pass the same point on the 
ground at the same time of day. When the decision of acquisition is made (based on cloud-cover, 
seasonality, sun angle, previous acquisitions etc) Landsat 7 can deliver a new scene over an area every 
16 day (Landsat Project Science Office, 2009). 
One scene is covering approx 180 x 180 km, with 8 bits of data per pixel (giving a gray scale range of 
256 values). NASA is processing the image data to create orthoimages. The processing includes sensor 
and platform models, as well as Earth ellipsoid and terrain surface information. Complete Landsat 4, 5 
and 7 images are now offered at no cost from the US Geological Survey (USGS).  
 
Figure 4: Landsat 7 satellite (Landsat Project Science Office, 2009) 
 
2.2.5. Airphotos 
Airphotos are images taken from an aircraft (e.g. airplane, helicopter etc.) at lower altitudes than 
orbiting satellites. Airborne imagery requires different corrections than satellite imagery, as e.g. 
viewing geometry variations may be greater, and atmospheric effects may be smaller. The spatial 
resolution is often high, as the acquisition generally is taken at low altitudes. The temporal resolution 
is mainly set by the application at hand. 
As long as geometric and radiometric corrections of distortions are made, image matching can be 
performed similarly on airphotos as with satellite images. In Case 2, image matching techniques are 
tested on airborne imagery. 
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2.3. Pre-processing 
Preparing the images for matching involves processing in such a way that the matching results are as 
best as possible. This may be necessary if the images are not ideal candidates for matching (e.g. low 
contrast, noise etc). Enhancing images through filtering or adjustments may be necessary, however 
caution should be taken as image information and noise cannot be completely separated (Förstner, 
2000).  
 
2.3.1. Image enhancement 
A wide variety of image enhancements techniques can be used to make information in the images 
more distinguishable. Feature detection and visual interpretation may be improved. The most 
commonly used image enhancement techniques include (Gonzalez & Woods, 2008; Lillesand, et al., 
2004; Pratt, 2007): 
• Contrast manipulation; thresholding, contrast stretching 
• Spatial feature manipulation; spatial filtering, edge enhancement, Fourier analysis 
• Multi-image manipulation; band ratio and difference, principal component analysis, 
normalized indexes (vegetation, water etc.) 
• Noise reduction 
Image enhancement however, is not performed in tests in this work beyond orthoimage generation, 
as it may corrupt the results when comparing different image matching algorithms. Difficult image 
situations are tested deliberately to differentiate between matching performances.  
 
2.3.2. Interest operator 
An automatic algorithm can detect and locate suitable areas in both images quickly, save computing 
time and improve overall matching. The interest operator should be able to select points or areas 
based on one or several criterions (Förstner & Gülch, 1987): 
• Distinctness 
• Invariance 
• Stability 
• Seldomness 
• Interpretability 
 
An interest operator has been developed and programmed to assist the image matching process. It (1) 
calculates the standard deviation of pixel values in a defined window size , (2) executes edge detection 
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and count edges in the same window, (3) and finally produce a binary (suitable / not suitable) image 
based on thresholds for standard deviation and edge requirements. Image section declared suitable for 
matching includes good contrast and visible objects or features. 
The interest operator developed has not been used in tests in this work, as entire images were 
matched intentionally to demonstrate algorithm differences and quality of orthoimages. Stable areas 
that are producing displacements are signs of faulty orthoimages. Even though the interest operator is 
not used directly, it is used as an indicator for where to expect correct / incorrect matches.  
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2.3.3. Quad-tree operator 
An approach has been developed to assist and enhance the matching process, called the quad-tree 
operator. It is based on the principle of how block (or template) matching is used to find 
displacements, where a reference block from image 1 is used to search within a search block from 
image 2 (see Figure 9 and section 2.4.1. Cross correlation). 
An image divided into quad-tree sections, will be partitioned into blocks with different sizes based on 
the image content (Argyriou & Vlachos, 2007; Hunter & Steiglitz, 1979). The quad-tree approach has 
been previously used by Argyriou & Vlachos (2007) to estimate motion in the frequency domain (see 
section 2.4.2 Phase correlation). In this work, it has been modified to help the cross correlation 
algorithm to automatically adapt to the image at hand. 
The result is an image from time 1 divided into small blocks varying in size, which will be used as 
reference blocks to match with. This approach optimally adjusts the reference blocks so that they are 
adapted to each area in the image.  
If an image is containing objects or features (rocks, crevasses etc.) in a particular region of size (e.g. 10 
- 30 pixels), the reference block should optimally encapsulate these features in order to calculate the 
displacement. The quad-tree algorithm can generate reference blocks with sizes ranging from e.g. 10 
x 10 pixels to 30 x 30 pixels based on a criterion. These pre-defined limits are the boundary in which 
the quad-tree algorithm is allowed to move. 
The criterion of how large the reference block in an area should be is calculated based on the amount 
of information in the image in that particular area. If an area is nearly homogeneous, the matching 
process has a high probability of failing. This is due to the statistical fact that homogeneous areas will 
result in an almost perfect match when they correlated wherever the search is made. To prevent this, 
the quad-tree algorithm will try to gather more information by enlarging the reference block. By 
doing so, it may capsulate distinct features that can be recognized in the second image. Based on gray 
level pixel variations, the quad-tree algorithm choose the best reference window size within the 
defined limitations. 
When one image is processed, the algorithm first divides the entire image in four subparts (see Figure 
5). Only the image from time 1 will contribute with reference windows, so only this image needs to 
be processed. The four subparts will each be divided into four smaller parts. This process repeats itself 
until (1) the lower threshold (i.e. smallest block size) is reached, (2) the block fulfills the pixel value 
range required within the block size range, or (3) the block fulfills the requested level of pixel values 
before hitting the range of block sizes and need to be limited to the upper threshold (i.e. largest block 
size). 
Using small window sizes has several advantages; the computational time decreases and the resulting 
vector matrix will be denser. However, a very small reference window (e.g. 1 x 1 or 3 x 3 pixels) will 
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very likely find good matches several places, and the true displacement may be difficult to find (see 
Case 1 – Technical tests). Thus, it is important to limit the smallest reference window size possible 
(e.g. to 8 x 8 pixels). When a large reference window is used, the resulting vector represents the 
average displacement for the entire window. If one pixel is 15 x 15 meters (typical ASTER image or 
Landsat panchromatic spatial resolution) and the lower quad-tree limit is set to 8 x 8 pixels, the 
process may create 120 x 120 meters blocks. 
If the upper limit is 32 x 32 pixels, one vector will then represent the average displacement for a 256 
x 256 meters sheet. Deformation in the images (e.g. on the surface of a glacier) may create difficult 
matches when using a larger window size, since a large image block may cover image sections that 
deforms beyond recognition by the matching algorithm. Therefore, the quad-tree algorithm 
parameters must be set based on acceptable reference window sizes. This size will depend on 
numerous factors, such as image resolution, feature sizes and how dense the network of vectors 
should be (i.e. how large an area one velocity vector should cover). 
 
Figure 5: An image and its quad tree partitions (Hunter & Steiglitz, 1979) 
The range of pixel gray level values required by the quad-tree algorithm (i.e. window size criterion) 
must be set. There is not one accurate threshold that ensures a good overall matching, but generally a 
higher threshold will produce more robust results, because of the larger blocks used to match (more 
features to search for). The software developed in this thesis is set up to use a threshold of 77 as 
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default, since this is approximately 30% of the total pixel value range using 8 bit images (see section 
2.7.7. Image Matching Algorithms Program). 
If a denser vector field is required, a lower threshold can be set (but the matching process may 
produce a less robust result, using small reference blocks). When robustness is mentioned, it is 
referred to how well the matching algorithm produces a correct result in difficult image situations. 
With a less robust algorithm, a result with more errors in vector magnitude and direction may be 
produced. 
Since this algorithm will produce reference blocks covering the entire image, all parts of the image 
will produce a match (including unsuited, low contrast areas). This may include some incorrect 
matches and probably resulting in a larger variation in vector magnitude and direction than 
comparing to a regular spaced grid-matching procedure. The advantages of using the quad-tree 
algorithm include (1) producing a denser vector field than comparing algorithms, (2) adaptable 
reference blocks, and (3) adjustable parameters that influence the robustness of the result. 
The image in Figure 6 illustrates that areas with large contrast will be divided into small blocks, and 
vice versa. Areas with large contrast may include moving shadow edges or other (in this case) 
disturbing movement that may lead to incorrect measures. 
 
Figure 6: Quad-tree partitions of Muragl valley rock glacier (Kääb & Vollmer, 2000) 
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In this thesis, the quad-tree algorithm is used in combination with normalized cross correlation only. 
As Argyriou & Vlachos (2007) shows, a quad-tree approach can be used with processing in the 
frequency domain. Test cases in this thesis demonstrate, however, that using the quad-tree operator 
in combination with Fourier processing not is necessary in these examples. 
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2.4. Image matching 
Image matching is widely used to find related areas in different images (Brown, 1992; Zitova & 
Flusser, 2003). It is being used in many fields, including medical imagery (van den Elsen, et al., 1993), 
photogrammetry (Toutin, 2001), and video encoding/decoding software (Argyriou & Vlachos, 2007). 
Digital image matching from repeat optical images has also been used in various geo-scientific cases, 
such as: 
• mass movements and slope deformations (Casson, et al., 2002; Crippen & Blom, 1991; Kääb, 
2002; Mantovani, et al., 1995; Powers, et al., 1996; Puymbroeck, et al., 2000),  
• ice sheet motion (Bindschadler, 1998; Bindschadler & Scambos, 1991; König, et al., 2001; 
Lucchitta & Ferguson, 1986; Scambos, et al., 1992; Whillans & Tseng, 1995),  
• arctic and mountain glacier and rockglacier displacements (Berthier, et al., 2005; Bishop, et 
al., 2004; Evans, 2000; Kaufmann & Ladstädter, 2003; Kääb, 2000, 2002, 2005a; Kääb, Huggel, 
et al., 2002; Kääb, Isaksen, et al., 2002; Kääb, et al., 2003; Kääb, Lefauconnier, et al., 2005; 
Kääb & Vollmer, 2000; Kääb & Weber, 2004; Rolstad, 1995; Rolstad, et al., 1997; Scherler, et 
al., 2008; Wangensteen, et al., 2006) 
• terrain model generation (Gruen & Baltsavias, 1987; Toutin, 2001; Zhang & Gruen, 2006) 
The idea is mainly to find corresponding areas, or the difference in position between two related 
areas, to be able to relate them to each other. In order to find displacements, two (or more) images 
have to be compared. There are several well-known algorithms to perform matching (Brown, 1992; 
Lang & Förstner, 1995; Zitova & Flusser, 2003), operating in one of two image domains (Gonzalez & 
Woods, 2008; Hoggar, 2006; Pratt, 2007; Russ, 2006; Russ & Russ, 2008):  
• spatial domain methods (e.g. cross correlation matching, least-squares matching)  
• frequency domain methods (Fourier transform: phase correlation, phase gradient correlation) 
Methods may also be classified based on the searching strategy (Zitova & Flusser, 2003); area based or 
feature based methods. The first method (which includes many different algorithms) matches image 
pixel blocks. The latter method collects and searches for distinct features (regions, lines or points) 
extracted from both images. Only area-based methods are investigated in this thesis. 
The spatial domain refers to the array of pixels as we usually see an image (x and y coordinate space). 
Working in the spatial domain involves using the image grid and pixel coordinates to compute 
different operations (Russ, 2006). Working in the frequency domain involves transforming an image 
to a frequency coordinate space (e.g. Fourier)(Lillesand, et al., 2004). The image is represented 
through a mathematical function based on frequency, where Fourier results in amplitude and phase 
information for all frequencies in an image. Processing can be done using all image information in 
frequency space (see section 2.4.3. Gradient correlation), or just parts of it (see section 2.4.2. Phase 
correlation). 
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In this thesis, a well established and widely recognized cross correlation method working in the 
spatial domain will be investigated and tested, as well as two frequency based correlation methods.  
 
2.4.1. Cross correlation 
The displacement can be calculated using double normalized cross correlation, as this previously has 
been tested with glaciers (Bindschadler & Scambos, 1991; Kääb, 2002; Kääb & Vollmer, 2000). This 
algorithm is derived from statistical tools, to calculate the similarity between different datasets. The 
method was originally designed to operate in one dimension, but can also handle 2-dimensional data 
(in this case images). 
The double normalized cross correlation (NCC) is one of the most common algorithms to calculate 
image matching. It is widely being used to recognize identical image areas and quantize object-
movements. The NCC algorithm was first used to map glacier velocities in satellite images in the early 
1990’s (Bindschadler & Scambos, 1991), and in aerial orthophotos in 1995 (Rolstad, 1995). 
The NCC function is a block matching algorithm in the spatial domain that calculates the linear 
relationship (i.e. correlation) between two image sections (Kääb, 2005b; Moore & McCabe, 2006). 
When a uniform movement is present in the images, the entire images can be used to perform image 
matching. This is often not the case in glacier monitoring however. Because glaciers typically move 
with different speeds and directions on the glacier surface (non-uniform movement), a velocity 
measure cannot be calculated based on the entire glacier surface (Benn & Evans, 1998; Hooke, 2005). 
Therefore small image blocks will be used to calculate displacements.  
The first image (from time 1) provides reference blocks, and the second image (time 2) are used as 
search blocks to find the correct movement (see Figure 9). Small reference blocks from image 1 are 
used to calculate correlation matrices with larger search blocks from image 2. The NCC function 
calculates the sum of pixel values (normalized) of a reference block, and then compares this to every 
possible position in the search block. The output is a correlation matrix, with values between -1 and 
1. The highest correlation value indicates a good match, and a displacement between the images can 
be calculated (Bindschadler & Scambos, 1991; Kääb & Vollmer, 2000).  
The normalization ensures global block brightness variations do not interfere with the matching 
process. This means that a globally darker or brighter block (e.g. due to illumination differences) is 
possible to match with a darker/brighter counterpart.  
The double normalized cross correlation can be expressed as 
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𝜑𝜑(𝑖𝑖, 𝑘𝑘) = ∑ ∑ 𝑠𝑠 �(𝑖𝑖 + 𝑗𝑗, 𝑘𝑘 + 𝑙𝑙) − �𝑇𝑇𝑠𝑠𝑁𝑁𝑠𝑠�� ∙ 𝑟𝑟 �(𝑗𝑗, 𝑙𝑙) − �𝑇𝑇𝑟𝑟𝑁𝑁𝑟𝑟��𝑙𝑙𝑗𝑗
�∑ ∑ 𝑠𝑠2 �(𝑖𝑖 + 𝑗𝑗, 𝑘𝑘 + 𝑙𝑙) − �𝑇𝑇𝑠𝑠𝑁𝑁𝑠𝑠�� ∙ ∑ ∑ 𝑟𝑟2 �(𝑗𝑗, 𝑙𝑙) − �𝑇𝑇𝑟𝑟𝑁𝑁𝑟𝑟��𝑙𝑙𝑗𝑗𝑙𝑙𝑗𝑗  
Equation 1: Double normalized cross correlation 
where 
 𝜑𝜑 is the double cross-correlation function 
 (𝑖𝑖, 𝑘𝑘) and (𝑗𝑗, 𝑙𝑙) are the coordinates inside the search and reference block 
  𝑠𝑠(𝑖𝑖, 𝑘𝑘) is the gray-value at location (𝑖𝑖, 𝑘𝑘) in the search block 
  𝑟𝑟(𝑗𝑗, 𝑙𝑙) is the gray-value at location (𝑗𝑗, 𝑙𝑙) in the reference block 
  𝑇𝑇 is the sum of gray-values of the search or reference block 
  𝑁𝑁 is the total number of pixels of the test or reference block 
Equation 1 correlates the pixel sum of both the test and reference block, to find the best match. In 
this search, the �𝑇𝑇
𝑁𝑁
� term normalizes the gray-values in both blocks. The NCC is a robust method to 
match two images, but it is important that the algorithm is adapted to fit the application. There are 
mainly two parameters that will influence the resulting correlation matrix and processing speed; (1) 
the reference block size and (2) the search window size.  
The reference block must cover features to be searched for in the search image. Setting the block size 
too small, may result in correlation matrices with more than one distinct peak (see Case 1 – Technical 
tests). As a smaller block consists of fewer pixels, it contains less information. This might give a high 
correlation peak several places in the search window, and the true displacement may be difficult to 
find. If the reference block is too large, it might give a more distinct correlation at one place in the 
search image, but it demands more processing time (due to the number of pixels involved in each 
iteration step) and it will represent a larger area (i.e. the vector will be an average velocity of the area 
covered). A large reference block may also suffer from problems with deformation in images, which 
may result in image features not being recognized. 
The optimal condition is a reference block that covers recognizable features, and the search window 
size is a minimum (it has to checked or made an assumption of how much the object has moved). The 
result will probably consist of high correlation values with a dense vector field and relatively small 
amount of processing. 
The method presented does not allow for significant rotation or scaling (Gonzalez & Woods, 2008). It 
is possible to implement such adjustments (by trial and error of correlation with rotation and scaling), 
but in search for glacier velocity it is seldom necessary. 
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Figure 7: Showing necessary steps to perform matching with NCC 
By processing parts of an image with Equation 1 (see Figure 7 and 8), each matching results in a 
correlation matrix where maximum 𝜑𝜑-value indicates the terrain displacement. The distinctness of 
the maximum value depends on the reference block size. The larger the reference block, the more 
distinct and sharp the maximum value will be (see section 3.2.1. Reference window sizes). 
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Image 9 shows how a reference block with 3 x 3 pixels (blue) traverses a search area with 5 x 5 pixels 
(red). This will create a correlation matrix with size 3 x 3 pixels, and a maximum indicting the correct 
match. Using reference and search area sizes of odd number creates a center-pixel in both reference 
and search block, and a displacement can be calculated based on the movement from the center.  
 
 
Figure 9: Iteration steps for matching a 3 x 3 pixel reference block (blue) with a 5 x 5 pixel search block (red) 
According to several sources (Bindschadler & Scambos, 1991; Bishop, et al., 2004; Kääb, 2002, 2005a; 
Kääb, Huggel, et al., 2002; Kääb & Vollmer, 2000), the NCC algorithm is at least capable of an 
Image 1:  choose a reference block at location (i,k)
Image 2: extend refence block at location (i,k) to assumed length of displacement, and 
make this the search area
Calculate correlation between search and refernce area in all possible locations, and find 
the location of maximum correlation
This is the most likely diplacement for this refence block
Figure 8: Flow diagram of image matching with NCC 
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accuracy of 1 pixel. Using sub-pixel routines, sub-pixel accuracy can be achieved (Bindschadler & 
Scambos, 1991; Bishop, et al., 2004; Kääb & Vollmer, 2000). It is, however, more likely that the 
accuracy actually achieved is restricted by surface properties, illumination conditions and changes 
with time, and not only by the precision of the algorithm (Bishop, et al., 2004; Kääb, Huggel, et al., 
2005). As Runheng et al. (1992) also points out; tuning the algorithm parameters (e.g. block sizes) to 
fit the images changes the shape of the peak in the correlation matrix, which reflects the accuracy of 
the match. The maximum correlation values may also be used as an estimate of confidence in the 
vectors (Evans, 2000).  
Interpolation of input images to achieve higher matching accuracies have previously been 
successfully tested; experimental tests in the CORRIA project (Misganu Debella Gilo), CIAS software 
(Scambos, et al., 1992). However, this thesis will not focus on sub-pixel accuracy but rather the 
algorithms ability to match in difficult image situations. The next sub-chapters introduce two 
different matching algorithms. 
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2.4.2. Phase correlation 
The frequency domain is another way of representing the information in an image, by mathematical 
functions depending on frequency (Hoggar, 2006). There are many different types of image 
transforms that can be used to access the frequency domain; the best known is probably the Fourier 
transform (Bracewell, 1989; Russ, 2006).  
The Fourier transform (e.g. Fast Fourier transform (FFT)) represent periodic functions in an image as 
a weighted sum of sines and cosines (Gonzalez & Woods, 2008). It was designed for a one-
dimensional waveform, but can be expanded to two dimensions (image). The Fourier transform of a 
function 𝑓𝑓(𝑥𝑥) is written 
𝐹𝐹(𝑢𝑢) = � 𝑓𝑓(𝑥𝑥)𝑒𝑒−2𝜋𝜋𝑖𝑖𝑢𝑢𝑥𝑥+∞
−∞
𝑑𝑑𝑥𝑥 
Equation 2: Fourier transform 
where 𝑖𝑖 is √−1. The exponential notation relies on Euler’s identity 
𝑒𝑒−2𝜋𝜋𝑖𝑖𝑢𝑢𝑥𝑥 = cos(2𝜋𝜋𝑢𝑢𝑥𝑥) − 𝑖𝑖 sin(2𝜋𝜋𝑢𝑢𝑥𝑥) 
Equation 3: Euler’s identity 
Russ (2006) argues that one very important characteristics of the Fourier transform, is that it is 
possible to recover to the spatial domain in the same way that it was transformed to frequency 
domain 
𝑓𝑓(𝑥𝑥) = � 𝐹𝐹(𝑢𝑢)𝑒𝑒2𝜋𝜋𝑖𝑖𝑢𝑢𝑥𝑥 𝑑𝑑𝑥𝑥+∞
−∞
 
Equation 4: Inverse Fourier transform 
These two equations comprise the forward and reverse (inverse) Fourier transform. Even though the 
function 𝑓𝑓(𝑥𝑥) is generally a real function, the transform function 𝐹𝐹(𝑢𝑢) is generally complex (the sum 
of a real part R and an imaginary part I) (Russ, 2006). Usually, the Cartesian form of this relationship 
is expressed in a polar form 
𝐹𝐹(𝑢𝑢) = 𝑅𝑅(𝑢𝑢) + 𝑖𝑖𝑖𝑖(𝑢𝑢) 
Equation 5: Real and complex function of Fourier transform 
𝐹𝐹(𝑢𝑢) = |𝐹𝐹(𝑢𝑢)| ∙ 𝑒𝑒𝑖𝑖𝜑𝜑 (𝑢𝑢) 
Equation 6: Polar form of Equation 5 
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where |𝐹𝐹(𝑢𝑢)| is described as the magnitude, and 𝜑𝜑 is called the phase (Russ, 2006). In an image, a 2-
dimensional transform must be calculated, a function that can be reduced to a double finite 
summation over the dimension of the image 
 
𝐹𝐹(𝑢𝑢, 𝑣𝑣) = 1
𝑀𝑀𝑁𝑁
� � 𝑓𝑓(𝑥𝑥,𝑦𝑦) ∙ 𝑒𝑒−𝑖𝑖2𝜋𝜋�𝑢𝑢𝑥𝑥𝑀𝑀 +𝑣𝑣𝑦𝑦𝑁𝑁 �𝑁𝑁−1
𝑦𝑦=0
𝑀𝑀−1
𝑥𝑥=0  
Equation 7 The 2-d discrete Fourier transform (Gonzalez & Woods, 2008) 
 
where  
  𝑒𝑒𝑖𝑖 𝜃𝜃 = 𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃 + 𝑖𝑖 𝑠𝑠𝑖𝑖𝑠𝑠𝜃𝜃 
  (𝑢𝑢, 𝑣𝑣) and (𝑥𝑥,𝑦𝑦) are coordinates to the new / original image 
  𝑀𝑀 and 𝑁𝑁 represents the size in x and y direction 
As with the 1-d Fourier transform, the 2-d Fourier transform results in a magnitude and phase image. 
The phase angle image holds the key shape and structure of features, and the magnitude represents 
the intensity information (Gonzalez & Woods, 2008; Mather, 2004). As Russ (2006) shows, cross-
correlation can be performed in frequency space, which is a faster and more efficient process than in 
spatial domain. According to Brown (1992) the correlations theorem states that the Fourier transform 
of the correlation of two images is the product of the Fourier transform of one image and the complex 
conjugate of the Fourier transform of the other. Correlation and Fourier, being so closely related, 
means that one can easily convert from calculating correlation in one domain to another (see section 
2.4.3. Gradient correlation).  
Phase correlation based template matching was established as a robust tool for displacement 
estimation on the IEEE Conference on Cybernetics and Society in 1975 by C. D. Kuglin (Ahmed & 
Jafri, 2008; Brown, 1992). To quantize the shift between two image blocks, the method is based on 
the Fourier shift property, which states that a shift in coordinates of two images is transformed in the 
Fourier domain as a linear phase differences (Brown, 1992; Foroosh, et al., 2002). However, the 
images retain the same Fourier magnitude. The shift between the first (𝑓𝑓1) and second image (𝑓𝑓2) can 
be expressed as 
𝑓𝑓2(𝑥𝑥,𝑦𝑦) = 𝑓𝑓1(𝑥𝑥 − 𝑥𝑥0,𝑦𝑦 − 𝑦𝑦0) 
Equation 8: Shift between two images 
The shift has the following relationship after transforming both images to Fourier space 
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𝐹𝐹2(𝑢𝑢, 𝑣𝑣) = 𝐹𝐹1(𝑢𝑢, 𝑣𝑣)𝑒𝑒−𝑖𝑖(𝑢𝑢𝑥𝑥0+𝑣𝑣𝑦𝑦0) 
Equation 9: The shift appears in Fourier domain as phase difference 
In other works, we have a phase difference between the images. Then we can calculating the cross-
power spectrum of the reference image block 𝑟𝑟 and the search image block 𝑠𝑠 (Brown, 1992; Vera & 
Torres, 2008; Zitova & Flusser, 2003) 
𝑒𝑒−𝑖𝑖(𝑢𝑢𝑥𝑥0+𝑣𝑣𝑦𝑦0) = � 𝐹𝐹(𝑠𝑠) 𝐹𝐹 ∗ (𝑟𝑟)|𝐹𝐹(𝑠𝑠) 𝐹𝐹 ∗ (𝑟𝑟)| � 
Equation 10: Cross-power spectrum 
where  
  𝐹𝐹 is the 2-d Fourier transform function 
  ∗ is the complex-conjugate  
  |𝐹𝐹(∙)| is the normalization term 
The division and multiplication is performed element by element on reference and search image 
(Ahmed & Jafri, 2008). The phase of the cross-power spectrum is then equivalent to the phase 
difference between both images. Taking the inverse Fourier transform of the cross-power spectrum, 
results in a spatial phase correlation matrix where the peak of the matrix indicates the displacement 
(Figure 11).  
One important characteristics of the resulting correlation matrix from phase correlation, is the 
accuracy by which the peak of the correlation function can be detected (Brown, 1992; Foroosh, et al., 
2002). As seen in Figure 10, with identical images the phase correlation algorithm produces a distinct 
sharp peak, in contrast to the cross-correlation matrix, which is smoother and with several 
displacement candidates. 
Correlation blocks should be adapted to fit objects to measure the displacement of, and the expected 
maximum displacement in the image (see Case 1 Technical tests). Due to the repeating nature of the 
Fourier transform, correlation maximums can occur outside the valid area of the correlation matrix 
(Russ, 2006). Therefore, the process of finding the displacement is often restricted somehow (Liang, 
2000). In the code used in this thesis, the displacement found in a window is limited to half the 
window size in x and y direction. Displacements larger than half the window size must be considered 
separately, and are therefore omitted (Fitch, et al., 2002). Correlation windows are thus enlarged to 
ensure the displacement can be found within half the window size. 
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Figure 10: Cross correlation (on the left) is producing a less distinct peak than  
phase correlation (on the right) (Foroosh, et al., 2002) 
The Fourier phase correlation algorithm compares images differently when matching two images. 
Rather than comparing pixel value variations, according to Gonzales & Woods (2008) phase 
information include shape characteristics. The spatial correlation is illumination sensitive, and may 
produce wide peaks resulting in inaccurate matching (Ahmed & Jafri, 2008). Phase correlation is, due 
to normalization, robust to global illumination variations and shifts in average intensity, and produces 
a sharp peak at the best matching location (Foroosh, et al., 2002). By using the Fourier transform and 
phase correlation, the method achieves excellent robustness against correlated and frequency-
dependent noise (Brown, 1992; Zitova & Flusser, 2003). These are important characteristics when 
matching glacial crevasses and other distinct features that are strongly affected by illumination 
differences. 
Brown (1992) points out that even though the Fourier transform is faster (using Fast Fourier 
Transform (Gonzalez & Woods, 2008; Pratt, 2007; Russ, 2006)) than spatial cross-correlation 
methods, it also requires a memory capacity that grows with the log of the image area.  
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Figure 11: Flow chart of Fourier phase correlation matching 
  
2 input image blocks
Fourier transform both images
Generate cross-power spectrum
The phase component of the result is the phase difference
Inverse Fourier transform of the cross-power spectrum
The peak of the real part is the estimated displacement
 
34 
2.4.3. Gradient correlation 
In search for a more noise-robust and fast image matching algorithm, Argyriou & Vlachos (2003a; 
2003b) presented the gradient correlation algorithm in 2003. They argued that it outperforms 
competing frequency-domain motion estimation methods (including phase correlation).  
As the name of the algorithm suggests, gradient images of both input images have to be made. Using 
central differencing, the pixel to the right of the pixel in focus is subtracted from the pixel on the left 
to find the horizontal gradient. Subtracting the pixel below from above will give the vertical gradient 
(Argyriou & Vlachos, 2003a; Argyriou & Vlachos, 2003b; Argyriou & Vlachos, 2005) 
𝑔𝑔ℎ𝑐𝑐𝑟𝑟 (𝑥𝑥,𝑦𝑦) = 𝑓𝑓(𝑥𝑥 + 1, 𝑦𝑦) − 𝑓𝑓(𝑥𝑥 − 1,𝑦𝑦) 
Equation 11: Horizontal gradient 
𝑔𝑔𝑣𝑣𝑒𝑒𝑟𝑟 (𝑥𝑥, 𝑦𝑦) = 𝑓𝑓(𝑥𝑥,𝑦𝑦 + 1) − 𝑓𝑓(𝑥𝑥,𝑦𝑦 − 1) 
Equation 12: Vertical gradient 
where 𝑔𝑔ℎ𝑐𝑐𝑟𝑟  is the horizontal gradient, and 𝑔𝑔𝑣𝑣𝑒𝑒𝑟𝑟  is the vertical gradient. Furthermore, the two terms 
are combined in a single complex representation 
𝑔𝑔(𝑥𝑥,𝑦𝑦) = 𝑔𝑔ℎ𝑐𝑐𝑟𝑟 (𝑥𝑥,𝑦𝑦) + 𝑖𝑖 𝑔𝑔𝑣𝑣𝑒𝑒𝑟𝑟 (𝑥𝑥, 𝑦𝑦) 
Equation 13: Combined complex representation 
As explained earlier, there is a close relationship between computing correlation in the spatial and 
frequency domain. The cross-correlation in frequency space operation is calculated as (Argyriou & 
Vlachos, 2003b; Gonzalez & Woods, 2008; Russ, 2006) 
𝑐𝑐 = 𝐹𝐹−1(𝐺𝐺1 ∗ 𝐺𝐺2) 
Equation 14: Cross-correlation in frequency space 
where 𝐺𝐺1 and 𝐺𝐺2 are 2-d Fourier transforms of the gradient images 𝑔𝑔1 and 𝑔𝑔2. The ∗ indicated the 
complex conjugate, and 𝐹𝐹−1 denotes the inverse Fourier transform. The peak of the real part of the 
correlation matrix 𝑐𝑐 indicates the displacement. A flow chart of the steps is shown in Figure 12. 
Image block size, as with previous algorithms, must be adapted to the displacement calculated. It is 
important that the correlation window is large enough to cover the maximum expected displacement. 
As with phase correlation, gradient correlation is also limited in the same way, to what degree a 
displacement can be found in the correlation matrix, because of potential false peaks outside the valid 
correlation area. 
Experimental results performed by Argyriou & Vlachos (2003a; 2003b) suggests that their algorithm 
achieves a higher precision and a significantly smaller measurement error than phase correlation 
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(tests were performed with sub-pixel accuracy). Notice that the algorithm and test performed were 
originally developed for motion estimation in video sequences. In section 3. Test cases, these 
algorithms will be tested on various images covering glaciers or rock glaciers. Sub-pixel accuracy will 
not be tested in this thesis, as Kääb (2005b) points out, when estimating terrain displacements 
(especially glaciers) the limiting factor of the accuracy is often restricted to terrain properties and 
surface changes with time. Images cover glaciers with evident crevasses and other features will result 
in gradients changes where features occur. Image matching using this approach may yield different 
results than phase correlation. 
 
 
Figure 12: Flow chart of Fourier gradient correlation 
  
2 input image blocks
Create gradient images in x and y direction for both images
Combine x og y gradient images in to two single compex representation
Fourier transform both complex gradient images
Perform cross-correlation in frequency domain
Inverse Fourier transform of the correlation matrix
The peak of the real part is the estimated displacement
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2.5. Post-processing 
After matching has been performed, post-processing can begin. Most of the computation will result 
in a large number of matching points, and many vectors. To enhance matching statistics, it is 
recommended to filter out probable errors. Kääb (2005b), Kääb & Vollmer (2000) and Wangensteen, 
et al. (2006) proposes to filter out vectors of incorrect magnitude and direction, and matches with low 
correlation value. 
 
2.5.1. Filtering 
All reference windows will produce a correlation matrix from which the displacement is determined. 
The larges correlation value will be used to produce the displacement vector, and represent the 
movement of that area. It is possible to set criterions to what matching is acceptable or not.  
One way to reduce outliers will be to filter out matching vectors by their highest correlation value. If 
some points get a correlation maximum (corr_max) of 0.3, it is a larger probability that it will be a 
faulty match than a point with a corr_max of 0.8. By assuming the correlation probability to be 
correct, it is easy to filter out many incorrect matches by setting the threshold to e.g. 0.5. However, 
the correlation value is not an absolute truth, and depends on image and terrain changes.  
However, some matches will produce a high corr_max even though they are incorrect. This might 
happen in situations where the search block is completely white (e.g. snow). When a completely 
white reference block then is compared against another white block, it will produce a high 
correlation value. If there are several white areas neighboring the reference block, the algorithm may 
pick either of these (depending on the algorithm sequence). Another difficult situation may emerge 
when the images matched have repeating pattern or similar features in the search block.  
It is possible to create other criterions that might help reduce these errors, e.g. filtering by direction. 
By only allowing movement in the e.g. north west quadrant direction, all other vectors will be 
masked out. If the overall displacement distance is known, it may be a possibility to filter out vectors 
that exceed a distance threshold. This, however, is also possible to control in when one selects the 
search area size in the processing algorithm. Instead of global filters, it is also possible to investigate 
local variations. Through flow field analysis, region-wise investigations, large deviations from the 
general direction or displacement length may be flagged and filtered out.  
In this thesis, various approach have been tested. Filtering by correlation is implemented in both 
spatial and frequency domain matching methods. Additionally, filtering by direction has been used in 
cases with the quad-tree operator (because of many errors). Using the quad-tree algorithm, the 
process will detect difficult matching areas (low contrast) and instead of filter out measurements, it 
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combines areas to produce a more robust vector field. See section 3. Test cases. Flow field analysis has 
been used to evaluate the results from tests.  
 
2.6. Results and analysis 
Results may be compared to earlier studies or measurement. However, that may not always be 
available. Visual inspection of e.g. a vector fields may reveal how methods work, and outliers in a 
nearly uniform flow field are easily detected. It is also important to evaluate the vectors outside the 
glacier flow; stable ground, as it can indicate the accuracy of the orthoimages used.  
Displacement and correlation rasters overlaid on top of the original images, as made in all cases of this 
thesis, is a visually good way of detecting errors or evaluate the robustness of a method. Additionally, 
an interest operator can indicate difficult matching areas, so that an evaluation of a vector field is 
considering the image challenges. However, evaluating different algorithms in this thesis demands 
statistical and objective comparable measures to differentiate between them. 
 
2.6.1. Statistical analysis 
When image matching has been done, vectors generally have a displacement, direction and a 
correlation value linked to them. To get an understanding of center and spread of the dataset, it is 
important to choose a statistical measure that fits the data.  
With displacement (and correlation) values it would be intuitive to look at the average movement (to 
illustrate the center value) and the standard deviation (to explain the spread of the dataset) to 
describe the data. The data however may not be normal distributed, but skewed to one side (and 
include outliers). No single number, such as the standard deviation, describes a skewed spread well 
(Moore & McCabe, 2006).  
To get a summary of the dataset, the five number summary is used instead. This includes (1) 
minimum value, (2) 1st quartile, (3) median, (4) 3rd quartile and (5) maximum value. The min and max 
values are self-explanatory, and the median is the midpoint (exact center) so that half the 
observations are smaller and the other half is larger (Moore & McCabe, 2006). The 1st and 3rd quartile 
are calculated as the median between respectively [min value and overall median], and [overall 
median and max value]. Skewness is often detected by comparing how far the minimum and the 1st 
quartile are from the median, with how far the 3rd quartile and the maximum are from the median. 
These measurements may not be suitable for describing flow fields, but are used for comparison of the 
different algorithms tested. 
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Testing matching with different reference window sizes on a search window from the same image is a 
suitable method to evaluate the reference window size. By using only one image, the correlation will 
be calculated on the image itself, i.e. autocorrelation. This creates an opportunity to get a perfect 
match. Examining test results will provide an indication for matching with the actual image. See Case 
1 Technical tests. 
 
2.6.2. Flow field analysis 
To estimate how good an algorithm is, a statistical algorithm has been developed in this thesis. Visual 
inspections and investigations may give an idea of how and where a image matching technique fails. 
However, to evaluate the signal to noise ratio of the vector field, a comparable result is needed. 
Earlier investigations have used different methods to visualize the robustness of a method, e.g. with 
standard deviation of vector magnitude (Kääb, 2005b). However, standard deviation may not be a 
good measure to explain the spread of a skewed distribution, and since the standard deviation is very 
sensitive to outliers, a 3 x 3 pixels moving window will spread erroneous outliers in the analysis. 
To automatically identify single incorrect vectors, and create a binary correct/incorrect raster, a new 
approach has been developed. Two components are extracted from the vector field; vector magnitude 
(i.e. displacement length) and angle (i.e. vector direction). These two raster forms the basis for the 
vector signal to noise ratio (vector SNR). 
𝑆𝑆𝑁𝑁𝑅𝑅 = 𝑠𝑠𝑢𝑢𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟 𝑐𝑐𝑓𝑓 𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑒𝑒𝑐𝑐𝑐𝑐 𝑣𝑣𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑠𝑠
𝑠𝑠𝑢𝑢𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟 𝑐𝑐𝑓𝑓 𝑖𝑖𝑠𝑠𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑒𝑒𝑐𝑐𝑐𝑐 𝑣𝑣𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑠𝑠 
Equation 15: Signal to noise ratio 
The magnitude raster is used with a sliding window operation (with e.g. 3 x 3 pixels). The median 
value of the window is calculated, and subtracted from the pixel value in the center. The result is 
stored for the center pixel in a new matrix. The same operate is performed for the direction raster as 
well, resulting in a vector direction variation to the local median value. 
Both results are combined with a threshold for acceptable displacement length and direction 
variations, and joined to create a binary correct/incorrect vector raster. Then the incorrect and 
correct vectors are counted (if the result is filtered, then vectors are counted after filtering), and the 
SNR can be calculated. 
The result is a binary raster with an approximation of the vector SNR. The advantages if this method 
is (1) the possibility to extract single incorrect vectors, (2) creating a binary raster with 
correct/incorrect vectors, (3) the adjustability of the parameters, and (4) that it results in a ratio that 
can be compared with other methods. The SNR is used in Case 2 Rock glacier, Muragl valley, where 
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many algorithms with a large number of vectors are compared, making manual observations 
inefficient.  
 
2.7. Code development 
The motivation for code development has been that no commercial software available implements 
the combination of algorithms described in the previous topics. To compare matching methods and 
their parameterizations, a new set of program code was developed. Each step of the development 
process is described in the next sub-topics (Hahn & Valentine, 2007). 
 
2.7.1. Problem analysis 
The problem has been to find and quantize movement between two images in a geo-scientific 
context. The more specific challenge at hand was to read in, pre-process, match, post-process and 
analyze two images covering glaciers or rock glaciers. Since the program code is supposed to be used 
in more than one case, it was important that it was flexible and robust. The program used images that 
were orthogenerated (geometric and radiometric corrected), so it did not need to co-register the 
images. This can be done in other commercial software. 
 
2.7.2. Specifications 
The program that was to be developed should be able to process images efficiently. Therefore, the 
programming language and the development environment should also handle images and image 
processing efficiently. Preferably, it should contain processing functions that was directly accessible 
by the program used in this thesis. Moreover, it should be a high level programming language, which 
is easy to read and use, and more portable across different platforms (UNIX, Windows, OS X). 
Creating stand-alone applications and be able to compile the code (or create pseudo-code) is an 
advantage, so that distributions can be made without compromising the raw code. 
The speed of the program was not vital, and with increasing computer performance, it will probably 
not be an issue. To create and evaluate code segments, the integrated development environment 
should be included with an editor, on-the-fly code evaluation and debugging tools. With all this in 
mind, the best solution was to use MATLAB. It is naturally capable of processing matrices and 
vectors, and includes a vast amount of tools to use for image processing. Additionally, MATLAB now 
handles object-oriented design, and may be used to create graphical user interfaces. 
The program for this thesis needs to flexible and robust, meaning it must be able to handle a variety 
of image matching situations. Features that have been developed include: 
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•read different image formats and sizes
•display  images, image info and image histogram
•crop regions of interest in one image, and perform the same crop in the second image
Read images
•perform image flickering
•perform edge detection, and edge flickering
•run histogram equalization
•reset images
Image tools
•calculate interest operator based on edge information and standard deviation in different 
window sizes
•calculate quad-tree operator on image one, with input settings of min window, max window 
and levels of pixels required
Interest operator
•Algorithm selection
•NCC
•FFT phaser corr
•FFT gradient corr
•Windows adjustments
•Search window size
•Reference window size
•Correlation window size
•Iteration method
•Grid
•Quad-tree
•Filtering
•By correlation value
•By direction
Image matching
•Calculate statistics (five number summary)
•Produce and display vector field
•Produce histogram of correlations
•Produce histogram of directions
•Finding incorrect vectors and calculate SNR of FFT, NCC grid and quad-tree
•Generate correlation raster
•Generate displacement raster
Analysis & results
 
41 
Additionally, processed data can be exported and saved from the MATLAB workspace as e.g. ascii-
files.  
 
2.7.3. Architecture 
All tools and functions were initially developed as separate code-files (m-files in MATLAB). It would 
let single features be tested and prototyped in a “sandbox environment” (i.e. isolated development). 
Additionally, a graphical user interface (GUI) program was designed and developed (Figure 13). The 
idea behind creating a GUI application was to make image matching tools available without having to 
access the raw code. Using buttons and menus, the user can focus on the processing task. The Image 
Matching Algorithm Program (IMAP) includes pre-processing and image matching features in the 
spatial domain (see section 2.7.7.IMAP).  
 
Figure 13: Initial UML diagram of IMAP 
As seen from the UML diagram, it was developed using a version of the Model-View-Control (MVC) 
architectural pattern, where the Control is starting and initiating the program, the View (GUI-class) 
is handling interaction with the user and sending processing requests to image processor, and the 
Model represents the images used. It executes instructions one by one. Parallel computation was 
experimentally implemented (to be able to run processor-demanding tasks on two or more cores), but 
was not included in the final version used in this thesis. 
 
2.7.4. Implementation and coding 
All code was initially written in pseudo-code (structural format using natural language), to primarily 
develop and review the components included in the code (The MathWorks, 2008). Then, natural 
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language was rewritten to MATLAB code in separate m-files. The m-files were split into functions 
performing an image processing task (e.g. NCC matching, quad-tree operator etc.).  
IMAP was coded using object oriented programming techniques (Register, 2007). It includes classes 
(e.g. Control, Image Processor, GUI), methods (e.g. interest-operator, quad-tree operator, NCC 
processing), public and private variables and object handles (Figure 14). IMAP does not include all 
functions developed in this thesis; it is focusing on spatial processing. Experimental features have 
been created separately. However, since IMAP is programmed object-oriented, it is flexible and 
scalable when it comes to implementing new features. 
 
Figure 14: Extended UML diagram of IMAP implementation 
When IMAP launches, it checks that its integrity is intact, and no files are missing. Then it creates 
the image processor object, the GUI object and the image depot object. The image depot is suppose to 
manage data and handle loading and storage of images during the processing steps. As of now, the 
image depot have not been developed, and the MATLAB workspace is managing the data. 
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After the GUI-object has been initialized, the constructor of the object establishes a number of 
default variables (algorithm selection, filtering settings, iteration method etc.)(as with the image 
processor object), before creating panels and buttons and finally displaying the GUI. IMAP is then 
waiting for user interaction. 
When two images are read in, it checks whether the images are in color or gray scale. If color images 
are used, they are converted to gray scale intensity images, by eliminating hue and saturation. 
Additionally, IMAP reads and displays image information (name, size, format etc.). With two images 
read in, IMAP can display image flickering (changing between displaying both images in a sequence), 
where it is possible to understand and investigate movements between the images. It is also possible 
to define a region of interest by cropping the first image with a interactive cropping tool. Cropping 
one image will result in that the second image will be cropped equally.  
Edge detection is also implemented, as it can give the user an indication to how much contrast the 
images contain. Using the Canny algorithm, edges in all directions can be found (Canny, 1986). With 
edge detection processed of both images, edge flickering may indicate suitable matching areas in both 
images by comparing edge information. Edge detection is not part of the matching procedure, but 
may help to guide the process of parameterization of matching algorithms. 
For experimental purposes, adaptable histogram equalization is implemented. This function will work 
on small sections of the images and improve contrasts by creating a flat histogram. It can be used 
when one or both images does not fully utilize the pixel spectral range (i.e. low contrast). However, 
the NCC matching algorithm includes a normalization function to cancel out global differences 
between search and reference block, so performing histogram equalization when using NCC might 
not improve results. 
An interest operator can display or extract areas suitable for matching. In IMAP, an interest operator 
has been implemented to indicate possible difficult matching areas. It is not a part of the matching 
process, but may suggest to where matching errors may be expected. The interest operator includes 
adjustable parameters so adaptable results can be made. The interest operator is based on edge 
detection and standard deviation (see Figure 15 and 16). By default, 15 x 15 pixels image sections are 
used as window size, and a block with 50 or more edge pixels and a standard deviation of pixel values 
of 1 or more are labeled as a suited area for matching. 
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Figure 15: Standard deviation calculation of a section of the 
Muragl valley rock glacier, 
 
Figure 16: Result of interest operator, image one as 
background and not suitable matching regions in red 
 
The quad-tree operator may also be calculated before matching is done. It can let the user review the 
settings and change if necessary. Three options are available when using the quad-tree operator (see 
section 2.3.3. Quad-tree operator); (1) minimum window size, (2) maximum window size and (3) 
required pixel levels in one window. Before the image is being divided in quad-tree sections, it need 
to be a size power of 2 (2n) in both direction for the calculation to succeed. Therefore, the image is 
first padded so it becomes quadratic, and then it is padded up to the next power of 2 size (e.g. if size is 
1000 x 1000, then it is padded up to 1024 x 1024). After the quad-tree operator has finished splitting 
up the image, the image is cropped back to its original size. The result blocks can be displayed either 
in a binary Figure with only the blocks used, or as an OpenGL Figure with quad-tree blocks on top of 
image one (Figure 6).  
Image matching parameters are set to a default value when IMAP is started, but may be changed to 
the images at hand. As default, image matching is processed with the NCC algorithm in a grid 
iteration method, with filtering of correlation values below 0.3. As of now, only the NCC algorithm is 
implemented, but it can be performed in a quadratic grid, or using the quad-tree operator. Window 
adjustments depend on the iteration settings, where quadratic grid iteration uses only one window 
size for search and reference window. The distance between each matching (steps) must be set 
according to preferred vector resolution. Default is search window size / 2, so search windows 
overlap. 
When image matching parameters are set, analysis and result checkboxes must be ticked to create 
wanted analysis. Several additional m-files with functions that perform analysis and extract results 
have been created. Processing can now be executed.  
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Upon processing, IMAP converts both images to double precision values, for more precise 
calculations. It then checks which algorithm is chosen, and calls the image processor with relevant 
variables and settings. If quad-tree operator is chosen as the iteration, IMAP first sends a request to 
image processor to create a quad-tree image of the first image. IMAP receives the result, and requests 
for image matching. When using the quad-tree operator in combination with a relatively large 
reference window (e.g. 31 x 31 pixels or 63 x 63 pixels) the search window is automatically adjusted 
up (to e.g. 101 x 101 pixels) to allow the reference window to move somewhat inside the search 
window. When using grid iteration, IMAP just requests image matching with the relevant settings at 
once. Image one and two are traversed and matched at all selected areas, and the largest correlation 
value from all correlation matrices are found and the displacement is calculated from the center pixel. 
If correlation values are larger or equal to the filter being used, they are stored together with 
displacements in x and y direction. Depending on the checkboxes ticked, statistics and other results 
may be calculated and variables saved to file. 
Results from the quad-tree operator include vector fields with irregular networks of vectors. Because 
of the adaptable nature of the quad-tree operator, vectors are positioned with unequal distance to 
each other. Therefore, all further processing (different results and analysis) using data from the quad-
tree operator had to be adapted to the new data structure. Complex code was written to be able to 
access the data stored in irregular networks. E.g. to create rasters of displacement and correlation 
values, each measurement was padded until the correct network could be created (see Case 2, test 2 
and 4). 
Additionally to IMAP development, single functions (m-files) have been developed to process images 
in the Fourier domain and perform further analysis (see MATLAB code). Two m-files perform 
Fourier matching by phase and gradient correlation. The first method establishes variables (window 
size, steps etc.) reads in images and starts to traverse both with set settings. Correlation blocks of 
image one and two are copied out, and transformed to Fourier domain. Then the phase difference 
matrix is computed, followed by the inverse Fourier transform. The real part of the result is the phase 
correlation matrix. The maximum value is found, and a displacement is calculated. Because of the 
repeating nature of the Fourier transform (see section 2.4.2. Phase correlation, and 2.4.3. Gradient 
correlation), correlation peaks showing a displacement more than half the window size in x or y 
direction, are used with a displacement minus the window size. If the correlation value is larger than 
the filter used, it is stored in a matrix. 
Gradient correlation is somewhat programmatically similar to the phase correlation. Images are read 
in, and transformed to gradient images, before being traversed and transformed to the Fourier space. 
The cross-correlation being calculated is similar to the spatial NCC correlation method, using the 
complex conjugate of the transformed gradient images (see section 2.4.3. Gradient correlation). The 
peak of the real part in the correlation matrix is used to calculate the displacement. As with phase 
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correlation, displacements found to be more than half the window size in x or y direction is 
subtracted by half the window size to extract the real displacement. 
See MATLAB code and M-files for further analysis functions. 
 
2.7.5. Prototyping 
After generating the preliminary code for all functions, everything was tested on different images. 
Test images with known displacement were made to verify that code segments worked as they 
should. Then real world images (e.g. from Muragl valley) was used. Functions included in IMAP were 
implemented after testing and prototyping was done. 
 
2.7.6. Testing 
When everything was performing successfully, IMAP was put together to become a fully functioning 
software. Regression testing (i.e. performing old tests with the new software version) was performed 
to ensure everything was working as intended. It was then tested as a whole on test images, and later 
used to perform image matching on the cases in this thesis. 
It is important to acknowledge that IMAP is now considered to be at a alpha stage, with functions 
and features working for the data that it has been tested on. Tests can never rule out bugs, only show 
that the program works for certain input data. With more algorithms included, and support for a 
wider variety of parameterizations, IMAP can be tested in different applications and maybe move 
into beta stage (where more users may test the software and provide feedback from user experience).  
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2.7.7. Image Matching Algorithm Program (IMAP) interface 
A stand-alone GUI program was created in this thesis; Image Matching Algorithm Program (IMAP). 
IMAP includes a user friendly graphical user interface, and contains (1) pre-processing, (2) processing 
and (3) analysis tools to compute image matching with two images in spatial domain. 
 
Figure 17: IMAP default graphical user interface, with two images loaded 
IMAP is an experimental software, programmed to be flexible and scalable. Figure 17 shows the 
default graphical user interface, with images from Muragl valley loaded. Images can be viewed using 
different tools (IMSHOW, IMTOOL), in addition to histogram investigation (HIST). General image 
information is shown to the right of both images. The IMAP GUI is made as ‘easy-to-use’ as possible. 
The processing layout is divided into intuitive sections; 1. Image tools / pre-processing, 2. Image 
matching parameters, 3. Analysis and results and 4. Post-processing. The last box is yet to be 
implemented, but is designed to include features like additional filtering and other result 
enhancements. 
 When processing two images, a window displaying the progress appears (Figure 18). With large 
images and many vectors processing may take some time. After processing is done, IMAP reports the 
processing time to the MATLAB command window (Figure 21). 
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Figure 18: Window showing image matching progress 
Figure 19 shows how the IMAP interaction is intended. After processing is done, image matching 
statistics (all parameters used by the image processor, the number of vectors in the result and statistics 
of displacement and correlation values) and other selected results will appear (Figure 18). 
 
 
Figure 19: Flow chart of IMAP interaction (* is not required to perform image matching) 
Results
Processing
*Post-processing
Display statistics Display NCC values Display vectors Save variables
Image matching
Algorithm selection Iteration method Windows adjustments Filtering
*Pre-processing
Histogram equalization Interest operator Quad-tree operator
*Define region of interest
*Visualization
Image histogram Image flicking Image edge detection Edge flicking
Read images
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Figure 20: Image statistics 
All variables can automatically be saved to an m-file named current time and date, so that further 
analysis can be done another time. By using MATLAB, all variables will be available in workspace 
when matching is performed, so that the end-user easily can use the data for further processing. 
MATLAB also displays a command line interface (MATLAB command window), in which IMAP 
communicates to the user. Loading of IMAP, loading of images, processing time and other useful 
information is displayed in the MATLAB command window. 
 
Figure 21: MATLAB command window, and its interaction with IMAP 
IMAP can be compiled and packed to work on any PC/Unix system with MATLAB or MATLAB 
Runtime Server installed. It is possible to run IMAP either with m-files (raw code), p-files (preparsed 
pseudo-code) or with an exe-file (compiled package).  
The focus of this thesis has not been to create a complete software package to end-users, or to 
distribute it. It has been made as an experimental software, to test on images and maybe to work as a 
fundament for further method implementations. 
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3. Test cases 
The previously discussed image matching techniques have been tested on several images, to see how 
well the algorithms work in different situations. Some of the images have good contrast with clearly 
visible and distinct features (e.g. crevasses, rocks etc.), while others are more difficult. The goal is to 
assess and evaluate algorithms that are suitable for glacier displacement. With various velocities, 
different spatial resolutions, shifting shadows, some snow cover differences and various glacier 
deformations the methods applied will most likely achieve different results. These tests will map 
advantages and drawbacks of the techniques discussed. 
 
3.1. Introduction to cases 
Various cases have been tested, both cases that has been previously tested with NCC and 
photogrammetric techniques, and cases that has never been matched before. All data processed in 
these cases are orthoprojected air-photos or satellite images.  
Entire satellite scenes could be processed with image matching, but was not done in this thesis. This 
is because (1) there are only some suitable glacier (with visible features) in one scene, (2) processing a 
whole scene is very memory demanding and time consuming, and (3) filtering by vector direction 
would be difficult because the glaciers move in different directions. 
The cases below have been manually selected due to their fulfillments of the requirements for 
matching: 
• Images should be orthoprojected 
• Glacier surfaces should contain some features 
• Features should be detectable in both images (not concealed by clouds, snow cover etc.) 
• Measurable displacements 
 
Tests: 
 Case 1: Technical tests 
Introduction to how the matching algorithms setting works and how to adjust matching parameters 
to the images at hand. Adjusting and adapting algorithms to the challenges an image might pose is an 
important step towards a successful image matching. 
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 Case 2: Rock glacier, Muragl Valley 
Two aerial images, 13 years apart, with good contrast and optimal amount of features will be matched 
with 8 different methods; 4 normalized cross-correlation (NCC) and 4 Fourier (FFT) based 
techniques. These images have been image matched previously with NCC methods, and will be 
compared with previous results (Kääb, 2002; Kääb & Vollmer, 2000) 
 
 Case 3: Tokositna Glacier, Mount McKinley 
Two Landsat 7 scenes 13 months apart will be matched with the two best methods available, one 
NCC and one FFT. Being one of few Landsat images available for this scene, the images suffers from 
different illumination settings, shadow variations, different snow cover and some glacier surface 
deformation. Additionally, the glacier is in a surging state. 
 
 Case 4: Columbia Glacier, Chugach Mountains 
Being one of the fastest glaciers in the world, two Landsat 7 images one month apart were obtained of 
the Columbia Glacier from 2001. Since the images are so close in time, little surface cover change is 
visible. The images cover a network of glaciers flowing at different speeds and directions. 
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3.2. Case 1 – Technical tests 
This test illustrates how algorithms work and how they should be adjusted according to the images. 
Both Fourier and NCC matching are considered.  
 
3.2.1. Reference window sizes 
This test will illustrate the importance of adjusting the reference window size with normalized cross-
correlation to the images at hand. Using autocorrelation (correlation of one image) with different 
reference windows (Figure 22) we get different results (Figure 23). In autocorrelation, the reference 
block is just a section of the search block, varying in size. A 300 x 300 pixel section of the rock glacier 
in Muragl valley is used as search window. The image is feature-rich, has a relatively high contrast 
and contains rocks in different sizes. The reference blocks are cropped from the middle of the search 
block, so that the matching process can achieve a correlation value of 1 in the middle. 
 
Search block 300x300 pixels 
         
3x3 5x5 7x7 11x11 17x17 21x21 31x31 41x41 61x61 
Figure 22: Examples of search and reference blocks, see Figure 19 for results 
When the reference window is set to 3 x 3 pixels, the match does not produce a significant distinct 
top to confidently result in a displacement (see Figure 22). Since the reference block contains so little 
information about features, it might fit very well multiple places in the search block. By increasing 
the reference block to 11 x 11 pixels, patterns begin to emerge. Using 17 x 17 pixels, the result is 
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showing a clear peak in the result center. Moving upwards in reference block sizes the distinctness 
off the peak at the center of the result increases. When using 61 x 61 pixels as reference window, 
there is no other candidates than the correct displacement. Remember however, that results might 
not be similar when using two different images (not autocorrelation), and that a correlation value of 1 
is only achieved when the information compared is identical (Moore & McCabe, 2006). 
 
 
Reference window 3 x 3 
 
Reference window 5 x 5 
 
Reference window 7 x 7 
 
Reference window 11 x 11 
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Reference window 17 x 17 
 
Reference window 21 x 21 
 
Reference window 31 x 31 
 
Reference window 41 x 41 
 
Reference window 61 x 61 
 
Reference window 300 x 300 (whole image) 
Figure 23: Results from autocorrelation with search and reference blocks in Figure 18 
The black frame in the correlation figures indicates where the correlation is valid. Outside the black 
frame, only parts of the reference window fits the search block. In our case, it is unlikely for a match 
to meet this situation (it is even unwanted because of the incomplete calculation), so the practical 
results are inside of the black frames. Notice how the frame gets smaller when the reference window 
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gets larger. For illustration purposes, the entire image is matched with itself, showing only one single 
valid pixel (the pixel with value 1).All other correlations in this matrix are calculated with parts of 
the reference block outside the search window. It is also worth noticing that the upper limits of all 
the correlation examples in Figure 23 are similar (approx. equal to 1), showing that the value of the 
maximum correlation may not change with changing window sizes. 
By increasing the reference window size, the correlation peak becomes more and more distinct. This 
means an automated process can be more accurate when picking the true displacement. Using a to 
large reference window however, may not always be acceptable, as it (1) dramatically increases the 
processing time, (2) might have a problem with deformation in images, (3) may demand a larger 
search window (which again will increase processing time), (4) results in fewer vectors in the vector 
field and (5) will average velocity over the entire reference block.  
The best solution is therefore to use a reference window that is a balance between a larger and a small 
window. With the images used in this case, it would be the most efficient to use something between 
10 x 10 and 30 x 30 pixels size (Kääb & Vollmer, 2000). 
 
3.2.2. Search window sizes 
The search window size is found by estimating how much the object/area that is matched has moved. 
It is important that the search window cover the maximum displacement expected. If it does not 
fulfill this criterion, matches at section of maximum displacement will be incorrect.  
The blunders of enlarging the search window too much include that (1) it will use unnecessary long 
time to process, (2) if the images have a repeating pattern the matching process might find another 
probable match (i.e. larger probability of errors), and (3) the matching algorithm will crop the final 
vector field somewhat (because of the larger search window), and thus produce fewer vectors. 
Comparison of different search windows sizes with equal amount of spacing between the vectors 
(meaning search window overlapping will occur) is shown below. 
 
Comparing time (s) Reference window 15 x15, steps = 51pixels 
Search window 51 x 51 25 s (2262 vectors) 
Search window 101 x 101 45 s (2166 vectors) 
Search window 201 x 201 125 s (1980 vectors) 
Table 1: Comparison of processing speeds of images covering the rock glacier in Muragl valley (Case 2, 3000 x 2000 pixels) 
using a Dell D820, with 2 x 2 GHz processor, 3 GB RAM, using MATLAB R2008b and Windows 7 RC 
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Increasing the search window exponentially also increases the processing time exponentially. Notice 
how the number of vectors increase as the search window gets smaller, due to cropping of the vector 
field.  
In many situations it may be useful to make the search windows overlap 
(Figure 24). When the search windows overlap, parts of the search area of 
the neighboring vectors are used mutually. This creates a denser network of 
vectors, and a smoother vector field. Some problems, however, can arise 
from this method. In theory, it is possible that two vectors find a 
displacement to the same pixel.  
 
3.2.3. Fourier window sizes 
The phase correlation and gradient correlation algorithm compares two equal image sections to 
produce the correlation matrix (Ahmed & Jafri, 2008; Argyriou & Vlachos, 2003a; Argyriou & 
Vlachos, 2003b). The same challenges are valid for FFT correlation window as with NCC search and 
reference window processing. The correlation window must be large enough to cover the maximum 
displacement, and to get a distinct peak. However, it must also be small enough to perform acceptably 
fast and produce a sufficiently dense network of vectors.  
Figure 25 illustrates how more distinct and sharp the peak of the correlation matrix is when 
processing 64 x 64 pixels and 128 x 128 pixels correlation window. 
 
  
Figure 25: Correlation results from 64 x 64 pixels and 128 x 128 pixels processing windows. Notice how much more distinct 
and sharp the peak in the second result is. In this test, the second figure used approx. 4 times longer to process. 
 
  
Figure 24: Overlapping 
search windows 
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3.3. Case 2 – Rock glacier, Muragl valley 
 Figure 26: Rock glacier in Muragl valley, Switzerland 
3.3.1. Introduction to Muragl valley and image data 
The rock glacier in the Muragl valley (Val Muragl) in the Upper Engadine, Eastern Swiss Alps (9° 55' 
50" E, 46° 30' 20"N), was chosen as a test site for this thesis. The rock glacier is covering an area of 
approx 0.12 km2 and an altitudinal range of approx 2500 – 2850 m (Kääb & Vollmer, 2000). 
The primary reason for using these images is the manual photogrammetric work previously done on 
the site, as earlier investigations will work as background and support data. The rock glacier has 
previously been investigated several times; with photogrammetric study and geodetic field 
measurements, mapping and modeling of permafrost distributions, geophysical soundings and 
borehole monitoring (Kääb & Vollmer, 2000). 
The images used in this case were taken in 1981 and 1994 (Figure 26), by the Swiss Federal Office of 
Cadastral Surveys. Both images (grayscale, image scale approx. 1:6000 and with 80 % overlap) were 
scanned with 800 dpi resolution (approx. 30 µm in image units, and 20 cm in ground units)(Kääb & 
Vollmer, 2000). 
Orthophotos were automatically produced from the overlapping images, with a 10 m pixel resolution 
DTM derived from the images using commercial photogrammetric software. To further improve the 
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relative accuracy, stable ground control points (on features outside the rock glacier surface) were 
collected to connect the two images, as they were oriented and adjusted as one image segment. This 
allows direct comparison of both images (pixel by pixel). DTM extraction and orthophoto generation 
from digital stereo imagery is a well established and tested method (Baltsavias, 1996; Gruen & 
Baltsavias, 1987).  
The rock glacier and images have been examined with photogrammetry and NCC techniques by Kääb 
& Vollmer (2000). They compared manual photogrammetric methods with automatic NCC methods 
concerning surface displacement. With the image pair of 81 and 94, they found with analytical 
stereo-photogrammetry that the rock glacier moved with horizontal speeds up to 0.5 m/year (see 
Figure 27). Absolute accuracy of ± 0.2 m was estimated by comparing geodetic field measurements 
with the analytical photogrammetry. 
In this case, Kääb & Vollmer (2000) used normalized cross correlation as their digital approach to 
image matching. They tested with image reference window sizes from 10 x 10 to 30 x 30 pixels (20 x 
20 pixels were used in the final processing), used search window size of 100 x 100 pixels, and filtered 
out vectors with correlation values equal to or below 0.8. Because of the high detailed images (and 
the good conservation of the rock glacier surface), 75 % of vectors on the glacier remained after 
filtering, and they were able to produce a 
smooth velocity field with speeds up to 0.5 m / 
year. These measurements proved to averagely 
differentiate with 0.02 m / year ± 0.03 m / year 
compared to the reference velocity field (which 
was derived using analytical stereo-
photogrammetry). 
Kääb & Vollmer (2000) concluded that the 
difference between the resulting vector field 
from the digital image matching approach and 
the operator-measured vector field was not 
significant. They found that error vectors in the 
steep part of the glacier showed a more or less 
uniform direction, indicating a systematic error 
either in the reference or the digitally-derived 
data. They point out that errors sources could 
include DTM errors, distortions in the relative image orientation, or faulty terrain interpretation. 
Since the average speed of the glacier was 0.2 m / year, the result represents an error of about 10 %. 
With this, the digital approach has a similar accuracy as the reference data, which was estimated to 
approx. 10 – 15 %. 
Figure 27; Displacement results from Kääb by using 
analytical stereo-photogrammetry. Speeds of up to 50 cm / 
year is reached on one part of the rock glacier. 
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According to Kääb (2006), airphotos taken in 1981, -85, -90 and -94 showed a drop in average speed 
from image pair 81-85 to image pair 85-90 by over 30 %. Later (1990-95) the speed increased to 
approximately the same speed as 1981–1985 (Kääb 1998).  
 
3.3.2. Introduction to tests  
Several tests have been made to match both images. Spatial domain (NCC) and Fourier based (FFT) 
matches are performed separately, with four tests in each group. The tests are named 
[(matching algorithm) (iteration method) (ref.window) (corr. filter) (dir. filter)] 
NCC tests: 
• 1 [NCC GRID 15x15]: Correlation processing in grid 
• 2 [NCC QUAD 7-31]: Correlation processing in quad-tree blocks 
• 3 [NCC GRID 19x19 + +]: Correlation processing in grid with larger reference blocks and 
filtering  
• 4 [NCC QUAD 15-31 + +]: Correlation processing with larger quad-tree reference blocks 
and filtering  
NCC tests 1 and 2 produces raw vector results (no filtering), so that correct as well as faulty matches 
can be analyzed. The correlation algorithms in NCC tests 3 & 4 was found comparing median 
correlation values, spread of correlation values, spread of displacement lengths and visual inspection 
of the vector field with combinations of parameters. With visual inspection it is clear to see when 
faulty matches are made, and combinations of parameters with many mismatches where excluded.  
Tests 1 [NCC GRID 15x15] 2 [NCC QUAD 7-31] 3 [NCC GRID 19x19 
+ +] 
4 [NCC QUAD 15-
31 + +] 
Pre-processing No No No No 
Processing algorithm NCC NCC NCC NCC 
Iteration method GRID QUAD-TREE GRID QUAD-TREE 
Reference window 15 x 15 pixels 7 x 7 – 31 x 31 pixels 19 x 19 15 x 15 – 31 x 31 
pixels 
Search window 101 x 101 pixels 101 x 101 pixels 101 x 101 pixels 101 x 101 pixels 
Grid steps Search window - Search window / 2 - 
QT pixel range - 77 - 100 
Correlation filter No No < 0.8 < 0.8 
Direction filter No No Permit 2nd quadrant Permit 2nd quadrant 
Table 1: Comparison of normalized cross-correlation tests 
Pre-processing will not be done on these images (other than quad-tree processing) as explained in 
section 2.3. Pre-processing, it may change the original data and possibly deteriorate the images. Using 
‘original’ data ensures equal image basis for all tests. 
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All tests above use normalized cross-correlation as the processing algorithm, but the iteration method 
varies between grid and quad-tree. As the quad-tree method will match the entire image, it will 
produce more vectors than the grid method. Therefore, it is also prone to generate more errors. 
However, the method is adaptable (meaning it will vary the reference window size based on the 
contrast of the focus area), so it may produce results that are more reliable. 
With the grid method, reference windows are fixed in size. Kääb & Vollmer (2000) used reference 
windows from 10 to 30 pixels in size to match images. See Case 1 - Technical tests to compare 
different reference windows sizes.  
All tests use search window size of 101 x 101 pixels because it is defined by the largest movement in 
the image. A smaller window will not encapsulate the movement properly, and a larger window will 
have a larger probability of producing faulty matches (since a larger area might include more similar 
features), and it will increase the processing time. 
When using the grid iteration method, image matching techniques can allow the search windows to 
overlap so that it will produce a denser vector field. This will increase the amount of vector data, and 
hence increase the reliability of statistical measurements (e.g. center and spread of the dataset). By 
using the quad-tree method, search windows will overlap as default. 
NCC tests 3 and 4 implements both correlation filtering and direction filtering (by allowing vectors in 
one quadrant). This may remove a large part of erroneous measurements, and again improve 
statistical calculations. 
Fourier based tests will also be processed on the same images, to compare how different these 
algorithms perform. There will be four Fourier based tests: 
• 5 [FFT PHASE 64x64]: Phase correlation in grid 
• 6 [FFT GRAD 64x64]: Gradient correlation in grid 
• 7 [FFT PHASE 128x128 +]: Phase correlation with larger correlation window and filtering 
• 8 [FFT GRAD 128x128 +]: Gradient correlation with larger correlation window and 
filtering 
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Tests 5 [FFT PHASE 64x64] 6 [FFT GRAD 64x64] 7 [FFT PHASE 
128x128 +] 
8 [FFT GRAD 
128x128 +] 
Pre-processing No No No No 
Processing algorithm FFT phase corr FFT gradient corr FFT phase corr FFT gradient corr 
Iteration method GRID GRID GRID GRID 
Correlation window 64 x 64 pixels 64 x 64 pixels 128 x 128 pixels 128 x 128 pixels 
Grid steps 50 pixels 50 pixels 50 pixels 50 pixels 
Correlation filter No No 0.05 0.05 
Direction filter No No No No 
Table 2: Comparison of Fourier based tests 
As with NCC tests, no pre-processing will be included in these tests. All algorithms are grid-based, 
meaning they will calculate vectors with equal space between them. Two different processing 
algorithm will be used, phase correlation and gradient correlation. As explained in section 2.4.2. and 
2.4.3., the phase correlation algorithm uses the angle difference from the Fourier phase image to 
calculate a correlation matrix, while the gradient correlation algorithm converts both input images to 
gradient surfaces before processing Fourier correlation. 
Correlation window sizes are chosen based on the fact that these algorithms only can find 
displacement lengths half of correlation window size in both directions (64 / 2 = 32 pixels in x and y 
direction -> √322 + 322 ≈ 45 pixels in total, and since it is known that max displacement should be 
no more than 0.5 m = 32.5 pixels, a window of 64 x 64 pixels should be sufficient). A larger window 
might use more processing time and find other similar objects, but it will also create more distinct 
peaks in the correlation matrix. Therefore, 128 x 128 pixels windows are chosen in two of the tests. 
With 50 pixels vector spacing, correlation windows of 64 x 64 pixels will somewhat overlap, and FFT 
vector fields are comparable dense to e.g. NCC test 3. FFT tests 3 and 4 have the same vector density, 
and (using 128 x 128 pixel windows) are therefore overlapping more than previous FFT tests. 
Correlation filtering will be performed on two of the tests, to mask out possible errors. Direction 
filtering will not be performed, since (as the results shows) it is unnecessary. 
  
 
62 
3.3.3. Test 1 [NCC GRID 15x15] 
 
Figure 28: Image 1 with the resulting vector field 
The result from NCC test 1 show a steady flowing vector field on the rock glacier surface (Figure 28). 
All vector lengths are real (not scaled), so they represent the true displacement. It is evident that 
mismatches have occurred. Figure 29 explain the vector field behavior. With 551 vectors, and no 
search windows overlapping, the matching produces a median displacement of approx. 10 pixels (px) 
(see Table 4). With 13 years of movement and 20 cm per pixel, this represents an average 
displacement of 15 cm per year. Many outliers and false movements exist in these measurements, and 
it is difficult to conclude something about the average movement of the glacier based on vectors both 
outside and on the glacier surface. 
Image matching statistics 
Number of vectors 551 
  
Min displacement 0 px 
1st quartile 2.2361 px 
Median displacement 9.8489 px 
3rd quartile 21.6217 px 
Max displacement 70.7107 px 
  
Min ncc value 0 
1st quartile 0.6753 
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Median ncc value 0.8183 
3rd quartile 0.8911 
Max ncc value 0.9755 
Table 3: Image matching statistics 
However, since the glacier is covered by rocks and has easily distinguishable features, the matching 
process on the glacier surface itself works very well. Good image contrast and objects, conserved rock 
glacier surface, combined with the right search and reference window sizes (the reference window 
must be large enough to contain objects, and the search window must cover the displacement) 
produces a good match.  
The search window size of 101 x 101 pixels encapsulates the maximum displacement expected in this 
image pair. The reference window however can be perfected to balance between (1) being large 
enough to capsulate objects and (2) be small enough not suffer from image deformation problems. 
The NCC test 3 uses a larger reference window (19 x 19 px), and performs therefore differently. 
 
Figure 29: Red circles explaining vector behavior 
Apart from some obvious mistakes, the glacier seems to flow naturally with the vector field. In the 
north and north-east region of the images (stable ground), correct matches have been made due to 
distinct objects and clear terrain information. It is, on the other hand, more difficult for the matching 
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algorithm to succeed on the western side of the images. Both shifting shadows and almost 
homogenous surfaces make the process of finding similar objects in both images very difficult. 
The matching algorithm also suffers from image deformation difficulties in the north left region. 
Areas with complete snow cover or shadows (homogenous white or black) also produce vectors 
pointing in a seemingly random direction. 
 
Figure 30: Image showing displacement patches with colors according to displacement length in pixels 
Figure 30 shows displacement length in different colors. It is easy to detect mismatches and errors 
that do not follow the neighborhood trend of displacement length. Notice that the glacier seems to be 
moving approx 10 – 30 pixels on the surface, and that there is a displacement peak in the middle of 
the image. This peak is in accordance with Kääb & Vollmer (2000), and the peak moves with an 
annual average speed of approx. 0.43 m. 
Along the glacier edge, the vector field is speeding up and (looking at Figure 28) the vectors are 
pointing at any random direction. There are several reasons for this. Firstly, different snow and 
shadow effects deceive the matching algorithm; secondly, the reference window is so large that it in 
many cases covers both the glacier and stable ground. That is a problem when the matching process 
finds part the pixels have moved and the other part has not. This generally produces a low 
correlation, and the matching algorithm may find a false correlation peak (hence incorrect vector 
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direction and length). The result is fairly low correlation and abnormal glacier speeds along the 
glacier edge. 
Figure 30 in combination with Figure 31 display the correlation between pixel displacement length 
and normalized cross-correlation value. Most of the pixels on the glacier have a correlation value 
above 0.7, which indicates a good match. The area with most errors (left in the image) also has the 
lowest correlation values, where most pixels have a value below 0.7. Since it is a clear relation 
between matching errors and low correlation values, this test would value from a correlation filter. 
As can be seen in NCC tests 3 and 4, filtering out values below 0.8 considerably increases the signal to 
noise ratio. 
 
Figure 31: Correlation values displayed in colors with image one below 
Snow patches and homogeneous areas generally get a low correlation value, while good contrast areas 
mostly have a correlation value much higher. With a median correlation value of 0.82 and a 
correlation distribution skewed to the left, the overall matching correlation is high. The range spans 
from zero to 0.98. 
Figure 32 illustrates the overall displacement direction with a rose diagram (vector direction 
histogram). Since the glacier only moves in the direction of the second quadrant, the three other 
quadrants presumably represents errors. The histogram does not accumulate vector lengths, only the 
number of vectors (hence short vectors are weighted similar to long vectors). As can be seen in NCC 
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tests 3 and 4, filtering by direction is an effective tool to remove outliers. Most of the values outside 
the second quadrant are vectors outside the glacier. 
 
 
 
 
 
Figure 32: Displacement directions of all vectors. It is a clear 
trend with major movement in the second quadrant 
 
Figure 33: Histogram and cumulative histogram of all 
correlation points, showing their distribution 
 
With the distribution of correlation points in the image, it is clear that there is an evident trend 
between correlation value and contrast in that area. Figure 33 show the histogram of all correlation 
points, which is strongly skewed to the left. With most points having a high correlation value, the 
overall result is good. Notice in the cumulated histogram that approx. half the points (≈ 50 %) have a 
value above 0.8. NCC tests 3 and 4 reveals that filtering correlation values can remove many outliers 
in the dataset by only allowing vectors with 0.8 correlation or more.  
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3.3.4. Test 2 [NCC QUAD 7-31] 
 
Figure 34: Result of NCC test 2 using quad-tree algorithm. 
The quad-tree algorithm use the entire first image as reference blocks, and therefore it produces a 
large quantity of vectors. The statistical foundation is as a result very good, but it includes many 
faulty matches where the process fails. As seen in Figure 34 most vectors outside the glacier surface 
are pointing in a random direction, and with a larger displacement than vectors on the glacier itself. 
This corrupts the statistical analysis; hence it is difficult to use the median displacement of approx 8.5 
pixels (13 cm / year) to explain the glacier movement. 
The quad-tree iteration method performs as expected, and produce a larger reference block where 
there is less contrast (it fulfills the criteria of 77 pixel value levels, or hit the limit in this case of 31 x 
31 px). Some errors may have been avoided by using the quad-tree method, instead of using 8 x 8 px 
reference blocks all over the image. It may however be that 7 x 7 px is a too small reference block to 
cover recognizable terrain features, and 31 x 31 px is too small in areas of little or no contrast at all.  
As with test 1, it is clear that this test may take advantage of vector and correlation filtering and 
larger reference windows.  
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Image matching statistics 
Number of vectors 41807 
  
Min displacement 0 px 
1st quartile 6.0000 px 
Median displacement 14.8661 px 
3rd quartile 34.0147 px 
Max displacement 91.9239 px 
  
Min ncc value 0 
1st quartile 0.8217 
Median ncc value 0.8748 
3rd quartile 0.9165 
Max ncc value 1.0000 
Table 4: Image matching statistics 
The displacement statistics is useful to validate the robustness of this method. With a maximum 
displacement of approx 92 px (1.4 meters / year), the largest vectors are clearly wrong. However, by 
using the 1st / 3rd quartiles distance to the min/max compared to the median, the maximum value 
stands out as an outlier. The distribution of vector length is therefore skewed to the right. With these 
outliers not representing the actual movement of the glacier, it is advisable to remove them.  
Figure 35 shows vector displacement lengths in colors. In the middle of the image, the rock glacier 
surface achieves velocities of up to approx 35 pixels (0.54 m / year). On the glacier, the matching 
performs generally well. It is clear to see that on the buckling on the glacier tongue more vectors are 
calculated (due to more contrast) than in between. This gives a more robust result than just a few 
calculations in the same area. 
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Figure 35: Displacements in pixels, with a smooth displacement gradient towards the image center where the peak is close 
to 30 pixels displacement. This is in accordance with NCC 1 and Kääb & Vollmer (2000). 
As with test 1, the same problems arise in difficult areas of the image (shifting shadows, homogeneous 
surfaces, deformation problems etc.). With correlation filtering most of the faulty matches may be 
removed. If there were only 7 x 7 px reference windows, there would have been more errors (because 
when the algorithm fails with a 31 x 31 px window in homogeneous areas, a 7 x 7 px window will 
perform even worse due to even more similar correlation hits). The correlation matrix may not 
achieve a single distinct peak, but several similar high values.  
Even though a large part of the vectors visible in this result is incorrect, test 2 has a higher median 
correlation value than NCC test 1. Half the vectors have a correlation value of 0.87 or higher. The 
cumulative correlation histogram also shows a long tail on the left, and a higher gradient than test 1 
when passing 0.8 (Figure 38). Without the quad-tree iteration method, the correlation histogram 
would have been more flat, because it now deliberately used many vectors where there was a good 
chance of a correct match. 
Figure 37 shows most of the vectors have a displacement in the second quadrant, but this algorithm 
could also benefit from having a direction filter. 
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Figure 36: Correlation values in colors, showing that most of the glacier surface has a high correlation value (>0.8) 
 
 
 
 
Figure 37: Vector direction histogram 
 
Figure 38: Vector correlation histogram 
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3.3.5. Test 3 [NCC GRID 19x19 + +] 
 
Figure 39: Result of test 3 
Test 3 performs better than test 1 and 2, by extracting mostly correct vectors. The filtering removed 
some vectors on the glacier, but the overall glacier flow remains intact. In this test is has been used a 
larger reference window (19 x 19 pixels) than test 1. This has tree effects, (1) it is computationally 
more demanding, (2) it produces more distinct peaks in correlation matrices (it will then be easier to 
pick the true displacement), and (3) since it will include more of the glacier in one patch, it will be 
more prone to deformation difficulties. 
In this case (1) it used 4.5 times longer time to process than test 1 (the most resembling test), partly 
due to the fact that it made more than twice as many vectors before filtering, and partly because of 
the larger reference window. (2) It may have produced more distinct peaks in the correlation 
matrices, but since this only matters in difficult homogeneous areas (which already have been filtered 
out by the correlation filter), it is difficult to identify differences in the final results. Looking at the 
pre-filtering results however, shows that the increase from 15 x 15 to 19 x 19 pixels does not produce 
a noticeable difference. (3) Deformation of the glacier is still a problematic issue, and with twice the 
amount of vectors, pre-filtering results indicate unreliable results along the glacier edge. 
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The remaining displacement vectors, which are overall correct, produce a satisfactory result mostly 
due to the efficiency of the filtering techniques. 
Image matching statistics 
Number of vectors 695 (2166) 
  
Min displacement 1.4142 px (0 px) 
1st quartile 8.0623 px (2.2361 px) 
Median displacement 10.2956 px (9.8995 px) 
3rd quartile 14.8408 px (22.4722 px) 
Max displacement 68.6222 px (70.7107 px) 
  
Min ncc value 0.8004 (0.2747) 
1st quartile 0.8462 (0.6367) 
Median ncc value 0.8766 (0.8085) 
3rd quartile 0.9052 (0.8799) 
Max ncc value 0.9946 (0.9955) 
Table 5: Image matching statistics (with ’pre-filtering’-values in brackets) 
As seen in Figure 40 many values have been filtered, but the overall trend is still visible. Vectors with 
lower or equal correlation to 0.8 are filtered out. The rock glacier surface is peaking at approx 30 
pixels. Errors stand clearly out in the displacement figure.  
 
 
Figure 40: Displacement in pixels shown in colors 
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Figure 41: Vector correlation value in color (notice the difference in correlation range than previous results) 
The median of the correlation values are approx 0.88 (which is better than NCC 1’s 0.82). It is, 
however, difficult to sort out mistake from the correct values just by examining the correlation 
values. In this range (0.8 – 1) the correlation points seems randomly distributed in the image. 
Transparent correlation patches represent filtered matches. 
 
Figure 42: Displacement direction histogram, with a direction  
filter only allowing vectors in the second quadrant 
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The displacement direction histogram shows the direction distribution after correlation filtering. 
Notice the red square, which indicates the unfiltered (second) quadrant (Figure 42). 
 
 
Figure 43: Correlation histogram before vector direction 
filtering 
 
Figure 44: Correlation histogram after vector direction 
filtering 
 
Removing vectors by direction filtering (Figure 38) may seem like an unnecessary step as the 
correlation filter already has extracted many errors. To illustrate that the correlation value not always 
is a good indicator for how reliable matches are, Figure 43 and 44 shows correlation histograms 
before and after direction filtering. Apart from the y-axis range, both histograms are almost identical. 
The direction filter has filtered out approximately equal amount of vectors all over the correlation 
range. 
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3.3.6. Test 4 [NCC QUAD 15-31 + +] 
 
This test differs from test 2 because it requires 100 pixel values in each block, hence it will generally 
use larger blocks (ranging from 15 x 15 to 31 x 31 pixels), and the result is filtered both with 
correlation and direction filtering. Larger blocks (as explained earlier) will generally produce more 
robust results, but will also generate fewer vectors, use more processing time, and be more prone to 
deformation problems.  
In this case, the algorithm produced a generally good flow of vectors, with the exception of a few 
errors on the glacier, and matching mistakes in shadow shifting and homogeneous regions. 
Image matching statistics 
Number of vectors 4681 (11940) 
  
Min displacement 1.4142 px (0 px) 
1st quartile 8.2462 px (2.2361 px) 
Median displacement 11.1803 px (10.0499 px) 
3rd quartile 16.1245 px (19.1050 px) 
Max displacement 80.6226 px (91.9239 px) 
  
Min ncc value 0.8001 (0) 
1st quartile 0.8434 (0.7265) 
Median ncc value 0.8760 (0.8312) 
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3rd quartile 0.9061 (0.8875) 
Max ncc value 0.9889 (0.9919) 
Table 6: Image matching statistics (with ‘pre-filtering’-values in brackets) 
With a median correlation value of approx 0.88, a median displacement value of approx 11 pixels and 
a maximum displacement of nearly 81 pixels, this test is very similar to the two previous tests. It 
differs however from previous test with its combination of great amount of points on the glacier and 
most errors filtered out. Direction and correlation filtering masked out over 50 % of the vectors 
produced. 
 
 
Figure 45: Displacement values in pixels (in the digital version of this document, images are included without loss of quality, 
so that one can zoom in on small details) 
The vector flow on the glacier surface is comparable with test 2, apart from a less dense vector 
network.  
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Figure 46: Correlation values in colors (in the digital version of this document, images are included without loss of quality, 
so small details can be zoomed in on) 
As with the previous test, all correlation points seem random, but most points with values above 0.8 
are one the glacier. It is worth noticing how false points also can get a high correlation value. This 
can be due to several reasons including; (1) homogeneous areas will always produce a good match, (2) 
occasional similar objects or surface features might be present inside the search window. 
 
Figure 47: Vector direction histogram, showing the number of vectors pointing in the respective directions. 
 The red rectangle marks the quadrant of vectors that are used in the last processing step.  
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Figure 48: Correlation histogram before direction filtering 
 
 
Figure 49: Correlation histogram after direction filtering 
 
Figure 48 and 49 illustrates the same point as with the previous test; filtering by direction removes 
vectors from the entire correlation range. 
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3.3.7. Test 5 [FFT PHASE 64x64] 
 
Figure 50: Result from FFT test 1 
The Fourier phase correlation algorithm use a different approach matching two images. Rather than 
comparing pixel value variations, according to Gonzales & Woods (2008) phase information include 
shape characteristics, and matching in this domain should be more robust against illumination 
variations (Ahmed & Jafri, 2008). 
The matching algorithm performed very well on the rock glacier surface, with the exception of a few 
errors. Outside the glacier, it seems that test 5 is having the same problems as NCC tests. 
Homogeneous areas and shadow shifting does create problems, although the extent might not be so 
vast. It does, however, a better job matching areas with different snow patches. Even though the 
glacier edge (due to deformation) generally gets a low correlation, it does not produce as much errors 
as unfiltered NCC results. 
Since the correlation window only is 64 x 64 pixels (and Fourier algorithm is restricted to find 
displacements half of that in x and y direction) the errors outside the glacier are much shorter than 
equivalent errors in NCC tests (tests 1-4). Considering that roughly half the image is stable ground, 
the center and spread of displacement lengths should be lower than NCC tests have shown. With a 
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median of only approx 3.6 pixels and a maximum displacement of approx. half of tests 2 and 4 max 
values, the first FFT test proves more overall reliable. 
Image matching statistics 
Number of vectors 2301 
  
Min displacement 0 px 
1st quartile 1 px 
Median displacement 3.6056 px 
3rd quartile 12.3693 px 
Max displacement 43.1856 px 
  
Min corr value 0.0468 
1st quartile 0.0903 
Median corr value 0.1536 
3rd quartile 0.2261 
Max corr value 0.6984 
Table 7 
Figure 51 illustrates that some of the same problems occur when matching in the Fourier domain. 
Correct vectors achieved approx. the same velocity as NCC tests. Even though the fastest area on the 
glacier generally have a very low correlation value, most vectors are correct.  
 
Figure 51: Displacement lengths 
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Correlation values from FFT tests are not directly comparable to NCC tests, as they generally have a 
lower value. This result is unfiltered, and by examining the Figure 52, it is clear that filtering by 
correlation value (e.g. 0.1 or more) will remove many outliers and errors in the dataset. Especially 
along the glacier edge and in the homogeneous south-west region.  
It may seem that the FFT phase correlation algorithm value a combination of feature shapes and 
contrast in the image. However, it may be prone to deformation difficulties, as high contrast and 
feature rich areas that have a large displacement get low correlation values (e.g. in the middle of the 
image). The areas of highest values are actually stable regions in the upper right corner, with no 
movement or deformation (only a small change in the shadow). 
 
Figure 52: Correlation values in color 
The similar correlation values in the middle and south-west region of the image might pose a possible 
problem when filtering. A correlation filter may extract vectors from both areas. 
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Figure 53: Correlation histogram 
The correlation histogram shows an overrepresentation of low correlation values (opposite of NCC 
tests), meaning a correlation filter set to filter out low correlation values will extract the majority of 
vectors and not correlation outliers. However, the relation between correct/incorrect vectors and 
correlation values is not established, and is investigated in test 7 and 8. 
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3.3.8. Test 6 [FFT GRAD 64x64] 
 
Figure 54: Result from FFT test 2 
In this case, gradient correlation without filtering is very similar to phase correlation without 
filtering (test 5). As with previous tests, matching on the glacier surface is almost without problems, 
and stable areas are correct matched. Problems arise in the homogeneous areas and in deformation 
zones.  
Median correlation value is very similar to test 5, indicating a comparable matching strategy.  
Image matching statistics 
Number of vectors 2301 
  
Min displacement 0 px 
1st quartile 1.4142 px 
Median displacement 4.2426 px 
3rd quartile 12.6491 px 
Max displacement 43.1393 px 
  
Min corr value 0.0423 
1st quartile 0.0868 
Median corr value 0.1572 
3rd quartile 0.2320 
Max corr value 0.6981 
Table 8: Image matching statistics 
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Figure 55: Displacement lengths in pixels 
Compared to test 5, this result (Figure 55) actually performs better on the glacier surface. Argyriou & 
Vlachos (2005) claims that the process of creating gradient images isolates salient image features, that 
might provide useful reference points for the matching technique.  
This test confirms that the extraction and enhancement of features successfully performs a good 
matching. Also on the glacier front, with deformation and shadows, the gradient correlation performs 
well. Displacement speeds up to approx. 30 pixels is equal to what previous tests achieved.  
The overall correlation pattern (Figure 56) and correlation range is very similar to the previous test. 
However, somewhat higher correlation values can be seen on one of the foremost shadowy sections 
in test 5. However, test 6 is actually achieving more correct vectors in that area. The highest 
correlations occur in areas with many features, little or no deformation, and no movement. 
 
85 
 
Figure 56: Correlation values in color 
 
The correlation distribution (Figure 57) is strongly skewed to the right (similar to previous test), 
indicating large differences between the gradient images.  
 
Figure 57: Correlation distribution 
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3.3.9. Test 7 [FFT PHASE 128x128 +] 
 
Figure 58: Result from FFT test 3 
By increasing the correlation window and filtering low correlation vectors, the achieved result 
becomes nearly perfect. The grid of vectors on the glacier is without faults, and the filter has only 
removed a small portion of the vectors. Outside the glacier all errors (except one) is extracted, and 
even without direction filtering this result is nearly perfect. The result is better than all previous 
tests, and signifies how robust the phase correlation algorithm is.  
 
Image matching statistics 
Number of vectors 1903 
  
Min displacement 0 px 
1st quartile 1 px 
Median displacement 2.2361 px 
3rd quartile 10.2956 px 
Max displacement 46 px 
  
Min corr value 0.0501 
1st quartile 0.0882 
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Median corr value 0.1401 
3rd quartile 0.2152 
Max corr value 0.4632 
Table 9: Image statistics 
The median displacement is the lowest number obtained compared to previous tests (2.2361), 
indicating a robust result. The max displacement of 46 pixels is due to the only error in the dataset. 
Removing the error creates a max displacement of approx. 29 pixels. The median correlation value is 
also the lowest produced through all previous tests.  
One error and some filtered holes in the data on the glacier are visible in Figure 59. Even without 
filtering, using a 128 x 128 pixels correlation window makes a much more robust result with fewer 
errors (although incorrect vectors have a larger displacement because of the larger correlation 
window). By combining effective filtering with a larger correlation window (which produces a more 
distinct peak) the resulting vector field is the best achieved yet. The correct displacement lengths 
achieved in this test is comparable to previous tests.  
 
 
Figure 59: Displacement length in color 
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Figure 60: Correlation values in color 
The correlation filter could have been higher (>0.05) to remove the last error, but that would also 
removed a number of correct vectors as well. There is a strong relation between low correlation 
vectors and erroneous vectors (stronger than in NCC tests), and therefore the filter is so effective. It is 
difficult to automatically quantize the difference, but from results with these images and visual 
inspection, low NCC vector correlation values are less related with erroneous vectors than FFT 
vectors.  
 
Figure 61: Correlation distribution before filtering 
 
Figure 62: Correlation distribution after filtering 
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3.3.10. Test 8 [FFT GRAD 128x128 +] 
 
Figure 63: Result from FFT test 4 
Visual inspection confirms that all vectors have correct direction. Previous test and results from Kääb 
& Vollmer (2000) confirms that all vectors seems to have correct length. After using the most 
effective settings and filtering, the result is the best among all tests performed on this image pair in 
this thesis. Without filtering, the method produces some errors, but still a lot less than unfiltered 
NCC tests. The filtering removes every single error, and leaves most good vectors in place. 
With the maximum displacement of 29 pixels, this is the only test with correct max displacement. 
Since most vectors have a small movement, the median is also the lowest in all tests (2.8284 pixels). 
Image matching statistics 
Number of vectors 1880 
  
Min displacement 0 px 
1st quartile 1.4142 px 
Median displacement 2.8284 px 
3rd quartile 10.2956 px 
Max displacement 29.1548 px 
  
Min corr value 0.0500 
1st quartile 0.0895 
Median corr value 0.1428 
 
90 
3rd quartile 0.2199 
Max corr value 0.4591 
Table 10: Image matching statistics 
 
 
Figure 64: Displacement values in pixels 
 
The displacement values (Figure 64) are equal to test 7. All errors have been filtered out, as well as 
some correct vectors. Even though there are holes in the displacement data, all values are assumed 
correct. This means than an automatic process can produce statistical calculations of the rock glacier 
flow, not corrupted by outliers and errors. 
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Figure 65: Correlation values in color 
Since most patches on the glacier have a higher correlation value than 0.05, it is best to filter at this 
level. The glacier edge is a problematic area, and it is evident that this algorithm also has difficulty 
computing a good match some places. However, looking at pre-filtered results show a more robust 
result than NCC tests. 
Correlation distribution is nearly identical to test 7.  
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3.3.11. Method comparison and validation 
Looking at the statistical summary (Table 11), all methods performed differently. The image data used 
in all matching approaches varies very with the method used. As test 2 and 4 use the entire image as 
reference windows, the algorithm need a lot of time to calculate more than 40000 correlation 
matrices. Nevertheless, looking at test 1 compared to test 5 (unfiltered NCC and FFT tests) shows that 
spatial domain processing requires more processing time (see Figure 66).  
Results 
Number of 
points 
Processing 
time 
Median 
disp 
Max  
disp 
Median 
correlation 
Test 1 551 12 s 9.8489 
px 
70.7107 
px  
0.8183 
Test 2 41807 520 s 14.8661 
px 
91.9239 
px 
0.8748 
Test 3 695 54 s 10.2956 
px 
68.6222 
px 
0.8766 
Test 4 4681 380 s 11.1803 
px 
80.6226 
px 
0.8760 
Test 5 2301 8 s 3.6056 
px 
43.1856 
px 
0.1536 
Test 6 2301 9 s 4.2426 
px 
43.1393 
px 
0.1572 
Test 7 1903 26 s 2.2361 
px 
46.0000 
px 
0.1401 
Test 8 1880 20 s 2.8284 29.1548 
px 
0.1428 
Table 11: Summary of matching statistics 
If we exclude vector errors in the results, all tests prove to compute generally the same surface 
displacement on the glacier. In this case, the largest discrepancies are actually outside the glacier 
surface. In this case, the matching could have been restricted to only parts of the glacier and avoided 
difficult parts on stable ground. However, in this case, the matching performance on stable ground 
reflected the robustness of the algorithm on the glacier surface. Moreover, since the largest imagery 
challenges where on static ground, it more clearly distinguished techniques from each other. 
More vector dense tests, such as test 2 and 4, arrived at a slightly higher peak where the glacier 
moved the longest. While all the other tests achieved nearly 30 pixels displacement, tests 2 and 4 
came to slightly more than 30 pixels. This is probably more correct since the glacier does not move in 
50 x 50 pixel patches or follow the strict grid of a vector field. It has a non-uniform movement, where 
some parts have a higher displacement than others. When using a large patch that covers an area 
where the velocity is not constant (which is usually the case), the actual movement calculated is the 
average movement of that area, and not a number representing all pixels in that patch. Therefore, by 
using a smaller image patch, a more dynamic (and possibly more correct) vector field can be 
produced. As discussed in 2.4. Image matching, there are thresholds to how small patches can be. 
Going below such a threshold is not always feasible, because one might not get correct matches. 
The statistical data (Table 11) shows that spatial processing tests are mutually similar (when it comes 
to having a high median displacement, max displacement, and generally high correlation values). This 
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is also true for FFT tests, with a much lower median displacement, processing time, max displacement 
and median correlation. From this, the FFT tests have several advantages; FFT matching (1) is faster, 
(2) is more robust against low contrasts and different snow cover, and (3) can be filtered more 
correctly. 
 
Figure 66: Processing time for each algorithm (pre-filtering) 
Processing in Fourier domain (both with phase and gradient processing) is much more time efficient 
than in spatial domain (Figure 66). The main factor distinguishing test 1 & 2 from 3 & 4, and 5 & 6 
from 7 & 8 is that larger reference/correlation blocks were used in the processing. Thus, smaller 
blocks are more time efficient, and, in these cases, less robust. To illustrate the actual difference in 
correlation values in both algorithms, a cross-section of the correlation image where extracted from 
both NCC and FFT tests: 
• Test 3, no filtering 
• Test 7, no filtering 
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Figure 67: Image 1 with cross-section in red 
 
Figure 68: Correlation values in cross-section 
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1
1 10 19 28 37 46 55
Co
rr
el
at
io
n 
va
lu
e
Image correlation cross-section 
NCC FFT
 
95 
Correlation values from the cross-section is showing a similar general trend in the east and west part 
of the image. However, in the middle of the image the NCC method get high correlation values, 
while the FTT method achieves relatively lower correlation values. Additionally, the NCC method 
generally achieves much higher correlation values, as well as larger variations. 
From the figure above, it should be easier to distinguish between good and false vectors in NCC than 
FFT because of the greater variations in correlation values. But that is not the case. In fact, 
experimental results shows the exact opposite. 
There is a strong relation between low correlation vectors and erroneous vectors, and therefore the 
correlation filters are so effective. It is difficult to automatically quantize the difference, but from 
results with these images and visual inspection NCC vector correlation values are less correlated with 
erroneous vectors than FFT results. This means that when filtering correlation values in NCC, more 
correct vectors and less faulty vectors will be removed (than with FFT filtering).  
Since it is known that the glacier moves uniformly (coherent flow) in a limited region, it can be 
tested for high spread in vector velocity and magnitude variations. By applying a 3 x 3 px standard 
deviation filter on the vector field, a figure of how much noise the calculations include can be created 
(Figure 69 and 70 shows displacements and standard deviation of displacements). The standard 
deviation clearly marks areas of large velocity variations, indicating incorrect vectors. However, from 
the standard deviation raster (e.g. Figure 70) it is difficult to extract single errors, as larger blocks are 
flagged with high variations. Moreover, standard deviation is a measure of spread in the data if the 
data measured is normal distributed, and that may not always be the case in these tests. 
 
 
Figure 69: Displacements in pixels 
 
Figure 70: 3 x 3 px standard deviation of displacement raster 
 
Therefore, another test has been developed to find and give an estimate of possible errors. This way, a 
signal to noise ratio (SNR) can be calculated and an comparison of methods can be achieved. 
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Calculating the signal to noise ratio follows these steps; (1) using the resulting vector field from an 
algorithm (Figure 71) and extract the vector magnitude and direction as two separate datasets (Figure 
72 and 73), (2) iterate through both datasets and find how much each value differentiates from the 
median value of a 3 x 3 px moving window (Figure 74 and 75), (3) use displacement and direction 
thresholds based on visual inspection to produce a binary (correct/incorrect vector) result (Figure 76). 
All incorrect and correct vector are counted (minus edge and filtered vectors), and an approximate 
signal to noise ratio can be calculated using (Gonzalez & Woods, 2008; Russ, 2006) 
𝑆𝑆𝑁𝑁𝑅𝑅 = 𝑠𝑠𝑢𝑢𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟 𝑐𝑐𝑓𝑓 𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑒𝑒𝑐𝑐𝑐𝑐 𝑣𝑣𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑠𝑠
𝑠𝑠𝑢𝑢𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟 𝑐𝑐𝑓𝑓 𝑖𝑖𝑠𝑠𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑒𝑒𝑐𝑐𝑐𝑐 𝑣𝑣𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑠𝑠 
 
Figure 71: Result from FFT test 5 
 
Figure 72: Displacement 
 
Figure 73: Direction 
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Figure 74: Moving 'difference to median displacement' 
window result 
 
Figure 75: Moving 'difference to median direction' window 
result 
 
Figure 76: Binary result of  allowing [-5 px < displacement < 5 px] and [-1 rad < direction < 1 rad] 
 
The binary result is based on thresholds of how much the displacement and direction is allowed to 
differentiate from the median value in each 3 x 3 block. It demands visual inspection of the result to 
get an approximate value of the true correct and incorrect vectors. This is a drawback in an 
automated process, but it is an effective tool to compare and evaluate the methods testes (Figure 76). 
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Figure 77: Signal to noise ratio of all image matching tests 
SNR is often expressed in a logarithmic scale, illustrated in Figure 77. It is an approximately result, 
since the method of calculating the SNR is based on visual inspections. If it were more accurate, one 
could use it as a filter and extracted all incorrect vectors. However, it can be used as an approximation 
to the SNR. The result is clearly favoring the two last FFT tests. Test 8, having only correct vectors 
achieves a SNR of infinity. Test 7 also have a high SNR. NCC tests generally obtain lower SNRs. Test 
2 has nearly equal amount of incorrect and correct vectors, and achieves a SNR of approx. 1. Effective 
filtering raise the SNR in test 3 and 4, but test 4 is still having trouble with errors and achieves a 
lower SNR than unfiltered FFT tests. Test 3 is the best NCC test. 
 
Conclusive summary for this case: 
• NCC based methods are generally producing the same results as FFT based methods in 
contrast rich areas 
• The quad-tree operator did not improve the overall vector field 
• FFT based methods are overall more robust (creating less errors) 
• FFT based methods are generally faster, using just a fraction of the time NCC would have 
used 
1,00
10,00
100,00
1000,00
0,00
5000,00
10000,00
15000,00
20000,00
Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8
SN
R 
nu
m
be
r
N
um
be
r o
f v
ec
to
rs
Tests
Signal to noise ratio of vector fields
Number of incorrect vectors Number of correct vectors SNR (second y-axis)
 
99 
• FFT based methods are easier to filter (stronger relationship between correlation values and 
incorrect vectors) 
• Gradient and phase correlation proved to be nearly equal, when it comes to robustness 
• Both methods generally achieve equal displacements on the glacier surface 
• Maximum average velocity on the glacier was approx. 0.46 m/y 
 
Some areas of both images are difficult to match, and these can be predicted before matching is 
performed. An automatic process may assign different methods to different parts of an image. Figure 
78 and 79 illustrates how variations in pixel values can be found, and a binary easy/difficult raster can 
be made. Based on contrast criterion and other factors, appropriate methods can be applied to 
relevant parts of the image. 
 
 
Figure 78: Image one and standard deviation calculated in 15 x 15 pixels blocks, the more blue the more spread in pixel 
value. 
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Figure 79: Combining Figure 78 (standard deviation calculated in blocks) and edge detection can result in this figure, 
predicting difficult matching areas in the image. This can be used to exclude parts of an image when processing. 
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3.4. Case 3 – Tokositna Glacier, Mount McKinley 
 
Figure 80: Tokositna Glacier in the middle-left, Ruth Glacier in the middle-right. (Microsoft Corporation, 2009) 
 
3.4.1. Introduction to Tokositna Glacier and image data 
The Tokositna glacier is a medium sized glacier, running down on the south side of Mount McKinley 
in Alaska. It is approx 44 km long (240 km2) and has been identified as a pulsing glacier, meaning it 
will vary its speed between normal seasonal variations and 10 times normal flow rate (U.S. Geological 
Survey, 2008; USGS, 2001). It has been monitored by the USGS for more than four decades, and has 
been reported surging in 1970 and 1972, though neither surge managed to displace the glacier 
terminus. While surging in 1971-72 it displaced a total of 2 km. The glacier was surveyed while 
surging in 2001, and it reached a maximum velocity of more than 2 meters / day (Boudreau, 2003; 
Echelmeyer, et al., 2002; U.S. Geological Survey, 2008). However, this surge resulted in a significantly 
less displacement, and did not move the terminus. Images used in this case are from the time of the 
surge, allowing comparison of the collected data. 
The glacier has contorted medial moraines (from a pre-1957 surge (U.S. Geological Survey, 2008)), 
characteristically for surging glaciers. Since the glacier is flowing down a winding path with uneven 
velocity, surface features are rotated and deformed.  
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Images used in this case are obtained from NASA’s Landsat 7 satellite with the Enhanced Thematic 
Mapper Plus (ETM+) sensor. In the panchromatic band (0.52-0.9 µm), it records images with 15 m 
spatial resolution (Landsat Project Science Office, 2009). Images were taken 16.08.2000 and 
27.09.2001, i.e. 407 days between acquisitions.  
 
 
Figure 81: Airphoto of Tokositna Glacier, 30 August 1984, with contorted median moraines (U.S. Geological Survey, 2008) 
 
3.4.2. Introduction to tests  
In this case, only two tests have been developed to compare the normalized cross correlation to 
matching in Fourier space. By investigating similar matching methods as used in the previous case, 
the two most suitable tests where used. To establish which methods are most suited for these images, 
various experiments have been performed.  
NCC processing with rigid grid iteration proved to produce too many errors outside the glacier 
surface. To compensate for wrong reference window size, different dimension were tested. This 
compromises the good results on the glacier and increases the errors, and is therefore not an ideal 
method. Therefore, a quad-tree algorithm was used instead. With adaptable reference block sizes, it 
proved to give a more robust result. 
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Phase correlation in Fourier space did not produce many errors on stable ground, but it was unable to 
create sufficiently correct vectors on the glacier surface. As a result, gradient correlation was tested 
with different settings, and demonstrated an acceptable result.  
 
Tests Test 1 [NCC QUAD 
31-63 +] 
Test 2 [FFT GRAD 
128x128 +] 
Pre-processing No No 
Processing algorithm NCC FFT gradient corr 
Iteration method QUAD-TREE GRID 
Reference window 31 x 31 – 63 x 63 px - 
Search window 201 x 201 px - 
Correlation window - 128 x 128 px 
Grid steps - 25 px 
QT pixel range 120 - 
Correlation filter 0.8 0.03 
Post-processing No No 
Table 12: Image matching statistics 
 
In contrast to the previous tests (where both images were feature rich and surface characteristics 
were conserved well), the images used in this case are a much more real example of what is often 
available of image data. The images have different illumination settings, shifting shadows, different 
snow cover, lower pixel resolution, lower contrast and lower amount of surface features, and the 
glacier does not move uniformly. 
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3.4.3. Test 1 [NCC QUAD 31-63 +] 
 
Figure 82: Results from test 1 
The quad-tree method produces some large errors on stable ground, but creates a dense network of 
correct vectors on the glacier. Despite deformation of glacier features, the NCC algorithm is 
surprisingly robust (compared to deformation parts in the previous test). Notice that the vectors in 
the far southeast region of the glacier has been filtered out because of the low correlation values due 
to rotation problems. Similar rotation problems occur in the middle of the image, where a row of 
vectors has been removed. Unfiltered results show that the NCC method is generally unable to find 
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correct displacement in those areas. The same is valid in the upper region of the glacier, where 
rotation of features is present.  
 
Image matching statistics 
Number of vectors 140 
  
Min displacement 0 px 
1st quartile 44.1957 px 
Median displacement 61.3283 px 
3rd quartile 81.5169 px 
Max displacement 151.3209 px 
  
Min ncc value 0.8014 
1st quartile 0.8444 
Median ncc value 0.8833 
3rd quartile 0.9250 
Max ncc value 0.9618 
Table 13: Image matching statistics 
 
The large errors outside the glacier surface are somewhat due to the large search window. However, 
the large search window is necessary because of the large displacement. Different snow cover makes 
matching outside the glacier surface difficult, since the NCC algorithm is intensity sensitive. The 
median correlation value achieved (after filtering) is higher than any tests in the previous case 
(indicating the difficulty of filtering by correlation values).  
With a maximum displacement of nearly twice the actual maximum, larger errors are evidently 
corrupting the results.  
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Figure 83: Displacement lengths in colors 
Mountainous regions with illumination and snow cover changes create incorrect vectors (Figure 82). 
On the glacier surface however, robust measurements were made (Figure 83). In the northern part of 
the glacier, it reaches an average velocity of 50 px (approx. 1.8 m/day). The flow rate increases in the 
middle of the image to approx. 65 px (about 2.4 m/day) to a peak of 85 px (above 3.1 m/day) in the 
southern part.  
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Figure 84: Correlation figure. All transparent correlation blocks have a value below 0.8, and where filtered out. 
With filtering of correlation values below 0.8, the median of the 140 vectors becomes 0.8833. There is 
an overall trend towards higher correlation values on the glacier than in the mountainous areas, with 
a maximum correlation value of 0.96 in the middle of the glacier flow. If the correlation filter were 
set to more than 0.8, the filter would have removed more vectors on the glacier.  
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3.4.4. Test 2 [FFT GRAD 128x128 +] 
 
Figure 85: Result from test 2 
The Fourier gradient correlation algorithm is exceptionally robust against shadows and changing 
surface cover in the mountainous regions (Figure 85). The filter applied in this test does not remove 
any vectors outside the glacier surface (i.e. stable ground), as they generally have a higher correlation 
value. However, the filter does remove most errors in the flow field. Some errors remain however. 
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Image matching statistics 
Number of vectors 1203 
  
Min displacement 0 px 
1st quartile 0 px 
Median displacement 0 px 
3rd quartile 1 px 
Max displacement 85.7030 px 
  
Min corr value 0.0301 
1st quartile 0.0512 
Median corr value 0.0791 
3rd quartile 0.1232 
Max corr value 0.2558 
Table 14: Image matching statistics 
Most vectors got a displacement length of zero, hence the low values in the displacement statistics. 
The median correlation value is lower than in the previous test (where it were approx. 0.15), 
indicating the challenge of matching these images (exact opposite of the median displacement value 
of test 1 in this case).  
The maximum displacement of approx. 86 px is a correct value, meaning it originates from a vector 
with correct displacement and direction. However, as errors in the first test are generally have a 
larger displacement, errors in this test usually have approx. the same lengths as correct values, and 
thus not corrupting the displacement calculations so much. 
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Figure 86: Displacement lengths in color 
Vector magnitudes and angles are similar to the NCC result, 50 px displacement in the upper part, 65 
px in the middle, and up to approx. 85 px in the lowest part. Correct vectors are more evenly 
distributed in the NCC result, but if results were interpolated, we would get approx the same result.  
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Figure 87: Correlation values in colors 
All points below 0.03 were filtered out, and they mainly occur on the glacier surface. In contrast to 
NCC correlation results, the FFT correlation result on the glacier is different. It seems the matching 
algorithm is finding it more difficult to find a correct match because of rotation and deformation than 
the NCC method. Nearly all vectors with correlation value below 0.03 have a wrong direction or 
magnitude.  
On static ground, shifting shadows (i.e. different illumination settings) does generally not create 
incorrect vectors in the FFT result, and relevant areas achieve medium correlation values (about 0.1). 
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Different snow cover does not seem to influence the correlation values in this case, where relevant 
areas achieve medium to high correlation values (>0.1). 
 
3.4.5. Method comparison and validation 
Since this is a more challenging case than the previous one, it is expected to result in larger 
differences between the methods tested. 
Results 
Number of 
points 
Processing 
time 
Median 
disp 
Max  
disp 
Median 
correlation 
Test 1 140 115 s 61.3283 
px 
151.3209 
px 
0.8833 
Test 2 1203 11 s 0 px 86.7640 
px 
0.0765 
Table 15: Image matching statistics 
After filtering, the FFT method produced more than 8 times the number of vectors than the NCC 
method, most of which are in stable areas. Since the NCC method produced a large amount of 
incorrect vectors in stable areas, it had to be restricted by filtering. When using the filtered results, 
the NCC method used more than 10 times processing time than FFT method. Comparing the 
unfiltered results (NCC: 523 vectors, FFT: 1368 vectors), the first test produced 4.5 vectors per 
second, while FFT managed 124.4 vectors per second.  
As with the previous case, filtering by correlation in FFT methods is much more efficient as the 
correlation value much better corresponds to vectors being correct or incorrect. The correlation 
values of NCC tests are more of an indication. Therefore comparing test 1 and 2 with how many 
correct/incorrect vectors they produce, is favoring FFT tests. If both were filtered by a higher 
correlation value, the FFT method would eventually only result in correct vectors (although most 
correct vectors would have been filtered out as well). 
Test 1 produces a somewhat smoother vector field in the middle of the image, indicating it is allowing 
more rotation of features. Where both results produce correct vectors however, they both result in 
equal displacements (Figure 88).  
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Figure 88: Displacement results from respectively FFT and NCC in equal displacement range. Colored sircles indicates 
similar velocities. 
Comparing unfiltered correlation values shows that the NCC matching creates high correlation values 
on the glacier surface, while the FFT result is the exact opposite (Figure 89 and 90). Both, however, 
are producing high correlations in the southwest region, and generally low correlations in the 
northeast. As both methods favors different areas of the image, a combination of both methods tested 
would be an optimal algorithm. Normalizing the correlation value range between NCC and FFT 
results, an algorithm could choose the best method based on highest correlation value. This is not 
implemented in this thesis, but is considered an important investigation.  
 
Figure 89: Unfiltered correlation values from NCC test 
 
Figure 90: Unfiltered correlation values from FFT test 
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Conclusive summary for this case: 
• Test 1 produced a denser and more reliable network of correct vectors on the glacier surface 
than test 2 
• The NCC method is more sensitive to snow cover and shadow differences than FFT methods 
• Test 2 produced fewer errors outside the glacier 
• The gradient correlation method is more rotation and deformation sensitive than the NCC 
method 
• Both tests achieved equal velocities on the glacier with assumed correct vectors 
• Maximum average velocity on the glacier reached approx. 3.1 m/day. 
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3.5. Case 4 – Columbia Glacier, Chugach Mountains 
 
Figure 91: Glacier (Microsoft Corporation, 2009) 
3.5.1. Intro to Columbia Glacier and image data 
The Columbia Glacier is situated in the Prince William Sound, Alaska, and is a large iceberg-calving 
tidewater glacier (Krimmel & Vaughn, 1987). It is one of the fastest flowing glaciers in the world, and 
also one of the best studied tidewater glaciers in Alaska with imagery records of the glacier front 
dating back to 1899 (Hart & Smith, 1997). With an average flow rate of 1277-3285 meters / year and 
seasonal high velocity speeds of 58000 – 91000 meters / year the Columbia Glacier is one of the fastest 
flowing non-surging glaciers in the world (Hart & Smith, 1997). The large surface of approx 1100 km2 
combined with the rapid speed result in large amount of ice calving. 
Historical records shows that the glacier terminated on a moraine in Columbia bay from 1899 to 
1978, and started a “drastic irreversible retreat” around 1981 (Friedman, et al., 1999; U.S. Geological 
Survey, 2008). By 1995, it had retreated approx 10 km, and by 1999, it had moved back more than 12 
km and thinned approx. 400 m. The velocity at the glacier front has increased almost five times to 25 
m/d in 2001 (Figure 92) (U.S. Geological Survey, 2008). Friedman, et al. (1999) explains that once a 
tidewater glacier begins to retreat from a shallow area, it moves into increasingly deeper water, 
which in turn increases the rate of calving. The location where the glacier front once was is now a 
moraine shoal at shallow 27 meters below sea level. The increased levels of calving in present time 
 
116 
poses a potential hazard for the busy Valdez shipping lane, where (with the terminus of the Trans-
Alaska oil pipeline in Valdez) there is a large amount of oil tankers. While most large icebergs get 
trapped by the moraine shoal (thicker than 27 meters), icebergs tens of meters in length are released 
and can be hazardous to ships (Friedman, et al., 1999). 
The Institute of Arctic and Alpine Research (INSTAAR) in Colorado argues that rapid changes in the 
flow rate and high mass turnover of Alaskan glaciers make them a large factor in global sea level rise. 
When Alaskan and immediately adjacent Canadian glacier comprise 13 % of the world’s mountain 
glacier area, they constitute a significant fraction of global land ice. Columbia Glacier alone 
discharges 7 km3 / year into the ocean by calving, which is a poorly understood process (Institute of 
Arctic and Alpine Research (INSTAAR)).  
The data used in this case it two Landsat 7 images, dated 01.08.2002 and 02.09.2002 (approx one 
month apart). Since this glacier is one of the fastest in the world, images just one month apart are 
sufficient (and desirable, because of deformation). Matching the images poses some challenges, with 
different snow cover, different light and shifting shadows, and hint of clouds in one area. With the 
panchromatic band, the spatial resolution is 15 meters per pixel.  
Since the image are only one month apart, surface cover features remains intact with some snow 
cover changes in the upper regions. Moreover, clouds are visible in the upper left corner of the 
second image making matching more difficult.  
Velocity measurement has been previously done at three locations marked in Figure 92. Velocity 
measurements at location “52 km” (red ring) are compared to test results in method evaluations 
(Figure 102).  
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Figure 92: Image mosaic of five airphotos, of the lower part of Columbia Glacier, indicating the retreat of the glacier front. 3 
locations are also present where velocity has been determined (for comparison of point “52 km” (red ring) and test results, 
see Figure 102) (U.S. Geological Survey, 2008) 
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3.5.2. Introduction to tests 
In this case two images will be investigated using two test; the best available algorithm in both image 
and frequency domain. Experimental tests with the quad-tree algorithm reveal more errors on stable 
ground and fewer vectors on the glacier surface than ordinary grid iteration with NCC algorithm. 
The reason for this is the difference in contrasts in the images used, as the glacier surface is generally 
lower on contrast than the mountainous regions (where one block might contain both bare ground 
and snow cover, creating a large contrast range), so that larger reference blocks will be used and 
fewer vectors will be made. Since the NCC algorism is pixel intensity sensitive, changing snow cover 
and shadow differences may create problems for the matching process. Therefore, it is best to 
minimize the number of vectors outside the glacier (at least not use a smaller reference window, 
hence more vectors outside than on the glacier surface). With this in mind, the first test was created 
with the NCC algorithm and ordinary grid iteration method. 
Tests Test 1 [NCC GRID 
19x19] 
Test 2 [FFT GRAD 
64x64] 
Pre-processing No No 
Processing algorithm NCC FFT gradient corr 
Iteration method GRID GRID 
Reference window 19 x 19 px - 
Search window 51 x 51 px - 
Correlation window - 64 px 
Grid steps 13 px 13 px 
Correlation filter 0.0 0.0 
Post-processing No No 
Table 16: Image matching tests 
It is worth noticing with Case 2 how different the FFT algorithm matches the images in contrast to 
the NCC algorithm. By comparing correlation values from the same image pair, it is clear that both 
methods have problems with deformation around the glacier edge. However, whereas the NCC 
algorithm easily can match the same features with a high correlation value in the middle of the 
glacier, the FFT is in contrast producing very low correlation values in the same areas. Moreover, in 
Case 3 and 4 the NCC algorithm notoriously creates errors outside the glacier surface, while the FFT 
method generally has a much higher correlation (and thus creates a lot less errors). Looking at the 
results from the tests in this case, actually reveals that the FFT algorithm is more confident with the 
matches outside the glacier than on it (see the correlation figure). With this in mind, it would be 
contradictory to filter the result based on low correlation values because vectors on the glacier 
surface would be the first to be filtered out. Hence the FFT test is not filtered. To not loose vital 
vectors on the glacier surface, the NCC result is not filtered either.  
Since there is a large network of glaciers flowing down to the water line, a high vector resolution is 
an advantage. These tests are made with the densest vector network of all tests in this thesis, with 
only 13 pixels between each vector. 
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3.5.3. Test 1 [NCC GRID 19x19] 
 
With good image contrast and many features, the NCC algorithm produces a dense result on the 
glacier surface. Even with clouds partly masking out features in the north east region of the glacier, it 
manages to produce a satisfactory result. Strong deformations at the glacier front make matches 
difficult, and the result is to some extent random errors. Areas of snow cover difference and shadow 
variations also create seemingly random vectors.  
 
Image matching statistics 
Number of vectors 10192 
  
Min displacement 0 px 
1st quartile 0 px 
Median displacement 1.4142 px 
3rd quartile 6.4031 px 
Max displacement 35.3553 px 
  
Min corr value 0 
1st quartile 0.7647 
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Median corr value 0.8666 
3rd quartile 0.9294 
Max corr value 0.9967 
Figure 93: Image statistics 
 
 
Figure 94: Displacement lengths in color 
The maximum displacement in image statistics in a incorrect measurement. The glacier displace up to 
16 pixels in the time between acquisitions, achieving an average maximum movement of 7.5 m / day. 
In the northern part, it achieves approx 11 pixels (5.2 m / day), and approx. 7 pixels (3.3 m / day) in 
the middle. The other smaller glaciers flowing down in the middle and left part of the image, is 
moving with velocities between 1 and 3 pixels (0.47 and 1.4 m / day).  
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Figure 95: Correlation values in colors 
The overall correlation value is high, with a median of 0.8666 (Figure 95). Filtering by a correlation 
threshold of e.g. 0.6 would have removed many errors, but also extracted correct vectors on the 
glacier. It is evident that matching is difficult at the glacier front, where the minimal correlation 
value is 0.33. 
Along the main glacier (on the right) in the middle of the image, correlation values are varying 
between 0.49 and 0.99. Even though the glacier moves almost uniformly in that region, the 
correlation values correspond to the distinctiveness of features on the surface. Although low 
correlation matches are made, most of the vectors produced on the glacier are correct.  
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3.5.4. Test 2 [FFT GRAD 64x64] 
 
Figure 96: Result from test 2 
The result from test 2 shows a robust matching result. Almost no errors are made outside the glacier 
surface, and on the glacier it creates a almost continuous vector field. There are fewer errors in the 
upper right corner of the image, where clouds confused test number one. The other smaller glaciers 
have produced similar vector fields as test 1 (but with fewer errors). At the glacier terminus, both 
algorithms are finding it difficult to match because of deformation of features. Again, the NCC 
method is more robust against deformation, and manages to produce correct vectors in a lower part of 
the glacier than the FFT based method. However, at the very front the glacier both produce random 
incorrect vectors. 
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Image matching statistics 
Number of vectors 9990 
  
Min displacement 0 px 
1st quartile 0 px 
Median displacement 0 px 
3rd quartile 2.2361 px 
Max displacement 41.7253 px 
  
Min corr value 0.0458 
1st quartile 0.1977 
Median corr value 0.2741 
3rd quartile 0.3525 
Max corr value 0.5898 
Figure 97: Image matching statistics 
 
 
Figure 98: Displacement lengths in colors. Color range is limited to 20 px for illustration purposes. Outliers exceeded the 
range, having lengths up to approx 42 px 
The velocities of correct vectors are equal to test 1, with a maximum velocity of 16 pixels (7.5 m / d) 
at the foremost correct vectors (Figure 98). The range of Figure 98 is limited, to easier interpret the 
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correct results. Incorrect measures at the glacier terminus reached 42 pixels with a northwest 
direction. 
 
Figure 99: Correlation values in colors 
Correlation values could have been filtered out to reduce errors at the glacier front (Figure 99), as this 
region achieved the lowest correlations. As with Case 3, the glacier surface generally gets a lower 
correlation than mountainous regions. Experimental tests show that different snow cover does not 
affect the gradient images significantly. Therefore, the result is not influenced by different snow 
cover. 
On the glacier however, feature rich areas and areas with little deformation stand out with higher 
correlations than the rest of the glacier. Correlation values are noticeably lower where clouds partly 
mask the glacier in the upper right corner, which also applies to test 1. However, the FFT method 
creates correct measurements where NCC fails. 
The FFT method is very consistent with producing low correlations on glacier surfaces, but almost 
regardless the correlations, it generally produces correct vectors.  
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3.5.5. Method comparison and validation 
Overall results show that the second algorithm (FFT) is more robust against error prone areas (e.g. 
mountains with different shadow and snow cover). On the glacier, equal velocities are obtained by 
both tests. With good contrast, the algorithms perform very similar. Average velocities up to 7.9 m / 
day (as both methods produced), is in accordance with the average flow rate of the Columbia glacier 
(Hart & Smith, 1997) 
 
Results 
Number of 
points 
Processing 
time 
Median 
disp 
Max 
 disp 
Median 
correlation 
Test 1 10192 129 s 1.4142 
px 
35.3553 
px 
0.8666 
Test 2 9990 30 s 0 px 41.7253 
px 
0.2741 
Table 17: Image matching statistics 
In difficult areas on the glacier, there are some differences. Test 2 is producing more correct vectors 
through the cloud layer in the upper right corner, while test 1 includes small movements (approx. 1 
pixel) in small glacier branches, where test 2 did not find movements at all (Figure 100 and 101). 
Experimental tests with smaller correlation windows (e.g. 32 x 32 and 16 x 16 px) shows FFT is 
capable of finding some displacement, but not as good as NCC. 
 
Figure 100: Vector field in a small glacier branch, from test 1 
(NCC) 
 
Figure 101: Vector field from test 2 (FFT) 
 
As the FFT result was nearly without errors, it will be the winner of a SNR test. However, the NCC 
algorithm proved to find displacements in homogeneous areas, and more correct vectors at the glacier 
front where deformation had occurred.  
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Figure 102: Previous velocity measurements compared with test results (U.S. Geological Survey, 2008) 
Test results of velocities of 7.5 m/d are equal to reports from late 1996 (Figure 102). The general trend 
of the figure is a overall rising velocity, with large local variations. Because of these seasonal 
variations, it is difficult to interpolate or extrapolate velocities based on only one result. However, the 
results from tests in this thesis are in accordance with earlier studies.  
 
Conclusive summary: 
• Test 1 produced more correct vectors near the glacier terminus and on small homogeneous  
glaciers than test 2 
• Filtering the result from test 1 would not remove all errors, but would improve the signal to 
noise ratio 
• Test 2 generated less errors outside the glacier surface (not affected by snow cover 
differences) 
• Test 2 used less than a quarter of the time to process compared to the first test 
• Filtering by correlation value would have made the result from test 2 nearly perfect 
• Both methods generally produced equal velocities on the main glacier 
• Maximum average displacement reached 7.5 m/d 
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4. Discussion 
The different algorithms compared in this thesis are chosen based on different characteristics. Many 
previous studies that have quantized displacements from digital imagery have used a number of 
different methods (e.g. cross-correlation methods, Fourier methods, least-square based methods, 
wavelet based methods (Zitova & Flusser, 2003)). In this thesis, three image matching methods have 
been tested. 
The NCC based method is an established and well-used method, and has been one of the most 
commonly used methods to find displacements. It was challenged in this thesis by two different 
approaches based on the frequency domain, due to their success in other fields (e.g. for estimation of 
motion in video sequences (Argyriou & Vlachos, 2004)). Additionally, the NCC method was 
improved with a quad-tree operator. Other image matching methods may produce similar results, and 
may be tested in the CORRIA project.  
Orthoimages are used in test cases, as they are ready to be matched, and demands no further 
geometric processing. The cases making the fundament for tests in this thesis are selected based on (1) 
available imagery, (2) their images matching capabilities, and (3) the images abilities to demonstrate 
differences in the algorithms used. No radiometric pre-processing was done on any of the images, 
because there were no major errors. Using ‘raw’ Landsat scenes (i.e. not processed after NASA has 
created orthoimages) to immediately find reliable displacements was found to be possible. This may 
have positive implications on relevant research and development, as Landsat images now are freely 
available. 
The first case included brief tests to illustrate how algorithm settings are adjusted when used in other 
cases in this thesis. It proved (on the images from Muragl valley) that adjusting and adapting 
algorithms to the relevant images is important for an optimal result.  
The next three cases (2, 3, and 4) applied discussed methods to evaluate and compare differences. The 
results from these tests may be valid for other applications, but results largely depend on the imagery 
and algorithm settings. Case 2 established a framework of methods to be used in the next cases, since 
it was tested so thoroughly. Using airphotos that covers a rock glacier to be used as a reference for 
satellite images covering glaciers may seem ambiguous. The images used in Case 2 are suited as a first 
test because: (1) they largely have good contrast and many features (i.e. they could easily exclude 
inadequate algorithms and algorithm parameters immediately), (2) they have some homogeneous 
areas, challenging the more suited methods, (3) include different shadow and snow cover, (4) have a 
complex movement pattern, including deformation, and (5) had been investigated previously, so 
background data could be used as reference. The tests developed for Case 2 were used with 
modifications for Case 3 and 4. 
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In the method comparison section, it can be debated whether the signal to noise ratio is a suitable 
measure to evaluate the methods used or not. With more than 40 000 vectors in one test, an 
automated process had to be made. It is clearly not a very accurate method, but it calculated an 
approximation to the robustness of each method. Therefore, the SNR in combination with visual 
inspections, statistical calculations of displacement lengths and correlation values, processing time 
and comparison of an earlier study were used evaluate and compare the methods. 
Case 3 introduced difficult images and a surging glacier with deforming features. Only two tests were 
performed on the images, which were labeled the most suited (from Case 2 and experimental results). 
More tests could have been made, but the implemented tests showed several differences between the 
methods used. The spatial domain method included advantages that the Fourier based method did not 
have, and vice versa. Gradient correlation was used instead of phase correlation, because phase 
correlation did not find sufficient correct vectors on the glacier surface. No SNR result was produced 
since visual inspections of the few vectors could be made.  
In Case 4, a complex network of glaciers was used as image basis. This was also two images with 
varying challenges. As with Case 3, one spatial domain and frequency domain method was tested to 
evaluate their differences. Experimental results showed that the quad-tree operator in combination 
with the NCC method produced too many errors, and the gradient correlation was more robust than 
phase correlation. Therefore, NCC with grid iteration and gradient correlation was used. To extract 
displacement information from all the small glaciers, a very dense network of vectors was produced. 
Since the second test did not produce many errors, it was not necessary to produce SNR results. 
Results were rather compared to previous studies.  
One more case was originally included in this thesis; Ruth glacier, running down from Mount 
McKinley (Figure 80). It is situated next to Tokositna glacier, and using the same images as Case 3, it 
faced the same imagery challenges. The glacier, however, was not in a surging state, and moved in a 
smooth and almost uniform way. Several tests were successfully performed in this case, however, the 
case did not contribute with new insight into how different the algorithms worked. Therefore, it was 
omitted from this thesis. The cover figure of this thesis is an illustration showing the result from the 
Ruth glacier. The color map has a range of 0 – 10.5 pixels (blue to red).  
Filtering had to be manually set, by testing and analyzing the correlation raster. With NCC methods 
the filter generally starts to remove correct vectors at a very low correlation threshold. FFT based 
tests have proved to be generally easier to filter by correlation, as the relation between the correlation 
values and correct/incorrect vectors is more evident. Some tests were filtered to illustrate the best 
possible results of those tests, while some tests were unfiltered to show the raw matching blunders. 
Filtering by direction was also implemented in Case 2, limiting the errors. To further improve the 
results, flow field analysis with moving window operations could have been implemented. 
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The conclusions are mainly valid for the case that was tested, but can more generally be transferred 
to other image pairs. Facing the same imagery challenges as these cases, some similar matching 
parameters may be used on other images. However, the conclusive remarks are not made to establish 
absolute parameterizations. Conclusions are made to reach a verdict about matching with NCC, phase 
or gradient correlation on the relevant images.  
Other implementations that could have integrated include e.g. sub-pixel accuracy. Sub-pixel accuracy 
could have had an influence on the glacier surfaces, where measurements were overall correct (based 
on integer pixel positions). Experimental tests using the sub-pixel routine of Argyriou & Vlachos 
(2007) on the images of rock glacier in Muragl valley suggests other results could have been achieved. 
The sub-pixel result actually achieved somewhat lower values on the glacier (displacement peak of 27 
pixels (0.42 m/y), while the tests in this thesis achieved approx 29 pixels (0.45 m/y)). Considering the 
measurements of Kääb & Vollmer (2000) of up to 0.5 m/y in the same area, the sub-pixel routine did 
not achieve a better result. Using a sub-pixel algorithm where the matching has failed would not 
have made a difference. 
Automatic methods, adjusting and adapting the window sizes may be a better solution than to 
experiment and run tests to find the most suitable parameterizations. It may be worth investigating 
how to automatically find the most effective reference and search window sizes in the NCC method. 
Investigations on this topic may be included in the CORRIA project.  
In the code developed for this thesis, some integrated MATLAB tools were used to (1) increase the 
speed of the code, (2) increase the readability of the code, and (3) to avoid having to develop new 
routines for all functions (e.g. reading in images, displaying images, transforming to Fourier domain). 
Some tools were modified to ensure that they worked as intended (e.g. function normxcorr2, where it 
was forced to use only the spatial domain). While other parts were developed from the ground up 
(e.g. analysis and filter tools (the entire SNR calculation process, vector removing based on direction, 
extraction of correlation and displacement rasters, etc.)). The quad-tree operator was based on a 
function in MATLAB to create smaller blocks of an image. Extraction and evaluation of the result 
however, demanded complex code development, due to the irregular network of the result vector 
field. 
By using a lower level programming language (e.g. C++ or Java), some code sections may increase 
processing speed. However, it would have demanded more effort and development, which (from a 
results point of view) would have been practically unnecessary.  
IMAP was originally developed so image matching techniques easily could be tested on various geo-
scientific applications by different people, without having to access the raw code. At this stage, all 
testing done with IMAP is presented in this thesis. IMAP could have been implemented with more 
features, but the goal was not to develop a finalized product. IMAP is equipped with all spatial 
matching features used in this thesis, and may be developed further in the CORRIA project. 
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5. Conclusions and outlook 
The purpose of this work was to find the most suitable correlation algorithm for quantifying glacier 
displacements from repeat imagery. Based on the conclusions from tests and cases, the findings in this 
thesis can be summarized: 
• In optimal image conditions, all methods tested achieved equal displacement results 
• Normalized cross-correlation (NCC) based methods generally achieved a lower signal to noise 
ratio in the results of the tests than corresponding Fourier based tests 
• The quad-tree operator in combination with NCC did not achieve significantly more robust 
results compared to ordinary NCC methods 
• NCC based methods allowed for more rotation and deformation of image features than 
Fourier based methods 
• Fourier based methods showed higher robustness against snow cover and shadow differences 
than corresponding NCC results 
• NCC based tests use approximately three times the processing time in relation to comparable 
Fourier based tests 
• Filtering by correlation values achieved better results in Fourier based methods, due to a 
stronger relationship between correlation values and if the vector was correct or not 
Although the methods tested in this work have different advantages, the gradient correlation 
algorithm is considered the most suitable approach for quantifying glacier displacements from repeat 
imagery. It is not sensitive to surface cover differences, generally allows for acceptable amounts of 
image feature deformations, and is one of the fastest algorithms tested. 
The glacier and rock glacier displacements calculated in this thesis can be summarized: 
• Airphotos from the Muragl valley rock glacier (acquired in 1981 and 1994) showed a 
maximum average displacement of 0.46 m/y 
• Satellite images of the surging Tokositna glacier (acquired 16.08.2000 and 27.09.2001) resulted 
in a maximum average displacement of 3.1 m/d 
• Satellite images covering the Columbia glacier (acquired 01.08.2002 and 02.09.2002) showed a 
maximum average displacement of 7.5 m/d 
Among the possible extensions of this work, the most interesting problems are: 
• Comparison of additional methods 
• Investigations of automatic parameter adjustments 
• Development of automatic combinations of methods 
• More precise filtering techniques 
• Implementation and evaluation of sub-pixel accuracy routines 
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MATLAB code 
The MATLAB code generated for this thesis (and a pdf-file of this document) is available in a limited 
time at 
 folk.uio.no/jonask/masterthesis 
for testing purposes. The m-files contain raw code, so the code can viewed and modified. Preparsed 
pseudo-code (p-files) will enable the future reader to test IMAP and generated m-files, but not to 
access the code. Below are the m-files developed for this thesis; together more than 3000 lines of 
code.  
• IMAP (pre-processing, NCC matching) 
o imap.m  IMAP control class 
o gui.m   IMAP gui class 
o imageprocessor.m IMAP image processor 
o imagedepot.m IMAP image depot 
o nxc2.m  IMAP norm. cross correlation 
• Fourier matching 
o fft_1.m  phase correlation 
o fft_2.m  gradient correlation 
• Analysis and results 
o contour_fft.m   contour map of fft results 
o export_corr-raster.m  export of correlation results 
o five_number_summary.m  five number summary calculation 
o histogram_corr.m   histogram of correlation values 
o histogram_direction.m  rose histogram of vector directions 
o SNR_fft.m    SNR calculation of vector field  
o SNR_ncc.m    SNR calculation of vector field  
o SNR_ncc_quad.m   SNR calculation of vector field  
o stat_fft.m    fft statistics 
o stat_ncc.m    ncc statistics 
o std_total_disp_fft.m  standard deviation of displ. fft 
o std_total_disp_ncc.m  standard deviation of displ. ncc 
o std_total_disp_ncc_quad.m standard deviation of displ. quad 
o total_corr_values_fft.m  correlation raster fft 
o total_corr_values_grid.m correlation raster ncc grid 
o total_corr_values_quad.m correlation raster ncc quad-tree 
o total_disp_fft.m   displ. raster fft 
o total_disp_grid.m   displ. raster ncc grid 
o total_disp_quad.m   displ. raster ncc quad-tree 
o vector_error_fft.m  variance of disp. and direction 
o vector_error_ncc.m  variance of disp. and direction 
o vector_error_ncc_quad.m  variance of disp. and direction 
o vector_rem_grid.m   quadrant vector removing ncc grid 
o vector_rem_quad.m   quadrant vector removing ncc quad 
