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We consider a real planar analytic vector field, X, such that the origin, O, is a
centre for the linearization of X. Poincare’s condition of reversibility with respect´
to a line passing through O is then a sufficient condition for O to be a centre for
the vector field X. We provide necessary and sufficient conditions, involving the
vanishing of certain polynomials in the coefficients in the expansion of X, for
Ž .reversibility. We also show that if the linearization, L x , of the divergence of X is
Ž .non-trivial, then the only possible reversibility line is given by L x  0; in such
cases, this provides the basis for a simple test of reversibility. We examine the
consequences of our various tests for quadratic and cubic vector fields; all non-
Ž .Hamiltonian cases are discussed. When L x  0 in cubic systems, it is possible for
Ž .the reversibility line if it exists to be unique, but it is also possible for there to be
two such lines. These possibilities are characterized algebraically, and a prescrip-
Ž .tion is provided for determining the reversibility line s in each case.  2001
Academic Press
1. INTRODUCTION
Consider a system of differential equations of the form
dx
y X x , yŽ .
dt
1.1Ž .
dy
 x Y x , y ,Ž .
dt
Ž .where X and Y are real analytic functions whose terms of lowest order
are of degree at least two. A well-known sufficient condition, due to
Poincare, for the origin to be a centre is that the system be reversible with´
respect to a line, L, which passes through the origin, i.e., that the system
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be invariant under a reflection in the line L and under a simultaneous
Ž .reversal of the independent variable t. Thus system 1.1 is reversible with
respect to the line x 0 if and only if it is invariant under the transforma-
Ž . Ž . Ž . Ž .tion x, y, t  x, y,t , i.e., if and only if X x, y  X x, y and
Ž . Ž .Y x, y Y x, y . Similar criteria apply to reversibility with respect to
the more general line L: it is straightforward to apply a rotation which
Ž .transforms L into the line x 0 or y 0 , and the reversibility criteria
   may then be readily attained 2, 5 . However, as Conti 5 remarks, such
conditions are suitable for determining if a gien line is a reversibility line
for the system, but they may not be so convenient when attempting to
determining the possible existence of such a line. In the present article, we
provide necessary and sufficient conditions, involving the vanishing of
certain polynomials in the coefficients in the expansions of X and Y, for
Ž .the existence of a reversibility line, for any analytic system 1.1 . Further-
more, for practical applications, we may suppose that the system is non-
Ž .Hamiltonian since otherwise the origin would necessarily be a centre , in
which case the set of necessary and sufficient conditions for reversibility
may be considerably simplified; this turns out to be especially evident
Ž .when the linear part of the divergence of the vector field defined by 1.1 is
non-zero.
Our results may be specialized to the case of polynomial systems. We
study quadratic and cubic systems, and we identify all non-Hamiltonian
ones which possess a reversibility line; special cases of systems which
possess more than one reversibility line are also discussed.
Section 2 contains the general discussion of analytic vector fields,
whereas the specialization to polynomial vector fields is made in Section 3.
Ž Throughout, we make extensive use of the tensorial formalism see, e.g., 3,
 .4 and references cited . This provides for an economy of notation and it
allows conclusions which are first drawn in a special reference frame to be
readily transformed to their counterparts in a general frame. Other advan-
Žtages include an improved ‘‘book-keeping’’ notation for instance, so that
Ž .the coefficient of a particular monomial in either of Eqs. 1.1 is manifestly
.identifiable and a highlighting of patterns which develop. In examining
polynomial systems of arbitrary degree, the tensor formalism appears to be
the most suitable and, for examining the question of reversibility, the most
Ž .natural and possibly indispensable vehicle for arriving at the algebraic
results in conventional form.
2. REVERSIBILITY IN ANALYTIC SYSTEMS
Since we shall be concerned with the role that reversibility plays in
non-degenerate centres, we shall confine our attention to systems which
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Ž .are linearly equivalent to those of form 1.1 . In the tensor formalism, such
systems are expressed as
dx i
i j i j k i j k l i j j j1 2 n B x   x x   x x x   x x  x   ,j jk jk l j j  j1 2 ndt
2.1Ž .
Ž .where the indices i, j, etc. range from 1 to 2, the Einstein summation
convention is used, the tensors  i for n 2 are symmetric in theirj j  j1 2 n
lower indices, and the superscripts on x label components of the vector
x1Ž . Ž  .x cf. 3, 4 .2x
The tensor Bi has zero trace and positive determinant, and so, loweringj
indices with the fundamental antisymmetric tensor, f , the associatedi j
tensor B  f B k is symmetric and has complex conjugate principali j i k j
 directions 3 . Thus B is expressible in the form B  b b  0, wherei j i j Ž i j.
parentheses denote symmetrization.
Ž .Equation 2.1 may be considered in any reference frame. For example,
Ž .we recover 1.1 by decreeing that f have non-zero componentsi j
f f  1, and that the non-zero components of Bi be given by12 21 j
1 2 j 1Ž . Ž .B B 1, so that B  diag 1, 1 , and we may write b  and2 1 i j i
j i j1Ž . Ž .b  ; we also find that B  diag 1, 1 in this frame. Since we shalli
wish to refer repeatedly to this reference frame, we shall call it ‘‘the real
frame.’’ Another useful reference frame will be referred to as ‘‘the
complex frame.’’ This is one for which b and b form a basis, in which we
i i i imay write b   and b   . The transformation from the real frame to1 2
1 1  iŽ .the complex frame is effected by the matrix . It follows that, in the2 1 i
complex frame, the non-zero components of f are f f 2 i;jk 12 21
the non-zero components of B j , B , and B jk are B1 B2 i,k jk 1 2
112 21 1B  B  2, and B  B  , respectively. We note that if now x12 21 2
12 1and x refer to components of x in the complex frame, then x  z2
1 1 12Ž . Ž . x iy and x  z x iy , where x and y refer to components2 2 2
of x in the real frame. It may also be observed that b and b are the
Ž . jcomplex eigenvectors of B , with eigenvalues i and i, respectively, andk
that in the real frame B serves as an intrinsically defined Euclideanjk
metric, in Cartesian coordinates, for which ds2  B x j x k.jk
Before developing ideas any further, it will be convenient to introduce
the following definition.
DEFINITION 2.1. Let m, n	 and n 2. Let D be a region of  n,
2 m Žand let  : D be C . We say that  is poly-harmonic or hyper-
. 2 mharmonic, or meta-harmonic on D, of order m, if and only if   0 on
2 m Ž 2 .m 2Ž 2Ž Ž 2 .. Ž . 2D, where          with m iterations and 
is the Laplacian operator.
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In tensorial formalism, we see that if  is C 2, then 2
Ž 2 i j. i j  x x B . In the real frame, we recover the familiar statement that
2  2 x 2   2 y2, whereas in the complex frame we obtain
2 2 1 2 2 2 mŽ .    x  x  4   z z . More generally, if  is C for some
2 m Ž 2 m j1 j2 j2 m. j1 j2 j2 m1 j2 mm	, then   is simply   x  x   x B  B in
2 m Ž 1.m Ž 2 .m 2 mŽ 2 man arbitrary reference frame, and   x  x  2  
m m. Ž z  z in the complex frame whereas a more cumbersome expression
.results in the real frame . In particular, if  is a homogeneous polynomial
of degree 2m, given by   x j1 x j2  x j2 m, where  isj j    j j j    j1 2 2 m 1 2 2 m
symmetric, then  is poly-harmonic of order m if and only if
 B j1 j2  B j2 m1 j2 m  0, which, in the complex frame, specializes toj j    j1 2 2 m
the condition that   0.1212    12
For each n 2, the tensor  i may be decomposed into its tracej j    j1 2 n
and trace-free parts, P and Q , respectively, in accordancej j    j j j    j1 2 n1 1 2 n1
with the formula
n
i i i Q   P . 2.2aŽ .j j    j j j    j Ž j j    j .1 2 n 1 2 n 1 2 nn 1
k  Here, P   and indices are lowered using f 3 . Thej j    j j j    j k i j1 2 n1 1 2 n1
connection with conventional quantities is that

i i i1 2 n1div X nP x x  x andÝ i i    i1 2 n1
n2
2.2bŽ .

i i i1 2 n1xY yX Q x x  x ,Ý i i    i1 2 n1
n2
i xy XŽ . Ž . Ž .where, in the real frame, X and x  , as given in 1.1 .yx Y
Ž .It may be observed that reflection in the real x-axis is expressed in
11 2 2 1 1Ž . Ž .the complex frame by x , x  x ,x , where, as noted, x  z2
1 1 12Ž . Ž .x iy and x  z x iy . Furthermore, a real rotation about the2 2 2
Ž 1 2 . Ž 1 i	 2 i	 .origin is given in the complex frame by x , x  x e , x e for some
Ž . Ž .real 	 . Thus the system 2.1 is reversible in a real line if and only if,
when expressed in the complex basis, it is invariant under the transforma-
Ž 1 2 . Ž 2 i	 1 i	 .tion x , x , t  x e ,x e ,t , for some real 	 . It therefore
Ž .follows that 2.1 is reversible if and only if there exists 		 such that, in
the complex frame,
rs2 1 Ž rs1. i	  1  e 2.3Ž . Ž .1  1 2  2 2  2 1  1     
r s r s
Ž .for all non-negative integer pairs r, s for which r s 2. Note that, in
the complex frame, the fact that x1 and x 2 are complex conjugate means
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that the complex conjugate of any one component  i is obtained byj j    j1 2 n
1 2 1 2interchanging all indices 1 and 2, so that, e.g.,    ,    ,11 22 12 12
i Žetc. It is for this reason that, given n, for each tensor  which hasj j    j1 2 n
Ž . .2 n 1 independent components , only n 1 independent equations are
Ž . 2 1 3 i	expressed in 2.3 . Thus, for example, the equation    e gives11 22
rise to the fact that 1  2 e3 i	, and this may be regarded as having22 11
been obtained either by multiplication of each side of the first equation by
e3 i	, or by complex conjugation of that equation. If desired, we may
Ž .therefore suppose that, without loss of generality, r s in 2.3 .
By expressing each tensor  i in terms of P and Q ,j j    j j j    j j j    j1 2 n 1 2 n1 1 2 n1
we thus obtain the following result.
Ž .PROPOSITION 2.1. System 2.1 is reersible if and only if , in the complex
frame, 
		 such that the system is inariant under the transformation
Ž 1 2 . Ž 2 i	 1 i	 .x , x , t  x e ,x e ,t , which occurs if and only if
rs1 Ž rs. i	P  1 P e r s 1 2.4aŽ . Ž . Ž .1  1 2  2 2  2 1  1     
r s r s
and
rs Ž rs. i	Q  1 Q e r s 3 2.4bŽ . Ž . Ž .1  1 2  2 2  2 1  1     
r s r s
Ž .for all non-negatie integer pairs r, s satisfying the stated inequalities.
Ž .It may be observed from 2.4a that P must be zero whenever1    12    2
there are equal numbers of indices 1 and 2, from which it follows that, for
each m	, the function P x i1 x i2  x i2 m must be poly-harmonici i    i1 2 2 m
of order m, i.e., that each homogeneous term of degree 2m in the
expansion of div X must be poly-harmonic of order m. On the other hand,
Ž .Eq. 2.4b is vacuous when r s, so that for any m	, no restrictions
are placed on Q Bi1 i2  Bi2 m1 i2 m in connection with reversibility.i i    i1 2 2 m 1 Ž .Thus for a given n	, n 2, we obtain n 1 independent equa-2
1Ž .  Ž .tions in 2.4a , where r s n 1, and n 2 independent equations2
Ž .  in 2.4b , where r s n 1. Here, denotes the integer part; it may
1 1 Ž .  Ž .be observed that n 1  n 2  n 1, as expected.2 2
Ž .By eliminating 	 in all possible ways from Eqs. 2.4 , we arrive at a set
of necessary and sufficient algebraic conditions for reversibility of systems
Ž .1.1 . These are expressed by the requirement that certain polynomials in
Ž . Žthe coefficients of 2.1 be either real or purely imaginary this includes the
.requirements that P  0, P  0, P  0, etc., discussed above .12 1122 111222
Ž . Ž . Ž . Ž . Ž . i	Thus with r, s  1, 0 , 2, 0 and 1, 1 in 2.4a , we obtain P  P e ,1 2
P P e2 i	 and P  0, respectively, which upon elimination of 	 ,11 22 12
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yield P  0 and P P P  P P P  0. The latter equation is the12 11 2 2 22 1 1
Žstatement that P P P is purely imaginary since, as observed above,11 2 2
.P P P is the complex conjugate of P P P . Note that these conditions22 1 1 11 2 2
are still expressed with respect to a particular frame. In an arbitrary frame,
they are equivalent to P B ab  0 and P P P BŽabBcd . 0. This followsab ab c d
since these two equations reduce to equations equivalent to those we have
obtained in the particular frame, and because of the elementary property
that any tensor which vanishes in one reference frame necessarily vanishes
in all reference frames. In a similar way, one obtains P P  P P  0,112 2 122 1
Ž .Q P P Q P P  0 so that P P and Q P P are real , and111 22 2 222 11 1 112 2 111 22 2
so on. In the general case, we should be concerned with a finite product,
Ž .P K , L; p ; q , of components of the tensors P , P , P ,  and Q ,k l i i j i jk i jk
Q , . . . , in which components of P occur p times for 1
 k
 K ,i jk l i i    i k1 2 k
in which components of Q occur q times for 1
 l
 L, and ini i    i l1 2 l
which the total numbers of 1 and 2 indices are equal. We thus obtain the
following result.
Ž .PROPOSITION 2.2. System 2.1 is reersible if and only if , using the
Ž . Ž .Ncomplex frame, eery finite product P K , L; p ; q equals 1 times itsk l
K Ž . Lcomplex conjugate, where NÝ k 1 p Ý lq .k1 k l3 l
Remark. The statement of Proposition 2.2 automatically incorporates
the results that P  P  P    0, since in each case the12 1212 121212
Žfinite product consists of a single term K is even, p  1, p  0 forK k
.k K , and all q  0, so that N is odd . Similarly, with L even andl
q  1, q  0 for l L, and all p  0, we obtain that N is even, andL l k
hence there are no restrictions to be placed on Q , Q ,  .1212 121212
Given  i for any n 2, we have seen that it is possible toj j    j1 2 n
construct two tensors, P and Q , which are relevant to thisj j    j j j    j1 2 n1 1 2 n1
discussion. It will also be useful to define two other tensors, P andj j    j1 2 n1
Q , defined byj j    j1 2 n1
P  B s P 2.5aŽ .j j    j Ž j j    j . s1 2 n1 1 2 n1
and
Q  B s Q . 2.5bŽ .j j    j Ž j j    j . s1 2 n1 1 2 n1
It follows immediately from these definitions that if n is odd, P  01212    12
 Žand Q  0 in the complex frame, i.e., regardless of reference1212    12
.  frame the tensors P and Q are poly-harmonic, of ordersj j    j j j    j1 2 n1 1 2 n11 1Ž . Ž .n 1 and n 1 , respectively.2 2
An alternative characterization of reversibility is now provided by the
following proposition.
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Ž .PROPOSITION 2.3. System 2.1 is reersible if and only if all quantities
Bi jP , Bi jB k lP , Bi jB k lB m nP , . . . , etc., are zero, and all polynomialsi j i jk l i jk lm n
P x i, P x i x j, P x i x j x k,  ; Bi jP x k, Bi jP x k x l, Bi jP x k x l x m,  ;i i j i jk i jk i jk l i jk lm
B i jB k lP x m , B i jB k lP x m x n, . . . , etc., and Q  x i x j x k ,i jk l m i jk l m n i jk
Q x i x j x k x l,  ; B i jQ x k , B i jQ x k x l, B i jQ x k x l x m ,  ;i jk l i jk i jk l i jk l m
Bi jB k lQ x m, Bi jB k lQ x m x n, . . . , etc., possess a common real lineari jk lm i jk lm n
Ž .factor when not identically zero . The anishing of such a factor defines the
reersibility line.
Proof. Using a complex frame, we see that if r s then
Q  ciQ ,1  1 2  2 1  1 2  2     
r s r s
Ž .where c is a non-zero real number depending on r and s , which is
equivalent to
Q ciQ2  2 1  1 2  2 1  1     
r s r s
Ž .by complex conjugation. Thus 2.4b holds if and only if
rs1  Ž rs. i	Q  1 Q e ; 2.4cŽ . Ž .1  1 2  2 2  2 1  1     
r s r s
Ž .it may be noted that this is the same as Eq. 2.4a , with P replaced by Q.
Ž .Suppose first that system 2.1 is reversible, so that, by Proposition 2.1,
there exists 		 such that the system is invariant under the transforma-
Ž 1 2 . Ž 2 i	 1 i	 . Ž . Ž .tion x , x , t  x e ,x e ,t and such that 2.4a and 2.4b
Ž . Ž .hold, i.e., such that 2.4a and 2.4c hold. We have already noted that
P  P  P    0. We observe that F x1ei	2  x 2ei	212 1212 121212
is real and linear; we argue that F is a common factor of the polynomials
listed in the statement of the proposition. Given any k	, we consider
P and use an induction argument. Similar arguments then applyi i    i1 2 2 k1   Ž .to P , and, for k 2, to Q and Q . From 2.4a , it isi i    i i i    i i i    i1 2 2 k 1 2 2 k1 1 2 2 k
easily seen that
p  P x i2 k1  P x1ei	 x 2 ,Ž .Ž1. 1  1 2  2 i 1  1 2  22 k1     
k1 k1 k1 k
so F is a factor of p . Now, for l	 satisfying 1
 l
 k, defineŽ1.
p  P x i2 k2 l1 x i2 k2 l2  x i2 k1 .Ž2 l1. 1  1 2  2 i i  i2 k2 l1 2 k2 l2 2 k1  
k l kl
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Then
2 l1 2 l11 Ž2 l1. i	 2p  P x e  xŽ . Ž .Ž2 l1. 1  1 2  2  
k l kl1
 linear combination of p , p  , p ,Ž Ž1. Ž3. Ž2 l3.
with variable coefficients ..
Thus if F is a linear factor of p , p , . . . , p , it is also a linear factorŽ1. Ž3. Ž2 l3.
of p .Ž2 l1.
Conversely, suppose that P  P  P    0 and that F12 1212 121212
F x i 0 is a common real linear factor of all of the polynomials listed ini
the statement of the proposition. In the complex frame, the fact that F is
ireal implies that F  F . Let F  F e , where F and  are real;2 1 1 0 0
without loss of generality, F  1. We now define 	2, so that0
F x1ei	2  x 2ei	2. With 	 so defined, we establish the validity of
Ž . Ž .Eqs. 2.4 , from which it follows that system 2.1 is reversible. With pŽ2 l1.
defined as before, we have that
p  P x i2 k1  P x1  P x 2 ,Ž1. 1  1 2  2 i 1  1 2  2 1  1 2  22 k1        
k1 k1 k k1 k1 k
which is proportional to F if and only if
P  P ei	 ,1  1 2  2 1  1 2  2     
k k1 k1 k
Ž . Ž . Ž .and the validity of 2.4a for r, s  k, k 1 is established. Further-
more,
2 l1 2 l11 2p  P x  P xŽ . Ž .Ž2 l1. 1  1 2  2 1  1 2  2     
k l1 kl kl kl1
 linear combination of p , p , . . . , p ,Ž Ž1. Ž3. Ž2 l3.
with variable coefficients ..
Given k	, we proceed inductively for 1
 l
 k, to find that if F is a
factor of p , p , . . . , p , it is factor of p if and only ifŽ1. Ž3. Ž2 l3. Ž2 l1.
P  P eŽ2 l1. i	 ,1  1 2  2 1  1 2  2     
k l1 kl kl kl1
Ž . Ž . Ž .which is 2.4a for r, s  k l 1, k l . Similar arguments apply to
  Ž .P , and, for k 2, to Q and Q , from which 2.4ai i    i i i    i i i    i1 2 2 k 1 2 2 k1 1 2 2 k
Ž . Ž .and 2.4c follow, whence the system 2.1 is reversible.
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The fact that the equation F 0 defines a reversibility line follows since
Ž 1 2 .any real line passing through the origin which is invariant under x , x , t
Ž 2 i	 1 i	 . Ž . x e ,x e ,t must be either F 0 or the orthogonal real
line ix1ei	2  ix2ei	2  0, which is obtained by changing 	 to 	  .
Ž .This second line would be a reversibility line if and only if Eqs. 2.4
continue to hold when 	 is replaced by 	  , which occurs only if
i Ž .  0 for all even n, i.e., only if the system 2.1 is symmetric inj j    j1 2 n
 the origin 5 .
Ž .Remarks. 1 In the proof of Proposition 2.3, statements which hold
in a general reference frame have been established by first ensuring their
Ž .validity in a special frame here, the complex frame . That this is sufficient
is ensured by the basic tensor property to which we have already alluded.
Thus, for example, the polynomial Bi jP x k x l x m has the linear factori jk lm
F F x k if and only if, for some tensor S , the tensor Bi jP  F Sk lm i jk lm Žk lm.
 0. The vanishing of this tensor in one frame suffices to establish its
validity in all frames. This illustrates one of the many strengths of tensor
arguments.
Ž .2 It follows from Proposition 2.3 that if a system for which P  0i
is reversible, then the reversibility line is given by P x i 0, and is hencei
Ž .unique. In conventional terms, this means that if the linearization, L x , of
the diergence of a ector field is non-triial, then the only possible reersibility
Ž .line is gien by L x  0. When convenient, this may be exploited to
Žprovide an elementary test for reversibility see the remarks following the
.theorems in Section 3 .
In practical applications, each of the above propositions, while of value
in fortuitous circumstances, will have its drawbacks, since it is desirable to
have a test for reversibility which involves a minimal set of conditions. For
Žexample, if the tensor P is non-zero i.e., if the linear term in div X isi
. Ž .non-vanishing , we readily obtain that the reversibility conditions 2.4a
Ž . Ž .and 2.4b are equivalent, in the complex frame, to the set of conditions i ,
Ž . Ž . Ž . Ž .ii , and iii , and, in fact, to simply conditions i and ii , given by
i P  0 r s ,Ž . Ž .1  1 2  2  
r s
rs1ii P P P  P  1 P P P  P ;Ž . Ž .1  1 2  2 2 2 2 2  2 1  1 1 1 1          
r s r sr s r s
rs1 Q P P  P  1 Q P P  P r sŽ . Ž .1  1 2  2 2 2 2 2  2 1  1 1 1 1          
r s r sr s r s
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and
rs1iii P P P  P  1 P P P  P ;Ž . Ž .1  1 2  2 1 1 1 2  2 1  1 2 2 2          
r s r ss r s r
rs1 Q P P  P  1 Q P P  P s r ,Ž . Ž .1  1 2  2 1 1 1 2  2 1  1 2 2 2          
r s r ss r s r
Ž .for all non-negative integer pairs r, s for which r s 1 in the first of
Ž . Ž . Ž .ii and iii , and r s 3 in the second. Note that iii is redundant, since
Ž .it may be obtained from ii by interchanging r and s. These equations
reflect an interesting symmetry, since they show that
P and Q1  1 2  2 1  1 2  2     
r s r s
Žmust satisfy the same equations and it may be recalled that the counter-
Ž .part of i , viz.,
Q  0 for r s,1  1 2  2  
r s
Ž ..is always valid, as noted after the definition 2.5b . By converting the
above conditions to an arbitrary reference frame, we are led to the
Ž . Ž .following result, in which we invoke the definitions 2.5a and 2.5b .
Ž .PROPOSITION 2.4. Let P  0. Then system 2.1 is reersible if and only ifi
the conditions
Ž . i1 i 2 i 3 i 4 i k 2 l 1 i k 2 la B B  B P P P i i    i Ž s s    s s s1 2 k 2 l 1 2 2 l 2 l 1 2 l 2
P B s1 s2  B s4 l1 s4 l  0 for all k, l	 such that k is een and 0
 l
 k2,s .4 l
Ž . i1 i2 i3 i4 i k2 l2 i k2 l1 b B B  B P P P i i    i Ž s s    s s s1 2 k2 l1 1 2 2 l1 2 l2 2 l3
P B s1 s2  B s4 l1 s4 l2  0 for all k, l	 such that k is odd and 0
s .4 l2
1 Ž .l
 k 1 ,2
Ž . i1 i 2 i 3 i 4 i k 2 l 1 i k 2 l c B B  B Q P P i i    i Ž s s    s s s1 2 k 2 l 1 2 2 l 2 l 1 2 l 2
P B s1 s2  B s4 l1 s4 l  0 for all k, l	 such that k is een, k 4, ands .4 l
1
 l
 k2, and
Ž . i1 i2 i3 i4 i k2 l2 i k2 l1d B B  B Q P P i i    i Ž s s    s s s1 2 k2 l1 1 2 2 l1 2 l2 2 l3
P B s1 s2  B s4 l1 s4 l2  0 for all k, l	 such that k is odd, k 3, ands .4 l2 1 Ž .0
 l
 k 1 are satisfied.2
Ž . Ž . Ž . Ž .Remarks. 1 The symmetry between a and c , and between b and
Ž . Ž . Ž .d , may be noted. The restrictions on k and l in c and d are modified
Ž . Ž . from those in a and b because Q and Q are defined only fori    i i    i1 k 1 k
k 3, and because, for all even k, Q Bi1 i2  Bik1 i k is always zero.i    i1 k
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Ž .2 Statements similar to those of Proposition 2.4, but applicable to
other non-Hamiltonian cases where, for some K	, P  0 fori i    i1 2 k
1
 k K and P  0, are in principle possible, but they are ini i    i1 2 K
practice complicated and we shall not consider them here. However, a
special instance of this will be encountered in the next section, in which we
consider quadratic and cubic systems.
3. QUADRATIC AND CUBIC SYSTEMS
We now consider specializations of the foregoing, where the analytic
Ž . Ž .system 1.1 or, equivalently, 2.1 , is non-Hamiltonian and is either
quadratic or cubic. We shall obtain necessary and sufficient conditions for
such systems to be reversible. The restriction to non-Hamiltonian systems
is made partly for reasons of brevity, but mainly because the primary
reason for investigating reversibility lies in its connection with Poincare’s´
criterion for the origin to be a centre. In practice, given a quadratic or
Ž .cubic system 1.1 , one could first check whether or not the system is
Hamiltonian: if it is Hamiltonian, then the origin is necessarily a centre,
Žand it is not necessary to consider reversibility unless perhaps one were
.interested in detailed aspects of the shape of the orbits ; and if the system
is not Hamiltonian, then the algebraic tests of the type given in the
theorems below could form the next step. If desired, the investigations
reported herein could be extended in an obvious way to include the
Ž .Hamiltonian cases or at least in principle to obtain tests for reversibility
in polynomial systems of degree greater than 3.
The algebraic tests arise naturally from the tensorial treatment of
Section 2, and it is in tensorial form that the resulting expressions are most
condensed. We also provide, in the quadratic case, a version of these
expressions in conventional terms, valid for an arbitrary linearization
matrix, Bi , which possesses zero trace and positive determinant. Thej
economy of the tensorial specification, and its comparative advantage over
the conventional counterparts, are self-evident. A specialization of refer-
i 0 1Ž .ence frame is made to the standard form where B  , althoughj 1 0
in practice such a step may not be convenient; the results are explained in
terms of the known necessary and sufficient conditions for a centre in a
quadratic system. In the cubic case, the corresponding expressions are
Žextremely lengthy when written in conventional terms although the proce-
dure for doing so is a straightforward generalization of that for the
.quadratic case , and, for simplicity, we shall for this purpose suppose that a
i 0 1Ž .transformation has already been applied to ensure that B  .j 1 0
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Quadratic Systems. We consider quadratic systems given by
dx i
i j i j k B x   x x 3.1Ž .j jkdt
Ž .which are non-Hamiltonian  P  0 . We begin in the complex frame ofj
Ž .reference. Then, by 2.4 , we see that there is a reversibility line if and only
if for some 		 , P  P ei	, Q Q e3 i	, and Q 1 2 111 222 112
Q ei	. Since P  0, we may eliminate 	 using the first of these,122 j
thereby obtaining two necessary and sufficient conditions for reversibility,
viz.,
Q P Q P112 2 122 1
Ž .and 3.2
Q P P P Q P P P .111 2 2 2 222 1 1 1
These would serve as applicable tests for reversibility in the complex
frame. However, such a reference frame may not be convenient, and so we
Ž .proceed to develop the counterparts of 3.2 in other frames. Equations
Ž .3.2 are equivalent to
Q P Q P  012Ž1 2. Ž112 2.
Ž .and 3.3
Q P P P  0Ž111 2 2 2.
1Ž Žnote in this connection that Q P P P  Q P P P Ž111 2 2 2. 111 2 2 220
9. . Ž .Q P P P  P P Q P . Transforming 3.3 to a general reference222 1 1 1 1 2 Ž112 2.10
Ž .frame, we find that the necessary and sufficient conditions for system 3.1
to be reversible are
Bi jQ P B k l 0  Bi jQ P B k l 0 3.4aŽ .Ž .i jŽk l . i jk l
and
3i j k l m n i j k l m nQ P P P B B B  0  B Q P B P P BŽ .ŽŽ i jk l m n. i jk l m n5
2 i j k l m n Q P B P B P B  0 . 3.4bŽ ..i k m j l n5
Ž . Ž .By invoking 3.4a in the second form of 3.4b , we thus obtain the
following result.
Ž .THEOREM 3.1. The necessary and sufficient conditions for system 3.1 to
be reersible are
Bi jQ Pk  0i jk
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and
Q PiP jPk  0,i jk
where P  B s P .k k s
Ž . Ž .Remarks. 1 By Remark 2 which follows Proposition 2.3, the above
formulation may be avoided, by choosing a reference frame in which, for
example, P  0. If there is a reversibility line, it must then be the y-axis,2
Ž .and it suffices to test reversibility under the transformation x, y, t 
Ž .x, y,t . This would seem to be the most practical way of proceeding,
whenever convenient. The discussion which culminates in Theorem 3.1 has
been included to provide a test which does not require any such initial
transformation, and to illustrate techniques which may well be unavoidable
in systems of higher degree.
Ž .2 From the viewpoint of the conventional treatment, we now write
Ž .3.1 in the form
dx
2 2 ax by  x   xy  y
dt
3.5Ž .
dy
2 2 cx dy  x   xy  y ,
dt
where a, b, c, d,  ,  ,  ,  ,  , and  are real constants. The connection
with the tensorial discussion is given by B1  a, B1  b, B2  c, B2  d1 2 1 2
 i 1 1 1 2 2a bŽ Ž ..i.e., B  ,    ,   ,    ,    ,   , andj 11 12 22 11 122 2c d
2  . We continue to assume that the origin is a centre in the linear22
approximation, so that a d 0 and ad bc 0. Letting f f 12 21
1 for the non-zero components of the fundamental antisymmetric tensor,
i j b a iŽ . Ž . Ž .and recalling either 2.2a or 2.2b , we find that B  , P   1 1 id c
  1 1i Ž . Ž . , P     , Q   , Q    , Q    ,2 2 i 111 112 1222 2 3 3
  1 2Ž . Ž . Ž .Q  , P b   a  , and P d  222 2 2 2
 i jŽ .c  ; note that B is symmetric. After some calculation, we deduce2
that
1  i j k 2 2 2B Q P  a  bc    b    c  Ž . Ž . Ž .Ž .i jk 2 2 2
  ab      Ž . Ž .Ž .2 2
  ac      Ž . Ž .Ž .2 2
POINCARE’S REVERSIBILITY CONDITION´ 181
and that
Q PiP jPki jk
3 2  3 a      Ž . Ž .Ž . Ž .½ 2 2 2
2 3         Ž . Ž . Ž .Ž . 52 2 2
33 3 3b    c  Ž . Ž .2 2
2 2   2a b 3    2    Ž .Ž . Ž .Ž . Ž .2 2 2 2
3   Ž . Ž .2
2 3  2ab 3      Ž .Ž . Ž .Ž .2 2 2
3 2  2a c     2    Ž . Ž . Ž .Ž . Ž .2 2 2
2 3  Ž . Ž .2 2
22   2 2b c      bc    Ž . Ž .Ž . Ž .Ž . Ž .2 2 2 2
3 2  2ac     3  Ž . Ž .Ž . Ž .2 2 2
 3abc     .Ž .Ž . Ž .2 2
By Theorem 3.1, it is the vanishing of these two quantities which provides
Ž .necessary and sufficient conditions for 3.5 to be reversible. When we
arrange that a d 0 and bc1, these expressions reduce to
more manageable forms, given by
  1i j kB Q P          3.6aŽ . Ž .Ž . Ž .i jk 2 2 2
and
3 2  i j kQ P P P        Ž .Ž . Ž .Ž .i jk 2 2 2
2 3          3.6bŽ . Ž .Ž .Ž . Ž .2 2 2
Ž Ž . Ž .an alternative procedure is to derive 3.6 directly from 3.2 , by first
Ž . i j kwriting the terms Q , Q , P , etc., of 3.2 invariantly as Q b b b ,111 112 2 i jk
i j k i .Q b b b , P b , etc., then computing each in the present frame . Equationsi jk i
Ž .3.6 may be further simplified, as we now indicate.
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i 0 1Ž .With a transformation effected to ensure that B  , so thatj 1 0
i j 1 0Ž .B  , the coordinate freedom which remains to preserve this is a0 1
Žrotation about the origin through an arbitrary angle, a homothety i.e.,
.uniform rescaling and some discrete reflections. In a general discussion of
Žcentres of quadratic systems irrespective of whether or not the system is
.reversible or Hamiltonian , it is common to impose a rotation to require
Ž .that   0 in 3.5 . Such a coordinate specialization is usually credited
 to Kapteyn 7 . That this is indeed possible is not obvious in the conven-
Žtional notation, and it requires a somewhat lengthy verification see, e.g.,
 .9 . In contrast, this is trivial in the tensor formalism, by consideration of
the vector  i B jk: either this vector is zero, or, if it is non-zero, one may,jk
by means of a suitable rotation, ensure that it is aligned along the
1-direction; i.e., in either case, 2 B jk  0, without loss of generality.jk
Since 2 B jk   , we obtain the required result. In the case whenjk
i jk Ž B is not zero, it is clear that no further rotations are allowed exceptjk
. i jk Ž Ž .through  radians . Of course, if  B  0 which occurs in 3.5 if andjk
.  .only if     0 , then, as observed by Frommer 6 , there is
the rotational freedom to ensure that  0. Again, this is not so obvious
Ž  .in the conventional discussion cf. 8 , but, with tensors, it is equivalent to
the requirement that Q  0. If Q  0, this specialization amounts to111 i jk
 choosing a frame in which the 1-direction is a principal direction 3 of the
tensor Q, i.e., to finding a non-zero real vector, W, satisfying Q W iW jW ki jk
 0, which is always possible, since this is a homogeneous cubic equation
for the ratio of the components of W. Having achieved this, no further
continuous rotational freedom remains. The case in which both  i B jkjk
and Q are zero is of no interest, because then  i is zero, and thei jk jk
system is not properly quadratic.
Ž .With the further specialization that   0, Eq. 3.6a gives
1i j k Ž .Ž .B Q P   2   , whose vanishing is equivalent to thei jk 2
  i j kvanishing of a focal value 8 . Thus if B Q P  0, we have, wheni jk
  0, that P    0. On the other hand, if    2 2
0, we may arrange by a suitable rotation for P    0. Since we2 2
 Ž .assume that P 0, we must have   0. Thus 3.6b reduces to2
i j k 3Ž .Q P P P   , whose vanishing requires   0. Hencei jk 2
Ž .quadratic systems 3.5 which are reversible may always be placed in the
form
dx
2 2y  x   y
dt
3.7Ž .
dy
 x  xy.
dt
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Ž .Note that the divergence of the associated vector field is 2  x, so
Ž . i Ž .that P  2  , 0 , whence P x  0 x 0, and, as anticipated, 3.7i i
is reversible in this line.
Ž .Systems of form 3.7 fall into Schlomiuk’s class II of quadratic systems
 with a centre at the origin 8 . It is of interest to note that when  0,
Ž .12these systems have the simple integrating factor 1  y , and so
possess an invariant line, and that when  0 an integrating factor is
Ž .12 2 ylim 1  y  e . 0
Cubic Systems. We now discuss cubic systems, given by
dx i
i j i j k i j k l B x   x x   x x x , 3.8Ž .j jk jk ldt
Ž .which are non-Hamiltonian so that at least one of P , P is non-zero , andi i j
for which the tensor  i  0. The method of procedure is analogous tojk l
that of the quadratic case, and so many tedious details are omitted.
Ž .Employing Proposition 2.1, we find that, in general, Eqs. 2.4 provide 7
Ž .independent equations involving 	 . We consider the two cases a P  0i
Ž . Ž .and b P  0 for which P  0 .i i j
Ž .Case a . P  0. Using P to eliminate 	 between the 7 equations, wei i
Ž . Ž .find that 3.8 is reversible if and only if 3.2 hold, and P  0, P P P12 11 2 2
 P P P  0, Q P P  Q P P , and Q P P P P 22 1 1 1112 2 2 2221 1 1 1111 2 2 2 2
Q P P P P . This leads to the following theorem.2222 1 1 1 1
Ž . Ž .THEOREM 3.2 a . The necessary and sufficient conditions for system 3.8 ,
with P  0, to be reersible arei
B i jQ Pk  0, Q PiP jPk  0, P Bi j 0, P P iP j 0,i jk i jk i j i j
B i jQ P P B k lB m n  0i jŽk l m n.
and Q P P P P Bi jB k lB m nB st 0, where P  B s P and Q Ž i jk l m n s t . k k s i jk l
B s Q .Ž i jk l . s
Ž .Case b . P  0, P  0. This is subdivided into three possibilities, asi i j
Ž . Ž ab . Ž .follows. In case bi , Q  0  q Q B  0 , and 3.8 is re-112 i i ab
Ž .2 Ž .2versible if and only if P  0, P Q  P Q  0, P Q Q12 11 122 22 112 11 112 222
 P Q Q  0, Q P  Q P  0 and Q P P 22 122 111 1112 22 1222 11 1111 22 22
Ž . Ž abQ P P . In case bii , Q  0 and Q  0  q Q B  02222 11 11 112 111 i i ab
. Ž .and Q  0 , from which 3.8 is reversible if and only if P  0,i jk 12
Ž .3Ž .2 Ž .3Ž .2P Q  P Q  0, Q P  Q P  0 and11 222 22 111 1112 22 1222 11
Ž . ŽQ P P Q P P . Finally, in case biii , Q  0 and so the1111 22 22 2222 11 11 i jk
Ž . . Ž .non-linearities in 3.8 are purely cubic , whence 3.8 is reversible if and
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only if P  0, Q P Q P  0 and Q P P Q P P .12 1112 22 1222 11 1111 22 22 2222 11 11
This leads to the following theorem.
Ž . Ž .THEOREM 3.2 b . The necessary and sufficient conditions for system 3.8 ,
with P  0 and P  0, to be reersible arei i j
Ž . ab i j i j  i jki if q Q B  0, then P B  0, P q q  0, Q q P  0,i i ab i j i j i jk
P q i j 0 and Q P i jP k l 0,i j i jk l
Ž . a b i jii if q  Q B  0 and Q  0, then P B  0,i i a b i jk i j
Q Q P ilP jmP k n  0, P qi j 0 and Q P i jP k l 0, andi jk lm n i j i jk l
Ž . i j i j  i j k liii if Q  0, then P B  0, P q  0 and Q P P  0,i jk i j i j i jk l
where q Q B ab and Q  B s Q .i j i jab i jk l Ž i jk l . s
Ž . Ž . Ž .Remarks. 1 The 5 requirements in case i of Theorem 3.2 b and
Ž . Ž .the 4 requirements in case ii reduce to the 3 requirements in case iii
when it is supposed that Q  0. Thus with appropriate redefinition, casei jk
Ž .iii could be dispensed with, by incorporating it into either of the other
two cases.
Ž .2 Proposition 2.3 may be invoked to determine the reversibility
line. When P  0, it follows, as in the quadratic case, that this line is giveni
i Ž . ab Ž Ž .by P x  0. When P  0 and P  0 and q Q B  0 case i ofi i i j i i ab
Ž .. s iTheorem 3.2 b , it is given by B q x  0. When P  q  0, the situa-i s i i
tion is more complicated: we need not only to determine the reversibility
line, but also to study its uniqueness. If P  q  0 and P  0, Q  0i i i j i jk
Ž Ž . Ž .. icase ii of Theorem 3.2 b , the reversibility line is given by F x  0,i
where F x i is a common linear factor of P x i x j and Q x i x j x k. That thisi i j i jk
line is unique follows because the equation P x i x j 0 defines two distincti j
real lines, so if non-uniqueness occurred, we should have Q  P S fori jk Ž i j k .
some tensor S, from which the fact that q  0 implies S 0, whencei
Ž .Q  0, which is impossible. Finally, if P  0 and Q  0 with P  0 ,i jk i i jk i j
there are two distinct reversibility lines, given by P x i x j 0. In practice,i j
Ž . Ž .rather than applying the algebraic tests of Theorems 3.2 a and 3.2 b , it
may therefore be preferable to test the system directly, by arranging for a
conceivable reversibility line to be aligned with one of the coordinate axes,
Ž .as was discussed in the simpler situation of the quadratic system 3.5 .
Ž .3 The special cubic system
dx
2 2y x  x  y Ax  Bxy CyŽ .
dt
3.9Ž .
dy
2 2 x y  x  y Ax  Bxy Cy ,Ž .
dt
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where  ,  , A, B, and C are real constants, has been shown to have a
centre at the origin if and only if A C 0 and A 2  B C 2  0
  Ž .1, 4 . In the tensorial formalism, 3.9 is characterized by the conditions
that Q  0 and Q  0; the necessary and sufficient conditions for thei jk i jk l
origin to be a centre are, in the complex frame, that P  0 and P P P12 12 2 2
 P P P  0, and, in an arbitrary frame, that P Bi j 0 and P P iP j 022 1 1 i j i j
Ž  . Ž . Ž .cf. 4 . It may be noted that when Theorems 3.2 a and 3.2 b are applied
Ž .to system 3.9 , these centre conditions are identical to those for reversibil-
Ž .ity. Indeed, the fact that those systems 3.9 for which the origin is a centre
 are necessarily reversible was noted in 4 , where it was observed that there
Ž Ž . Ž ..is one reversibility line in the case P  0   ,   0, 0 and twoi
Ž .reversibility lines in the case P  0    0 and P  0i i j
Ž Ž . Ž .. A, B, C  0, 0, 0 . These observations are of course entirely consis-
Ž .tent with Remark 2 above.
Ž .In the conventional treatment, where, with an appropriate rotation, 3.8
is expressible in the form
dx
2 2 3 2 2 3y  x   xy  y  Ax  Bx y Cxy Dy
dt
dy
2 2 3 2 2 3 x  x   xy  y  Ex  Fx yGxy Hy ,
dt
where  ,  ,  ,  ,  , , A, B, C, D, E, F, G, and H are real constants,
Ž . Ž .the conditions for reversibility, as given by Theorems 3.2 a and 3.2 b , are
complicated, and they will not be written out explicitly. Instead, we provide
sufficient detail to enable the reader to discern algebraically the various
subcases which arise, and to compute each polynomial, in the coefficients
Ž . ,  ,  ; A, B,  , whose vanishing may form part of the algebraic test
which is specified by the theorems. Thus
 P   , P   ;1 22 2
1 1Q   , Q    , Q    , Q  ;Ž . Ž .111 112 122 2223 3
P1  P , P2  P ;1 2
q Q Q , q Q Q ;1 111 122 2 112 222
  2 1  1 2Q Q , Q  Q  Q , Q  Q  Q ,111 112 112 122 111 122 222 1123 3 3 3
Q Q ;222 122
1 1 1P  A F , P  BG , P H C ;Ž .11 12 223 3 3
1 1Q  E, Q  F A , Q  G B ,Ž . Ž .1111 1112 11224 6
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1Q  H C , Q D ;Ž .1222 22224
q Q Q , q Q Q , q Q Q ;11 1111 1122 12 1112 1222 22 1122 2222
  3 1  1Q Q , Q  Q  Q , Q  Q Q ,Ž .1111 1112 1112 1122 1111 1122 1222 11124 4 2
 1 3 Q  Q  Q , Q Q ;1222 2222 1122 2222 12224 4
P Bi j P  P ;i j 11 22
P qi j P q  2 P q  P q ;i j 11 22 12 12 22 11
Bi jQ Pk  q Pk  q P1  q P2 ;i jk k 1 2
3 2i j k 1 1 2Q P P P Q P  3Q P PŽ . Ž .i jk 111 112
2 31 2 2 3Q P P Q P ;Ž . Ž .122 222
2 2i jP P P  P P  2 P P P  P P ;Ž . Ž .i j 11 2 12 1 2 22 1
2 2i jP q q  P q  2 P q q  P q ;Ž . Ž .i j 11 2 12 1 2 22 1
Q qiP jk Q q P Q 2 q P  q PŽ .i jk 111 2 22 112 2 12 1 22
Q q P  2 q P Q q P ;Ž .122 2 11 1 12 222 1 11
Q Q P ilP jmP k ni jk lm n
2 3 2 2 Q P  6Q Q P P  6Q Q P PŽ . Ž . Ž . Ž .111 22 111 112 12 22 111 122 12 22
2 2 2 3 3 Q P P  2 P P  2Q Q PŽ . Ž . Ž . Ž .112 11 22 12 22 111 222 12
2 6Q Q P P  2 P PŽ .112 122 12 12 11 22
2 2 2 2 3 Q P P  2 P P  6Q Q P PŽ . Ž . Ž . Ž .122 11 22 12 11 112 222 12 11
2 2 3 6Q Q P P  Q P ;Ž . Ž . Ž .122 222 11 12 222 11
2 2   i j k lQ P P Q P  4Q P P  2Q P P  2 PŽ . Ž .i jk l 1111 22 1112 12 22 1122 11 22 12
2  4Q P P Q P ;Ž .1222 12 11 2222 11
3Bi jQ P P B k lB m ni jŽk l m n.
2     3Q  4Q Q P  4 Q Q P PŽ . Ž . Ž .1111 1122 2222 1 1112 1222 1 2
2   Q  4Q  3Q P ;Ž . Ž .1111 1122 2222 2
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35Q P P P P Bi jB k lB m nB stŽ i jk l m n s t .
4 2 2 4Q 35 P  30 P P  3 PŽ . Ž . Ž . Ž .1111 1 1 2 2
2 2 16Q 5 P  3 P P PŽ . Ž .1112 1 2 1 2
4 2 2 4 6Q 5 P  18 P P  5 PŽ . Ž . Ž . Ž .1122 1 1 2 2
2 2 16Q 3 P  5 P P PŽ . Ž .1222 1 2 1 2
4 2 2 4Q 3 P  30 P P  35 P .Ž . Ž . Ž . Ž .2222 1 1 2 2
Upon appropriate substitutions, the required expressions may be com-
puted in terms of  ,  ,  ; A, B, . . . , but the results are unwieldy. The
Ž . Ž Ž .superiority of the tensor versions, given in Theorems 3.2 a and 3.2 b , is
unmistakable.
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