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1. INTRODUCTION
1.1. A Brief History
That niteness of the order of points on elliptic curves, and more generally of divisors
at innity on hyperelliptic curves is related to periodicity of continued fractions, is a notion
that can be traced back to Abel [1] and Chebychev [8]. We rst learned of this history, and
the relationship itself, from the paper of Adams and Razar [2]. Other authors who have
discussed these notions include Berry[5] and van der Poorten, with various coauthors, see
for example [28], [25].
The study of the arithmetic of function elds over nite elds goes back at least to
E. Artin [3]. Much more recently, Friesen in particular has studied the structure of class
groups using continued fractions, refer to [13] - [16]. Our approach is a variant of that
used by Friesen; whereas he solves for the initial partial quotient in terms of the remaining
terms of a given (quasi)-period, for small genus we nd it more practical to solve for a
(quasi)-period satisfying small sets of constraints.
As Cassels and Flynn express in the introduction to their text [7], there is still a
need for interesting examples of curves of low genus over number elds. Here, we show
that the decidedly \low brow" method of continued fractions over function elds continues
to have much to oer.
We show that with a xed base eld, and given (low) genus and desired (small) order,2
one can search fairly easily for hyperelliptic curves of the given genus over the eld whose
divisor at innity is of the given order. We know that the divisor at innity has nite order
if and only if a corresponding continued fraction expansion, in polynomials, is periodic;
the order itself is given in terms of the degrees of the initial partial quotients. Given a
genus g and order N, there are then nitely many possible partitions for the degrees of
these initial partial quotients; by making appropriate choices relating the coecients of
these partial quotients, it is often possible to determine a curve with the desired genus
and order.
It has been known since 1940 [6] for which there is no elliptic curve over Q with
a point of order 11. (Later Mazur [22] determined the exact list of possible orders of a
point on an elliptic curve over Q.) Thus, our continued fraction approach must certainly
fail with k = Q, and N = 11, g = 1. Fixing k = Q; it is natural to ask about N = 11
and higher genus. Indeed, Flynn [11], [12] gave a one-dimensional family of hyperelliptic
curves with g = 2 and N = 11. Much more recently, Bernard et al [4] found 18 additional
individual curves with (g;N) = (2;11). (They state that they have found 19, but their
table of results lists one curve twice.) They explicitly state that they sought new innite
families of such curves. We exhibit new innite families of this type, in Section 3.3.3
1.2. Statement of the Problem
This dissertation attempts to respond to the following questions:
1. How can we nd hyperelliptic curves over a eld of characteristic zero of given
genus and given order of divisor at innity?
2. In particular, how can we nd innite families of hyperelliptic curves over Q of
the divisor at innity of order 11 for a given genus g  2? (Recall that there is no divisor
at innity of order 11 for any elliptic curve over Q.)
3. A naive bound, found in [27], states that a hyperelliptic curve dened by y2 =
f(x) with genus g and divisor at innity of order N satises the following bounds:
g + m  N  g m + 1;
where m is the quasi-period length for the continued fraction expansion of y: The obvious
question to ask is
\Can these bounds for the order of the divisor at innity of a hyperelliptic curves
be improved?"
This leads to the more technical question: How do we control the leading coecient
of each partial quotient of the continued fraction expansion of y?4
1.3. Organization of this Thesis
Chapter 2 of this dissertation presents the mathematical background. We divide
this chapter into four sections. The rst section briey discusses function elds and
divisors. The goal of Section 2.2 is to dene hyperelliptic curves over a eld k; and
divisors at innity. In Section 2.3, we discuss continued fractions in function elds and
their properties. Divisors at innity for hyperelliptic curves given by y2 = f(x) and their
relationship to the continued fraction expansion of y are topics of Section 2.4.
Chapter 3 presents our results and new examples. We divide this chapter into three
sections. Section 3.1 begins with the form of a hyperelliptic curve in terms of certain
convergents. This gives a number of consequences: Explicit equations for hyperelliptic
curves where the corresponding y has continued fraction expansion of short period; the
classication all hyperelliptic curves of genus g whose divisor at innity has order N =
g+2; and the determination of hyperelliptic curves of shortest possible period length with
genus g and N = 2g + 1. We give examples relating to these.
Section 3.2 presents the main technical results of this dissertation. We introduce a
sequence of polynomials hj; which is our main tool to bound sums of degrees of consecutive
partial quotients. Given g and N; the sequence of these degree is constrained due to this
bound. Thus, the hj leads to both (1) an improvement of the naive method in Section
3.3 of searching for hyperelliptic curves of given g; and N; and (2) an improvement on
the upper bound on N in terms of g and the quasi-period length. In the very end of this
section, we present a number of consequences in the case of genus 1.
Section 3.3 discusses the simplest ways to nd new families of hyperelliptic curves
over Q of divisors at innity of order 11 for a given genus g  2: In Subsection 3.2.1, we
focus on g = 2 and improve upon work of Bernard et al [4] by presenting a new innite
family of curves dened over Q with g = 2 and N = 11: (Note that Flynn [7],[11] gave one5
such family.) Subsection 3.2.2 presents new families when the genus g is greater than 2:
Chapter 4 presents conclusions and future directions.6
2. MATHEMATICAL BACKGROUND
Our main object of study is a certain type of divisor on a hyperelliptic curve whose
equation is of appropriate form. In Subsections 2.1 and 2.2., we briey review vocabulary
of elementary algebraic geometry so as to dene these terms. Our main tool in this
dissertation is continued fraction expansions of formal Laurent series in x 1; we introduce
these in Subsection 2.3 and review known results in the setting related to divisors on
hyperelliptic curves in Subsection 2.4.
2.1. Function Fields of Curves
We tersely recall some basic denitions; we have borrowed material from the text-
books by Hulek[18] and Fulton [19].
Denition 2.1.0.1 Let k be a eld and An = f(a1;:::;an) : ai 2 kg: Let f : An ! k
be a polynomial in k[x1;:::;xn] mapping (a1;:::;an) in to f(a1;:::;an): Then a point
P = (a1;:::;an) in An is called a zero of f if f(P) = 0: The zero locus of T is the set
V (T) = fP 2 Anjf(P) = 0for allf 2 Tg:
Denition 2.1.0.2 Let k be a eld and An = f(a1;:::;an) : ai 2 kg: A subset Y  An
is called an (ane) algebraic set in An if there is a subset T  k[x1;:::;xn] such that
Y = V (T): An algebraic subset X is called irreducible if there is no decomposition X
into proper algebraic subsets X1;X2: That is,
X = X1 [ X2
where X1;X2 are both proper algebraic subsets of X: An ane variety is an ane alge-
braic set.7
Denition 2.1.0.3 Let X be a subset of An: The ideal of X is an ideal in k[x1;:::;xn]
consisting of all polynomials which vanish on X; denoted by I(X): That is,
I(X) = ff 2 k[x1;:::;xn]jf(P) = 0for allP 2 Xg:
The coordinate ring of a ane variety V; denoted by k[V ] is dened by
k[V ] = k[x1;:::;xn]=I(V ):
Now, let C be a smooth projective curve over a eld k; f a rational function on C;
and P a point in C:
Denition 2.1.0.4 The rational function f is called regular at P if there exist polyno-
mials g and h in k[C] such that h(P) 6= 0: The local ring of C at a point P 2 C is the
ring
OC;P = ff 2 k(C)jf is regular at Pg:
Since OC;P has a unique maximal ideal, say
mP :=
nf
g
2 k(C)jf;g 2 k[C];f(P) = 0;g(P) 6= 0
o
;
we obtain that OC;P is in fact a local ring (it has a unique maximal ideal). And for an
integer n;
mn
P := ffnjf 2 mPg:
Denition 2.1.0.5 Let f 2 OC;P be regular at P: Then we dene the multiplicity of f
at P; denoted by P(f) by
P(f) = maxfnjf 2 mn
Pg:
A function f vanishes at P if and only if P(f)  1: If f has a multiplicity n at P; then
we can express
f = g tn
where g 2 OC;P so that h(P) 6= 0 and t 2 mP:8
Denition 2.1.0.6 The multiplicity of a rational function 0 6= f 2 k(C) is dened by
P(f) = P(g)   P(h)
where g;h 2 OC;P: We say that f has a pole of order  P(f) in P if P(f) < 0; and f
has a zero of order P(f) in P if P(f) > 0:
Denition 2.1.0.7 A divisor D on a curve C is a nite formal sum of points on C: That
is,
D =
l X
i=1
niPi; ni 2 Z;Pi 2 C;
where the degree of D is dened by
deg(D) =
l X
i=1
ni:
The divisor group of C is dened by
Div(C) = fDjD is a divisor on Cg:
The function deg : Div(C)  ! Z is a group homomorphism and hence its kernel is
the subgroup Div0(C) containing all divisors of degree 0.
Denition 2.1.0.8 The divisor of a rational function f is dened by
(f) =
X
P2C
P(f)P:
A divisor D is called a principal divisor if there exists a rational function f 6= 0 in k(C)
such that D = (f): That is,
(f) =
X
P2C
P(f)P 2 Div(C):
The set of principal divisors is dened by
Prin(C) = fD : D is a principal divisorg:9
Since (fg) = (f) + (g); and (1
f) =  (f); we obtain a group homomorphism from
the multiplicative group k(C) to the additive group Div(C) mapping f to (f): Note that
(f) has a degree 0:
Example 2.1.1: Principle Divisor. Consider  = C [ f1g and
f(z) = c
n Y
k=1
(z   k)lk
for some integers c; and lk: Then
div(f) =
n X
k=1
lk  k  
 
n X
k=1
lk

 1;
and
deg(div(f)) =
n X
k=1
lk  
 
n X
k=1
lk

= 0:
10
2.2. The Divisor at Innity for a Hyperelliptic Curve
We recall the denition of a main object of study of this dissertation.
Denition 2.2.0.9 Let k be a eld of characteristic zero. A hyperelliptic curve C of
genus g > 0 over k is given by an equation of the form
y2 = f(x)
where f(x) is a monic polynomial in k[x] such that deg(f(x)) = 2g +2 and f has distinct
roots over k:
FIGURE 2.1: A hyperelliptic curve
The curve C can be completed to a projective curve (which we also denote by C). The
completion of C leads to two points at innity, say P;Q: Then the divisor D1 = P  Q 2
Div(C) is called the divisor at innity. The hyperelliptic involution (x;y) 7! (x; y)
interchanges P and Q:11
Denition 2.2.0.10 The divisor D1 is of order n if nD1 is principal and n is the least
such positive integer.
The following discussion appears from in Adams and Razar [2]. Let C be a hyper-
elliptic curve of genus g given by y2 = f(x) and K = k(x;y): Then the units of R are of
the form:
u = p(x) + yq(x);
where p(x);q(x) are polynomial in k[x]; satisfying Pell's equation:
uu = p2(x) + f(x)q2(x) 2 k: (2.1)
Lemma 2.2.0.1 (Adams and Razar) The following are equivalent:
1. For some positive integer n, there is a rational function f in K such that
(f) = nD1;
2. the ring R contains a non-constant unit,
3. Pell's equation (2.1) has a non-trivial solution,
4. the continued fraction expansion of y is periodic.
We will discuss the continued fraction expansion of y in Section 2.4.
Remark 2.2.0.1 The order of a divisor could be dened as the order of the corresponding
point on the \Jacobian variety" of the curve C: Our divisors at innity give k rational
points, see Cassels and Flynn [7].12
2.3. Continued Fractions in the Rational Function Field
Given any eld k, the order of vanishing of a polynomial f 2 k[x] at the origin x = 0
extends to dene a valuation on the quotient eld, the eld of rational functions k(x). The
valuation is simply given by writing any non-zero rational function as an integral power
of x times a rational function with neither zero nor pole at x = 0; the exponent of x is
then the valuation of the initial rational function. One denes a metric on k(x) in the
usual manner; the completion of this eld with respect to the metric is the ring of formal
Laurent series, k((x)).
The point at innity on the projective line over the eld k can be viewed as corre-
sponding to the vanishing of x 1. We obtain once again a valuation on k(x), this time
leading to a completion that is k((x 1)). For  2 k((x 1)), say
 = c nxn + c n+1xn 1 +  + c 1x + c0 + c1x 1 + c2x 2 +  ;
we dene the polynomial part of  as
bc = c nxn + c n+1xn 1 +  + c 1x + c0 :
We then dene a continued fraction algorithm by way of the following sequences. Let
0 = ; for i  0 let ai = bi c and while i   ai 6= 0, let i+1 = (i   ai) 1. We then
nd an expansion of the form
 = a0 +
1
a1 +
1
a2 +
1
a3 +
...
=: [a0;a1;a2;:::;];
where we have dened the at notation for typographic ease. The ai are called the partial
quotients of the expansion and each j is called a complete quotient. The continued
fraction [a0;a1;:::;ai] is called a convergent of .13
It is not hard to see that this process terminates if and only if j 2 k[x] for some j:
Also, the convergent
[a0;a1;:::;ai] =
pj
qj
where pj;qj can be dened recursively by setting p 2 = 0;p 1 = 1;q 2 = 1;q 1 = 0; and
p0 = a0; q0 = 1;
p1 = a0a1 + 1; q1 = a1; and
pj = ajpj 1 + pj 2; qj = ajqj 1 + qj 2:
For j = 2;3;:::;
j = [aj;aj 1;aj 2;aj 3 :::];
and
 = [a0;a1;:::;aj 1;j] =
pj 1j + pj 2
qj 1j + qj 2
:14
2.4. Continued Fractions in the Hyperelliptic Function Field
The local ring of regular functions at a non-singular point of a projective curve is a
discrete valuation ring. In particular, its maximal ideal, dened by vanishing at the point
is principal. Any generator of this maximal ideal is called a local uniformizer. For the
point at innity of P1 we can take x 1 as a local uniformizer, thus giving the valuation
on k(x) leading to the continued fractions above.
Our insistence on ane equations of the equation y2 = x2g+2 + lower order terms
is so that the degree two map from C to P1 dened by (x;y) 7! x is such that the point
at innity of P1 has two pre-images. The local rings at these points are then isomorphic
to the local ring uniformized by x 1. From this, it follows that there is a square root of
y2 = f(x) in k((x 1)). Indeed, the completion of the \rational eld" k(x) with respect
to the metric from our valuation is analogous to the completion of Q with respect to the
usual metric. Our y =
p
f(x) is of the type that Artin [3] called \real quadratic" |
exactly because it is a value in the completed eld.
In the number eld setting, see [26] the continued fraction expansion of
p
d is
p
d = [a0;a1;:::;an 1;2a0 ]
satisfying the following properties:
 0 = ; and i+1 = 1
i bic;
 ai = bic;
 an 1 = a1;an 2 = a2;::: (palindromic property), and
 ai < a0 for all i < n:
Analogous properties holds in the function eld case, see Adams and Razar [2] and
van der Poorten and Tran [28]. Let k be a eld of characteristic zero and let C be a15
hyperelliptic curve over k given by y2 = f(x) with genus g: Then , when periodic, the
continued fraction expansion of
 = y =
p
f(x) = [a0;a1;:::;an 1;2a0 ]
satises the following properties:
 0 = ; and i+1 = 1
i bic;
 baic is the polynomial part of i;
 an 1 = a1;an 2 = a2;::: (palindromic property), and
 deg(ai)  deg(a0) for all i < n:
A new phenomenon occurs in the function eld setting.
Denition 2.4.0.11 We call an even length sequence of (a1;:::;a2`) skew symmetric
of skew value  if
a2(` i) =  a2i+1 80  i < `;
with nonzero  2 k.
Proofs of the following are given in [14] when k is a nite eld, and in [28] in general;
see also [2], [27] and [25]. We use an overline to denote a repetition of a sequence of partial
quotients.
Theorem 2.4.0.1 (Friesen; vander Poorten and Tran) Suppose that a non-square
f(x) 2 k[x] is of even degree, with leading coecient a square in k. If the continued
fraction expansion of the Laurent series of
p
f(x) is periodic, then it is of the form
p
f(x) = [a0;a1;:::;am 1;2a0;am 1;:::;a1;2a0]; (2.2)
where (a1;:::;am 1) is skew symmetric of skew value  1.16
From the previous theorem, we see that
1. If  = 1; then n = m and am 1 = a1;am 2 = a2;::::
2. If  6= 1; then n = 2m;am = 2a0 and
(a) if m 1
2 is odd, then am 1 =  1a1;am 2 = a2;:::;a m 1
2
=  1a m 1
2  1;
(b) otherwise, we have am 1 =  1a1;am 2 = a2;:::;a m 1
2
= a m 1
2  1:
Denition 2.4.0.12 In the setting of Theorem 2.4.0.1, we call (the minimal) m the
quasi-period length. Thus, exactly when  = 1, we have equality of the (minimal)
period length with the quasi-period length.
The proper quasi-period can occur only in the function eld case. Similar to the
number eld case, set P0 = 0 and Q0 = 1: Dene polynomials Pj and Qj recursively by
Pj+1 = ajQj   Pj and Qj+1 =
f(x)   P2
j
Qj
;
where Qj divides f(x)   P2
j : Then the complete quotient j is of the form
j =
p
f(x) + Pj
Qj
= aj  
p
f(x)   Pj
Qj
:
The proof of following theorem is the same as the corresponding theorem for number
elds.
Theorem 2.4.0.2 Let C be a hyperelliptic curve of genus g over a eld k given by y2 =
f(x) where f(x) is monic and has a degree 2g +2: Dene j;Pj; and Qj as above. Let
pj
qj
be the convergent of the continued fraction expansion of : Then
p2
j   f(x)q2
j = ( 1)j 1Qj+1
for all j = 0;1;2;::::
The following theorems and propositions appears in [28].17
Proposition 2.4.0.1 (van der Poorten and Tran) Let f(x) be a monic polynomial
in k[x] which is not a perfect square, deg(f(x)) = 2g + 2 and  =
p
f(x) where g is a
positive integer. If x2 f(x)y2 = z and deg(z)  g; then x
y is a convergent of the continued
fraction expansion of :
Proposition 2.4.0.2 (van der Poorten and Tran) The polynomials Pj and Qj sat-
isfy
deg(Pj) = g + 1 and 0  deg(Qj)  g:
Furthermore, if m is a quasi-period length, then
deg(a0) = g + 1 and 0 < degaj  g;
for all j = 1;:::;m   1:
Theorem 2.4.0.3 (van der Poorten and Tran) Suppose that C is a hyperelliptic curve
of genus g over a eld k of equation
y2 = f(x)
where deg(f) = 2g +2 and f is monic, m < 1 is the quasi-period length of the continued
fraction of y and n is the period length of the continued fraction of y: Then
p2
m 1   d(x)q2
m 1 = ( 1)m 1
if and only if the continued fraction expansion of y is
y = [a0;a1;a2;:::;an 1;2a0 ]
where (a1;a2;:::;am 1) is a skew-symmetric sequence.
The following is given by Adams and Razar [2] in the genus g = 1 case. The general
case is proven in [28], see also [25]. W. Schmidt [27] presents a large portion of this result
in his Lemma 7.18
Theorem 2.4.0.4 (Adams and Razar, van der Poorten and Tran) Suppose that C
is a hyperelliptic curve of genus g over a eld k of ane equation
y2 = f(x)
where f is a monic polynomial of degree 2g + 2: Then the divisor at innity D1 is of
nite order N if and only if the continued fraction expansion of y is periodic, say with
quasi-period length m and the sum of the degrees of the partial quotients a0;a1;:::;am is
N; that is
ord(D1) =
m 1 X
j=0
deg(aj):
Example 2.4.2: Quasi-period 3 and the divisor at innity of order 5. Consider
y = x(x2   2) +
1
x
2
x
2
x
2 +
1
2x 2x 2x +
1
1
2x(x2   2) 1
2x(x2   2) 1
2x(x2   2) +
1
2x +
1
x
2 +
1
2x(x2   2) +
...
Here, a0 = x(x2   2);a1 = x
2;a2 = 4 4 4a1; and a3 = 2(1
4
1
4
1
4)a0: This implies the continued
fraction expansion of y has a period length n = 6 and a quasi-period length m m m = 3 with
   = 1
4:
This continued fraction corresponds to the hyperelliptic curve of genus 2 over Q
dened by
y2 = x6   4x4 + 8x2   4 = (x(x2   2))2 + 4(x2   1):
By Theorem 2.4.0.4, we compute the order of D1;
N = 0 + 1 + 2 = 3 + 1 + 1 = 5:19

Remark 2.4.0.2 Since deg(a0) = g + 1 and 0 < degaj  g; for all j = 1;:::;m   1; we
conclude that
ord(D1) = g + 1 +
m 1 X
j=1
aj and hence g + m  ord(D1)  g m + 1:
We improve the above result in two ways. Firstly, we show that not all deg(aj) = g for
1  j  m   1: . Secondly, under a certain condition, see Lemma 3.2.4.1 states that
ord(D1) 
8
> > > > > > <
> > > > > > :
m
2

+ 1

g +
m+1
2

if r = m;

m
2 +
m
4

g + m
2  
m
4

if r < m and m is even,
m
2

+
m
4

+ 1

g +
m
2

 
m
4

if r < m; and m is odd:
Example 2.4.3: Suppose that C is an elliptic curve, thus of genus g = 1; given by y2 =
f(x): That is, deg(f(x)) = 4: Then deg(a0) = 2 and deg(aj) = 1 for all j = 1;:::;m   1:
Assume that the period length of the continued fraction expansion of y is n > 1 and m
is the quasi-period length of the continued fraction expansion of y: Applying the above
remark, we have
Case I:  = 1: Then n = m; and
ord(D1) = g + 1 +
m 1 X
j=1
aj = 2 + (m   1) = m + 1 = n + 1
Case II:  6= 1: Then n = 2m;
ord(D1) = g + 1 +
m 1 X
j=1
aj = 2 + (m   1) = m + 1 =
n
2
+ 1:

In the nite eld setting, Friesen [14] gives a method for solving for f(x) when given
the initial m   1 terms of its (quasi-)period. Just as for Theorem 2.4.0.3, it is easily seen
that his result holds in general.20
Theorem 2.4.0.5 (Friesen) Suppose that (a1;:::;am 1) is a skew symmetric sequence
of elements of k[x], with skew value  2 k. Let
0
B
@
P R
Q S
1
C
A =
0
B
@
a1 1
1 0
1
C
A
0
B
@
a2 1
1 0
1
C
A
0
B
@
am 1 1
1 0
1
C
A :
Then a monic f(x) 2 k[x] has continued fraction expansion (3.1), with a0 = bf(x)c, if
and only if
f = P2 X2 + (2Q + ( 1)m 1PQS)X + (Q2=4 + ( 1)m 1)S ;
for any X 2 k[x] such that XP + ( 1)m 1QS=2 is monic.21
3. RESULTS AND EXAMPLES
3.1. Naive Method for Determining Hyperelliptic Curves of Given Genus
and Order of Divisor at Innity
Let k be a eld of characteristic zero and let C be a hyperelliptic curve given by
y2 = f(x)
where f(x) 2 k[x] is monic and has degree 2g + 2 where g > 0: Suppose the continued
fraction of y; as dened in the previous chapter, is periodic of quasi-period length m; and
of period length n: We know that the period has a palindromic symmetry, so we have
y = [a0;a1;a2;:::;am 1;am;am 1 :::;a2m 1;2a0 ] (3.1)
where
am = 2a0;am 1 =  1a1;am 2 = a2;:::; with  2 k;  = 2 f1;0; 1g:
If  = 1; then the period length n is equal to the quasi-period length m:
Let z = [a1;a2;:::;a2m 1;2a0 ] and let p0
j=q0
j denote the convergents to the purely
periodic z = 1=(
p
f(x)   a0): Set p0
 2 = 0;p0
 1 = 1;q0
 2 = 1; and q0
 1 = 0: Then
p0
0 = a1; q0
0 = 1;
p0
1 = a2a1 + 1; q0
1 = a2
p0
j = aj+1p0
j 1 + p0
j 2; q0
j = aj+1q0
j 1 + q0
j 2: (3.2)
We denote the leading coecient of f(x) by lc(f(x)):
Remark 3.1.0.3 The following lemma is key to our results, and lays the foundation for
almost all results in Chapter 3. Friesen [14] has this result but he only considers a nite
eld k and he did use this directly to nd hyperelliptic curves. Many arguments about22
continued fractions are by way of formal algebraic manipulations; in particular, we can
and do use the following, which is proven in [14],
p0
m 3 = q0
m 2:
Lemma 3.1.0.2 Suppose that
p
f(x) has a continued fraction expansion as in (3.1),
with quasi-period length m < 1: Let p0
j=q0
j denote the convergents to the purely periodic
1=(
p
f(x)   a0): Then
f(x)   a2
0 =
q0
m 1
p0
m 2
;
deg(f(x)   a2
0) = deg(a0)   deg(a1);
and the leading coecient of f(x)   a2
0 is
lc(f(x)   a2
0 ) =
2
lc(a1)
:
Proof. Let z = 1=(
p
f(x) a0). From Section 2.3, since z has purely periodic expansion
with period length m, we have
1

q0
m 1z2 + (q0
m 2  
1

p0
m 1)z   p0
m 2 = 0: (3.3)
Now, due to the palindromic nature of the period, from the above denition both
p0
m 1 = 2a0p0
m 2 + p0
m 3 ;
and
q0
m 2 =
1

p0
m 3 :
Thus, (3.3) becomes
1

q0
m 1z2   (2a0z + 1)p0
m 2 = 0:
Since
f(x)   a2
0 = (
p
f(x) + a0)(
p
f(x)   a0) =
2a0 + 1
z
z
=
2a0z + 1
z2 ;23
the equality holds. Since
f(x)   a2
0 =
q0
m 1
p0
m 2
; q0
m 1 = 2a0am 1 a2 + lower order terms;
and p0
m 2 = am 1 a1 + lower order terms; both the degree and leading term are as
claimed. 
Corollary 3.1.0.1 When m = 1;
y = [a0;2a0 ] if and only if f(x) = a2
0 + 1:
When m = 2;
y = [a0;a1;2a0 ] if and only if f(x) = a2
0 +
2a0
a1
:
When m = 3 and the period length n = 3;
y = [a0;a1;a1;2a0 ] if and only if f(x) = a2
0 +
2a0a1 + 1
a2
1 + 1
:
When m = 3; and the period length n = 6;
y = [a0;a1; 1a1;2a0; 1a1;a1;2a0 ] if and only if f(x) = a2
0 +
2a0a1 + 1
a2
1 + 
:
3.1.1 N=g+2
The case of N = g + 1 is trivially resolved; a hyperelliptic curve with a divisor at
innity of order g + 1 has equation
y2 = g(x)2 + 1
where g(x) is a monic polynomial of degree g+1 in k[x] such that g(x)2+1 has no repeated
roots over k:
When a divisor at innity has order N > 2; we write ord(D1) = N: We seek all
corresponding hyperelliptic curves C with genus g over the eld k which have the divisor
at innity of order N = g + 2:24
Theorem 3.1.1.1 Suppose that k is a eld of characteristic zero. A hyperelliptic curve
C : y2 = f(x) of genus g over k has a divisor at innity of order N = g + 2 if and only if
f(x) is of one of the following two forms:
f(x) = (x   )h(x)

(x   )3h(x) +
2
c

| {z }
g(x)
or
f(x) = h(x)

(x   )2h(x) +
2
c

| {z }
g(x)
where ;c 2 k and h(x);g(x) are polynomials over an algebraic closure k of the eld k
such that h(x) is monic, deg(h(x)) = g; and both h(x) and g(x) have no repeated roots in
k:
Proof. (=)) Suppose that a hyperelliptic curve C : y2 = f(x) of genus g over k has a
divisor at innity of order N = g + 2: By Theorem 2.4.0.4, we have
N = ord(D1) = deg(a0) +
m 1 X
j=1
deg(aj) = g + 2
where m is the quasi-period length of the continued fraction of y: Here, deg(a0) = g + 1:
That gives deg(a1) = 1 and N = g + 2 = deg(a0) + deg(a1): It follows that the period
length of the continued fraction of y must be 2: Let a1 = cx   e 2 k[x]: We can rewrite
a1 as a1 = c(x   ) where  = e
c: By Corollary 3.1.0.1 when m = 2, we have either
a0 = (x   )2h(x) 2 k[x]
or
a0 = (x   )h(x) 2 k[x]:
Since a0 is monic, we have h(x) is also monic, and then f(x) is monic and
f(x) = (x   )h(x)

(x   )3h(x) +
2
c

| {z }
g(x)25
or
f(x) = h(x)

(x   )2h(x) +
2
c

| {z }
g(x)
:
Since C is a hyperelliptic curve over k; both g(x) and h(x) must have distinct roots in k:
((=) Assume that
f(x) = (x   )h(x)

(x   )3h(x) +
2
c

= ((x   )2h(x))2 +
2
c
(x   )h(x):
We see that a0 = (x   )2h(x) and
2
c
(x   ) =
2a0
c(x   )
Applying Corollary 3.1.0.1 when m = 2, we have the period length of the continued
fraction expansion of y is n = 2 and partial quotients
a0 = (x   )2h(x) and a1 = c(x   ): (3.4)
By Theorem 2.4.0.4, we have
N = ord(D1) = deg(a0) + deg(a1) = g + 1 + 1 = g + 2:
The second case is analogous to the rst case. 
Remark 3.1.1.1 One easily nds f(x) as above. Indeed, for both of the forms of f(x)
above, if h(x) has no repeated roots, then for each  there is only a nite number of c such
that g(x) has repeated roots over k.
We sketch this, where for simplicity we consider only  = 0 and we set b = 2=c: Let
h(x) be a monic polynomial of degree n in k[x]: Then there are only a nite number of b
in k such that g(x) = x3 h(x) + b has repeated roots over k; we sketch this by using the26
resultant of g(x) and g0(x): The resultant of g(x) and g0(x);
R(g(x);g0(x)) = R(x3h(x) + b;(x3h(x))0)
=det
0
B B
B B
B B
B B
B B
B B
B B
B B
B B
B
B B
@
1  s1  ( 1)nsn 0 0 b  0
0 1  ( 1)n 1sn 1 ( 1)nsn 0 0  0
. . .
. . . 
. . .
. . .
. . .
. . . 
. . .
0 0  1  s1 s2  s3  b
n + 3  (n + 2)s1  0 0 0 0  0
0 n + 3  3( 1)nsn 0 0 0  0
. . .
. . . 
. . .
. . .
. . .
. . . 
. . .
0 0  0 n + 3  (n + 2)s1 (n + 1)s2  0
1
C C
C C
C C
C C
C C
C C
C C
C
C C
C C
C C
A
is a polynomial of degree n+2 in the variable b (as can be shown by induction) where the
the elementary symmetric functions s1;s2;::: are dened by
h(x) = (x   x1)(x   x2)(x   xn) = xn   s1xn 1 + s2xn 2 +  + ( 1)n sn;
see Dummit and Foote [10]. But the resultant of g(x) and g0(x) equals to 0 if and only if
g has repeated roots. Hence, the result holds.
Similarly, there is only a nite number of c such that g(x) = x2 h(x)+ 2
c has repeated
roots over k:
Example 3.1.1.1: k = Q and N = g + 2: We give a hyperelliptic curve such that the
divisor at innity has order g + 2: Let h(x) =
Qn 1
i=0 (x   i): We show that C : y2 = f(x)
where
f(x) = h(x)
 
x2h(x) + 2

is a hyperelliptic curve which has genus g; and ord(D1) = g + 2:
By the argument in the proof of Theorem 3.1.1.1 see equation (3.4), we conclude27
that partial quotients are
a0 = x2h(x) = x3
n 1 Y
i=1
(x   i); a1 = x;
and the divisor at innity has order g + 2: Let g(x) = x2h(x) + 2: It suces to show that
g(x) has no repeated roots over C: We will show that gj(x) = x3 Qj
i=1(x   i) + 2 has
distinct roots over C for all j: For j < 6; we found that gj(x) has no repeated roots in C;
by direct computation (using, say, Maple).
Now, we use Rouch e's Theorem, to show that for all i  5;gj has only three zeros in
the disk with radius 1
2 and centered at 0; denoted by D(0; 1
2): Let hj(x) = x3 Qj
i=1(x   i)
and z 2 @D(0; 1
2); consider
jhj(z)j  jzj3
n+j Y
i=n
 i   jzj
 
 jzj3
1   jzj



2   jzj

:::

6   jzj

 = 2:25
> 2 = jgj(z)   hj(z)j:
Applying Rouch e's Theorem, we have the number of zeros of gj in D(0; 1
2) counting mul-
tiplicities is equal to the number of zeros of hj in D(0; 1
2) counting multiplicities; thus, the
number equals 3. Similarly we can use Rouch e's Theorem to show that there is only one
zero in each of the annuli fz 2 C : 2s 1
2 < jzj < 2s+1
2 g for all s = 1;:::;j: Therefore the rest
of the zeros of gj are distinct. Notice that the graph of gj(x) is the graph of hj(x) shifted
up by 2 units. But hj has only j   1 turning points in R: It follows that the number of
roots of gj in R is less than or equal to j + 1: Since there are j distinct real roots outside
the disk D(0; 1
2); there is only one real root of gj in D(0; 1
2): Thus, in this disk gj has one
real root with multiplicity 3 or one real root and two complex roots. Since g0
j = h0
j; and
this clearly has a root of multiplicity higher than 1 only at x = 0 whereas gj = hj +2 does
not has a root at x = 0: We now obtain that gj has one real root and two complex roots
in this disk. Hence, we conclude that gj has no repeated roots over C: 28
In fact, the above can be extended to any h(x) = x
Qg+n 1
i=n (x   i):
3.1.2 N=2g+1
We seek hyperelliptic curves C with genus g over the eld k whose divisor at innity
is of order N = 2g + 1:
Theorem 3.1.2.1 Let C be a hyperelliptic curve with genus g over a eld k;char(k) = 0
dened by
y2 = f(x):
Then C has a divisor at innity of order 2g +1 and the continued fraction expansion of y
has period length 2 if and only if f(x) is of the form
f(x) = (x   )

(x   )h2(x) +
2
c

| {z }
g(x)
where c; 2 k; and h(x);g(x) are polynomials in k[x] such that h(x) is monic and g(x)
has no repeated roots in k:
Proof. ((=) Since g(x) has no repeated root in k and clearly x =  is not a root of
g; f(x) has no repeated root in k: It follows that the curve C is a hyperelliptic curve over
k: It is not hard to see that the rst and second partial quotients of the continued fraction
of y are
a0 = (x   )h(x); and a1 = ch(x):
where h(x) is a monic polynomial in k[x] with deg(h(x)) = g and c is a constant. It follows
that
f(x) = a2
0 +
2a0
a1
:
By Corollary 3.1.0.1, we obtain that the period length of the continued fraction of y is 2:
By Theorem 2.4.0.4, we have
ord(D1) = deg(a0) +
m X
j=1
deg(aj)29
where m is the quasi-period length of the continued fraction of y; and hence
ord(D1) = deg(a0) + deg(a1) = g + 1 + g = 2g + 1:
(=)) Conversely, suppose C has a divisor at innity of order 2g+1 and the continued
fraction expansion of y has period length 2: By Remark 2.4.0.2, we have
2g + 1 = ord(D1) = deg(a0) + deg(a1):
But deg(a0) = g+1: It follows that deg(a1) = g: By Corollary 3.1.0.1, there exist elements
c; in k and a monic polynomial h(x) over k such that
a0 = (x   )h(x); a1 = ch(x);
and thus
f(x) = a2
0 +
2a0
a1
= (x   )

(x   )h2(x) +
2
c


Remark 3.1.2.1 In Theorem 3.1.2.1, since
Pm 1
j=0 deg(ai) = ord(D1) = N and deg(a0) =
g + 1 = N 1
2 + 1 = N+1
2 ; we have
m 1 X
j=1
deg(ai) =
N   1
2
:
where m is the quasi-period length of the continued fraction of y: However, there are a
number of dierent ways to partition N 1
2 : In the above Theorem we choose the trivial
partition, that is the partition of N 1
2 is N 1
2 : There may be hyperelliptic curves with
ord(D1) = N = 2g + 1 corresponding to other partitions of N 1
2 :
Example 3.1.2.1: k = Q and N = 2g + 2: Let N be an odd positive integer. Let
k = Q; 2 k: Claim: the curve C : y2 = (x   )[(x   )2g+1   1] is a hyperelliptic curve
with genus g and ord(D1) = N = 2g + 1:30
Since x2g+1   1 has no repeated root in C; we also have g(x) = (x   )2g+1   1
has no repeated roots in C: And x    is not a root of g(x): Using Theorem 3.1.2.1, with
c =  2;h(x) = (x  )g 1 and a0 = (x  )g; we conclude that C is a hyperelliptic curve,
as required. 
Knowledge of the order of D1 can be signicant; indeed, McMullen [24] uses this
order as a key, if simple, tool in his proof that the only \primitive Teichm uller curve"
coming from an \abelian 1-form" with simple zeros on a genus 2 curve is generated by his
\decagon form." (We will not delve into the background of this.) Here, we simply verify
one of his calculations.
Example 3.1.2.2 [McMullen's decagon family] Consider the family of hyperelliptic
curves over C given by
Xt : y2 = qt(x)
= x( 1   2t5   t10 + 25t4x   50t3x2 + 35t2x3   10t2x3   10tx4 + x5)
We verify McMullen's Theorem 5.2: Each Xt has ord(D1) = 5: Fix t; since
f(x) = qt(x) = x(x(x2   5tx + 5t2)2   (1 + t5)2)
using Theorem 3.1.2.1 with  = 0;c =  2
(1+t5)2 and h(x) = x2 5tx+5t2, we conclude that
the divisor at innity has the order 5 and the continued fraction expansion of
p
qt(x) is
of period length 2, with partial quotients
a0 = x(x2   5tx + 5t2) then a1 =
 2
(1 + t5)2(x2   5tx + 5t2):
31
3.2. Restrictions on Partial Quotients
The purpose of this Section is to nd bound on the degrees of consecutive pairs of
the partial quotients aj and improve the upper bound on the order N of divisor at innity.
Our main tool is the use of certain polynomial sequences. (We discovered these sequences
by focusing on the leading coecient of the partial quotients.)
3.2.1 The Polynomials fj Denition and Initial Results
The case of m = n = 1 is of the form y2 = a2
0 + 1; see Corollary 3.1.0.1. Hence in
this Subsection, we always assume m > 1:
Denition 3.2.1.1 Let C be a hyperelliptic curve dened by y2 = f(x) where f(x) is a
polynomial in k[x] and deg(f(x)) = 2g+2: Suppose that y has a periodic continued fraction
expansion of a nite quasi-period length m. Dene a sequence ffjg of polynomials in k[x]
as follows:
f1 = f(x)   a2
0 (3.5)
f2 = 2a0   a1f1 (3.6)
f3 = a1f1   a1a2f2   a2 (3.7)
f4 = p0
1(p0
0f2 + q0
0   a3f3)   q0
2 (3.8)
fj = p0
j 3(p0
j 4fj 2 + p0
 1p0
0 :::p0
j 6q0
j 4   aj 1fj 1)   p0
 1p0
0 :::p0
j 5q0
j 2 (3.9)
for all j = 5;:::;m; where the p0
l and q0
l are as in (3.2).
Notice that the recursion for the various p0
l implies
p0
l+1  p0
l 1 (mod p0
l)
for all l 2 N:32
Proposition 3.2.1.1 The polynomial fj is divisible by p0
0p0
1 p0
j 4 for all j = 4;:::;m:
Proof. By Equations (3.7) and (3.8), we have
f4 = a1

p0
1(q0
2f2   a3f1) + a2q0
2

;
and hence f4 is divisible by p0
0: Since p0
0 and p0
1 are relatively prime, it is enough to show
that p0
0 and p0
1 divide f5: Since p0
0 = a1 divides f4; and by Equations (3.7)-(3.9), we have
f5  p0
2(p0
1f3 + q0
1) (3.10)
 p0
2(p0
1( a2) + q0
1)
 p0
2( (a2a1 + 1)a2 + a2)
 0 (mod p0
0);
and
f5  p0
2(q0
1   a4f4)   p0
0q0
3 (3.11)
 p0
2(q0
1   a4( q0
2))   p0
0q0
3
 p0
2q0
3   p0
0q0
3
 0 (mod p0
1):
If f3 = 0; then by the denition of f3; we obtain p0
0 = a1 divides q0
1 = a2 and so, (3.10)
becomes
f5  p0
2(q0
1)
 0 (mod p0
0):
Similarly, if f4 = 0; then p0
1 divides q0
2 and hence (3.11) becomes
f5  p0
2q0
1   p0
0q0
3
 p0
0q0
1   p0
0q0
3
 p0
0( a4q0
2)
 0 (mod p0
1):33
Now, we will show both that fj is divisible by p0
0p0
1 p0
j 4 and that p0
j 6 divides
p0
n 5
fj 3
p0
0p0
j 8
+ q0
j 5 for all j  6; by using strong induction on j: Since both f4 and f5
are divisible by p0
0, from its denition by recursion, so is f6: Since p0
1 and p0
2 are relatively
prime, it remains to show that p0
1 and p0
2 divide
f6
p0
0: Consider
f6
a1
= p0
3(p0
2
f4
a1
+ q0
2   a5
f5
a1
)   p0
1q0
4
 p0
3(p0
2
f4
a1
+ q0
2) (3.12)
 p0
3(p0
0
f4
a1
+ q0
2)
 p0
3(f4 + q0
2)
 0 (mod p0
1):
If f4 = 0; we know that p0
1jq0
2 and hence (3.12) becomes
f6
a1
 p0
3(q0
2)
 0 (mod p0
1):
We claim that p0
0 divides p0
1f3 + q0
1: Consider
p0
1f3 + q0
1 = (a2a1 + 1)(a1f1   a1a2f2   a2) + a2
= a1(p0
1(f1   a2f2)   a2
2):
But a1 = p0
0: We have the claim. This implies
f5
a1
+ q0
3 = p0
2
p0
1f3 + q0
1
a1
  a4
a4f4
a1

 0 (mod p0
2): (3.13)34
Hence,
f6
a1
 p0
3(q0
2   a5
f5
a1
)   p0
1q0
4
 p0
3(q0
2 + a5q0
3)   p0
1q0
4
 q0
4(p0
3   p0
1)
 0 (mod p0
2):
By (3.13), we obtain that if f5 = 0; then p0
2 divides q0
3 and hence
f6
a1
 p0
3(q0
2)   p0
1q0
4
 p0
3q0
2   p0
1q0
2
 q0
2(p0
3   p0
1)
 0 (mod p0
2):
Now, suppose that fn is divisible by p0
0p0
1 p0
n 4 and that p0
n 6 divides
p0
n 5
fn 3
p0
 1p0
0p0
n 8 + q0
n 5 for all n < j: Accordingly, we set
hn =
fn
p0
0 p0
n 4
(3.14)
for all n < j: By Equation (3.9), it is not hard to see that p0
0 p0
j 6 divides fj: Since
p0
j 5 and p0
j 4 are relatively prime, it suces to show that p0
j 4 and p0
j 5 divide
fj
p0
1p0
0p0
j 6
:
Consider
fj
p0
0 p0
j 6
= p0
j 3(p0
j 4hj 2 + q0
j 4   aj 1p0
j 5hj 1)   p0
j 5q0
j 2 (3.15)
To show that p0
j 5 divides
fj
p0
0p0
j 6
; we have
fj
p0
0 p0
j 6
 p0
j 3(p0
j 4hj 2 + q0
j 4)
 p0
j 3(p0
j 6hj 2 + q0
j 4) (mod p0
j 5):35
Since p0
j 7 divides p0
j 6hj 4 + q0
j 6; we obtain
p0
j 6hj 2 + q0
j 4 =
1
p0
j 7

p0
j 5

p0
j 6hj 4 + q0
j 6   aj 3p0
j 7hj 3

  p0
j 7q0
j 4

+ q0
j 4
=

p0
j 5
p0
j 6hj 4 + q0
j 6
p0
j 7
  aj 3hj 3

  q0
j 4

+ q0
j 4
 0 (mod p0
j 5):
We then conclude that p0
j 5 divides
fj
p0
0p0
j 6
:
To show that p0
j 4 divides fj; we have
p0
j 5hj 3 + q0
j 5 =
1
p0
j 8

p0
j 6(p0
j 7hj 5 + q0
j 7   aj 4p0
j 8hj 4)   p0
j 8q0
j 5

+ q0
j 5
=

p0
j 6
p0
j 7hj 5 + q0
j 7
p0
j 8
  aj 4hj 4

  q0
j 5

+ q0
j 5
 0 (mod p0
j 6):
since p0
j 7hj 5 + q0
j 7 is divisible by p0
j 8: It follows that
p0
j 5hj 1   q0
j 3 =
1
p0
j 6

p0
j 4(p0
j 5hj 3 + q0
j 5   aj 2p0
j 6hj 2)   p0
j 6q0
j 3

+ q0
j 3
=

p0
j 4
p0
j 5hj 3 + q0
j 5
p0
j 6
  aj 2hj 2

  q0
j 3

+ q0
j 3
 0 (mod p0
j 4): (3.16)
By Equation (3.15),
fj
p0
 1p0
0 p0
j 6
 p0
j 3(q0
j 4   aj 1p0
j 5hj 1)   p0
j 5q0
j 2
 p0
j 3(q0
j 4 + aj 1q0
j 3)   p0
j 5q0
j 2
 q0
j 2(p0
j 3   p0
j 5)
 q0
j 2(aj 2p0
j 4)
 0 (mod p0
j 4):36
If hj 1 = 0; then by (3.16), we have p0
j 4jq0
j 3 and therefore
fj
p0
 1p0
0 p0
j 6
 p0
j 3q0
j 4   p0
j 5q0
j 2
 p0
j 5q0
j 4   p0
j 5q0
j 2
 p0
j 5(q0
j 4   q0
j 2)
 p0
j 5(aj 1q0
j 3)
 0 (mod p0
j 4):

3.2.2 The Polynomials fj Equivalent Formulation and Results
In this Subsection, we show that
deg(aj) + deg(aj   1)  deg(a1) + g + 1
for all j:
Lemma 3.2.2.1 We have
f1 =
q0
m 1
p0
m 2
(3.17)
f2 =
(p0
m 4)f1   q0
m 3
p0
m 3
(3.18)
f3 =
 1(a1f2 + 1)p0
m 5   q0
m 4
p0
m 4
(3.19)
fj =
cj(p0
j 3fj 1 + p0
 1p0
0 :::p0
j 5q0
j 3)p0
m (j+2)   p0
 1p0
0 :::p0
j 4q0
m (j+1)
p0
m (j+1)
: (3.20)
for all j = 4;:::;m; where cj =  if j is even, and otherwise, cj =  1: We include
p0
 1 = 1 in our formulas for simplicity.
Proof. By Lemma 3.1.0.2, we have y2 = (a0)2 +
q0
m 1
p0
m 2: Then
f1 =
q0
m 1
p0
m 2
2 k[x]:37
If f1 = 0; then f(x) = (a0)2 is a square of complex polynomial which contradicts to
the irreducibility of the curve C: Then f1 6= 0: Since q0
m 1 = 2a0q0
m 2 + q0
m 3 and
p0
m 2 =  1a1p0
m 2 + p0
m 3; we have
2a0 =
(a1p0
m 3 + p0
m 4)f1   q0
m 3
q0
m 2
:
But q0
m 2 = p0
m 3: Hence,
f2 =
(p0
m 4)f1   q0
m 3
p0
m 3
2 k[x] (3.21)
We rewrite the equation (3.21) as
p0
m 4f1 = f2p0
m 3 + q0
m 3
Since p0
m 3 = am 2p0
m 4 + p0
m 5 = a2p0
m 4 + p0
m 5 and q0
m 2 = p0
m 3; we have
q0
m 3 =
q0
m 2   q0
m 4
 1a1
=
p0
m 3   q0
m 4
a1
=
a2p0
m 4 + p0
m 5   q0
m 4
a1
:
It follows that
a1f1 = a1a2f2 + a2 +
 1(a1f2 + 1)p0
m 5   q0
m 4
p0
m 4
:
Therefore,
f3 =
 1(a1f2 + 1)p0
m 5   q0
m 4
p0
m 4
2 k[x]: (3.22)
We rewrite the equation (3.22) as
f3p0
m 4 =  1(a1f2 + 1)p0
m 5   q0
m 4:
But
qm 4 =
(a2a3 + 1)p0
m 5 + a2p0
m 6   a1q0
m 5
(a1a2 + 1)
:
It follows that
(a1a2 + 1)(a1f2 + 1   a3f3)   (a2a3 + 1) =
((a1a2 + 1)f3 + a2)p0
m 6   a1q0
m 5
p0
m 5
:38
Hence,
f4 =
((a1a2 + 1)f3 + a2)p0
m 6   a1q0
m 5
p0
m 5
(3.23)
=
(p0
2f3 + p0
 1q0
2)p0
m 6   p0
 1p0
0q0
m 5
p0
m 5
:
By induction whose main step is completely analogous to the above, we have
fj =
cj (p0
j 3fj 1 + p0
0 :::p0
j 5q0
j 3)p0
m (j+2)   p0
0 :::p0
j 4q0
m (j+1)
p0
m (j+1)
:
where j  m; and cj =
8
> > <
> > :
 if j is even;
 1 otherwise.

Theorem 3.2.2.1 For each j; 1 < j  m;
fj = 0 if and only if deg(a0) + deg(a1) = deg(aj 1) + deg(aj): (3.24)
Furthermore, if fj 6= 0; then deg(a0) + deg(a1) > deg(aj 1) + deg(aj); and
deg(fj) = deg(a0) + (j   3)deg(a1) + (j   4)deg(a2)
+  + deg(aj 3)   deg(aj 1)   deg(aj) =
(j   3)(j   2)
2
Proof. When j = 2; by Equation (3.18), we have
f2 =
(p0
m 4)f1   q0
m 3
p0
m 3
:
Suppose that f2 = 0: Since deg(f1) = deg(a0) deg(a1);p0
m 4 = am 3 a1+lower order terms;
and q0
m 3 = am 2 a2 + lower order terms; we have
deg((p0
m 4)f1) = deg(q0
m 3)
deg(am 3) +  + deg(a1) + deg(a0)   deg(a1) = deg(am 2) +  + deg(a2)
deg(a0) = deg(a2):39
If deg(a0) = deg(a2); then since deg(q0
m 3) < deg(p0
m 3); and deg((p0
m 4)f1) = deg(q0
m 3);
we conclude that f2 = 0; and m = 2: Similarly, if f2 6= 0; then
deg(f2) = deg(a0)   deg(a1)   deg(a2):
When j = 3; by Equation (3.19), we have
f3 =
 1(a1f2 + 1)p0
m 5   q0
m 4
p0
m 4
:
Suppose that f3 = 0: Since deg(f2) = deg(a0)   deg(a1)   deg(a2); p0
m 5 = am 4 a1 +
lower order terms; and q0
m 4 = am 3 a2 + lower order terms; we have
deg( 1(a1f2 + 1)p0
m 5) = deg(a1) + deg(a0)   deg(a1)   deg(a2) + deg(am 4) +  + deg(a1)
= dega0 + deg(a1) + deg(am 4) +  + deg(a3);
and hence
deg(a0) + deg(a1) = deg(a2) + deg(a3):
If deg(a0) + deg(a1) = deg(a2) + deg(a3); then since deg(q0
m 4) < deg(p0
m 4); and
deg( 1(a1f2 + 1)p0
m 5) = deg(q0
m 4); we conclude that f3 = 0: Similarly, if f3 6= 0; then
we obtain
deg(f3) = deg(a0)   deg(a2)   deg(a3) and deg(a0) + deg(a1) > deg(a2) + deg(a3):
When j = 4; by Equation (3.20), we have
f4 =
((a1a2 + 1)f3 + a2)p0
m 6   a1q0
m 5
p0
m 5
:
Suppose that f4 = 0: If f3 = 0; then deg(a0) + deg(a1) = deg(a2) + deg(a3);=a2p0
m 6 =
a1q0
m 5; and so
0 = deg(a2) + deg(p0
m 6)   deg(a1)   deg(q0
m 5)
= deg(a2)   deg(am 4)
= deg(a0) + deg(a1)   deg(a3)   deg(a4);40
since p0
m 6 = am 5 a1+lower order terms; and q0
m 5 = am 4 a2+lower order terms;
Suppose f3 6= 0: Then deg(f3) = deg(a0)   deg(a2)   deg(a3): we have
deg(((a1a2 + 1)f3 + a2)p0
m 6) = deg((a1a2 + 1)f3) + deg(p0
m 6)
= deg(a1) + deg(a2) + deg(a0)   deg(a2)   deg(a3)
+ deg(am 5) +  + deg(a1)
= dega0 + 2deg(a1) + deg(a2) + deg(am 5) +  + deg(a4);
and
deg(a1q0
m 5) = deg(a1) + deg(am 4) +  + deg(a2):
It follows that
deg(a0) + deg(a1) = deg(a3) + deg(a4):
If deg(a0) + deg(a1) = deg(a3) + deg(a4); then since deg(q0
m 4) < deg(p0
m 4); and
deg(((a1a2 + 1)f3 + a2)p0
m 6) = deg(a1q0
m 5); we conclude that f4 = 0: Similarly, if
f4 6= 0; then we obtain
deg(f4) = deg(a0)+deg(a1) deg(a3) deg(a4) and deg(a0)+deg(a1) > deg(a3)+deg(a4):
Suppose that the statement (3.24) holds when j = r   1; and if fr 1 6= 0; then
deg(fr 1) = deg(a0) + (r   4)deg(a1) + (r   5)deg(a2)
+  + deg(ar 4)   deg(ar 2)   deg(ar 1)
and
deg(a0) + deg(a1)  deg(ar 2) + deg(ar 1);
and the equality holds if and only if fr 1 = 0:
Now, suppose that fr = 0: By Equation (3.20), we have
cr(p0
r 3fr 1 + p0
0 :::p0
r 5q0
r 3)p0
m (r+2) = p0
0 :::p0
r 4q0
m (r+1) (3.25)41
We see that
deg(p0
r 3fr 1) = deg(p0
r 3) + deg(fr 1)
= deg(ar 2) +  + deg(a1) + deg(a0) + (r   4)deg(a1)
+ (r   3)deg(a2) +  + deg(ar 4)   deg(ar 2)   deg(ar 1)
= deg(a0) + (r   3)deg(a1) +  + 2deg(ar 4) + deg(ar 3)
  deg(ar 1);
and
deg(p0
0 :::p0
r 5q0
r 3) = deg(p0
0) + deg(p0
1) +  + deg(p0
r 5) + deg(qr 3)
= deg(a1) + deg(a2) + deg(a1) +  + deg(ar 4) +  + deg(a1)
+ deg(ar 2) +  + deg(a2)
= deg(ar 2) + (r   4)deg(a1) + (r   4)deg(a2) +  + deg(ar 3):
But deg(a0) + deg(a1)   deg(ar 1)  deg(ar 2): It follows that
deg(p0
r 3fr 1)  deg(p0
0 :::p0
r 5q0
r 3);
and the equality holds if and only if fr 1 = 0: Similarly,
deg(p0
m (r+2))   deg(q0
m (r+1)) = deg(a1)   deg(am r);
and
deg(p0
0 :::p0
r 4) = (r   3)deg(a1) + (r   4)deg(a2) +  + deg(ar+3)
Hence,
deg(a0) + deg(a1) = deg(ar 1) + deg(ar):
Now, suppose that deg(a0)+deg(a1) = deg(ar 1)+deg(ar): We know deg(q0
m (r+1)) <
deg(p0
m (r+1)): This implies
cr(p0
r 3fr 1 + p0
0 :::p0
r 5q0
r 3)p0
m (r+2) = p0
0 :::p0
r 4q0
m (r+1):42
It follows that fr = 0: By the same argument, if fr 6= 0; then
deg(fr) = deg(a0) + (r   3)deg(a1) + (r   4)deg(a2)
+  + deg(ar 3)   deg(ar 1)   deg(ar)
and
deg(a0) + deg(a1) > deg(ar 1) + deg(ar):

When m is the quasi-period length, both am = 2a0; and am 1 =  1a1: Hence,
the following corollary is immediate from Theorem 3.2.2.1.
Corollary 3.2.2.1 If m is a quasi-period length of the continued fraction expansion of y;
then fm = 0:
Remark 3.2.2.1 The converse of Corollary 3.2.2.1 holds when genus g = 1 but does
not hold in general. We show this with a counterexample, using a curve found by Franck
Lepr evost [21]. (He computed the order of the divisor at innity without using continued
fractions.)
Example 3.2.2.1: Vanishing of fj with j < m: Let C be a hyperelliptic curve over
k = Q given by
y2 = 4x6   4x5 + x4   8x3 + 20x2   16x + 4:
Note that one could easily give a version of this example in the form y2 = f(x) where
f(x) is monic. This curve has the order of divisor at innity 29 and the continued fraction
of y has a quasi-period length 22: The following are partial quotients of this continued43
fraction:
a0 = 2x3   x2   2 a1 =
1
4
x +
1
8
a2 = 8x + 8
a3 =  
1
8
x2 +
1
16
x a4 =  8x2   4x   4 a5 =
1
4
x +
1
4
a6 = 4x   2 a7 =  
1
4
x a8 =  4x   2
a9 =
1
2
x  
1
2
a10 = x +
3
2
a11 =  2x2
a12 = x +
3
2
a13 =
1
2
x  
1
2
a14 =  4x   2
a15 =  
1
4
x a16 = 4x   2 a17 =
1
4
x +
1
4
a18 =  8x2   4x   4 a19 =  
1
8
x2 +
1
16
x a20 = 8x + 8
a21 =
1
4
x +
1
8
a22 = 2(2x3   x2   2)
Here, genus g = 2; and since
4 = 2 + 2 = deg(aj 1) + deg(aj) = deg(a0) + deg(a1) = 3 + 1 = 4;
we have j = 4: Applying Theorem 3.2.2.1, we have f4 = 0: Notice that b22
4 c   1 = 4: 
3.2.3 The Polynomials hj
We return to the hj in the equation (3.14). In this Subsection, we improve our
bound on degrees of consecutive partial quotients.
Denition 3.2.3.1 Let C be a hyperelliptic curve dened by y2 = f(x) where f(x) is a
monic polynomial in k[x] and deg(f(x)) = 2g+2: Suppose that y has a periodic continued
fraction expansion of nite quasi-period length m. Set h1 = f1; and h2 = f2: Dene hj as
follows:
hj =
fj
p0
 1p0
0p0
1 :::p0
j 4
=
cj

aj 2hj 1 +
p0
j 5hj 1+q0
j 3
p0
j 4

p0
m (j+2)   q0
m (j+1)
p0
m (j+1)
(3.26)44
for j = 3;:::;m; where cj =  if j is even, and otherwise, cj =  1: Then each hj is a
polynomial in k[x]; due to Proposition 3.2.1.1.
Lemma 3.2.3.1 We have
deg(h1) = deg(a0)   deg(a1);
deg(h2) = deg(a0)   deg(a1)   deg(a2)
deg(hj) = deg(a0)   deg(aj 1)   deg(aj);
for all j = 3;:::;m   1 whenever hj 6= 0; and
deg(aj) + deg(aj 1) = deg(a1) + g + 1 if and only if hj = 0:
Furthermore, hm = 0; and hm j+1 = hj; for all j = 2;:::;m   1:
Proof. One shows the palindromic property hm j+1 = hj; for all j = 2;:::;m   1 by
using both hm = 0 and the relationship of hj to hj 1 given in Equation (3.26). We
note that hm 2 is related to hm 3 as h3 is to h2 and that such a relationship holds for
(hm+1 j;hm j) to (h2+j;h1+j) for values of j until we nd an equality at the midpoint
(depending on parity). The rest of this Lemma follows from Theorem 3.2.2.1 and its
Corollary. 
Remark 3.2.3.1 This Lemma gives very interesting bounds on the degree of partial quo-
tients:
deg(aj) + deg(aj)  g + 1 (3.27)
whenever hj 6= 0: We use this in order to construct a hyperelliptic curve over k of given g
and N and improve the upper bound on N:
Example 3.2.3.2: Impossible sequence of partial quotients Is it possible to have a
periodic continued fraction expansion [xg+1;xg;xg;:::]?45
Solution. Here, a0 = xg+1 and a1 = xg: We see that a1 divides a0: In fact
h2 = 2a0   a1 h1:
We obtain that a1 divides h2: But
deg(h2) = 0   1   2  0:
So h2 = 0: Therefore, the answer is yes, only for [xg+1;xg;2xg+1 ]: 
Corollary 3.2.3.1 to Lemma 3.2.3.1 Let C be a hyperelliptic curve with genus g dened
by y2 = f(x) where f(x) is a monic polynomial in k[x] and deg(f(x)) = 2g + 2: Suppose
the quasi-period length of the continued fraction of y is m > 1 and the degree of the second
partial quotient a1 is g: Then the sequence fhjg of polynomials in k[x] satises
lc(h1) =
2
lc(a1)
; lc(hj) =
2
lc(aj 1)lc(aj)
for all j = 2;:::;m   1; and hm = 0:
Although Example 3.2.2.1 shows that hj can vanish for j < m; we can show that
such vanishing is isolated in the sequence fhj : j = 1;:::;mg:
(After this dissertation was defended, we noticed that the proof of the following
result is awed. Furthermore, if n = m = 2(j 1) one always has hj 1 = 0 implies hj = 0:
We still conjecture with great optimism that the proposition holds when j < m
2 :)
Proposition 3.2.3.1 There are no consecutive zero polynomials in the sequence fhj : j =
1;:::;mg.
Proof. Since C is a hyperelliptic curve, h1 does not vanish. When m = 1; we obtain
f1 6= 0: When m = 2; we have h1 6= 0 and h2 = 0 since h1 = f1 6= 0 and h2 = f2 = 0 if
and only if m = 2; When m = 3; we obtain h1 6= 0;h2 6= 0; and h3 = 0 since h1 = f1 6= 0
and h2 = f2 = 0 if and only if m = 2:46
Assume that m  4;h3 = 0 and h4 = 0: By denition of fhjg; we have
p0
m 5 = q0
m 4 (3.28)
a2
a1
p0
m 6 = q0
m 5 (3.29)
Also, by Theorem 3.2.2.1,
deg(a0) + deg(a1) = deg(a2) + deg(a3)
deg(a0) + deg(a1) = deg(a3) + deg(a4):
It follows that deg(a2) = deg(a4): By Equation (3.28) and Equation (3.29), we have
a4p0
m 6 + p0
m 7 = a3q0
m 5 + q0
m 6

a4   a3
a2
a1

p0
m 6 = q0
m 6   p0
m 7:
But deg(p0
m 6) > deg(q0
m 6) and deg(p0
m 6) > deg(p0
m 7): This implies
a4 = a3
a2
a1
;
and so
deg(a4) = deg(a3) + deg(a2)   deg(a1) = deg(a0):
Also, deg(a2) = deg(a4) = deg(a0): But m  4; hence deg(a2) < deg(a0): This gives a
contradiction.
Now, suppose that 2 < m  j hj 1 = 0 and hj = 0: By denition of fhjg; we have
cq0
j 4
p0
j 5
p0
m (j+1) = q0
m j (3.30)
c 1q0
j 3
p0
j 4
p0
m (j+2) = q0
m (j+1) (3.31)
Also, by Theorem 3.2.2.1,
deg(a0) + deg(a1) = deg(aj 2) + deg(aj 1)
deg(a0) + deg(a1) = deg(aj 1) + deg(aj);47
and hence deg(aj 2) = deg(aj): By Equation (3.30) and Equation (3.31), we have
cjq0
j 4
p0
j 5
(aj p0
m (j+2) + p0
m (j+3)) = am (j 1)q0
m (j+1) + q0
m (j+2)
cjq0
j 4
p0
j 5
aj  
c 1
j q0
j 3
p0
j 4
aj 1

p0
m (j+2) = q0
m (j+2)  
cjq0
j 4
p0
j 5
p0
m (j+2):
But deg(LHS) > deg(RHS): This implies
deg
cjq0
j 4
p0
j 5
aj

= deg
c 1
j q0
j 3
p0
j 4
aj 1

deg(aj 3) + deg(aj) = deg(aj 2) + deg(aj 1)
deg(aj 3) + deg(aj) = deg(a0) + deg(a1):
But deg(aj) = deg(aj 2): We then conclude that hj 2 = 0: By the same argument, we
can show that hn = 0 for all n  j  m; which contradict to f2 6= 0 if m 6= 2: 
3.2.4 Upper Bound on N in terms of Genus and Quasi-Period Length
We have bounds on degrees of consecutive partial quotients both when hj 6= 0 and
when hj = 0; since also hj = 0 implies hj 1hj+1 6= 0; a case-by-case analysis gives our
improved upper bound on N:
Theorem 3.2.4.1 Let m be a quasi-period of the continued fraction of y for the hyperel-
liptic curve C over a eld k: Suppose r is the smallest number such that hr = 0: Then
ord(D1) 
8
> > > > > > <
> > > > > > :
m
2

+ 1

g +
m+1
2

if r = m;

m
2 +
m
4

g + m
2  
m
4

if r < m and m is even,
m
2

+
m
4

+ 1

g +
m
2

 
m
4

if r < m; and m is odd:
Proof. If m = 1; then
N = ord(D1) = g + 1 =
jm
2
k
+ 1

g +

m + 1
2

:48
Let j denote deg(aj) for all j = 0;:::;m and N = ord(D1): By Theorem 2.4.0.4, we
have
N = g + 1 + 2
b m
2 c X
j=1
j; (3.32)
if m is odd, and otherwise,
N = g + 1 +  m
2 + 2
m
2  1 X
j=1
j: (3.33)
If m = 2; then
N = deg(a0) + deg(a1)  2g + 1:
Since h2 = 0 if and only if m = 2; suppose m > 2: If s < m
2 satises hs = 0; then
s + s+1  g + 1
since hs+1 6= 0; this follows from Proposition 3.2.3.1.
Now, suppose that hj = 0 for all j = j1;:::;js and js is less than or equal to bm
2 c:
Since j 1+j  g+1 for all j = 2;:::;m except j = j1;:::;js; and j 1+j = g+1+1
for all j = j1;:::;js; we have
1 + 2
b m
2 c 1 X
j=2
j + b m
2 c 
jm
2
k
  1

g + 1

+ 1 (3.34)
Case 1: m is even. By Equation (3.33) and Equation (3.34), we obtain
N = g + 1 +  m
2 + 2
m
2  1 X
j=1
j

m
2
(g + 1) + (s + 1)1:
If s = 0; then we conclude that
N 
m
2
+ 1

g +
m
2
=
jm
2
k
+ 1

g +

m + 1
2

:
If s 6= 0; then we conclude that
N 
m
2
+
lm
4
m
g +
m
2
 
lm
4
m49
since 1  g   1; and s 
m
4

  1:
Case 2: m is odd. By Equation (3.33) and Equation (3.34), we obtain
N = g + 1 + 2
b m
2 c X
j=1
j

jm
2
k
(g + 1) + (s + 1)1 + b m
2 c:
If s = 0; then we conclude that
N 
jm
2
k
+ 1

g +

m + 1
2

since 1 +  m
2  g + 1: If s 6= 0; then we conclude that
N 
jm
2
k
+
lm
4
m
+ 1

g +
jm
2
k
 
lm
4
m
since s 
m
4

  1;b m
2 c  g; and 1  g   1: 
3.2.5 Application when g = 1
We show that the coecients of a0 and a1 act as parameters when g = 1:
Corollary 3.2.5.1 to Lemma 3.2.3.1 Let C be an elliptic curve dened by y2 = f(x)
where f(x) is a monic polynomial in k[x] and deg(f(x)) = 4: Suppose the quasi-period
length of the continued fraction of y is m > 1: Then the sequence fhjg of polynomials in
k[x] such that
lc(h1) =
2
lc(a1)
6= 0; hj =
2
lc(aj 1)lc(aj)
6= 0
for all j = 2;:::;m   1; and hm = 0:
Corollary 3.2.5.2 to Lemma 3.2.3.1 Let C be an elliptic curve dened by y2 = f(x)
where f(x) is a monic polynomial in k[x] and deg(f(x)) = 4: Suppose the period length
of the continued fraction of y is n > 1: Then for each j  2; aj can be expressed in the
variables of the coecients of a0 and a1; where
y = [a0;a1;a2;:::;an 1;2a0 ]:50
Proof: Let m be the quasi-period length of the continued fraction y: If m = 2; then
y = [a0;a1;2a0 ]; so we're done. If m = 3; then
y = [a0;a1;a1;2a0 ] or y = [a0;a1; 1a1;2a0; 1a1;a1;2a0 ];
so we're done.
Assume m > 3: Let a0 = x2 + x + ; and aj = ljx + kj where  6= 0; lj 6=
0;;;lj;kj 2 C for all j = 1;:::;m   1: By the denition of the sequence fj, we have
2a0 = a1f1+2; and a1f1 = a2(a1f2 + 1) + f3;
so a1 divides a2 + f3 in k[x]. But deg(a1) = 1 = deg(a2): This gives
f3 = sa1   a2; where s =
l2
l1
:
It follows that
f1 = a2f2 + s =
2a0a2 + s
a1a2 + 1
(3.35)
and
f2 =
2a0   sa1
a1a2 + 1
=
2
l1l2
: (3.36)
Now, we will show that f1;f2 and a2 can be expressed in the variables of coecients
of a0 and a1: Since deg(f2) = 0; and by the equation (3.35) we see that f2 = 2
l1l2; and so
2
l1l2
(k1l2 + k2l1) = 2   l2 (3.37)
2
l1l2
(k1k2 + 1) = 2  
l2k1
l1
(3.38)
If k1 = 0; then by the equations (3.37) and (3.38), we obtain
l2 =
1
l1
; and k2 =
l2
2
(2   l2) =

l1
 
1
22l2
1
;
and we also nd that
f1 =
2
l1
x +
2
l1
and f2 =
2
l1l2
= 2:51
Suppose k1 6= 0: By the equation (3.38), we have
k2 =
2l1l2   k1l2
2   2
2k1
:
By equation (3.37), we have
l2 =
l1
k2
1   l1k1 + l2
1
;
so we also nd that
f1 =
2
l1
x +
2
l1
 
2k1
l2
1
;f2 =
2
l2
1
(k2
1   l1k1 + l2
1);
and
k2 =
4l1k2
1 + 2l3
1   2l2
1k1   22l2
1k1   2k3
1   l2
1
2(k2
1   l1k1 + l2
1)2 :
If m = 4; and y = [a0;a1;a2;a1;2a0 ]; and f4 = 0; so we are done.
Suppose m > 4: We will show that f4 and a3 can be expressed in the variables of
the coecients of a0 and a1: By the denition of the sequence fj, we have
(a1a2 + 1)(a1f2 + 1) = a3(a1a2 + 1)f3 + (a3a2 + 1) + f4;
f4 6= 0; and deg(f4) = 1: Since a1 divides f4; we have f4 = ra1 where r = 2a0   sa1  
sa1a2a3   sa3 + a2
2a3 + a2 is a constant. But deg(a1) = deg(a2) = deg(a3) = 1: We then
have
(a2a3 + 1) + f4
a1a2 + 1
=
l3
l1
=
2
f3l1l2
;
and hence
2
l2
x +
2k1 + 1
l1l2
= l3(sk1   k2)x + (sk1   k2)k3 +
l3
l1
:
It follows that
l3 =
2
(sk1   k2)l2
=
2
f3l2
=
2
(k1l2   k2l1)s
;
and
k3 =
1
f3
 2
l1l2
k1 + 1  
l3
l1

=
(2k1 + l1l2)f3   2
f2
3l1l2
:52
Suppose m > 5: We will show that f5 and a4 can be expressed in the variables of
the coecients of a0 and a1: By the denition of the sequence fj; we have
p0
1f3 + q0
1 = a4f4 +
p0
0q0
3 + f5
p0
2
;
f5 6= 0; and deg(f5) = 3: But deg(
p0
0q0
3+f5
p0
2 ) = 1: It follows that
l4 =
l2f3
r
; and k4 =
1
lc(f4)

k2f3 +
l2
l1
 
l4
l1

;
and hence f5 and a4 can be expressed in the variables of the coecients of a0 and a1:
Suppose j < m: Assume that a2;:::;aj 1; and f1;:::;fj can be expressed in the
variables of the coecients of a0 and a1: By the denition of the sequence fj; we have
p0
j 3fj 1 + p0
0 p0
j 5q0
j 3 = ajfj +
p0
0 p0
j 4q0
j 1 + fj+1
pj 2
(3.39)
From the fact that deg(p0
0 p0
j 3) = deg(fj+1) and deg(q0
j 1) = deg(p0
j 3) + 1; we have
deg(
p0
0 p0
j 4q0
j 1 + fj+1
pj 2
) = deg(fj):
It follows that
lj =
l1l2 lj 2lc(fj 1)
lc(fj)
;
and
kj =
l1c + l1lc(p0
0 p0
j 5q0
j 3)   ljlc(p0
0 p0
j 4)
l1lc(fj)
where c is the coecient xdeg(fj) of pj 3fj 1: By the assumption, aj can be express in the
variables of coecients of a0 and a1; and so, by the equation (3.39), is fj+1: 
3.2.6 Application: Order N in Convergent Sequences
McMullen [24] showed that the order of the divisor at innity does not increase at
the limit of a converging sequence of hyperelliptic curves over C (with bounded order of
these divisors). Here we show that when g = 1; the order is preserved. We rst note that
when g = 2 (at least) the period length can change.53
Denition 3.2.6.1 A sequence dj(x;y) is said to be converge to d(x;y) in C[x;y] if the
coecients of the dj(x;y) converge to those of d(x;y) in the standard topology of C:
Example 3.2.6.3: Example of changing period length. Let Cj be the hyperelliptic
curve of genus 2 over C dened by
y2 = dj(x) = x6 +
 j
2
 
2
j

x4 +
 2
j
16
 
3
2
+
1
2
j

x2 +
1
j
where
j =
j
j + 1
;
and let C be the hyperelliptic curve of genus 2 over C dened by
y2 = d(x) = x6  
3
2
x4  
7
16
x2 + 1
We clearly see that y2   dj(x)  ! y2   d(x) as j  ! 1:
We will show that the continued fraction of y for the curve Cj has period 6 with
j =
j
j+1 but the continued fraction of y for the curve C has period 3: Compute the
continued fraction of y for Cj:
dj(x) = x6 +
 j
2
 
2
j

x4 +
 2
j
16
 
3
2
+
1
2
j

x2 +
1
j
=
 
x
 
x2 +
j
4
 
1
j
2   x2 +
1
j
;54
so
a0(j) = x
 
x2 +
j
4
 
1
j

= P1(j) Q1(j) =  x2 +
1
j
y1(j) =
y + P1(j)
Q1(j)
a1(j) = by1(j)c =  2x
P2(j) = a1(j)Q1(j)   P1(j) Q2(j) =
dj(x)   P2
2(j)
Q1(j)
= x
 
x2  
j
4
 
1
j

=  jx2 + 1
y2(j) =
y + P2(k)
Q2(k)
a2(j) = by2(k)c =
 2
j
x
P3(j) = a2(j)Q2(j)   P2(j) Q3(j) =
dj(x)   P2
3(j)
Q2(j)
= x
 
x2 +
j
4
 
1
j

=
1
j
y2(j) =
y + P3(j)
Q3(j)
a3(j) = by3(j)c =
1
2
x
 
x2 +
j
4
 
1
j

= 2ja0(j)
This means the continued fraction of y for Cj has a period 6 with j =
j
j+1:
Now, we compute the continued fraction of y for C as follows: Since
d(x) = x6  
3
2
x4  
7
16
x2 + 1 =
 
x
 
x2  
3
4
2   x2 + 1;
we have
a0 = x
 
x2  
3
4

= P1 Q1 =  x2 + 1
y1 =
y + P1
Q1
a1 = by1c =  2x
P2 =a1Q1   P1 = x3  
5
4
x Q2 =
d(x)   P2
2
Q1
=  x2 + 1
y2 =
y + P2
Q2
a2 = by2c =  2x
P3 =a2Q2   P2 = x
 
x2 +
3
4

= P1 Q3 =
d(x)   P2
3
Q2
= 1
y2 =
y + P3
Q3
a3 = by3c = 2x3  
3
2
x = 2a0:55
This implies the continued fraction of y for C has a period 3: Hence, we conclude the order
of the divisor at innity D1(j) on the curve Cj is
ord(D1(j)) = deg(a0(j)a1(j)a2(j)) = 3 + 1 + 1 = 5;
and the order of the divisor at innity D1 on the curve C is
ord(D1) = deg(a0a1a2) = 3 + 1 + 1 = 5:

Theorem 3.2.6.1 Let k be a subeld of C: Let Cj;C be elliptic curves given by
y2 = dj(x) and y2 = d(x);
respectively, where dj(x);d(x) 2 k[x] such that deg(dj(x)) = 4 = deg(d(x)): Suppose that
y2   dj(x)  ! y2   d(x)
as j ! 1 and for each j;ord(D1(j)) = N < 1 where D1(j);D1 are the divisors at
innity for Cj;C; respectively. Then the order of D1 is nite and equals N:
Proof. Since ord(D1(j)) = N < 1; there are complex polynomials bj and cj such that
deg(bk) = N and
b2
j   dj(x)c2
j = 1:
It follows that ord(D1) is nite and hence a period-length of the continued fraction of y
for the curve C is also nite.
Now, write
y = [a0;j;a1;j;a2;j;:::] and y = [a0;a1;a2;:::]
are the continued fractions for the curves Cj;C; respectively. Since or each j;ord(D1(j)) =
N;deg(ai;j) = 1 for all i = 1;:::;mj   1 and ord(D1(j)) =
Pmj 1
j=0 (deg(ai(j))); we have
mk = N   156
By Denition 3.2.3.1, we have sequences hi;j;hi in C[x] satisfy the properties in the deni-
tion. Also, hm;j = 0 for all j: Suppose m is a quasi-period length of the continued fraction
of y for the curve C: In order to show that ord(D1) = N; it suces to show that, for each
j = 1;:::;m   1;hj;k converges to hj; and hj 6= 0 for all j = 1;:::;m   1;hm = 0; and
m = N   1:
By Lemma 3.1.0.2, we have
dj(x) = a2
0;j + h1;j
Since y2   dj(x) converges to y2   dj as j goes to 1; and d(x) = a0 + h1; we obtain
fa0;jg;fh1;jg converge to a0;h1; respectively. By Corollary 3.2.5.1,
2lc(a0;j) = lc(a1;j)lc(h1;j):
It follows that neither lc(a1;j) nor lc(f1;j) cannot tend to zero as j goes to 1: This implies
h1 6= 0:
Since h2;j = 2a0;j  a1;jh1;j;h2 = 2a0 a1h1; and both fa0;jg;fh1;jg converge a0;h1;
respectively, we have both fa1;kg and fh2;kg converge to a1 and h2; respectively. By
Corollary 3.2.5.1,
2lc(a0;j) = lc(a1;j)lc(a2;j)h2;j
and h2;j = 0 if and only if m = 2 = N   1: It follows that h2 = 0 if and only if N = 3:
Suppose m > 2: Since a1;jf1;j = a2;j(a1;jh2;j + 1) + f3;j; a1f1 = a2(a1h2 + 1) + f3;
and all fa0;jg;fa1;jg;fh1;jg and fh2;jg converge, we have both a2;j and f3;j converge to a2
and f3; respectively. This implies fh3;jg also converges to h3: Similarly, by using Corollary
3.2.5.1, we conclude that h3 = 0 if and only if N = 4:57
Suppose m > 3: Suppose that ffi;jg converges to fi for all i = 0;1;2;:::;l 1 < n 1
and fai;jg converges to ai for all j = 0;1;:::;l   1: Consider
p0
l 3;j(p0
l 4;jfl 2;j + p0
 1;j p0
l 6;jq0
l 4;j) = al 1;jp0
l 3;jfl 1;j + p0
 1;j p0
l 5;jq0
l 2;j + fl;j;
(3.40)
and
p0
l 3(p0
l 4fl 2 + p0
 1p0
0 p0
l 6q0
l 4) = al 1p0
l 3fl 1 + p0
 1p0
0 p0
l 5q0
l 2 + fl: (3.41)
By the induction hypothesis, it is not hard to see that the left hand side of Equation
(3.40) converges to the left hand side of Equation (3.41) in k[x]: It follows that the right
hand side of Equation (3.40) must converge to the right of equation (3.41) in k[x]: Since
q0
l 2;j = al 1;jq0
l 3;j + q0
l 4;j;q0
l 2 = al 1q0
l 3 + q0
l 4; and by the induction hypothesis, we
obtain
( lim
j!1
al 1;j   al 1)(p0
l 3fl 1 + p0
 1p0
0 p0
l 5q0
l 3) = lim
j!1
fl;j   fl:
Since
fl =
(p0
l 3fl 1 + p0
0 :::p0
l 5q0
l 3)p0
m (l+2)   p0
0 :::p0
j 4q0
m (l+1)
p0
m (l+1)
where m is the period length of the continued fraction of y for the curve C; we have
deg(fl) < deg(p0
l 3fl 1):
Also,
deg(p0
l 3fl 1) > deg(p0
 1p0
0 p0
l 5q0
l 3):
Hence, we conclude that fal 1;jg converges to al 1 and ffl;jg converges to fl as k ! 1:
This implies fhl;jg converges to hl as k ! 1: By Corollary 3.2.5.1,
2lc(a0;j) = lc(a1;j)lc(al;j)hl;j
and hl;j = 0 if and only if l = N   1: 58
3.3. New Innite Families with ord(D1) = 11
In this section, we will give new examples of innitely many hyperelliptic curves
with genus g > 1 over k = Q with divisors at innity of order N = 11. Since N  g + 1;
there are no divisors at innity of order 11 when genus g > 11: In order to nd such
examples, we use Theorem 2.4.0.4, Lemma 3.1.0.2 and remark 3.2.3.1, in the form of the
following conditions (3.42):
1: g + 1 + deg(a1) = deg(ai 1) + deg(ai) if and only if hi = 0;
2: deg(ai 1) + deg(ai)  g + 1 if and only if hi 6= 0;
3: hihi+1 6= 0 if hi = 0: (3.42)
Note that g + 1 appears in the above becuase deg(a0) = g + 1: From now on, we denote
by i the degree of the partial quotient ai for all i: The following method comes from
Lemma 3.1.0.2 and works not only for N = 11 but also in general.
Denition 3.3.0.2 Our Naive Method is the following. Given the eld k, genus g and
desired order N,
 choose m (satisfying the three conditions (3.42))
 choose a partition (satisfying the three conditions (3.42))
N = g + 1 +
m 1 X
j=1
i ;
with each 1  i  g,
 Assign a skew value variable  = 2 f 1g.
 Assign variable coecients:
{ f1(x) =
Pg+1 1
j=0 bixi,59
{ a0(x) = xg+1 + c0;gxg +  + c0;1x + c0;0 , and
{ ai(x) =
Pi
i=0 ci;jxj for each 1  i 
m
2

: (Note that the ci;di 6= 0.)
 Solve the equation f1 = q0
m 1=(p0
m 2) in the form
p0
m 2f1   q0
m 3 = 2a0q0
m 2
for bi;ci;j 2 k.
3.3.1 Genus 2
Flynn [11], [12] gave a one-dimensional family of curves with g = 2 and N = 11.
Much more recently, Bernard et al [4] found 18 additional individual curves with (g;N) =
(2;11). (They state that they have found 19, but their table of results lists one curve
twice). They explicitly state that they sought new innite families of such curves. We
exhibit a new innite family of this type. Flynn's family is given in terms of t 2 Q by
Ft : y2 = ft(x), where
ft(x) = x6 + 2x5 + (2t + 3)x4 + 2x3 + (t2 + 1)x2 + 2t(1   t)x + t2: (3.43)
Computing the continued fraction expansion of y for the Flynn family, one nds
that each continued fraction expansion has a quasi-period length m = 7 and period length
n = 14 with the partition
(0;1;2;3;4;5;6) = (3;2;1;1;1;1;2):
Similarly computation reveals that all eighteen curves found by Bernard et al [4] have a
quasi-period length m = 9 and period length n = 18:
The partions of N = 11 when g = 2 for which 0 = g + 1 and 1    g for60
1  i  m   1; are
The quasi-period length m = 5 : (3;2;2;2;2) (3.44)
The quasi-period length m = 6 : (3;1;2;2;2;1) (3.45)
The quasi-period length m = 6 : (3;2;1;2;1;2) (3.46)
The quasi-period length m = 7 : (3;1;2;1;1;2;1) (3.47)
The quasi-period length m = 7 : (3;2;1;1;1;1;2) (3.48)
The quasi-period length m = 8 : (3;1;1;1;2;1;1;1) (3.49)
The quasi-period length m = 9 : (3;1;1;1;1;1;1;1;1) (3.50)
Report of Results
The three conditions (3.42) further restrict the partitions. The partition in (3.44)
is impossible since 1 = 2 = g and 1 + 2 = 4 > 3 = g + 1:
By using our Naive Method, we found that:
1. The partition in (3.45) and (3.46) are not realized over Q since the corresponding
solutions must have that either the leading coecient of a2 or the leading coecient of a3
is equal to zero.
2. There exist at least four families when m = 7: One of the four is the Flynn family,
up to a change of variables.
3. We found an innite family over Q with the partition (3.49).
4. The partition in (3.50) gave the new family K2(t) dened by K2(t) : y2 = gt(x),61
where
gt(x) = x6   2x5  
t5 + 12t4   11t3   8t2 + 20t   6
(t   1)2(t3   2t2 + 2)
x4 +
4(t4 + 5t3 + 2t2   2t + 2)
(t   1)(t3   2t2 + 2)
x3
 
88t7 + 65t6   220t5 + 40t4 + 116t3   96t2 + 48t   12
(t   1)4(t3   2t2 + 2)2 x2
 
2(1 + t)(t4 + 3t3   14t2 + 10t   2)(t5 + 4t4 + 5t3   4t2   2)
(t   1)4(t3   2t2 + 2)2 x
+
(1 + t)(t12 + 5t11   11t10   39t9 + 32t8 + 118t7   30t6   196t5)
(t3   2t2 + 2)3(t   1)4
+
(1 + t)(228t4   132t3 + 32t2   8t + 8)
(t3   2t2 + 2)3(t   1)4 : (3.51)
The partial quotients of this continued fraction expansion of y are the following:
a0 = x3   x2  
4t4   3t3   4t2 + t5   2 + 8t
(t3   2t2 + 2)(t   1)2 x +
(1 + c)(3t3   6t2   2 + t4 + 2t)
(t3   2t2 + 2)(t   1)2 ;
a1 =  
(t3   2t2 + 2)2(t   1)
32(1 + t)t3 ((t   1)x + t + 1);
a2 =
8t
(t3   2t2 + 2)(t   1)2((t   1)x   1   t);
a3 = t2a1; a4 =
8
(t3   2t2 + 2)(t   1)2(x   1); and
 =  
(t   1)6(t3   2t2 + 2)3
256t3 :
Isomorphism Classication
By computing the Igusa invariants, see our [9], one nds that all four familes with
m = 7 give isomorphic curves. The family K2(t) is distinct from Flynn's family (3.43),
that is for all t;u; K2(u) is not isomorphic over Q to Ft; see our [9]. The family K2(t) of
genus 2 curves shares no isomorphism class with any of the curves of Flynn's family, Ft,
given by (3.43). This is veried by computation involving the Igusa invariants, which will
be discussed in detail in our [9]. (We have yet to compute the Igusa invariants for the
innite family with partition (3.49).)62
3.3.2 Genus Greater than 2
For each even g > 2 and integer r;0  r  g; Flynn [12] gives a 1-parameter family
of hyperelliptic curves of genus g with a divisor of exact order N = g2 + 3g + 1   r :
T : Y 2 + t(X   1)Y = ( (X))2   t(Xg+2 + Xr+1)
where  (X) =
Pg r+1
i=1 Xr+1 = Xg+2 Xr 1
X 1 : If g > 2; then these are not divisors of order
N = 11; because there is no positive integer r such that 0  r  g; and r = g2 + 3g   10:
Now, we nd families of hyperelliptic curves with genus g and N = 11 for all g = 3;:::;10:
When g = 3 g = 3 g = 3 the shortest possible partition in order to have the order of the divisor
at innity equal to 11 is
The quasi-period length m = 6 : (4;2;1;1;1;2);
by using the same argument as in the case of genus 2: By applying our Naive Method, we
found a family of hyperelliptic curves K3(t) given by
y2 =
1
4t2
h
2x3 + (t2 + t)x2   2tx + 2
ih
2t2x5 + (6t4 + 5t3 + 4t)x4
+ (6t6 + 10t5 + 4t4 + 6t3 + 10t2 + 2)x3 + (4t6 + 5t + 8t3 + 10t4 + t5 + 5t7 + 2t8)x2
+ (2t4   2t7 + 4t2 + 2t + 4t5)x + 2 + 2t6 + 5t3
i
:
Each continued fraction expansion of y for the curves K3(t) is
y = [a0;a1;a2;a3;a2;a1;2a0 ]
where
a0 = x4 + (2t2 +
3
2
t +
1
t
)x3 + (t4 +
3
2
t3 +
1
2
t2 +
3
2
x2  
1
2
t(2t2   1)x + (1 +
1
t
)(t2   t + 1);
a1 =
2
t
(x2 + (t2 + t)x   t); a2 =
t
2
x; and a3 =
4
t2(tx + t3 + t2 + 1):
Here; 0 = 4; 1 = 2; and 2 = 1 = 3:63
When g = 4 g = 4 g = 4; the shortest possible partition in order to have the order of the divisor
at innity equal to 11 is
The quasi-period length m = 4 : (4;3;1;3);
by using the same argument as in the case of genus 2: However in this case, we choose
the partition (4;1;2;2;1): When we use the Naive Method, in both partitions, we need to
nd a0;a1; and a2; the latter partition is more eective because 1 + 2 are less than the
former partition. We found the family of hyperelliptic curves K4(t) given by
y2 =
1
t4(t   1)2
h
(t4(t   1)2)x10 + (4(t   1)2t3)x9 + (2t2(t   1)(t3 + 3t   3))x8
+ (4t(t   1)(t2 + 1)(t2 + t   1))x7 + (t2   2t + 8t5   10t4 + 3t6 + 1)x6
+ (2t2(2   6t + 3t4 + t3 + 2t2))x5 + (2t( 2t + 1 + t4   2t3 + 5t5))x4
+ (2t3( 1 + 3t3   5t + 6t2))x3 + (t2(t2 + t + 1)(9t2   7t + 1))x2
+ (2t4(3t + 3t2   1))x + 5t6
i
:
Each continued fraction expansion of y for the curves K4(t) is
y = [a0;a1;a2;a2; 1a1;2a0; 1a1;a2;a2;a1;2a0 ]
where  = 1
4(1   1
t)2;
a0 = x5 +
2
t
x4 +
t3 + t   1
t2(t   1)
x3 +
2t
t   1
x2 +
t + t2   1
t(t   1)
x +
t
t   1
;
a1 =
1
2
(1  
1
t
)x; and a2 =
2
1   1
t
(x2 +
1
t
x):
Here; 0 = 5; 1 = 1; and 2 = 2:
When g = 5 g = 5 g = 5; the shortest possible partition in order to have the order of the divisor
at innity equal to 11 is
The quasi-period length m = 4 : (6;1;3;3;1);64
by using the same argument as in the case of genus 2: By applying our Naive Method, we
found the family of hyperelliptic curves K5(t) are given by
y2 =
1
4
h
(x3 + (2   t)x2   x + 1)(4x9 + ( 4t + 12)x8 + 5x7
+ ( 4t2 + 9t + 6)x6   (t + 7)(t   3)x5 + ( t3 + 2t2   6t + 21)x4
+ ( 3t2 + 6t + 3)x3   (3t + 4)(t   3)x2   (6t   15)x + 5)
i
:
Each continued fraction of y for the curves K5(t) is
y = [a0;a1;a2;a1;2a0 ]
where
a0 = x6   (t  
5
2
)x5   (
1
2
t2   t   1)x3   (t  
5
2
)x2  
1
2
(t   3)x  
1
2
;
a1 = x; and a2 = 2x3 + x2 + tx + 1:
Here; 0 = 6; 1 = 1; and 2 = 3:
When g = 6 g = 6 g = 6; the shortest possible partition in order to have the divisor at innity
of order 11 is
The quasi-period length m = 3 : (7;2;2);
by using the same argument as in the case of genus 2: By applying our Naive Method, we
found the family of hyperelliptic curves K6(t) are given by
y2 = x14 + 4(t + 1)x13 + 2(3t + 5)(t + 1)x12 + 2(2t3 + 12t2 + 18t + 11)x11
+ (t4 + 16t3 + 48t2 + 72t + 37)x10 + (4t4 + 28t3 + 84t2 + 108t + 59)x9
+ (6t4 + 40t3 + 110t2 + 147t + 79)x8 + (6t4 + 44t3 + 119t2 + 174t + 92)x7
+ (5t4 + 33t3 + 120t2 + 161t + 103)x6 + (2t4 + 26t3 + 78t2 + 155t + 89)x5
+ (t4 + 9t3 + 61t2 + 92t +
349
4
)x4 +
1
2
(5t + 4)(2t2 + 6t + 25)x3
+ (
45
4
t2 + 22t +
85
2
)x2 + (
29
2
t + 12)x +
37
4
:65
Each continued fraction expansion of y for the curves K6(t) is
y = [a0;a1;a1;2a0 ]
where
a0 = x7 + 2(t + 1)x6 + (t + 3)(t + 1)x5 + (2t2 + 4t + 5)x4 + (t2 + 6t + 4)x3
+ (t2 + 2t +
13
2
)x2 + (
5
2
t + 2)x +
5
2
; and
a1 = x2 + tx + 1:
Here; 0 = 7 and 1 = 2:
When g = 7 g = 7 g = 7; the shortest possible partition in order to have the divisor at innity
of order 11 is
The quasi-period length m = 4 : (8;1;1;1);
by using the same argument as in the case of genus 2: By applying our Naive Method, we
found the family of hyperelliptic curves K7(t) are given by
y2 =
1
4
h
(2x7 + 4x4 + 2x3 + x2   tx + 1)(2x9 + 4tx8 + (2t2 + 8)x7
+ 4(2t + 1)x6 + 2(4t + 5)x5 + (4t2 + 4t + 17)x4 + (t + 8)(2t + 1)x3
  (t2   8t   21)x2   (t3   2t   8)x   3t2 + 8)
i
:
where t is a rational number. Each continued fraction of y for the curves K7(t) is
y = [a0;a1;a2;a1;2a0 ]
where
a0 = x8 + tx7 + 2x6 + 2x5 + (2t + 1)x4 + (t +
9
2
)x3 + 2x2  
1
2
(t2   3)x  
1
2
t;
a1 = x; and a2 = x + t:
Here; 0 = 8; 1 = 1; and 2 = 1:66
When g = 8 g = 8 g = 8; the shortest possible partition in order to have the order of the divisor
at innity equal to 11 is
The quasi-period length m = 2 : (9;2);
by using the same argument as in the case of genus 2: By applying our Naive Method, we
found the family of hyperelliptic curves K8(t) are given by
y2 = x(x11   tx10   t7x4 + t8x3 + 2)(x6 + tx5 + t2x4 + t3x3 + t4x2 + t5x + t6):
Each continued fraction of y for the curves K8(t) is
y = [a0;a1;2a0 ]
where
a0 = x2(x7   t7); and a1 = x(x   t):
Here; 0 = 9 and 1 = 2:
When g = 9 g = 9 g = 9; we have 0 = 10; then the shortest possible partition is (9;2) and
m = 2: Using Theorem 3.1.1.1, we have that the family of hyperelliptic curves K9(t) are
given by
y2 = (x9   t)(x11   tx2 + 1):
Here; in the notation of Theorem 3.1.1.1
h(x) = x9   t; g(x) = x11   tx2 + 1; a0 = x10   tx;
and a1 = 2x:
When g = 10 g = 10 g = 10; due to Corollary 3.1.0.1, we have hyperelliptic curves with genus 10
and N = 11 dened by
y2 = (h(x))2 + 1
where h(x) is a monic polynomial over Q and h(x)2 + 1 is no repeated roots over C:67
4. CONCLUSIONS AND FUTURE DIRECTIONS
4.1. Conclusions
We have shown that continued fractions over function elds can be used to give new
examples of hyperelliptic curves over Q with low order of divisor at innity. In particular:
1. For small N in terms of genus g; we determine all divisors at innity on hyperel-
liptic curves with N = ord(D1) = g + 2; and similarly for N = 2g + 1 under the further
condition that y =
p
f(x) has (period) continued fraction of period length 2.
2. We improved the known bound on N in terms of genus and quasi-period length:
N 
8
> > > > > > <
> > > > > > :
m
2

+ 1

g +
m+1
2

if r = m;

m
2 +
m
4

g + m
2  
m
4

if r < m and m is even,
m
2

+
m
4

+ 1

g +
m
2

 
m
4

if r < m; and m is odd:
3. We give new families of hyperelliptic curves over Q with a divisor of order 11.
4. Key to the above is our introduction of the sequence of hj; in particular we found
for each 0 < j < m;
 j 1 + j = g + 1 + 1 if and only if hj = 0;
 j 1 + j  g + 1 otherwise;
 and the rst of these cannot occur for consecutive valves of the index j:68
4.2. Future directions
The following are some directions for future research.
1. The original problem of this research was inspired by McMullen's Theorem 3.4
[?]: If fCkg is a sequence of hyperelliptic curves of genus g with divisors at innity of
order less than or equal to N converging to an irreducible hyperelliptic curve C in C[x;y];
then the order of the divisor for C is also less than or equal to N: This raises the question:
When every element is of xed order N; is the limit also of order N?
In Section 3:2, we showed that if fCkg is a sequence of hyperelliptic curves of genus
g = 1 with divisors at innity of order N converging to a hyperelliptic curve C in C[x;y];
then the order of the divisor for C is also N. We hope to answer this question in general
or give a counterexample.
2. If we know how many zero polynomials are in the sequence hj;j = 1;:::;m,
we believe that we could improve our bound for the order of the divisor at innity for a
hyperelliptic curve. We would like to nd more properties of the sequence hj:
3. Related to the future direction (2), examples seem to hint of a correlation between
the number of j < m with hj = 0 and the degree of a1: We would like to determine if
there is indeed such a relationship.
4. We ask if there is a simple proof using our hj of the nonexistence of rational
points of order 11 on an elliptic curve dened over Q:
5. In Section 3:3; we notice that in genus 2, the quasi-period length of our new
family and Flynn's family are dierent. We would like to know whether two hyperelliptic
curves having dierent quasi-period length of the continued fraction expansion of y can
be isomorphic.
6. It would be interesting to use our continued fraction techniques to obtain explicit69
examples where N is at least quadratic in g:70
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