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Abstract
We consider the optimal configuration of a square array group testing algorithm (denoted A2) to
minimize the expected number of tests per specimen. For prevalence greater than 0.2498,
individual testing is shown to be more efficient than A2. For prevalence less than 0.2498, closed
form lower and upper bounds on the optimal group sizes for A2 are given. Arrays of dimension 2
× 2, 3 × 3, and 4 × 4 are shown to never be optimal. The results are illustrated by considering the
design of a specimen pooling algorithm for detection of recent HIV infections in Malawi.
1 Introduction
In a study of a population of specimens, it is often of interest to identify all specimens that
are positive (i.e., exhibit a particular characteristic). If only a small percentage of specimens
are positive, pooling specimens together and testing them as a group can considerably
increase efficiency. This method, known as group testing, was first introduced by Dorfman
(1943) to screen U.S. soldiers for syphilis. It has subsequently been used as a method for
reducing the costs of screening specimens in many other settings. Dorfman’s algorithm
entails two stages. In the first stage, specimens are pooled from several individuals and the
pool is tested. If the pool is negative, all specimens in that pool are declared negative.
However if the pool tests positive, a second stage of testing is performed where all
specimens are tested individually to determine which specimens are positive. Myriad
generalizations of Dorfman’s algorithm have been proposed. One simple extension entails
multi-stage hierarchical algorithms (Finucan 1964; Johnson et al. 1991; Litvak et al. 1994),
wherein positive pools are repeatedly divided into smaller, non-overlapping subpools until
eventually all positive specimens are individually tested.
Recently, array-based specimen pooling algorithms have been proposed as an alternative to
hierarchical group testing. These algorithms are more complex than hierarchical algorithms
in the sense that different pools may contain overlapping specimens. Array-based algorithms
have been employed in genetics (Barillot, Lacroix, and Cohen, 1991; Amemiya et al., 1992;
Bruno et al., 1995) and can be as or more efficient than hierarchical algorithms in certain
settings (Berger et al. 2000; Kim et al. 2007; Kim and Hudgens 2009). In this paper we
consider a square array algorithm studied by Phatarfod and Sudbury (1994), which we
denote A2. In the first stage of A2, n2 specimens are placed on an n × n matrix where n is
some positive integer. Pools are made from all specimens in the same row or in the same
column. These 2n pools (n row pools and n column pools) are then tested. Assuming no test
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error, all positive specimens will lie at the intersection of a positive row pool and a positive
column pool. Therefore, in the second stage, all specimens at the intersection of a positive
row and a positive column are tested individually.
Several researchers have derived the optimal pool size for Dorfman’s two-stage pooling
algorithm to minimize the expected number of tests per specimen (Feller 1957; Wilks 1962;
Samuels 1978; Turner et al. 1988). Finucan (1964) and Wu and Zhao (1994) considered the
optimal number of stages and the optimal pool size at each stage for multistage hierarchical
pooling algorithms. To date, no analogous work has been conducted on the optimal
configuration of array-based algorithms. In this paper we study the optimal pool sizes for
A2. In Section 2 we present our main results. In Section 3 we illustrate the results by
considering the design of pooling algorithms to detect recent HIV infections in Malawi.
Proofs of the results in Section 2 are given in Section 4.
2 Optimal configuration of A2
Assume there is no test error and the n2 specimens are independent and identically
distributed with probability p ∈ (0, 1) of being positive; we refer to p as the prevalence.
Under these assumptions, Phatarfod and Sudbury (1994) showed the expected number of
tests per specimen of A2 equals
(1)
where q ≡ 1 − p. The problem studied in this paper is to find the positive integer n that
minimizes f(q, n) for given real number q ∈ (0, 1). The solution entails finding q* and n*
such that:
1. If 0 < q < q*, then f(q, n) > 1 for all integers n > 1, indicating individual testing is
more efficient than A2.
2. If 1 > q > q*, then A2 is more efficient than individual testing and f(q, n) has a
global minimum at the positive integer n* for fixed q.
The solution to this problem is given by Theorems 1 – 3 below.
Theorem 1
q* ∈ (0.7502100 ± 10−7).
Theorem 2
For fixed q ∈ (q*, 1), a lower bound for n* is given by ⌊μ(q)⌋ where μ(q) is the smallest
positive real root of the cubic equation
(2)
Theorem 3
For fixed q ∈ (0.97, 1), an upper bound for n* is given by ⌈ρ(q)⌉ where ρ(q) is the smallest
positive real root of the quartic equation
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where a4(q) ≡ (4/q − 1)(1 − q)2 log(q), a3(q) ≡ (5 − q − 6/q)(1 − q) log(q) and a2(q) = 2(1/q
− 1) log(q). For fixed q ∈ (q*, 0.97], an upper bound for n* is given by ⌈ρ(.98)⌉ = 18.
Table 1 shows μ(q), n*, and ρ(q) for given values of p = 1 − q. Values for n* in Table 1 were
determined by a finite search over the integers ⌊μ(q)⌋ to ⌈ρ(q)⌉. From this table, we
conjecture (without proof) that n* = ⌊ρ(q)⌋ for p ≤ 0.01. The results in Table 1 agree with
those in Table 1 of Phatarfod and Sudbury (1994), except n* = 476 (475 in Phatarfod and
Sudbury) for p = 0.0001 and n* = 751 (750 in Phatarfod and Sudbury) for p = 0.00005.
Table 2 gives n* for p ∈ [0.03, p*) where p* ≡ 1 − q*. In accordance with Theorem 3, values
of n* in Table 2 were determined by a finite search over the integers ⌊μ(q)⌋ to ⌈ρ(.98)⌉ = 18.
Interestingly, Table 2 suggests that n* is never equal to 2, 3, or 4. In fact, in Section 4 we
prove that 2 × 2, 3 × 3, and 4 × 4 arrays are never optimal (see Lemmas 2, 7, and 14). In
particular, 2 × 2 arrays are less efficient than individual testing, 3 × 3 arrays are less efficient
than 4 × 4 arrays, and 4 × 4 arrays are less efficient than 5 × 5 arrays when q ≥ q* and less
efficient than individual testing when q < q*.
3 Application
To illustrate the results from Section 2, we consider a setting similar to that described by
Pilcher et al. (2004) who employed specimen pooling to detect recent (or “acute”) HIV
infections in Malawi. They found 4.5% of men attending sexually transmitted disease clinics
had acute HIV infections. By Table 2, the optimal pool size for A2 when p = 0.045 is n* =
10. Evaluation of (1) at (q, n) = (0.955, 10) yields 0.355. In contrast, pools of size 5 are
optimal for Dorfman’s algorithm when p = 0.045 (Samuels 1978). For this configuration the
expected number of tests per specimen for Dorfman’s algorithm equals 0.406, i.e., A2 is
more efficient in this setting.
In practice, the test used to determine whether a pool of specimens is positive may produce
incorrect results. For example, false negative results may arise due to dilution effects
(Hwang 1976; Wein and Zenios 1996) or blocking (Xie et al. 2001). Similarly, the test may
produce false positive responses, e.g., due to contamination (Farach et al. 1997; Westreich et
al. 2008). Closed form expressions for the expected number of tests per specimen of two-
dimensional array-based pooling algorithms under varying assumptions about test error have
been derived by Phatarfod and Sudbury (1994), Xie et al. (2001), and Kim et al. (2007).
These expressions are substantially more complicated than (1) such that extending the
results of Section 2 to allow for test error is intractable. However, numerical studies can be
conducted to evaluate the effect of test error on the optimal configuration of A2.
For instance, suppose the test used to detect acute HIV can yield false negative and false
positive results. Assume (i) the probability of a false negative test is independent of pool
size and the number of positive specimens within a pool; (ii) the probability of a false
positive test is independent of pool size; (iii) if a row pool tests positive and no column
pools test positive, all specimens in the positive row are tested individually; and (iv) if a
column pool tests positive and no row pools test positive, all specimens in the positive
column are tested individually. Under these additional assumptions (i)–(iv), the expected
number of tests per specimen of A2 is given by equation (13) of Kim et al. (2007). For given
false negative and false positive probabilities, the expected number of tests per specimen can
be evaluated over a range of feasible pool sizes and the optimal configuration determined.
For instance, Figure 1 shows the optimal pool size n* for A2 when p = 0.045 for different
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false negative and false positive probabilities under the constraint n ≤ 1000. In this setting
test error has negligible effect on n*, indicating the results from Section 2 can be used to
reliably approximate the optimal configurations of A2 in the presence of test error.
4 Proofs
4.1 Lower and Upper Bounds for q*
In this section, we derive lower and upper bounds of q*. These bounds are then used in
Section 4.2 to determine q*. The problem of interest is to find smallest q ∈ (0, 1), denoted
q*, where A2 is more efficient than individual testing. That is, we want to find the minimum
value of q ∈ (0, 1), such that g(q, n) < 0 for some integer n ≥ 2, where
Lemma 1—For given integer n ≥ 3, there exists a unique q ∈ (0, 1) such that g(q, n) = 0.
Proof: The lemma follows by noting that g(0, n) = 2/n > 0, g(1, n) = 2/n − 1 < 0, and ∂g(q,
n)/∂q = qn−1[(2n − 1)qn−1 − 2n] < 0 for n ≥ 3.
Lemma 2—n = 2 is never optimal, i.e., n* ≠ 2 for all q ∈ (0, 1).
Proof: The lemma follows by noting that g(1, 2) = 0 and ∂g(q, 2)/∂q < 0 for q ∈ (0, 1). In
other words, f(q, 2) > 1 for all q ∈ (0, 1), i.e., a 2 × 2 square array is never more efficient
than individual testing.
Lemma 3—For a given integer n ≥ 3,  is a lower bound to the
solution of g(q, n) = 0.
Proof: Let h1(q, n) ≡ 2/n − 2qn + q2n. Note for q ∈ (0, 1) that g(q, n) > h1(q, n) since q2n−1
> q2n. Also, similar to Lemma 1, one can show there exists a unique q ∈ (0, 1) such that
h1(q, n) = 0, given n ≥ 3. Therefore q ∈ (0, 1) such that h1(q, n) = 0 will be a lower bound to
the solution of g(q, n) = 0. The proof is completed by noting, via application of the quadratic
formula, that qL(n) is the root of h1(q, n) = 0 on (0, 1).
Lemma 4—{qL(n): n = 3, 4, ···} has a minimum value at qL(4).
Proof: By direct evaluation, qL(3) > qL(4) < qL(5) < qL(6), i.e., qL(4) is a local minimum.
Below we show qL(4) is the global minimum by showing ∂qL(n)/∂n > 0 for n ≥ 6. Let l(n) ≡
log qL(n) and  such that
Then ∂l(n)/∂n > 0 if and only if
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Below we show (4) holds for n ≥ 6. First, we use the fact that  for x > 0.5828
(see equation 4.1.35 of Abramowitz and Stegun (1972)). For n ≥ 6,  and
thus −n log[1 − a(n)] > 3a(n)n/2. Therefore it is sufficient to show
(5)
Noting that , equation (5) is equivalent to
(6)
which holds since 3 − 6/n ≥ 2 and  for n ≥ 6. Thus, for n ≥ 6, ∂l(n)/∂n > 0,
implying ∂qL(n)/∂n = qL(n)∂l(n)/∂n > 0 since qL(n) is always greater than 0. Therefore,
min{qL(n): n = 3, 4, ···} = qL(4).
Lemma 5—For a given n,  is an upper bound to the solution
of g(q, n) = 0.
Proof: By Lemmas 3 and 4, a lower bound of q* is .
Therefore, an upper bound of q* must be between 0.7357 and 1. We know q2n−1 < 2q2n for
0.7357 < q < 1, since q2n−1(1 − 2q) < 0 for 0.5 < q < 1. Therefore g(q, n) < h2(q, n) for h2(q,
n) ≡ 2/n − 2qn + 2q2n and 0.7357 < q < 1. By inspection of h2(q, n) and ∂h2(q, n)/∂q, h2(q,
n) = 0 has one or two roots on (0, 1). By application of the quadratic formula one can show
qU (n) is the smallest such root.
Lemma 6—{qU (n): n = 3, 4, ···} has a minimum value at qU (6)
Proof: The proof parallels the proof of Lemma 4.
Remark—Let  and
. From Lemma 3 – 6 it follows that qL < q* < qU.
Figure 2 depicts g(q, n) for q = qL, q = qU, and q = q*, with the value of q* based on the
results in the section below.
4.2 Derivation of q*
In this section, we determine q* by studying the difference between the expected number of
tests per specimen for two successive group sizes. First, we define
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for n ≥ 2. A utility of Δ(q, n) is to compare the efficiencies (the expected numbers of tests
per specimen) at n + 1 and n for a given q. If we can determine n such that Δ(q, n − 1) < 0
and Δ(q, n) > 0, then we know n is a local minimum of f(q, n). Differentiating Δ(q, n) with
respect to q yields
(8)
where e(q, n) ≡ 2n − 2(n+1)q − (2n − 1)qn−1+(2n+1)qn+1. Thus solutions to ∂Δ(q, n)/∂q = 0
for q ∈ (0, 1) must be solutions to e(q, n) = 0.
Lemma 7—n = 3 is never optimal, i.e., n* ≠ 3 for all q ∈ (0, 1).
Proof: If n = 3, then e(q, 3) = 0 implies
(9)
which has two real solutions, q = 1 and q ≈ 0.6409 (by cubic formula). Furthermore, e(q, 3)
is positive for q ∈ (0, 0.6409) and negative for q ∈ (0.6409, 1). Therefore, Δ(q, 3) has a
maximum at q = 0.6409 for 0 < q < 1. Since Δ(0.6409, 3) < 0, it follows that f(q, 4) < f(q, 3)
for all q ∈ (0, 1). That is, 4 × 4 square arrays are always more efficient than 3 × 3 arrays.
Remark: Figures 3 and 4 show Δ(q, n) for 0 < q < 1 and different values of n. That n = 2 and
n = 3 are never optimal can be seen in Figure 3.
Lemma 8—Δ(n/(n + 2), n) > 0 for n ≥ 5.
Proof: The proof follows using known exponential inequalities (details available from the
first author).
Lemma 9—For fixed integer n, Δ(q, n) is unimodal, the roots r1(n) and r2(n) of Δ(q, n) = 0
exist if n ≥ 4 and these two roots satisfy r1(n) < qmax,n < r2(n), where qmax,n is the value of q
that maximizes Δ(q, n) for given n.
Proof: From equation (8) it follows that ∂Δ(q, n)/∂q = 0 has one solution at q = 0 and the
other solutions must satisfy e(q, n) = 0. Now e(q, n) = 0 has one root at q = 1. We also know
e(0, n) = 2n and
(10)
In particular, e′(1, n) = 2(2n − 1) > 0. Thus e(q, n) is positive at q = 0, equals zero at q = 1
and is increasing at q = 1, implying there exists at least one q ∈ (0, 1) such that e(q, n) = 0.
Below, we show that there is exactly one such q. First, note that
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Thus e(q, n) is strictly concave for q < c and strictly convex for q > c where
Coupled with e(0, n) > 0 and e(1, n) = 0, this implies e(q, n) = 0 has at most one solution for
q ∈ (0, 1). Thus, for fixed n, Δ(q, n) is unimodal. Now we know Δ(0, n) < 0 and Δ(1, n) < 0.
Note by direct evaluation that Δ(.7, 4) > 0, implying the lemma holds for n = 4. From
Lemma 8 we know Δ(n/(n + 2), n) > 0 for n ≥ 5, implying the lemma holds for n ≥ 5.
Lemma 10—r2(n) is increasing for n ≥ 4.
Proof: If Δ(q, n) = 0, then 2qn(1 − q) = q2n−1(1 − q2) + 2/[n(n + 1)] and
(12)
From the last line of the proof of Lemma 9, it follows that n/(n + 2) < r2(n) for n ≥ 4.
Therefore, Δ(r2(n), n + 1) > 0, which implies r2(n) is increasing for n ≥ 4.
Lemma 11—r1(n) is increasing for n ≥ 5.
Proof: The proof is similar to but more tedious than the proof of Lemma 10 and is available
from the first author.
Remark: In the lemma below, for a fixed q, we say f(q, n) is a decreasing function of n if
Δ(q, n) < 0, i.e., f(q, n) > f(q, n + 1). Likewise, we say f(q, n) is an increasing function of n if
Δ(q, n) > 0.
Lemma 12—For a given q, let u be the smallest integer n ≥ 4 for which r2(n) > q, and v be
the smallest integer n ≥ 4 for which r1(n) > q. (A) If q > r2(4), then f (q, n) is decreasing for
4 ≤ n ≤ u, increasing for u ≤ n ≤ v, and decreasing for n ≥ v. (B) If r1(4) < q < r2(4), then
f(q, n) is increasing for 4 ≤ n ≤ v, and decreasing for n ≥ v. (C) r1(5) < q < r1(4), then f(q, n)
is decreasing for n = 4, increasing for n = 5 and decreasing for n ≥ 6. (D) If q < r1(5), then f
(q, n) is decreasing for n ≥ 4.
Proof: The proof follows directly from Lemma 10 and Lemma 11 as follows. (A) If r2(4) <
q, then r2(4) < q < r2(u) ≤ r1(v) or r2(4) < q < r1(v) ≤ r2(u) by definition of u and v.
Therefore, Δ(q, n) < 0 for 4 ≤ n ≤ u and Δ(q, n) > 0 for u ≤ n ≤ v and Δ(q, n) < 0 for n ≥ v.
(B) If r1(4) < q < r2(4), then r1(4) < q < r1(v) ≤ r2(4) or r1(4) < q < r2(4) ≤ r1(v) by
definition of u and v. Therefore, Δ(q, n) > 0 for 4 ≤ n ≤ v and Δ(q, n) < 0 for n ≥ v. (C) If
r1(5) < q < r1(4), then Δ(q, n) < 0 for n = 4, Δ(q, n) > 0 for n = 5 and Δ(q, n) < 0 for n ≥ 6.
(D) If q < r1(5), then Δ(q, n) < 0 for n ≥ 4.
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Lemma 13—r2(4) < qL < q* < qU < r2(5).
Proof: By Lemma 3 – Lemma 6, we know qL < q* < qU. By direct calculation Δ(qL, 4) < 0
and Δ(qU, 5) > 0, implying r2(4) < qL and qU < r2(5).
Lemma 14—n = 4 is never optimal, i.e., n* ≠ 4 for all q ∈ (0, 1).
Proof: By Lemma 13, Δ(q, 4) < 0 for all q ≥ q*, implying 5 × 5 square arrays are more
efficient than 4 × 4. If q < q*, then individual testing is more efficient than A2 for any
configuration. Therefore, 4 × 4 square arrays are never optimal.
Lemma 15—Table 3 holds.
Proof: Table 3 follows immediately from Lemma 12 and Lemma 13.
Proof of Theorem 1: Assume n ≥ 2 is fixed. Note g(q, n) = 0 if and only if G(q) = q where
Note G maps [0, 1] into itself since G(0) = (1/n)1/n, G(1) = (2/n)1/n and G′(q) ≡ ∂G(q)/∂q =
21/n(n − 1)qn−2[n(2 − qn−1)]−(n+1)/n > 0 for q ∈ (0, 1). Also, |G′(q)| ≤ K< 1 for q ∈ [0, 1]
where K ≡ 21/n(n − 1)n−(n+1)/n. Thus G is a contraction mapping on [0, 1] with contraction
constant K. Therefore, we can use the fixed point theorem of contractions to find q such that
G(q) = q (e.g., see Theorem 23.5 of Bartle (1976)). In particular, if q0 ≡ 0, q1 ≡ G(q0), q2 ≡
G(q1), … then q∞ ≡ limm → ∞ qm = G(q∞). Furthermore, one can show
(13)
allowing us to estimate the accuracy of any approximation to the fixed point q∞. For
example, suppose we want M such that |qm − q∞| ≤ 10−7 for all m ≥ M. By (13), this can be
achieved by choosing M ≥ log[10−7n1/n(1 − K)]/log K. By Table 3 and Lemma 14, n* = 5
when q = q*. For n = 5, K ≈ 0.6660 and M ≈ 41.57. Since q42 = 0.7502100, it follows that q*
= q∞ ∈ (0.7502100 ± 10−7).
4.3 Lower and Upper Bounds for n*
In this section, we derive bounds for the array size n* that minimizes the expected number of
tests per specimen for a given q > q*. In general, our goal is to find n* such that
(14)
From Table 3, f(q*, 5) = 1. Since f(q, n) is a decreasing function of q for fixed n > 1, f(q, 5) <
1 for q > q*. Therefore, f(q, n*) < 1 for q > q*. Also, by Table 3 we know f(q, n) decreases
from n = 2 to n = n*, then increases to n = v and decreases thereafter. Since f(q, n*) < 1 and
limn → ∞ f (q, n) = 1, it follows that n* from Table 3 is the solution of (14), i.e., n* is the
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global minimum of f(q, n) if we treat f(q, n) as a function of the positive integers. Instead, if
we consider f(q, n) ≡ 2/n + 1 − 2qn + q2n−1 to be a function of the positive real numbers and
solve
(15)
then n* and v will be close to the two positive solutions to (15). In particular, if ñ is the
smallest positive real solution to (15), then n* = ⌊ñ⌋ or n* = ⌈ñ⌉, where ⌈ñ⌉ denotes the
smallest integer ≥ ñ. However, there does not appear to be a closed form for ñ. Therefore, in
the proofs of Theorems 2 and 3 below we use approximations of f′(q, n) to get lower and
upper bounds for n*.
Proof of Theorem 2—From Newton’s generalized binomial theorem, qn ≈ 1−np,
suggesting f′(q, n) can be approximated by
(16)
Let μ(q) be the smallest positive real solution to , which can be determined by
applying the cubic formula to (2). One can show that (i) there are no positive solutions to f′
(q, n) = 0 less than 1, (ii) there are no positive solutions to  less than 1, and
(iii)  for n ≥ 1 (details available from the first author). Together, (i),
(ii), and (iii) imply ⌊μ(q)⌋ ≤ n*.
Proof of Theorem 3—Again by Newton’s generalized binomial theorem, qn ≈ 1 − np +
[n(n − 1)/2]p2, suggesting f′(q, n) can be approximated by
The remainder of the proof is similar to that of Theorem 2, in that one can show there are no
positive solutions to f′(q, n) = 0 or  less than 2, and  for
n ≥ 2 (details available from the first author). Thus, n* ≤ ⌈ρ(q)⌉ where ρ(q) be the smallest
positive real solution to , which can be determined by applying the quartic
formula to (3). For p > 0.029, numerical evaluation of the positive conditions of Jury and
Mansour (1981) indicate that all roots of (3) are complex; in this case an upper bound of n*
is given by ⌈ρ(.98)⌉ since  for all q < .98.
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Optimal pool size n* for A2 when p = 0.045 as a function of the false negative and false
positive probabilities.
Hudgens and Kim Page 11














g(q, n) as a function of n for q = qL (∇), q = q* (○), and q = qU (⊕).
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Δ(q, n) for q ∈ (0, 1) and n = 2, 3, 4, 5, 6.
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Δ(q, n) for q ∈ (0.6, 1) and n = 5, 6, 7, 8, 9.
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Table 1
Optimal array size n* of A2 for given prevalence p. According to Theorems 2 and 3, n* is bounded between
⌊μ(q)⌋ and ⌈ρ(q)⌉.
p μ(q) n* ρ(q)
0.02 13.868 16 17.663
0.01 21.847 25 25.536
0.005 34.508 38 38.572
0.001 100.318 106 106.241
0.0005 159.061 166 166.239
0.0001 464.485 476 476.075
0.00005 737.134 751 751.508
0.00001 2154.76 2178 2178.75
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Table 2












< 0.0300 ⌊μ(q) ≤ ⌋ ≤ n* ≤ ⌈ρ(q)⌉
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Table 3
The behavior of f(q, n) and optimal pool size n* for a given q.
q f(q, n) n*
q* < q ↑ to 2, then ↓ to n*, then ↑ to v†, then ↓ to f(q, n) = 1 ≥ 5
r2(4) < q < q* ↑ to 2, then ↓ to 5, then ↑ to v, then ↓ to f(q, n) = 1 1
r1(4) < q < r2(4) ↑ to 2, then ↓ to 4, then ↑ to v, then ↓ to f(q, n) = 1 1
r1(5) < q < r1(4) ↑ to 2, then ↓ to 5, then ↑ to v, then ↓ to f(q, n) = 1 1
q < r1(5) ↑ to 2, then ↓ to f(q, n) = 1 1
†
v is the smallest n ≥ 4 for which r1(n) > q
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