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In a recent paper, Geyer, Klimchitskaya, and Mostepanenko [Phys. Rev. A 67, 062102 (2003)]
proposed the final solution of the problem of temperature correction to the Casimir force between
real metals. The basic idea was that one cannot use the dielectric permittivity in the frequency region
where a real current may arise leading to Joule heating of the metal. Instead, the surface impedance
approach is proposed as a solution of all contradictions. The purpose of this comment is to show
that (i) the main idea contradicts to the fluctuation dissipation theorem, (ii) the proposed method
to calculate the force gives wrong value of the temperature correction since the contribution of low
frequency fluctuations is calculated with the impedance which is not applicable at low frequencies.
In the impedance approach the right result for the reflection coefficients in the n = 0 term of the
Lifshitz formula is given.
The problem of temperature dependence of the
Casimir force between real metals gave rise to a vivid dis-
cussion in the literature [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11] (see
[11] for more extensive reference list). Direct application
of the Lifshitz formula [12] to calculate the force between
two metallic plates showed [1] that the transverse elec-
tric mode does not contribute to the force in the zero
frequency limit. The reflection coefficients in this limit
was found to be independent on the metal properties:
r2‖ (0, q) = 1, r
2
⊥ (0, q) = 0, (1)
where q is the wave vector along the plates and the
indexes ‖ and ⊥ stand for parallel (transverse mag-
netic) and perpendicular (transverse electric) polariza-
tions. The problem is that for the ideal metal both po-
larizations contribute equally, r2‖ = r
2
⊥ = 1, and there is
no continuous transition between real and ideal metals.
Difference in the reflection coefficients provides difference
in the temperature corrections to the Casimir force. For
the ideal metal this correction is negligible at small sep-
arations between bodies but for real metals with coeffi-
cients (1) it becomes large and disagrees with the torsion
pendulum experiment [13].
Different research groups took part in the discussion
of the problem but after a few years still there is no a
satisfactory solution. It can be a signal that we do not
understand something important in good old electrody-
namics and it makes the problem even more interesting.
In the commented paper [11] B. Geyer, G. Klimcht-
skaya, and V. Mostepanenko claim that they have found
the final solution of the problem. Before going into de-
tails let us present the structure of the Lifshitz formula
that will be used in the discussion. The Casimir free en-
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ergy per unit area for two metallic semispaces separated
by the distance a is
F =
kT
2pi
∞∑
n=0
′
∞∫
ζn/c
[
ln
(
1− r2‖ (ζn, q) exp(−2qa)
)
+
(
r‖ → r⊥
)]
qdq, (2)
where ζn = 2pikTn/h¯ are the Matsubara frequencies.
Only the reflection coefficients depend on the material
properties, which are described by the dielectric function
ε (iζn) at imaginary frequencies.
The driving idea of Ref. [11] is that the electromag-
netic fluctuations resulting in Eq.(2) cannot be used with
the Drude dielectric function
ε (ω) = 1−
ω2p
ω (ω + iωτ)
, (3)
where ωp and ωτ are the plasma and relaxation frequen-
cies, because non-zero imaginary part of ε (ω) will give
rise to a real current inside of metal and will produce
heating of the metal.
In this connection we would like to stress that any
fluctuating physical value in the system which is in ther-
mal equilibrium is connected with the dissipation via the
fluctuation dissipation theorem. The energy for fluctua-
tion is taken from the heat bath and returned back with
the dissipation of fluctuation. No heat is produced in the
process. The fluctuations of electromagnetic field are not
an exception to this fundamental theorem of statistical
physics. The simplest example is the Johnson-Nyquist
noise. Quite real fluctuating in time current can be mea-
sured in a wire without application any external force.
Spectral density of this current is proportional to the
temperature and wire conductivity. Lifshitz has used the
theory of electromagnetic fluctuations [14] to get his fa-
mous formula for the Casimir force. The fluctuation dis-
sipation theorem lies in the heart of this theory. In this
2approach the force is defined by the material dielectric
function at imaginary frequencies ε (iζ). This function
cannot be measured directly but can be expressed via
the imaginary part of ε (ω) = ε′ (ω) + i ε′′ (ω) using the
dispersion relation
ε (iζ) = 1 +
2
pi
∞∫
0
ωε′′ (ω)
ω2 + ζ2
dω. (4)
In this sense one can say that the force itself is defined by
the dissipation [12]. It is true even for the plasma model,
for which ωτ in (3) is going to zero. We cannot completely
neglect ωτ since the dispersion relations between ε
′ (ω)
and ε′′ (ω) will be broken. It is obvious that ε′′ (ω) is
also important in relation (4). Therefore, we have to
keep ωτ arbitrary small but finite. It is known effect for
the fluctuations in a lossless medium [12].
We can conclude that the main idea of the commented
paper contradicts to the physical nature of fluctuations.
However, the surface impedance approach the authors
consider as an alternative has its right to exist. It has
been already discussed in a number of papers [9, 15, 16]
and it is definitely preferable at least in the range of
anomalous skin effect [9]. In this approach the opti-
cal properties of a metal are described with the surface
impedance Z (ω) instead of ε (ω). The boundary con-
ditions connect the tangential components of electric Et
and magneticHt fields on the surface. For this reason the
electromagnetic problem is much simpler to solve since
there is no need to solve it inside of metal. Of course,
in this case the Casimir force is also connected with the
dissipation of surface current that authors seem did not
notice. This current is defined as
jS = [Ht n] , (5)
where n is the normal unit vector directed inside of metal.
Via the impedance boundary condition this current is
connected with the surface electric field
jS =
Et
Z (ω)
. (6)
Real part of Z (ω) is responsible for dissipation.
To calculate the Casimir force, the authors are using
the Lifshitz formula (2) with the reflection coefficients
expressed via the impedance at imaginary frequencies
Z (iζ) (see Eq.(41) [11]). Unfortunately, the way they
perform the calculations also cannot be considered as sat-
isfactory. The function Z (ω) can be represented in dif-
ferent explicit forms depending on the frequency range.
The authors separate the domains of normal skin effect,
anomalous skin effect, and domain of infrared optics. To
make calculations they use these pieces of the same func-
tion in the following peculiar way: ”... at each sepa-
ration distance between the plates one should, first, de-
termine the characteristic frequency ωc and, second, fix
the proper impedance function. Thereafter the chosen
impedance function can be used at all frequencies when
performing the integration in Eq.(48). At zero tempera-
ture this prescription is optional. At T 6= 0, however, it
takes on great significance.” The characteristic frequency
ωc mentioned here is defined as ωc = c/2a, where a is the
separation between plates, Eq.(48) gives the Casimir en-
ergy (free energy (2) in this text at T → 0).
At this point we have to make a comment. The surface
impedance knows nothing about the problem in which we
are going to use it. It is one function pieces of which we
know in explicit analytic form for different frequency do-
mains. It depends only on the material properties. At
any circumstances this function cannot change in depen-
dence on distance between plates. One has to use it as a
whole for the force calculation.
It is easy to understand what will happen if we proceed
as the authors of the commented paper recommend. Sup-
pose ωc corresponds to the infrared optics domain where
Z (ω) = −i
ω√
ω2p − ω
2
. (7)
The authors continue this function to small frequencies,
where Eq. (7) does not work any more. This procedure
is equivalent to a definite prescription for the n = 0 term
in the Lifshitz formula (2). Really, the reflection coeffi-
cients at ω = i0 with the impedance given by (7) are (see
Eq.(58) [11])
r2‖ (0, q) = 1, r
2
⊥ (0, q) =
(
ωp − cq
ωp + cq
)2
. (8)
Since (7) is the impedance of the plasma model, the co-
efficients (8) reproduce the prescription of the plasma
model [3]. Negligible temperature correction at small
separations between bodies is predicted with the coeffi-
cients (8) [3].
The right way to calculate the Casimir force is straight-
forward and quite obvious. The contribution of fluctua-
tions with a frequency ω must be taken into account with
the impedance Z (ω) which corresponds to the same fre-
quency. When ωc is in the infrared optics domain most of
the terms in the Lifshitz formula should be taken with the
impedance (7) but the fluctuations with ω ≪ ωτ must be
calculated with an appropriate impedance of the normal
skin effect
Z (ω) = (1− i)
√
ω
8piσ
, (9)
where σ is the material conductivity. In the Lifshitz for-
mula (2) always there is at least one term (n = 0) for
which we have to use Eq. (9). Then instead of (8) for
the reflection coefficients at ω = i0 we will find
r2‖ (0, q) = 1, r
2
⊥ (0, q) = 1. (10)
3These coefficients coincide with that for the ideal metal.
Temperature correction in this case will be small but not
negligible [2].
The essence of the problem with the temperature cor-
rection for real metals is the value of the coefficient
r2⊥ (0, q). Together with M. Lokhanin the author of this
comment provided a number of physical arguments [2, 9]
in favor of (10). However, as was emphasized in the con-
clusion of Ref. [9], we still unsure that the impedance ap-
proach gives the final solution. At room temperature the
normal skin effect is applicable at low frequencies and it is
unclear why the impedance boundary conditions should
be preferable in comparison with the conditions of conti-
nuity of tangential components of electric and magnetic
fields on the surface.
Our last comment is related to the range of anomalous
skin effect. A good guiding principle to deal with the
temperature correction was proposed in Ref. [8]. Any
physically reasonable result must obey the Nernst heat
theorem: the entropy must disappear in the zero tem-
perature limit T → 0. At low temperatures and frequen-
cies most of good metals are in the range of anomalous
skin effect. In our paper [9] it was noted for the first
time that to check the Nernst theorem one has to use
the impedance of anomalous skin effect for calculations.
We also demonstrated that the entropy is going to zero
in the limit T → 0 only if the reflection coefficients are
chosen as in (10). Additionally it was shown that the
relative temperature correction to the free energy is not
negligibly small.
The authors of commented paper came to a different
conclusion that the temperature correction in the anoma-
lous skin effect domain is very small. They connected
disagreement with the improper range of application for
the anomalous skin effect in our paper. In reality the dif-
ference comes again from the way the they calculated the
Casimir force. At small separations a = 100 − 500 nm
considered in our paper the characteristic frequency in
the gap between plates is in the range of infrared optics
ωc = (0.3− 1.5) · 10
15 rad/s and the main contribution
in the force is really comes from the impedance (7). The
important terms in the Lifshitz formula correspond to
large n ∼ h¯ωc/2pikT ≫ 1. The same is not true for
the temperature correction. Much smaller n < h¯Ω/2pikT
give the main contribution to the temperature correction
[9], where Ω = vFωp/c is the characteristic frequency of
anomalous skin effect. This condition is equivalent to the
Matsubara frequencies ζn < Ω which are in the anoma-
lous skin effect domain with the impedance
Z (iζ) =
(
v
c
ζ2
ω2p
)1/3
, (11)
where v is of the order of the Fermi velocity vF . Instead
of using (11) the authors [11] continued Eq. (7) to the
frequencies ζn < Ω where it is not applicable. Since (7)
corresponds to the plasma model and it is known that
the temperature correction in this model is very small,
they got their result. However, this result has no relation
with reality.
In conclusion, we see that the original claim [11] for
the final solution of the problem with the temperature
correction cannot be supported. The inconsistent way to
calculate the Casimir force did not allow to derive the
right result for the temperature correction. Actually the
authors introduced a specific prescription from the very
beginning.
However, the commented paper so as the previous
works [9, 16] draw our attention to the surface impedance
approach. At low temperatures and low frequencies it is
the only way to describe a metal. At higher temperatures
and low frequencies it seems that both descriptions with
the dielectric function and surface impedance are equally
right but they give completely different results for the
temperature correction. The impedance approach is in
good correspondence with the ideal metal, but the usual
boundary conditions do not give smooth transition to
the ideal metal. As was pointed out in Ref. [10], it is a
natural conclusion since in the static limit magnetic field
penetrates freely into a real metal but does not penetrate
into the ideal metal. We still do not know the solution
of this problem.
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