Connectivity is a fundamental property in many networked systems for communication and coordination among the agents. Removal of any agent from a network may destroy its connectivity. In order to maintain the connectivity of mobile networked systems in agent loss, one can design a robust network topology such that the network is tolerant to a finite number of agent losses, and/or develop a control strategy, such that the network reconfigures itself until the connectivity requirements are satisfied. In this paper, we introduce a decentralized control scheme based on a sequence of replacements, each of which occurs between an agent and one of its neighbors. The proposed scheme always maintains the graph connectivity, and it does not rely on any gathering of global information either a priori or at the intermediate steps of a mission. Moreover, the proposed scheme does not cause any increase in the total number of edges and the maximum node degree in a graph, thus it assures no increase in the overall communication cost due to the topological changes. In this study, we validate the control strategy by means of an analytical proof and simulation results.
I. Introduction
Small unmanned vehicles have the potential to act as a low cost and safe option for critical missions involving some danger for human operations. As new technologies develop to increase the capabilities and reduce the manufacturing cost of these vehicles, it becomes more desirable to use many of them at a particular mission. However, a challenging issue for these vehicles is the high possibility of vehicle loss due to mechanical failure, environmental uncertainty, refueling needs, or several others. In a system with possible vehicle removals, if there is no self-repair strategy for preserving connectivity, the system will eventually become disconnected, the situational awareness will reduce, and the swarm behavior will degrade as a consequence. Hence, the aim of this study is to introduce a decentralized control strategy that maintains the network connectivity in agent loss by using only some local/partial information.
Recently, a great interest has been devoted to the graphs that represent the components (such as robots or sensors) of a given system as nodes and interactions between them as edges. For a given system, a fundamental graph property, which also relates to the system robustness, is the graph connectivity (e.g. Refs. [1] [2] [3] [4] , and the literature cited within).
In this manner, the robustness of a system pertains to the total number of edges/nodes, whose removal will cause network partitionings. The literature for the graph theoretical connectivity control of mobile systems against edge failure is including, but not limited to, optimization based connectivity control (e.g. Ref. 4) , continuous feedback connectivity control (e.g. Ref. 5) , gradient based control (e.g. Ref. 6) , and control based on the estimation of the algebraic connectivity (e.g. Ref. 7) . Note that these studies only focused on the control of link activation and deactivitaion based on the assumption of constant number of nodes.
In the last few years, there has been an interest in characterizing the network robustness in the case of agent loss. For instance, some studies characterize the robustness of rigidity against agent loss (e.g. Refs. [8, 9] ) or address agent loss in vehicle formations or sensor networks by proposing self-repair operations to recover connectivity (e.g. Refs. [10] [11] [12] [13] ). The authors of Ref. 8 introduce a notion of a k-vertex globally rigid graph, which remains globally rigid, as well as connected, after removing any set of up to k − 1 nodes. On the other hand, the authors of Ref. 9 introduce a scheme, in which the neighbors of the failing agent determine new connections among themselves by using some local information. Similarly, the authors of Ref. 10 propose a strategy such that if an agent dies, it inherits all its connections to its neighbors. Note that these studies do not elaborate on the feasibility of new connections among the neighbors of the failing agent since they focus on the high level problem that only deals with the communication network. Thus, realizing the proposed communication network by considering the sensing properties of agents can be defined as another problem.
In mobile networked systems, connectivity restoration after agent loss can be achieved by some agent movements (e.g. Refs. [11] [12] [13] [14] ). For example, the authors of Ref. 11 propose a distributed control algorithm that can determine possible partitionings in advance and restore the connectivity in case of failures with minimum node movement. Before any failure, the algorithm runs and identifies all critical agents whose failure will cause network disconnection. Based on this information, the algorithm assigns required actions to each agent in advance. As a result, it is a distributed offline control strategy for the connectivity maintenance of a graph. The approach in Ref. 12 differs from the approach in Ref. 11 by introducing a real-time connectivity maintenance in the case of agent loss. In this respect, the proposed strategy in Ref. 12 is based on the relocation of agents initiated by the failing agent. When an agent detects its failure, it selects the best candidate among its neighbors based on the least node degree, the closest proximity to the failed agent, or the highest agent ID. For instance, let a failing agent select a neighbor, v i , to replace itself. If required, v i is also replaced by one of its neighbors, which is assigned by the neighbors of v i . A later study 13 discusses that the relocation of v i by one of its neighbors, which is assigned by the neighbors of v i , may not be valid for any scenario. Thus, they propose a new approach that lets v i to decide the priority number of its neighbors in case of its replacement. Finally, a very recent study 14 introduces a distributed recovery mechanism, which relies on the shortest path routing table populated in a distributed fashion and maintains the network connectivity with minimal topology change, i.e. not increasing the length of the shortest path between any arbitrary two agents after the reconfiguration.
As seen from the literature, maintaining network connectivity in agent loss can be achieved by adding new connections to the neighbors of the failing agent. The differences of the relevant studies exist in the selection of the new connections. From the perspective of information availability, there are two types of solutions: centralized solutions assume the availability of the overall network structure, and decentralized solutions assume the availability of the local network structure. From the perspective of optimality, the new connections can be selected based on minimizing the number of new connections, preserving extra network properties such as rigidity, or minimizing the agent movements if the agents are mobile.
In this work, we propose a decentralized control strategy that initiates a sequence of replacements whenever an agent is going to leave the system due to the reasons such as detecting a sensor failure, reaching a fuel threshold, or a strategy change. The stopping criterion of the replacements is to reach a noncritical agent, v nc , which does not require a replacement. We show that a node is always noncritical, if all of its neighbors are included in the replacement path. Our proposed method guarantees to reach such a node in a decentralized fashion. Thus, realizing the proposed replacements results in a graph reconfiguration, which becomes the initial graph without the noncritical node v nc . Hence, we address the agent loss problem in networked mobile systems and propose a decentralized solution based on a sequence of replacements that always preserve the network connectivity. Note that the replacement strategy proposed in this paper differs from the existing studies by not relying on any gathering of global, i.e. overall graph related, information either a priori or at the intermediate steps of a mission.
The organization of this paper is as follows: Section II presents some background material from the graph theory. Section III describes the motivation of the problem. Section IV introduces the replacement control strategy. Then, Section V illustrates some simulation results for the theory demonstrated in Section IV. Finally, Section VI depicts some conclusions and future work.
II. Background
An undirected graph with n nodes is defined as G = (V, E), where V is the set of nodes representing the agents of a system, and E is the set of edges representing the links between the agents.
A k-length path is
A k-length path on G is called simple if the nodes in the path are distinct.
Suppose that v i is a node from V , and N i is the neighbor set of v i . Then, the unweighted adjacency matrix, A ∈ R n×n , is
there is a link between agents i and j, 0 otherwise.
In addition, the degree matrix, D ∈ R n×n , is defined as a diagonal matrix, where its i th diagonal element D ii is equal to the number of nodes adjacent to v i . By this, the graph Laplacian matrix is defined as
Note that the summation of the row elements of L is equal to zero. Before showing the spectral properties of L related to the network connectivity, let's define the graph connectivity first: Definition 1. An undirected graph, G , is connected if for every pair of nodes there exists a path starting from one node and ending at another node.
be the ordered eigenvalues of L. Then, λ 1 (L) = 0 with corresponding eigenvector such as the n × 1 vector of all entries equal to 1. Moreover, λ 2 (L) > 0 if and only if G is connected.
The second smallest eigenvalue, λ 2 (L), of the Laplacian matrix of G is called the algebraic connectivity or Fiedler value of the network. In addition to indicating the connectivity of the graph, it is also a measure of robustness of the network to the node and link failures. 16 
III. Problem Statement
Given a networked system with agent loss, if there is no control strategy for the connectivity maintenance, the overall network will eventually become disconnected as more agents are removed. We demonstrate this claim by conducting Monte Carlo simulations with random geometrical graphs. Let an area of interest be a square region. To generate a random geometrical graph, G , N nodes are placed at random uniformly and independently on the desired region. Then, the edges between the nodes are created if the distance between them are at most R unit, which is based on sensing constraints. A simulation starts when a connected graph is generated. In a simulation, a randomly selected single node is removed at each time iteration until the graph is disconnected. In Monte Carlo simulations, we experiment 1000 cases where N = 30, R = 20 units, and the desired region with a size of 100 × 100 unit 2 . For each simulation, we record i dis , which is the iteration number for the first graph disconnection. As a result, Fig. 1 shows the empirical cumulative distribution function of the iteration number for the first graph disconnection. As it is seen from the figure, the random geometrical graphs located on a 100 × 100 unit 2 region with 30 nodes and a communication radius of 20 unit mostly disconnect after the removal of at most 10 nodes.
In our problem, we define the graph connectivity as a fundamental system requirement. Thus, the major goal in this study is to maximize the mission endurance by maintaining the connectivity as long as possible. In the case of agent loss, the maximum endurance in a mission is achieved if the mission is terminated due to the removal of all agents. As it is seen from the Monte Carlo simulations, illustrated in Fig. 1 , the experimented networks mostly disconnected while the two-thirds of the agents were still operating on the desired region. The early disconnection in the network can be prevented by designing a k-connected graph, in which the graph is tolerant to k − 1 node removals. However, if k is close to the total number of nodes, the number of edges, as well as the communication cost, in the graph increase enormously. In particular, for a multi-agent system consisting of small unmanned vehicles with limited power capacities, increasing the communication cost is undesirable. In such cases, developing a control strategy is a more favorable way to maintain the network connectivity. In this study, we particularly focus on problems involving mobile agents on fixed network structures. By stating a fixed structure, we mean that an undirected connected graph, G , associates with some fixed critical viewpoints in an environment (e.g. Ref. 17 ). For instance, such a scenario corresponds to some mobile sensors surveying the critical viewpoints in a building or mobile vehicles operating in an environment with fixed way-points as in (a) and (b) of Fig. 2 , respectively. As such, a sub-graph of G induced from the locations of the agents correspond to the communication network of the overall system. Since the fixed viewpoints can also be identified as the feasible locations of agents that can locate on or loiter over, the connectivity maintenance in agent loss is achieved by a set of replacements. As a result, we introduce the replacement control problem as follows:
Replacement Control (RC) Problem: Given a set of mobile agents initially having a connected communication network on a fixed graph structure, design a control scheme that maintains the graph connectivity in agent loss with minimum number of agent replacements.
IV. Replacement Control Strategy
Replacement control strategy is a decentralized solution to the RC problem defined in the previous section. The proposed strategy is based on a sequence of replacements that is initiated by the removed node and stops with a noncritical node. In this paper, the node criticality is defined as in Definition 2. Moreover, a study 18 showed that there always exist a finite number of noncritical nodes in a connected graph, and this result is presented as in Proposition 1. 18 Let G be a connected undirected graph. Suppose that each of its nodes has a degree at least k. Then G has at least k + 1 noncritical nodes.
Definition 2. (Node criticality
The following remark presents a condition for a trivial noncritical node in a graph. Remark 1. Let G = (V, E) be a connected graph, and let v i ∈ V be a node such that |N i | = 1. Then v i is called a leaf node and it is noncritical in G since any simple path involving v i either starts or ends with v i . Hence, its removal will not cause any disconnection between any two nodes.
In the RC problem, a sequence of replacements can also be defined as a replacement path starting with the removed agent. Here, the main problem is to find a path from the removed node to one of the noncritical nodes. Hence, we present a sufficient condition for a path that always ends with a noncritical node. Note that p new i j does not guarantee to be a simple path due to the possibility of common nodes in p sub k and p i j . However, the existence of p new i j show that a disconnection will not happen between v i to v j due to the removal of v k . Consequently, v k is a noncritical node.
The centralized solution to the RC problem is a shortest path problem between the removed agent and a noncritical agent. Therefore, the centralized solution achieves the minimum number of node replacements to maintain connectivity in agent loss. Note that the optimality of the centralized solution relies on the assumption of globally available information regarding the overall graph structure. The purpose of this study is to find a sub-optimal (optimal, if possible) solution in a decentralized way. Here, a decentralized way implies the following: (1) if v i will be replaced by v i+1 , then v i+1 ∈ N i , (2) any node decision is based on the locally available information. In light of Theorem 2, a simple path, p k = (v 0 , ..., v k ), always ends with a noncritical node, v k , if v k satisfies N k ⊆ {v 0 , ..., v k }. Note that we assume v 0 is the removed node. Then, we introduce the replacement control strategy, which always results in a sequence of replacements as a maximal simple path, as follows: if
min
In Rule 1, the neighborhood information, N i , is local for any node. To obtain the replacement path, p = (p 0 , p 1 , .., p i ), in a local way, an agent uses local communications. Assume that each agent in the system has a unique ID. If an agent, v 0 , is going to leave the system, first it picks one of its neighbors, v 1 , based on Rule 1 for its replacement. Then, it creates a replacement request message including its own node ID as {v 0 } and sends it to the assigned neighbor, v 1 . When v 1 receives the message, before replacing v 0 , it adds its own node ID to the bottom of the message as {v 0 , v 1 } and forwards it to one of its neighbors from the set N 1 \ {v 0 , v 1 } for its replacement. Consequently, whenever a node, v i , receives a replacement message, it obtains the replacement path information, and it can compute the set N i \ {p 1 , ..., p i } in a decentralized way. Therefore, the major advantage of Rule 1 is to maintain the connectivity of any connected graph in the case of agent loss by using only some local information. A demonstration for Rule 1 is shown in Fig. 3 , which illustrates some possible events for a network of 8 agents. After presenting Rule 1 inspired from Theorem 2, we propose the following corollaries related to maintaining the network connectivity and not increasing the total number of edges and the maximum node degree in a graph, respectively. Corollary 1. Let a connected undirected graph, G (0) = (V (0), E(0)), represent a networked system containing N agents. For 0 ≤ t ≤ N, suppose that a randomly selected single agent, v r ∈ V (t), is removed at each t. If all agents in G (t) utilize Rule 1, then G (t + 1) = G (t) − (v * , E * ), where v * is the last node in the replacement sequence initiated by v r . Hence, the connectivity of G (t) is always maintained until the removal of all agents.
Proof
placements. Let v * be the last element of the replacement sequence. Then, the outcome of Rule 1 is a configuration, G (t + 1), which corresponds to G (t) without v * and its adjacent edges. Note that, in light of Theorem 2 and Remark 1, v * is a noncritical agent. In this manner, Rule 1 guarantees to remove a noncritical agent from the system for all 0 ≤ t ≤ N. Consequently, the network connectivity is maintained until the removal of all agents.
Corollary 2. If all agents in G (t) = (V (t), E(t)) execute Rule 1, the total number of edges and the maximum node degree in G (t) decrease monotonically.
Proof. This corollary is proven in two parts: (1) If an agent is removed at time t, utilizing Rule 1 in a system results in a reconfiguration, where a noncritical agent and its adjacent edges are removed from the topology. As a result, the total number of edges decrease as the agents are removed. (2) Notice that the connectivity maintenance still holds if the replacing agent is any node v ∈ N i \ {p 0 , ..., p i } instead of the one with the minimum degree in N i \ {p 0 , ..., p i }. The reason to adopt the idea of replacing a removed agent by its minimum degree neighbor is to reconfigure the system by one replacement if the removed agent has a leaf node neighbor (e.g. case (c) in Fig. 3) . Consequently, the replacement control strategy maintains the connectivity of any initially connected graphs. Even though it does not guarantee to find the optimal solution for the replacements, it is important to emphasize that it guarantees a sub-optimal solution by using only 1-hop neighborhood information.
V. Simulation Results
In this section, we conduct some simulation studies to illustrate the theoretical results demonstrated in the previous section. The simulations in this section involve the following assumptions: (1) a randomly selected single agent leaves the system at each time iteration, (2) each agent has the information of its own ID, its neighbors' IDs, and its neighbors' degrees, (3) if an agent has more than one minimum degree neighbor, the one is picked at random. We start to the experimentation by generating a connected random network of 15 agents that have a communication radius of 20 unit and are distributed on a (100 × 100) unit 2 region. For visualization purposes, we investigate the network evolution with and without the replacement control strategy for four time steps.
In Fig. 4 , an agent surrounded by a square represents the removed agent, agents surrounded by triangles represent the replaced agents (other than the removed agent) by Rule 1, and an agent shown as an empty circle represents the pseudo-removed agent. Here, a pseudo-removed agent is defined as a noncritical agent, which does not require a replacement according to Rule 1. In other words, it corresponds to the last agent on path p introduced in Theorem 2.
In Fig. 4 , (a) and (b) start with the same initial formation shown at t = 0. At t = 1, an agent is selected randomly to be removed, and it is shown in Fig. 4(a) by a square. As it is seen from Fig. 4(b) , the removal of the selected agent causes the network to be disconnected. If Rule 1 is utilized by each agent, the network maintains the connectivity by reconfiguring itself with a sequence of replacements as in Fig. 4(a) . When t = 2, another agent is selected at random to be removed from the system as shown in Fig. 4(a) . Removing this agent from the system results in three connected components as illustrated in Fig. 4(b) ; however, using Rule 1 leads to the replacement of the removed agent with its minimum degree neighbor, thus the connectivty is maintained. Similarly, at t = 3, Rule 1 results in a sequence of four replacements as shown in Fig. 4(a) . On the other hand, implementing no replacement scheme causes an increase in the number of connected components as illustrated in Fig. 4(b) . Finally, at t = 4, the removed agent is replaced by its minimum degree neighbor, and the minimum degree neighbor is replaced by its minimum degree neighbor as in Fig. 4(a) , whereas not replacing the removed agent causes five disconnected components as in Fig. 4(b) . Consequently, the system using Rule 1 evolves as in Fig. 4(a) by maintaining the connectivity all the time, and the system with no self-repair strategy evolves as in Fig. 4(b) by increasing its disconnected components as the time goes on.
Based on the assumption of a single agent removal at each time iteration, we expect to see four agents removals at the end of the simulation. In Fig. 5, (a) and (b) point out the pseudo and actual removed agents, respectively. As it is seen, the actual removed agents cause the network to be disconnected as shown in (d). On the other hand, if the agents utilize the replacement control strategy, then the system reconfigures itself whenever an agent leaves the system. In . Starting with a connected random graph at t = 0, the networked systems, which adopt the replacement control strategy as in (a) and no control strategy as in (b), are compared with each other for 4 time steps. In this figure, a node surrounded by a square represents the removed agent, a node surrounded by a triangle represents a replaced agent, and a node represented by an empty circle is a pseudo-removed agent.
this respect, the resulting network topology appears as if the pseudo-removed agents have left the system. Hence, the network maintains the connectivity as shown in (c). Finally, the total number of edges and the maximum degree do not increase by utilizing Rule 1. For instance, in Fig. 5 , the graph in (a) has the maximum node degree as 4 and the total edge number as 16. After the reconfigurations, the maximum node degree is preserved and the total edge number becomes 12 as in (c). 
VI. Conclusion
In this study, we presented a decentralized connectivity maintenance strategy for mobile agents on a fixed network infrastructure in the case of agent loss. Such a scenario may correspond to mobile sensors surveying some critical viewpoints in a building or unmanned aerial vehicles loitering over some networked way-points. We showed that the replacement control strategy proposed in this paper maintains the graph connectivity for any initially connected network until the removal of all agents. This is achieved by a sequence of replacements initiated by the removed agent. The benefits of the proposed control scheme are guaranteeing the connectivity maintenance by using only some local information and not increasing the total number of edges and the maximum node degree of a network as the agents are removed. As a future work of this research, we will investigate the interaction between the graph topology and the optimality of the proposed strategy. Moreover, we aim to incorporate simultaneous agent removals and extend our work to be applicable to such scenarios by improving the proposed rule.
