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Abstrat
Let b be an integer greater than 1 and let W ǫ = (W ǫn;n ≥ 0) be a random walk on the
b-ary rooted tree Ub, starting at the root, going up (resp. down) with probability 1/2 + ǫ
(resp. 1/2 − ǫ) , ǫ ∈ (0, 1/2), and hoosing diretion i ∈ {1, . . . , b} when going up with
probability ai. Here a = (a1, . . . , ab) stands for some non-degenerated xed set of weights.
We onsider the range {W ǫ
n
;n ≥ 0} that is a subtree of Ub. It orresponds to a unique
random rooted ordered tree that we denote by τǫ. We resale the edges of τǫ by a fator ǫ
and we let ǫ go to 0: we prove that orrelations due to frequent baktraking of the random
walk only give rise to a deterministi phenomenon taken into aount by a positive fator
γ(a). More preisely, we prove that τǫ onverges to a ontinuum random tree enoded by
two independent Brownian motions with drift onditioned to stay positive and saled in time
by γ(a). We atually state the result in the more general ase of a random walk on a tree
with an innite number of branhes at eah node (b = ∞) and for a general set of weights
a = (an, n ≥ 0).
MSC 2000 subjet lassiations: 60F17, 60J80, 05C05, 05C80.
Key words and phrases: ontinuum random tree, ontour proess, exploration proess, height
proess, limit theorem, random walk, range, regular tree.
1 Introdution.
Random walks on trees have been intensively studied by many authors having dierent moti-
vations oming from group theory, disrete potential theory, statistial mehanis or genetis.
We refer to the book of W. Woess [21℄ for a general introdution to random walks on innite
graphs and to the book of R. Lyons and Y. Peres [13℄ for a probabilisti approah more foused
on trees. See also [12℄ for a survey of open problems onerning random walks on trees. In
most of the papers about random walks on trees, given the tree-like environment the transition
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probabilities of the random walk are xed and one fouses on a ertain range of questions: the
speed of the random walk (see [18℄ for random walks on groups, [20℄ for random walks on periodi
trees, [14℄ and [15℄, for random walks on Galton-Watson trees), large deviation priniple for the
distane-from-the-root proess (see [8℄ for random walks on Galton-Watson trees), entral-limit
theorem for the distane-from-the-root proess and the number of visited verties (see [4℄ for the
b-ary tree and [17℄ for the simple random walk on superritial Galton-Watson trees). In this
paper, we onsider a dierent problem; the transition probabilities are not xed: we study, near
ritiality, transient random walks on the b-ary rooted tree and more generally on the ∞-ary
tree, in a diusive regime.
Let us speify that we only onsider ordered rooted trees that are formally dened as in [16℄:
Let N = {0, 1, 2, . . .} be the set of the nonnegative integers, set N∗ = N \ {0}. The ∞-ary tree is
the set U = {∅}∪
⋃
n≥1(N
∗)n of the nite words written with positive integers by. Let u ∈ U be
the word u1 . . . un, ui ∈ N
∗
. We denote the length of u by |u| : |u| = n. |u| is viewed as the height
of the vertex u in U. Let v = v1 . . . vm ∈ U. Then the word uv stands for the onatenation of
u and v: uv = u1 . . . unv1 . . . vm. Observe that U is totally ordered by the lexiographial order
denoted by ≤ . A rooted ordered tree t is a subset of U satisfying the following onditions
(i) ∅ ∈ t and ∅ is alled the root of t.
(ii) If v ∈ t and if v = uj for some j ∈ N∗, then, u ∈ t.
(iii) For every u ∈ t, there exists ku(t) ≥ 0 suh that uj ∈ t for every 1 ≤ j ≤ ku(t).
We denote by T the set of ordered rooted trees. Let us mention that we sometimes see ordered
rooted trees as family trees. So, we often use the genealogial terminology instead of the graph-
theoretial one. All the random objets introdued in this paper are dened on an underlying
probability spae denoted by (Ω,F ,P). Let ǫ ∈ (0, 1/2) and let a = (an, n ≥ 1) be some
non-degenerated xed set of weights, namely
∑
an = 1 and 0 ≤ an < 1 , n ≥ 1.
We attah to the innite tree U a emetery point ∂ /∈ U situated at height (−1) and we view
∂ as the parent of the root ∅. Then, we let run a partile on U ∪ {∂} that evolves as follows:
• The partile starts at ∅ at time 0 and it stops when it reahes ∂.
• If at time n the partile is at vertex v ∈ U, then it jumps down to the parent of v with
probability 1/2 − ǫ and it goes up with probability 1/2 + ǫ.
• When going up, the partile hooses diretion j ∈ N∗ and jumps to the vertex vj ∈ U with
probability aj .
The height of the partile evolving in U ∪ {∂} is then distributed as a random walk on Z
started at 0, stopped when reahing state −1, and whose possible jumps are (+1) with probability
1/2 + ǫ and (−1) with probability 1/2− ǫ. In this paper we ondition the partile to never
reah ∂ (observe that this onditioning is non singular). We denote by W ǫ = (W ǫn ;n ≥ 0) the
sequene of verties in U visited by the onditioned partile.
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We study the range {W ǫn ;n ≥ 0} when ǫ goes to zero. Observe that it is an ordered rooted
subtree of U. There exists a unique ordered rooted tree τǫ ∈ T orresponding to {W
ǫ
n ;n ≥ 0} via
a one-to-one map that xes the root ∅, preserves adjaeny and that is inreasing with respet
to the lexiographial order.
Sine W ǫ goes to innity, τǫ has one single innite line of desent. Following Aldous's termi-
nology introdued in [2℄ we all sin-tree suh trees (see Setion 2.1 for preise denitions). The
distribution of τǫ is not simple and it shows orrelations due to frequent baktraking of the ran-
dom walk (see omments in Setion 2.3). However Theorem 2.1, whih is the main result of the
paper, asserts that τǫ onverges in distribution to some ontinuum random tree. More preisely,
think of τǫ as a planar graph embedded in the lokwise oriented half-plane and suppose that
its edges have length one; onsider a partile visiting ontinuously the edges of τǫ at speed one
from the left to the right, going bakward as less as possible; we denote by Cs(τǫ) the distane
from the root of the partile at time s and we all the resulting proess C(τǫ) = (Cs(τǫ); s ≥ 0)
the left ontour proess of τǫ. It is lear that the partile never reahes the part of τǫ at the
right hand of the innite line of desent; observe however that C(τǫ) ompletely enodes the
left part of τǫ. Denote by C
•(τǫ) the proess orresponding to a partile visiting τǫ from the
right to the left. Thus, (C(τǫ), C
•(τǫ)) ompletely enodes τǫ (see Setion 2.2 for more areful
denitions and other enodings of sin-trees). Let D and D• be two independent opies of the
proess s→ Bs − 2s− 2 infr≤s(Br − 2r) where B is distributed as the standard linear Brownian
motion started at 0. Theorem 2.1 asserts that the following onvergene(
ǫCs/ǫ2(τǫ) , ǫC
•
s/ǫ2(τǫ)
)
s≥0
−−−→
ǫ→0
(
2Dγs , 2D
•
γs
)
s≥0
,
holds in distribution in C([0,∞),R2) endowed with the topology of uniform onvergene on
ompat sets. We see that orrelations in τǫ only give rise to a deterministi phenomenon
haraterized by a onstant γ = γ(a) that is dened by
1/γ = E
[
(1 +X1 +X1X2 +X1X2X3 + . . .)
−1
]
, (1)
where (Xn ;n ≥ 1) stands for a sequene of i.i.d. {an, n ≥ 1}-valued random variables whose
distribution is given by P(Xn = ai) =
∑
aj , the sum being taken over the j's suh that aj = ai.
Observe that if b is some integer greater than 1 and if an = 0 for all n ≥ b+ 1, then the partile
remains in the b-ary ordered rooted tree Ub = {∅} ∪
⋃
n≥1{1, . . . , b}
n
. More omments about
this limit theorem are added before and after the statement of Theorem 2.1.
Before ending this setion, let us give a short overview of the proof of the theorem: one
part of the proof relies on a spei enoding of the range {W ǫn ;n ≥ 0} that an be explained as
follows: Denote by (|W ǫn| ;n ≥ 0) the sequene of suessive heights of the partile. It is obviously
distributed as a random walk started at 0 whose possible jumps are (+1) with probability 1/2+ǫ
and (−1) with probability 1/2 − ǫ, onditioned to stay nonnegative. Then, the pieewise linear
proess
t −→ |W ǫ⌊t⌋|+ (t− ⌊t⌋)|W
ǫ
⌊t⌋+1|
3
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is the ontour proess of an innite tive tree denoted by τ ǫ whose distribution an be infor-
mally desribed as follows: τ ǫ has one innite line of desent; at eah vertex v on the innite line
of desent an independent random number with distribution µ of independent Galton-Watson
trees with ospring distribution µ is attahed at the left of the innite line. Here, µ stands for
the probability measure on N given by µ(k) = (1/2+ǫ)(1/2−ǫ)k , k ≥ 0 (see Setion 2 for preise
denitions onerning trees and Lemma 3.1 for the details).
We then enode the walk (W ǫn ;n ≥ 0) by the tree τ ǫ and random marks µu ∈ N
∗
, u ∈ τ ǫ
that are dened as follows: Let u ∈ τ ǫ be distint from the root ∅. Denote
←−u its parent.
By denition of the ontour proess the edge (←−u , u) orresponds to a unique uprossing of the
proess (|W ǫn| ;n ≥ 0) between times n(u) and n(u) + 1. Thus, there exists j ∈ N
∗
suh that the
word W ǫn(u)+1 is written W
ǫ
n(u) j and we set µu = j. Then, we easily hek that onditional on
τ ǫ, the marks µu , u ∈ τ ǫ \{∅} are independent and distributed on N
∗
in aordane with a (see
Setion 3.1 for details). We get bak the walk W ǫ from the marked tree T ǫ = (τ ǫ ; (µu, u ∈ τ ǫ)),
in the following way: onsider u ∈ τ ǫ, distint from the root ∅ at height |u| = n; denote by
u0 = ∅ , u1 , . . ., un = u the anestors of u listed in the genealogial order. Then we dene
the trak of u: TrT ǫ(u) by the word µu1 . . . µun ∈ U (observe that the mark of the root plays no
role). Then,
W ǫn(u)+1 = TrT ǫ(u)
and thus
TrT ǫ(τ ǫ) = {W
ǫ
n ;n ≥ 0}.
Taking the trae of τ ǫ has two distint eets: the rst one shues τ ǫ in the order of the marks
in N
∗
. The seond one shrinks the tree beause several edges of τ ǫ might orrespond to the same
vertex in U.
Let us briey explains how to deal with the shuing eet of the tree: it is possible to reorder
randomly the marked tree T ǫ into a new marked tree T˜ǫ = (τ˜ǫ ; (µ˜u , u ∈ τ˜ǫ)) suh that:
• τ˜ǫ has the same distribution as the tree obtained from τ ǫ by hanging independently and
uniformly at random the order of birth of brothers in τ ǫ.
• If u1 , u2 ∈ τ˜ǫ are suh that u1 ≤ u2 then
Tr
T˜ǫ
(u1) ≤ TrT˜ǫ(u2)
(see Setion 3.1 for a preise denition). Thus, the shued tree τ˜ǫ has a simple distribution
speied by Remark 3.1. Up to the shrinking eet, τ˜ǫ is lose to τǫ and if we denote by
(C(τ˜ǫ), C
•(τ˜ǫ)) the left and the right ontour proesses of τ˜ǫ we prove in Setion 2.1 that(
ǫCs/ǫ2(τ˜ǫ) , ǫC
•
s/ǫ2(τ˜ǫ)
)
s≥0
−−−→
ǫ→0
(2Ds , 2D
•
s)s≥0 , (2)
in distribution in C([0,∞),R2) endowed with the topology of uniform onvergene on ompat
sets. Denote by d the graph distane in U. Informally speaking, (2) says that the metri spae
4
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(τ˜ǫ, ǫ .d) onverges to some random metri spae that is a ontinuum random trees enoded by D
and D• (see Comment () after Theorem 2.1 for a more preise disussion of that point). Next,
observe that for any u1 and u2 in τ˜ǫ
0 ≤ d(u1, u2)− d
(
TrT˜ǫ
(u1),TrT˜ǫ(u2)
)
≤ 2G(u1, u2)
where onditional on u1, u2 ∈ τ˜ǫ, G(u1, u2) is a random integer with a geometri distribution
with parameter q = P(X1 6= X2), whih is a quantity that does not depend on ǫ. This gives an
informal argument to explain why the limits of the metri spaes (τǫ, ǫ .d) and (τ˜ǫ, ǫ .d) should
be lose and why tightness for the ontour proesses of τǫ is not the diult part of the proof:
it is dedued from (2) by (now standard) arguments inspired from the proof of Theorem 20 in
Aldous's paper [3℄.
The tehnial point of the paper onerns the identiation of the limiting tree by study-
ing preisely the shrinking eet via expliit omputations for the U-indexed Markov proess
(Zv, v ∈ U) given by
Zv = #{u ∈ τ˜ǫ : TrT˜ǫ(u) = v}.
This analysis is done in Proposition 3.3 and in Proposition 3.4. More preisely, if we x a real
number x > 0 and if we remove from τ˜ǫ all the desendents of the unique vertex at height ⌊x/ǫ⌋
on the innite line of desent, we get a nite tree denoted by τ˜xǫ . Let U be a uniform random
variable in [0, 1] independent of τ˜ǫ. Denote by U(ǫ) the vertex of τ˜
x
ǫ oming in the ⌊U#τ˜
x
ǫ ⌋-th
position in the lexiographial order. Set
V (ǫ) =
∑
v∈U
v≤Tr
T˜ǫ
(U(ǫ))
1{Zv>0}.
Then, we prove that
ǫ2
(
V (ǫ)−
1
γ
U#τ˜xǫ
)
−−−→
ǫ→0
0
in probability. This key result is stated more preisely in Lemma 3.7.
The paper is organized as follows: In Setions 2.1 and 2.2 we speify our notations and we
dene various enodings of trees and forests; Theorem 2.1 is stated at Setion 2.3; Setion 3 is
devoted to its proof that relies on a ertain ombinatorial representation of the range {W ǫn;n ≥ 0}
given at Setion 3.1 and on a tehnial estimate (Lemma 3.7) whose proof is postponed at Setion
3.3 while the proof of Theorem 2.1 itself is done at Setion 3.2.
2 Preliminaries and denitions
2.1 Trees, forests and sin-trees
We rst start with some notations. We dene on U the genealogial order 4 by
∀u, v ∈ U , u 4 v ⇐⇒ ∃w ∈ U : v = uw.
5
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If u 4 v, we say that u is an anestor of v. If u is distint from the root, it has an unique
predeessor with respet to 4 that is alled its parent and that is denoted by
←−u . We dene the
youngest ommon anestor of u and v by the 4-maximal element w ∈ U suh that w 4 u and
w 4 v and we denote it by u ∧ v. We also dene the distane between u and v by d(u, v) =
|u|+ |v| − 2|u ∧ v| and we use notation [[u, v]] for the shortest path between u and v. Let t ∈ T
and u ∈ t. We dene the tree t shifted at u by θu(t) = {v ∈ U : uv ∈ t} and we denote by [t]u
the tree t ut at the node u : [t]u := {u} ∪ {v ∈ t : v ∧ u 6= u}. Observe that [t]u ∈ T. For any
u1, . . . , uk ∈ t we also set [t]u1,...,uk := [t]u1 ∩ . . . ∩ [t]uk and
[t]n = [t]{u∈t: |u|=n} = {u ∈ t : |u| ≤ n} , n ≥ 0.
Let us denote by G the σ-eld on T generated by the sets {t ∈ T : u ∈ t} , u ∈ U and
let µ be a probability distribution on N. We all Galton-Watson tree with ospring distribu-
tion µ (a GW(µ)-tree for short) any (F ,G)-measurable random variable τ whose distribution is
haraterized by the two following onditions:
(i) P(k∅(τ) = i) = µ(i) , i ≥ 0.
(ii) For every i ≥ 1 suh that µ(i) 6= 0, the shifted trees θ1(τ), . . . , θi(τ) under
P(· | k∅(τ) = i) are independent opies of τ under P.
Remark 2.1 Let u1, . . . , uk ∈ U suh that ui ∧ uj /∈ {u1, . . . , uk} , 1 ≤ i, j ≤ k, and let τ
be a GW(µ)-tree. Then, onditional on the event {u1, . . . , uk ∈ τ}, θu1(τ), . . . , θuk(τ) are i.i.d.
GW(µ)-trees independent of [τ ]u1,...,uk .
We often onsider a forest (i.e. a sequene of trees) instead of a single tree. More preisely,
we dene the forest f assoiated with the sequene of trees (tl ; l ≥ 1) by the set
f = {(−1,∅)} ∪
⋃
l≥1
{(l, u), u ∈ tl}
and we denote by F the set of forests. Vertex (−1,∅) is viewed as a tive root situated at
generation −1. Let u′ = (l, u) ∈ f with l ≥ 1; the height of u′ is dened by |u′| := |u| and its
anestor is dened by (l,∅). For onveniene, we denote it by ∅l := (l,∅). As already speied,
all the anestors ∅1,∅2, ... are the desendants of (−1,∅) and are situated at generation 0.
Most of the notations onerning trees extend to forests: The lexiographial order ≤ is dened
on f by taking rst the individuals of t1, next those of t2 ... et and leaving (−1,∅) unordered.
The genealogial order 4 on f is dened tree by tree in an obvious way. Let v′ ∈ f . The
youngest ommon anestor of u′ and v′ is then dened as the 4-maximal element of w′ suh
that w′ 4 u′ and w′ 4 v′ and we keep denoting it by u′ ∧ v′. The number of hildren of u′ is
ku′(f) := ku(tl) and the forest f shifted at u
′
is dened as the tree θu′(f) := θu(tl). We also
dene [f ]u′ as the forest {u
′}∪{v′ ∈ f : v′∧u′ 6= u′} and we extend notations [f ]u′1,...,u′k and [f ]n
in an obvious way. For onveniene of notation, we often identify f with the sequene (tl ; l ≥ 1).
When (tl ; l ≥ 1) = (t1, . . . , tk,∅,∅, . . .), we say that f is a nite forest with k elements and we
abusively write f = (t1, . . . , tk).
6
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We dene the set of sin-tree by
Tsin = {t ∈ T : ∀n ≥ 0, # {v ∈ t : |v| = n and #θv(t) =∞} = 1 } .
Let t ∈ Tsin. For any n ≥ 0, we denote by u
∗
n(t) the unique individual u on the innite line
of desent (i.e. suh that #θu(t) = ∞) situated at height n. Observe that u
∗
0(t) = ∅. We
use notation ℓ∞(t) = {u
∗
n(t); n ≥ 0} for the innite line of desent of t and we denote by
(ln(t) ;n ≥ 1) the sequene of positive integers suh that u
∗
n(t) is the word l1(t) . . . ln(t) ∈ U. We
also introdue the set of sin-forests Fsin that is dened as the set of forests f = (tl ; l ≥ 1) suh
that all the trees tl are nite exept one sin-tree tl0 . We extend to sin-forests notations u
∗
n, and
ln by setting ln(f) = ln(tl0), u
∗
n(f) = ( l0, u
∗
n(tl0) ) and u
∗
0(f) = ∅l0 .
Next, we introdue a natural lass of random sin-trees alled Galton-Watson trees with im-
migration (GWI-trees for short). The distribution of a GWI-tree is haraterized by
• its ospring distribution µ on N that we suppose ritial or subritial: µ¯ =
∑
k≥0 kµ(k) ≤ 1;
• its dispathing distribution r dened on the rst otant {(k, l) ∈ N∗ × N∗ : 1 ≤ l ≤ k} that
presribes the distribution of the number of immigrants and their positions with respet to the
innite line of desent.
More preisely, τ is a GWI(µ, r)-tree if it satises the two following onditions:
(i) The sequene S = ( (ku∗n(τ)(τ), ln+1(τ)) ; n ≥ 0) is i.i.d. with distribution r.
(ii) Conditional on S, the trees θu∗n(τ)i (τ) with n ∈ N and 1 ≤ i ≤ ku∗n(τ)(τ) with i 6= ln+1(τ)
are mutually independent GW(µ)-trees.
We dene a GWI(µ, r)-forest with l ≥ 1 elements by the forest ϕ = (τ, τ1, . . . , τl−1) where the
τi's are i.i.d. GW(µ)-trees independent of the GWI(µ, r)-tree τ . It will be sometimes onvenient
to insert τ at random in the sequene (τ1, . . . , τl−1) but unless otherwise speied the random
sin-tree in a random sin-forest oupies the rst row.
The word immigration omes from the following obvious observation: Let ϕ be a GWI(µ, r)-
forest with l+1 elements. Set for any n ≥ 0 , Zn(ϕ) = #{u ∈ ϕ : |u| = n}−1. Then the proess
(Zn(ϕ);n ≥ 0) is a Galton-Watson proess with immigration started at state l, with ospring
distribution µ and immigration distribution ν given by
ν(k) =
∑
1≤j≤k+1
r(k + 1, j) , k ≥ 0.
Reall that a Galton-Watson proess with immigration (Zn(ϕ);n ≥ 0) is a N-valued Markov
hain whose transition probabilities are haraterized by
E
[
xZn+m(ϕ) | Zm(ϕ)
]
= fn(x)
Zm(ϕ)g (fn−1(x)) g (fn−2(x)) . . . g(f0(x)), (3)
where f (resp. g) stands for the generating funtion of µ (resp. ν) and where fn is reursively
dened by fn = fn−1 ◦ f , n ≥ 1 and f0 = Id.
We onlude this setion by giving an elementary result on the so alled GW(µ)-size-biased
trees that are GWI(µ, r)-trees with dispathing distribution of the form r(k, j) = µ(k)/µ¯, 1 ≤
7
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j ≤ k. Size-biased trees arise naturally by onditioning ritial or subritial GW-trees on non-
extintion: see [1℄, [2℄, [9℄ or [11℄ for related results. The term size-biased an be justied by
the following elementary result needed at Setion 3.3: Let ϕ be a random forest orresponding
to a sequene of l independent GW(µ)-trees and let ϕ♭ be a GWI(µ, r)-forest with l elements
where r is taken as above and where the position of the unique random sin-tree in ϕ♭ is piked
uniformly at random among the l possible hoies. Chek that for any nonnegative measurable
funtional G on F× U:
E
[∑
u∈ϕ
G ([ϕ]u, u)
]
=
∑
n≥0
l µ¯nE
[
G
(
[ϕ♭]u∗n(ϕ♭), u
∗
n(ϕ♭)
)]
(4)
and in partiular dP([ϕ♭]n ∈ · )/dP([ϕ]n ∈ · ) = Zn(ϕ)/lµ¯
n
.
2.2 The enoding of sin-trees
The purpose of the paper is to provide a limit theorem for τǫ thanks to its enoding by two
ontour proesses as briey explained at the introdution. It will be onvenient to introdue two
additional enoding proesses: namely the height proess (also alled exploration proess) and a
ertain kind of random walk.
Enoding of nite trees and forests. Let t ∈ T be a nite tree and let u0 = ∅ < u1 < . . . <
u#t−1 be the verties of t listed in the lexiographial order. We dene the height proess of t by
Hn(t) = |un|, 0 ≤ n < #t. H(t) learly haraterizes the tree t.
We also enode t by its ontour proess whih is informally dened as follows: think of t as
a graph embedded in the lokwise oriented half-plane with unit length edges; let run a partile
starting at the root at time 0 that explores t from the left to the right moving ontinuously
along eah edge at unit speed until it omes bak to its starting point. In this evolution, eah
edge is rossed twie and the total amount of time needed to explore the tree is thus 2(#t− 1).
The ontour proess C(t) = (Cs(t); 0 ≤ s ≤ 2(#t − 1)) is dened as the distane-from-the-
root proess of the partile at time s ∈ [0 , 2(#t − 1)]. More preisely, C(t) an be reovered
from the height proess by the following transform: Set bn = 2n − Hn(t) for 0 ≤ n < #t and
b#t = 2(#t− 1). Then observe that
Cs(t) =

Hn(t)− s+ bn if s ∈ [bn, bn+1 − 1) and n < #t− 1
s− bn+1 +Hn+1(t) if s ∈ [bn+1 − 1, bn+1] and n < #t− 1
H#t−1(t)− s+ b#t−1 if s ∈ [b#t−1, b#t].
(5)
We also need to enode t in a third way by a path V (t) = (Vn(t); 0 ≤ n ≤ #t) that is dened
by Vn+1(t) = Vn(t) + kun(t) − 1 and V0(t) = 0. V (t) is sometimes alled the Lukaiewiz path
assoiated with t. It is lear that we an reonstrut t from V (t). Observe that the jumps of
V (t) are ≥ −1. Moreover Vn(t) ≥ 0 for any 0 ≤ n < #t and V#t(t) = −1. We reall from [10℄
without proof the following formula that allows to write the height proess as a funtional of
V (t):
Hn(t) = #
{
0 ≤ j < n : Vj(t) = inf
j≤k≤n
Vk(t)
}
, 0 ≤ n < #t. (6)
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Remark 2.2 If τ is a ritial or subritial GW(µ)-tree, then it is lear from our denition that
V (τ) is a random walk started at 0 that is stopped at −1 and whose jump distribution is given
by ρ(k) = µ(k + 1) , k ≥ −1. However neither H(τ) nor C(τ) are Markov proesses exept for
the geometri ase: µ(k) = (1 − p)pk with p ∈ (0, 1/2]. In this ase, C(ϕ) is distributed as a
random walk killed at −1 and whose possible jumps are (+1) with probability p and (−1) with
probability 1− p (more preisely it is the restrition of the rst T−1− 1 steps of a random walks
killed at the reahing time of level (−1)).
The previous denition of V and of the height proess an be easily extended to a forest
f = (tl ; l ≥ 1) of nite trees as follows: Sine all the trees tl are nite, it is possible to list all the
verties of f but (−1,∅) in the lexiographial order: u0 = ∅1 < u1 < . . . et. We then simply
dene the height proess of f by Hn(f) = |un| and V (f) by Vn+1(f) = Vn(f) + kun(f)− 1 with
V0(f) = 0. Set np = #t1 + . . . +#tp and n0 = 0 and observe that
Hnp+k(f) = Hk(tp+1) and Vnp+k(f) = Vk(tp+1)− p , 0 ≤ k < #tp+1 , p ≥ 0.
We thus see that the height proess of f is the onatenation of the height proesses of the trees
omposing f . Moreover the n-th visited vertex un is in tp i p = 1− inf0≤k≤n Vk(f). Then, it is
easy to hek that (6) remains true for every n ≥ 0 when H(t) and V (t) are replaed by resp.
H(f) and V (f).
Enodings of sin-trees. Let t ∈ Tsin. A partile visiting t in the lexiographial order never
reahes the part of t at the right hand of the innite line of desent. So we need two height
proesses or equivalently two ontour proesses to enode t. More preisely, the left part of t is
the set {u ∈ t : ∃v ∈ ℓ∞(t) s.t. u ≤ v}. It an be listed in a lexiographially inreasing sequene
of individuals denoted by ∅ = u0 < u1 < . . .. We simply dene the left height proess of t by
Hn(t) = |un| , n ≥ 0. H(t) ompletely enodes the left part of t. To enode the right part we
onsider the mirror image t• of t. More preisely, let v ∈ t be the word c1c2 . . . cn. For any
j ≤ n, denote by vj := c1 . . . cj the j-th anestor of v with v0 = ∅. Set c
•
j = kvj−1(t) − cj + 1
and v• = c•1 . . . c
•
n. We then dene t
•
as {v•, v ∈ t} and we dene the right height proess of t as
H•(t) := H(t•).
Remark 2.3 Observe that τ and τ• have the same distribution if τ is a GW(µ)-tree. This is
not anymore the ase if τ is a GWI(µ, r)-tree unless r(k,m) = r(k, k −m+ 1).
We now give a deomposition of H(t) and H•(t) along ℓ∞(t) that is well suited to GWI-trees and
that is used at Setion 3.2: Reall that (un;n ≥ 0) stands for the sequene of verties of the left
part of t listed in the lexiographial order. Let us onsider the set {u∗n−1(t)i; 1 ≤ i < ln(t);n ≥ 1}
of individuals at the left hand of ℓ∞(t) having a brother on ℓ∞(t). To avoid trivialities, we assume
that this set is not empty and we denote by v1 < v2 < . . . the (possibly nite) sequene of its
elements listed in the lexiographial order.
The forest f(t) = (θv1(t), θv2(t), . . .) is then omposed of the bushes rooted at the left hand of
ℓ∞(t) taken in the lexiographial order of their roots. Dene Ln(t) := (l1(t)−1)+. . .+(ln(t)−1)
9
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, n ≥ 1 with L0(t) = 0 and onsider the p-th individual of f(t) with respet to the lexiographial
order on f(t); hek that the orresponding bush is rooted in t at height
α(p) = inf{k ≥ 0 : Lk(t) ≥ 1− inf
j≤p
Vj( f(t) )} .
Thus the orresponding individual in t is un(p) where n(p) is given by
n(p) = p+ α(p) (7)
(note that the rst individual of f(t) is labelled by 0). Conversely, let us onsider un that
is the n-th individual of the left part of t with respet to the lexiographial order on t. Set
p(n) = #{k < n : uk /∈ ℓ∞(t)} that is the number of individuals oming before un and not
belonging to ℓ∞(t). Then
p(n) = inf{p ≥ 0 : n(p) ≥ n}. (8)
and the desired deomposition follows:
Hn(t) = n− p(n) +Hp(n)( f(t) ). (9)
Sine n− p(n) = #{0 ≤ k < n : uk ∈ ℓ∞(t)}, we also get
α(p(n) − 1) ≤ n− p(n) ≤ α(p(n)). (10)
Observe that if un /∈ ℓ∞(t), then n− p(n) = α(p(n)). The proofs of these identities follow from
simple ounting arguments and they are left to the reader (see Figure (1)). Similar formulas hold
for H•(t) taking t• instead of t in (7), (8), (9) and (10).
Remark 2.4 The latter deomposition is partiularly usefull when we onsider a GWI(µ, r)-
tree τ : In this ase (f(τ), f(τ•)) is independent of (L(τ), L(τ•)), f(τ) and f(τ•) are mutually
independent and f(τ) (resp. f(τ•)) is a forest of i.i.d. GW(µ)-trees if for some k ≥ 2 we have
r(k, 2) + . . .+ r(k, k) 6= 0 (resp. r(k, k − 1) + . . . + r(k, 1) 6= 0), it is otherwise an empty forest.
Moreover, the proess (L(τ), L(τ•)) is a N × N-valued random walk whose jump distribution is
given by
P
(
Ln+1(τ)− Ln(τ) = m ; Ln+1(τ
•)− Ln(τ
•) = m′
)
= r(m+m′ + 1,m+ 1).
We next dene the left ontour proess of the sin-tree t denoted by C(t) as the distane-from-
the-root proess of a partile starting at the root and moving lokwise on t viewed as a planar
graph embedded in the oriented half plane with edges of unit length. We dene C•(t) as the
ontour proess orresponding to the antilokwise journey and we an also write C(t•) = C•(t).
More preisely, C(t) (resp. C•(t)) an be reovered from H(t) (resp. H•(t)) through (5) that
still holds for sin-trees (note that in that ase the sequene (bn;n ≥ 0) is innite).
It will be sometimes onvenient to approximate a sin-tree t by the nite tree [t]u∗n(t) with
n large. The formula onneting the ontour proesses of t and [t]u∗n(t) is given as follows: Set
10
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PSfrag replaements
0
1 , 0∗
2 , 1∗
3 , 2∗
4 , 3∗
5 , 4∗
6
7
8 , 5∗
9 , 6∗
10 , 7∗
11 , 8∗
12
13 , 9∗
14 , 10∗
15
Figure 1: The left part of a sin-tree t. The individuals whih are not on ℓ∞(t) have two labels: the rst
one is their row in the lexiographial order on t and the seond one (taged with a star) orresponds to
their row in f(t); individuals of ℓ∞(t) have only one label orresponding to their row in t.
σn(t) = #{u ∈ t : u < u
∗
n(t)} and σn(t
•) = #{u ∈ t• : u < u∗n(t
•)}. We get σn(t) + σn(t
•) =
#[t]u∗n(t) + n− 1 sine the individuals of [[∅, u
∗
n−1(t)]] have been ounted twie. Chek that
σn(t) = sup{k ≥ 0 : Hk(t) ≤ n} and 2σn(t)− n = sup{s ≥ 0 : Cs(t) ≤ n}, (11)
with similar formulas for t•. Thus we get{
Cs(t) = Cs([t]u∗n(t)) if s ∈ [0, 2σn(t)− n] ,
C•s (t) = C2(#[t]u∗n(t)−1)−s
([t]u∗n(t)) if s ∈ [0, 2σn(t
•)− n].
(12)
(Observe that a similar formula is not available for height proesses.)
2.3 Statement of the main result
For onveniene of notation, we set d = 1/2− ǫ and u = 1/2 + ǫ. Reall that τǫ ∈ T denotes the
random ordered rooted tree assoiated with the range of the random walkW ǫ in U. First observe
that the proess (|W ǫn|;n ≥ 0) giving the distane from the root of the partile performing the
random walk does ontain an important part of the information onerning τǫ. Moreover, this
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proess is simply distributed as the post-inmum path of a random walk whose possible jumps
are +1 with probability u and −1 with probability d. Reall that (Bs ; s ≥ 0) stands for the
linear Brownian motion and set for any y ∈ R, B
(y)
s = Bs + ys and I
(y)
s = infu≤sB
(y)
u . Standard
arguments imply (
ǫ
∣∣∣W ǫ⌊s/ǫ2⌋∣∣∣ ; s ≥ 0) (d)−−→ǫ→0 (B(2)s+g − I(2)∞ ; s ≥ 0) ,
where we have set g = inf{s ≥ 0 : B
(2)
s = I
(2)
∞ }. Notation
(d)
→ stands for the onvergene in
distribution in the appropriate spae of right-ontinuous funtions with left limits endowed with
Skorohod topology. We also use notation
(fd)
→ for the onvergene in distribution of all nite
dimensional marginals.
This result turns out to provide the right saling for τǫ though the onnetion between
(|W ǫn| ;n ≥ 0) and τǫ is non-trivial and the distribution of τǫ is not simple: for instane, we
an hek that τǫ and τ
•
ǫ might not have the same distribution. Take the binary ase a =
(a, 1 − a, 0, 0, . . .) for some a ∈ (0, 1). Dene the set A ⊂ T by A = {t ∈ T : k∅(t) = 2, k1(t) =
0, k2(t) > 0}. Then it follows from simple arguments disussed in Setion 3.1 that
P(τǫ ∈ A) =
du2a(1− a)
(u+ da)(u+ d2a)
and P(τ•ǫ ∈ A) =
du2a(1− a)
(u+ d(1 − a))(u + d2(1 − a))
.
Thus, exept for a = 1/2, P(τǫ ∈ A) 6= P(τ
•
ǫ ∈ A). Atually, when ǫ goes to zero, the partile
baktraks more and more often ausing orrelations. However, Theorem 2.1 asserts that the
orrelations only give rise to a deterministi phenomenon that is taken into aount by the
oeient γ = γ(a) given by (1).
Theorem 2.1 Let D and D• be two independent opies of B(−2) − 2I(−2). Then,
(i)
(
ǫCs/ǫ2(τǫ) , ǫC
•
s/ǫ2(τǫ)
)
s≥0
(d)
−−−−−→
ǫ→0
(
2Dγs , 2D
•
γs
)
s≥0
(ii)
(
ǫH⌊s/2ǫ2⌋(τǫ) , ǫH
•
⌊s/2ǫ2⌋(τǫ)
)
s≥0
(d)
−−−−−→
ǫ→0
(
2Dγs , 2D
•
γs
)
s≥0
.
Let us make some omments. (a) The limit of the height and the ontour proesses are the same
up to the multipliative time onstant 2. This omes from the fat that verties are visited one
by the height proess while the edges are rossed exatly twie by the ontour proess.
(b) The denition of γ through expetation (1) is only for pratial reasons. We have not
found a simpler expression exept for the ase a1 = . . . = ab = 1/b where b is an integer greater
than 1. In that ase the Xi's are deterministi and γ = 1− 1/b.
() The ontinuum random sin-tree whose 2D(γ ·) and 2D
•
(γ ·) are resp. the left and the right
height proesses an be dened as follows: To any real s orresponds a vertex in the tree at
height Hs = 1(−∞,0)(s) 2D−γs + 1[0,∞)(s) 2D
•
γs . Let s ≤ s
′
. The youngest ommon anestor of
the verties orresponding to s and s′ is situated at height
m(s, s′) = inf{Hu; u ∈ I(s, s
′)},
12
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where I(s, s′) is taken as [s, s′] if 0 /∈ [s, s′] and as R\[s, s′] otherwise. Thus, the distane between
the verties orreponding to s and s′ is
d(s, s′) = Hs +Hs′ − 2m(s, s
′).
We say that s and s′ are equivalent if they orrespond to the same vertex in the tree, i.e.
d(s, s′) = 0 that is denoted by s ∼ s′. We formally dene the ontinuum random sin-tree as the
quotient set T = R/ ∼. Then d indues a metri on T that makes it be a (random) Polish spae.
We an show that the metri spae (T,d) is a R-tree (see [6℄ for related results). Due to
the Brownian nature of H, all fratal dimensions of T are a.s. equal to 2. A point σ ∈ T is
said a branhing point if the open set T \ {σ} has more than two onneted omponents and it
orresponds to times at whih H reahes a loal minimum. Sine all the loal minima of H are
distint, all the branhing points are binary, i.e. T \ {σ} has three onneted omponents.
(d) Observe that the limiting tree T is symmetri sine D and D• have the same distribution.
An heuristi explanation is the following: arguments disussed at Setion 3.2 imply that an
unbalaned set of weights a breaks the symmetry of τǫ only if τǫ has branhing points of order
≥ 3 whih does not happen to the limiting tree T that is binary.
3 Proof of the main result
3.1 Combinatorial results
In this setion ǫ is xed and for onveniene of notation we drop the orresponding subsript
in the random variables. Thus, we write W and τ instead of W ǫ and τǫ. As explained in the
introdution, the linear interpolation of the proess (|Wn| ;n ≥ 0) an be viewed as the left
ontour proess of a (tive) GWI-tree denoted by τ and whose distribution is given by the
following lemma.
Lemma 3.1 The linear interpolation of (|Wn| ;n ≥ 0) is distributed as the left ontour proess
of a GWI(µ, r)-tree where µ(k) = udk, r(k, k) = µ(k − 1) and r(k,m) = 0, 1 ≤ m < k , k ≥ 0.
Proof : Let (ξn;n ≥ 1) be i.i.d. suh that P(ξn = 1) = u and P(ξn = −1) = d. Set S0 = 0
and Sn = ξ1 + . . . + ξn and dene T−1 as T−1 := inf{n ≥ 0 : Sn = −1} (with the onvention
inf ∅ = ∞). Sine the random walk S = (Sn;n ≥ 0) a.s. drifts to +∞ , P (T−1 = ∞) > 0. By
denition of W , (|Wn| ;n ≥ 0) has the same distribution as S under P( · |T−1 =∞).
Let us denote by (T
(0)
i ; i ≥ 0) the passage times to state 0: T
(0)
0 = 0 and T
(0)
i+1 = inf{n >
T
(0)
i : Sn = 0}, with the onvention inf ∅ =∞. Set
K = sup
{
i ≥ 0 : T
(0)
i <∞
}
<∞ a.s.
We denote by E1, . . . , EK , EK+1 the exursions of S away from 0 dened by
Ei =
(
S
T
(0)
i−1+n
; 0 ≤ n ≤ ζi := T
(0)
i − T
(0)
i−1
)
, 1 ≤ i ≤ K
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and by EK+1 = (ST (0)K +n
;n ≥ 0). We rst onsider the tree τ whose ontour proess is the linear
interpolation of (Sn; 0 ≤ n ≤ T−1 − 1) under P( · |T−1 <∞):
Claim: τ is a GW(µ)-tree.
Proof: If L stands for the number of hildren of the root of τ , then L+ 1 is also the number of
times S visits 0 before T−1: L = sup{i ≥ 0 : T
(0)
i < T−1}. By applying the Markov property
at the stopping times T
(0)
i 's, we show that P(L = 0) = d and that for any l ≥ 1, onditional on
the event {L = l ; T−1 <∞}:
• (a) E1, . . . , El are i.i.d. and they are distributed as E1 under P( · |E1(1) = 1 ; T
(0)
1 <∞).
Moreover, the Markov property at time 1 implies that
• (b) (E1(n + 1) − 1 ; 0 ≤ n ≤ T
(0)
1 − 2) under P( · |E1(1) = 1 ; T
(0)
1 < ∞) has the same
distribution as (Sn; 0 ≤ n ≤ T−1 − 1) under P( · |T−1 <∞).
Now observe that the ontour proesses of the subtrees θ1τ, . . . , θLτ are the linear interpolations
of (Ei(n+ 1)− 1 ; 0 ≤ n ≤ ζi − 2) , 1 ≤ i ≤ L. We dedue from (a) and (b) that τ satises the
two onditions of the denition of a GW-tree; its distribution is then the distribution of L under
P( · |T−1 <∞), whih an be omputed as follows: Observe rst that
{L = l ; T−1 <∞} = {E1(1) = 1;T
(0)
1 <∞ ; . . . ; El(1) = 1;T
(0)
l <∞ ; El+1(1) = −1}.
Then, by (a):
P(L = l ; T−1 <∞) = dP(E1(1) = 1 ; T
(0)
1 <∞)
k.
But (b) implies that P(E1(1) = 1;T
(0)
1 <∞) = uP(T−1 <∞). Thus,
P(L = l ; T−1 <∞) = d (uP(T−1 <∞))
k
and by summing over l we get P(T−1 < ∞) = d/(1 − uP(T−1 < ∞)) whih implies that
P(T−1 <∞) = d/u. Finally we get
P(L = l|T−1 <∞) = ud
k = µ(k),
whih ahieves the proof of the laim. 
Let us ahieve the proof of the lemma: we now onsider the tree τ whose ontour proess
is the linear interpolation of (|Wn| ;n ≥ 0). To simplify notations, we identify this proess to S
under P( · |T−1 =∞). Then K +1 is the number of hildren of the anestor of τ . First, observe
that
{K = k ; T−1 =∞} = {E1(1) = 1;T
(0)
1 <∞ ; . . . ; Ek(1) = 1;T
(0)
k <∞ ; T
(0)
k+1 =∞}. (13)
By applying the Markov property, we then show that onditional on {K = k ; T−1 =∞}
14
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• E1, . . . , Ek+1 are independent;
• E1, . . . , Ek are distributed as E1 under P( · |E1(1) = 1;T
(0)
1 <∞);
• Ek+1 is distributed as E1 under P( · |T
(0)
1 =∞)
Now, by applying the Markov property at time 1 we see that
(E1(n+ 1)− 1; n ≥ 0) under P( · |T
(0)
1 =∞)
(law)
= S under P( · |T−1 =∞). (14)
Observe that the ontour proesses of the subtrees θ1τ , . . . , θK+1τ are the linear interpolations
of (Ei(n+1)−1 ; 0 ≤ n ≤ ζi−2) , 1 ≤ i ≤ K+1. Dedue from (b), from the previous laim and
from (14) that onditional on {K = k ; T−1 = ∞}, the subtrees θ1τ , . . . , θkτ are k independent
GW(µ)-trees and that θk+1τ is distributed as τ . It implies that τ satises the two onditions of
the denition of GWI-trees. Sine the innite subtree is θk+1τ , τ is a GWI(µ, r)-tree with
r(k + 1,m) = 0 , 1 ≤ m < k + 1 and r(k + 1, k + 1) = P(K = k|T−1 =∞) , k ≥ 0,
whih an be omputed as follows: Dedue from (13) and the Markov property
P(K = k ; T−1 =∞) = P(E1(1) = 1 ; T
(0)
1 <∞)
kP(T
(0)
1 =∞).
Now observe that P(T
(0)
1 = ∞) = uP(T−1 = ∞) and that P(E1(1) = 1 ; T
(0)
1 < ∞) = d. Thus
P(K = k|T−1 =∞) = µ(k), k ≥ 0, whih ahieves the proof of the lemma. 
Observe that τ is ompletely asymmetri i.e. it has no verties at the right hand of its innite
line of desent. Note also that its immigration distribution ν is equal to µ. In what follows, we
explain how to reover the full range {Wn ; n ≥ 0} from τ . To that end we need to label τ by
random marks in N
∗
as explained in the introdution. Let us introdue some notation: the set
T = (t ; (mu, u ∈ t)) is a N
∗
-marked tree T if t ∈ T and if mu ∈ N
∗
, u ∈ t. The mu's are the
marks of T . The set of N∗-marked trees is denoted by TN∗ . We dene the trak of T as the
mapping TrT : t→ U dened as follows: Let u ∈ t; if we denote by u0 = ∅ 4 u1 4 . . . 4 un = u
the anestors of u, then we dene TrT (u) as the word mu1 . . . mun ∈ U, with the onvention
TrT (∅) = ∅ (observe that m∅ plays no role in the denition of TrT ).
Similarly we dene marked forets as sets of the form F = (f ; (mu, u ∈ f)) where f ∈ F and
mu ∈ N
∗
. The set of marked forests is denoted by FN∗ . We dene the trak TrF of F exatly as
we have dened the trak of marked trees and we set for any u ∈ F
θu(F ) = (θu(f) ; (muv, v ∈ θu(f))) and [F ]u = ([ f ]u ; (mv, v ∈ [ f ]u)) .
Sine the linear interpolation of the proess (|Wn| ;n ≥ 0) is the distane-from-the-root
proess of a (tive) partile exploring ontinuously τ at unit speed from left to right τ , we an
assoiate with eah vertex u ∈ τ \ {∅} a unique time n(u) ∈ N suh that the (tive) partile
limbs the edge (←−u , u) between times n(u) and n(u) + 1. Sine |Wn(u)+1| = 1 + |Wn(u)|, we an
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nd µu ∈ N
∗
suh that the word Wn(u)+1 is written Wn(u)µu ∈ U. We then dene the random
marked tree T as
T = (τ ; (µu, u ∈ τ)),
where the mark of the root µ∅ is taken independent of W and distributed on N
∗
in aordane
with the set of weights a: P(µ∅ = i) = ai, i ∈ N
∗
The distribution of T is desribed by the
elementary lemma whose proof is left to the reader.
Lemma 3.2 Conditional on τ , the marks (µu, u ∈ τ) are independent and distributed in aor-
dane with a. Moreover,
TrT (τ) = {Wn ; n ≥ 0}. (15)
As already explained in the introdution, to take the trak of τ is a proedure that an be
broken up in two distint sub-proedures: The rst one shues τ by putting its edges in a
ertain random order. The seond one shrinks τ by identifying some suessive edges with
respet to the new random order. Let us rst speify what we mean by shuing: Let t ∈ T; we
say that p = (pu, u ∈ t) is a permutation of t if eah pu is a permutation of the (possibly empty)
set {1, . . . , ku(t)}. Let u ∈ t be the word c1 . . . cn. We denote by uk = c1 . . . ck the k-th anestor
of u. We dene the word up by pu0(c1) . . . pun−1(cn) ∈ U if u 6= ∅ and by ∅ otherwise. We set
tp = {up; u ∈ t}. Now, pik uniformly at random a permutation π of t among the
∏
u∈t ku(t)!
possible ones. We dene the shuing of t as the random tree Sh(t) := tπ.
Remark 3.1 Shuing a GW-tree does not hange its distribution. It is also easy to hek that
Sh(τ) is a GWI(µ, r′)-tree with r′ given by r′(k, j) = udk−1/k, 1 ≤ j ≤ k.
We would like to shue a N
∗
-marked tree T = (t ; (mu,∈ t)) in aordane with the order of
its marks in N
∗
: for any permutation p of t, set T p = (tp ; (mup , u ∈ t)) and observe that
TrT p(t
p) = TrT (t). (16)
Let π(T ) = (πu, u ∈ t) be a random permutation of t suh that the πu's are mutually independent
and πu is piked uniformly at random among the permutations σ of {1, . . . , ku(t)} satisfying
muσ(1) ≤ muσ(2) ≤ . . . ≤ muσ(ku(t)).
We dene the shuing of T as Sh(T ) := T π(T ). By denition the mapping TrSh(T ) : t
π(T ) → U
is inreasing with respet to the lexiographial order:
∀u, v ∈ tπ(T ) , u ≤ v =⇒ TrSh(T )(u) ≤ TrSh(T )(v). (17)
Observe that if any brothers in T have distint marks, then π(T ) is deterministi. Thus, tπ(T )
has learly not the same distribution as Sh(t). However when the marks mu, u ∈ t are i.i.d.
random variables, we an easily hek that tπ(T ) is distributed as Sh(t). Thus, if we set
T˜ = Sh(T ) := (τ˜ ; (µ˜u , u ∈ τ˜)),
16
T. Duquesne. Limit of random walks on trees.
then, we dedue from the previous observation that
Tr
T˜
(τ˜) = {Wn; n ≥ 0} , τ˜
(law)
= Sh(τ) (18)
and that
∀u, v ∈ τ˜ , u ≤ v =⇒ Tr
T˜
(u) ≤ Tr
T˜
(v). (19)
So, we rst obtain τ by shuing the GWI-tree τ and then by identifying the edges of the resulting
marked tree that have the same random marks. We now give estimates in Proposition 3.3 and
in Proposition 3.4 on how muh this edge identiation does shrink τ˜ . Let us introdue some
notations: with any marked forest F = (f ; (mu, u ∈ f)) we assoiate a olletion (Zv(F ); v ∈ U)
of integers dened by
Zv(F ) = #{u ∈ f : TrF (u) = v}.
Some key estimates in the proof of Theorem 2.1 rely on a preise omputation of the law of the
Zv(F )'s when F is distributed as a GW-forest or a GWI-forest. From now on until the end
of the paper all the GW or GWI-forests that we onsider share the same ospring distribution
µ(k) = udk, k ≥ 0. We set for any i ∈ N∗ and for any x ∈ [0, 1]
f(x) :=
∑
k≥0
udkxk =
u
1− dx
and fi(x) := f(1− ai + aix).
For any v = m1 . . . mn ∈ U we also dene
fv := fm1 ◦ . . . ◦ fmn and av := am1 . . . amn ,
with f∅ = Id and a∅ = 1. We adopt the following onvention: to simplify notation, we
do not distinguish onstants in inequalities and we denote them in a generi way by a symbol
Kα,β,... meaning that we bound by a positive onstant that only depends on parameters α, β, . . .
et.
We rst desribe the law of (Zv(F); v ∈ U) with F = (ϕ ; (µu, u ∈ ϕ)), where ϕ = (τ1, . . . , τl)
is a forest of l i.i.d GW(µ)-trees and where onditional on ϕ the marks (µu, u ∈ ϕ) are taken
mutually independent and distributed in aordane with a.
Proposition 3.3 (i) For any v,w ∈ U,
E
[
xZvw(F) | Zv(F)
]
= fw(x)
Zv(F).
(ii) Moreover for any v = m1 . . . mn ∈ U,
1− fv(1− x) =
x
A(v)x+B(v)
with 1/B(v) = av(d/u)
n
and
A(v) = 1 +
u
d
1
am1
+
(u
d
)2 1
am1am2
+ . . . +
(u
d
)n−1 1
am1 . . . amn−1
.
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(iii) For any positive integer p,
E
[∑
v∈U
Zv(F)
p
]
≤ Ka,p
lp
1− d/u
.
Proof : We rst show (i) whose proof redues to the l = 1 ase by an immediate independene
argument. Let us take F = T1 = (τ1 ; (µu, u ∈ τ1)) and v ∈ U. Consider the set Lv of the verties
u ∈ τ1 satisfying TrT1(u) = v. We denote by u1 < . . . < uZv(T1) the elements of Lv listed in
the lexiographial order. As a onsequene of Remark 2.1, we see that onditional on Lv the
marked trees (θui(T1), 1 ≤ i ≤ Zv(T1)) are i.i.d. marked trees distributed as T1. Observe next
that for any w ∈ U
Zvw(T1) =
Zv(T1)∑
i=1
#{u ∈ θui(T1) : Trθui(T1)(u) = w}.
So we get
E
[
xZvw(T1) | Zv(T1)
]
= E
[
xZw(T1)
]Zv(T1)
.
Then it remains to prove: E[xZw(T1)] = fw(x), whih follows from iterating the previous identity
and from the easy observation: E[xZi(T1)] = fi(x), i ≥ 1.
The proof of (ii) is a simple reurrene. Let us prove (iii): for any positive integer p and any
v = m1 . . . mn ∈ U, we dedue from (ii) the following inequality
f (p)v (1) = p !
1
B(v)
(
A(v)
B(v)
)p−1
(20)
≤ p ! av
(
d
u
)|v|
(1− a+)
1−p , (21)
where we have set a+ = maxi≥1 ai < 1. For any integer i we denote by (x)i the fatorial
polynomial x(x − 1) . . . (x − i + 1) (with the onvention: (x)0 = 1). Chek reursively that for
any l, p ≥ 1 and any h ∈ C∞(R,R),
dphl
dxp
=
p∑
j=1
(l)j h(x)
l−j Qj,p(h
′(x), . . . , h(p)(x) ), (22)
where the Qj,p's are j-homogeneous polynomials with N-valued oeients that only depend on
j and p. Dedue from (21) that for any v ∈ U,
E [(Zv(F))p] =
dpf lv
dxp
(1) (23)
=
p∑
j=1
(l)j Qj,p( f
′
v(1), . . . , f
(p)
v (1) ) (24)
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≤
p∑
j=1
(l)j a
j
v
(
d
u
)j|v|
Qj,p( 1!, 2!(1 − a+)
−1, . . . , p!(1− a+)
1−p ) (25)
≤ Ka,p l
pav
(
d
u
)|v|
. (26)
Then, by an easy argument
E [Zv(F)
p] ≤ Ka,p l
pav
(
d
u
)|v|
(27)
whih implies (iii) by the following observation:
∑
v∈U
av
(
d
u
)|v|
=
∑
n≥0
(
d
u
)n ∑
m1,...,mn≥1
am1 . . . amn =
1
1− d/u
. (28)

We need similar results for GWI-forests. Let r be some xed repartition probability measure.
We denote by ν the orresponding immigration distribution given by ν(k − 1) =
∑
1≤j≤k r(k, j)
, k ≥ 1. For any x ∈ [0, 1] and any i ∈ N∗ we write
g(x) :=
∑
k≥0
ν(k)xk and gi(x) := g(1 − ai + aix).
Let F0 = (ϕ0; (µu, u ∈ ϕ0)) be a random marked GWI-forest whose distribution is haraterized
as follows: ϕ0 = (τ0, τ1, . . . τl), the τi's are mutually independent, τ1, . . . , τl are i.i.d. GW(µ)-
trees, τ0 is a GWI(µ, r)-tree and onditional on ϕ0 the marks µu are i.i.d. random variables
distributed in aordane with a. For onveniene of notation, we set
u∗n = u
∗
n(ϕ0) and v
∗
n = TrF0(u
∗
n) , n ≥ 0.
We also set Sp = {v∗ni , i ∈ N
∗ \ {µu∗n} , n ≥ 0} and we dene S as the σ-eld generated by the
random variables (µu∗n ;n ≥ 0) and (Zw(F0) ;w ∈ Sp).
Proposition 3.4 (i) Conditional on S, the olletion of the U-indexed proesses
( (Zwv(F0); v ∈ U) ;w ∈ Sp ) are mutually independent. Moreover, for any w ∈ Sp, the proess
(Zwv(F0); v ∈ U) only depends on S through Zw(F0). More preisely,
(Zwv(F0); v ∈ U) under P( · |w ∈ Sp ; Zw(F0) = l)
(law)
= (Zv(F); v ∈ U)
where F = (ϕ ; (µu, u ∈ ϕ)), where ϕ is a sequene of l i.i.d. GW(µ)-trees and where onditional
on ϕ the marks (µu, u ∈ ϕ) are i.i.d. distributed in aordane with a.
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(ii) For any p ≥ 1, any n ≥ 0,
E
[
Zv∗n(F0)
p
]
≤ Ka,p (l + 1)
p max
0≤j≤p
g(j)(1)p
and for any i ∈ N∗,
E
[
Zv∗ni(F0)
p
]
≤ Ka,p ai (l + 1)
p max
0≤j≤p
g(j)(1)p,
with the onvention g(0) = g.
(iii) For any p ≥ 1 and any n ≥ 0,
E
[∑
v∈U
Zv([F0]u∗n)
p
]
≤ Ka,p
n+ 1
1− d/u
(l + 1)p max
0≤j≤p
g(j)(1)p .
Proof : Set for any w ∈ Sp, Lw = {u ∈ ϕ0 : TrF0(u) = w}. Then by denition, Zw(F0) = #Lw.
Chek that
∀u 6= u′ ∈
⋃
w∈Sp
Lw : u, u
′ /∈ ℓ∞(ϕ0) and u ∧ u
′ /∈ {u, u′}.
These two observations ombined with Remark 2.1 imply that onditional on S the marked trees
θu(F0), u ∈
⋃
w∈Sp Lw are i.i.d. marked GW(µ)-trees with independent marks distributed in
aordane with a. This implies (i) thanks to the following equality valid for any w ∈ Sp and
any v ∈ U:
Zwv(F0) =
∑
u∈Lw
#{u′ ∈ θu(F0) : Trθu(F0)(u
′) = v}.
Let us prove (ii): Suppose that the word u∗n is written l1 . . . ln ∈ U for some nonnegative integers
l1, . . . , ln. Consider u ∈ ϕ0 suh that TrF0(u) = v
∗
n. There are three ases:
• If |u ∧ u∗n| = n then u = u
∗
n.
• If |u ∧ u∗n| = −1, then u ∧ u
∗
n is the tive root (−1,∅). Thus, the anestor ∅0 of the
sin-tree τ0 is not an anestor of u. It implies
#{u ∈ ϕ0 : |u ∧ u
∗
n| = −1 and TrF0(u) = v
∗
n} =
l∑
j=1
Zv∗n
(
θ∅j(F0)
)
.
• If u ∧ u∗n = u
∗
k with 0 ≤ k < n, we an nd some j ∈ {1, . . . , ku∗k(ϕ0)} with j 6= lk+1 and
some u′ ∈ U suh that
u = u∗kju
′ , µu∗kj = µu
∗
k+1
and Trθu∗
k
j(F0)
(u′) = w∗k+1,
where w∗k+1 ∈ U stands for the word µu∗k+2 . . . µu∗n ∈ U, with the onvention w
∗
n = ∅.
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Now, set for any 0 ≤ k < n,
Ek+1 = {j ∈ {1, . . . , ku∗k(ϕ0)} : j 6= lk+1 and µu∗kj = µu∗k+1}.
The ombination of the three preeding ases implies that
Zv∗n(F0) = 1 +
l∑
j=1
Zv∗n
(
θ∅j (F0)
)
+
n−1∑
k=0
∑
j∈Ek+1
#{u′ ∈ θu∗kj(ϕ0) : Trθu∗kj(F0)
(u′) = w∗k+1}.
Set κk = #Ek , 1 ≤ k ≤ n, κ0 = l and w
∗
0 = v
∗
n. Then, by (i) we get
E
[
rZv∗n(F0) | (κk+1, µu∗k+1)0≤k≤n−1
]
= rfv∗n(r)
l
n−1∏
k=0
fw∗k+1(r)
κk+1
(29)
= r
n∏
k=0
fw∗k(r)
κk . (30)
It also follows from the previous observations that κ1, . . . , κn are mutually independent with the
same distribution speied by
E [xκ1 ] = E
[
gµu∗
0
(x)
]
=
∑
i∈N∗
aigai(x). (31)
From Proposition 3.3 (ii) we get a.s.
fw∗k(1 + z) = 1 +
z
B(w∗k)
(
1−
A(w∗k)
B(w∗k)
z
)−1
and sine
A(w∗k)
B(w∗k)
≤ (
d
u
a+)
|w∗k| + . . .+
d
u
a+ ≤ (1− a+)
−1,
fw∗k(1+z) has a.s. a power serie expansion with a radius of onvergene greater than 1−a+ > 0.
Then, for any |z| < 1− a+ we an write
fw∗k(1 + z)
κk = 1 +
∑
p≥1
D(k)p z
p with D(k)p =
1
p!
dpfκkw∗k
dzp
(1).
Dedue from (26)
0 ≤
1
p!
dpfκkw∗k
dzp
(1) ≤ Kp,a κ
p
k aw∗k
(
d
u
)|w∗k|
(32)
≤ Kp,a κ
p
k a
n−k
+ . (33)
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Then observe that
n∏
k=0
fw∗k(1 + z)
κk = 1 +
∑
p≥1
Dpz
p , |z| < 1− a+
where
Dp =
∑
P⊂{0,...,n}
∑
∑
k∈P qk=p
qk≥1
∏
k∈P
D(k)qk .
Set D0 = 1 and dedue from (30)
E
[(
Zv∗n(F0)
)
p
| (κk, µu∗k)0≤k≤n
]
= p! (Dp +Dp−1) (34)
Use (33) and the independene of the κi's to get
E [Dp] ≤
∑
P⊂{0,...,n}
∑
∑
k∈P qk=p
qk≥1
∏
k∈P
Kqk,aE
[
κqkk
]
an−k+ .
If P ⊂ {0, . . . , n} and
∑
k∈P qk = p with qk ≥ 1, k ∈ P, then #P ≤ p and qk ≤ p for any k ∈ P.
Thus, ∏
k∈P
E
[
κqkk
]
≤ (l + 1)p (1 ∨E[κp1])
p
sine κ1, . . . , κn are identially distributed and κ0 = l. Dedue from (31):
1 ∨E[κp1] ≤ Ka,pmax
(
1, g′(1), . . . , g(p)(1)
)
.
Thus,
E [Dp] ≤ Ka,p(l + 1)
p max
0≤j≤p
g(j)(1)p (35)
sine ∑
P⊂{0,...,n}
∑
∑
k∈P qk=p
qk≥1
∏
k∈P
an−k+ ≤ Kp (1− a+)
−p.
Then by (34) and an easy argument
E
[
Zv∗n(F0)
p
]
≤ Ka,p (l + 1)
p max
0≤j≤p
g(j)(1)p. (36)
To ahieve the proof of (ii), we set Lv∗n = {u ∈ ϕ0 \ {u
∗
n} : TrF0(u) = v
∗
n}. Reall
that any u ∈ Lv∗n has ospring distribution µ and that u
∗
n has ospring distribution ν. Sine
Zv∗n = 1 +#Lv∗n , we get for any i ∈ N
∗
,
E
[
xZv∗ni | Lv∗n , µu∗n+1
]
= x
1{µu∗n+1
=i}
fi(x)
Zv∗n−1gi(x).
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Thus,
E
[
xZv∗ni | Zv∗n = k + 1
]
= (1− ai + aix)fi(x)
kgi(x).
By dierentiating p times at x = 1 we get
E
[(
Zv∗ni
)
p
| Zv∗n = k + 1
]
=
dpfki gi
dxp
(1) + pai
dp−1fki gi
dxp−1
(1)
Now observe that for any q ≥ 0, g
(q)
i (1) = a
q
i g
(q)(1) and
dqfki
dxq
(1) = (aid/u)
q(k + q − 1)q,
by a simple omputation. Thus,
dpfki gi
dxp
(1) =
p∑
q=0
p!
q!(p− q)!
ap−qi g
(p−q)(1)(aid/u)
q(k + q − 1)q
≤ Kpa
p
i (k + p)p max1≤j≤p
g(j)(1).
Consequently,
E
[(
Zv∗ni
)
p
| Zv∗n
]
≤ Kpa
p
i (Zv∗n − 1 + p)p max1≤j≤p
g(j)(1).
Sine p ≥ 1 and by (36) we get
E
[(
Zv∗ni
)
p
]
≤ Kpai(l + 1)
p max
1≤j≤p
g(j)(1)p
whih easily implies the seond inequality of Lemma 3.4 (ii).
We now prove (iii): rst observe that the deomposition∑
v∈U
Zv([F0]u∗n)
p = e1 + e2 + e3
holds with
e1 =
∑
w∈Sp
|w|≤n
∑
v∈U
Zwv([F0]u∗n)
p,
e2 =
∑
0≤k<n
Zv∗k([F0]u∗n)
p and e3 =
∑
v∈U
Zv∗nv([F0]u∗n)
p.
Note for any v ∈ U and for any w ∈ Sp suh that |w| ≤ n that Zwv([F0]u∗n) = Zwv(F0). Then
by Proposition 3.3 (i) and Proposition 3.4 (iii)
E [e1 | S] ≤ Ka,p
∑
w∈Sp
|w|≤n
Zw(F0)
p
1− d/u
≤ Ka,p(1− d/u)
−1
n∑
k=0
∑
i∈N∗
Zv∗ki(F0)
p. (37)
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We then dedue from the seond inequality of Lemma 3.4 (ii)
E [e1] ≤ Ka,p (l + 1)
p max
0≤j≤p
g(j)(1)p
n+ 1
1− d/u
. (38)
Observe next that Zv∗k([F0]u∗n) = Zv∗k(F0). Then by the rst inequality of (ii), we get
E [e2] ≤ Ka,p n (l + 1)
p max
0≤j≤p
g(j)(1)p. (39)
To bound E [e3], note that onditional on Zv∗n([F0]u∗n) = l, the proess (Zv∗nv([F0]u∗n) ; v ∈ U)
is distributed as (Zv(F); v ∈ U) where F = (ϕ ; (µu, u ∈ ϕ)), where ϕ is a sequene of l
independent GW(µ)-trees and where onditional on ϕ the marks (µu, u ∈ ϕ) are i.i.d. random
variables distributed in aordane with a. Thus, by Proposition 3.3 :
E
[
e3 | Zv∗n([F0]u∗n)
]
≤ Ka,p
Zv∗n([F0]u∗n)
p
1− d/u
.
Now observe that Zv∗n(F0) = Zv∗n([F0]u∗n) and use (36) to get
E [e3] ≤ Ka,p max
0≤j≤p
g(j)(1)p
(l + 1)p
1− d/u
. (40)
Then, (iv) follows by adding (38), (39) and (40). 
3.2 Proof of Theorem 2.1.
Let us rst explain why Theorem 2.1 redues to a onvergene for nite trees: we restore ǫ in
the random variables: T ǫ = (τ ǫ ; (µu, u ∈ τ ǫ)) and T˜ǫ = Sh(T ǫ) = (τ˜ǫ ; (µ˜u, u ∈ τ˜ǫ)). For any
positive real number x we set xǫ = ⌊x/ǫ⌋ and we dene ζ˜x,ǫ = sup{n ≥ 0 : |W
ǫ
n| ≤ xǫ}. As
explained in the introdution, we assoiate a unique nite ordered rooted tree τxǫ with the subtree
{W ǫn; 0 ≤ n ≤ ζ˜x,ǫ} ⊂ U. Observe that in general τ
x
ǫ 6= [τǫ]u∗xǫ (τǫ), however τ
x
ǫ and τǫ oinide up
to level xǫ:
[τxǫ ]xǫ = [τǫ]xǫ . (41)
The following proposition asserts that the onvergene of τǫ is equivalent to the onvergene of
the τxǫ 's for all x > 0. For onveniene of notation, we set ζx,ǫ = 2ǫ
2#τxǫ and
Hs(x, ǫ) = ǫ1[0,ζx,ǫ)(s)H⌊s/2ǫ2⌋(τ
x
ǫ ) and Cs(x, ǫ) = ǫ1[0,ζx,ǫ−2ǫ2](s)Cs/ǫ2(τ
x
ǫ ).
We also dene the limiting proess by
D(x)s = 1[0,σx](s)Ds + 1[σx,∞)(s)D
•
(ζx−s)+
,
where ζx = σx + σ
•
x with σx (resp. σ
•
x) = sup{s ≥ 0 : Ds (resp. D
•
s) ≤ x}.
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Proposition 3.5 Theorem 2.1 is implied by any of the following equivalent onvergenes
(i) ∀x > 0 , C(x, ǫ)
(d)
−−−−−→
ǫ→0
(
2D(x)γs ; s ≥ 0
)
(ii) ∀x > 0 , H(x, ǫ)
(d)
−−−−−→
ǫ→0
(
2D(x)γs ; s ≥ 0
)
.
Proof: The proof of (ii) =⇒ (i) an be opied from the proof of Theorem 2.4.1 [5℄. It relies on
formula (5) that makes the ontour proess of a nite ordered rooted tree an expliit funtional of
the orresponding height proess. Sine (5) also holds for ontour proesses of sin-trees, similar
arguments work to show that Theorem 2.1 (ii) implies Theorem 2.1 (i). Let us prove that
Proposition 3.5 (i) implies Proposition 3.5 (ii): Reall from (5) that
Hn(τ
x
ǫ ) = C2n−Hn(τxǫ )(τ
x
ǫ ).
So, if we denote by S(ǫ) the maximal height of τxǫ we get
sup
n<#τxǫ
| Hn(τ
x
ǫ )− C2n(τ
x
ǫ ) | ≤ max
|n−n′|≤S(ǫ)
| Cn(τ
x
ǫ )− Cn′(τ
x
ǫ ) |,
whih implies after saling
sup
s≤ζx,ǫ
| Hs(x, ǫ)− Cs(x, ǫ) | ≤ max
|s−s′|≤ǫ2S(ǫ)
| Cs(x, ǫ)− Cs′(x, ǫ) | .
Proposition 3.5 (i) implies that ǫS(ǫ) onverges in distribution to the supremum of D(x) that is
a.s. nite. Thus, the right member of the latter inequality onverges to zero in probability and
Proposition 3.5 (ii) follows. A similar argument show that Theorem 2.1 (i) implies Theorem 2.1
(ii). Now, the proof will be ahieved if we show that Proposition 3.5 (ii) implies Theorem 2.1
(ii): Assume that Proposition 3.5 (ii) is true and dedue from (41) that(
ǫH⌊s∧ex,ǫ/2ǫ2⌋(τǫ) , ǫH
•
⌊s∧e•x,ǫ/2ǫ
2⌋(τǫ)
)
s≥0
(d)
−−−−−→
ǫ→0
(
2Dγ(s∧ex) , 2D
•
γ(s∧e•x)
)
s≥0
, (42)
where ex,ǫ = inf{n ≥ 0 : Hn(τ
x
ǫ ) ≥ xǫ} and ex = inf{s ≥ 0 : Ds ≥ x} with similar denitions
for e•x,ǫ and e
•
x. Observe that Proposition 3.5 (ii) implies for any x > 0 that (ex,ǫ, e
•
x,ǫ) onverges
in distribution to (ex, e
•
x). Sine ex and e
•
x a.s. go to innity with x, we then get for any M > 0,
lim
x→∞
lim sup
ǫ→0
P
(
ex,ǫ ≤M ; e
•
x,ǫ ≤M
)
= 0,
whih implies Theorem 2.1 (ii) by (42) and by standard arguments. 
We dene τxǫ = [τ ǫ]u∗xǫ(τǫ) and τ˜
x
ǫ = [τ˜ǫ]u∗xǫ(τ˜ǫ) and we also set
T
x
ǫ = [T ǫ]u∗xǫ(τǫ) = (τ
x
ǫ ; (µu, u ∈ τ
x
ǫ )) and T˜
x
ǫ = [T˜ǫ]u∗xǫ(τ˜ǫ) = (τ˜
x
ǫ ; (µ˜u, u ∈ τ˜
x
ǫ )) .
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By denition, #τ˜xǫ = #τ
x
ǫ = ζ˜x,ǫ. Dedue from (18) and (19)
TrT˜ǫ
(τ˜xǫ ) = {W
ǫ
n; 0 ≤ n ≤ ζ˜x,ǫ} , τ˜
x
ǫ
(law)
= Sh(τxǫ ) (43)
and
∀u, v ∈ τ˜xǫ : u ≤ v =⇒ TrT˜ǫ(u) ≤ TrT˜ǫ(v). (44)
By Proposition 3.5, Theorem 2.1 redues to prove that for any x > 0:
H(x, ǫ)
(d)
−−−−−→
ǫ→0
(
2D(x)γs ; s ≥ 0
)
. (45)
The rst step of the proof of (45) is a limit theorem for τ˜xǫ : let us set for any s ∈ [0,∞)
H˜s(x, ǫ) = ǫ1[0 , 2ǫ2#τ˜xǫ )(s)H⌊s/2ǫ2⌋(τ˜
x
ǫ ) and C˜s(x, ǫ) = ǫ1[0 , 2ǫ2(#τ˜xǫ −1)](s)Cs/ǫ2(τ˜
x
ǫ ).
Lemma 3.6
(i) ∀x > 0 , C˜(x, ǫ)
(d)
−−−−−→
ǫ→0
(
2D(x)s ; s ≥ 0
)
(ii) ∀x > 0 , H˜(x, ǫ)
(d)
−−−−−→
ǫ→0
(
2D(x)s ; s ≥ 0
)
Proof : Dedue from (9)
Hn(τ˜ǫ) = n− pǫ(n) +Hpǫ(n)(f(τ˜ǫ)) , n ≥ 0. (46)
Reall that f(τ˜ǫ) stands for the forest omposed by the bushes rooted at the left hand of the
innite line of desent of τ˜ǫ and that pǫ(n) is given by pǫ(n) = inf{p ≥ 0 : nǫ(p) ≥ n} where
nǫ(p) = p+ inf{k ≥ 0 : Lk(τ˜ǫ) > − inf
j≤p
Wj(f(τ˜ǫ))}
with Ln(τ˜ǫ) = (l1(τ˜ǫ) − 1) + . . . + (ln(τ˜ǫ) − 1) , n ≥ 1 and L0(τ˜ǫ) = 0. By Remark 3.1, τ˜ǫ is a
GWI(µ, r′)-tree with r′(k, l) = udk−1/k, 1 ≤ l ≤ k. Thus by Remark 2.4:
− the two forests (f(τ˜ǫ), f(τ˜
•
ǫ )) are independent of (L(τ˜ǫ), L(τ˜
•
ǫ ));
− f(τ˜ǫ) and f(τ˜
•
ǫ ) are two mutually independent sequene of i.i.d GW(µ)-trees;
− (L(τ˜ǫ), L(τ˜
•
ǫ )) is a N× N-valued random walk whose jump distribution is given by
P
(
Ln+1(τ˜ǫ)− Ln(τ˜ǫ) = l ; Ln+1(τ˜
•
ǫ )− Ln(τ˜
•
ǫ ) = l
′
)
=
1
l + l′ + 1
udl+l
′
.
Chek rst that E[Ln(τ˜ǫ)] = E[Ln(τ˜
•
ǫ )] = nd/2u, whih implies(
ǫLs/ǫ(τ˜ǫ) , ǫLs/ǫ(τ˜
•
ǫ )
)
s≥0
(d)
−−−−−→
ǫ→0
(s/2 , s/2)s≥0 . (47)
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Next, we need to prove the joint onvergene of (ǫH⌊s/2ǫ2⌋((τ˜ǫ)), ǫ V⌊s/2ǫ2⌋(f(τ˜ǫ))): We know
from Remark 2.2 that (Vp(f(τ˜ǫ)); p ≥ 0) is a random walk with jump distribution given by
ρ(k) = udk+1, k ≥ −1. An elementary omputation implies for any λ ∈ R that
E
[
exp
(
iλǫ V⌊s/2ǫ2⌋(f(τ˜ǫ))
)]
= exp
(
−
sλ2
2
− 2iλs
)
+ o(1)
and by standard arguments (
ǫ V⌊s/2ǫ2⌋(f(τ˜ǫ))
)
s≥0
(d)
−−−−−→
ǫ→0
B(−2) (48)
(see for instane Theorem 2.7 [19℄). We then use Theorem 2.3.1 [5℄ that asserts that under (48)
the following joint onvergene(
ǫH⌊s/2ǫ2⌋(f(τ˜ǫ)) , ǫ V⌊s/2ǫ2⌋(f(τ˜ǫ))
)
s≥0
(d)
−−−−−→
ǫ→0
(
2(B(−2) − I(−2)) , B(−2)
)
(49)
holds provided that for any δ > 0,
lim inf
ǫ→0
(
f⌊δ/ǫ⌋(0)
)⌊1/ǫ⌋
> 0 (50)
(reall that fn is reursively dened by fn = fn−1 ◦ f ). Chek that
fn(x) =
u
d
1− (u/d)n − x(1− (u/d)n−1)
1− (u/d)n+1 − x (1− (u/d)n)
.
Then,
lim
ǫ→0
(
f⌊δ/ǫ⌋(0)
)⌊1/ǫ⌋
= exp
(
−
4
e4δ − 1
)
> 0
and (49) follows from (50). Reall notation α from Setion 2.2 and observe that
ǫα(⌊s/2ǫ2⌋) = inf{s′ ≥ 0 : ǫL⌊s′/ǫ⌋(τ˜ǫ) > − inf
r≤⌊s/2ǫ2⌋
ǫ V⌊r/2ǫ2⌋(f(τ˜ǫ))}.
Dedue from (7) that:
2ǫ2nǫ(⌊s/2ǫ
2⌋) = 2ǫ2⌊s/2ǫ2⌋+ 2ǫ2α(⌊s/2ǫ2⌋).
Then by (47) and (49)(
ǫα(⌊s/2ǫ2⌋)
)
s≥0
(d)
−−−−−→
ǫ→0
−2I(−2) and (2ǫ2nǫ(⌊s/2ǫ⌋) ; s ≥ 0)
(d)
→ (s ; s ≥ 0).
Thus, (2ǫ2pǫ(⌊s/2ǫ⌋) ; s ≥ 0)
(d)
→ (s ; s ≥ 0) and (10) ombined with the onvergene of pǫ and
(46) imply (
ǫH⌊s/2ǫ2⌋(τ˜ǫ)
)
s≥0
(d)
−−−−−→
ǫ→0
(
2B(−2)s − 4I
(−2)
s
)
s≥0
= 2D.
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The joint onvergene (47) ombined with the independene of f(τ˜ǫ) and f(τ˜
•
ǫ ) also implies(
ǫH⌊·/2ǫ2⌋(τ˜ǫ) , ǫH⌊·/2ǫ2⌋(τ˜
•
ǫ )
)
s≥0
(d)
−−−−−→
ǫ→0
(2D , 2D•) .
Use (5) and arguments similar to those used in the proof of Theorem 2.4.1 [5℄ to get(
ǫCs/ǫ2(τ˜ǫ) , ǫ C
•
s/ǫ2(τ˜ǫ)
)
s≥0
(d)
−−−−−→
ǫ→0
(2D , 2D•) . (51)
Set σ˜x,ǫ = sup{s ≥ 0 : Cs(τ˜ǫ) ≤ xǫ} and dene σ˜
•
x,ǫ in a similar way. Reall notations σx, σ
•
x
and D(x) introdued before Proposition 3.5 and dedue from (51) that(
σ˜x,ǫ , σ˜
•
x,ǫ
) (d)
−−−−−→
ǫ→0
(σx , σ
•
x) .
It easily implies Lemma 3.6 (i) by (12). Then, argue exatly as in the proof of Proposition 3.5
to dedue Lemma 3.6 (ii) from Lemma 3.6 (i). 
We now have to prove Proposition 3.5 (ii). In one part of the proof we adapt Aldous'
approah (Theorem 20 [3℄) and we get estimates for the tree τxǫ redued at ertain random
times. The main tehnial diulty is Lemma 3.7 that asserts that these random times are
asymptotially uniformly distributed. Let us rst dene these random times: Let (Ui ; i ≥ 1) be
a sequene of i.i.d. random variables independent of W ǫ and uniformly distributed on (0, 1). Let
u0 = ∅ < u1 < . . . < u#τ˜xǫ −1 be the verties of τ˜
x
ǫ listed in the lexiographial order. We set
Ui(x, ǫ) = u⌊Ui#τ˜xǫ ⌋ and Vi(x, ǫ) = TrT˜ xǫ
(Ui(x, ǫ)) ∈ U.
Then Vi(x, ǫ) ∈ {W
ǫ
n ; 0 ≤ n ≤ ζ˜x,ǫ} and the row of the orresponding vertex in τ
x
ǫ is given by
V i(x, ǫ) =
∑
v∈U
v≤Vi(x,ǫ)
1
{Zv(T˜ xǫ )>0}
.
The key argument is the following Lemma that is proved in the next setion.
Lemma 3.7 For any i ≥ 1, the following onvergene holds in probability:
ǫ2
(
V i(x, ǫ)−
1
γ
Ui# τ˜
x
ǫ
)
−−−→
ǫ→0
0.
From now on until the end of the setion we assume that Lemma 3.7 is true and we prove
Proposition 3.5 (ii): Fix x > 0 and set for any δ > 0:
ω (H(x, ǫ), δ) = sup{|Hs(x, ǫ)−Hs′(x, ǫ)| ;
∣∣s− s′∣∣ ≤ δ}.
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We rst prove tightness for H(x, ǫ), ǫ > 0: By a standard riterion (see for instane Corollary
3.7.4 [7℄) we only need to prove
(T1) lim
M→∞
lim inf
ǫ→0
P
(
sup
s≥0
Hs(x, ǫ) ≤M
)
= 1
and for any η > 0,
(T2) lim
δ→0
lim sup
ǫ→0
P (ω (H(x, ǫ), δ) > η) = 0.
Proof of (T1) : Note that the mapping Tr preserves height. So, we get
sup
s≥0
Hs(x, ǫ) = ǫ sup{TrT˜ xǫ
(u) : u ∈ τ˜xǫ } = sup
0≤s<2ǫ2#τ˜xǫ
ǫH⌊s/2ǫ2⌋(τ˜
x
ǫ )
whih is a tight family of random variables by Lemma 3.6. 
Proof of (T2) : Let k be a positive integer and p be a permutation of {1, . . . , k} suh that
Vp(1)(x, ǫ) ≤ . . . ≤ Vp(k)(x, ǫ) in U. It implies
V p(0)(x, ǫ) ≤ V p(1)(x, ǫ) ≤ . . . ≤ V p(k)(x, ǫ) ≤ V p(k+1)(x, ǫ)
where we set 0 = V p(0)(x, ǫ) and #τ
x
ǫ = V p(k+1)(x, ǫ). We rst need to get an upperbound for
the quantities qi dened for any 0 ≤ i ≤ k by
qi = sup
{ ∣∣∣Hn(τxǫ )−HV p(i)(x,ǫ)(τxǫ )∣∣∣ ; V p(i)(x, ǫ) ≤ n ≤ V p(i+1)(x, ǫ)} .
Observe that qi an be rewritten
qi = sup
{∣∣ |v| − ∣∣Vp(i)(x, ǫ)∣∣ ∣∣ ; v ∈ TrT˜ xǫ (τ˜xǫ ) and Vp(i)(x, ǫ) ≤ v ≤ Vp(i+1)(x, ǫ)} . (52)
Set
w0(k, x, ǫ) = max
0≤i≤k
qi , w1(k, x, ǫ) = max
0≤i≤k
∣∣ ∣∣Vp(i+1)(x, ǫ)∣∣− ∣∣Vp(i)(x, ǫ)∣∣ ∣∣ ,
and
∆(k, x, ǫ) = max
v∈Tr
T˜ xǫ
(τ˜xǫ )
d (v , {∅, V1(x, ǫ), . . . , Vk(x, ǫ)}) .
(52) easily implies
w0(k, x, ǫ) ≤ w1(k, x, ǫ) + ∆(k, x, ǫ). (53)
Sine Tr preserves height, we get for any i ≥ 1,
|Vi(x, ǫ)| = |Ui(x, ǫ)| = H⌊Ui#τ˜xǫ ⌋(τ˜
x
ǫ ).
Then by Lemma 3.6 we get the following onvergene in distribution
ǫw1(k, x, ǫ) −−−→
ǫ→0
max
0≤i≤k
∣∣∣D(x)U(i+1)ζx −D(x)U(i)ζx∣∣∣ ,
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where 0 = U(0) ≤ U(1) ≤ . . . ≤ U(k) ≤ U(k+1) = 1 denotes the inreasing re-ordering of
{0, 1,U1, . . . ,Uk}. Thus,
∀η > 0 , lim
k→∞
lim sup
ǫ→0
P (ǫw1(k, x, ǫ) > η) = 0. (54)
We next want to prove
∀η > 0 , lim
k→∞
lim sup
ǫ→0
P (ǫ∆(k, x, ǫ) > η) = 0. (55)
To that end, observe that for any u, u′ ∈ τ˜xǫ , d(TrT˜ xǫ
(u),Tr
T˜ xǫ
(u′)) ≤ d(u, u′). Then if we set
∆′(k, x, ǫ) = max
u∈τ˜xǫ
d (u ; {∅, U1(x, ǫ), . . . , Uk(x, ǫ)}) ,
we get
∆(k, x, ǫ) ≤ ∆′(k, x, ǫ) (56)
and we ontrol ∆′(k, x, ǫ) thanks to Lemma 3.6 (the following argument is diretly inspired
from the proof of Theorem 20 [3℄): With any l ∈ {0, . . . ,#τ˜xǫ − 1} we assoiate the index
i(l) ∈ {0, . . . , k + 1} suh that Ui(l) is the smallest element y ∈ {0, 1,U1, . . . ,Uk} suh that
l ≤ ⌊y#τ˜xǫ ⌋. Chek that
∆′(k, x, ǫ) ≤ max
0≤l<#τ˜xǫ
(
Hl(τ˜
x
ǫ ) +H⌊Ui(l)#τ˜xǫ ⌋(τ˜
x
ǫ )− 2 inf
l≤j≤⌊Ui(l)#τ˜xǫ ⌋
Hj(τ˜
x
ǫ )
)
.
Lemma 3.6 implies that the right member of the previous inequality onverges in distribution to
sup
0≤s≤ζx
(
D(x)s +D
(x)
Ui(s)ζx
− 2 inf
s≤r≤Ui(s)ζx
D(x)r
)
, (57)
where we denote by Ui(s)ζx the smallest element y ∈ {ζx,U1ζx, . . . ,Ukζx} suh that s ≤ y (reall
that ζx stands for the lifetime of the proess D
(x)
as dened before Proposition 3.5). We easily
hek that (57) onverges to 0 in probability when k goes to innity sine
sup
0≤s≤ζx
(
ζxUi(s) − s
)
≤ max
0≤i≤k
U(i+1) − U(i) −−−→
k→∞
0
in probability. Thus, it implies (55) by (56) . Finally, as a onsequene of (53), (54) and (55) we
get
∀η > 0 , lim
k→∞
lim sup
ǫ→0
P (ǫw0(k, x, ǫ) > η) = 0. (58)
Then, hek that on the event
E(k, x, ǫ, δ) =
{
min
0≤i≤k
ǫ2
(
V p(i+1)(x, ǫ)− V p(i)(x, ǫ)
)
> δ
}
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the following inequality holds a.s.:
ω (H(x, ǫ), δ) ≤ 3w0(k, x, ǫ). (59)
Use Lemma 3.7 to get
min
0≤i≤k
ǫ2
(
V p(i)(x, ǫ)− V p(i+1)(x, ǫ)
)
−−−→
ǫ→0
ζx
2γ
min
0≤i≤k
(
U(i+1) − U(i)
)
in distribution. Thus,
∀k ≥ 1 , lim
δ→0
lim inf
ǫ→0
P (E(k, x, ǫ, δ) ) = 1
Easy arguments ombined with (58) and (59) ahieve the proof of (T2) and at the same time
the tightness for H(x, ǫ), ǫ > 0. 
It remains to prove that (2D
(x)
γs ; s ≥ 0) is the only possible weak limit for the proesses
H(x, ǫ), ǫ > 0. Tightness for theH(x, ǫ)'s, ǫ > 0 and Lemma 3.6 imply that the joint distributions
of (H(x, ǫ) , 2ǫ2#τ˜xǫ ) , ǫ > 0 are tight. Assume that along a subsequene ǫp → 0 the following
joint onvergene (
H(x, ǫp) , 2ǫ
2
p#τ˜
x
ǫp
)
d
−−−−→
p→∞
(
H ′, ζ ′
)
holds for some ontinuous proess H ′ and some positive random variable ζ ′. Lemma 3.7 implies(
H(x, ǫp) ; 2ǫ
2
p#τ˜
x
ǫp ; 2ǫ
2
pV 1(x, ǫp) , . . . , 2ǫ
2
pV k(x, ǫp)
)
d
−−−−→
ǫ→0
(
H ′ ; ζ ′ ;U1ζ
′/γ , . . . , Ukζ
′/γ
)
where the Ui's are hosen independent of (H
′, ζ ′). Sine Tr preserves height, we get for any i ≥ 1
HV i(x,ǫp)(τ
x
ǫ ) = |Vi(x, ǫp)| = |Ui(x, ǫp)| = H⌊Ui#τ˜xǫp⌋(τ˜
x
ǫp).
Then Lemmas 3.6 and 3.7 imply for any k ≥ 1(
H2ǫ2pV 1(x,ǫp)
(x, ǫp) , . . . , H2ǫ2pV k(x,ǫp)
(x, ǫp) ; 2ǫ
2
p#τ˜
x
ǫp ; 2ǫ
2
pV 1(x, ǫp) , . . . , 2ǫ
2
pV k(x, ǫp)
)
−−−→
ǫ→0
(
2D
(x)
U1ζx
, . . . , 2D
(x)
Ukζx
; ζx ; U1ζx/γ , . . . , Ukζx/γ
)
in distribution. Consequently,(
H ′U1ζ′/γ , . . . , H
′
Ukζ′/γ
; ζ ′ ; U1ζ
′/γ , . . . , Ukζ
′/γ
)
(law)
=
(
2D
(x)
U1ζx
, . . . , 2D
(x)
Ukζx
; ζx ; U1ζx/γ , . . . , Ukζx/γ
)
.
It implies (H ′s ; s ≥ 0)
(law)
= (2D
(x)
γs ; s ≥ 0), whih ahieves the proof of (45). 
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3.3 Proof of Lemma 3.7
We introdue the notation
U i(x, ǫ) =
∑
v∈U
v≤Vi(x,ǫ)
Zv(T˜
x
ǫ )
and we rst prove the following onvergene in probability:
ǫ2
(
U i(x, ǫ)− Ui#τ˜
x
ǫ
)
−−−→
ǫ→0
0. (60)
Proof: Dedue from (44):
{u ∈ τ˜xǫ : TrT˜ xǫ
(u) < Vi(x, ǫ)} ⊂ {u ∈ τ˜
x
ǫ : u ≤ Ui(x, ǫ)} ⊂ {u ∈ τ˜
x
ǫ : TrT˜ xǫ
(u) ≤ Vi(x, ǫ)}
whih implies
0 ≤ U i(x, ǫ) − ⌊Ui#τ˜
x
ǫ ⌋ ≤ ZVi(x,ǫ)(T˜
x
ǫ ). (61)
Then observe that for any v ∈ U,
P
(
Vi(x, ǫ) = v
∣∣∣T˜ xǫ ) = Zv(T˜ xǫ )#τ˜xǫ .
Thus, (61) and Cauhy-Shwarz inequality imply
E
[∣∣U i(x, ǫ)− Ui#τ˜xǫ ∣∣] ≤ 1 +E
[
1
#τ˜xǫ
∑
v∈U
Zv(T˜
x
ǫ )
2
]
≤ 1 +E
[
1
(#τ˜xǫ )
2
∑
v∈U
Zv(T˜
x
ǫ )
2
]1/2
E
[∑
v∈U
Zv(T˜
x
ǫ )
2
]1/2
.
Sine #τ˜xǫ =
∑
v∈U Zv(T˜
x
ǫ ), we get
∑
v∈U Zv(T˜
x
ǫ )
2 ≤ (#τ˜xǫ )
2
and
E
[∣∣U i(x, ǫ)− Ui#τ˜xǫ ∣∣] ≤ 1 +E
[∑
v∈U
Zv(T˜
x
ǫ )
2
]1/2
. (62)
Remark 3.1 and (43) imply that τ˜ǫ is a GWI-tree with immigration distribution ν = µ, so that
g(x) = f(x) =
u
1− dx
and g(j)(1) = j!
(
d
u
)j
, j ≥ 1.
Then, by Proposition 3.4 (iii)
E
[∑
v∈U
Zv(T˜
x
ǫ )
2
]
≤
Ka xǫ
1− d/u
=
Kax
ǫ2
(1 + o(1)).
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Thus,
E
[
ǫ2
∣∣U i(x, ǫ)− Ui#τ˜xǫ ∣∣] ≤ Ka,x ǫ(1 + o(1))
and (60) follows. 
Then, Lemma 3.7 is a onsequene of the onvergene in probability:
ǫ2
(
V i(x, ǫ)−
1
γ
U i(x, ǫ)
)
−−−→
ǫ→0
0. (63)
Proof of (63): We need several preliminary estimates (Lemmas 3.8 and 3.9) whose proofs rely
on Propositions 3.3 and 3.4. We rst onsider a random marked GW-forest with l elements
Fǫ = (ϕǫ ; (µu, u ∈ ϕǫ)) as dened at Proposition 3.3: reall that ϕǫ = (τ1, . . . τl) is a forest of l
i.i.d GW(µ)-trees and that the marks (µu, u ∈ ϕ) are i.i.d. onditional on ϕǫ, their onditional
distribution being given by a. Set T1,ǫ = (τ1 ; (µu, u ∈ τ1)) and dene
1/γǫ =
E
[∑
v∈U 1{Zv(T1,ǫ)>0}
]
E
[∑
v∈U Zv(T1,ǫ)
] .
We also set
β (Fǫ) =
∑
v∈U
Zv(Fǫ)− γǫ 1{Zv(Fǫ)>0}.
Lemma 3.8 First (i) limǫ→0 γǫ = γ and for any l ≥ 1,
(ii) 0 ≤ E [β (Fǫ)] ≤ Ka l(l − 1),
(iii) E
[
β (Fǫ)
2
]
≤ Ka
l4
1− d/u
and thus E [|β (Fǫ)|] ≤ Kal
2(1− d/u)−1/2.
Proof : Let us prove (i): First observe that
1/γǫ =
∑
v∈U 1− fv(0)∑
v∈U f
′
v(1)
.
Then, Proposition 3.3 implies that for any v = m1 . . . mn ∈ U∑
v∈U
f ′v(1) =
∑
v∈U
av(d/u)
|v| =
1
1− d/u
and also
1− fv(0) = av
(
d
u
)|v| [(d
u
)n
amn . . . am1 +
(
d
u
)n−1
amn . . . am2 + . . .+ 1
]−1
,
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Thus, we get
1/γǫ = E
(1 +X1 d
u
+ . . . +X1X2 . . . XG
(
d
u
)G)−1 .
where we reall that the sequene of random variables (Xn;n ≥ 0) is distributed as speied
after formula (1), and where G stands for an independent random variable whose distribution is
given by P(G = n) = (1 − d/u)(d/u)n, n ≥ 0. Sine limǫ→0 d/u = 1, an elementary argument
implies
lim
ǫ→0
1/γǫ = E
[
(1 +X1 +X1X2 +X1X2X3 + . . .)
−1
]
= 1/γ.
Let us prove (ii): Dedue from Proposition 3.3 that
E [β (Fǫ)] =
∑
v∈U
lf ′v(1)− γǫ
(
1− fv(0)
l
)
. (64)
The denition of γǫ implies
l
∑
v∈U
f ′v(1)− γǫ(1− fv(0)) =
∑
v∈U
lf ′v(1) − lγǫ(1− fv(0)) = 0.
We then subtrat this expression to (64) and we get
E [β (Fǫ)] = γǫ
∑
v∈U
fv(0)
l − 1 + l (1− fv(0)) .
Then, use the elementary inequality (1− x)l − 1 + lx ≤ l(l − 1)x2/2, x ∈ [0, 1] to get
E [β (Fǫ)] ≤
γǫl(l − 1)
2
∑
v∈U
(1− fv(0))
2
(65)
Dedue from the expliit omputation of 1− fv(0) realled above that
(1− fv(0))
2 ≤
(
d
u
)2|v|
a2v ≤ a
|v|
+ av.
Thus, ∑
v∈U
(1− fv(0))
2 ≤
∑
n≥0
an+
∑
m1,...,mn∈N∗
am1 . . . amn ≤ (1− a+)
−1
and (ii) follows from (i).
It remains to prove (iii): For onveniene of notation, we simply write β and Zv instead of
β (Fǫ) and Zv (Fǫ). Chek that
E
[
β2
]
= E [E1] +E [E2] , (66)
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where
E1 =
∑
v,v′∈U
v∧v′ /∈{v,v′}
(
Zv − γǫ 1{Zv>0}
) (
Zv′ − γǫ 1{Zv′>0}
)
and
E2 =
∑
v,v′∈U
v∧v′∈{v,v′}
(
Zv − γǫ 1{Zv>0}
) (
Zv′ − γǫ 1{Zv′>0}
)
(note that in the two sums all but a nite number of terms vanish). Dene for any w ∈ U
βw =
∑
v∈U
Zwv − γǫ 1{Zwv>0}.
E1 an be rewritten as follows
E1 =
∑
w∈U
∑
i 6=j∈N∗
βwiβwj.
Dedue from Proposition 3.3 that onditional on (Zwi, Zwj) (with i 6= j) the random variables
βwi and βwj are independent and distributed as β with resp. l = Zwi and l = Zwi. Use (ii) to
get
E
[
βwiβwj | (Zwi, Zwj)
]
= E [βwi | Zwi]E
[
βwj | Zwj
]
≤ KaZwi(Zwi − 1)Zwj(Zwj − 1).
By Proposition 3.3 again, we get
E
[
xZwiyZwj | Zw
]
= f (1− ai − aj + aix+ ajy)
Zw .
Reall that
dkfn
dxk
(x) =
(
d
u
)k (n+ k − 1)!
(n− 1)!
f(x)n+k. (67)
Then,
E [Zwi(Zwi − 1)Zwj(Zwj − 1) | Zw] = a
2
i a
2
j
(
d
u
)4
(Zw + 3)4 ≤ 12Z
4
w.
Thus, by Proposition 3.3
E [E1] ≤ KaE
[∑
w∈U
Z4w
]
≤ Ka
l4
1− d/u
. (68)
We get a similar upper-bound for E [E2] by rst noting that
E2 ≤ 2
∑
w∈U
(
Zw − γǫ 1{Zw>0}
)
βw.
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Apply Proposition 3.3 (i) and Lemma 3.8 (ii) to get
E
[(
Zw − γǫ 1{Zw>0}
)
βw | Zw
]
≤ KaZ
3
w.
By Proposition 3.3 (iii) again
E [E2] ≤ KaE
[∑
w∈U
Z3w
]
≤ Ka
l3
1− d/u
. (69)
Then (iii) follows from (66), (68) and (69). 
We need similar estimates for a marked GWI(µ, r)-forest F0,ǫ whose distribution is the same
as in Proposition 3.4: reall that r is some xed repartition probability measure on {(k, l) ∈
N
∗ × N∗ : l ≤ k}. We denote by ν the orresponding immigration probability measure given
by ν(k − 1) =
∑
1≤l≤k r(k, l) , k ≥ 1 and we set g(r) =
∑
k≥0 ν(k)r
k
. We dene F0,ǫ as
(ϕ0,ǫ; (µu, u ∈ ϕ0,ǫ)) where ϕ0,ǫ = (τ0, τ1, . . . , τl), the τi's are mutually independent, τ1, . . . , τl are
i.i.d. GW(µ)-trees, τ0 is a GWI(µ, r)-tree and onditional on ϕ0,ǫ the marks µu are i.i.d. random
variables distributed in aordane with a. Reall notations
u∗n = u
∗
n(ϕ0,ǫ) , v
∗
n = TrF0,ǫ(u
∗
n) , Sp = {v
∗
ni , i ∈ N
∗ \ {µu∗n} , n ≥ 0}
and reall that S is the σ-eld generated by the random variables (µu∗n ;n ≥ 0) and (Zw(F0,ǫ) , w ∈
Sp). For any n ≥ 1 we also set
Sp(n) = {w ∈ Sp : |w| ≤ n} ∪ {v∗n}.
We set
βw
(
[F0,ǫ]u∗n
)
=
∑
v∈U
Zwv([F0,ǫ]u∗n)− γǫ 1{Zwv([F0,ǫ]u∗n)>0}
.
Lemma 3.9 For any n ≥ 1,
E
[
sup
A⊂Sp(n)
∣∣∣∣∣∑
w∈A
βw([F0,ǫ]u∗n)
∣∣∣∣∣
]
≤ Ka n(l + 1)
2(1− d/u)−1/2 max
(
1, g′(1)2, g′′(1)2
)
.
Proof : To simplify notation we write βw and Zw instead of βw([F0,ǫ]u∗n) and Zw([F0,ǫ]u∗n). We
also denote by ES the S-onditional expetation. Let A ⊂ Sp(n). From Proposition 3.4 (i)
we dedue that onditional on S the (βw ;w ∈ Sp(n)) are independent random variables and
that for eah w ∈ Sp(n), onditional on Zw = l, βw is distributed as the random variable β(Fǫ)
dened at Lemma 3.8. Apply Lemma 3.8 to get
ES
[∣∣∣∣∣∑
w∈A
βw
∣∣∣∣∣
]
≤
∑
w∈A
ES [|βw|]
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≤ Ka(1− d/u)
−1/2
∑
w∈Sp(n)
Z2w.
Next, use Proposition 3.4 (ii) to get
E
 ∑
w∈Sp(n)
Z2w
 ≤ n−1∑
k=0
∑
i∈N∗
E
[
Z2v∗ki
]
≤ Ka n (l + 1)
2 max
(
1, g′(1)2, g′′(1)2
)
,
whih ahieves the proof of the lemma. 
We now omme bak to the proof of (63) and we apply the previous results to the marked
sin-tree T˜ǫ = (τ˜ǫ; (µ˜u, u ∈ τ˜ǫ)). For onveniene of notation, we x i and we set
U = Ui(x, ǫ) , V = Vi(x, ǫ) , U = U i(x, ǫ) , V = V i(x, ǫ).
We keep the notations u∗n = u
∗
n(τ˜ǫ), v
∗
n = TrT˜ǫ(u
∗
n), Sp, Sp(n) and S. Reall that T˜
x
ǫ = [T˜ǫ]u∗xǫ
and that for any v ∈ U that is not a desendant of v∗xǫ
Zw
(
T˜ xǫ
)
= Zw
(
T˜ǫ
)
. (70)
For onveniene of notation, we set for any w ∈ U
Zw = Zw
(
T˜ xǫ
)
and βw =
∑
v∈U
Zwv − γǫ1{Zwv > 0}.
Sine limǫ→0 γǫ = γ, we only have to show
ǫ2
(
U − γǫV
)
= ǫ2
∑
v≤V
Zv − γǫ1{Zv>0} −−−→ǫ→0
0 (71)
in probability. To that end, we rst introdue the random word
W = max{w ∈ Sp(xǫ) : w ≤ V },
where the maximum is taken with respet to the lexiographial order on U. There are two ases:
• If V /∈ [[∅, v∗xǫ−1]], then we an nd V
′ ∈ U suh that V = WV ′ and we set in that ase
A = {w ∈ Sp(xǫ) : w < W}.
• If V ∈ [[∅, v∗xǫ−1]], then we set A = {w ∈ Sp(xǫ) : w ≤W}.
Then, hek that U − γǫV = e1(ǫ) + e2(ǫ) + e3(ǫ) with
e1(ǫ) =
∑
v∈[[∅,v∗xǫ−1]]
v≤V
Zv − γǫ1{Zv>0},
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e2(ǫ) =
∑
w∈A
βw and e3(ǫ) = 1{V /∈[[∅,v∗xǫ−1]]}
∑
v≤V ′
ZWv − γǫ1{ZWv>0}.
The limit (71) is then implied by the following onvergenes
ǫ2E [|e1(ǫ)|] −−−→
ǫ→0
0 , (72)
ǫ2E [|e2(ǫ)|] −−−→
ǫ→0
0 , (73)
ǫ4E
[
e3(ǫ)
2
]
−−−→
ǫ→0
0 . (74)
Proof of (72) : Use Proposition 3.4 (ii) with p = 1, l = 0, n = xǫ − 1 and g(x) = f(x) =
u/(1− dx) to get
E [|e1(ǫ)|] ≤
xǫ−1∑
i=0
E
[
Zv∗i
]
+ (xǫ − 1)γǫ
≤ Kad(xǫ − 1)/u + (xǫ − 1)γǫ ≤ Ka,x ǫ
−1
whih obviously implies (72). 
Proof of (73) : We use Lemma 3.9 with n = xǫ, l = 0 and g(x) = f(x) = u/(1− dx) and thus
g(j)(1) = j!(d/u)j , to get
E [|e2(ǫ)|] ≤ Kaxǫ(1− d/u)
−1/2 ≤ Ka,x ǫ
−3/2
whih implies (73). 
Proof of (74) : It requires more ompliated arguments. Let w0 ∈ U and let l be a positive
integer. We dene E(w0, l) as the event {W = w0 ; Zw0 = l}. We rst get an upper-bound for
ξ(w0, l) = E
[
e3(ǫ)
2 | E(w0, l)
]
.
Let F = (ϕ ; (µu, u ∈ ϕ)) be a marked GW-forest with l elements as dened at Proposition 3.3.
Pik uniformly at random a vertex U(F) in ϕ and dene V(F) ∈ U by V(F) = TrF (U(F)). As
a onsequene of Propositions 3.3 (i) and 3.4 (i), we get the following identity(
Zw0v , v ∈ U ; V
′
)
under P ( · | E(w0, l))
(law)
= (Zv(F) , v ∈ U ; V(F)) . (75)
Let G be the funtion on F dened by
G
(
[F ]U(F)
)
=
∑
v≤V(F)
Zv(F)− γǫ1{Zv(F)>0}.
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Then, (75) implies
ξ(w0, l) = E
[
G
(
[F ]U(F)
)2]
= E
[
1
#ϕ
∑
u∈ϕ
G ([F ]u)
2
]
(76)
≤ (1 + γǫ)E
[∑
u∈ϕ
|G ([F ]u)|
]
, (77)
sine for any u ∈ ϕ,
1
#ϕ
|G ([F ]u)| ≤
1 + γǫ
#ϕ
∑
v≤TrF (u)
Zv(F) ≤ 1 + γǫ.
We now estimate the right member of (77) thanks to (4): Reall the notation ϕ♭ for a
size-biased forest with l elements, i.e. a GWI(µ, r)-forest with l elements where r is given by
r(k, j) = udk/µ¯ , 1 ≤ j ≤ k with µ¯ =
∑
k≥0 kµ(k) = d/u. Thus the orresponding immigration
distribution is ν(k) = (k + 1)u2dk , k ≥ 0 and its generating funtion is g(r) = u2/(1 − dr)2.
Let us dene the random marked GWI-forest F♭ as (ϕ♭ ; (µ
♭
u ∈ ϕ♭)) where onditional on ϕ♭ the
µ♭u's are i.i.d. with distribution a. Dedue from (4) that
E
[∑
u∈ϕ
|G ([F ]u)|
]
=
∑
n≥0
l
(
d
u
)n
E
[∣∣G ([F♭]u∗n(F♭))∣∣] . (78)
Set as usual v∗n(F♭) = TrF♭(u
∗
n(F♭)) and observe for any n ≥ 0
G
(
[F♭]u∗n(F♭)
)
=
∑
v<v∗n(F♭)
Zv(F♭)− γǫ1{Zv(F♭)>0}
=
∑
w∈A♭
βw(F♭) +
n−1∑
i=0
Zv∗i (F♭)− γǫ
where we have set
βw(F♭) =
∑
v∈U
Zwv(F♭)− γǫ1{Zwv(F♭)>0}
and A♭ = {w ∈ Sp♭ : w < v
∗
n(F♭)} with
Sp♭ = {v
∗
k−1(F♭)i ; i ∈ N
∗ \ {µu∗k(F♭)} , k ≥ 1}.
Then,
E
[∣∣G ([F♭]u∗n(F♭))∣∣] ≤ E
∣∣∣∣∣∣
∑
w∈A♭
βw(F♭)
∣∣∣∣∣∣
+E[∣∣∣∣∣
n−1∑
i=0
Zv∗i (F♭)− γǫ
∣∣∣∣∣
]
.
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Use Lemma 3.9 with g(x) = u2/(1− dx)2 to get
E
∣∣∣∣∣∣
∑
w∈A♭
βw(F♭)
∣∣∣∣∣∣
 ≤ Ka nl2(1− d/u)−1/2
and use Proposition 3.4 (ii) with p = 1 and g(x) = u2/(1 − dx)2 to get
E
[∣∣∣∣∣
n−1∑
i=0
Zv∗i (F♭)− γǫ
∣∣∣∣∣
]
≤ Ka nl.
These inequalities imply
ξ(w0, l) ≤ Ka l
3(1− d/u)−1/2
∑
n≥0
n
(
d
u
)n
≤ Ka
l3
(1− d/u)5/2
. (79)
We now omme bak to the proof of (74): by (79), we get
E
[
e3(ǫ)
2
]
=
∑
w0∈U,
l≥1
ξ(w0, l)P(W = w0 ; ZW = l)
≤
Ka
(1− d/u)5/2
E
 ∑
w0∈Sp(xǫ)
Z3w01{W=w0}

Then, set for any w0 ∈ Sp(xǫ), ζw0 =
∑
v∈U Zw0v and observe that P(W = w0 | S) = ζw0/#τ˜
x
ǫ .
Thus the previous inequality implies
E
[
e3(ǫ)
2
]
≤
Ka
(1− d/u)5/2
E
 ∑
w0∈Sp(xǫ)
Z3w0
ζw0
#τ˜xǫ

≤
Ka
(1− d/u)5/2
E
 ∑
w0∈Sp(xǫ)
Z6w0
1/2 E
 ∑
w0∈Sp(xǫ)
ζ2w0
(#τ˜xǫ )
2
1/2
But
∑
w0∈Sp(xǫ)
ζ2w0 ≤ (#τ˜
x
ǫ )
2
sine 1 + xǫ +
∑
w0∈Sp(xǫ)
ζw0 = #τ˜
x
ǫ . Then, use Proposition 3.4
(ii) with p = 6, l = 0 and g(x) = f(x) to get
E
[
e3(ǫ)
2
]
≤ Ka
x
1/2
ǫ
(1− d/u)5/2
≤ Ka,x ǫ
−3,
whih implies (74). 
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