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1. Johdanto 
 
Tämän työn tavoitteena on, että tämän jälkeen lukija pystyisi ymmärtämään 
fraktaaligeometrisen konstruoinnin periaatteet ja jopa itse konstruoimaan 
fraktaaligeometrisia kuvioita haluamistaan funktioista. 
 
Fraktaaligeometriaa haltuun otettaessa kannattaa edetä pohjatiedot halliten, ja sen 
jälkeen soveltaen itse konstruointimenetelmää. Pohjatiedoiksi tarvitaan derivointitaitoja, 
funktion arvon laskemisen sekä graafisen kuvaamisen taitoa. Lisäksi koska kaikkein 
näyttävimpiä fraktaalikuviot ovat kompleksitasossa, tarvitaan kompleksilukujen ja – 
tason hallintaa. Jos näitä taitoja ei vielä hallitse tai taidot ovat ruosteessa, kannattaa 
ensin prepata derivaatta, funktion arvo, funktion kuvaaja sekä erinäiset laskutoimitukset 
polynomeilla kuten jakolasku. Kompleksiluvut ja –taso käydään läpi luvussa viisi, jossa 
on myös tehtäviä harjoiteltaviksi. 
Aiheen sisältää kaksi suurempaa teoreettista asiaa, ja olenkin jakanut ne kahteen eri 
vaiheeseen mielenkiinnon säilymisen kannalta – ensin käydään läpi Newtonin metodi 
jotta pystymme konstruoimaan fraktaalikuvion reaaliakselille, ja sen jälkeen 
laajennamme ymmärrystä kompleksitasoon. Seuraavissa kappaleissa esittelenkin siis 
fraktaaligeometrian kuvioiden konstruoimisen periaatteet. Lukukappaleet ovat siinä 
aikajärjestyksessä, jossa itse ajattelisin opiskelun olevan loogisinta. Teoriaosuuksien 
jälkeen olen sijoittanut tehtäviä, joiden ratkaisut löytyvät liitteistä. Ratkaisujen 
yhteydessä on mainittu mahdollinen lähdeteos. 
Kaikkein ensimmäisenä kannattaa kuitenkin pitää pieni orientaatiohetki historian 
parissa, kertoa Newtonin metodin merkitys ja historia, mainita Mandelbrotin 
aikaansaannokset ja käydä läpi kaikkein alkeellisimmat itsesimilaarit.  
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2. Mielenkiintoista historiaa 
 
Matematiikkaa opiskellessa harvoin käytetään aikaa historiaan tai henkilöhahmoihin, 
mutta esittelen muutaman fraktaaligeometrian alan vaikuttajan, sillä matematiikalla on 
läheiset suhteet moniin tieteenaloihin, ja huomionarvoista on, että matemaattisia 
tuloksia ei keksitä tyhjästä eivätkä ne ole aina olleet olemassa. Monet matemaatikot 
olivat myös filosofeja, fyysikkoja tai kemistejä, joten samat nimet saattavat vilahdella 
eri oppiaineissa mikä toivottavasti tukee oppimista. 
 
2.1. Newton 
Sir Isaac Newton (1642 – 1727) on mies joka tunnetaan kansan keskuudessa enemmin 
päähän pudonneesta omenasta ja sen jälkeisestä painovoimateoriastaan, kuin 
matemaattisista saavutuksistaan. Todellisuudessa Newton mullisti fysiikan lisäksi myös 
matematiikkaa. 
1600-luvulla differentiaali- ja integraalilaskenta oli suurelta osin vain valtava kenttä 
täynnä käytännön tuloksia ja sovelluksia. Newton kasasi kuitenkin tulokset yhteen ja loi 
yleispäteviä lauseita ja kaavoja, ja täten uudisti matematiikkaa. Eräs näistä tuloksista oli 
niin kutsuttu Newtonin metodi, joka tunnetaan myös Newton-Raphson –menetelmänä, 
viitaten samoihin aikoihin eläneeseen Joseph Raphsoniin, joka julkaisi viisi vuotta 
myöhemmin oman näkemyksensä metodista. Kuitenkin vasta vuoden 1700 –luvun 
puolivälin tienoilla Thomas Simpson ymmärsi Newtonin metodin iteratiivisena 
menetelmänä, ja laajensi sen käyttömahdollisuuksia. 
 
2.2. Mandelbrot 
Benoit Mandelbrotin (1924-2010) sanotaan olevan fraktaaligeometrian isä, sillä ennen 
Mandelbortin uraauurtavaa työtä ei matemaattisesti pystytty kuvaamaan luonnossa 
esiintyviä kuvioita kuten puiden rakennetta tai metsän profiilia. Hän ymmärsi miten 
kuvata luonnossa joka puolella ilmenevää ”järjestelmällistä kaaosta”, kuvioita 
kuvioiden sisällä, jonka kuvaamista matemaattisin keinoin aiemmin pidettiin jopa 
mahdottomana. 
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Mandelbrot ei kuitenkaan ollut ensimmäinen, joka tutki fraktaaleja. Jo 1600-luvun 
lopulla pohdittiin rekursiivisia itseään toistavia, itsesimilaareja kuvioita, mutta vasta 
1900-luvulla kuitenkin aihepiiri sai uusia ideoita ja ajatuksia, kuten niin moni muukin 
matematiikan ala. Itsesimilaarisuus tarkoittaa, että kuvio on samanlainen kuin osa siitä, 
ja että osa kuviosta on samanlainen kuin koko kuvio. 
Muutamat tunnetuimmat alkeelliset fraktaalit syntyivät, kuten Helge von Kochin 
”Kochin lumihiutale” (kuva1) sekä Georg Cantorin ”Cantorin joukko” (kuva 2). 
Kuva 1 Cantorin joukko                 Kuva 2 Kochin lumihiutale 
                  
Cantorin joukossa viivasta otetaan keskiosa pois, aina uudestaan ja uudestaan. Kochin 
lumihiutaleessa jokaiseen kylkee ilmestyy alkuperäinen kuvio, uudelleen ja uudelleen. 
Kuviot siis toistavat itseään ja jatkuvat loputtomasti. 
 
2.3. Tehtäviä 
Tehtävä A: Muodosta itse jonkinlainen itsesimilaari kuvio. 
Tehtävä B: Katso seuraavia kuvia, mikä mahtaa olla alkuperäinen kuvio josta 
itsesimilaari kuvio on muodostettu? 
i) 
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ii) 
 
Tehtävä C: Katso seuraavia keskeneräisiä kuvioita, täytä välit tai jatka kuviota. 
Millainen fraktaali muodostuu? 
iii) … piirrä kolme seuraavaa vaihetta. 
iv) … piirrä kaksi välivaihetta…  
Ratkaisut liitteessä 5.  
 
2.4. Fraktaalit 
Nyt kun itsesimilaarit ja itseään toistavuus ovat hallinnassa, voidaan päästä toisenlaisiin 
fraktaaleihin.  
Tehtävä D: Ota Britannian kartta, sekä mittatikkuja joiden pituudet vaihtelevat. Jos 
karttasi on esimerkiksi A4:sen kokoinen, ota mittatikuiksi esim. 6 cm, 3cm ja 1cm – 
tärkeää on, että otat erimittaisia mittatikkuja. Mittaa tikuilla Britannian rannikko niin 
tarkasti kuin pystyt. Montako tikullista tulee 6 cm tikulla, entä 3 cm ja 1 cm tikuilla, ja 
mikä on rannikon pituus kun muutat tikulliset senttimetreiksi? Mitä tapahtuisi jos tikkua 
lyhennettäisiin? 
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Mandelbrot tutki 1960-luvulla Britannian rannikon pituuden laskemisen ongelmaa: mitä 
lyhyemmällä mittatikulla mittaamme rannikon pituutta, sitä tarkempi ja pidempi 
tuloksesta tulee, ja tällä tavoin rannikon pituus olisi äärettömän pitkä sillä sitä pystytään 
koko ajan tarkentamaan. Tämä mielenkiintoinen pulma oli se, joka sai Mandelbrotin 
uppoutumaan fraktaalehin ja itseääntoistavuuteen. 
Mandelbrot tutki aihetta ja 1970-luvulla mainitsi varsinaisesti sanan ”fraktaali”. Tätä 
ennen laskeminen käsin tai laskimen kanssa oli hidasta ja työlästä, ja pitkät tai hankalat 
laskut veivät paljon aikaa. Tietokoneiden kehittyessä ja laskemisen nopeutuessa 
Mandelbrot pystyi kuitenkin jättämään laskemisen koneille, tekemään tuhansia 
laskutoimituksia lyhyessä ajassa ja piirtämään fraktaaligeometrian tunnetuimmat kuviot 
- ”Mandelbrotin joukon” (kuva 3) sekä Gaston Julianin kehittelemän ”Julian joukon” 
(kuva 4).  
Kuva 4 Julian joukko          Kuva 3 Mandelbrotin joukko. 
 
 
 
 
 
Fraktaalit ovat myös käytännönläheistä geometriaa, sillä monet luonnossa ilmenevistä 
muodoista ovat itse asiassa fraktaaleja. Fraktaalit tunnetaan värikkäinä kuvioina, jotka 
voivat parhaimmillaan lumota katsojansa ikuisuuksiin jatkuvilla monimuotoisilla 
kuvioilla. Kuvassa alla lehti, joka muodostuu lasketuista pisteistä, ja jota voidaan 
tarkentaa jatkuvasti.  Kuva 5: Kirjasta Fractals everywhere; Barnsley Michael. 
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Fraktaaligeometrian sovelluksia käytetään monella alalla, esimerkkinä mainittakoon 
elokuva- ja peliteollisuus, jossa tietokoneella tehdyt erikoistehosteet, kuten räjähdykset 
tai nesteiden leviäminen noudattavat fraktaaligeometrian kaavoja. Fraktaaligeometrian 
kuvioita myös käytetään muotialalla innoituksena sekä ihan sellaisinaan vaatteissa. On 
ollut myös spekulaatiota siitä, noudattavatko esim. luonnonkatastrofit tai pörssikurssit 
jollakin tapaa fraktaaligeometrian kuvaajia. Ja mikä olisikaan mielenkiintoisempaa, kuin 
todistaa, että säätä tai rahavirtoja voidaan ennustaa matematiikan avulla. 
Kenties kaikkein upeimmat fraktaalit muodostuvatkin usein iteraatiomenetelmällä, ja 
tasoon kuvattuna, erityisesti kompleksitasoon. Ehkä tunnetuin ja suhteellisen helppo 
iteraatiomenetelmä on Newtonin metodi, vaikkakin muitakin voitaisiin käyttää. 
Iteraatiota kannattaa ensin harjoitella reaaliluvuilla ja reaaliakselille kuvattuna, jotta 
menetelmän ymmärtää. Kuvioita konstruoidaan siten, että väritetään samalla värillä ne 
alueet, joista lähtöarvot iteroituvat samaan juureen eli nollakohtaan. Kun tämä siirretään 
kompleksitasoon, lasketaan imaginaariluvuilla ja vastaukset kuvataan kompleksitasolle, 
mutta periaate pysyy muutoin samana. 
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3. Newtonin metodi 
 
Newtonin metodia voi kuvata laskentamenetelmäksi, jossa melko helpon kaavan kautta 
saadaan laskettua nollakohta esiin hankalastakin polynomifunktiosta. Se perustuu 
iteraatioon, jossa valitaan alkuarvo (kutsutaan myös lähtöarvoksi), sijoitetaan tämä 
alkuarvo kaavaan ja saadaan jokin arvo. Seuraavaksi kaavaan sijoitetaan tämä saatu uusi 
arvo, ja saadaan taas uusi arvo. Tätä uudelleen ja uudelleen laskemista kutsutaan 
iteraatioksi, ja sitä jatketaan, kunnes päädytään etsityn juuren haluttuun tarkkuuteen. 
Newtonin menetelmä formalisoidaan seuraavasti: 
         
 (  )
  (  )
. 
Tarkemmin ottaen, laskettaessa:        
 (  )
  (  )
 , missä  ( )on polynomi,   ( ) on 
sen derivaatta,    on alkuarvo ja    on ensimmäinen iteraatiopiste eli uusi arvo. Kuva 6 
havainnollistaa ensimmäistä iteraatiota graafisesti.  
Kuva 6 
 
Kuvassa on funktioksi valittu kasvava käyrä, ja kyseisellä alkuarvolla kuvassa 
ensimmäinen iteraatiopiste    on selvästi lähempänä funktion juurta kuin alkuarvo, 
mutta kuten myöhemmin huomaamme, saattaisi olla myös että ensimmäinen 
iteraatiopiste olisi itse asiassa kauempana juuresta kuin alkuarvo. 
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Kun on saatu seuraava lähtöarvo   , sijoitetaan se uudelleen kaavaan, ja saadaan arvo 
   (kuva 7). 
Kuva 7 
 
HUOM. Alkuarvoa valitessa kannattaa huomioida mahdolliset erittäin huonot 
vaihtoehdot, jotka johtavat ellei heti, niin ainakin muutaman iteroinnin jälkeen 
umpikujaan. Esimerkkejä sellaisista kuvissa 8 ja 9. 
Kuva 8: Iteraatiolla ei ratkaisua. Kuva 9: Iteraatio jää kahden 
pisteen väliseksi. 
 
 
3.1. Esimerkki 1 
Yleisperiaate on siis se, että laskemalla toistuvasti kaavalla, saamme aina uuden 
tuloksen, joka iteroituu lopulta kohti jotakin funktion juurista. 
Olkoon  ( )       , jonka derivaatta   ( )      . 
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Ensimmäiseksi meidän tulisi valita ”sopiva”    alkuarvoksi, ja on luonnollista valita se 
läheltä oletettavaa juurta.  
Mutta hetkinen, mistä kuitenkaan tiedämme missä päin reaaliakselia juuri sijaitsee?  
Emme välttämättä tiedäkään. Nollakohdan sijainnin voi kuitenkin arvioida esimerkiksi 
piirtämällä graafisella laskimella. Mutta jos emme tiedä, emmekä voi sitä selvittää 
suhteellisen helposti, on vain tehtävä joku arvaus ja lähdettävä siitä. 
Esimerkkitapauksessa voimme graafisesti huomata ratkaisun olevan negatiivinen luku 
jossakin origon läheisyydessä, ja meidän kannattaa valita alkuarvoksi jotakin siitä 
läheltä, kuten esimerkiksi -2 tai 0. 
Kuitenkin kannattaa huomata, että meidän ei ainakaan kannata valita      , sillä 
tällöin 
      
 ( )
  ( )
    
 
 
 
luvulle    ei olisi siis ratkaisua. 
Valitaan esimerkiksi      . Tällöin  
      
 ( )
  ( )
  
 
 
 
ja nyt valitsemme luvun    seuraavaksi kaavaan sijoitettavaksi luvuksi, kun lähdemme 
selvittämään lukua    . Siis seuraavaksi 
    
 
 
 
 (
 
 )
  (
 
 )
  
  
 
 
ja edelleen 
     
  
 
 
 ( 
  
 )
  ( 
  
 )
  
Näin lähestymme askel askeleelta kohti funktion juurta. Todellisen juuren pystyy tämän 
esimerkin tapauksessa löytämään helpostikin ratkaisemalla       , ja kyseisen 
funktion juuri on siis      . Esimerkki on näin helppo, jotta olisi helppo huomata 
kuinka alkuarvo iteroituu juurta kohti. 
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Eli siis, olemme Newtonin metodia käyttäessämme lähestyneet reaalista juurta, jonka 
huomaa helpommin kasaamalla yhteen taulukkoon iteroimamme luvut      
 
            
 (    )
  (    )
 
   1 
   0,3333333… 
   – 2,7777777… 
   – 1,895 051 8… 
   – 1,356 186 8… 
   – 1,085 338 5… 
   – 1,006 537 0… 
   – 1,000 042 3… 
   – 1,000 000 0… 
Taulukko 1 
 
Seuraavaksi herännee kysymys, missä vaiheessa olemme saaneet tarpeeksi tarkan 
tuloksen, ja mikä on tarpeeksi tarkka, jotta sitä voidaan pitää juurena.   
Polynomista riippuen ensimmäisiä merkkejä voivat olla, että tulosten vaihtelu iteraation 
edetessä on ”hyvin pientä”. Mikä on hyvin pientä, riippuu taas polynomista. Yleisesti 
voidaan olettaa, että juuri on juuri löytymässä, kun iteraatio pienenee kohti tiettyä lukua 
eikä poukkoile ympäriinsä. Mitään yleispätevää tarkkuutta ei kuitenkaan ole, ja tässä 
tapauksessa olemme valinneet sopivaksi tarkkuudeksi seitsemän desimaalia. 
 
3.2. Vastauksen tarkistaminen 
3.2.1. Sijoitusmenetelmä 
Ratkaisun voi myös tarkistaa kahdella tavalla. Ensinäkin iteraation edetessä saadut arvot 
voi sijoittaa alkuperäiseen funktioon, ja saatu tulos ei ole 0, ei kyseinen arvo ole vielä 
juuri. Esimerkissä 1 funktio oli      ja saadut iteraatiot kerättiin taulukkoon 1, nyt 
lisätään taulukkoon uusi sarake, jossa Newtonin metodilla saatu arvo on sijoitettu 
alkuperäiseen funktioon. 
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 (    )
  (    )
 
 ( )        
   1 2 
   0,3333333… 1,037 037 0… 
   – 2,7777777… -20,433 470 4… 
   – 1,895 051 8… -5,805 550 4… 
   – 1,356 186 8… -1,494 356 5… 
   – 1,085 338 5… -0,278 484 9… 
   – 1,006 537 0… -0,019 739 4… 
   – 1,000 042 3… -0,000 126 9… 
   – 1,000 000 0… 0 
Taulukko 2 
 
3.2.2. Bolzanon lause 
Toinen tapa tarkistaa, onko löydetty ratkaisu varmasti funktion juuri, on käyttää 
apunaan Bolzanon lausetta. 
Bolzanon lause:  
Oletetaan että        , ja oletetaan että funktio  ( ) on jatkuva välillä [   ]. Jos 
 ( ) ja ( ) ovat erimerkkiset, niin on olemassa    ]   [ siten, että  ( )      
Sanoin tämä tarkoittaa sitä, että otetaan jokin väli, jolla funktio kulkee siten, että se on 
jatkuva jokaisessa pisteessä, eli että tuolla välillä ei ole pistettä jossa funktiolla ei olisi 
arvoa. Jos näiden valittujen päätepisteiden        arvot ovat erimerkkiset (eli että toinen 
on negatiivinen ja toinen positiivinen luku), se tarkoittaa sitä, että funktio kulkee 
jossakin kohtaa nollakohdasta ( ). 
Siis, tässä tapauksessa jos oletetun nollakohdan ympäriltä toinen luku antaa positiivisen 
arvon ja toinen negatiivisen, on varmaa, että nollakohta on jossakin siinä välissä. 
Tarkistus: 
      ( )   ( )         
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                   (              )   (              )   
                   
Joten nollakohdan eli juuren täytyy olla Bolzanon lauseen nojalla jossakin lukujen 
             ja 1välissä. 
Esimerkissä 1 olisi voitu valita myös jokin muu alkuarvo, ja itse asiassa valitsemalla  
        , olisimme päässeet nopeammin kohti juurta, sillä iteraatio olisi kulkenut 
seuraavalla tavalla: 
            
 (    )
  (    )
 
   – 1,5 
   – 1,148 148 1… 
   – 1,018 293 7… 
   – 1,000 326 6… 
   – 1,000 000 1… 
 
Tarkistus: 
         (    )   (    )             
         (    )   (    )            
Tästä huomaamme, että hyvän alkuarvon valinta on iteraation kannalta tärkeää. 
Vaikkakin saattaa olla vaikea nähdä ennen laskemista, että mihin suuntaan iteraatio 
lähtee milläkin alkuarvolla. 
Bolzanon lausetta voi käyttää avuksi myös ensimmäistä alkuarvoa etsiessä. Jos ei ole 
mahdollista mitenkään havainnollistaa funktion kulkua ennen ensimmäistä laskua, voi 
Bolzanon lauseen avulla haarukoida sitä väliä jossa funktion nollakohta on. 
 
3.3. Tehtäviä 
Tässä vaiheessa kannattaa harjoitella mekaanisia tehtäviä, jotta laskemiseen ja 
iterointiin syntyy rutiini. Arvot menevät helposti sekaisin – mitä pitikään sijoittaa minne 
ja koska se juuri nyt löytyykään. On myös hyvä huomata, että funktion asteen noustessa 
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myös ratkaisujen (eli juurien tai nollakohtien) määrä saattaa nousta ja tarvitaan 
useampia alkuarvauksia. Alla olevien tehtävien ratkaisut löytyvät liitteestä 1. 
 
Tehtäviä joissa alkuarvo annettu: 
1. Määritä funktion  ( )         nollakohta kuuden desimaalin tarkkuudella, 
käytä alkuarvoa     . 
2. Määritä yhtälön           ratkaisu kolmen desimaalin tarkkuudella 
Newtonin menetelmällä. Käytä alkuarvoa a)       b)      . 
3. Ratkaise Newtonin menetelmällä funktion             nollakohdat 
yhdeksän desimaalin tarkkuudella käyttämällä alkuarvauksia -1, 2 ja 5. 
 
Tehtäviä joissa ei alkuarvoa: 
4. Määritä funktion  ( )         nollakohta kuuden desimaalin tarkkuudella 
Newtonin menetelmää soveltaen. 
5. Määritä Newtonin menetelmällä yhtälön           ratkaisu kuuden 
desimaalin tarkkuudella. 
6. Määritä funktion           molemmat nollakohdat Newtonin 
menetelmällä kuuden desimaalin tarkkuudella. 
 
Muutama graafinen tehtävä: 
7. Ratkaise Newtonin menetelmällä yhtälö             kuuden desimaalin 
tarkkuudella. Selvitä ratkaisujen määrä ja sopivat alkuarvaukset graafisesti. 
8. a) Määritä graafisesti funktion  ( )          nollakohdat kahden 
numeron tarkkuudella. Tutki minkä ratkaisun Newtonin metodi antaa, kun 
alkuarvauksena on  
b) -0,9    c)-1    d)-1,1. 
 
Erikoisempi: 
9. Määritä funktion  ( )  
 
 
   
 
 
   
 
 
        derivaatan nollakohdat 
Newtonin menetelmällä viiden desimaalin tarkkuudella. 
 
Kannattaa myös tehdä tehtäviä, joissa tulee vastaan erikoistapauksia.  
Tehtävissä 10 – 12 voidaan käyttää Bolzanon lausetta. 
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10. Osoita, että yhtälöllä –              on juuri välillä        
Määritä juuren likiarvo Newtonin menetelmällä, kun alkuarvo on     . 
11.  Funktiolla on yksi nollakohta. Miksi Newtonin menetelmä soveltuu huonosti 
nollakohdan likiarvon määrittämiseen? Määritä nollakohdan 
kokonaislukulikiarvo haarukointimenetelmällä. 
12. Osoita että yhtälöllä          on täsmälleen yksi ratkaisu. Määritä sen 
kuusidesimaalinen likiarvo. 
 
Erikoisuuksia: 
13. Määritä luvun √  likiarvo seitsemän desimaalin tarkkuudella Newtonin 
menetelmää käyttäen. 
14. Määritä funktion  ( )  
  
   
        pienin positiivinen nollakohta 
Newtonin menetelmällä kuuden desimaalin tarkkuudella. 
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4. Konstruointi reaaliakselilla 
 
Fraktaalit muodostuvat sekä iteraatiomenetelmillä että ilman niitä. Tunnetuimpia ei-
iteratiivisesti syntyneitä ovat siis Kochin lumihiutale ja Cantorin joukko, kun taas 
esimerkiksi aiemmin mainitsemani Mandelbrotin ja Julian joukot ovat syntyneet 
iteraatiomenetelmän kautta. Riippuen iteraatiomenetelmästä tai sen puutteesta sekä 
valitusta iteroitavasti funktiosta, syntyvä fraktaali on erilainen. 
Kun lähdemme luomaan fraktaalia, joka syntyy iteraatiomenetelmällä, valitsemme tässä 
yhteydessä luonnollisesti Newtonin metodin, mutta jokin muukin menetelmä kävisi. 
Yksinkertaisimmillaan fraktaalisten kuvioiden luominen on funktion iteraatiota, ja 
näiden iteraation tuottamien ratkaisujen kuvaamista reaaliakselille tai tasolle. Parhaiten 
asian ydin, eli konstruointi selviää käytännön esimerkillä. 
 
4.1. Esimerkki 2 
Otetaan esimerkki, jolla on kaksi juurta. Voisimme ottaa vielä yksinkertaisemmankin 
funktion, eli pelkän suoran, mutta siinä kaikki alkuarvot lähtisivät iteroitumaan kohti 
yhtä ainoaa juurta, mikä ei olisi tässä tapauksessa suotavaa (ja miksei olisi, sen huomaa 
myöhemmin). Tässä tapauksessa siis hiukan monimutkaisempi toisen asteen polynomi 
on parempi vaihtoehto. 
Otetaan polynomi  ( )      , jolle   ( )    . Ja tietenkin  ( )   , kun     
tai     , eli tiedämme laskun ja graafisen kuvan (kuva 9) perusteella, että 
nollakohdat ovat 1 ja -1. Lisäksi huomaamme, että   (  )         
Kuva 10:  ( )       
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Yllä olevan kuvan ja laskemiemme nollakohtien sekä derivaatan nollakohdan 
perusteella (iteraatiolla ei ratkaisua) kannattaa ensinnäkin jättää valitsematta piste   
 , ja valita iteroitaviksi alkukohdiksi esim. pisteet 2, -2, 1,5 ja -1,5, sekä pisteet 0,5, -
0,5, 0,1 ja 0,1. Tällöin meillä olisi jonkinlainen kuva siitä kumpaan nollakohtaan pisteet 
iteroituvat kun ne on valittu joko  ( )    tai kun  ( )   . 
Valitaan iteroitaviksi ensin luvut 2 ja -2 :  
     
       
 (    )
  (    )
 
   2 
   1,25 
   1,025 0… 
   1,000 3… 
   1,000 0… 
 
Kuten heti neljännen iteraatio kohdalla huomataan, lähtöarvo 2 iteroituu pisteeseen 1 ja 
lähtöarvo -2 pisteeseen -1. Neljän desimaalin tarkkuus riittää tässä tapauksessa. 
 Seuraavaksi iteroidaan alkuarvoilla 1,5 ja -1,5: 
 
Ja vielä arvoilla 0,1 ja -0,1: 
     
       
 (    )
  (    )
 
   – 2 
   – 1,25 
   – 1,025 0… 
   – 1,000 3… 
   – 1,000 0… 
     
      
 
 (    )
  (    )
 
   – 1,5 
   – 1,08 33 33 3… 
   – 1,00 32 05 1… 
   – 1,00 00 05 1… 
   – 1,00 00 00 0… 
     
      
 
 (    )
  (    )
 
   1,5 
   1,08 33 33 3… 
   1,00 32 05 1… 
   1,00 00 05 1… 
   1,00 00 00 0… 
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Siispä huomataan, että kun    , iteraatio näyttää antavan tuloksen -1, ja kun    , 
iteraatio antaa tuloksen 1, ja      Kuvasta 11 huomaa mitä juurta kohti mikäkin 
alkuarvo iteroituu. 
Kuva 11: Nuolten lähtöpiste on alkuarvo ja päätepiste on ratkaisu johon tällä 
alkuarvauksella päästään. 
 
Nyt voimme päästä vihdoin siihen osaan, josta fraktaalit kenties ovat tunnetuimpia, eli 
värikuvat. Väritämme ne alueet samalla värillä, jotka antavat saman nollakohdan. Tästä 
huomaamme, että jos olisimme valinneet funktioksi suoran, kaikki alkuarvot olisivat 
iteroituneet samaan pisteeseen ja siis koko kenttä olisi väritetty yhdellä värillä – siksi 
valitsimme kaksijuurisen funktion. 
 
 
 
     
      
 
 (    )
  (    )
 
   0,1 
   1,25 
   1,025 0… 
   1,000 3… 
   1,000 0… 
       
      
 
 (    )
  (    )
 
   – 0,1 
   – 1,25 
   – 1,025 0… 
   – 1,000 3… 
   – 1,000 0… 
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Kuva 12 
 
 
 
 
Kuvassa 12 väreiksi on valittu eri harmaan sävyt, joista vaaleampi siis kertoo 
negatiivisten alkuarvojen iteroituvan nollakohtaan -1 ja positiivisten nollakohtaan 1.  
Kuinka voimme tietää, ettei negatiivisten lukujen seassa ole arvoa, joka iteroituisi 
positiiviseen juureen tai päinvastoin? Yleensä sen selvittäminen on hankalaa, mutta 
sattumalta tämän kyseisen polynomin iteraatiokäyttäytyminen on sellainen, että 
pystymme jopa todistamaan sen, että negatiivisten alkuarvojen joukossa ei ole yhtään 
joka voisi iteroitua positiiviseen juuren, tai päinvastoin että positiivisten alkuarvojen 
joukossa olisi joku lukuun -1 iteroituva alkuarvo. 
Todistus: 
Olkoon siis  ( )       ja   ( )    . Todistus etenee siten, että ensin laskemme 
funktion tangentin lähtöpisteessä    ja selvitämme sen avulla tangentin ja x-akselin 
leikkauspisteen, eli pisteen   . 
Tangentin yhtälö pisteessä     
    (  )   
 (  )(    ) 
sijoitetaan  (  )    
    ja   (  )      
                     (  
   )     (    ) 
                       
            
 
. 
Tangentin ja x-akselin leikkauspiste eli sijoitetaan    : 
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. 
Nyt osoittaja on selvästi aina positiivinen, ja nimittäjän positiivisuus riippuu 
muuttujasta. Johtopäätös on siis, että jos lähtöarvo    on negatiivinen, myös    
negatiivinen, ja negatiivinen lähtöarvo siis iteroituu kohti negatiivista juurta -1. Samaten 
positiivinen lähtöarvo iteroituu kohti positiivista juurta 1. Tällainen ei kuitenkaan ole 
yleistä, sillä useimmiten funktiot eivät ole näin kahtiajakautuneita. 
 
4.2. Esimerkki 3 
Seuraavaksi otetaan toinen, hiukan haastavampi esimerkki. 
Olkoon  ( )            , ja   ( )           . Nyt nollakohtien 
löytäminen onkin jo paljon hankalampaa, ja otamme avuksi graafisen tarkastelun. 
 
 
 
 
 
 
 
 
Voidaan arvioida, että juuret ovat      ,        tai      . Valitaan siis 
lähtöarvoja jostakin näiden lähistöiltä. Olen valinnut tarkkuudeksi seitsemän desimaalia 
ja laskenut taulukkoon 3 muutamia iteraatioita. Taulukko 3: 
Lähtöarvo    Reaalijuuri, jota kohti 
lähtöarvo iteroituu: 
-3, 0, 1, 2, 4, 5    0,751 532 0… 
- 1, -2 – 1,158 917 3… 
-3,5; -5 – 4,592 614 7… 
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Alla olevissa taulukoissa 4 ja 5 kuvattuna edellisen taulukon lähtöarvojen -3,5 sekä -2 
iteraatioiden kulut sekä juuri johon lähtöarvo iteroituu. 
 
            
 (    )
  (    )
 
   – 3,5 
   – 7,454 545 4… 
   – 5,867 535 4… 
   – 4,996 316 9… 
   – 4,652 868 4… 
   – 4,594 278 3… 
   – 4,592 616 0… 
   – 4,592 614 7… 
Taulukko 4 
 
            
 (    )
  (    )
 
   – 2 
   – 1,142 857 1… 
   – 1,158 978 9… 
   – 1,158 917 3… 
Taulukko 5 
 
Tässä esimerkissä, kuten edellisessäkin, huomaa, että derivaatan nollakohdat (-3,23 ja -
0,103) ovat yleensä niitä paikkoja, joiden läheisyydessä mahdolliset iteraation 
suuntarajat menevät.   
Kuvassa 13 väritettynä eri väreillä ne alueet jotka iteroituvat derivaatan nollakohdan 
perusteella kohti mitäkin nollakohtaa. 
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Kuva 13: Sinisellä on väritetty se alue, josta valitun lähtöarvon oletamme iteroituivan 
juureen    , vihreällä juureen     iteroituvat ja punaisella juureen     iteroituvat. 
Nyt kuitenkin huomaamme, että esim. -3 kuitenkin säännön vastaisesti iteroituukin eri 
ratkaisuun kun voisi derivaatan nollakohdan perusteella olettaa. Tutkimalla lähemmin 
muutamia derivaatan nollakohtien lähellä olevia arvoja, huomaamme, että 
säännönvastainen käyttäytyminen tuntuukin olevan enemmänkin sääntö kuin poikkeus. 
Alla olevassa taulukossa on muutamia lähtöarvoja jotka iteroituvat odottamattomaan 
reaalijuureen. 
Lähtöarvo    Reaalijuuri, jota kohti 
lähtöarvo iteroituu: 
-3,1  
-3 
-2,9 
-0,1 
-0,05 
    
0,751 532 0… 
 – 1,158 917 3… 
-0,15 
-0,175 
-0,2 
 
– 4,592 614 7… 
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Kuva 14: Edellisen taulukon iteraatiot väritettynä 
 
Kuvasta 14 havainnollistuu jo muutamalla juuren etsinnällä se, että niin sanotuissa 
kriittisissä kohdissa, derivaatan nollakohtien läheisyydessä, on lähtöarvon 
iteroitumissuuntaan melko hankala ennustaa, ja iterointi alkaa näillä alueilla käyttäytyä 
jopa kaottisesti. Ja kaiken lisäksi näyttäisi siltä, että tämä kummallinen 
iteroitumiskäyttäytyminen vallitsisi vain vihreällä alueella olevien lähtöarvoja eli kun 
                 . Siniseltä tai punaiselta alueelta ei tunnut löytyvän yhtään 
alkuarvoa, joka iteroituisi muualle kuin sille alueelle.  
Juuri tämä kaaottisuus on fraktaalikuvioiden ydin. Ja mikäli jatkaisimme erilaisten 
lähtöarvojen iterointia, tarkentuisi vihreältä alueelta yhä useampi kohta punaiseksi tai 
siniseksi. Laskutoimituksia voidaan tehdä loputtomasti, sillä jokainen piste 
reaaliakselilla voidaan laskea erikseen. Ja jokaisella laskulla kuva tarkentuu. 
Fraktaaligeometrialle on ominaista, että tarkentunut kuva noudattaa näennäisen 
kaoottista kaavaa, mutta taustalla on kuitenkin kaava, joka toistuu. Jos laskisimme 
kyseistä kuviota yhä pidemmälle, löytyisi jokin kuvio, joka toistuisi. 
Jotakin kuvion värityksestä ja iteraatioiden päämääristä voidaan kuitenkin sanoa jopa 
ilman iteraatioita. Tarkastellaan funktiota Newtonin metodissa: 
      
          
         
 
Kun alkuarvaus x suurempi kuin 1, niin osoittajasta tulee positiivinen, samoin 
nimittäjästä, ja näin syntyvä murtoluku on pienempi kuin x josta vähennetään tämä 
murtoluku, jolloin koko    pysyy positiivisena, ja silloin seuraavakin iteraatio tuottaa 
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positiivisen vastauksen. Tällöin siis mikään alkuarvaus, joka on suurempi kuin 0,103, ei 
iteroidu negatiivisiin ratkaisuihin. 
Kun alkuarvaus x on pienempi kuin -5, silloin murtoluvusta tulee positiivinen, mutta 
murtoluku on suurempi kuin x josta vähennetään murtoluku, jolloin    jää 
negatiiviseksi, ja jokainen seuraavakin iteraatio tuottaa negatiivisen vastauksen. Siispä 
mikään pienempi kuin -3,23 alkuarvaus ei iteroidu ainakaan positiiviseen ratkaisuun.  
Valitut luvut 1 ja -5 valitsin sen perusteella, että ne ovat tarpeeksi kaukana derivaatan 
nollakohdista, jotka ovat juuri niitä keikahduspaikkoja, joissa tapahtuu kummia. Tätä 
voidaan tarkastella tarkemmin piirtämällä kuvaaja Newtonin metodista, kuvassa 15. 
Kuva 15: Yhtälön        
          
         
 kuvaaja: 
 
Kuvaaja piirretty ohjelmalla: http://rechneronline.de/function-graphs/ 
Tästä kuvassa 15 kuvaaja tukee havaintoa, että funktio saa entistä positiivisempia arvoja 
pisteen 1 positiivisella puolella, ja taas miten -5 ja sitä pienemmän tuottavat negatiivisia 
arvoja. Kuvaajan perusteella näitä lukuja 1 ja -5 voidaan tarkentaa. Voitaisiin 
esimerkiksi sanoa, että jos alkuarvaus on suurempi kuin 0,5 se tuottaa positiivisen 
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iteraatioita, tai että jos alkuarvaus on pienempi kuin -4 se tuottaa negatiivisia 
iteraatioita. Kuitenkin mitä lähemmäs saavutaan derivaatan nollakohtia, sitä 
varovaisempi pitää olla siitä mitä sanoo funktion käyttäytymisestä.  
Äskeisen huomion lisäksi tästä kuvaajasta voidaan huomata, miten kaikkea 
mielenkiintoista tapahtuu derivaatan nollakohdissa. Oletettavasti myös kaikki 
fraktaaligeometrisesti mielenkiintoinen tapahtuu juuri derivaatan nollakohdissa. Nyt jos 
ajattelemme taas kuvaa 14, ja mietimme, millainen lopullisesta – tai ainakin hyvin 
tarkasta kuvasta tulisi, niin ainakin se voidaan sanoa, että mitä kauemmas positiivisella 
tai negatiivisella puolella mennään reaaliakselia, voidaan sanoa varmasti että 
negatiivisella alueella kaikki pisteet värjättäisiin sinisiksi ja positiivisella puolella kaikki 
pisteet värjättäisiin punaisiksi. Tällöin itse fraktaalikuvio muodostuisi derivaatan 
nollakohtien väliin tai niiden läheisyyteen. 
 
4.3. Tehtäviä 
Harjoitellakseen näitä värityskuvia, tässä on tehtäviä: 
15. Piirrä funktio  ( )          kuvaaja, ja etsi sen avulla juuret. Derivaatan 
nollakohtien ja tangenttien avulla tarkastele funktion kuvaajaa, ja väritä miten 
kyseisen funktion fraktaalikuvio kuvautuisi reaaliakselille. Tutki myös 
Newtonin metodin kaavan kuvaajasta mitä voit sanoa iteraatioiden 
käyttäytymisestä. 
Vastausehdotus on liitteessä 2. 
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5. Kompleksiluvut 
 
Nyt olemme päässeet ensimmäiseen tavoitteeseemme – olemme värittäneet 
yksiulotteisen fraktaalikuvion. Seuraavaksi teemme saman kompleksitasossa, ja koska 
kompleksitasossa toimitaan imaginaariluvuilla, myös alkuarvot ja iteraatiot ovat 
kaksiosaisia imaginaarilukuja, ja siksi sitä ennen on hyvä käydä läpi kompleksilukujen 
perusasioita. 
Tässä kohtaa oppijoiden muistia kannattaa verestää tekemällä muutama harjoitus siitä 
miten neliöjuuri toimii. Mikä olikaan vastaus näille: 
a) √    b) √            c)√             d) √ (   )? 
Entä näille: 
 )  √     e) √            f)√              d) √ ( (   ))? 
Peruskoululaisen tulisi osata vastata a-d –kohtiin oikein, ja loppuihin hän vastaisi että 
”ei ratkaisua”. Lukiolaisen tulisi osata vastata kaikkiin kohtiin, ja vastaukset olisivat    
a) 4   b) 0,3   c) 2,19   d) 5   ja  d) 4i    e) 0,3i    f) 2,19i   d) 5i. 
Mutta mitä koulussa siis sanottiinkaan kompleksiluvuista eli imaginaariluvuista? Ensin 
meille uskotellaan, että emme voi ottaa neliöjuurta negatiivisesta luvusta, ja sen jälkeen 
myöhemmin meille kerrotaan, että kuitenkin kuvittelemalla (imagination) että 
voisimme, saamme sellaisen tuloksen, kuin i
2
 = -1. Nyt löytyy esimerkiksi laskulle 
√    vastaus 2i, sillä √     √      √         
Kyllä, kuulostaa ja näyttää toimivalta, mutta mitä tässä oikein tapahtui? Ja mikä tämä 
kummallinen i oikeastaan on? Vastataksemme tähän, meidän täytyy hiukan tutustua 
kompleksilukuihin, niiden laskutoimituksiin ja geometriseen esitykseen. 
 
5.1. Kompleksiluvut algebrassa 
Kompleksiluku z määritellään järjestetyksi pariksi 
z = (x, y),  
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jossa x ja y ovat reaalilukuja, jossa x on reaaliakselilla ja y imaginaariakselilla, ja täten 
järjestetty pari on kompleksitasossa. Jotta kompleksilukuja voidaan käsitellä 
laskutoimituksissa, tulee kompleksiluvun olla ns. sopivassa muodossa. Ja luvun z 
saamme sopivaan muotoon samaistamalla järjestetyn parin (x, y) luvun x + yi kanssa, 
jossa yi merkitsee imaginaarilukua, siis z = x + yi. 
Voimme laskea kompleksiluvuilla normaalisti sekä yhteen-, vähennys-, kerto- että 
jakolaskuja, siten että reaaliosat (x) ja imaginaariosat (yi) lasketaan erikseen yhteen, kas 
näin: 
Olkoon   = (     ) ja   = (      ).  
Joten,    +    = (     ) + (     ) 
             = (       ) + (      ) 
             =     +     +   +     
             =     +    +     +     
             = (        ) + (    +    ) 
             = (       ) + (   +   ) . 
Vähennyslasku toimii samalla tavoin kuin yhteenlasku. Tee harjoitus 16.  
Kertolasku suoritetaan tavallisesti, kunhan muistetaan että         Tällä tavoin: 
Olkoon taas   = (     ) ja   = (      ).  
Siispä    ·    = (     ) · (     ) 
             = (       ) · (      ) 
             =       +        +         +        
             =       + (      +      )  +      
  
             =       + (      +      )  -      
             = (      -     ) + (      +      ) . 
Kompleksiluvuilla on siis juurikin samat laskuominaisuudet mitä reaaliluvuilla 
vektoreilla on. Tee harjoitus 17. 
28 
 
 
5.2. Kompleksilukujen geometrinen esitys 
Kompleksilukujen geometrinen esittäminen ei tuota vaikeuksia, sillä onnekkaastihan 
kompleksiluku oli järjestetty pari, joten se voidaan myös käsittää tason pisteenä ja siis 
kuvata graafisesti tutussa koordinaatistossa. z = (x, y), jossa x on reaaliluku ja y 
imaginaariluku, joten piste (x, y) kuvautuu tasolle jossa vaaka-akselina on reaaliakseli, 
ja pystyakselina imaginaariakseli (kuva 15). Kuvassa 16 esimerkkiluku z kuvautuu 
kompleksitasolle. 
Kuva 15     Kuva 16: Esimerkiksi z = 2 + 3i. 
   
Nyt vihdoin pääsemme siihen, miten i = √   eli miten i2 = -1. Kompleksitasolla 
järjestetty pari (0,1) vastaa symbolia i, kuten kuva 17 havainnollistaa. 
Kuva 17: z = 0 + i. 
 
Joten, jos (0,1) = i, niin (0,1)
2
 = i
2
. Ja nyt kun sovellamme aiemmassa kappaleessa 
läpikäytyä laskusääntöä kestolaskulle, saamme 
(0,1)
2
 = (0,1) · (0,1) 
          = (0·0 – 1·1) + (0·1 + 1·0)i 
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            = (-1, 0) 
            = -1 
Ja koska (0,1)
2
 =    = -1, niin (0,1) = i = √   . 
 
5.4. Tehtäviä 
16. Laske    -    kun   = (     ) ja   = (      ).  
17. Laske    :    kun   = (     ) ja   = (      ). Vihje: lavenna jakajan liittoluvulla eli 
   = x – yi. 
18. Olkoon   = (1, -5) ja   = ( 
 
 
 ; 6). Laske 
a)    +    
b)    ·      
c)    –    
d)    :   . 
Vastaukset löytyvät liitteestä 3. 
19. Piirrä kompleksitasoon pisteet    (     ),   = (1, 47) ja    (       ) sekä 
         ,   = 0 – 6,5i ja          
   
Piirros on liitteessä 4. 
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6. Newtonin metodi kompleksiluvuilla 
 
Newtonin metodia voidaan soveltaa kuinka moneen ulottuvuuteen tahansa, tosin sillä 
poikkeuksella, että silloin ratkaisuissa käytetään matriiseja apuna. Toisessa 
ulottuvuudessa, eli tasolla, voidaan kuitenkin pärjätä vielä ilman. Kompleksitasossa 
Newtonin metodi toimii siten, että arvot    ovat reaaliluvun sijaan kompleksilukuja, ja 
siis muotoa x + iy, jossa x ja y ovat reaalilukuja. 
 
6.1. Esimerkki 4 
Olkoon  ( )       , jonka derivaatta on   ( )     . Funktiolla ei ole reaalisia 
juuria, koska ratkaistaessa nollakohtia käy näin: 
       
      
  √  . 
Siispä ratkaisut löytyvät kompleksiluvuista. 
Newtonin metodi: 
         
 (  )
  (  )
. 
Sijoitetaan  ( ) ja   ( ) Newtonin metodin kaavaan ja sievennetään: 
        
  
   
   
  
   
 
   
 
  
   
   
  
   
    
   
   
 
  
   
   
 
  
 
   
 
 
   
 
 
  
 
 
 
   
 . 
Valitaan alkuarvo     
 
 
 
 
 
 . 
Tällöin  
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Sijoitetaan löydetty    alkuperäiseen funktioon testattavaksi olisiko juuri löytynyt: 
 (  )   ( 
 
 
 
 
 
 )                       
Koska  (  )    , niin ilmeisesti kyseinen    ei ollut vielä juuri, ja niinpä jatketaan 
selvittäen luku   . 
Siis seuraavaksi 
    
( 
 
  
 
  )
 
 
 
 ( 
 
  
 
  )
 
ja edelleen 
     
 
  
 
  
  
 
( 
 
  
 
   )
 ( 
 
  
 
  ) ( 
 
  
 
  )
 
     
 
  
 
  
  
 
   
    
 
    
    
 
                    . 
Tarkistetaan 
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 (  )   (                 )
                      
Myöskään    ei ole etsitty juuri, joten jatketaan edelleen iterointia. Alla iteraatiot on 
järjestetty taulukkoon, keskimmäisessä sarakkeessa on Newtonin metodin iteraatio ja 
oikeassa reunassa tarkistuslaskenta. 
Taulukko 6 
            
 (    )
  (    )
 
 (  )     
    
                                     
                                      
                                      
                                     
                                      
                                     
 
Siispä taulukon 6 mukaan viides iteraatio päätyy lopulta tarpeeksi tarkkaan juureen. 
Kuten reaaliluvuillakin huomattiin, jokainen alkuarvaus ei pääty juureen, ja näin käy 
esimerkiksi jos    valitaan siten, että jakajaksi   (  ) muodostuu 0. Kompleksisten 
ratkaisujen kanssa niin sanottujen huonojen arvausten lukumäärä on kuitenkin 
huomattavasti suurempi, kuin vain ne luvut jotka tekevät jakajasta nollan, sillä jos 
alkuarvaus on reaaliluku, täytyy saadun ratkaisunkin olla reaaliluku, eikä silloin voi 
löytää imaginaariluvullista ratkaisua.  
Todistus väitteelle: 
Newtonin metodi:          
 (    )
  (    )
. 
Olkoon        ja {  } niiden iteraatioiden sarja, jotka alkuarvaus    tuottaa. Kun n on 
mielivaltainen, ja prosessi päättyy kun     , ja siis      ei ole määritelty. Eli 
alkuarvaus kuuluu reaalilukuihin, ja {  } on niiden iteraatioiden sarja, jotka tällä 
mielivaltaisella alkuarvauksella tulee. Sarja ei ole ääretön, vaan se päättyy kun 
saavutetaan juuri eli kun sarjan viimeinen     .  
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Jos kaikki sarjan {  } termit on määritelty, induktioargumentilla voidaan näyttää, että 
kaikki sarjan termit kuuluvat reaalilukuihin. 
Induktiotodistus:  
1º            OK. 
2º    , eli      .   OK. 
3° n = k            .  OK. 
Induktiotodistuksen mukaan siis jos ensimmäinen alkuarvaus on reaaliluku, myös 
ratkaisun on oltava. Ja näin yleistäen siis kaikkien sarjan jäsenten on oltava reaalilukuja. 
Kyseessä olleen funktion  (  )     
    ratkaisut eli juuret ovat kuitenkin 
imaginaarilukuja, sillä  
  
      
  
     
    √   
      . 
Kuitenkaan todistuksemme mukaan sarjan {  } termit eivät voi päätyä kumpaankaan 
imaginaariratkaisuun alkuarvauksella joka on reaaliluku. 
Tästä voimme vetää johtopäätöksen, että jos funktion ratkaisut ovat kompleksilukuja, 
niin alkuarvausten on aina oltava kompleksilukuja. 
 
5.3. Newtonin metodin geometrinen esitys 
Newtonin metodia sovellettaessa iteraatiot merkitään samalla tavalla kompleksitasolle, 
kuin pisteet kuvissa 15, 16 ja 17.  
Kuva 18: Funktion  ( )        juuren etsinnässä alkuarvauksella         
      löytyy juuri viidennellä iteraatiolla. Kuvassa geometrisesti havainnollistettu miten 
iteraatiot kuvataan kompleksitasolla. Punaiset pisteet ovat siis iteraatioita, ja kuvasta 
näkee miten pisteet pomppivat ympäriinsä ennen kuin päätyvät juureen. 
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6.2. Tehtäviä 
20. Laske funktion  ( )         arvo, kun       . 
 
21. Etsi Newtonin metodilla funktion  ( )        kompleksinen ratkaisu 
alkuarvauksella       . 
 
Ratkaisut liitteessä 4. 
 
22. Mitkä seuraavista ovat funktion  ( )       ratkaisuja: 
a) x = 1 
b)     
 
 
  
√ 
 
  
c)    
 
 
  
√ 
 
  
d)     
 
 
  
√ 
 
  
e)    
 
 
  
√ 
 
 ? 
Ratkaisut liitteessä 6. 
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7. Newtonin metodin konstruointi kompleksitasolla 
 
Newtonin metodin tuottamat iteraatiot voidaan esittää geometrisesti, kuten olemme 
aiemmissa kappaleissa huomanneet. Kun kyse on ℝ:ssä tapahtuvasta iteraatiosta, 
iteraatiot ovat reaalilukuja lukusuoralla. Kuvassa 19 nähdään esimerkin 1 funktion 
 ( )        iteraatiot lukusuoralla alkuarvauksella      . 
Kuva 19: Pisteistä näkee, kuinka iteraatio hakeutuu kohti juurta hyppien ensin 
kauempana puolelta toiselle, ja lopulta pyörien juuren ympärillä kunnes juuri löytyy. 
 
Kun Newtonin metodia sovelletaan kompleksitasoon, iteraatiot ovat pisteitä. Kuvassa 
20 nähdään esimerkin 4 iteraatiot kompeksitasossa. 
Kuva 20: Alkuarvaus     
 
 
 
 
 
  tuottaa juuren viidennellä iteraatiolla. 
 
Kuva: Mathews John, Howell Rusell: Complex Analysis for Mathematics and 
Engineering 
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Kuvissa 19 ja 20 on merkitty siis iteraatiot sekä ratkaisu, mutta jatkossa emme enää 
merkitse iteraatioita, emmekä juuria, vaan merkitsemme alkuarvauspisteitä eri väreillä 
sen mukaan, mihin juureen ne iteroituvat. 
 
            7.2. Esimerkki 5 
Valitaan funktioksi  ( )      , jonka derivaatta on   ( )     , graafinen esitys 
kuvassa 21. 
Kuva 21:  ( )       
 
Kuvaaja piirretty ohjelmalla: http://rechneronline.de/function-graphs/ 
Kuvan perusteella voidaan sanoa, että tällä funktiolla on yksi reaalinen juuri, sekä ehkä 
muita, irrationaalisia juuria. Reaalinen juuri lienee graafisen kuvan mukaan x = 1, 
tarkistetaan sijoittamalla  ( )        , eli yksi juuri on x = 1. Muut juuret ovat 
tehtävän 22 mukaisesti     
 
 
  
√ 
 
  ja     
 
 
  
√ 
 
 .  
Valitaan värit eri juurille, eli esimerkiksi punainen ratkaisulle x = 1, vihreä ratkaisulle 
    
 
 
  
√ 
 
  ja sininen ratkaisulle    
 
 
  
√ 
 
 . Nämä pisteet on graafisesti kuvattu 
kuvassa 22. 
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Kuva 22: funktion juuret. 
Värittääksemme kuvaan fraktaalin, me alamme nyt tehdä alkuarvauksia ja laskea mikä 
piste mistäkin päin tasoa iteroituu mihinkin ratkaisuun.  
Alkuarvaus jota ei voida tehdä, on    , sillä silloin derivaatta eli Newtonin metodissa 
nimittäjästä tulisi nolla. Lisäksi aiempien huomioidemme perusteella voimme sanoa, 
että ainakaan mikään reaalilukuarvaus ei voi iteroitua mihinkään muuhun ratkaisuun, 
kuin ainoaan reaalilukuratkaisuun eli      Käytännössä siis koko x – akseli voitaisiin 
värjätä punaiseksi. Lasketaan muutama iteraatio irrationaaliluvuilla. 
Alkuarvo Ratkaisu, johon alkuarvo iteroituu 
      
 
 
  
     
      
 
 
  
    
          
    
 
 
  
√ 
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√ 
 
  
     
 
 
       
 
 
  
√ 
 
  
     
 
 
      
 
 
  
√ 
 
  
 
Näiden pisteiden perusteella tason pisteet iteroituvat lähimpään juureen, ja voimmekin 
jakaa kompleksitason karkeasti ottaen kolmeen osaan siten, että jokainen on 
keskuskulmaltaan 120°, kuten kuvassa 23, johon on lisätty myös reaaliakselilta x =1  
juureen iteroituvat reaaliluvut. 
 
Kuva 23: alkuarvojen iteroitumisjuuret karkeasti piirrettynä. 
Tilanne ei kuitenkaan jää näin selväksi, vaan itse asiassa, samalla tavalla kuin sinisen ja 
vihreän väliin on ilmestynyt punaiseen iteroituvien alkuarvojen viiva, samalla tavoin 
kahden muunkin värin yhtymäkohtaan ilmestyy kolmas väri. Siis punaisen ja vihreän 
välissä olevat pisteet iteroituvat siniselle, ja sinisen ja punaisen välissä olevat pisteet 
iteroituvat vihreälle. Väritettynä kuvassa 24. 
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Kuva 24: 
 
Mutta tilanne ei tietenkään ole näin selvä. Sillä itse asiassa nämä eriväriset viivat eivät 
ole suoria, vaan on alueita, joissa suurempi osa vierekkäisistä pisteistä iteroituu samaan 
juureen, kun taas toiset pisteet iteroituvat eri juureen. Tätä on havainnollistettu kuvassa 
25. 
Kuva 25: Kahden värin väliin ilmestyy kolmas väri.  
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Tämän kuvioinnin lisäksi jokaisen kahden värin välisissä pisteissä tapahtuu sama, mitä 
tapahtui heti aluksi värien väleissä, eli jokaisen kahden värin välistä löytyy kolmas väri. 
Ja kun kahden värin välistä löytyy kolmas väri, syntyy taas kahden värin väli, josta 
löytyy taas kolmas väri, ja näin jatkuu äärettömästi, joka tekee tästä kuviosta 
fraktaalisen.  Kuvassa 26 on havainnollistettu tätä. 
Kuva 26: 
http://upload.wikimedia.org/wikipedia/commons/d/db/Julia_set_for_the_rational_function.png 
 
Se, mikä lisäksi tekee tästä kuviosta fraktaalisen, on se mitä tapahtuu aina kolmen värin 
kohdatessa. Tämä tapahtuu kaikkialla missä kolme väriä kohtaavat, esimerkiksi 
origossa. Kun suurentaa alueen, esimerkiksi origon, on näkymä aivan sama, kuin 
alkuperäisessä kuvassa, ja mitä lähemmäs origoon katsomme, sitä lähemmäs 
äärettömyyteen näemme. Kuvassa 27 suurennos origosta, joka vastaa myös jokaisen 
muun kolmen värin kohtaamiskohdan suurennosta. 
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Kuva 27: suurennos origosta. 
 
Ja tässä on nyt fraktaaligeometristen kuvioiden hienous – loputtomasti jatkuvat itseään  
toistava kuviointi, joka näennäisesti vaikuttaa kaoottiselta, mutta muodostaakin 
järjestelmällisen näköisen kuvion. 
Näitä fraktaaligeometrisia kuvioita voidaan luoda huikean erilaisia, ja niiden luomiseen 
löytyy myös internetistä paljon ohjelmia. Lisäksi aivan oma maailmansa ovat 
useampien ulottuvuuksien fraktaaligeometriset kuviot. 
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LIITE 1 
 
Tehtävien ratkaisut: 
 
1. 0,351 734. 1 
2.      a)    ei laskettavissa (jako nollalla) 
b) -2,104. ¹ 
3. -1.305 810 292, -0.119 191 8704 ja 6.425 002 162. 2 
4. x = 0,426 303. 3 
5.    = -1,879 385,     = 0,347 296,     = 1,532 089. ³ 
6. -1,566 383 ja 1,229 002. 4 
7. x   -1,938 537 tai x ≈ 0,143 705 tai x ≈ 1,794 832. (Alkuarvaukset esimerkiksi   -2, 
0 ja 2.) ² 
8. a) Nollakohdat ovat a = -1.9, b = -0.25 ja c = 2,1.  
b) b  c) a   d) c. ² 
9. -0,246 98, 1,445 04 ja 2,801 94.   
10. Iterointi ei suppene (likiarvot 0 ja 1 vuorottelevat). ¹ 
11. Funktion derivointi on työlästä. Nollakohdan likiarvo on 2333. ¹ 
12. x = -0,682 328. ³ 
13. 1,414 213 6.   
14. 0,420 362.   
  
                                                          
1
 Hemmo-Ilvonen Katariina, Lappi Esa, Salonen Clas: Pyramidi 12 - Numeerisia ja algebrallisia 
menetelmiä, 1. Painos, Tammi, 2007.  
2
 Kangasaho Jukka, Mäkinen Jukka, Oikkonen Juha, Paasonen Johannes, Salmela Maija, Tahvanainen 
Jorma: Pitkä matematiikka 12 - Numeerisia ja algebrallisia menetelmiä, 1. Painos, WSOY 
Oppimateriaalit Oy, 2006. 
 
3 Halmetoja Markku, Häkkinen Kaija, Merikoski Jorma, Pippola Lauri, Silfverberg Harry, Tossavainen 
Timo: Matematiikan taito 12 - Numeerisia ja algebrallisia menetelmiä, 1. Painos, WSOY Oppimateriaalit 
Oy, 2007. 
4
 Hautajärvi Tarmo, Ottelin Jukka, Wallin-Jaakkola Leena: Laudatur 12 - Numeerisia ja algebrallisia 
menetelmiä, 1. Painos, Otava, 2007. 
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LIITE 2 
 
15. Graafinen tarkastelu osoittaa, että funktion  ( )          juuri on kohdassa 0. 
Tarkistetaan  ( )   , joten x = 0 on juuri. Kyseisellä funktiolla on vain yksi juuri.  
Derivaatan   ( )           nollakohta, joka eivät tuota iteraatioita on x = 0.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Tarkastelemalla nyt esimerkiksi viivottimen avulla tangetteja, voitaisiin sanoa, että 
lähempänä ollaan origoa, sitä nopeammin alkuarvaus iteroituu ratkaisuun. Tapahtuuko 
tässä funktiossa siis mitään mielenkiintoista? Jotakin kummallista tapahtuu, sillä 
kuvastakin huomaa, että funktio ei ole täysin symmetrinen y-akselin suhteen. Tutkitaan 
funktion       
       
        
 kuvaajaa:  
 
 
 
 
 
 
Tässä huomataan, että origon läheisyydessä tapahtuu jotakin, joka vaikuttaa 
iteraatioiden suuntaa. Kaikki mielenkiintoinen tämän funktion kohdalla tapahtuisi siis 
todennäköisesti alueella [-0,6 ; 0].   
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LIITE 3 
 
16.    -     = (     ) - (     ) 
             = (       ) - (      ) 
             =     +     -   -     
             =     -    +     -     
             = (        ) + (    -    ) 
             = (        ) + (   -   ) . 
17. Laske    :    kun   = (     ) ja   = (      ). 
18.      a)    +    = ( 1 + 
 
 
 ) + ( -5 + 6 )i = (1
 
 
 , 1) 
b)    ·    = ( 1 · 
 
 
 – (-5) ·6) + (1·6 + (-5)· 
 
 
 ) = ( 
 
 
 + 30 ) + (6 - 2
 
 
 ) = (30
 
 
 , 3
 
 
 ) 
c)    –    = ( 1 - 
 
 
 ) + ( -5 – 6 )i = (
 
 
 , -11) 
d) Koska     :    = 
       
      
 = 
(      )(      ) 
(      ) (      )
 = 
(      )(      ) 
         
  
= 
(      )(      ) 
       
, ja jos   = (1, -5) ja   = (
 
 
 ; 6), niin  
   :     = 
(    )(
 
 
   ) 
(
 
 
)
 
   
 = 
 
 
  
 
 
         
 
 
   
 = 
   
 
 
   
 
 
 
  
 
 
  
= -0,81379 – 0,23448i = (-0,81379, 0,23448). 
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LIITE 4 
 
19.  
 
20. 5    . 
 
21. Juuri on 0 + 0,6i, löytyy esim. alkuarvauksella        kuudennella 
iteraatiolla. 
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LIITE 5 
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LIITE 6 
 
Tehtävä 22. Mitkä seuraavista ovat funktion  ( )       ratkaisuja 
a) Sijoitetaan x = 1:  ( )       = 0.  
Vastaus: x = 1 on funktion ratkaisu. 
b) Sijoitetaan     
 
 
  
√ 
 
 :  (  
 
 
  
√ 
 
 ) 
 (  
 
 
  
√ 
 
 )
 
   
  (  
 
 
  
√ 
 
 )
 
(  
 
 
  
√ 
 
 )    
  (
 
 
  
√ 
 
   
 
 
)
 
(  
 
 
  
√ 
 
 )    
   
 
 
 
√ 
 
  
√ 
 
  
 
 
   
 
 
 
 √ 
 
    
   
 
 
 
 
 
 
 
 
 
 
 
 
√ 
 
  
 √ 
 
  
 √ 
 
     
Vastaus:     
 
 
  
√ 
 
  on funktion ratkaisu. 
c) Sijoitetaan    
 
 
  
√ 
 
 :  ( 
 
 
  
√ 
 
 )  ( 
 
 
  
√ 
 
 )     . 
Vastaus:    
 
 
  
√ 
 
  ei ole funktion ratkaisu. 
d) Sijoitetaan     
 
 
  
√ 
 
 :  (  
 
 
  
√ 
 
) 
 (  
 
 
  
√ 
 
)    
  (  
 
 
  
√ 
 
 )
 
(  
 
 
  
√ 
 
 )    
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  (
 
 
  
√ 
 
   
 
 
)
 
(  
 
 
  
√ 
 
 )    
   
 
 
 
√ 
 
  
√ 
 
  
 
 
   
 
 
 
 √ 
 
    
   
 
 
 
 
 
 
 
 
 
 
 
 
√ 
 
  
 √ 
 
  
 √ 
 
     
Vastaus:     
 
 
  
√ 
 
  on funktion ratkaisu. 
e) Sijoitetaan    
 
 
  
√ 
 
 :  (
 
 
  
√ 
 
 )  (
 
 
  
√ 
 
 )      . 
Vastaus:    
 
 
  
√ 
 
  ei ole funktion ratkaisu. 
 
