Abstract Bone adapts its morphology (density/microarchitecture) in response to the local loading conditions in such a way that a uniform tissue loading is achieved ('Wolff's law'). This paradigm has been used as a basis for bone remodeling simulations to predict the formation and adaptation of trabecular bone. However, in order to predict bone architectural changes in patients, the physiological external loading conditions, to which the bone was adapted, need to be determined. In the present study, we developed a novel bone loading estimation method to predict such external loading conditions by calculating the loading history that produces the most uniform bone tissue loading. We applied this method to murine caudal vertebrae of two groups that were in vivo loaded by either 0 or 8 N, respectively. Plausible load cases were sequentially applied to micro-finite element models of the mice vertebrae, and scaling factors were calculated for each load case to derive the most uniform tissue strainenergy density when all scaled load cases are applied simultaneously. The bone loading estimation method was able to predict the difference in loading history of the two groups and the correct load magnitude for the loaded group. This result suggests that the bone loading history can be estimated from its morphology and that such a method could be useful for predicting the loading history for bone remodeling studies or at sites where measurements are difficult, as in bone in vivo or fossil bones.
Introduction
Trabecular bone can display a wide variety of architectures. It is well known that these different architectures are related to the load-carrying function of the bone. Sites at which the loading direction varies little, e.g., vertebrae, show a clear unidirectional rod-like architecture, whereas sites in which the loading directions vary over a wide range (e.g., hip and mandible) show more deviation and a more plate-like architecture. Such a plate-like structure is capable to withstand loads from different directions, as there is always a plate in the plane of the loading direction (Giesen and van Eijden 2000; Hildebrand et al. 1999) . Load magnitude also plays an important role: High loads will result in a dense platelike architecture, whereas lower loads are likely to produce low-density rod-like structures (Ding et al. 2002; Whitehouse and Dyson 1974) .
It is generally accepted that this relationship between bone morphology (density/micro-architecture) and loading is the result of a local load-adaptive bone remodeling process regulated and carried out by bone cells in such a way that bone tissue is added to high-load locations and removed from low-load locations ('Wolff's law') (Schulte et al. 2011; Adams et al. 1997; Forwood and Turner 1995; Goldstein et al. 1991; Rubin and Lanyon 1987; Frost 1987; Wolff 1892) . This implies that, eventually, all bone tissue should be loaded uniform, thus producing a bone morphology that is optimized for the external loading history that it is subjected to. Since bone morphology is also influenced by other factors, e.g., calcium homeostasis, and morphogenesis, the tissue is not loaded perfectly uniformly. Although it is uncertain how uniformly a certain bone is loaded, a recent study shows that external forces clearly affect trabecular bone architecture besides predetermined factors (Abel and Macho 2011) .
This causal relationship between bone loading history and morphology, governed by the bone remodeling process, suggests that it might be possible as well to derive the loading history from the actual micro-architecture and density. This can be done by finding the set of external forces that produces a uniform bone tissue loading, i.e., the inverse of 'Wolff's law'. Such an inverse procedure, however, can only be successful if distinct bone morphology is found for each corresponding load and if the assumption of uniform loading conditions is met reasonably well. By optimizing the magnitude of a set of 'plausible' external forces, it should then be possible to find the loading history to which the bone has adapted to over time. Presently, however, it is not known to what extent these premises are met.
If this approach indeed is feasible, it would be of great value for several applications. First, it would enable to estimate the bone loading history in cases where the bone morphology can be assessed (e.g., by micro-CT) but no loading conditions can be measured, such as for bone in vivo or fossil bones. Second, such an algorithm could derive the loading conditions needed to simulate bone remodeling for existing bone morphologies. Finding the forces to which the bone architecture and density are remodeled would enable to predict the course of bone remodeling when conditions are changing, thus enabling patient-specific predictions of bone morphology.
This concept was explored in earlier studies using continuum-level finite element models that accounted for the bone density only. Fischer et al. (1995) developed an approach in which the magnitude of a predefined set of 'plausible' loads is optimized for a uniform tissue stress throughout the bone. Since continuum models cannot model the bone architecture, the actual bone tissue stress could only be estimated from the continuum stress and bone density. Later, this approach was applied to the human proximal femur (Fischer et al. 1998 (Fischer et al. , 1999 , and it was shown that it is possible to determine dominant load cases that were generally in agreement with published experimental data for gait. At a more local level, a similar approach was successfully used to predict contact forces within a joint as a function of bone density (Bona et al. 2006) . Although successful, these approaches were limited to 2D density-based tissue loading estimations and were not able to predict complex loading conditions.
With the development of 3D micro-finite element (micro-FE) analysis, it is now possible to represent the trabecular architecture and density in detail and to calculate the bone tissue-level stresses and strains generated by external forces. This enables the exploration of the concept that loading history can be determined from the bone morphology in a much more rigorous manner: including the full (anisotropic) bone architecture and the actual bone tissue-level stresses and strains. When combined with similar optimization procedures as used in these earlier studies, this makes it possible to calculate the magnitude of 'plausible' external loading conditions using uniform tissue loading as an objective function.
In this paper, we hypothesized that the bone loading history can be estimated from its architecture and density distribution when using micro-FE models for the calculation of bone tissue loading conditions. Specific goals of this study were twofold. First, to test whether the micro-FE-based approach is able to predict loading conditions for a set of test models and for two groups of mice that had their caudal vertebra loaded by either 0 or 8 N, respectively. Second, to investigate to what extent homogeneity of bone tissue loading can be achieved when using a limited set of 'plausible' external forces.
Materials and methods

Theory
We assumed that bone adapts to a daily loading history that can be represented by a limited number of n load cases F i that are applied to the bone sequentially (Fig. 1) . Each of these load cases i has a specific load magnitude F i and is assumed to act m i times per day. During its application, the load case generates a specific state of bone tissue loading at point x in the bone tissue, which is quantified here by the strain-energy density (SED) U i (x) . During the daily loading history, a total of m i load cycles are applied, and the average SED value that is experienced at point x in the bone tissue U (x) can then be described as: with m tot the total number of load cycles for all load cases. For the present implementation, all load cases must be represented by one or more external forces that act on the bone at the same time in a specific direction and with a unit value. If the load case involves several forces with different magnitudes, the largest applied force should be scaled to a unit magnitude and the other forces should be scaled accordingly. The magnitude of the load case can then be scaled to that of the real situation by multiplying the unit load case by a factor α i :
For linear elastic behavior, the average SED U (x) is dependent on the magnitude of the externally applied forces according to:
with U i unit (x) the local SED at point x for unit load case F i unit .
The term s i = m i m tot α 2 i thus represents a scaling factor for the local SED values that depends on the loading duration and the magnitude of the load case.
With this set of definitions, the concept explored in this study implies finding the scaling factor s i that minimizes the following residual function r (s i ):
with k a target value for the local SED. In the present study, this target value was set to 0.02 MPa (Mullender and Huiskes 1995) . It should be noted that the scaling factors represent the combined effect of the duration m i m tot and magnitude α i of a load case. However, if assumptions can be made about the number of cycles that a specific load case occurs relative to the total number of load cycles, it will be possible to derive the magnitude of the load case from:
Alternatively, if the magnitude of a load case is known, it will be possible to derive its load duration from: 
where || · · · || indicates the Euclidian norm, and V e represents the element volume. Since with the use of a voxel conversion technique all element volumes are the same, the element volume is a constant and can be omitted from the calculation. Because SED is a positive measure only, it is subjected to non-negativity constraints, leading to the following minimization problem formulation:
Scaling factors s i for each load case were then calculated using a non-negative linear least square optimization technique (MATLAB, The MathWorks Inc., Natick MA, USA). This is an active set method based on the algorithm described in Lawson and Hanson (1974) . An active set refers to constraints with a negative or zero result (s i ) when treated unconstraint. Otherwise, the set is passive. To find the active set, variables are identified and removed iteratively from the active set in such a way that the residuals decrease steadily. After a finite number of iterations, the true active set is found Fig. 2 Micro-FE models and their boundary conditions (BC).
For the grid models (a, b), the first three load cases represent a distributed normal force of 1 N in each of the three orthogonal directions and the last three load cases represent a distributed shear force in the three orthogonal directions. For the murine caudal vertebra model (c), the six unit load cases represent distributed unit forces (1 N) and distributed unit moments (1 N mm) in the three orthogonal directions applied to the end of the intervertebral disks (purple blocks) only and the solution is determined using linear least square with the unconstrained subset of variables (passive set).
Test models
The procedure described above was first tested relative to artificially generated grid models, for which the loading directions that would cause homogeneous tissue loading can easily be anticipated, and second relative to results from an animal model, in which the loading history was well defined.
Grid models
The grid models consisted of a regular 3D grid of a large number of orthogonal bars in a cubic volume of 8 mm. The spacing of the bars was 800 µm, and their thickness was 200 µm, thus mimicking typical morphometric properties of trabecular bone. The size of the voxels was 50 µm isotropic. In a first model, all rods were aligned to the coordinate systems (Fig. 2a) , whereas in a second model, rods were rotated by 45 degrees around the z-axis (Fig. 2b) . These models were converted to micro-FE models using the voxel conversion technique. Isotropic linear elastic material properties with a Young's modulus of 10 GPa (Ashman and Rho 1988; Bevill et al. 2009; Pressel et al. 2005; van Rietbergen et al. 1995; Zysset et al. 1999 ) and a Poisson's ratio of 0.3 (Lim and Hong 2000; Wang et al. 2009 ) were chosen according to commonly referred values for bone.
For each model, six different unit load cases were defined. The first three load cases represented a distributed normal force of 1 N in each of the three orthogonal directions; the last three load cases represented a distributed shear force in the three orthogonal directions (Fig. 2a,b) . The micro-FE models were solved for each of these six load cases.
Model creation and micro-FE analysis were performed using Image Processing Language (IPL, Scanco Medical AG, Brüttisellen, Switzerland).
Murine caudal vertebra models
Previously generated data from an in vivo loading experiment are used in this study. This animal experiment is described in detail elsewhere (Lambers et al. 2009; Schulte et al. 2011 ). In short: fifteen-week-old female C57BL/6 mice underwent axial compressive loading of the sixth caudal vertebrae at either 8 N (loaded group; n = 8) or 0 N (control group; n = 8) for 3,000 cycles at 10 Hz three times per week for four weeks and weekly in vivo micro-computed tomography (micro-CT) scans. Loading was applied through pins inserted in adjacent vertebrae using a recently developed caudal vertebra axial compression device (CVAD) (Webster et al. 2008 (Webster et al. , 2010 . During the remaining period, mice were able to freely move their tail. In vivo micro-CT scans were performed at 10.5 µm resolution (viva-CT 40, Scanco Medical AG, Brüttisellen, Switzerland), and common bone morphometric parameters were determined.
For the present study, the in vivo micro-CT scans of the vertebrae at week 0, 2, and 4 were scaled down to a voxel size of 26 µm and the bone phase was segmented. A voxel size of 26 µm allowed micro-FE analysis in reasonable time (1 day) while still sufficiently capturing individual trabeculae of the mice vertebra with a thickness of 80 µm. At each end of the vertebra, a cartilaginous region was added using IPL to represent the intervertebral disks and the growth plate (Fig. 2c) .
Each voxel of the micro-CT image was then transformed into an equally sized brick element of the micro-FE model using the voxel conversion procedure. Material properties were chosen isotropic linear elastic, with a Young's modulus of 10 GPa for the bone and 10 MPa (Elliott and Sarver 2004) for the cartilaginous region. Both materials were assigned to a Poisson's ratio of 0.3.
A total of six unit load cases were defined. These load cases represent distributed unit forces (prescribed total force of 1 N) and distributed unit moments (prescribed total moment of 1 Nmm) in the three orthogonal directions (Fig. 2c) . With all load cases, forces were applied to the ends of the intervertebral disks only.
Homogeneity analysis
To quantify the initial and final tissue SED homogeneity, the coefficient of variation (CV = SD/mean) of the tissue SED distribution for both grid models and both mice groups at three measurement points was calculated.
Statistical analysis
For the mice vertebrae, each estimated scaling factor and CV were analyzed with a two-way analysis of variance (ANOVA) with repeated measures to test whether there was a significant effect of loading and time. The assumption of sphericity of the ANOVA with repeated measures was verified using Mauchly's test, and Bonferroni post hoc test was applied for pairwise comparison. If the assumption of sphericity was not met, Huynh-Feldt correction method was used. Further, a multivariate analysis of variance (MANOVA) followed by Bonferroni post hoc test was conducted to derive differences between the control and loaded group at each time point. The assumption of homogeneity of variances was verified using Levene's test. For all statistical analyses, IBM SPSS Statistics 19 (SPSS Inc., Chicago IL, USA) was used and a value of p < 0.05 was considered as significant.
Results
Grid models
For both grid models, predominant forces were predicted in the direction of the rods. In the grid that was aligned with the coordinate system, equal scaling factors were determined for all normal forces (s x = s y = s z = 2,479) while scaling factors for the shear forces were zero. For the rotated grid, relatively large scaling factors were determined for the normal forces (s x = 197, s y = 186, s z = 1,963) and for the scaling factor of the shear force in the xy plane where the grid rods are aligned by 45 • to each other (s xy = 1,538), whereas scaling factors for the other shear forces were zero. These force estimations reflect what we expected, since the applied forces in the direction of the grid rods should cause a uniform loading throughout the structure. Very little remaining inhomogeneity was found in both models: the aligned (CV a = 9%) and the rotated (C V r = 16%) grid.
Murine caudal vertebra models
For the animal experiment, the scaling factor for the compressive force s z was much larger than for the other forces at any time point, thus indicating that compression should be the main loading mode in order to reach a homogeneous SED distribution. At the start of the experiment, a very similar mean scaling factor of about s z = 16.0 was predicted for both groups. After 4 weeks, however, the algorithm predicted a mean scaling factor of s z = 29.7 for the group that had the vertebrae not loaded (0 N, control group) and s z = 66.8 for the group that had the vertebrae loaded (8 N, loaded group) and these values were significantly different ( p = 0.001). There was also a significant difference after 2 weeks ( p = 0.038), whereas no significant effect of loading and time was found for the shear force scaling factors. Scaling factors for the torsion and bending load cases were very similar to each other and hardly changed over time. No significant effect of loading as well as of time was found.
If we assume that compressive loading is always the dominant loading mode (i.e., also in the natural situation before the experiment started), one can assume that m z = m tot at all time points, and using Eq. 5, it is then possible to calculate the predicted force magnitudes as the square root of the scaling factor: α z = 4.21 N (mean) at t = 0 and α z = 8.17 N (mean) at t = 4 weeks for the loaded group (Fig. 3 and Table 1 ). For the control group, a value of α z = 3.90 N (mean) was found at t = 0 and a value of α z = 5.45 N (mean) at t = 4 weeks, which is much less than that of the loaded group but higher than the value at t = 0, suggesting that the bone is getting slightly stronger and more aligned in the normal direction of physiological loading.
High remaining SED inhomogeneity of CV c = 67.12% (mean) for the control group and CV 1 = 68.69% (mean) for the loaded group after 4-week loading was calculated when considering all scaled load cases together (Fig. 4 and Table 1) . CV values decreased significantly ( p < 0.001) with scaling and time (Table 1) , whereas no significant effect of loading was found.
Discussion
In this study, we introduced a novel approach to estimate external loading conditions based on bone morphology and tested it relative to artificially created models and relative to results of an animal experiment in which murine caudal vertebrae received additional high compressive loading in one group and no additional loading in a control group. The results show that the method was able to correctly determine loading conditions for the test models and to identify a significant difference in loading history between the loaded and control groups, with, for the loaded group, an increase in calculated load magnitude over time reaching an end value that was well in agreement with the load applied in the experiment. The fact that the calculated forces increased over time for the loaded group indicates that the force that was applied during the loading period was higher than the normal physiological load and that this led to bone adaptation. This is confirmed by an increase in the total bone volume (BV) of the vertebrae on average by 13.1% during the loading period. Unexpectedly, there was also a trend toward an increase in calculated force for the control group. This increase was found to relate to a small increase in BV of 6.7% (mean), indicating that the animals were still growing. This was confirmed by the fact that the vertebrae slightly increased in length by 1.2% (mean) during the experiment.
To investigate to what extent homogeneity of bone tissue loading can be achieved when using a limited set of 'plausible' external forces, the coefficient of variation (CV) of the scaled strain-energy density (SED) distribution in the mice vertebrae was calculated. A considerable inhomogeneity of tissue SED of about 67% for the control group and 69% for the loaded group remained. In a previous study, using density-based bone loading estimations, Kenneth J. Fischer (personal communication) found only a final tissue loading inhomogeneity of about 20%. This difference between studies, however, likely relates to the fact that the density-based approach accounts for less detail compared to our method. Because no uniform tissue loading was found, not even when using an optimization algorithm, it could be that more diverse load cases need to be included, for example load cases representing forces exerted by ligaments or muscles on the processes. Another possible explanation would be that a 'lazy zone' or 'dead zone' (Carter 1982; Cowin 1987; Frost 1964 Frost , 1997 Huiskes et al. 1987 ) exists in bone cell mechanosensitivity where bone cells do not response to the mechanical stimulus as long as the signal is within a certain range. In previous bone remodeling studies, a rather big 'lazy zone' was required to achieve more realistic results (Huiskes et al. 1992) , which is also in agreement with the high inhomogeneity we found in our study. Finally, it is possible that genetic or other factors play an important role when the bone structure develops and that bone in fact is only partially optimized for loading conditions (Jepsen 2009; Karasik and Kiel 2010) . For example, if bone growth also takes place in the absence of loading, only part of the structure will be load adapted. If this indeed is an important factor, better results would be expected for bone in older subjects that might be more adapted to their loading history. But also in fully grown bone, other factors of biological nature like calcium homeostasis or sex hormones could be physiologically more important than a bone structure perfectly adapted to its loading regime (Beaupre et al. 1990; Frost 1987; Harada and Rodan 2003; Manolagas 2000; Robling et al. 2006) .
We expected that the CV values for the animals in the loaded group would reduce over time since an adaptation process where bone apposition occurs at highly loaded locations and bone resorption at lower-loaded locations reduces the inhomogeneity. We also expected that in the control group the inhomogeneity of the SED distribution would stay constant, since very little changes in bone adaptation are expected. The results of the analyses, however, show only a minor decrease in CV values over time for both groups. Nevertheless, plots of the SED distribution in the vertebrae clearly show a reduction in peak SED values when comparing baseline with 4 weeks. This effect is more pronounced for the loaded than for the control group (Fig. 5) . This is not well reflected by the CV values since the reduction in these peak values has only a minor effect on the calculated standard deviation of the distribution.
In the mice vertebrae, most of the loading is transmitted from the intervertebral disk to the vertebrae. This allows applying unit forces and moments in all possible directions to the disks and thus capturing the possible physiological loading conditions with a relatively small number of load cases. However, in more complex situations, e.g., the proximal femur, unit loads have to be defined in a different way. Since forces act perpendicular to the articular surface, a large number of unit forces could be evenly distributed over the surface in complex joints. This also captures the range of possible physiological loading but also causes a much higher number of unit loads than six, as used here in the vertebrae. Increasing the number of unit loads also increases the number of combinations that lead to a uniform loading and therefore might lead to unexpected load predictions.
There are some limitations to our study that have to be considered. We assume that bone adapts to its internal architecture in order to achieve a uniform tissue loading that we quantified as SED. Several other candidates for the mechanical signal have been proposed, such as fluid flow shear stress (Burger and Klein-Nulend 1999; Burra and Jiang 2009; Rath et al. 2010) or micro-damage (Mori and Burr 1993; Robling et al. 2006) . However, earlier studies have demonstrated that the choice of the mechanical signal is not very critical since most of these signals are highly correlated (Ruimerman et al. 2005) . Another limitation is that the unit load cases have to be preselected according to the loading conditions in the physiological situation of the bone. Defining these loads and applying them in micro-FE models can be difficult, and often the physiological situation has to be simplified.
In conclusion, we found that the bone loading estimation algorithm introduced here can provide information about the loading history. However, more work will be needed to establish the accuracy and sensitivity of the procedure and to find out what part of the bone structure is caused by adaptation and what part is due to other factors. For the purpose of bone remodeling simulation studies, however, this might be of lesser importance since in this case the response to changes in the loading is of interest rather than the actual loading history.
noncommercial use, distribution, and reproduction in any medium, provided the original author(s) and source are credited.
