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We study geometric properties of ﬁlled lemniscates E(p, c) = {z ∈ C: |p(z)|  c} of
a complex polynomial p(z) of degree n. In particular, we answer a question raised by
H.H. Cuenya and F.E. Levis (2007) by showing that there is a constant C(n) such that
μ(E(p,c))
πr2(E(p,c))
 C(n) for every lemniscate E(p, c). Here μ(E(p, c)) and r(E(p, c)) denote the
area and the inradius of E(p, c).
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1. Introduction
Let Pn denote the set of complex polynomials of degree n  1. For p ∈ Pn and 0 < c < ∞, let E(p, c) be the ﬁlled
lemniscate of p of radius c; i.e.
E(p, c) = {z ∈C: ∣∣p(z)∣∣ c}.
Let μ(E), L(E), and r(E) be the area, the perimeter (length of ∂E), and the inradius of the set E ⊂ C. Thus, r(E) is the
supremum of radii of open disks contained in E . If E = E(p, c), we abbreviate μ(E(p, c)), L(E(p, c)), and r(E(p, c)) as
μ(p, c), L(p, c), and r(p, c), respectively.
The study of geometric properties of complex polynomials, in particular lemniscates, has a long history with many inter-
esting results. It has important applications to the theory of approximation as well to potential theory, where applications
are based on the fact that if p(z) is monic of degree n, then the logarithmic capacity of the lemniscate E(p, c) equals c1/n .
For classical results in this area, the reader may consult the monograph of G.M. Goluzin [4]. For recent developments in the
ﬁeld and interesting discussions of remaining open problems, we recommend excellent books by T. Sheil-Small [6] and by
Q.I. Rahman and G. Schmeisser [5].
A challenging open problem posed by P. Erdös, F. Herzog, and G. Piranian in [3] is to maximize the length L(p,1) over
all monic polynomials p(z) of degree n. It was conjectured in [3] that the symmetric lemniscate E(pn,1) of the polynomial
pn(z) = zn − 1 provides the desired maximum. In this paper, we study the problem on the maximum of the quotient
Q p(c) = μ(p,c)πr2(p,c) posed by H.H. Cuenya and F.E. Levis in [2]. It is expected that this maximum is also realized on the
symmetric lemniscate E(pn, c) but now for some value of c > 1. The main goal of this paper is to prove the following.
Theorem 1. For each n 1, there is a constant C(n) such that the inequality
Q p(c) C(n)
holds for all p ∈Pn and all 0 < c < ∞.
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selves conﬁrmed their conjecture for polynomials with at most three distinct zeros as well as for polynomials with certain
restrictions on the distribution of their zeros.
The main tool of our proofs is a simple procedure of rescaling of polynomials, which will be discussed in Section 2. We
note here that rescaling of polynomials preserves the quotient Q p(c). In Sections 3 and 4, in a series of nine lemmas,
we establish the existence of extremal polynomials and several continuity properties of the quotient Q p(c) and related
quantities. In particular, Lemmas 3, 7, and 9 imply the assertion of Theorem 1. In Sections 5 and 6, we discuss counterparts
of Theorem 1 for the centered inradius of the lemniscate and for the normalized class Pon of polynomials, respectively. The
last section contains some remarks and open questions.
2. Changing variables
In Sections 3 and 4, we repeatedly use a linear substitution
z = αζ + β (2.1)
with some α,β ∈C, α = 0. It is clear that p˜(ζ ) = p(αζ +β) is in Pn whenever p ∈Pn and that E(p, c) = αE(p˜, c)+β . This
implies, in particular, that Q p(c) = Q p˜(c).
Now we introduce a slightly different variation of p, which is useful when studying sequences of polynomials that have
some zeroes which accumulate at ∞. Let p(z) = C∏nj=1(z−a j) be a polynomial of degree n 2 and let 1m n. If m < n,
we will assume, in addition, that a j = β for m + 1  j  n. Changing variables via (2.1), we represent p as p(z) = κ pˆ(ζ ),
where
κ = Cαm
n∏
j=m+1
(β − a j) (2.2)
and the polynomial pˆ, called the rescaling of p, is deﬁned by
pˆ(z) =
m∏
j=1
(
z − a j − β
α
) n∏
j=m+1
(
1− α
a j − β z
)
. (2.3)
In formulas (2.2), (2.3) and below, the empty product equals 1 by the usual convention. For 0 < c < ∞, let cˆ = c/κ . Then
we have
E(p, c) = {z: ∣∣p(z)∣∣ c}= {z = αζ + β: ∣∣pˆ(ζ )∣∣ cˆ}= αE(pˆ, cˆ) + β. (2.4)
In particular,
μ(p, c) = |α|2μ(pˆ, cˆ), r(p, c) = |α|r(pˆ, cˆ)
and therefore
Q p(c) = Q pˆ(cˆ). (2.5)
3. Continuity lemmas and extremal polynomials
By Eo(p, c) we denote the open lemniscate of p of radius c; i.e. Eo(p, c) = {z: |p(z)| < c}. Since p is an analytic function,
μ
(
Eo(p, c)
)= μ(p, c), r(Eo(p, c))= r(p, c) (3.1)
and therefore Q p(c) = Q op(c) = μ(Eo(p, c))/(πr2(Eo(p, c))) for 0 < c < ∞.
Since E(p, c1) ⊂ Eo(p, c2) for c1 < c2, it follows that μ(p, c) and r(p, c) are strictly increasing functions of c on 0 <
c < ∞.
Let {c+k }∞1 be a decreasing sequence such that c+k → c0, where 0 < c0 < ∞. The following is well known and easy to
prove,
E
(
p, c+k+1
)⊂ E(p, c+k ) for all k 1 and E(p, c0) =
∞⋂
k=1
E
(
p, c+k
)
. (3.2)
Similarly, if {c−k }∞1 is an increasing sequence such that c−k → c0, where 0 < c0 < ∞, then
Eo
(
p, c−k+1
)⊃ Eo(p, c−k ) for all k 1 and Eo(p, c0) =
∞⋃
k=1
Eo
(
p, c−k
)
. (3.3)
For p ∈ Pn , let n(p) be the highest degree of zeros of p and let d(p) = min |d j|, where the minimum is taken over all
coeﬃcients d j of the Taylor expansions p(z) = d j(z − a j)n(p) + · · · of p at the zeros a j having the maximal order n(p).
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lim
c→∞ Q p(c) = 1 and limc→0+ Q p(c) =
(
d(p)
)2/n(p)∑ |d j |−2/n(p), (3.4)
where the sum is taken over all d j corresponding to the Taylor expansions p(z) = d j(z − a j)n(p) + · · · of p at the zeros a j having the
maximal order n(p).
Proof. Continuity of μ(p, c) follows from (3.1)–(3.3) and the basic properties of Lebesgue measure:
lim
k→∞
μ
(
p, c+k
)= μ(E(p, c0))= μ(Eo(p, c0))= lim
k→∞
μ
(
Eo
(
p, c−k
))
.
To prove continuity of r(p, c), we ﬁx ε > 0 arbitrarily small. Then there is a compact set K ⊂ Eo(p, c0) such that r(K )
r(Eo(p, c0)) − ε. Let c∗ = maxz∈K |p(z)|. Then c∗ < c0 and K ⊂ E(p, c∗) ⊂ E(p, ck) for all suﬃciently large k if ck → c0.
Therefore, r(p, ck) r(K ) r(p, c0)− ε for all such k. This implies that limk→∞ r(p, ck) r(p, c0). Since r(p, c) is increasing
the latter implies the continuity of r(p, c) as a function of c from the left.
To prove continuity of r(p, c) from the right, we assume that limk→∞ r(p, c+k ) = A  r(p, c0) for a sequence {c+k }∞1
deﬁned above. Then there is a sequence of disks 	k = {z: |z − zk| ρk} such that 	k ⊂ E(p, ck), zk → z0 and ρk → A. It is
clear that the limit disk {z: |z − z0| A} is a subset of E(p, c0). Thus, we must have r(p, c0) = A. This completes the proof
of continuity of r(p, c). Since r(p, c) > 0 for 0 < c < ∞, Q p(c) is also continuous.
For p(z) = bnzn + · · · and large c, the lemniscate equation |p(z)| = c is equivalent to the equation |z| = B(1 + α(z)),
where B = (c/|bn|)1/n and α(z) → 0 uniformly on ∂E(p, c) as c → ∞. Thus,
	1 :=
{
z: |z| B(1− 2∣∣α(z)∣∣)}⊂ E(p, c) ⊂ 	2 := {z: |z| B(1+ 2∣∣α(z)∣∣)}.
Therefore for all c suﬃciently large, we have
μ(	1)
πr2(	2)
 Q p(c)
μ(	2)
πr2(	1)
,
which implies the ﬁrst equation in (3.4).
To prove the second equation in (3.4), we assume that a1, . . . ,am are distinct zeros of p with multiplicities n1, . . . ,nm . Let
p(z) = d j(z−a j)n j +· · · near a j . Then for all suﬃciently small c, E(p, c) consists of m connected components, say γ1, . . . , γm ,
where a j ∈ γ j . For suﬃciently small c and z ∈ ∂γ j , the lemniscate equation |p(z)| = c is equivalent to the equation
|z − a j | = B j
(
1+ α j(z, c)
)
, (3.5)
where B j = (c/|d j |)1/n j and α j(z, c) is a continuous function deﬁned on ∂E(p, c) such that α j(c) → 0 as c → 0. Here
α j(c) = maxz∈∂E(p,c) |α j(z, c)|. Thus,
	′j :=
{
z: |z − a j | B j
(
1− 2α j(c)
)}⊂ γ j ⊂ 	′′j := {z: |z − a j | B j(1+ 2α j(c))}.
Therefore for 1 j m,
μ(	′j)
πr2(	′′j )
 μ(γ j)
πr2(γ j)

μ(	′′j )
πr2(	′j)
. (3.6)
Using (3.5) and (3.6), after some algebra we obtain the second limit in (3.4). 
Lemma 2. Let pk be a sequence of complex polynomials in Pn convergent to a polynomial p0(z) of degree  1 and let ck → c as
k → ∞, where 0 < c < ∞. Then
μ(pk, ck) → μ(p0, c) and r(pk, ck) → r(p0, c) as k → ∞, (3.7)
and therefore,
Q pk (ck) → Q p0(c) as k → ∞. (3.8)
Proof. Choose ε > 0 arbitrarily small. Since pk(z) → p0(z) and ck → c as k → ∞, we have E(p0, c − ε) ⊂ E(pk, ck) ⊂
E(p0, c + ε) for all suﬃciently large k. This implies
μ(p0, c − ε) lim
k→∞
μ(pk, ck)μ(p0, c + ε)
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r(p0, c − ε) lim
k→∞
r(pk, ck) r(p0, c + ε).
Since μ(p0, c) and r(p0, c) are continuous by Lemma 1, (3.7), and therefore (3.8), follows. 
For the purpose of this paper, it is convenient to work with the subclass P1n of all monic polynomials p(z) =
∏n
j=1(z−a j)
in Pn having all their zeros on the closed unit disk D. Then P1n is closed with respect to convergence on the compact subsets
of C while the whole class Pn is not.
Let
Q ∗ = sup{Q p(c): p ∈Pn, 0 < c < ∞}, Q ∗1 = sup{Q p(c): p ∈P1n , 0 < c < ∞}.
For a ﬁxed c, 0 < c < ∞, we deﬁne Q 1(c) = sup{Q p(c): p ∈P1n }. It is easily seen that
Q ∗1 = sup
0<c<∞
Q 1(c). (3.9)
The following lemma shows that, to prove Theorem 1, we may restrict ourselves to a compact subclass of Pn .
Lemma 3. Q ∗ = Q ∗1 .
Proof. Let p(z) = C∏nj=1(z − a j) be in Pn and let M = max{1, |a1|, . . . , |an|}. Changing variables via z = Mζ , we obtain
p(z) = κ pˆ(ζ ) with κ = CMn and pˆ(z) =∏nj=1(z − a′j), where a′j = a j/M . By (2.5), Q p(c) = Q pˆ(cˆ) with cˆ = c/κ . It is clear
that pˆ ∈P1n . Therefore,
Q ∗ = sup{Q p(c): p ∈Pn, 0 < c < ∞}= sup{Q pˆ(cˆ): pˆ = p/κ, cˆ = c/κ} sup{Q p(c): p ∈P1n , 0 < c < ∞}= Q ∗1 .
Since the opposite inequality Q ∗1  Q ∗ is obvious, we obtain Q ∗ = Q ∗1 . 
Next, we establish the existence of polynomials extremal for Q 1(c), at least one for each c, 0 < c < ∞.
Lemma 4. For each c, 0 < c < ∞, there is p ∈P1n such that Q p(c) = Q 1(c).
Proof. Fix 0 < c0 < ∞. Let {pk}∞1 be a sequence of polynomials pk ∈P1n such that Q pk (c) → Q 1(c) as k → ∞. Since P1n is
closed with respect to uniform convergence on compact subsets of C, taking a subsequence, if necessary, we may assume
without loss of generality that pk(z) → p0(z) as k → ∞. Then p0 ∈ P1n . By Lemma 2, Q pk (c) → Q p0(c) as k → ∞. Thus,
Q p0(c) = Q 1(c). Since p0 ∈P1n , the proof is complete. 
Lemma 5. The function Q 1(c) is continuous on 0 < c < ∞.
Proof. Fix 0 < c < ∞. Let {ck}∞1 be a sequence convergent to c0. By Lemma 4, for each k = 0,1,2, . . . , there is a polynomial
pk ∈ P1n such that Q pk (ck) = Q 1(ck). Choosing a subsequence, if necessary, we may assume without loss of generality that
pk(z) → p˜(z) as k → ∞. Then p˜ ∈P1n . Therefore, Q p˜(c0) Q p0(c0).
We claim that Q pk (ck) → Q p˜(c0) as k → ∞. Indeed, let ε > 0 be arbitrarily small. For all suﬃciently large k, we have
c0 − ε < ck < c0 + ε. This implies that for all k large enough,
μ(pk, c0 − ε)
πr2(pk, c0 + ε)  Q pk (ck)
μ(pk, c0 + ε)
πr2(pk, c0 − ε) . (3.10)
Taking the limit in (3.10) and using (3.7), we obtain
μ(p˜, c0 − ε)
πr2(p˜, c0 + ε)  lim infk→∞ Q pk (ck) limsupk→∞ Q pk (ck)
μ(p˜, c0 + ε)
πr2(p˜, c0 − ε) . (3.11)
Since μ(p˜, c) and r(p˜, c) are continuous by Lemma 1, (3.11) implies as ε → 0 that Q pk (ck) → Q p˜(c0) Q p0(c0).
Suppose that Q p˜(c0) < Q p0(c0). Since Q p0 (c) = μ(p0,c)πr2(p0,c) and since μ(p0, c) and r(p0, c) are continuous on 0 < c < ∞
by Lemma 1, there is δ > 0 such that
Q p˜(c0) <
μ(p0, c0 − δ)
πr2(p0, c0 + δ) .
Since ck → c0 and Q pk (ck) → Q p˜(c0) there is positive integer k0 such that for k k0, c0 − δ < ck < c0 + δ and
Q pk (ck) <
μ(p0, c0 − δ)
2
.πr (p0, c0 + δ)
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Q pk (ck) <
μ(p0, ck)
πr2(p0, ck)
= Q p0(ck). (3.12)
Since p0 ∈P1n , (3.12) contradicts our assumption that pk is extremal for Q 1(ck). Therefore, we must have
lim
k→∞
Q pk (ck) = Q p˜(c0) = Q p0(c0) = Q 1(c0),
which completes the proof of continuity of Q 1(c). 
Lemma 6. Q 1(c) is a non-increasing function on 0 < c < ∞.
Proof. Let 0 < c1 < c2 < ∞ and let p(z) =∏nj=1(z − a j) ∈ P1n be extremal for Q 1(c2). Rescaling p via z = αζ with α =
n
√
c2/c1, we obtain p(z) = κ pˆ(ζ ), where κ = c2/c1 and pˆ(z) =∏nj=1(z − a j/α). Since α > 1, pˆ ∈ P1n . Using (2.5) with cˆ =
c2/κ = c1, we obtain Q 1(c2) = Q p(c2) = Q pˆ(c1) Q 1(c1), which completes the proof. 
The monotonicity property of Q 1(c) can be used to give a slightly shorter proof of Lemma 5. Nevertheless, the proof
given above has the advantage that it will work under some additional restrictions on the set of polynomials, even if the
corresponding quotient is not monotone in c.
4. The limit behavior of Q 1(c)
It follows from Lemmas 3 and 6 combined with Eq. (3.9) that, to prove Theorem 1, it remains to investigate the behavior
of Q 1(c) as c → 0. First, we consider a simpler case when c → ∞.
Lemma 7. (a) Let pk(z) be a sequence of polynomials inP1n and let ck be a sequence of positive numbers such that ck → ∞ as k → ∞.
Then
μ(pk, ck) = πc2/nk
(
1+ o1(ck)
)
, where o1(ck) → 0 as ck → ∞ (4.1)
and
r(pk, ck) = c1/nk
(
1+ o2(ck)
)
, where o2(ck) → 0 as ck → ∞. (4.2)
(b) limc→∞ Q 1(c) = 1.
Proof. (a) Let pk(z) =∏nj=1(z − a j,k). Rescaling pk via z = n√ckζ , we obtain pk(z) = ck pˆk(ζ ), where pˆk(z) =∏nj=1(z − a′j,k)
with a′j,k = a j,k/ n
√
ck . By (2.4), E(pk, ck) = n√ck E(pˆk,1). Therefore,
μ(pk, ck) = c2/nk μ(pˆk,1) and r(pk, ck) = c1/nk r(pˆk,1). (4.3)
It is clear that pˆk(z) → zn as k → ∞. Since μ(zn,1) = π and r(zn,1) = 1, it follows from Lemma 2 that μ(pˆk,1) → π
and r(pˆk,1) → 1 as k → ∞. This together with (4.3) implies (4.1) and (4.2).
(b) Consider a sequence {ck}∞1 such that ck → ∞ as k → ∞. By Lemma 4, for each k there is a polynomial pk(z) =∏n
j=1(z−a j,k) in P1n such that Q pk (ck) = Q 1(ck). Now, it follows from (4.1) and (4.2) that Q 1(ck) = Q pk (ck) → 1 as k → ∞.
This completes the proof of the lemma. 
Lemma 8. Let pk(z) be a sequence of polynomials in P1n convergent to a polynomial p0(z) =
∏n
j=1(z − a j) and let ck be a sequence
of positive numbers such that ck → 0 as k → ∞. If all zeros of p0 are simple, then
μ(pk, ck) = πc2k
n∑
j=1
∣∣p′0(a j)∣∣−2 + c2ko1(ck), where o1(ck) → 0 as ck → 0 (4.4)
and
r(pk, ck) = ck max
1 jn
∣∣p′0(a j)∣∣−1 + cko2(ck), where o2(ck) → 0 as ck → 0. (4.5)
In particular,
Q pk (ck) →
∑n
j=1 |p′0(a j)|−2
max1 jn |p′0(a j)|−2
 n as k → ∞. (4.6)
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δ = δ(ε) > 0 such that for every 1 j  n the inequalities
∣∣p′0(a j)∣∣−1(1− ε) ∣∣p′0(z)∣∣−1  ∣∣p′0(a j)∣∣−1(1+ ε) (4.7)
hold for all z ∈ 	 j(δ) = {z: |z − a j | δ}.
Since pk(z) → p0(z) as k → ∞, there is positive integer k0 such that
∣∣p′0(z)∣∣−1(1− ε) ∣∣p′k(z)∣∣−1  ∣∣p′0(z)∣∣−1(1+ ε) (4.8)
hold for all k k0 and all z ∈⋃nj=1 	 j(δ).
Let pk(z) = ∏nj=1(z − a j,k). Since pk(z) → p0(z), we may assume that for each j, 1  j  n, a j,k → a j as k → ∞.
Since ck → 0, the latter implies that for all k large enough, E(pk, ck) consists of n connected components, say
E1(pk, ck), . . . , En(pk, ck), enumerated such that a j,k ∈ E j(pk, ck). We may assume that k0 is chosen large enough such
that E j(pk, ck) ⊂ 	 j(δ) for every j, 1 j  n, and all k k0.
We note that pk maps E j(pk, ck) conformally and one-to-one onto the closed disk Dck , where Dck = {w: |w| < ck}. Let
g j,k be the inverse of pk in Dck such that g j,k(0) = a j,k . Then
μ
(
E j(pk, ck)
)=
∫ ∫
Dck
∣∣g′j,k(w)∣∣2 dAw =
∫ ∫
Dck
∣∣p′k(z)∣∣−2 dAw , (4.9)
where z = g j,k(w). Using (4.7)–(4.9), we ﬁnd
πc2k
∣∣p′0(a j)∣∣−2(1− ε)4 μ(E j(pk, ck)) πc2k ∣∣p′0(a j)∣∣−2(1+ ε)4, 1 j  n, (4.10)
which implies (4.4).
Arguing similarly, we can estimate r(E j(pk, ck)) as follows
ck
∣∣p′0(a j)∣∣−1(1− ε)2  r(E j(pk, ck)) ck∣∣p′0(a j)∣∣−1(1+ ε)2, 1 j  n, (4.11)
which implies (4.5).
Using (4.10) and (4.11), after an easy calculation we obtain (4.6). 
Lemma 9. limc→0+ Q 1(c) < ∞.
Proof. (a) First, we describe some basic properties of maximizing sequences of polynomials, which are essential for our
proof. Suppose that Q 1(ck) → ∞ for some sequence {ck}∞1 such that ck → 0 as k → ∞. By Lemma 4, for each k there is a
polynomial pk(z) =∏nj=1(z − a j,k) in P1n such that Q 1(ck) = Q pk (ck) → ∞. If pk(z) = (z − a)n for some a ∈ C depending
on k, then Q pk (c) = 1 for all c. Thus, we can further assume that each pk has at least two distinct zeros.
We may assume without loss of generality that
pk(z) → p0(z) :=
m∏
s=1
(z − bs)ns , (4.12)
where m  n, ns  1, n1 + · · · + nm = n, and b j = bs whenever j = s. Let ν0 = 1 and νs = n1 + · · · + ns for 1  s m. We
assume also that for 1 sm,
a j,k → bs as k → ∞ whenever νs−1  j  νs.
If ns = 1 for all s, then all the zeros of p0 are simple and the sequence {Q 1(ck)}∞1 is bounded by Lemma 8. Thus, we
will assume that ns  2 for some s.
In addition, we may assume that m  2. Indeed, if m = 1, then we rescale pk via the change of variables z = αkζ + βk
with βk = a1,k and αk = max1 jn |a j,k − a1,k|. Let pk(z) = κ pˆk(ζ ), where κ = αnk and pˆk(z) =
∏n
j=1(z − a′j,k) with a′j,k =
(a j,k − βk)/αk . By (2.4), E(pk, ck) = αk E(pˆk, cˆk) + βk , where cˆk = ck/κ . Therefore, Q pk (ck) = Q pˆk (cˆk) by (2.5). Thus, by our
assumption, Q pˆk (cˆk) = Q 1(ck) → ∞ as k → ∞. Since Q 1(c) is continuous on 0 < c < ∞ and limc→∞ Q 1(c) = 1, the latter
implies that cˆk → 0 as k → ∞. Further, pˆk has a zero at z = 0 and another zero on the unit circle. Thus, starting with the
maximizing sequence of polynomials {pˆk}∞1 instead of {pk}∞1 and choosing a convergent subsequence, we obtain a limit
polynomial as in (4.12) with m 2.
(b) Now we show that any maximizing sequence {pk}∞1 of polynomials, satisfying the basic properties described in
part (a), can be replaced with a sequence {pk,1}∞1 of polynomials pk,1(z), each of degree n1 < n, in such a way that the
ratio μ(E(pk, ck))/(πr2(E(pk, ck))) admits an upper bound in terms of similar quantities corresponding to polynomials pk,1.
Precisely, the upper bound we need is given by formula (4.18) below.
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p0(z), it follows that there is a positive integer k0 such that E(pk, ck) ⊂⋃ms=1 	s(δ) for all k k0. Let Es(pk, ck) = E(pk, ck)∩
	s(δ). For each k, let s(k) be an index from 1 to m such that
μ
(
Es(k)(pk, ck)
)= max
1sm
{
μ
(
Es(pk, ck)
)}
.
Since the set of all possible values of s(k) is ﬁnite, choosing a subsequence and changing the numeration of zeros of p0,
if necessary, we will assume without loss of generality that s(k) = 1 for all k.
Under our assumptions, we have
Q 1(ck) = Q pk (ck)
mμ(E1(pk, ck))
πr2(E1(pk, ck))
 nμ(E1(pk, ck))
πr2(E1(pk, ck))
. (4.13)
Let ζ1,k be a point in E1(pk, ck) furthest from a1,k and let α1,k = ζ1,k − a1,k . Thus, |α1,k| = max{|z − a1,k|: z ∈ E1(pk, ck)}
and also |a j,k − a1,k| < |α1,k| for all 1 j  n1 by the maximum principle for analytic functions.
Now we rescale the polynomials pk using variation (2.3) via the change of variables z = α1,kζ + a1,k . Then we obtain
pk(z) = κk pˆk(ζ ), where
κk = αn11,k
n∏
s=n1+1
(a1,k − as,k)
and pˆk(z) = pk,1(z)tk,1(z), where
pk,1(z) =
n1∏
j=1
(
z − a(1)j,k
)
with a(1)j,k =
a j,k − a1,k
α1,k
and
tk,1(z) =
n∏
j=n1+1
(
1− e(1)j,kz
)
with e(1)j,k =
α1,k
a j,k − a1,k .
We note that the assumption m 2 implies that 1 n1 < n and therefore the degree of tk,1(z) is equal or greater than 1
for all k.
By (2.4), E(pk, ck) = α1,k E(pˆk, cˆk) + a1,k , where cˆk = ck/κk . Therefore, Q 1(ck) = Q pˆk (cˆk) by (2.5). Thus, Q 1(cˆk) 
Q pˆk (cˆk) = Q 1(ck) → ∞ and therefore, by Lemmas 5 and 7(b), we must have cˆk → 0 as k → ∞.
Let E1(pˆk, cˆk) = α−11,k(E1(pk, ck) − a1,k). Then E1(pˆk, cˆk) ⊂D and
μ(E1(pk, ck))
πr2(E1(pk, ck))
= μ(E1(pˆk, cˆk))
πr2(E1(pˆk, cˆk))
. (4.14)
Let εk,1 = max{|tk,1(z) − 1|: z ∈D}. Then we have for each k∣∣pk,1(z)∣∣(1− εk,1) ∣∣pˆk(z)∣∣ ∣∣pk,1(z)∣∣(1+ εk,1) (4.15)
for all z ∈ E1(pˆk, cˆk). Since E1(pˆk, cˆk) ⊂ D and α1,k → 0 as k → ∞, we conclude that εk,1 → 0 as k → ∞. Now one can
easily see that (4.15) implies
μ(E1(pˆk, cˆk))
πr2(E1(pˆk, cˆk))

μ(E(pk,1, c
+
k,1))
πr2(E(pk,1, c
−
k,1))
, (4.16)
where
c+k,1 = cˆk(1+ 2εk,1) and c−k,1 = cˆk(1− 2εk,1). (4.17)
Combining (4.13), (4.14), and (4.16), we obtain the estimate we are looking for:
μ(E(pk, ck))
πr2(E(pk, ck))
 n
μ(E(pk,1, c
+
k,1))
πr2(E(pk,1, c
−
k,1))
. (4.18)
If pk,1(z) = zn1 , then the right-hand side of (4.18) is easy to ﬁnd. Precisely, we have
n
μ(E(pk,1, c
+
k,1))
πr2(E(pk,1, c
−
k,1))
= n (1+ 2εk,1)
2/n1
(1− 2εk,1)2/n1 → n as k → ∞, (4.19)
which together with (4.18) contradicts our original assumption that Q 1(ck) → ∞ as k → ∞.
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apply our arguments used in parts (a) and (b) to the sequence of polynomials pk,1(z). Here we write down all the details
although some of them just replicate the corresponding pieces of the proofs in parts (a) and (b).
First, arguing as in (a), we assume that
pk,1(z) → p0,1(z) :=
m1∏
s=1
(z − bs,1)ns,1 , (4.20)
where m1  n1, ns,1  1, n1,1 + · · · + nm1,1 = n1, and b j,1 = bs,1 whenever j = s. Let ν10 = 1 and ν1s = n1,1 + · · · + ns,1 for
1 sm1. We assume also that for 1 sm1, a(1)j,k → bs,1 as k → ∞ whenever ν1s−1  j  ν1s .
If ns,1 = 1 for all s, then all the zeros of p0,1 are simple. In this case, using formula (4.4) with ck = c+k,1 and formula (4.5)
with ck = c−k,1, we ﬁnd that the quotient
μ(pk,1,c
+
k,1)
πr2(pk,1,c
−
k,1)
is bounded. This together with (4.18) contradicts our assumption that
Q pk (ck) → ∞ as k → ∞. Thus, we assume that ns,1  2 for some s.
If m1 = 1, we rescale pk,1 via the change of variables z = αkζ + βk with βk = a(1)1,k and αk = max1 jn1 |a(1)j,k − a(1)1,k|. Let
pk,1(z) = κ pˆk,1(ζ ), where κ = (αk)n and pˆk,1(z) =∏n1j=1(z − (a(1)j,k)′) with (a(1)j,k)′ = (a(1)j,k − βk)/αk . We note that for all k,
pk,1 ∈ P1n1 . By (2.4), E(pk,1, c) = αk E(pˆk,1, cˆ) + βk , where cˆ = c/κ . This implies that μ(E(pk,1, c+k,1)) = α2kμ(E(pˆk,1, cˆ+k,1))
with cˆ+k,1 = c+k,1/κ and r(E(pk,1, c−k,1)) = αkr(E(pˆk,1, cˆ−k,1)) with cˆ−k,1 = c−k,1/κ . Therefore,
μ(E(pk,1, c
+
k,1))
πr2(E(pk,1, c
−
k,1))
= μ(E(pˆk,1, cˆ
+
k,1))
πr2(E(pˆk,1, cˆ
−
k,1))
. (4.21)
Choosing a subsequence, if necessary, we may assume that pˆk,1(z) → pˆ0,1(z) ∈ P1n1 and cˆ1k,1 → c0 as k → ∞. Then we
also have cˆ−k,1 → c0 by (4.17).
Suppose that 0 < c0 < ∞. Then by Lemma 2, μ(E(pˆk,1, cˆ+k,1)) → μ(pˆ0,1, c0) and r(E(pˆk,1, cˆ−k,1)) → r(pˆ0,1, c0) as k → ∞.
Therefore the right-hand side of (4.21) is bounded in the case under consideration. The latter together with (4.18) contradicts
our assumption that Q pk (ck) → ∞ as k → ∞.
If c0 = ∞, then (4.1) and (4.2) imply that the right-hand side of (4.21) is bounded in this case as well. Combining this
with (4.18) we obtain once more a contradiction to our assumption that Q pk (ck) → ∞ as k → ∞.
We are left with the case cˆk → 0 as k → ∞. Now, one can easily see as in part (a) of this proof, that pˆk has a zero at
z = 0 and another zero on the unit circle. Thus, starting with the maximizing sequence of polynomials {pˆk,1}∞1 instead of{pk,1}∞1 and choosing a convergent subsequence, we obtain a limit polynomial as in (4.20) with m1  2.
Now we continue as in part (b). We ﬁx δ1 > 0 arbitrarily small such that the disks 	s,1(δ1) = {z: |z − bs,1|  δ1},
s = 1, . . . ,m1, are mutually disjoint. Since pk,1(z) → p0,1(z) and c+k,1 → 0, it follows that there is a positive integer k1 such
that E(pk,1, c
+
k,1) ⊂
⋃m1
s=1 	s,1(δ1) for all k k1. Let Es,1(pk,1, c
±
k,1) = E(pk,1, c±k,1)∩	s,1(δ1). For each k, let s1(k) be an index
from 1 to m1 such that
μ
(
Es1(k),1
(
pk,1, c
+
k,1
))= max
1sm1
{
μ
(
Es,1
(
pk,1, c
+
k,1
))}
.
Since the set of all possible values of s1(k) is ﬁnite, choosing a subsequence and changing the numeration of zeros
of p0,1, if necessary, we will assume without loss of generality that s1(k) = 1 for all k.
Under our assumptions, we have
μ(E(pk,1, c
+
k,1))
πr2(E(pk,1, c
−
k,1))

m1μ(E1,1(pk,1, c
+
k,1))
πr2(E1,1(pk,1, c
−
k,1))

(n − 1)μ(E1,1(pk,1, c+k,1))
πr2(E1,1(pk,1, c
−
k,1))
. (4.22)
Let ζ2,k be a point in E1,1(pk,1, c
+
k,1) furthest from a
(1)
1,k and let α2,k = ζ2,k − a(1)1,k .
We rescale the polynomials pk,1 using variation (2.3) via the change of variables z = α2,kζ + a(1)1,k . Then we obtain
pk,1(z) = κk,1 pˆk,1(ζ ), where
κk,1 = αn1,12,k
n1∏
s=n1,1+1
(
a(1)1,k − a(1)s,k
)
and pˆk,1(z) = pk,2(z)tk,2(z), where
pk,2(z) =
n1,1∏(
z − a(2)j,k
)
with a(2)j,k =
a(1)j,k − a(1)1,k
α2,kj=1
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tk,2(z) =
n1∏
j=n1,1+1
(
1− e(2)j,kz
)
with e(2)j,k =
α2,k
a(1)j,k − a(1)1,k
. (4.23)
We note that the assumption m1  2 implies that 1  n1,1 < n1 and therefore the degree of tk,2(z) is equal or greater
than 1 for all k.
By (2.4), E(pk,1, c
±
k,1) = α2,k E(pˆk,1, cˆ±k,1) + a(1)1,k , where cˆ±k,1 = c±k,1/κk,1. Let E1,1(pˆk,1, cˆ±k,1) = α−12,k(E1,1(pk,1, c±k,1) − a(1)1,k).
Then E1,1(pˆk,1, cˆ
±
k,1) ⊂D and
μ(E1,1(pk,1, c
+
k,1))
πr2(E1,1(pk,1, c
−
k,1))
= μ(E1,1(pˆk,1, cˆ
+
k,1))
πr2(E1,1(pˆk,1, cˆ
−
k,1))
. (4.24)
Let εk,2 = max{|tk,2(z) − 1|: z ∈D}. Then we have for each k
∣∣pk,2(z)∣∣(1− εk,2) ∣∣pˆk,1(z)∣∣ ∣∣pk,2(z)∣∣(1+ εk,2) (4.25)
for all z ∈ E1,1(pˆk,1, cˆ+k,1). Since E1,1(pˆk,1, cˆ+k,1) ⊂ D and α2,k → 0 as k → ∞, we conclude from (4.23) that εk,2 → 0 as
k → ∞. Now one can easily see that (4.25) implies
μ(E1,1(pˆk,1, cˆ
+
k,1))
πr2(E1,1(pˆk,1, cˆ
−
k,1))

μ(E(pk,2, c
+
k,2))
πr2(E(pk,2, c
−
k,2))
, (4.26)
where
c+k,2 = cˆ+k,1(1+ 2εk,2) and c−k,2 = cˆ−k,1(1− 2εk,2).
(d) If pk,2(z) = zn1,1 for all k, then the right-hand side of (4.26) approaches 1 as k → ∞:
μ(E(pk,2, c
+
k,2))
πr2(E(pk,2, c
−
k,2))
= (c
+
k,2)
2/n1,1
(c−k,2)2/n1,1
=
(
(1+ 2εk,1)(1+ 2εk,2)
(1− 2εk,1)(1− 2εk,2)
)2/n1,1
→ 1. (4.27)
The latter contradicts our assumption that Q 1(ck) → ∞ as k → ∞.
If pk,2(z) = zn1,1 for all k, we may continue, as in part (c), our construction of sequences of polynomials {pk,3}∞1 , {pk,4}∞1 ,
. . . , {pk,N }∞k=1. With each sequence {pk,r}∞k=1 we associate sets E(pk,r, c±k,r), E1,r(pk,r, c±k,r), etc., and quantities c±k,r , cˆ±k,r , εk,r ,
etc., in the same way as we associated similar sets and quantities with the sequence {pk,1}∞1 . Since on each step of this
construction we strictly decrease the degree of polynomials, after a ﬁnite number of steps, say after N steps, we must reach
the situation when pk,N (z) = zn1,N for all k.
For every r, 1  r  N − 1, on the rth step of our construction we obtain the following equations that are similar to
Eqs. (4.22), (4.24), and (4.26) of part (c) of this proof:
μ(E(pk,r, c
+
k,r))
πr2(E(pk,r, c
−
k,r))

(n − r)μ(E1,r(pk,r, c+k,r))
πr2(E1,r(pk,r, c
−
k,r))
, (4.28)
μ(E1,r(pk,r, c
+
k,r))
πr2(E1,r(pk,r, c
−
k,r))
= μ(E1,r(pˆk,r, cˆ
+
k,r))
πr2(E1,r(pˆk,r, cˆ
−
k,r))
, (4.29)
and
μ(E1,r(pˆk,r, cˆ
+
k,r))
πr2(E1,r(pˆk,r, cˆ
−
k,r))

μ(E(pk,r+1, c+k,r+1))
πr2(E(pk,r+1, c−k,r+1))
, (4.30)
where
c+k,r+1 = cˆ+k,r(1+ 2εk,r) and c−k,r+1 = cˆ−k,r(1− 2εk,r)
with some εk,r such that εk,r → 0 as k → ∞.
Since pk,N (z) = zn1,N for all k, arguing as in (4.19) and (4.27), one can easily ﬁnd that
μ(E(pk,N , c
+
k,N))
πr2(E(p , c− ))
→ 1 as k → ∞.k,N k,N
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to our original assumption that Q 1(ck) → ∞ as k → ∞. Therefore, limsupc→0+ Q 1(c) < ∞. Since Q 1(c) is decreasing by
Lemma 6, limc→0+ Q 1(c) exists and is ﬁnite. This completes the proof of the lemma. 
Since Q 1(c) is non-increasing by Lemma 6 and bounded near c = 0 by Lemma 9, it follows that there is a constant C(n)
such that Q p(c) C(n) for all p ∈P1n . Since Q ∗ = Q ∗1 by Lemma 3, the latter implies that Q p(c) C(n) for all p ∈Pn . This
proves Theorem 1.
5. The centered inradius of a lemniscate
For p ∈Pn and 0 < c < ∞, let r0(p, c) denote the centered inradius of the lemniscate E(p, c); i.e. r0(p, c) is the maximum
of the radii of circles C ⊂ E(p, c), which are centered at some zero of p. Let Q p,0(c) = μ(p,c)πr20(p,c) . Now, we can deﬁne analogues
of the quantities Q 1(c), Q ∗ , and Q ∗1 for the centered inradius. For c, 0 < c < ∞, let Q 10 (c) = sup{Q p,0(c): p ∈P1n } and let
Q ∗0 = sup
{
Q p,0(c): p ∈Pn,0 < c < ∞
}
, Q ∗1,0 = sup
{
Q p,0(c): p ∈P1n ,0 < c < ∞
}
.
All the proofs of our lemmas in Sections 3 and 4 remain valid if in the statements of these lemmas we replace the
inradius r(p, c) with the centered inradius r0(p, c). Leaving the details to the interested reader, we combine important
properties in the following lemma.
Lemma 10.
(a) Q ∗1,0 = sup{Q 10 (c): 0 < c < ∞} and Q ∗0 = Q ∗1,0;
(b) For each 0 < c < ∞, there is p ∈P1n such that Q p,0(c) = Q 10 (c);
(c) Q 10 (c) is a non-increasing continuous function on 0 < c < ∞;
(d) limc→∞ Q 10 (c) = 1;
(e) limsupc→0+ Q 10 (c) < ∞.
In particular, Lemma 10 implies the following counterpart of Theorem 1.
Theorem 2. For each n 1, there is a constant C0(n) such that the inequality
Q p,0(c) C0(n)
holds for all p ∈Pn and all 0 < c < ∞.
Since r0(p, c)  r(p, c) for all p and c, we have Q p(c)  Q p,0(c). Thus, the conclusion of Theorem 2 is stronger than
Theorem 1.
6. ClassP◦n
Since Q ∗ = Q ∗1 by Lemma 3, estimating Q ∗ we may work with a proper compact subclass P1n of Pn . In fact, we may
restrict ourselves with even smaller class P◦n ⊂P1n deﬁned as follows.
For p ∈Pn with n 2, let 	(p) denote the closed disk of minimal radius, which contains all zeros of p. By the classical
theorem of H.W.E. Jung published in 1901, such a disk 	(p) exists and is unique for every p ∈ Pn . Let P◦n = {p ∈ P1n :
	(p) =D}, where D= {z: |z| < 1}. For P◦n , we deﬁne analogues of the quantities Q ∗ , Q 1(c), etc., as follows:
Q ◦(c) = sup{Q p(c): p ∈P◦n }, Q ◦∗ = sup{Q p(c): p ∈P◦n , 0 < c < ∞},
Q ◦0 (c) = sup
{
Q p,0(c): p ∈P◦n
}
, Q ◦∗0 = sup
{
Q p,0(c): p ∈P◦n , 0 < c < ∞
}
.
The class P◦n is not invariant under scaling unless it is a rotation about the origin. Thus, scaling cannot be used when
studying this class. But continuity arguments used to prove Lemmas 1, 2, 4, 5, 7, and 8 remain valid and can be used to
establish similar properties of the class P◦n . The proof of Lemma 3 also can be easily adapted for this class. Combining these
observations and using the fact that P◦n ⊂P1n , it is not diﬃcult to prove the following.
Lemma 11.
(a) Q ∗ = Q ◦∗ = sup{Q ◦(c): 0 < c < ∞} and Q ∗0 = Q ◦∗0 = sup{Q ◦0 (c): 0 < c < ∞};
(b) For each 0 < c < ∞, there are p1, p2 ∈P◦n such that Q p1(c) = Q ◦(c), and Q p2,0(c) = Q ◦0 (c), respectively;
(c) Q ◦(c) and Q ◦(c) are continuous functions on 0 < c < ∞;0
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(e) limsupc→0+ Q ◦(c) limsupc→0+ Q ◦0 (c) < ∞.
The reader may notice that the monotonicity properties of functions Q ◦(c) and Q ◦0 (c) are not mentioned in Lemma 11.
Indeed, our results postponed for a future paper on this topic show that these functions are not monotone.
7. Remarks
It was shown by Cuenya and Levis (see [1, Remark 3.7] and [2, p. 954]) that Theorem 1 implies an extension of the
classical Pólya inequality for complex polynomials in Lp spaces, 0 < p ∞. Precisely, Theorems 3.5 and 3.6 in [1] remain
valid for all complex polynomials P ∈Pn without any restrictions on the number of distinct zeros.
For instance, Theorem 3.6 in [1] holds in the following reduction.
Theorem 3. Let n  2 be integer and let 0 < p ∞. There is a constant K = K (n, p) such that for all complex polynomials P (z) =∑n
j=0 c j z j ∈Pn and all measurable sets E ⊂C such that 0 < μ(E) < ∞, we have
|cn| K
(μ(E))
np+2
p
‖P‖E,p .
Here ‖P‖E,p stands for the Lp-norm of P on the set E.
To ﬁnd the functions Q o(c) and Q o0 (c), in particular, to ﬁnd the exact values of Q
∗
1 and Q
∗
1,0, may be a challenging task.
For every n 2 and c > 0, the polynomial pn(z) = zn − 1 seems to be the most obvious candidate for the extremal for both
quantities Q ◦(c) and Q ◦0 (c).
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