Abstract-Duty-cycle scheduling is an effective way to balance energy consumptions and prolong network lifetime of wireless sensor networks (WSNs), which usually requires a connected dominating set (CDS) to guarantee network connectivity and coverage. Therefore, the problem of finding the largest number of CDSs is important for WSNs. The previous works always assume all the nodes are non-rechargeable. However, WSNs are now taking advantages of rechargeable nodes to become energy harvest networks (EHNs). To find the largest number of CDSs then becomes completely different. This is the first work to investigate, how to identify the largest number of CDSs in EHNs to prolong network lifetime. The investigated novel problems are proved to be NP-Complete and we propose four approximate algorithms, accordingly. Both the solid theoretical analysis and the extensive simulations are performed to evaluate our algorithms.
I. INTRODUCTION
W IRELESS Sensor Networks (WSNs) are very popular in the recent years. By deploying sensors in an area, people can observe the physical world in real time with a low cost, and operations such as query [2] and aggregation [3] , [4] are available. However, many limitations hinder the development of WSNs. A challenging one is that network lifetime may highly depend on the sensor with the least energy in a WSN. Therefore, many methods focus on balancing energy consumptions of sensors to prolong network lifetime, such as the duty-cycle scheduling techniques [5] . To apply such techniques, each sensor node has two states, sleeping state and active state, and all the functional modules are turned off when a sensor node is sleeping in order to save energy. Such techniques can dramatically prolong network lifetime, and they require that the active sensor nodes form a Connected Dominating Set (CDS) [6] , [7] in order to guarantee connectivity and coverage of the whole network. Connectivity and coverage are the two primary concerns for a WSN to be functional, and techniques such as data mining [8] , information retrieving [2] can be guaranteed. We use a graph G(V, E) to denote a WSN, where V is the set of sensor nodes and E is the set of edges denoting the neighborhood relationship among the sensor nodes. V ⊆ V is called a dominating set of G if and only if there exists a node u ∈ V satisfying that (v, u) ∈ E for any v ∈ V . Furthermore, V is called a CDS if and only if V is a dominating set of G and the subgraph induced by V is connected. CDS based virtual backbones provide solutions for many issues [9] . In order to support duty cycle applications and prolong network lifetime, multiple CDSs should be identified so that they can work in turn. The problem of obtaining the largest number of CDSs is well known in graph theory and is called the Connected Domatic Partition (CDP) problem, for which the works in [10] and [11] have proposed several energy efficient algorithms.
In the recent years, a new kind of wireless networks, Energy Harvest Networks (EHN), is emerging thanks to the rapid development of rechargeable batteries, where the sensor nodes can automatically harvest energy from the monitored environment instead of only consuming energy. Similar to WSNs, connectivity and coverage are also the primary concerns of EHNs, and CDSs are effective solutions for EHNs as well. However, since rechargeable nodes present in an EHN, to discover a CDS in an EHN is quite different from that in a WSN. Furthermore, the number of identified CDSs decides network lifetime. For example, Fig.1(a) is a network without rechargeable nodes while Fig.1(b) is an EHN with rechargeable nodes k and o. The number marked at each node represents its initial energy. Each node consumes one unit of energy per time slot, and each rechargeable node harvests one unit of energy per time slot. The largest number of CDSs in the network shown in Fig.1(a) is 6, i.e., its lifetime is 6 at most. In the EHN shown in Fig.1(b) , by properly constructing CDSs, the lifetime can be extended to 8. Discovering CDSs in EHNs is much harder than that in WSNs, because besides energy consumption, energy harvesting also needs to be considered. Unfortunately, no literatures have investigated this issue. This work aims at discovering the maximum number of CDSs in an EHN. Our contributions are summarized as follows.
(1) We define a novel problem named as Energy Harvest CDS (EH-CDS) to discover the maximum number of CDSs in a static EHN. We prove that it is an NP-Complete problem. Three greedy algorithms are proposed accordingly.
(2) We propose a new definition for network lifetime, which is more practical and reasonable than the traditional one.
(3) We consider mobile EHNs and define the mobile EH-CDS problem. A heuristic algorithm is proposed accordingly.
(4) The performances of the proposed algorithms are thoroughly analyzed, and extensive simulations are conducted to evaluate our algorithms. The results show that the network lifetime resulted by our algorithms can be prolonged.
The rest of the paper is organized as follows. Section II addresses the related works. Section III defines the EH-CDS problem and proves it is NP-Complete. Section IV presents a centralized algorithm and analyzes its ratio bound and complexity. Section V presents a distributed algorithm. An improved distributed algorithm is shown in Section VI with complexity and ratio bound analysis for both distributed algorithms. Section VII defines the mobile EH-CDS problem and a distributed algorithm is proposed. Section VIII shows the simulation results. Section IX concludes the paper.
II. RELATED WORKS
Primarily, there are two kinds of methods to prolong network lifetime for WSNs. The first kind focuses on energy efficiency, such as duty-cycling. The other kind focuses on energy provision, such as energy harvest.
Duty-cycling has been well studied. Many algorithms [12] are proposed in which nodes adjust their duty cycles by alternating between sleep and active modes to reduce energy consumptions. Topology control is mainly based on duty cycling. Most topology control protocols rely on virtual backbones to prolong network lifetime, and CDSs are meaningful candidates for virtual backbones.
Many CDS construction algorithms have been proposed. Guha and Khuller [13] first proposed two centralized greedy algorithms to find a minimum-sized CDS in a general graph, which are not practical for WSNs. Another popular method is to construct a CDS by first constructing a Maximal Independent Set (MIS), then by connecting the nodes in the MIS, a CDS is generated. The work in [14] proposes a distributed CDS construction algorithm with an approximate ratio of at most 8, and the work in [15] reduces the ratio to 7.8. Similarly, the work in [16] proposes the S-MIS algorithm. This algorithm constructs a CDS with the help of Steiner tree and can obtain an approximate ratio of 4.8+ln5. The authors in [17] and [18] proposed a simple yet effective CDS construction algorithm, where three rules are presented to further reduce the size of the constructed CDS. The investigated problem in this paper mainly focuses on the number of the identified CDSs in a network instead of the size of a CDS, and the above ideas are not directly employed in our proposed methods.
To prolong network lifetime, multiple CDSs are expected in a WSN so that they can take turns to serve as virtual backbones. A Connected Domatic Partition (CDP) is a partition of the nodes in a graph into disjoint sets, and each set represents a CDS of the graph. The work in [10] presents a CDP-based backbone rotation scheme, which aims at designing a distributed algorithm to solve the CDP problem. Based on this work, the authors in [11] proposed a new scheduling method called Virtual Backbone Scheduling (VBS). Similar to CDP, VBS schedules multiple backbones which may overlap. The algorithms in [11] based on VBS can achieve a longer network lifetime than the other works.
Energy harvesting is a way of energy provision. Equipped with energy harvesting devices such as solar panel, wind generator and RF energy harvester, a sensor can harvest energy from the environment. There are many kinds of resources from which sensor nodes can gain energy. The work in [19] proposes a system where sensor nodes can harvest energy from the solar resource, the work in [20] proposes a kind of sensor node equipped with wind generator and can harvest energy from wind and an RF energy powered data delivery scheme is investigated in [21] . Furthermore, to balance energy consumptions of energy harvesting devices is studied in [22] , where it is assumed that all the nodes in a network are rechargeable. This may not be possible for large-scale networks. Moreover, node scheduling is not carefully considered in these methods and the effective functionality of a network cannot be guaranteed. This work addresses these problems.
The work in [23] proposes a model based on energy harvesting and there may be mobile nodes in a network. The mobile nodes are able to move freely in a network and charge other sensor nodes. However, all of these works ignore the fact that the cost of a single energy harvesting node is high. In our work, we only employ a limited number of energy harvesting nodes in a network.
III. PROBLEM DEFINITION
Let G = (V, E) denote a WSN, where V = {1, 2, . . . , N} is the set of sensor nodes and N denotes the size of the network. Each sensor node is either rechargeable or nonrechargeable. Let V c denote the set of rechargeable nodes and V nc denote the set of non-rechargeable nodes. Then
We assume the nodes in V c are not adjacent to each other.
Without loss of generality, we assume the working period of the WSN can be divided into a series of time slots. For each sensor node i ∈ V , N e(i) denotes the set of the neighbor nodes of i, w i (t) denotes its residual energy at time t, and ε denotes the energy consumption rate in each time slot. Note that w i (0) is the initial energy of node i. If w i (t) < 0, it means that sensor node i is dead at time t and cannot work any more. We use δ to denote the rechargeable rate of each rechargeable sensor node in each time slot. We also assume that each rechargeable sensor node is either in rechargeable status or dis-rechargeable status.
Thanks to CDSs, a WSN may still be functional even if some sensor nodes ran out of energy. Therefore, we propose a new definition for network lifetime as follows. Compared with [11] , our definition of network lifetime is more practical and reasonable. For example, in Fig.1(a) , the time slot of the first node, say node l, running out of energy is 1, then the overall network lifetime is 1 according to the definition given in [11] . However, our network lifetime is 6 based on Definition 1. Obviously, the network lifetime is dramatically prolonged. Furthermore, since sensors are always redundantly deployed in WSNs, the sensory values of node l can be estimated by its neighbors, i.e. the network still can work even when node l is dead.
Based on Definition 1, let CDS j denote the CDS of G working in the j-th time slot. Note that, the nodes in CDS j and CDS i may overlap. To prolong network lifetime as much as possible is to discoverer the largest number of CDSs that can work in different time slots. The formal definition of our investigated problem is as follows.
Input:
(1) A WSN G(V, E), the rechargeable node set V c , and the non-rechargeable node set V nc ;
(2) The initial energy of sensor nodes 
We call the above problem as the Energy Harvest CDS (EH-CDS) problem, which is proved to be NP-Complete as follows.
Theorem 1: The EH-CDS problem is NP-Complete. Proof: Let n = 0 and w i (0) = 1 for all 1 ≤ i ≤ N . Then, the EH-CDS problem can be reduced to the Connected Domatic Partition (CDP) problem, which is proved to be NP-Complete in [24] . Therefore, our EH-CDS problem is NP-complete.
The following sections introduce three approximate algorithms to solve this problem. The employed symbols are illustrated in Table I .
IV. CENTRALIZED ALGORITHM
To solve the EH-CDS problem, the following two subproblems need to be considered.
(1). How to maximize the number of CDSs in initial network G = (V, E)? (2) . How to schedule these CDSs to prolong network lifetime as much as possible?
The following two subsections discuss these two sub-problems in details.
A. Centralized CDS Discovery Algorithm
Let r i be the number of the CDSs to which sensor node i belongs, i.e., node i should work for r i time slots. The centralized algorithm has the following three steps. Step I: the upper bounds of r i (1 ≤ i ≤ N ) are determined for all the non-rechargeable and rechargeable sensor nodes.
Step II: a new graph G is constructed according to G so that the EH-CDS problem is transformed to the problem of finding the maximum number of disjoint CDSs in G .
Step III: convert the result in the second step to the solution of the EH-CDS problem.
This algorithm is illustrated in Algorithm 1, and the details of each step are presented below.
Step I (Determining the Upper Bounds of
The following theorem determines the upper bounds of 
There are two cases to be considered. 1) If i / ∈ CDS j , then there exists at least one neighbor of i belonging to CDS j since CDS j dominates the entire network G and i ∈ G. Thus, q∈Ne(i) I q,j ≥ 1.
2) If i ∈ CDS j , then there exists at least one neighbor of i belonging to CDS j since all the nodes in CDS j form a connected graph. Thus, q∈Ne(i) I q,j ≥ 1. Therefore, we have q∈Ne(i) I q,j ≥ 1.
(1). If node i is a non-rechargeable node, then it only can consume its initial energy w i (0), and thus we have j≥1 I i,j = r i . According to the definition of I i,j , and since ε energy is consumed per time slot when node i works as a CDS node, ε j≥1 I i,j ≤ w i (0). Due to the same reason, we have ). (2) . If i is a rechargeable node, let c i be the number of time slots when node i is charging. Obviously, the energy of node i comes from two parts. One part is its initial energy w i (0) and the other one comes from its charging energy c i × δ, where δ denotes the charging rate of node i.
Suppose r i denotes the number of the time slots supported by w i (0), and r ci denotes the number of the time slots supported by
for each rechargeable node. In summary, Theorem 2 is proved.
According to Theorem 2, the upper bounds of r i (1 ≤ r i ≤ N ) can be denoted by R i where
Step II (Constructing a New Graph G ): The following two steps are needed to construct graph G = (V , E ) based on G and to derive R i (1 ≤ i ≤ N ). Step 
Step 2. For each edge (v, u) ∈ E, connect the nodes in
Fig .2 shows an example where nodes u and v are in G and 6 nodes and 15 edges are created in G .
Next, we prove that our problem is the same as the problem of finding a maximized set of disjoint CDSs, denoted by S , in G . We first introduce the following definitions. (3) for any set S which satisfies conditions (1) and (2) , there is l ≥ | S|. (3) for any set S which satisfies conditions (1) and (2), l ≥ | S|.
Definition 2 (Maximized Set of Disjoint CDSs): Let
S = {C 1 , C 2 , . . . , C l } denote a
set of CDSs of G , and S is called the maximized set of disjoint CDSs of G if and only if (1)
C i is a CDS of G for all 1 ≤ i ≤ l; (2) C i C j = Ø for all 1 ≤ i = j ≤ l;
Definition 3 (Constraint CDS): Set C ⊆ V is called a constraint CDS of G if and only if C is a CDS of G and for
∀u, v ∈ C and u = v, g(u) = g(v).
Definition 4 (Maximized Set of Disjoint Constraint CDSs):
Let S = {C 1 , C 2 , . . . , C l } denote a
set of CDSs of G , and S is called the maximized set of disjoint constraint CDSs of G if and only if (1) C i is a constraint CDS of
Based on Definitions 2, 3, and 4, the following three lemmas are proved.
Lemma 1: Let set C be a constraint CDS of G , then the set of all generators
For two nodes u and v in C, if u and v are connected, then according to Step 2, g(u) and g(v) are connected too. That means, if C is connected, then G g is connected. Second, we prove that the set of all the nodes in G g forms a dominating set of G. If C is a CDS, then for each node w ∈ G , there is an adjacent node v ∈ C. We know that if w and v are adjacent, then g(w) ∈ G and g(v) ∈ G g are adjacent too. Then we have for each node g(w) ∈ G, there is an adjacent node g(v) ∈ G g . Then the set of all the nodes in G g is a dominating set. Therefore, the lemma is proved.
If C denotes a CDS of G , we call the CDS formed by {g(u)|u ∈ C g(u) ∈ G} as a corresponding CDS of C.
Proof: First, the connectivity of C depends on the connectivity of C. Second, for each node
According to Definition 4, Lemma 3 can be proved.
not a solution of our problem and let S = { C 1 , C 2 , . . . , C m } denote the optimal solution of our problems where m > l. This theorem is proved based on the following operations and these operations are performed by CDSs
Operation 1:
Operation 2: Repeat Operation 1 for each CDS in S in ascending order.
After these operations, we can see that S has the following properties. 1) For each C k ∈ S, we have a corresponding C k ∈ S where 1 ≤ k ≤ m and C k contains the generators of the nodes in C k ; 2) based on Lemma 2, each C k ∈ S is a constraint CDS of G ; 3) based on Operation 1, the sets in S are disjoint from each other.
Based on the above properties, S is a set of disjoint constraint CDSs of G and | S | = m > l = |S |. However, S is the maximized disjoint constraint CDS Set of G . Thus, there is a contradiction and S g is a solution of our problem.
Finally, based on the aforementioned definitions and lemmas, we have the following theorem.
Proof:
Because S is a maximized set of disjoint CDSs and a disjoint constraint CDS is a kind of disjoint CDS, then m ≥ l.
, we delete one of them from C i to form a new node set C i . We can see that
Because S is a maximized set of disjoint CDSs, we have l ≥ m. Then we have l = m, and S is a maximized set of disjoint CDSs of G .
Lemma 3 and Theorem 3 guarantee that the solution of our problem can be obtained by finding a maximized set of disjoint CDSs of G , which can be formalized as a 0-1 programming problem as shown in the following subsection.
Step III (Obtaining a Solution of Our Problem): Let G be the new graph constructed by the method introduced above, U be a set which contains all the CDSs of G , S ⊆ U , and T i ∈ {0, 1} be an indicator variable to denote whether C i belongs to S for all C i ∈ U . That is, C i ∈ S if and only if T i = 1, otherwise, T i = 0. Then, the problem of finding a maximized set of disjoint CDSs of G can be formalized as the following 0-1 programming problem.
This problem is proved to be NP-hard, and an optimal solution can be obtained by the set packing algorithm [25] . If we want to retrieve an approximation result in polynomial time, the method in [10] , AdaptiveRotationCDS(), can be utilized, which returns a maximized set of disjoint CDSs whose expected size is at least Δ+1 β(c+1) − Δ|V |, where Δ and V are the minimum degree and node set in a given graph respectively, β (β < 2), c (c < 11) are constant, and 1. After a disjoint CDS set of G , denoted by S is obtained, the following steps are carried out to convert S to a solution of our problem. First, for any
. This step is repeated until C i becomes a constraint CDS of G as defined in Definition 3.
Second, compute C i = {g(v) | ∀v ∈ C i } according to the new C i after deleting some nodes, where the result, C i , is a CDS of G based on Lemma 1.
Finally, the above steps are repeated for each element in S , and we can obtain an approximate solution, S CDS , of our problem.
If the approximation method in [10] is adopted to calculate S , then the ratio bound of our algorithm is dependent on it. The minimum degree in the new constructed graph G is equal to min{sum|∀j ∈ V, sum = i∈N (j) R i + R j } = Δ , and the size of the optimal result cannot be more than Δ since the number of disjoint CDSs is smaller than the size of the minimum cut for a graph [10] . Thus, the ratio bound of our algorithm is
The complexity of the algorithm is analyzed as follows. First, in the step of computing {R i |1 ≤ i ≤ N }, the computation complexity is O(N ). Second, in the step of constructing a new graph G , the computation complexity is O(RN + R 2 |E|) where R is the maximum value of
Third, the computation complexity is O(Δ N ) for retrieving a disjoint CDS set S from G if the method in [10] is adopted. Finally, O(N ) computation cost is needed to convert S to a feasible solution of our problem. In summary, the computation complexity of the above algorithm is O(R 2 |E|).
B. CDS Scheduling Algorithm
Based on the obtained S CDS , a heuristic algorithm is proposed to schedule the CDSs to work. Suppose the current time slot is t c , then let M E tc (CDS i ) denote the minimum node energy of 
Third, repeat from the first step to find another CDS to work at time slot t c + 1 until S CDS = Ø.
The number of the iterations of the CDS scheduling algorithm is equal to the network lifetime bounded by the number of disjoint CDSs in G , i.e., |S |. In each iteration, O(|S CDS |) operations are needed at most, then the computation complexity of the CDS scheduling algorithm is
. From the CDS discovering algorithm, we can see that the larger the minimum degree of G is, the more disjoint CDSs we can get. The degree of G corresponds to node energy according to Theorem 2 and the CDS discovering algorithm. Enlightened by this conclusion, we pick the CDS equal to M M E tc (S CDS ) at each time slot t c to prolong network lifetime as much as possible.
V. DISTRIBUTED ALGORITHM
Distributed algorithms of constructing and scheduling CDSs are preferred by WSNs to reduce communication cost and save network resources. Different from centralized algorithms, we consider CDS construction and scheduling simultaneously instead of individually. The main idea of our distributed algorithm is to select the nodes with the locally maximum weight. Our proposed algorithm is named as LMW. In the following subsections, we first introduce the core data structures which need to be maintained in the LMW algorithm, and then present the detailed steps.
A. Core Data Structures
In order to construct and schedule CDSs in a distributed manner, each sensor node needs to maintain the following data structures.
(1) Neighbor Information List: For each node i and a given time slot t, its neighbor information list, denoted by N eiList it , stores information of i and i's neighbor nodes 
based on method in [14] For clarity, an example is shown in Fig.3 which is the core data structure for node i.
Based on the above data structures, the LMW algorithm is illustrated in Algorithm 2, and it has the following three phases.
Phase 1: Convert network G into a weighted graph according to the energy of each node at current time t c , and compute the maximal independent set of the weighted graph in a distributed manner.
Phase 2: Connect the nodes in the maximal independent set with the other nodes that do not belong to this set.
Phase 3:
Update the weight at t c + 1, and repeat the above steps until no CDS can be found in the current network.
The following three subsections address the above three phases in details.
B. Phase I: Computing a Maximal Independent Set
Let i denote a node in network G, then we need to decide its weight firstly according to the above analysis. If i is a non-rechargeable node, then its weight w i satisfies w i = αR i + (1 − α)|N e(i)|, where α ∈ [0, 1] is a constant, and
Obviously, the above weight can be decided by the node itself based on local information. After determining the weights, the following steps are carried out to calculate a maximal independent set of G.
First, each i ∈ V sets N eiList itc [i] .if Dom = −1 and DList itc = Ø. It needs to broadcast its weight to its neighbors if t c = 0.
Second, each i ∈ V compares its weight with the ones of its neighbors after obtaining them, and decides N eiList itc and DList itc according to the following three cases. Theorem 4 guarantees that {u | N eiList utc [u] .if Dom = 1} is a maximal independent set of G and we call all the involved nodes as the marked nodes.
Theorem 4: {u | N eiList utc [u] .if Dom = 1} is a maximal independent set of G.
Proof: Let D = {u | N eiList utc [u] .if Dom = 1}. First, we prove that for each node in V − D, it has at least one neighbor in D. Then, we prove that the nodes in D are not connected to each other.
Suppose that after the first step, there has been a node i in V − D that has no neighbor in D. That is, the value of N eiList itc [i] .if Dom tc is neither 1 nor 0, which means Phase I has not terminated yet. It contradicts with our assumption. Thus after the first step, for each node in V − D, it has at least one neighbor in D.
Assume that there are two nodes i and j in D that are adjacent to each other, and the weight of them are w i and w j . That is, these two nodes are both marked. Without loss of generality, [j] .if Dom tc = 0. Since it contradicts with our assumption, the nodes in D are not connected to each other.
C. Phase II: Connecting the Nodes in the Independent Set
Since the nodes marked in Phase I may not be connected, more other nodes should be marked in order to derive a CDS of G. The new marking phase consists of the following steps.
First, for each node i not marked in Phase I, that is, i ∈ {u | N eiList utc [u] .if Dom = 0}, it broadcasts its Adjacent Dominator List DList itc to its neighbors.
Second, for each j ∈ {u | N eiList utc [u] .if Dom = 1}, it receives the messages from its neighbors, i.e., N e(j), and computes Φ = {r | r ∈ N e(j) {j} = DList rtc } according to the received messages. Then node j considers the following two cases based on Φ.
Case 1: If Φ = Ø, it means that, there exists at least one node r in j's neighbor set which can be dominated by other marked nodes. Then j selects a node from Φ according to the method in [14] and change its status to be marked.
Case 2: If Φ = Ø, two nodes need to change their status. Node r ∈ N e(j) with {v | v ∈ N e(r)∧DList vtc = {j}} = Ø is chosen as the first node to be marked, and the second node is selected and marked based on the method in [14] as well.
Third, each new marked node broadcasts its ID and its mark information to its neighbors.
The following theorem guarantees that a connected subgraph can be obtained by the above method. The correctness of this phase is based on the following theorem.
Theorem 5: All the marked nodes form a connected subgraph of G after Phase I and Phase II.
Proof: Based on the theorems in [14] , if the independent nodes satisfy the condition in Case 1, then the marked nodes in Phase I (independent nodes) can be connected to each other by using the method in [14] .
For each marked node j satisfies Case 2, more than one node are needed to connect it with the other marked nodes. Based on the method in Case 2, r ∈ N e(j) with {v | v ∈ N e(r) ∧ DList vtc = {j}} is chosen to be marked first, which means j is connected to a new marked node r and r satisfies Case 1. Based on the method in [14] , r can be connected to the other marked nodes.
After Phase I and Phase II, all the marked nodes are connected and form a connected subgraph of G. Based on Theorem 4 and Theorem 5, the marked nodes form a CDS of G.
D. Phase III: Updating the Weights in G
Phase I and Phase II provide a way to calculate a CDS for each time slot. However, as time goes on, the weight of each node should be updated as their remaining energy changes.
When t = t c + 1, for each non-rechargeable node j which has not been marked as a CDS node at time t c , its weight remains unchanged, and for each rechargeable node k which has not been marked, it updates its weight w k = w k + . For each node i that has been marked, it updates R i = R i − 1 Algorithm 3 Improved LMW Algorithm Require: sensor node i, δ, , w i (0), current time slot t c Ensure:
and w i = αR i + (1 − α)|N e(i)| if it is a non-rechargeable node; otherwise, it updates its weight w i = w i − if it is a rechargeable node.
Since each node updates the weights of its neighbors according to the situation whether they have been marked as a CDS node at t c , the broadcasting process is needless if t > 0.
The above three phases not only construct a CDS at each time slot, but also keep the size of the CDS as small as possible. These three phases are repeated until none CDS can be found in the current network.
VI. THE IMPROVED LMW ALGORITHM
In Phase 1 of the LMW algorithm, each node has to broadcast its weight to its neighbors, incurring larger communication cost. To overcome this problem, we propose an improved LMW algorithm whose communication cost is much smaller compared with the LMW algorithm. We achieve this through a new data structure named as Dominator List.
For each node i, its Dominator List, denoted by DomList(i), maintains the independent nodes in N e(i). Since the domination information can be reflected by Dominator List, a node only needs to maintain Dominator List instead of Neighbor Information List and Adjacent Dominator List in the improved LMW algorithm.
The improved LMW algorithm for a single sensor node is shown in Algorithm 3. Specifically, the improved LMW algorithm has the following three phases.
A. Phase I: Computing a Maximal Independent Set
First, we assume that all the nodes are synchronized, and for each node i, its weight at time t c is denoted by w i = w i (t c ).
Initially, each node sets its DomList(i) = {Ø}.
Second, for each node i, its broadcasting time is set to f (w i ), where f (·) is a strictly monotone decreasing function. For two nodes i and j, if w i > w j , then t i < t j , which means i broadcasts earlier than j. Each node decides its Dominator List according to the following cases.
Case 1: For each node i, if it has not received any message before t i , it broadcasts '1' at t i and sets DomList(i) = {i}.
Case 2: For each node j, if it has received a message from i ∈ N e(j) before t j , then sets DomList(j) = DomList(j) ∪ {i} and j does not broadcast any message any more.
B. Phase II: Connecting the Nodes in the Independent Set
The method in this phase is similar with the one in Section V-C, however, the following steps need to be modified.
First, a strictly monotone decreasing function f (·) is also used in this phase, and the broadcasting time is t j = f (w j ) for each node j. The message broadcast by j at time t j is based on the following two cases.
Case 1: If |DomList(j)| = 1, that means j can be connected to only one independent node, then j broadcasts '0'. Case 2: If |DomList(j)| > 1, that means j can be connected to more than one independent node, then j broadcasts '1'.
Then for each node k which has received message m ∈ {0, 1} before t k , if |DomList(k)| = 1 (or |DomList(k)| ≥ 1), and m = 0 (or m = 1), k keeps silent at t k , otherwise, it broadcasts '1' ('0'). Second, for each node i with DomList(i) = {i}, it computes Φ = {r | r ∈ N e(i) |DomList(r)| ≥ 1}. It's easy to see that Φ is the same as Φ in Section V-C so that the method of the second step of Section V-C is adopted here.
The third step in Section V-C is omitted in this phase, therefore comparing with LMW algorithm, no node has to broadcast in this step.
C. Phase III: Updating and Reconstructing
Each node just updates its local information and prepares for reconstruction just like the LMW algorithm.
Based on the above three phases, the CDSs in the network can be constructed repeatedly. The core data structure used in the LMW algorithm can be replaced by Dominator List, i.e., DomList(i) is used to replace DList it and N eiList it [j] .if Dom, so that the theorems in Section V also hold for the improved LMW algorithm, and guarantee the correctness of the improved LMW algorithm.
D. Performance Analysis
The complexities and approximation ratios of the improved LMW algorithm and the LMW algorithm are investigated and compared in this subsection.
1) Complexity:
Let D denote the maximum degree of G, then each node i ∈ V needs to broadcast its weight, receive the weights from its neighbors and store the information when t c = 0. Both the communication and computation complexities are O(D). On the other hand, the nodes in the improved LMW algorithm do not broadcast such information in the initial phase. Then the communication and computation costs are 0.
In Phase I, the LMW algorithm requires each node i ∈ V to compare its weight with its neighbors, broadcast its ID and Adjacent Dominator List to its neighbors, and receive the above messages from its neighbors when t c > 0. Therefore, the communication and computation complexities are also O(D). On the other hand, the improved LMW algorithm does not require weight comparison, and each node only needs to receive messages from the independent nodes in its neighborhood. According to the analysis in [10] , there are at most 5 independent nodes in the neighborhood of any node in V . Therefore, the computation and communication complexities are O (1) .
In Phase II, the LMW algorithm requires each marked node i to receive Adjacent Dominator Lists from its neighbors, choose a neighbor node to mark, and each node marked in Phase 2 broadcasts its information to its neighbors. Therefore, the communication and computation complexities are both O(D). However, in the improved LMW algorithm, each node in {i | DomList(i) = {i}} chooses a node from its neighbors to connect, and each node not in {i | DomList(i) = {i}} computes its weight and broadcasts '0' or '1' to its neighbors. Based on the analysis of Phase I, for each node i in {i | DomList(i) = {i}}, there are at most 10 nodes broadcasting their information in N e(i). Therefore, the computation and communication complexities are O (1) .
In Phase III, the LMW algorithm requires each node i to update the weights of the nodes in N e(i) ∪ {i} and each node does not broadcast or receive any messages, so the computation complexity is at most O(D) in this phase. However, in the improved LMW algorithm, each node only needs to update its own weight, and the computation complexity for updating is only O (1) .
In summary, the computation complexity and communication complexity of the LMW algorithm are both O(D). For the improved LMW algorithm, the computation complexity and the communication complexity are both O(1). According to Theorem 6, the approximation ratios of the LMW algorithm and the improved LMW algorithm both equal to k where k is the size of the Minimized Weighted Constraint Vertex Cut.
2) Approximation
| > max{w i (0) | i ∈ V C }. Because V C mc is the Minimized Weighted Constraint Set, we have |S lmw CDS | > max{w i (0)|i ∈ V C } > max{w i (0)|i ∈ V C mc }. We also have i∈V Cmc w i (0) < k × max{w i (0)|i ∈ V C mc }.
VII. DISCOVERING CDSS CONSIDERING MOBILE RECHARGEABLE NODES

A. Motivation
The LMW algorithm and the improved LMW algorithm are efficient in static EHNs. However, they cannot prolong network lifetime as much as possible when the initial energy distributions in an EHN are unbalanced. Since a network is considered to be dead if it is disconnected, cuts are extremely important, where a cut is a set of sensor nodes and the network is disconnected if all the nodes in the cut are dead. In the following two cases, network lifetime will be dramatically shortened if only the LMW algorithm or the improved LMW algorithm is adopted.
First, as shown in Fig.4(a) , a node, denoted by k, has much energy, then it always works so that its neighbors g, h, i and j must keep working as well to connect k with the other parts of the network. If the energy of nodes g, h, i and j is not quite large enough, these nodes are going to be dead soon, and k is disconnected from the network. We call k as a Peak Node and g, h, i and j as Valley Nodes. The formal definition is given below.
Definition 7: For each node i ∈ V at time slot t, i is called a Peak Node and ∀j ∈ N e(i) are called Valley Nodes, if wi(t) max{wj(t)|j∈Ne(i)} ≥ ρ, where ρ > 1 is a constant.
Second, as shown in Fig.4(b) , two disjoint parts {a, b, e, f, g, h} and {c, d, j} are connected by two nodes k and i. No matter how little the energy is, at least one node in {k, i} has to work at any time slot, which makes k and i die fast. We call the nodes like k and i as Overloaded Nodes.
To formally define Overloaded Nodes, let each node i at time t maintain variable N T i (t) named as Net working time, that is
where N wi (t) and N si (t) are the total number of the working time slots and sleeping time slots of i until time t, and Δ is an infinitesimal number. 
To overcome the above shortcomings, balancing the initial energy distributions making use of mobile rechargeable nodes, denoted as MRs, is a feasible solution. Since MRs can move through a network and replace Valley Nodes and Overloaded Nodes easily, the duration of a network being disconnected is largely prolonged. However, it makes discovering CDSs more complicated as the velocity and trajectory of MRs should also be considered. This section addresses the EH-CDS-M problem where mobile nodes are considered. The employed symbols are summarized in Table II .
B. The Definition of the EH-CDS-M Problem
Let G(V, E) be an EHN, and V can be divided into two disjointed subsets V nc and V mc , where V nc is the set of static non-rechargeable nodes and V mc is the set of MRs.
We assume that an MR is either in working status or moving status, and its location is known according to the methods in [26] and [27] . Therefore, for any i ∈ V mc , it is represented by triple (v it , x it , y it ) at time t, where (x it , y it ) denotes the location of i at time t. We assume that v it has three possible values 0, vs and vf , where v it = 0 means that i is working at location (x it , y it ), and v it = vs (or vf ) means that i is moving at a slow (or fast) speed.
Since MRs are involved, the algorithm not only has to return a CDS at each time slot, but also has to return a series of moving status at each time slot for each node in V mc . The formal definition of the EH-CDS-M problem is as follows.
Input:
(1) A WSN G(V, E), the MR set V mc and the non-rechargeable node set V nc ;
(2) The initial energy of sensor nodes
The energy consumption rate ε of non-rechargeable nodes for each time slot; (4) The fast speed vs and the slow speed vf of MRs.
Output:
Triple (v it , x it , y it ) of each node i ∈ V mc at each time slot t and the CDS set S CDS = {CDS 1 , CDS 2 , . . . CDS k } satisfying the following conditions:
All the nodes in V nc perform based on LMW or the improved LMW for Each MR i ∈ V mc do while Overloaded Node not detected do Go to the nearest independent node j, i.e. (x j , y j ) with
Replace k to work for τ time slots until
Go to j with speed vf end while Replace l to work until w i (t)/N T l (t) > δ end for end while 1) CDS t is a CDS of G at time slot t, and w i (t) > 0 for all i ∈ CDS t , where
Obviously, the EH-CDS-M problem is a general case of the EH-CDS problem based on the analysis in Section VII-A, and it is NP-Complete as well. Primarily, the EH-CDS-M problem is to detect Valley Nodes and Overloaded Nodes, balance energy consumptions, and replace these nodes by MRs. To solve this problem, we propose the Moving Rechargeable Replacer (MRR) algorithm illustrated in Algorithm 4, whose details are explained in the following subsections.
C. Valley Node Detection and Replacement
Based on Definition 7, valley nodes and peak nodes appear in pairs. If the valley nodes have been replaced, then the peak nodes will also disappear, so we only consider the detection and replacement of valley nodes in this section. To detect valley nodes, we need the following steps. First, for each node i ∈ V mc at the initial time t, {v t , x it , y it } = {vs, x j , y j }, i.e., i goes to (x j , y j ) with speed vs, where j = arg max j∈Ne(i) w j (t), i.e., j is an independent node locating at (x j , y j ).
Second, in the next time slot t+1, i takes actions according to the following two cases.
Case 1:
If w j (t + 1)/w k (t + 1) ≥ ρ, which means k is a Valley Node, then i replaces k to work for δ time slots until wj (t+τ ) w k (t+τ ) < ρ. During this period, the triple for i at t is {0,
w k (t+1) < ρ, then i takes actions based on the first step in time slot t + 2.
Case 2: If j = arg max j∈Ne(i) w j (t + 1), then i takes actions based on the first step in time slot t + 1.
According to the above two steps, an MR can detect valley nodes and replace them to work. This process is paused when i detects an overloaded node. Overloaded node detection is introduced in Section VII-D.
1) Performance Analysis: Each static non-rechargeable node in V nc performs according to the LMW algorithm or the improved LMW algorithm. The communication and computation complexities are given in Section VI-D.
D. Overloaded Node Detection and Replacement
Before introducing the method of detecting overloaded nodes, we first introduce a variable named Total Net Working Rate.
1) Total Net Working Rate: Let V ol be the set of overloaded nodes, d i,j be the distance between i and j, and T R i (t) be the Total Net Working Rate of i at time t, then
κ > D is a user-specified variable where D is the maximum degree of G. Based on the definition of T R i (t) (i ∈ V ol ), we can see that the larger the T R i (t) is, the more serious the overload is.
2) Overloaded Node Detection and Replacement:
In order to help the MRs to detect overloaded nodes, a new phase aiming at spreading the Total Net Working Rate information is needed by each node in V nc , and a strictly monotone decreasing function f (·) is also employed in this phase to determine the broadcast time of each node. Note that we have addressed the strictly monotone decreasing function three times in this paper. For different scenarios, they are different from each other.
At the beginning of this phase in time slot t, the information spreading strategy is based on the following two cases.
Case 1: Each node i ∈ V ol computes its T R i (t), and broadcasts T R i (t)/κ to its neighbors at time f (T R i (t)).
Case 2: For each node j ∈ CDS t , if it has received message
The MRs receive the Total Net Working Rate message before the end of this phase because they always walk through the nodes in the current CDS. Whenever they detect the message, they take actions based on the following steps.
First, for a node i ∈ V mc receiving a Total Net Working Rate message at time t, it broadcasts a query message to find j, where j ∈ V nc and j = arg max j∈Ne(i) T R j (t).
Second, i goes to j at speed vf and repeats the above two steps iteratively until it reaches a node l ∈ V ol .
Third, j replaces l to work until
NT l (t) > σ, i.e., l is not an overloaded node at time t.
Fourth, j carries out the first step through the third step iteratively if |V ol | ≥ 0, otherwise, it tries to detect valley nodes.
3) Performance Analysis: In this phase, each node i ∈ V nc has to communicate with its neighbors and computes its Total Net Working Rate. If i is on the track of MRs, it has to communicate with MRs as well. Therefore, the communication and computation complexities of i are both O(D) where D is the maximum node degree in the network.
E. Algorithm Analysis
The MRR algorithm maintains the following two properties. (1) . Each overloaded node is detected and replaced if there is a spare MR in the network.
(2). The overloaded node with a higher Total Net Working Rate has a bigger chance to be replaced first if there is no spare MRs in the network.
The first property is based on the following theorem and corollaries. Theorem 7 indicates that the node closer to an overloaded node has a higher Total Net Working Rate.
Based on Theorem 7, we have the following corollary.
Corollary 1: Suppose that at time t, |V ol | ≤ κ and ∀j ∈
There is a fact that ∀l ∈ V ol , ∃j ∈ N e(i),
we have the following equations
which conflicts with Formula (1) and that means ∃k ∈ N e(i), TR k (t) > T R i (t).
Corollary 2: Corollary 1 does not hold iff there exits an overloaded node in N e(i). Its proof is omitted because of the simpleness. Based on Corollary 1 and Corollary 2, we can see that for a spare MR i ∈ V mc , if T R j (t) < T R k (t) holds for every two adjacent nodes j and k along its moving track, then i eventually reaches an overloaded node.
The second property of the MRR algorithm is based on the following observation.
It is clear that the one close to an MR i is replaced first, if two overloaded nodes j and k are in the same direction of the MRs, i.e., there exists a node i ∈ N e(i) such that 
Proof: First, we have to admit a fact that if i goes to the node which is closer to j at each step, then i replaces j first. Suppose that i is at i ∈ V nc at time t. There must be two nodes i 1 
Suppose that i eventually goes to j, then at this time i must go to j, and we have T R i1 (t) > TR i2 (t), and T R j (t)(
Note that T R j (t) derived by each non-rechargeable node j at time t sometimes is not the actual T R j (t) defined above. A node j broadcasts its T R j sometimes without receiving Total Net Working Rate from all of the overloaded nodes, because of lower Total Net Working Rate of some overloaded node. However, it does not conflict with Corollary 1, and the above two properties still hold.
VIII. PERFORMANCE EVALUATION
A. Experiment Settings
We perform simulations to evaluate our algorithms through a customized simulator [28] . In the simulation network, the sensor nodes are randomly placed in a 500m × 500m area. All the nodes have the same transmission radius and their communication model can be described as a unit disk graph. In each time slot, a node consumes 1 unit energy if it belongs to a working CDS, and will recharge 0.5 unit energy if it is in idle state.
We first evaluate the performance of the LMW algorithm, then the benefits of EHNs are exhibited by comparing with non-EHNs. Finally, the performances of the improved LMW algorithm and MRR algorithm are evaluated.
B. Evaluation of the LMW Algorithm
In the first group of simulations, we evaluate the impact of α on network lifetime for the LMW algorithm. All the nodes have 100 units of initial energy. Each node in a CDS consumes 1 unit energy per time slot. The networks are divided into 4 groups according to the network size which varies from 30 to 90 with a step of 20. In each group, there are 3 kinds of networks with the same size but different average degrees: 1) smaller than half of the number of nodes, 2) equal to half of the number of nodes and 3) greater than half of the number of nodes. Fig.5 shows the results. We can see that when α ∈ [0.6, 1], the network lifetime is 12% longer than that when α ∈ [0, 0.5]. According to the above analysis, for the LMW algorithm, it is proper to set the value of α to be within [0.6, 1]. In the following simulations, α = 0.8.
In the second group of simulations, we compare LMW with another two algorithms, centralized algorithm STG and distributed algorithm ILR proposed in [11] . The network size varies from 10 to 100 and the transmission radius of a node is 250m. Two node energy distributions are considered: a) uniform distribution where each node has 100 unit of energy, and b) random distribution where each node is assigned a random initial energy from [50, 100]. Fig.6(a) and Fig.6(b) illustrate that LMW performs better than STG and ILR in prolonging network lifetime. In Fig.6(a) , the lifetime achieved by LMW is 30% (60%) longer than that achieved by STG (ILR) on average. In Fig.6(b) , the lifetime achieved by LMW is 56.5% (148%) longer than that achieved by STG (ILR).
In the third group of simulations, we compare LMW with the centralized algorithm proposed in Section IV. The network size increases from 100 to 350. 20% of the nodes are rechargeable. The transmission radius of each node is 50m. It shows in Fig.7 that the centralized algorithm performs better than LMW mainly because the centralized algorithm maintains the global information of a network while LMW only has limited local information of each node. Thus, the centralized algorithm is more efficient and effective for small-scale networks and its computation complexity is reasonable.
C. Network Lifetime of Energy Harvest Networks
In the first group of simulations, we investigate the advantages of EHNs over non-EHNs through running LMW in these two kinds of networks. The network size increases from 300 to 2000, and the transmission radius of a node is 50m. Both kinds of networks share the same topology, whereas 20% of the nodes are rechargeable in an EHN. Fig.8 shows that on average, the network lifetime of EHNs is 29.4% longer than that of non-EHNs thanks to the rechargeable nodes.
D. Evaluation of the Improved LMW Algorithm
To evaluate the performance of the improved LMW algorithm, we mainly compare it with the original LMW algorithm on the aspects of the network lifetime and the total communication cost. Five simulated networks with size 150, 300, 500, 1000 and 2000 are used, and 20% of the nodes are rechargeable in a network. Initially, each sensor node has 100 unit energy, and the transmission radius of each node is 50m. To decrease the influence of network randomization, 100 networks are generated for each size. Both algorithms are run in each network.
In the first group of simulations, we evaluate the network lifetime achieved by LMW and the improved LMW. The network size increases from 150 to 2000 and the results are shown in Fig.9(a) . It can be seen that LMW obtains longer network lifetime, and it achieves 8% longer lifetime on average since the node degree is taken into account in LMW when choosing independent nodes. Fig.9 (b), which shows that the communication cost of LMW is larger than that of the improved LMW because nodes need to communicate with their neighbors frequently to obtain more local information in LMW.
E. Evaluation of MRR
In the following groups of simulations, the networks with MRs are deployed in a 500m × 500m squire area, and the network size varies from 150 to 2000. Each node has 100 units initial energy, and the transmission radius of each node is 30m. The slow speed and fast speed of each MR is 1m per slot and 3m per slot.
In the first group of simulations, we evaluate the impact of the initial locations of MRs on network lifetime. The initial location of the only MR deployed in each network has three cases: 1) on the border of the network, 2) on the middle of the network, and 3) at a random location of the network. The results are shown in Fig.10 which indicate that when the network size is not very large, e.g., 150, 300, or 500, the MR can always reach the overloaded nodes on time, so the initial location does not affect network lifetime greatly. However, when the network size gets larger, e.g., 1000 or 2000, deploying the MR in the middle of the network achieves the longest network lifetime, while the random deploying strategy does not perform well. At some random locations, the distance between the MR and the most serious overloaded node is too far and the MR cannot reach the overloaded node on time. For a given network, it is better to arrange the MR in the middle of the network.
The second group of simulations evaluates the impact of the number of MRs on network lifetime. The number of MRs varies from 1 to 3, and the initial locations of MRs are randomly set. Fig.11 presents the results. We can see that using 3 MRs can always achieve the longest network lifetime. However, when the network size is small and there are not too many overloaded nodes in the network, using only one MR can also achieve the longest network lifetime. The benefit of using multiple MRs is shown when the network size gets larger. The only MR cannot always reach each overloaded node on time, thus shortening network lifetime, while using multiple MRs can overcome this problem. For a given network, it is essential to determine the number of MRs based on the network size so as to make the MRR algorithm more effective.
In the third group of simulations, the impact of σ on network lifetime is investigated. We only vary σ from 0.65 to 0.95 with a step of 0.05 since when σ is small, the algorithm is too insensitive to work. The network size varies from 150 to 1000. The results are presented in Fig.12 . We can see that the relationship between network lifetime and σ is agnostic. However, we still have the following conclusions. Large σ may raise the sensitiveness of the MRR algorithm, and many nodes will be detected as overloaded nodes. For the positive side, this can make many nodes to be replaced to work and prolong network lifetime, as shown by the network with 1000 nodes. For the negative side, detecting too many overloaded nodes will cause the MR algorithm to be busy with replacing the most serious nodes on time, so that the network lifetime will be shortened. For small σ, the MR algorithm can always replace the most serious overloaded nodes. However, small σ will also reduce the sensitiveness of the algorithm. According to the analysis above, for a given network, the proper value of σ is hard to be determined. In our further work, a dynamic σ determination algorithm will be proposed.
The fourth group of simulations compare the three algorithms, LMW, MRR and LMW without rechargeable nodes (LMW-Non). 5 representative results are presented in Fig.13 . It shows that MRR performs the best in most cases. The network lifetime achieved by MRR is 31% longer than that achieved by LMW on average. However, in some cases, i.e., Network 4, LMW performs better than MRR because of the reasonable locations of the rechargeable nodes. Moreover, if the locations of the rechargeable nodes are not proper, LMW performs as poor as LMW-Non, such as Network 2 and Network 3, and the network lifetime obtained by MRR is 90% longer than that of LMW-Non on average.
F. Discussion
Based on the above results, the centralized algorithm can achieve longer network lifetime compared with two distributed algorithms. However, it is not suitable for large-scale networks since its computation complexity and communication cost increase sharply with the growth of network size. Different from the centralized algorithm, LMW and the improved LMW algorithm are very efficient to deal with the EH-CDS problem in large-scale networks. Theoretically, these two distributed algorithms share the same ratio bound, however, LMW always achieves longer network lifetime as shown by the results in Section VIII.D, since it considers more information during discovering CDSs. On the other hand, the improved LMW algorithm saves more communication cost for solving the EH-CDS problem since its communication complexity is O(1) rather than O(D) based on the analysis in Section VI.C. Therefore, all these three algorithms are suitable for different situations and the users can choose anyone of them according to their applications.
IX. CONCLUSION
WSNs expect efficient energy usage to prolong network lifetime. In this paper, we first formulate the EH-CDS problem and prove it is an NP-Complete problem. Then we propose three algorithms for EHNs. The centralized algorithm achieves longer network lifetime than the distributed algorithms. However, the distributed LMW algorithm is more practical and can also achieve long network lifetime. To decrease the communication complexity of the LMW algorithm, we propose an improved LMW algorithm. Furthermore, we formulate an improved version of the EH-CDS problem, named as the EH-CDS-M problem, where the rechargeable nodes can be mobile and can replace non-rechargeable nodes to work. The MRR algorithm is proposed to solve the EH-CDS-M problem. We also prove the correctness of our algorithms and analyze their approximation ratios and complexities. We evaluate our proposed algorithms through extensive simulations. The results show that our algorithms can achieve longer network lifetime than the other existing algorithms.
