The current paper reports an empirical study on the use of a composite model for developing a statistical model to predict the value of imports of the crude material in Malaysia. It is a combination of both regression and autocorrelation integrated moving average (ARIMA) models to produce a better forecast. The study reported in this paper mainly aimed at comparing the two composite models: the first model (Without Regression Processing) and the second model (With Regression Processing). The initialization set of the data has 91 data points, starting from first quarter 1991 to third quarter 2013. The general steps followed in comparing the two models were test significance of parameters and the minimum value of the statistical measure of forecast error (Thiel Coefficient) of its forecasting power. The results showed the composite model (With Regression Processing) had better significant and a lower percentage of U-statistics. This implies that the model had a substantially better fit.
Introduction
As stated in [1] , the composite model refers to a combination of forecasts from regression and ARIMA models. The advantage of the composite model is that its, in most cases, outperforms any of the individual forecasts. The (MARMA) model composite model (combining-Regression and ARIMA models) has been well documented in previous research (Pindyck and Rubinfeld) [2] , which is explained as follows: Suppose we would like to forecast the variable by would include those independent variable which can explain movement in . Suppose general regression model with P independent variable as follows:
Y t = β 0 + β 1 X 1 + β 2 X 2 + ⋯ . . +β p X p + ε t (1) This equation has an additive error term that accounts for unexplained variance in y t , that is, it accounts for that part of the variance of y t which is not explained by x 1 , x 2 , . . , x p . The equation (1) can be estimated using a regression analysis as one source of forecast error would came from the additive noise term whose future values cannot be predicted. One effective application of the time series analysis is to construct an ARIMA model for the residual series ε t of this regression. We would then substitute the ARIMA model for the implicit error term in the original regression equation. We would also be able to make a forecast of the error term ε t using the ARIMA model. The ARIMA model provides some information about what future values of ε t are likely to be; i.e., it helps to "explain" the unexplained variance in the regression equation. The combined regression-time series model is:
Where: Y t is the dependent variable, 1 , 2 , … . . , are independent variables, β 0 , β 1 β 2 , … … . β p. are Regression parameters,∅, θ are parameters ,and η t is Error random variable. The above-mentioned model is more effective in terms of providing better forecast than the regression equation alone or the time series model when they are used alone. This is because such model combines the explanation of both the structural part of the variance of Y t which can be explained structurally and the time series of that part of the variance of Y t which cannot be explained structurally. Such combined use of regression analysis and time series models of the error term is an approach to forecasting, which in some cases, can provide the best of both worlds. Therefore, the composite model consists of two steps: regression model and ARIMA models.
Regression Model
Linear regression is defined as an approach to modeling the relationship between two or more independent variables (X) and a single dependent variable (Y). In the case of one explanatory variable, the model is called a simple regression model. However, in the case of more than one explanatory variable, it is called multiple regression models. On practice, the most commonly used model is the more general multiple regression model which has multiple explanatory variables. Nevertheless, OLS estimation of regression weights in the multiple regression are influenced by the emergence of outliers, non-normality, heteroscedasticity and multicollinearity. The model of multiple linear regression can be represented as:
Where: is department variable (the value of imports) at period t, 0 is constant variable, 1 is coefficient of first control variable 1 , is coefficient of control variables , is the random error, and 1 , 2 , … . . , are called predictor variables or independent variables at period t [3-6].
ARIMA model
This model is referred to as an autoregressive integrated moving average (ARIMA) model. It is explained in depth in Box-Jenkins [7] and O'Donovan [8] . In brief, this technique is a univariate approach which is constructed on the premise that knowledge of past values of a time series is enough for making forecasts of the variable in question. Box and Jenkins [7] described four steps for the approach: identifying the model, estimating the parameter, checking the diagnostic and forecasting. The model-identifying step includes comparing the estimated autocorrelation and partial autocorrelation functions of known ARIMA processes. Given a class of ARIMA models from the second step, it is important to estimate their parameter values from the historical series using nonlinear least squares. The third step, diagnostic checks, is used for the purpose of determining any possible inadequacies in the model, and the process is repeated in case there are any is inadequacies. The last step, once arriving at an adequate model, is concerned with generating "optimal" forecasts by recursive calculation [9] .The ARIMA process consists of three processes: is the number of autoregressive (AR) terms, is the number of difference taken and is the number of moving average ( )terms [10] . Seasonal and non-seasonal ARIMA models: The general non-seasonal model is known as ARIMA (p,d,q) while the general seasonal model is known as ARIMA (p,d,q) (P,D,Q). Whereas, (p,d,q) represents the non-seasonal part of the model, and (P,D,Q)s represents the seasonal part of the model, when s indicates the number of periods per season. In this model, the use of the seasonal differencing of appropriate order [11] is used to remove non-stationary from the series. Thus, a first order seasonal difference refers to the difference between an observation and the corresponding observation from the previous year. the model is given by [12] .
Where: is constant term, ∅ is ℎ autoregressive parameter, is ℎ is moving average parameter, and is error term at time t Seasonal ARIMA (P,D,Q) parameters are also identified for specific time series data. Such parameters are seasonal autoregressive (P), seasonal differencing (D) and seasonal moving average (Q). The general expression of the seasonal ARIMA model (p,d,q)(P,D,Q) is given by:
Where: is no. of periods in season, ∅ is non-seasonal autoregressive parameter, is non-seasonal moving average parameter, and is seasonal moving average. It should be noted that how the coefficients get mixed up with both the covariates and the error term.
Literature Review
The composite model (Combining-Regression and ARIMA) is useful in many areas such as economics and business forecasting. This method was based on higher-order (Pindyck and Rubinfeld) [2] . It was found that the "exact" method was computationally for more efficient. Therefore, the "exact" method can be applied to processing a high degree of autocorrelation in residuals, which appear to have a high degree of autocorrelation. Furthermore, the authors in this book use the composite model (Without Regression Processing), and they considered that the autocorrelation problem would be solved by the composite model. Later studies followed the same method as they used the composite model (Without (Regression Processing). They also believed that the composite model would process or solve the problems of the model and increase its accuracy. In this study, we used two methods and compared them in terms of their accuracy in forecasting. The first method is the composite model (Without Regression Processing) which is the same method used in previous studies. The second method is the composite model (With Regression Processing), which had not been used in previous research. The study by (Shamsudin et al.) [1] developed the composite model by combining the econometric and univariate models. The composite model was developed based on RMSE, RMSPE, and (U-Theil) criteria. The results indicated that the composite model produces more efficient forecast than the econometric and univariate models. Moreover, (Khin et al.) [13] provided the MARMA to forecast the short-run of natural rubber (NR) prices in the world market. The results showed that MARMA'S ex-post forecast was more efficient than other models in terms of its statistical criteria of RMSE, RMPSE, and (Ustatistic). The econometric models developed by (Aye and Shamsudin) [14] for studying the Malaysia market included the composite model (MARMA). The models were developed based on the data available from January 1990 to December [15] Presented a number of several models used for the purpose of forecasting a short term ex-ante spot palm oil price in the future prices of the Malaysia palm oil market from July 2011 to December 2011. These models are the vector error correction method (VECM), the equation econometric model composite model, and the ARIMA models. The monthly data from January 1980 to June 2011 were being used to estimate such forecast. The models were compared in terms of their accuracy based on RMSE, MAE, RMRE and (U-Theil) criteria. The results showed that MARMA model (composite Model) scored a higher level of accuracy than other models. Milad [16] made an attempt to develop a statistical model for forecasting the value of imports in Malaysia. The researcher proposed this by using regression, time series, and composite model (combining regression and time series) methods. The data used for the analysis covered the period from 1990 to 2013. The study focused only on six variables: the exchange rate, average tariff tax, average sales tax, producer price index, value of exports and the value of imports in the previous time period. The study is valuable since it assists the Malaysian government in drawing policies for imports in general, and in particular, those imports of machinery and transport equipment and crude materials as the proportions spent on total imports of machinery and transport equipment as well as crude materials were 56% and 3% of the total value of imports in Malaysia during the study period.
Models evaluation
In this paper, we compare the different models, the general steps followed in conducting a comparison among the models in the present study were test significance of parameters and measures for forecasting error.
Theil's inequality coefficients (U-statistic)
The idea of the Theil's inequality coefficients is to facilitate comparison between different variables is defined as follows [17] :
Where: = actual values, ̂= forecast values, = −̂, and n = number of forecasts. The scaling of U is such that it will always lie between 0 and 1. If U=0, =̂ for all forecasts and there is a perfect fit, if U=1 the predictive performance is as bad as it possibly could be significance of parameters, and measures for forecasting error.
4.
Results and Discussion
Regression Model
The estimated equations of the Malaysia imports of (CM) are as follows: Regression Model (Without Regression Processing) is: These models were developed by [6] .
4.2.
ARIMA model
The random error variable ε t in the regression model is expressed as the unexplained part by the independent variables, and the regression equation can be estimated by the regression analysis. However, one source of error is the random error variable which cannot be predicted by the independent variables in the regression model. Therefore, it can be used as time series analyzed in building ARIMA model to the random error variable in the regression model, .Residuals, of the regression model were analyzed using the ARIMA models for the random error variable. After that we followed the Box-Jenkins procedure of identification, estimation and, diagnostic checking. The analysis was divided into two models: The first model: Residuals, in the regression model (Without Processing). Hence, the best model is (0,0,1)(1,1,1 The second model: Residuals, in the regression model with processing. Hence, the best model is (0,0,1)(0,1,1)4 , and we used it in forecasting as follows: The diagnostic checks for two models indicate that none of the ACF and PACF of the residuals are non-significant, which means that the proposed models are suitable for the nature of the data. In addition, the Ljung-Box test showed that they are not sig., which implies that the means errors are random and uncorrelated. (12) and (13) . According to these composite models equations, there are relations among between the dependent variable t ŷ (Malaysia 'imports of CM and the independent variables, and that the error term which was partially "explained" by a time-series model was also estimated simultaneously. It was also significant that the models included the correct parameters. Thus, in the composite models equations 97% and 91%, respectively of the variation in the quarterly Malaysia 'imports of CM were explained by the explanatory variables and the AR and MA parameters were explained too.
5.
Comparison among the models
The general steps followed in comparing among the models in the present study were test significance of parameters and using the statistical measures of the forecast error.
Step1. Step2: Comparing between the models by using the U-thel. Table Table ) provides the measures the U-thel is based on the ex-post period. In fact, the composite model (With Regression Processing) had the lowest percentage of U-statistics. This means that the model had a substantially better fit, and we would use it uses it in forecasting, which is expressed as follows: 
Conclusion
The major aim of the present study was to compare the two composite models: the first model (Without Regression Processing) and the second model (With Regression Processing). The results obtained from such comparison showed that the composite model (With Regression Processing) performed better than the other method as it resulted in producing in the sample and out of sample forecasting errors. But this is not the end as further research needs to be conducted for the purpose of handling seasonality in a better way and to finding out the more relevant variables that are useful for forecasting Malaysia's imports of crude material. It should be also updated from time to time with an incorporation of the current data.
