Abstract. The Maximum entropy (ME) approach has been extensively used for various natural language processing tasks, such as language modeling, part-of-speech tagging, text segmentation and text classification. Previous work in text classification has been done using maximum entropy modeling with binary-valued features or counts of feature words. In this work, we present a method to apply Maximum Entropy modeling for text classification in a different way it has been used so far, using weights for both to select the features of the model and to emphasize the importance of each one of them in the classification task. Using the X square test to assess the contribution of each candidate feature from the obtained X square values we rank the features and the most prevalent of them, those which are ranked with the higher X square scores, they are used as the selected features of the model. Instead of using Maximum Entropy modeling in the classical way, we use the X square values to weight the features of the model and give thus a different importance to each one of them. The method has been evaluated on Reuters-21578 dataset for test classification tasks, giving very promising results and performing comparable to some of the "state of the art" systems in the classification field.
Introduction
With the volume of electronic digital documents increasing rapidly today, there is a significant interest in developing tools and techniques that help people to better organize and manage these resources. Human categorization is very time-consuming and costly and thus its applicability is limited especially for very large document collections. Consequently, text classification techniques have increased in importance and economic value for digital world as they develop key technologies for classifying new electronic documents, finding interesting information on web and guiding a user's search through hypertext. In early approaches to text classification a document representation model was employed, usually in a term-based vector in some high dimensional Euclidean space where each dimension corresponds to a term, with some classification algorithm, trained in a supervised learning manner. Up to now, a great many of text categorization and classifying techniques have been proposed to the literature, including Bayesian techniques [1] , [2] , [3] , k-nearest neighbors (kNN) classification methods [4] , [5] , [6] , the so-called Rocchio algorithm from information retrieval [7] , [8] , artificial neural networks (ANN) techniques [9] , [10] , [11] , [12] , support vector machines (SVM) learning method [13] , [14] , [15] , hidden Markov models (HMM) [19] , [20] , and decision tree (DT) classification methods [17] , [18] , [9] , [1] . In most of these methods, the aim is to estimate the parameters of the joint distribution between the object X being classified and a class category C and assign the object to that category with the greater probability. Unfortunately, in most real-world applications the joint distribution is usually unavailable due to the complexity of the problem. In general it cannot be computed efficiently since it would involve calculations over all possible combinations of X, C, a potentially infinite set. Instead, using the Bayes formula the problem can be decomposed to the estimation of two components P(X|C) and P(C), known as the conditional class distribution and prior distribution, respectively.
Maximum Entropy (ME) modeling is a general and intuitive way for estimating a probability from data and it has been successfully applied in various natural language processing tasks such as language modeling, part-of-speech tagging and text segmentation [23] , [24] , [25] , [26] , [28] , [29] . The principle underlying ME is that the estimated conditional probability should be as uniform as possible, that is, have the maximum entropy. The main advantage of ME modeling for the classification task is that offers a framework for specifying any arbitrary relevant information we believe it might contribute to the classification task. This relevant information is expressed in the form of feature functions, the mathematical expectations (constraints) of which are estimated upon labeled training data and characterize the classspecific expectations for the distribution. The principle of ME is clear: among all the allowed probability distributions which conform to the constraints of the training data chose the one with the maximum entropy, that is, the most uniform. It can be proved that there is a unique solution for this problem. The uniformity of the found solution, known as the "lack of smoothing", may be undesirable to some cases, for example, if we have a feature that always predict a certain class, then this feature may get an excessively high weight. Another shortcoming of the ME modeling is that the algorithm which is used to find the solution can be computationally expensive due to complexity of the problem.
In this work, we try to eliminate the above undesirable situations. As it is well known, X square statistic has been widely used in natural language processing tasks. The X square test for independence can be applied to problems where the data is divided into mutual exclusive categories and has the advantage, unlike the other tests that it does not assume normally distributed probabilities. The essence of the test is to assess the assumption about the independence of a data object with a category comparing the observed frequency of that object with the category and the expected frequency for independence. If the difference between the observed and expected frequency is large, then we can reject the assumption about independence (null hypothesis). In our case, if we think every word term w in a document d as a candidate feature we can use the X square statistic to test the independence of this word with each one of the class categories c, simply by counting the observed frequencies of the word in each class category in the training set. The resulting value of the test is then used to select the most representative features for the maximum entropy model as well as to weight the features giving different importance in the classification task in each one of them.
In what it follows we present, in section 2 the application of the X square test in our data for feature selection and the weighting scheme, in section 3 the maximum entropy modeling and the improved iterative scaling (IIS) algorithm, in section 4 we discuss the way of using maximum entropy modeling for text classification, in section 5 experimental results are given and finally in section 6 we conclude with a discussion about our method and the similar works.
X Square Test for Feature Selection
Among the most challenging tasks in the classification process, we can distinguish the selection of suitable features to represent the instances of a particular class. Additively, selection of the best candidate features can be a real disadvantage for the selection algorithm, in both means of effort and time consumption [22] . As we have mentioned above, each document is represented as a vector of words, as is typically done in information retrieval. Although in most text retrieval applications, the entries in the vector are weighted to reflect the importance of the term in retrieval, in text classification simpler binary feature values (i.e., a term either occurs or does not occur in a document) are often used instead. Usually, text collections contain millions of unique terms and for reasons of computational efficiency and efficacy, feature selection is an essential step when applying machine learning methods to text categorization. In this work, the X square test is used to reduce the dimensionality of data and for the weighting purposes of the maximum entropy modeling.
In 1900, Karl Pearson developed a statistic that compares all the observed and expected numbers when the possible outcomes are divided into mutually exclusive categories. The form in eq.1 gives the chi-square statistic:
Where the Greek letter Σ stands for summation and is calculated over the categories of possible outcomes.
The observed and expected values can be explained in the context of hypothesis testing. If we have data that are divided into mutual exclusive categories and form a null hypothesis about that data, then the expected value is the value of each category if the null hypothesis is true. The observed value is the value for each category that we observe from the sample data.
The chi-square test is a remarkably versatile way of gauging the significance of how closely the data agree with the detailed implications of a null hypothesis.
To clarify things let us see an example with real data from Reuters-21578 dataset and specifically tailored for the classification task. Suppose we have two distinct class categories c1='Acq' and c2≠'Acq' from the Reuters-21578 'ModApte' split training dataset and we are interested in assessing the independence of the word 'usa' with the class categories c1 and c2. From this training dataset we removed all numbers and the words of a stopword list. Counting the frequencies of the word 'usa' in the training dataset we find that the word 'usa' appears with class Acq (c1='Acq') 1,238 times, with the other classes, that is not the class 'Acq' (c2≠'Acq') 4,464 times. In the class 'Acq' there is a total of 125,907 word terms while in the other classes a total of 664,241. This is equivalent to a total of N=790,148 word terms overall in the Reuters-21578 training dataset. It would be useful to use the contingency table 1 in which the data are classified. Moreover, using maximum likelihood estimates we can compute the probabilities of class 'Acq' and the word 'usa' as follows. P(c1='Acq') = 125,907/790,148=0.1593 P(w='usa') = 5,702/790,148=0.0072
The assumption about the independence (null hypothesis) is that occurrences of the word 'usa' and the class label 'Acq' are independent. We compute now the probability of the null hypothesis.
Then we calculate the X 2 value using eq. 1. Looking up the X 2 distribution from tables or by using appropriate statistical software, we find a critical value for a significance level a (usually a=0.05) and for one degree of freedom (the statistic has one degree of freedom for a 2x2 contingency table). If the calculated value is greater than the critical value we can reject the null hypothesis that the word 'usa' and the class label 'Acq' occur independently. So, for a large calculated X 2 value we have a strong evidence for the pair ('usa', 'Acq'). The word 'usa' is then a good feature for the classification in the category 'Acq'.
To make simpler the things, we are only interested in large calculated X 2 values and not to reject the null hypothesis. Our aim is to select the most representative features among the large number of candidates and perform classification in a lower dimensionality space.
We give now a simpler form that we use in this paper for the calculation of X 2 values. For a contingency 2-by-2 table, the X square values can be calculated by the following form: (2) Where a ij are the entries of the contingency 2-by-2 table A and N the total sum of these entries.
Maximum Entropy Approach

Maximum Entropy Modeling
Entropy has its original back in the dates of Shannon [27] when it was originally used to estimate how much of the data can be compressed before they are transmitted over a communication channel. The entropy H itself measures the average uncertainty of a single random variable X:
Where, p(x) is the probability mass function of the random variable X. The eq. 4 tells us the average bits we need to transfer all the information in X.
In its use in the communication theory to save the bandwidth of a communication channel, we prefer a model of X with less entropy so that we can use smaller bits to interpret the uncertainty (information) inside X. However, in its use in natural language processing tasks, we want to find a model to maximize the entropy. This sounds as though we are violating the basic principle in entropy. Actually, the main reason to do so is to preserve as less bias as possible when the certainty cannot be identified from the empirical evidence.
Many problems in natural language processing can be re-formulated as statistical classification problems. Specifically, in text classification we think the text classification task to be a random process Y which takes as input a document d and produces as output a class label c. The output of the random Y may be affected by some contextual information X, whose domain is all the possible textual information contained in the document d. Our aim is to specify a model p(y|x) which denotes the probability that the model assigns to y∈Y when the contextual information is x∈X.
At the first step, we observe the behavior of the random process in a training sample set collecting a large number of samples (x 1 , y 1 ), (x 2 , y 2 )…(x N , y N ). We can summarize the training sample defining a joint empirical distribution over x and y from these samples:
One way to represent contextual evidence is to encode useful facts as features and to impose constraints on values of those feature expectations. This is done by the following way. We introduce the indicator function We can acknowledge the importance of this statistic by requiring that the expected value, the model assigns to the corresponding feature function is in accordance with the empirical expectation of eq. 7.
where is the empirical distribution of x in the training sample.
) ( x p
We call the requirement eq. 8 a constraint equation or simply a constraint.
When constraints are estimated in this fashion, there are many conditional probability models which can satisfy the constraints. Among all these models there is always a unique distribution that has the maximum entropy and it can be shown [] that the distribution has an exponential form:
where Z(x) a normalizing factor to ensure a probability distriution given by
where λ i a parameter associated with the constraint f i to be estimated.
The solution to maximum entropy model in the form of eq. 9 is also the solution to a dual maximum likelihood problem for models of the same exponential form. It is guaranteed that the likelihood surface is convex, having a single global maximum and no local maxima and there is an algorithm that finds the solution performing hillclimbing in likelihood space.
Improved Iterative Scaling
We describe now a basic outline of the improved iterative scaling (IIS) algorithm, a hillclimbing algorithm for estimating the parameters λ i of the maximum entropy model, specially adjusted for text classification. The notation of this section follows that of Nigam et al. [31] ) , ( exp log
The algorithm is applicable whenever the feature functions f i (d,c(d) ) are non-negative. To find the global maximum of the likelihood surface, the algorithm must start from an initial exponential distribution of the correct form that is to guess a starting point and then perform hillclimbing in likelihood space. So, we start from an initial value for the parameters λ i , say λ i =0 for i=1:K (where K the total number of features) and in each step we improve by setting them equal to λ i +δi, where δi the increment quantity. It can be shown that at each step we can find the best δi by solving the equation: 
where p λ (c|d) is the distribution of the exponential model of eq. 9.
If this is not true, then eq. 12 can be solved with a numeric root-finding procedure, such as Newton's method.
However in the last case, we can still solve eq. 12 in closed form by adding an extra feature to provide f # (d,c) to be constant for all d, c in the following way: we define M as the greatest possible feature sum:
, ( max (13) and add an extra feature, that is defined as follows: (14) Now we have all the pieces to summarize the improved iterative scaling algorithm (IIS)
Begin
Add an extra feature f K+1 following eq. 14,15
Repeat
•Calculate the expected class labels p λ (c|d) for each document with the current parameters using eq.9
•calculate δ i from eq. 13
Until convergence
Output: Optimal parameters λ i optimal model p λ
End
Maximum Entropy Modeling for Text Classification
The basic shortcoming of the IIS algorithm is that may be computationally expensive due to complexity of the classification problem. Moreover, the uniformity of the found solution (lack of smoothing) can also cause problems. For example, if we have a feature that always predict a certain class, then this feature may get an excessively high weight. Our innovation in this work is to use the X square test to rank all the candidate feature words, that is, all the word terms that appear in the training set and then select the most high ranked of them for using in the maximum entropy model. If we decide to select the K most high ranked word terms w 1 
where xsquare(i) denotes the X square score of the word w i obtained during the feature selection phase. This way of instantiating features has two advantages: first it gives a weight to each feature and second it creates a separate list of features for each class label. These features are activated only with the presence of the particular class label and are strong indicators of it. Of course some features participate to more than one lists, that is, are common to more than one classes. These lists of features are used from the resulting binary text classifier (the optimal model of the IIS algorithm) to calculate the expected class labels probabilities for a document d, eq 9, and then to assign the document d to the class with the higher probability.
Experimental Results
We evaluated our method using the "ModApte" split of the Reuters-21578 dataset compiled by David Lewis. The "ModApte" split leads to a corpus of 9,603 training documents and 3,299 test documents. Of the 135 potential topic categories we choose to evaluate only over 10 categories for which there is enough number of training and test document examples. Because we want to built a binary classifier we split the documents into 2 groups: 'Yes' group, the document belongs to the category and 'No' group, the document do not belong to the category. The 10 categories with the number of documents for the training and test phase are shown in table 1. In the training phase we parsed all 9,603 documents. We did not stem the words, simply we removed all numbers and the words from a stopword list. After this preprocessing phase we ended up with 32,412 discrete terms of a total of 790,148 word terms. The same preprocessing phase was followed in the test phase.
We applied the X square test on the corpus of those features as exactly is described in the section 3 and then we selected for the maximum entropy model the most 2,000 higher ranked word terms for each category. Table 3 presents for each category the 10 top ranked word terms by the X square test The 2000 higher ranked word terms from each category are then used to instantiate the features of the maximum entropy model (WMEM) as exactly it was described in section 4. Using a number of 200 iterations in the training phase of classifier, the IIS algorithms outputs the optimal λi's, that is the optimal model p λ (c|d). We call this method weighted maximum entropy modeling, to emphasize the event that we use selected features and give to them a weight. To evaluate the classification performance of the binary classifiers we use the so-called precision/recall breakeven point, which is the standard measure of performance in text classification and it is defined as the value for which precision and recall are equal. Precision is the proportion of items placed in the category that are really in the category, and Recall is the proportion of items in the category that are actually placed in the category. Table 3 summarizes the breakeven point performance for 5 different learning algorithms explored by Dumais et al. [32] for the 10 most frequent categories as well as the overall score for all 118 categories. The results in table 5 show that our method performs well the larger categories. It performs better than the other classifiers in the 'money-fx' category and outperforms most of the other classifiers in some of the largest in testing size categories like 'earn', 'acq' and 'grain'.
Discussion and Similar Work
To our knowledge at least three other works have used maximum entropy for text classification: The work of Ratnaparkhi, a very preliminary experiment that uses binary features. The work of Mikheev [33] examined the performance of maximum entropy modeling and feature selection for text classification on the RAPRA corpus, a corpus of technical abstracts. Again in this work binary features were used. Nigam et al. [31] used counts of occurrences instead of binary features and the showed that maximum entropy is competitive with and sometimes better than naïve Bayes classifier. In this work, we extended these previous works both, using a feature selection strategy and assigning weights to the features with the X square test. The results of the evaluation are very promising. However, it is needed, to further continue the experiments at least to two directions: first, to perform experiments changing the number of the selected features or the selection strategy, as well as, the number of the iterations in the training phase and second, to perform additional experiments using alternative datasets such as, the WebKB dataset, the Newsgroups dataset etc., in order to have a better idea about the performance of the method. These remain for a future work.
