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I. INTRODUCTION 
LET C be a smooth complex curve of genus y > 1. Fix a line bundle 5 of even degree on C. 
The moduli space !J.N$ is the space of isomorphism classes of rank 2 semi-stable vector 
bundles V (modulo s-equivalence) over C, such that det V = 5. The space !JJIf is defined 
similarly with 5 replaced by an odd degree line bundle. These spaces can be given the 
structure of projective algebraic varieties of dimension 3g - 3. 9JIF is smooth while W,” is 
singular, except for g = 2 (cf. [20], [18]). 
The Picard groups of !J_Ri and 911~ are freely generated over Z by one ample generator 
(cf. [ 131). Denote this ample line bundle by Lo for ‘9X0 and by L, for !JJI,. Recently, there has 
been much interest in calculating the dimensions of H”(YJ~, L:) and H0(911)31,C, Li) in 
connection wth the formulas given for them by E. Verlinde (cf. [25]). Our purpose is to give 
a rigorous proof of these formulas in the framework of algebraic geometry, by studying the 
geometry of the moduli space. In the present paper we give a proof of formula (1.1) below. 
The proof of (1.2) will be given in a joint paper with A. Bertram [8]. 
THEOREM 1.1. 
2kfl 
dimH0(91331f, Lf) = 1 ( - l)j+’ 
j=l 
k+l k+2 
i i 
g-1 
dimH”(9JIg, Lz) = C . 
j=l 2sin2J7( 
k+2 
(1.1) 
(1.2) 
These formulas arose in works on Conformal Field Theory (cf. [25]). Heuristically, the 
Ward identities for the theory with Kac-Moody symmetry give rise to an infinite set of 
equations for the correlation functions on the Riemann surface. The solutions to these 
equations can be interpreted on the one hand as coinvariants of an infinite dimensional Lie 
algebra in a certain module, on the other hand as sections of a determinant line bundle on 
a certain space. For the case when the Kac-Moody group is a(,) this space is the moduli 
space of vector bundles of rank n and fixed determinant of degree 0 on the surface (cf. [6], 
[14], [22] for more rigorous treatments). 
tResearch was partially supported by NSF grant DMS-89-07995. 
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In [24] E. Verlinde gives a method for calculating the dimension of the space of 
correlation functions by effectively degenerating the surface to a singular one. His celeb- 
rated result on the diagonalization of the fusion algebra then gives a compact formula for 
these dimensions. In particular, formula (1.2) can be found in [25]. 
Another connection with quantum physics was described by Witten in [26]. There the 
moduli space appears as the reduced phase space of the ChernSimons theory on [w x C and 
H’(!IR$, Lk,) is the Hilbert space of the theory with coupling constant k. This approach was 
further developed in [4]. 
According to Atiyah [l], to pass to the odd determinant moduli space we need to study 
the correlation functions with one field inserted. For the rank 2 case this imposes the 
condition that the level be even, and for the theory at level 2k this is the field with spin k. 
Then using Verlinde’s calculus, it is easy to arrive at (1.1) (see [lo], [21]). 
There are analogous conjectures for the Hilbert polynomialt of the moduli space of 
G-bundles on a curve, where G is a semi-simple algebraic group. The case of G = @* is 
classical: it is the number of theta functions on the Jacobian of a genus g curve, and the 
answer is kg. The explicit formulas given by Kac in [ 16, Ch. 131 provide what is in effect the 
solution of the problem for g = 1, when G is simple and simply connected, and the bundles 
over the curve are topologically trivial. The results of [S] are also in accord with the 
conjectures for the case G = GL(n) and G = SL(n) for k = 1. In a recent work Tu [23] 
calculated the Hilbert polynomials for these groups for elliptic curves when k and the degree 
of the bundles are arbitrary. The case of rank 2 fixed determinant bundles was studied by 
Bertram [7]. Also, in a recent work of Chang [11] a quite different approach is taken 
towards proving Verlinde’s formulas. 
Verlinde’s formulas were carefully studied in connection with the problem of describing 
the cohomology ring of ‘9.R: (see [21], [27]). In particular, Thaddeus [21] showed how to 
deduce from (1.1) the conjecture of Newstead about the Pontryagin classes of the moduli 
space. Recently, Zagier [27] was able to use this approach to prove (1.1). 
Our method is based on a theorem of Desale and Ramanan [12] and an application of 
the AtiyahhBott fixed point formula. In $2, we derive from (1.1) a generating series for 
H’(!IJIf, L:). In 53 we quote the result of Desale and Ramanan, which gives an explicit 
embedding of %Rf into a Grassmannian when C is hyperelliptic. Then we formulate 
a general principle that allows one to calculate the Euler characteristic of vector bundles 
over varieties in certain cases. This involves embedding the variety into a homogeneous 
space, “lifting” the calculation to the ambient space using a resolution of the structure sheaf 
of the variety and then using the AtiyahhBott fixed point formula. In $4 we apply this 
method to the case at hand and complete the calculation. In $5 we give the proof of some 
technical results. 
Let us note that the above mentioned model was used by Y. Laszlo [17] to prove the 
formula for the case k = 1. 
2. DIFFERENT FORMS OF THE FORMULA 
It follows from Lemma 5.2 and the RiemannRoch theorem that dimH”(%JI~, L:) is 
a polynomial depending only on g, the genus of the curve. To simplify our notation, unless it 
is important which curve of genus g we take, we will write !%R,, instead of ‘%Rf, where 
tin this paper by the Hilbert polynomial of a variety A4 we mean the polynomial dim H’(M, L’), where L is an 
ample line bundle over M and k is large (but see Remark 5.1). 
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h = g - 1. We will also use the term 
Remark 5.1). 
Introduce 
Zk-1 
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Hilbert polynomial for dim H’(!JXf, L,) (see 
(2.1) 
Our goal is to prove that the Hilbert polynomial of %I& equals P,,(k + 1). 
In fact, from (2.1) it is not even clear that P,(k) is polynomial in k. In this section we 
describe explicitly the coefficients of the inverse of the generating series of P,(k) in h. This 
formula turns out to be crucial for what follows. 
Consider the differential form 
2dz 
P= z2_l 0nP’. 
This form has two simple poles: one at z = 1 with residue 1, and the other at z = - 1 with 
residue - 1. Thus if we pull back p by the 2k-th power map we obtain the differential form 
p(k with poles at the 4k-th roots of unity and residues + 1 at the even and - 1 at the odd 
roots. It is given by the following formula: 
dz 4k 
pk = yZ2k _ Z-2k' 
Note that pk is symmetric with respect to the real axis and with respect to 0. 
Now suppose we have a functionf(z), with poles only at z = _t 1, and invariant under 
the substitutions z + z- ’ and z + - z. Then by applying the residue theorem to the 
differential formf(z)pk and using the symmetries at hand, we have 
Applying this argument to the function 
f(z) = ((z :z4:)2) 
we obtain the formula 
P,(k) = ( - l)h(4k)h+’ P_e; “;’ z2k :z-2k (tz _ ;-1)2)*’ 
Now using the invariance of the residue under substitutions we can obtain different 
formulas for P,(k). For example, the polynomial nature of P,(k) and some of its properties 
can be seen very well if we perform the substitution z -+ exp(i8): 
P,(k) = Res 
2kh+’ df3 
e = o sm 2ktl (sin 0) 2h. 
It is easy to check using this formula that the degree of P,(k) is 3h, which as expected 
coincides with the dimension of mrJ1,. A similar generating function was obtained by Zagier. 
There is another important substitution we can make, an implicit one: w = (z - z-1)2. 
Then 
dz dw 
- = 2(z2 - z-2)’ Z 
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thus 
*P,(k) = ( - l)h(4k)h+’ Res 
dw 1 
+$,=lJ 2(22 - Z_2)(ZZk - Z-=) Wh’ 
The factor of i appears because the substitution is of degree 2. We can rewrite the formula 
slightly, replacing z2 by z: 
1 
P,(k) = (- 
(z + z-l - 2)dw 
1)h(4k)h+1fz;(z _ z-‘)(z” _ Z-k)Wh+l 
with the relation w = z + z-l - 2. This formula allows us to construct a generating 
function for P,(k), since the residue of a regular function of w divided by wh+’ is the h-th 
coefficient of the Taylor expansion of this function. 
We can summarize what we have found as follows: 
LEMMA 2.1. Let k be a positive integer. Introduce 
m ( - l)hf’h(k) Wh 
‘cw, k, = ,zo (4k)hfl ’ 
Since P(0, k) # 0, this generating function can be inverted. Let 
Then 
F(w, k) = 5 Fh(k)Wh, such that F(w, k)P(w, k) = 1. 
h=O 
F(z+z-‘-2,k)= 
(zk - z-“)(z - z-l) 
z+z-‘-2 . 
(2.2) 
It turns out that the coefficients F,(k) are polynomials in k and can be given in closed 
form. We will not use this formula and give it here only for reference. 
PROPOSITION 2.2. 
3. THE RESULT OF DESALE AND RAMANAN AND APPLICATION OF THE FIXED POINT 
FORMULA 
Our proof is based on the following result of Desale and Ramanan, describing the space 
‘9.R:: explicitly for the case of a hyperelliptic curve. 
THEOREM 3.1 ([12]). Let C be a hyperelliptic curve of genus h + 1. By definition there is 
a two-to-one function y: C + [FD’ with distinct branching points at wl, w2, . . . mZh+,&. Then 
!JJlf can be described as the variety of planes of dimension h in C 2h+4 isotropic with respect to 
the two quadrics 
2h+4 2h+4 
izl Yi2> izl WYi2. 
In this section we explain the method of our calculation, and illustrate it by deriving 
a formula for the Euler characteristic of a line bundle over mh. In the next section we will 
apply it in a slightly more complicated setup, which will allow us to prove (1.1). 
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It follows from Lemma 5.2 (1) and (2) that to prove (l.l), it is sufficient to show that the 
Euler characteristic of L: 
x@C, L:) = Ph(k + I), 
for sOme curve C of genus g = k + 1. 
Let C be a hyperelliptic curve. Theorem 3.1 allows one to embed 9JIf into a Grassman- 
nian as a zero-section of some vector bundle. For example, consider the Grassmannian 
Grthi4 of all k-dimensional planes in U = C 2hf4. Denote by E the dual of the tautological 
k-dimensional vector bundle over Grih+4. Then quadratic forms on U are in one-to-one 
correspondence with sections of the bundle Sym’ E, where Sym stands for symmetric tensor 
product. A zero of such a section is an k-dimensional plane in U, isotropic with respect to 
the corresponding quadratic form. In particular, the model of the moduli space given by 
the theorem can be represented as a non-degenerate zero section of the bundle 
Sym* E @ Sym2 E. 
The following lemma (cf. [15, Prop. 4.3]), which lies at the heart of the Riemann-Roth 
theorem, allows one to “lift” the calculation of the Euler characteristic of a vector bundle 
from an embedded subvariety to the ambient space. 
LEMMA 3.2. Let X be a smooth algebraic variety and EM be a vector bundle over X of 
dimension n. Let 1: M 4 X be a subvariety, cut out from X as a non-degenerate zero-section 
of E,. Then for an arbitrary vector bundle L over X we have 
x(M, z* L) = x(X, L 0 3”- ,(E,$)), 
where I._ 1 stands for the i-operation in K-theory, i.e. I._ 1(V) = Cj=o( - 1)’ ~j V, for a 
vector space V; the Euler characteristic 1 is extended to K-theory by linearity. 
Now suppose, we want to calculate the Euler characteristic of the line bundle 
det E restricted from Gr,2h+4 to %Rh. We can apply the lemma, since 9JInh c Grh2h+4 is a non- 
degenerate zero-section of the bundle Sym2 E 0 Sym2 E. Thus we have? 
x(9&, det E) = X(Grh2h+4, det E @ j__i(Sym* E*)2). (3.1) 
Calculating the Euler characteristic of vector bundles over a homogeneous space can be 
done using the Atiyah-Bott Fixed Point Formula (FPF). A typical example of this is the 
proof of the Weyl character formula for representations of reductive groups [3]. We will 
need a more general version of this calculation. 
Notation. For a reductive Lie group G denote by Wo its Weyl group and by KG its 
representation ring. 
First, we recall the concept of holomorphic induction [9]. Let F = G/P be a partial flag 
variety, where G is a connected reductive group, and P = P(H) is a parabolic subgroup of 
G with canonical reductive quotient p : P(H) 4 H. Homogeneous vector bundles over F are 
parametrized by representations R E KP of the group P via the quotient E, = G xPR. 
Actually, p* : KH + KPCHj is an isomorphism and we will only consider representations of 
P(H) coming from representations of H by pull-back. 
Then the group G acts on F and on the bundle ER, and thus each of the cohomology 
groups H’(F, ER) has a natural structure of a G-module. So the formal sum 
S;(R) = 1 (- l)‘H’(F, ER) 
i=O 
tWe shall omit the I from now on 
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can be thought of as lying in KG. The passage from the representation R to Y:(R) is called 
holomorphic induction, and can be extended to an additive map .a = .a,“: KP + KG. 
Let us fix T, a common maximal torus of P and G. Denote by Tr the character maps 
KG + KT and KP -+ KT. We can think of the elements of KT as polynomial functions on T. 
Using the FPF the Tr.f(R) can be calculated as follows [3]. 
The holomorphic cotangent bundle of F is a homogeneous vector bundle on F corres- 
ponding to some representation A* of P. The character of A * turns out to be the sum of 
negative roots of G that are not negative roots of P. Denote this set of roots by A;. The 
torus T acts on F by translations with finite number of fixed points that are in one-to-one 
correspondence with the relative Weyl group Wcip = W,/W,. Even though this is not 
a group, it acts on the characters of representations of P, or more generally, on W, invariant 
expressions. After these preparations we can write down the formula: 
TrY(R)= c i~*T~,yy~*)= c w’ 
TrR 
w t MiG,? . 1 ,r> E w, ,p rId,U - 4’ 
(3.2) 
In this equation both sides are interpreted as functions on T. In particular, evaluation at 
the identity element e gives us 
x(F, ER) = Try(R) (3.3) 
Remark 3.1. (a) By additivity this formula generalizes to the case when R is not 
a representation of P, but an arbitrary element of Kp. 
(b) The evaluation of the right hand side of (3.2) can be very difficult since each term in 
the sum is singular at e. 
Now let us apply (3.3) and (3.2) to the right hand side of (3.1). Then G = GL2h+4, 
H = GL,, x GLhf4 and F = Grih+4. Let T be the group of diagonal unitary matrices with 
entries x;‘, x; ‘, . . . x,‘+,. On the right hand side of (3.1) we have the Euler characteristic 
of a virtual homogeneous vector bundle with isotropy representation R = 
(det V) 0 (I._ i(Sym’ I’*))‘, where I/is the dual of the fundamental representation of GL,,. 
(The group GL,,, acts trivially.) 
Now “all” we have to do is to apply the relative Weyl group to the ratio of 
TrR= fl 
isjsh 
and 
Tr(R_,(A*)) = n 
j > h,r < h 
add up all the (2hL “) terms and then set xi = 1. However, the formula obtained this way 
becomes increasingly complicated as h grows and is very hard to handle. 
4. INTRODUCTION OF THE ORTHOGONAL GROUP AND THE CALCULATION 
At the end of the previous section we obtained an expression for the Euler characteristic 
of a line bundle over the moduli space, but this expression turned out to be cumbersome, 
because we did not take full advantage of the symmetries that were available. Denote by 
S02h+4 the special orthogonal group associated with the standard quadratic form on 
C2hf4 Also denote by J the variety of h dimensional planes lying in the quadric 
xfL:“y? = 0. Clearly, S02,,C4 acts on J. 
We 
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LEMMA 4.1. 
(1) 
(2) 
(3) 
J is a partial flag variety for SO Zh+4 with respct to the standard parabolic subgroup 
P(GL,, x Sod). 
A quadratic form I’!=‘:” Oiyf with distinct Wi - s defines a non-degenerate section of 
the bundle Sym2 E, where E is the dual of the tautological h dimensional vector bundle 
over J. According to Theorem 3.1 the zero set of this section is YJI,, for some curve. 
L1, the generator of the Picard group of YJI,,, is isomorphic to the restriction of the 
homogeneous line bundle det E to 9X,,. 
We will give the proofs in $5. 
Now we turn to the proof of our main result. According to Lemma 3.2 and Lemma 4.1, 
have 
x(!lJI,, L:) = x(J, (det E)k 0 k1(Sym2 E*)). 
We can apply (3.3) and (3.2) again. Now G = S02h+4, H = GL, x SO4 and R = R(k) = 
(det V)k @ /E_ 1 (Sym2 V*), where Vagain stands for the dual of the fundamental representa- 
tion of GL,. 
First, we calculate Tr R(k) and TrA_ 1 (A*). Introduce h + 2 variables xi, the basic 
characters of the maximal torus of S02h+4, corresponding to the polarization 
{Yzj-1 + iY*j} Of C2h+4. In terms of these, the character of the fundamental representation 
of S02h+4 is c:T: (xi + x,7’), while the character of the fundamental representation of 
GL, is I:= 1 x; I. Then we have 
Now we have to find the negative roots of SO 2h + 4 which do not belong to GLh or S04. We 
give the table of negative roots of these groups below: 
while 
and 
. 
From the table we can read off that 
Trkl(A*) = 
What we have achieved so far is that we have reduced (1.1) to the following equality: 
Ph(k) = lim 1 w’ 
TrR(k - 1) 
(x2-t 11 wcw F Trkl(A*)’ 
(4.2) 
where W, is the relative Weyl group?. The rest of this section will be devoted to the proof 
of (4.2). 
TRemember the shift introduced in (2.1). 
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First, one immediately sees that there is a “miraculous cancellation” between the 
numerator and the denominator. After the cancellation we obtain 
TrR(k - 1) 
Tril_r(A*) =i’![f _--&)(I _(&$;$?-!&(f -?!$ (4’3) 
Applying the equality 
(d)(l-$2(x+;-(y+;)) 
to the denominator we can rewrite (4.3) as 
iFh(Xi+~y(XII_L +~jX(Ii’Z~-(X~+~+&)) 
Let us denote the numerator of this expression by N(k) and the denominator by D. 
The next step is to study the relative Weyl group W,, 
w, = wS02h+4 
WGL, x WSO, ’ 
so ) W,I = 
2h+‘(h+2)! 2h 
h!4 = 
W SO2” = Wsigns x Wperm is the semi-direct product of the group of even number of sign 
changes and the group of arbitrary permutations of n symbols. This allows one to perform 
a summation with respect to Wso,, in two steps: first, with respect to Wsigns and then with 
respect to Wperm. This property is inherited by the relative Weyl group, so 
N(k) 
c wsD= c WP’ 1 
N(k) 
wsw, VVPE WY- w; E w;igns 
WPD. 
Here W;igns has 2h elements, and it is the set of substitutions xi + x1:’ of a subset of 
{XI? x2>. . .> %+2) with euen number of elements, modulo the substitution 
(x hfl +xh;ll, Xhf2 +x,;‘Z); Kperm has (“i’) elements each representing a choice of two 
variables, which will play the role of xh+ 1 and xh+ 2. 
We perform the summation with respect to wigns first. This turns out to be very easy 
since D is invariant under W,Yigns. Also note that in our case Wzigns can be replaced by the 
group of substitutions of the form xi-+x;’ of an arbitrary subset of the variables 
{Xl, x2,. . .> xh} since N(k) and D are invariant with respect to the substitution 
Xh+l +Xi:l. The answer factors and it is very simple: 
c 
N(k) (Xi - X; ‘)(X! - Xrk) 
w, * - 
w, E rp,“S D =ivh D ’ 
Now we proceed taking the limit {Xi + 1) in the expression 
We can Set one of the variables, say xh+ 2, to 1, term by term. Since the numerator will 
vanish every time xh+2 is not among the chosen two elements, eXpreSSiOn (4.4) simply 
reduces to 
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It is not hard to recognize in the expression above our function F from (2.2). Performing the 
substitution (wi = xi + x; l - 2) we can bring our limit to this form: 
Since F(0) = 4k, Lemma 2.2 and Lemma 5.3 of the Appendix immediately imply (4.2). 
This completes the proof of (1.1). 
5. APPENDIX 
In this section we give the proofs of some technical results. C, as before stands for 
a smooth curve. 
First, let us recall Theorem 1 of [19] (see also Theorem 9.12 of 12)) 
THEOREM 5.1. 
where T‘9JIf denotes the tangent bundle of the moduli space and cl the$rsr Chern class of 
a sundae. 
LEMMA 5.2. 
(1) 1y’(YJI,C, L:) = Ofor i > 0. 
(2) dim H”(W~, L:) depends only on the genus of C. 
Proof: Theorem 5.1 shows that the canonical bundle of %Bnzf’ is “negative”. This immedi- 
ately implies (I) by the Kodaira vanishing theorem. 
(2) Immediately follows from the basic fact in algebraic geometry that the Hilbert 
polynomial is a deformation invariant. q 
Remark 5.1. In [ 121 Re~nark 5.10. it is shown that for a hyperelliptic curve the Iine 
bundle L1 is very ample. This somewhat justifies the usage of the term Hilbert polynomial 
for H*(Wf, L:). 
Proof of Lemma 4.1. The first two statements can be checked directly, using linear 
algebra. 
To prove statement (3), consider the short exact sequence on !Vl 
0-t T(Jn+ TJ-tSym2E-,0. 
Using the additivity of the first Chern class and the fact that c,(E) = c,(det E) for an 
arbitrary vector bundle E, we obtain 
cl(EJJI) = c,(TJ) - c,(Sym’E) = cl(det TJ 0 det Sym’E*f. 
The last expression is the first Chern class of the restriction of a homogeneous line bundle to 
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‘%R. Calculating the corresponding isotropy group gives 
detTJ@detSym2E* =(detE)2. 
In view of Theorem 5.1 this yields that L1 = det E. 0 
LEMMA 5.3. Let f(z) be an analytic function dejned in the neighborhood of 0, such that 
f(O) # 0, Let 
g(z) =f$)2 and g(z) = f gnzn. 
n=O 
Denote by i = (zl, z2, . . . , z,+ 1) a vector of n + 1 complex variables. Then 
n+1 
lim 2 n f czi) 
___ = (- l)“f(o)“+lgn. 
I~Oj=li~j(Zi-Zj) 
Proof: We can rewrite the limit as 
n+l n+1 
~~ n f (zj) jgl iQj f (zj)(fi - Zj)’ 
3-l 
Denote by Vm(z,, z2, . . . ) the Vandermonde determinant. Then using the (* ) for omitting 
variables we can put our sum over a common denominator as 
n+l 
n+1 
Fz ( ) jFl f (zj) 
jzl (- I)‘-’ 
,I;, 
-Vm(z,, . . ., z*j,. . ., Z,+l) 
Vm(zl,z2,..., z +~) 
Now we can pull outside the limit the product of thef (zj)-s. Notice that in the numerator we 
have the expansion of an (n + 1) x (n + 1) determinant along its last column. Thus our limit 
equals 
1 Zl n-1 z: . . . Zl &l) 
1 Z2 
n-l 
z; . . z2 dZ2) 
1. . . . . . . . . . . . . . . . . . . . . . . . . .( 
( - 1)“f (O)“+’ lim 
1 Zn+1 Z,“+, . . . z:;: s(znc1) ( 
i-o 1 z1 z: . . . zy-’ z; 
= ( - l)“f(Oy+‘g,. 0 
1 Z2 
n-1 
z: . . . z2 ZZ 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . 
1 z,+1 zf,, . . . z;;: 4+1 
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