The inaccuracy of the measurements collected by sensor nodes in a Wireless Sensor Network motivates the use of appropriate techniques for reducing this observation error. One of the most widely used method consists of projecting orthogonally the observation signal onto a subspace of interest. The in-network processing nature of these architectures suggests that such a method should be performed in a distributed manner, through successive local communications between neighbors and under a time-varying network topology. Existing approaches to this technique assume an ideal scenario, where these communications are not subject to interferences, packet losses or fading. In this work, we propose a new technique, which under unreliable communications, projects the initial observation onto a proper subspace in a totally distributed fashion. We analyze the deviation from the optimal projection due to packet losses, and compare it with the initial observation error. We also consider the additional error due to an inaccurate choice of the subspace. Simulation results are presented to show the efficiency and validity of our approach.
INTRODUCTION
Most of the existing applications based on Wireless Sensor Networks (WSNs) rely on the correctness of the data sensed in the area of interest [1] [2] [3] . Sensing inaccuracy due to node malfunctioning or noise may spoil the entire solution. A general technique to mitigate this problem consists in orthogonally projecting the signal observation onto a subspace of interest. Some existing works [4] [5] compute this projection in a distributed manner, through an iterative process guided by a weight matrix. However, the computation of this matrix, This work was supported by the Spanish MICINN Grants TEC2010-19545-C04-04 "COSIMA", CONSOLIDER-INGENIO 2010 CSD2008-00010 "COMONSENS", the European STREP Project "HYDROBIONETS" Grant no. 287613 within the FP 7 and by a Telefonica Chair.
and thus the applicability of these methods, is strongly constrained by the network connectivity and the limited computational resources of the network nodes. Although this important drawback is partially solved in the work presented in [6] , where having a strongly connected graph is the only requirement to be satisfied, none of these proposals [4] [5] [6] take into account the constraints present in a real wireless environment. In fact, these works assume perfect communications so that the resulting underlying graph is undirected and strongly connected. However, in a real scenario, the communications between network nodes are constrained by the interferences and other environmental factors. Consequently, these communications are asynchronous and asymmetric in general. This implies that the underlying instantaneous graphs do not satisfy the required convergence conditions, leading to the inapplicability of the proposed methods under realistic situations. In this work, we extend the method proposed in [6] to the case of random asymmetric graphs and, consequently, we make possible its application under real wireless constraints. The approach is based on the parallel execution of several average consensus processes. Each process obtains, with a certain error due to packet losses, the coefficient corresponding to the component of the projection in each subspace dimension. Our work analyzes the error between the final obtained projection and the initial observation, and compares it with the initial observation error. This allows us to analyze the applicability of our distributed method, such that it is worth applying it whenever the resulting projection approximates the field better than the initial observation. We present some simulations where the relation between the different errors is explained and the validity of our method is verified.
The remainder of this paper is structured as follows: the problem formulation and the motivation of our work are given in Section 2. An explanation of our distributed projection method over directed random graphs is covered in Section 3. In Section 4, the error of our process is characterized in order to decide when it is worth projecting. Finally, the conclusions are summarized in Section 5. 
PROBLEM FORMULATION
The communications between the nodes of a WSN over a wireless medium can be modeled as a time-varying graph
, where V is a constant set of N nodes and E(k) is the set of active links at time instant k. The link from node i to node j is denoted by e ij , and the probability of successful transmission from i to j is given by 0  p ij  1, being p ij = 0 if i and j are not neighbors or i = j. Given a time-varying graph G(k), we can assign an N ⇥ N adjacency matrix A(k) where an entry [A(k)] ij is equal to 1 with probability p ij . The matrix A(k) is non symmetric random and its expected value is denoted byĀ, with entries [Ā(k)] ij = p ij . Finally, the Laplacian of a graph G(k) is a matrix defined as L(k) = D(k) A(k) whose smallest eigenvalue can be shown to be equal to zero and the in-degree matrix D(k) is a diagonal matrix whose entries are
T 2 R N the vector containing the measurements of all sensors, corrupted by an observation error. Thus, the vector x can be expressed as:
where s is the vector containing the values of the field, and w is the vector containing the observation errors for all the sensors.
Let M  N be the dimension of the chosen subspace and
T a M ⇥ N matrix, whose rows form an orthonormal basis of the mentioned subspace, denoting by u j the j-th vector of the basis and by u ji its i-th component. The projection matrix P over the subspace defined by U is a N ⇥ N matrix, computed as P = U T U. The projection of x over the subspace is:
where v is the error of the projection with respect to the field, composed of two terms: the error introduced by the choice of a subspace that not exactly contains the field, and the orthogonal projection of the error over the subspace. Our problem is how to compute (1) in a decentralized fashion under random asymmetric communications, thus making our approach directly applicable to real environments. Previous works [4] [5] have addressed the distributed projection problem by means of an iterative process. Starting from the initial observation, denoted byx(0), and assuming perfect communications, the nodes are able to converge to the projection, that is,x = lim
. This holds for symmetric communications and it is not generally true for the asymmetric case. The iterative process proposed in [4] [5], is based on a weight matrix x(k + 1) = Wx(k), which determines how the information is mixed in each iteration. Necessary and sufficient conditions for this expression to converge to the projection are [4] WP = P, PW = P and ⇢(W P) < 1. However, in practice, the existence of interferences causes that, at each iteration of the process, an instantaneous sparse matrix A(k) is generated. Since this matrix determines the zero entries of the weight matrix, a different W(k) must be generated at each it-
In this case, the system evolution becomesx(k + 1) = W(k)x(k) and the convergence to the projection is ensured if each in-
The first condition requires a minimum connectivity for every node in each iteration, which is not always guaranteed. Moreover, the methods proposed in [4] and [5] are too complex to build a different matrix W(k) each iteration. Finally, since the matrix A(k) is not symmetric in general, the second condition PW(k) = P is not generally satisfied either.
PROJECTION OVER RANDOM GRAPHS
Alternatively to what is done in [4] and [5] , the work presented in [6] splits the distributed projection problem over undirected static graphs in M consensus processes, which are guided by the same weight matrix W. Therefore, the convergence to the projection is ensured as long as the conditions concerning the matrix W for average consensus [7] are satisfied. In this work, we extend the method in [6] to the case of directed random graphs. The projection of the observation x can be expressed as a linear combination of the vectors of the basis U, with the coefficients ↵ j , j = 1, ..., M:
The contribution of node i to the aforementioned projection is the component i of vector x ? , given by x i u ji . If we aggregate the estimation of every sensor for the coefficient ↵ j at time k in the vector ↵ j (k), the system evolves according to the following linear equation:
is the vector with the states corresponding to the N nodes at iteration k = 0 and W(k) is a weight matrix, common to all dimensions, that changes at each iteration. The aim of this process is to obtain the convergence of every node to ↵ j , that is, lim k!1 ↵ j (k) = ↵ j 1. At any step k of the iterative process, the instantaneous value of the estimation of the projection vector is:x
and the error at this step k is given by e(k) =x(k) x, which can be expressed as:
where diag(u) is the diagonal matrix formed by the elements of the vector u and e j (k) = ↵ j (k) ↵ j 1 is the error of the single consensus process corresponding to the dimension j at step k. Hence, the total error depends on the error of every single consensus process and the basis of the subspace. Necessary and sufficient conditions for the consensus processes to converge to the average are
First and third conditions guarantee that every node reaches a common value, while second condition guarantees that this value is the average. In this work, we assume the matrix W(k) to be given by W(k) = I ✏L(k), where I is the identity matrix and ✏ is a constant chosen from a specific interval [7] , such that the third condition is satisfied on average. Besides, this matrix structure directly satisfies W(k)1 = 1. First and third conditions are enough for ensuring the convergence to a random value [9] . However, since the second condition 1
can not be guaranteed for every iteration, the convergence value may be different from the initial average. Therefore, the error e(k) in (4) is not asymptotically zero, and reveals the distance between the correct projection x ? and the final obtained solutionx (see Fig. 1 ). 
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PROJECTION ERROR
The different errors involved in our process are shown in Fig.1 . The deviation q of the final projection with respect to the field involves two components: the error of the projection itself v, as is given in (1) , and the error e introduced by the M consensus processes. Then, it is worth projecting as long as the final error q reduces the initial observation error w:
where k · k stands for the Euclidean norm of the vector. If we apply the triangular inequality, that is, kv + ek  kvk + kek, we have that if the norm of the error kek satisfies that:
the final achieved vector is closer to the initial field than the observation, and therefore it is worth projecting despite the error introduced by the M consensus processes (realizations below the continuous line in Fig. 3 ). Moreover, as the norm of the observation error kwk increases, or the norm of the projection error kvk decreases, we can tolerate higher values of kek (see Fig. 2 ). On the other hand, if the norm of the error kek is such that:
the projection process never improves over the initial observation (realizations above the dashed line in Fig. 3 ).
Finally, if the following expression holds:
the decision depends on the the direction of the error vector e (realizations between both lines in Fig. 3 ). Since we are dealing with random graphs, the error must be studied in probabilistic terms along different realizations. The mean square error (MSE) of the consensus process for the j-th dimension is given by:
The MSE corresponding to the projection is given by:
It can be shown that expressions (8) and (9) are related as follows:
that is, the MSE of the projection process asymptotically converges to the sum of the MSE of the M consensus processes divided by the number of nodes N (see Fig. 2 ). In addition, the inequality in (5) can be converted into the weaker stochas-
Consequently, the design rule (5) can be expressed as a function of the asymptotic MSE of every single consensus process as follows:
From the expression in (10), we can easily derive the applicability rule for different types of graphs. For example, assuming an Erdős-Rényi graph with equal probabilities of connection p ij = p ji = p, 8 i, j 2 V, we have [8] :
where it is assumed that all the coefficients ↵ have the same probability distribution, with variance 2 . For a graph with different but symmetric probabilities, we have [8] :
, and N (C w ) denotes its smallest eigenvalue. Thus, for a given observation error and a specific subspace, which determine the vectors w and v, we can choose ✏, and try to tune the link activation probabilities, in such a way that the accuracy of the initial observation is improved by projecting it onto such subspace (see Fig. 2 ). 
CONCLUSIONS
In this work, we propose a new technique to project the initial observation onto a proper subspace. It is performed in a distributed fashion, and takes into account the existence of unreliable communications. We characterize the error of the projection process due to packet loses, and compare it with the initial error of the measurements, in order to find out whether the projection is worthwhile or not.
