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In this paper, we discuss the possible generalizations of the Social Influence with Recurrent Mo-
bility (SIRM) model developed in Phys. Rev. Lett. 112, 158701 (2014). Although the SIRM
model worked approximately satisfying when US election was modelled, it has its limits: it has been
developed only for two-party systems and can lead to unphysical behaviour when one of the parties
has extreme vote share close to 0 or 1. We propose here generalizations to the SIRM model by its
extension for multi-party systems that are mathematically well-posed in case of extreme vote shares,
too, by handling the noise term in a different way. In addition, we show that our method opens new
applications for the study of elections by using a new calibration procedure, and makes possible to
analyse the influence of the “free will” (creating a new party) and other local effects for different
commuting network topologies.
I. INTRODUCTION
Statistical physics models to study social systems have
been used for quite some time now, see, for example, the
review paper [1]. One of the subdomain in which statis-
tical physics models have been used is opinion dynamics
and voting behaviour. In this context, the Voter Model
(VM) introduced by [2] and named “Voter Model” in [3]
had a huge influence and many scholars have explored its
dynamics in various settings. The VM has been studied
on regular lattices [4, 5], where an exact solution exists,
or random networks [6–9], and various modifications of
it have been proposed to make it more realistic [10–15].
However, most of these works have focused on the VM
from the mathematical point of view and did not try to
compare it with actual elections data. Therefore, the
question “Is the Voter Model a Model for Voters?” still
needs to be addressed, especially in extreme cases when
the vote share is close to 0 or 1.
A first step towards answering this question has been
proposed by [16]. In this paper, the authors proposed a
modification of the VM that they called Social Influence
with Recurrent Mobility, abbreviated as SIRM. In this
model, the network underlying the VM is inferred from
the commuting pattern of voters. A commuter being an
individual living in one place and working in another. Us-
ing census data, it is possible to construct the commuting
network of the population, which is defined at the com-
munity level rather than at the individual level, assuming
that all members of a community are connected together.
In the application to the US election [16], counties were
chosen as the relevant communities and two counties are
linked by an edge if at least one individual lives in one the
counties and works in the other. The edge is weighted
by the total number of commuters. Furthermore, two pa-
rameters have been added to the standard VM. The first
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parameter, α, controls the probability that an individual
interacts where she lives or where she works. The second
parameter, D, is a noise parameter accounting for any
other factors that can influence the change of opinion,
such as free will or mass media. Using this model, it was
possible to recover some statistical features of US presi-
dential elections, such as the shape of the distribution of
vote shares around the average and the logarithmic decay
of the spatial correlations of vote shares [16].
As we will show, it turns out that the SIRM model
is not mathematically well-posed and that it can predict
unphysical behaviour of the population if one of the party
has a vote share that is either close to 0 or to 1. In the
case of the US election, the importance of this issue is
small, since the two parties considered roughly share the
votes evenly. However, if we would like to generalize the
SIRM model to an arbitrary number of parties, this issue
becomes critical to avoid number of voters to become
negative.
In this paper, we study the SIRM model and its exten-
sion from an abstract point of view. We will not apply
it to real data here, instead, we would like to point out
that the structure implied by the commuting network is
interesting in itself and extends the usual topological dis-
cussion of the dynamics of the VM. For instance, the
commuting network is a weighted directed graph with
self-loops and the influence of its topology on SIRM like
models is yet to be studied. In this paper, we restrict
ourselves to some simple commuting networks, since a
detailed study of the influence of the topology of the com-
muting network could be the subject of an entire paper.
Apart from the topology, the influence of the initial vot-
ing distribution is likely to influence the outcome of the
model. Furthermore, the electoral system can have a sig-
nificant influence on the dynamics of the model. Here, we
only consider direct elections and leave other electoral
systems, such as proportional elections [17], for a later
discussion.
More specifically, we propose here generalizations to
2the SIRM model that are mathematically well-posed and
conserve the idea behind the SIRM model. We also show
that the SIRM model can be recovered as a limit of
our model under specific assumptions. Hence, the SIRM
model turns out to be valid in the US presidential election
case. The new feature of our model lies in an improved
handling of the noise term. Furthermore, we develop
a calibration procedure required to actually apply our
model to real voting data, opening the way to applica-
tion of our model on various elections. We would like to
underline the fact that VM-like models have fairly strong
assumptions with respect to the behaviour of the voters.
Some of these assumptions are unlikely to be true, but
we nevertheless expect to be able to capture some sta-
tistical regularities in elections using this model. Such
regularities have been examplified in [17–33].
The remainder of this paper is organized as follows. In
Section II, we present general requirements for the defini-
tion of a VM-like model based on a commuting network.
In Section III, we recall the SIRM model as presented in
[16]. In Section IV, we present our generalized version of
the SIRM model and show that the SIRM model can be
recovered as a limit of our model. In Section V, we illus-
trate our model with numerical experiments on synthetic
input data. We also illustrate a possible calibration pro-
cedure to set the parameters of our model. A concluding
discussion is provided in Section VI.
II. GENERALIZED VOTER MODEL WITH
RECURRENT MOBILITY
In this section, we discuss the general form that a VM-
like model on the commuting network should have to be
mathematically well-posed. To do so, we start by specify-
ing what we understand as the commuting network and
then introduce the relevant opinion space. Finally, we
specify the dynamics that any Generalized Voter Model
with Recurrent Mobility (GVMRM) model should have.
A. Commuting network
Consider a population of N individuals divided intoM
regions, that we call municipalities. This regions usually
are electoral regions, such as counties, municipalities or
states. Let Nij be the number of commuters between
municipality i and j, that is the number of individuals
living in municipality i and working in municipality j.
The commuting network is constructed by taking the M
municipalities as nodes and the creating a weighted edges
of weight Nij between municipalities i and j. The com-
muting network is a directed weighted network with self-
loops, since there are people who live and work in the
same place. In the rest of the paper, we will refer to the
sub-population Nij as the commuting cell ij.
From the Nij quantities, one can construct the number
Ni of people living in municipality i by summing over
the second index and the number N ′j of people working
in municipality j by summing over the first index. We
therefore defined
Ni :=
∑
j
Nij and N
′
j :=
∑
i
Nij . (1)
The total population N =
∑
iNi =
∑
j N
′
j . The primed
quantities refer to the working population.
B. Opinion structure and vote shares
Let us assume that the individual can choose between
K different opinions. We denote by V kij the number of
people in commuting cell ij that have opinion k. For
consistency, we must have
K∑
k=1
V kij = Nij . (2)
The state of the model is fully defined by the quantities
V kij . For convenience, we also introduce the vote shares
vkij :=
V kij
Nij
. (3)
With this definition one can easily show that
vki =
∑
j
Nij
Ni
vkij and v
′k
j =
∑
i
Nij
N ′j
vkij (4)
are the vote shares of opinion k for the population liv-
ing in municipality i and for the population working in
municipality j.
C. Dynamics
Let us now define the transition operators Rkk
′
ij
Rkk
′
ij = P [(V
k
ij , V
k′
ij )→ (V kij − 1, V k
′
ij +1)] =
Nij
N
vkijp
k→k′
ij ,
(5)
that defines the probability that an individual changes
from opinion k to opinion k′ in the commuting cell ij.
For the left most term, the first factor is the probability
to choose an individual in the commuting cell ij; the
second factor is the probability that this individual holds
opinion k and the third factor is the probability that she
changes opinion to k′.
In general, any Voter Model variations defined on a
commuting network can be defined by rates of the form
Rkk
′
ij =
Nij
N
vkijp
k→k′
ij , (6)
where pk→ij = (p
k→1
ij , . . . , p
k→K
ij ) is the probability distri-
bution to transition from any opinion k to other opinions
in commuting cell ij.
In principle, any GVMRM model can be defined
through Eq. (6) by specifying pk→k
′
ij .
3III. THE SIRM MODEL
In this section, we reformulate the SIRM model in
terms of (transition, raising and lowering) operators as
done in [9] and recall the analysis that has been per-
formed in [16].
A. Formulation
The SIRM model has been defined for 2 opinions. Let
the 2 opinions be referred to as 0 and 1. The fundamental
quantities of the models are given by
Vij := V
1
ij and Nij − Vij := V 0ij (7)
and the corresponding vote shares
vij := v
1
ij and 1− vij := v0ij . (8)
The vote share at home and at work can be computed
through the expressions
vi =
∑
i
Nij
Ni
vij and v
′
j =
∑
i
Nij
N ′j
vij . (9)
In order to fully defined the SIRM model we need to
specify the dynamics, that is the four operators Rkk
′
ij ,
for k, k′ ∈ {0,1}. Since the operators Rkk′ij gives the
probability to change opinion from k to k′, we must have
R0,0ij = 1−R0,1ij and R1,1ij = 1−R1,0ij . (10)
Therefore, it is sufficient to only specify R0,1ij and R
1,0
ij
to fully define the model. In [16], they called Rij :=
R0,1ij the raising operator and Lij := R
1,0
ij the lowering
operator. With this notation, the SIRM model is defined
by
Rij =
Nij
N
{
(1− vij)
[
αvi + (1 − α)v′j
]
+
D
2
η+ij
}
,
Lij =
Nij
N
{
vij
[
α(1 − vi) + (1 − α)(1 − v′j)
]
+
D
2
η−ij
}
,
(11)
where η+,−ij are independent Gaussian white noises. The
parameter α controls the ratio of interaction at home and
at work and D controls the magnitude of the noise.
By the definition of the raising and lowering operators,
it is clear that for a well-posed model we need
0 ≤ Rij , Lij ≤ 1. (12)
For extreme values of vij it is obvious that (11) does
not satisfy (12). For example, if vij = 0 and η
−
ij < 0,
then Lij < 0. We can conclude that the SIRM model is
ill-posed and the issue originates in the noise term used.
Remark that if D = 0, then (11) is of the form (6) and
the model is well-posed.
B. Analysis
In this subsection, we consider the case of non-extreme
vote shares as it has been developed for the US election
case and recall the analysis performed in [16]. In this
case, the problem with the noise mentioned before can be
ignored. For clarity, we rewrite the raising and lowering
operators as functions of vij , that is
R(vij) := Rij and L(vij) := Lij . (13)
Using these operators, we can write the corresponding
balance equation or master equation
p(vij , t+ δt) = R(vij − δvij)p(vij − δvij , t)
+L(vij + δvij)p(vij + δvij , t)
+[1−R(vij)− L(vij)]p(vij , t),
(14)
where δt = 1
N
and δvij =
1
Nij
.
Expanding this equation to second order give a Fokker-
Planck equation
∂
∂t
p(vij , t) = − ∂
∂vij
[dˆ(vij)p(vij , t)]+
1
2
∂2
∂v2ij
[D̂(vij)p(vij , t)],
(15)
where the drift coefficient, dˆ(vij), and the diffusion coef-
ficient, D̂(vij), are given by
dˆ(vij) =
δvij
δt
(R(vij)− L(vij))
D̂(vij) =
δv2ij
δt
(R(vij) + L(vij)).
(16)
Equivalently, we can obtain a Stochastic Differential
Equation (SDE)/ Langevin equation of the form
dvij = dˆ(vij)dt+
√
D̂(vij)dW
∗
ij(t), (17)
where dWij(t) is a white noise. There is a simple corre-
spondence between dWij and ηij given by
dW ◦ij = η
◦
ijdt, (18)
where ◦ could be ∗,′ , ..., see [34, p. 90].
For the raising and lowering operators of the SIRM
model, we obtain
dˆ(vij) = αvi + (1 − α)v′j − vij +
D√
2
ηij
D̂(vij) =
1
Nij
[
(1 − 2vij)[αvi + (1− α)v′j ] + vij +
D√
2
η′ij
]
(19)
where
1√
2
ηij =
1
2
(η+ij − η−ij)
1√
2
η′ij =
1
2
(η+ij + η
−
ij)
(20)
4since Gaussian white noises add as standard deviations
of normally distributed variables.
We would like to stress that both the drift coefficient,
dˆ(vij), and the diffusion coefficient, D̂(vij), are stochastic
functions because of the presence of η terms. This is a
consequence of working with stochastic rate of change.
IV. THE GENERALIZED SIRM MODEL
In this section, we provide a generalization of the SIRM
model (as a possible realization of the GVMRM model)
that (i) can model any fixed number of opinions and (ii)
has well-posed stochastic rates Rkk
′
ij . We will show that
the SIRM model can be recovered as a limit of our model
when the vote share is far from the extreme cases (0 or
1).
A. Generalization to K opinions
Let us start the discussion of the extension to K opin-
ions by considering deterministic rates. Under this as-
sumption, we can define rk→k
′
ij to be the probability that
an individual holding opinion k will change to opinion k′
in the communting cell ij. The natural generalization to
K opinions is given by defining
rk→k
′
ij := αv
k′
i + (1− α)v′k
′
j . (21)
The probabilities rk→k
′
ij are a specific instance of p
k→k′
ij
in (6). This probability does not depend on the current
option k, since the copying process is unconditional. We
keep the k index, because the noise term that will be
added will be k-dependent. For consistency, we have∑
k′
rk→k
′
ij = 1, ∀i, j, k, (22)
since rk→k
′
ij forms a probability distribution.
B. Noise handling
We now discuss the different possible options to add
noise on the rates rk→k
′
ij , while keeping the probability
distribution property. We discuss various ways to modify
the rates both in a deterministic way and in a stochastic
way to construct general noisy rates. The way noise has
been added to the VM mainly relies on a deterministic
modification of the rates [35, 36].
1. Adding free will
One possibility to add a kind of noise is to introduce
“free will”. Free will can be encoded in a fixed probability
to randomly change state. Let us assume that there are
K options, then one can choose the uniform probability
to change opinion.
One can add free will to the SIRM model without noise
by redefining Rkk
′
(vij) as
Rkk
′
(vij) =
Nij
N
vkij
[
(1 − γ)rk→k′ij + γ
1
K
]
, (23)
where β controls the strength of the free will term. In
the general notation introduced in (6), we have
pk→k
′
ij = (1 − γ)rk→k
′
ij + γ
1
K
. (24)
This modification is interesting, because it allows for
opinions that went extinct to reappear in the system.
This can also be used to simulate the creation of a new
party. Without such a term, the number of party is
strictly decreasing. In order to simulate real life elections,
such a noise (not necessarily uniform) would be needed.
2. Adding intra-commuting cell influence
In the context of GVMRM models, the commuting pat-
tern is important. One could assume that agents living in
the same commuting cell interact more often than people
who do not. According to [37, 38] people sharing more
loci (place of living, place of work, etc.) have more influ-
ence on one another. We can take this effect into account
by adding more weight to intra-commuting cell neighbors.
Similarly to what has been done for free will, we can in-
troduce an additional probability to change from opinion
k to k′ in commuting cell ij proportional to vk
′
ij . The
model can now be modified through
Rkk
′
(vij) =
Nij
N
vkij
[
(1− β)rk→k′ij + βvk
′
ij
]
, (25)
where β controls the strength of the local interaction
term.
In principle, any noise originating in a probability dis-
tribution over different opinions can be added in this way.
Note that most of the time, the form of the probabil-
ity distribution does not depend on the initial opinion
k but only on the final opinion k′ and might even be
fully independent of opinions as in the case of free will.
Furthermore, all these modifications are deterministic in
the sense that they the transition rates and determinis-
tic. This is a major difference between the original SIRM
model and our formulation. The next step is to obtain in
a consitent way stochastic versions of the rates Rkk
′
(vij).
3. Putting noise on a probability distribution: the Dirichlet
solution
In order to construct stochastic rates in a consistent
manner, we need to find a way to transform a probabil-
ity distribution into another that is stochastically per-
turbed from the initial one. To do so, we rely on prob-
ability distributions over the simplex. We have a few
5available choices, such as the Dirichlet distribution, the
multinomial distribution or the lognormal distribution.
The multinomial distribution has been chosen in [39] in
the context of language evolution to model finite length
conversation and it turns out that the structure of the
covariance matrix of the multinomial distribution is pro-
portional to that of the Dirichlet distribution.
We choose to use the Dirichlet distribution, because
(i) it is a continuous distribution (not discrete like the
multinomial); (ii) the correspondence between the initial
probability distribution and the parameter of the Dirich-
let distribution is easy to define; (iii) it has well-defined
moments that can be used in the analysis and (iv) it has
the aggregation property:
If (X1, . . . , XK) ∼ D(α1, . . . , αK) then
(X1, . . . , Xi +Xj, . . . , XK) ∼ D(α1, . . . , αi + αj , . . . , αK).
(26)
This means that the model is compatible with aggrega-
tion of opinions. Aggregation of parties leads to a con-
sistent formulation, which would not be true when using
other distributions, such as the lognormal distribution.
These four properties ensures that the resulting model is
consistent, well-posed and robust with respect to opinion
aggregation.
Let us assume that a sample X from the Dirichlet dis-
tribution of parameter α is given by X ∼ D(α). If we
define α¯ =
∑
k αk then we can write the expected value
E(Xk) =
αk
α¯
(27)
and the covariance matrix
C =
1
α¯2(1 + α¯)
(diag(α) −ααT ). (28)
Let us now assume that we want to put noise on a prob-
ability distribution p = (p1, . . . , pK) with the consistency
relation
∑
k pk = 1 and pk ≥ 0, ∀k. Then we can define
a noisy probability distribution p˜D˜ ∼ D(p/D˜), where D
stands for the Dirichlet distribution. It is straightforward
to verify that
E(p˜D˜,k) = pk and C =
D˜
D˜ + 1
(diag(p)− ppT ). (29)
When D˜ is small the variance is small. When D˜ →∞,
then the prefactor tends to 1, which is the largest possible
variance on the simplex.
This procedure to get a stochastic version of a prob-
ability distribution can be used to add stochasticity to
the rates of the GVMRM. In the rest of this paper, we
consider the following model:
pk→k
′
ij = (1− β − γ)rk→k
′
ij + βv˜
k′
ij,D˜
+ γ/K, (30)
where
v˜ij,D˜ = D(vij/D˜). (31)
We also require β + γ ≤ 1 and β, γ ≥ 0. The parame-
ter β represents the stength of the intra-commuting cell
influence as defined in Eq. (25), the parameter γ con-
trols the intensity of free will as defined in Eq. (24) and
the parameter D˜ controls the level of stochasticity of the
rate.
We stress that the model defined through (30) includes
both a free will term and an intra-commuting cell term.
Furthermore, we add some stochasticity to the intra-
commuting cell term to introduce stochastic rates. The
idea to only add noise in the intra-commuting cell term
is motivated by the fact that we want a local noise term,
that is a noise that is indepedent between different com-
muting cell as is the case in [16]. Other choices could
have been made and we will not investigate them in this
paper.
C. The SIRM model as a limit
In the case of two variants with the transition proba-
bility defined in (30), we can apply the same procedure
in Section III B and compute the drift and diffusion co-
efficients, dˆ(vij) and D̂(vij), respectively. We obtain the
following terms:
dˆ(vij) = (1− β − γ)[r0→1ij − vij ]
+ β(v˜ij,D˜ − vij)
+ γ
(
1
2
− vij
)
D̂(vij) =
1
Nij
[
(1− 2vij)
[
(1− β − γ)r0→1ij + βv˜ij,D˜
]
+ (1 − γ)vij + γ
2
]
,
(32)
where
r0→1ij = αvi + (1− α)v′j . (33)
Equations (32) are generalizations of Equations (19).
It is important to note that the term v˜ij,D˜ is a ran-
dom variable, since it is sampled from a Dirichlet (in this
case Beta) distribution. In the following discussion, we
will only consider the dˆ(vij) term because the diffusion
term, D̂, in the original version of the SIRM model was
neglected, since it is proportional to 1
Nij
(and Nij is usu-
ally large). To get our formulation in a similar form as
(19), we can use the normal approximation of the Dirich-
let distribution and approximate
v˜ij,D˜ ≈ vij +
√
D˜
D˜ + 1
√
vij(1− vij)ηij , (34)
where ηij is a delta correlated white noise. Under this
approximation, the second term in Eq. (32) turns into a
6pure noise term and we have
dˆ(vij) = (1− β − γ)[r0→1ij − vij ]
+ β
√
D˜
D˜ + 1
√
vij(1− vij)ηij
+ γ
(
1
2
− vij
)
.
(35)
If we now assume that γ = 0 and vij ≈ 12 so that the
square root
√
vij(1− vij) ≈ 12 , we get
dˆ(vij) = (1 − β)[r0→1ij − vij ] +
β
2
√
D˜
D˜ + 1
ηij . (36)
If we then set β = 1
2
we get
2dˆ(vij) = [r
0→1
ij − vij ] +
1
2
√
D˜
D˜ + 1
ηij , (37)
which, up to factor 2 that can be eliminated by a rescale
of time, we have a very similar expression as Eq. (19).
Furthermore, we have the approximate correspondance:
D ≈ 1√
2
√
D˜
1 + D˜
and D˜ ≈ 2D
2
1− 2D2 . (38)
With the adequate correspondance of the noise factor,
the parameter β only acts as a time scale and since the
time correspondence between the model and the real data
has to be calibrated for, its influence does not impact the
general result (unless β = 1 in which case the time scale
factor become infinite).
V. NUMERICAL RESULTS
In this section, we study the behaviour of the gener-
alized SIRM model defined by Eq. (30). As stated in
Section I, we do not apply the model to real data, but to
generated data. From now on, we set α and β to 1
2
for sim-
plicicty. In [16], the actual value of α has been shown not
to have a strong influence on the dynamics and β mainly
acts as a time scale, as discussed in Section IVC. Thus,
it is sufficient to study the influence of the two other pa-
rameters added to the model: D˜ and γ. In order to run
the model, we need to specify initial conditions, that is,
we need to specify the commuting network and the ini-
tial vote share distribution. When applying the model
to real election data, the initial conditions are inferred
from the data. The focus of our numerical experiments
is to study the influence of the two types of noise (free
will and stochastic rates) added to the recurrent mobility
component.
The commuting network we choose for numerical exper-
iments is based on a fully connected directed graph with
self-loops. The nodes represents living/working places
and we associate with every link of that network a num-
ber of commuters Nij , randomly chosen between 0 and
100. We then multiplied the Nii quantities by a factor
100 to account for the fact that the majority of people
live and work in the same place. The simulated com-
muting network has 25 nodes and a total population of
N = 160286.
The initial voting distribution is constructed by parti-
tioning the commuting populations Nij into the number
K of possible options (chosen to be K = 10 for this
paper). The choice of 10 parties is not arbitrary but mo-
tivated by the fact that in many contries, the number of
parties with representation in the government is roughly
10. For example, Iceland has 8 elected parties and Swe-
den has 9. Even in the US, where two parties dominates,
if we look at the parties with represented at the state
level, the number of parties is also 8. Furthermore, this
number of parties does not seem to depend on the size
of the population, as demonstrated by the chosen exam-
ples. For instance, populations range from the order of
105 for Iceland to the order of 108 for the US, covering 3
orders of magnitude. The partitioning is done by sequen-
tially partitioning the Nij into the different options V
k
ij :
V 1ij is uniformily sampled between 0 and Nij , then the
number of partisans of the second party V 2ij is uniformily
sampled from the remaining population Nij − V 1ij . This
procedure is repeated until all parties but one have been
assigned and the remaining population is assigned to the
last party. This procedure generates a party distribution
characterized by 1 or 2 large parties and many small par-
ties, similar to actual party distributions [40].
Since we are dealing with many parties, we need to
use an adapted visualisation technique. We choose to
plot the standard deviation σ of a party vote share as
a function of its mean µ. This type of representation
provides a good picture of the distribution of parties. In
many previous studies [16, 20, 21], it has been observed
that the distribution of party size is roughly stationary
over multiple elections. This fact will be used to calibrate
our model.
In the rest of this section, we discuss the influence of
D˜ when γ = 0, which is the closest case to the SIRM
model. This leads to a calibration procedue for D˜. We
then investigate the infuence of free will on the dynamics
of the system. See Supplemental Material at [URL will
be inserted by publisher] for the implementation of our
model in Python and details about the computations, the
code is also available in [41].
A. Influence of D˜ (γ = 0)
Let us start by simulating the system for various values
of D˜. Results are displayed in Fig. 1. The initial party
distribution is displayed by stars and party distribution
at later times by plusses. We observe that for small val-
ues of D˜, the standard deviation is quickly reduced, in-
7dicating a convergence over the population to the given
averaged values of the party vote shares. When increas-
ing the value of D˜, the standard deviation increases as
well, indicating more heterogeneity in the system. This
is expected, since D˜ controls the importance of the noise
and more noise leads to larger standard deviations.
At some critical value D˜∗ of the diffusion coefficient,
the evolution predicts a fairly stationary dynamics and
the standard deviations stays at the same level as that
of the initial conditions. The stationnarity criterion can
be used to calibrate the model. For instance, we can
fit the initial data to a specific function and repeat the
fit at later times. If we use a function with a single pa-
rameter, we can run the model for different values of D˜
and choose the specific value D˜∗ when the coefficients of
the fit match. We assume that the functional form of
the standard deviation dependence on the mean follows
a function f(x) = c
√
x(1 − x). In this case, the only
parameter of this function is c. In Fig. 2, we report the
calibration curve for D˜, which leads to a critical value of
D˜∗ ≈ 1.12.
The critical value D˜∗ can be related to the value of D
used in the original SIRM model [16] using Eq. (38).
In our case, we obtain a critical value of D∗ ≈ 0.51,
which is one order of magnitude larger than the value
of D∗SIRM = 0.03 obtained in [16]. This indicates that
the random assignment of vote shares used in our numer-
ical experiments leads to a larger noise value than actual
vote share distribution. What this result means is that in
order to conserve the stationarity of random initial data,
then the noise level should be significantly higher than
to conserve real initial conditions.
One of the drawbacks of using a model without a free
will term (γ = 0) is that the number of parties decreases
during the evolution of the system, see the inset of Fig. 2,
where the decrease of the number of parties is displayed
(D˜ = D˜∗). As can be seen, many parties go extinct fairly
quickly and the actual number of remaining parties turns
out to be quite small (2 in this case).
B. Influence of free will
For the study of the influence of free will, we consider
the following settings. We set α = 0.5−γ/2, β = 0.5−γ/2
and modify D˜ for different values of γ. The presence of
free will allows extinct parties to re-enter the dynamics.
Results of calibration curves are displayed in Fig. 3. We
observe that the critical value of D˜∗(γ) increases as a
function a γ, see the inset in Fig. 3, and when γ exceeds
a thereshold, the calibration procedure fails (no intersec-
tion between the curves). This is due to free will domi-
nating the dynamics and leading to a well-mixed state.
In order to fully calibrate the model, the intensity of
free will should be specified. In order to fix the free will
intensity, we can use the relationship between D˜∗(γ) and
γ and run the model for various values of γ. The cri-
terion used to choose the optimal value γ∗ for the free
will component is obtained by looking at the maximum
expected size of the largest party. In Fig. 4, we display
the calibration curve for γ. To obtain this curve, we run
the model 50 times for 100 time steps for each values of
γ and averaged the largest party sizes. The error bars
display the standard deviation of the largest party sizes.
We observe that the maximum party size is a decreasing
function of γ, which justifies its use as a calibration cri-
terion, but the standard deviation for low values of γ is
rather large and leads to a big uncertainity on the value
of γ∗ ≈ 1.5 · 10−3. This issue can be solved by either
averaging more realizations of the process or by running
it for longer periods and, ideally, by doing both. For
this paper, there is no need for precision, since we are
interested in illustrating the behaviour of the model and
proposing a calibration procedure. More accuracy could
be needed for application to real voting data.
In this section, we have provided a calibration proce-
dure for D˜ and γ, we did not explore in details the effect
of α and β. This is left for another study. According
to [16], the effect of α on the dynamics is negligible and
β mainly acts as a time scale, see Sec. IVC. Using this
calibration procedure, this model can be applied to real
data, providing that the initial vote share distribution
and the communting network are known.
VI. CONCLUSION
In this paper, we have provided a generalized formu-
lation for the Voter Model with Recurrent Mobility and
illustrated the issues with its definition in [16]. We then
developed a general procedure to add two types of noise
(D˜ and γ) in this model and provided a generalization of
the SIRM model. We stress the importance of using two
different types of noise in the system: the free will term
(γ) and stochastic rate of opinion change (D˜).
We have illustrated how the SIRM model could be
recovered as a limit of our generalized model and ex-
amplified a possible calibration procedure for D˜ and γ
through numerical experiments. Note that the diffusion
constant (D˜∗), calculated when γ = 0, from our model is
more than ten times larger than the corresponding value
(D∗SIRM) obtained for the SIRM model [16]. This indi-
cates that a calibration procedure based on stationarity
requires more noise for random initial conditions than
for real data, which is expected. Updating the SIRM
model and adapting it to many options is a required step
for the application of this model to real elections with
many parties, such as the Swedish electoral system, but
see [42]. The model is now ready to be applied to actual
data and contribute to the question “Is the Voter Model
of Model for Voters?” for situations when the vote share
for a party is extreme (0 or 1).
Free will is crucial to get a dynamics that can be re-
lated to real opinion dynamics, since new opinions do
arise. However, the assumption that transition rates be-
tween different opinions are uniform is likely to be too
80.0 0.1 0.2 0.3 0.4 0.5
Mean vote share μ
0.00
0.05
0.10
0.15
0.20
0.25
0.30
St
an
da
rd
 d
ev
ia
tio
n 
σ
a
t=100
t=200
t=300
t=400
t=500
t=600
t=700
t=800
t=900
0.0 0.1 0.2 0.3 0.4 0.5
Mean vote share μ
0.00
0.05
0.10
0.15
0.20
0.25
0.30
St
an
da
rd
 d
ev
ia
tio
n 
σ
b
t=100
t=200
t=300
t=400
t=500
t=600
t=700
t=800
t=900
0.0 0.2 0.4 0.6 0.8 1.0
Mean vote share μ
0.00
0.05
0.10
0.15
0.20
0.25
0.30
St
an
da
rd
 d
ev
ia
tio
n 
σ
c
t=100
t=200
t=300
t=400
t=500
t=600
t=700
t=800
t=900
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Mean vote share μ
0.00
0.05
0.10
0.15
0.20
0.25
0.30
St
an
da
rd
 d
ev
ia
tio
n 
σ
d
t=100
t=200
t=300
t=400
t=500
t=600
t=700
t=800
t=900
FIG. 1: Dependence of the results as a function of D˜. We display the results for D˜ = 0, 0.1, 0.3 and 1.0 in panels a,
b, c and d, respectively.
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FIG. 2: Calibration curve for D˜∗. Inset: Decrease of the
number of parties computed for the critical value D˜∗.
strong, see [43]. One natural extension of this work would
be to investigate the influence of structure in the opin-
ion space by introducing constrains on the interactions,
as done in [13] or by adapting the bounded confidence
model of Hegselmann and Krause [44] to the Voter Model.
One can also imagine applying this type of model in sit-
uations where opinions are represented in higher dimen-
sional opinion spaces. The Axelrod model of cultural
evolution [45] is an example of how this could be done.
This paper hints to many other possible developments
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FIG. 3: Effect of γ on the calibration curves of D˜∗.
Inset: functional dependance of D˜∗ on γ.
of this work, since the rates can be modified in many
ways. One could, for example, use the Dirichlet distribu-
tion to add noise on other components of the rate and
include time dependent or spatially dependent rates to ac-
count for varying and heterogeneous socio-economic fac-
tors that might have an influence on the dynamics of the
system. Furthermore, the influence of the commuting
network can be studied through numerical experiments.
The network used in this paper is just one among many
possibilities and it would be interesting to understand the
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FIG. 4: Calibration curve of γ∗ based on the
stationarity of the largest party size.
influence of the topology of this weighted directed graph
on the dynamics of the system.
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