Given a compact Kähler manifold, we consider the complement U of a divisor with normal crossings. We study the variety of unitary representations of π 1 (U ) with certain restrictions related to the divisor. We show that the possible singularities of this variety as well as of the corresponding moduli space of irreducible representations are quadratic. In the course of our proof we exhibit a differential graded Lie algebra of forms with holomorphic logarithmic singularities and vanishing residues which reflects our deformation problem.
Introduction
In the present paper we study the spaces of unitary representations of fundamental groups of open Kähler manifolds. More precisely, let X be a compact Kähler manifold and let U be the complement of a divisor with normal crossings D ⊂ X, such that there exists a unique decomposition D = ∪ r i=1 D i into the union of r smooth irreducible complex-analytic subvarieties of X. In fact the Hironaka resolution of singularities theorem [8] states that every smooth quasi-projective variety is birational to a manifold of this type.
Let us fix an r-tuple of conjugacy classes N = (C 1 , ..., C r ) in U(N), a base point b ∈ U, simple loops γ i based at b and encircling D i for 1 ≤ i ≤ r defining classes [γ i ] ∈ π 1 (U, b). We consider the spaceR(π 1 (U, b), U(N)) N . of representations ρ of π 1 (U, b) into U(N) such that for 1 ≤ i ≤ r the image ρ([γ i ]) belongs to the conjugacy class C i . This space has the natural structure of a real algebraic variety.
For an algebraic variety Y and a point y ∈ Y wee say that Y is quadratic at y if there exists an analytic embedding φ of a neighborhood U of y into a vector space such that φ(y) = 0 and φ(U) is given as the zero locus of a finite number of homogeneous quadratic equations. We prove THEOREM 4.5 Let ρ : π 1 (U, b) → U(N) be a representation such that ρ([γ i ]) ∈ C i for 1 ≤ i ≤ r, then the spaceR(π 1 (U, b), U(N)) N is quadratic at ρ. [7] in the compact case, i.e. when D is empty. Working in the context of integrable connections, Biquard [1] showed that when r = 1 (i.e. smooth divisor case) the singularities of the space of isomonodromic deformations of an integrable logarithmic connection are quadratic.
This theorem was proved by Goldman and Millson
If we restrict our attention to irreducible representations, then we can consider the moduli space
where the group U(N) acts on the space of representations by conjugation. This space was the subject of a work of Jean-Luc Brylinski and the author [2] . In fact, it was shown there that when a certain obstruction vanishes, the tangent space to M N at a point [ρ] ∈ M N is identified with the first intersection cohomology group IH 1 (X,g), whereg is the local system on U corresponding to the representation Ad • ρ : π 1 (U, b) → u(N ). This was used to exhibit a symplectic form on the smooth locus of M N , which turns out to be a Kähler form when X is projective. Another possible description of the tangent space T [ρ] M N is the first relative group cohomology group
, where Γ i be a cyclic subgroup of π 1 (U) generated by γ i and Ad • ρ give u(N ) the structure of a π 1 (U, b)-module.
A straightforward consequence of the above Theorem is that if ρ is an irreducible representation satisfying the above hypotheses, then M N is quadratic at [ρ] .
Let us take a representation ρ defining a point [ρ] ∈ M N . Consider the pairing
given by the cup product in relative group cohomology together with the Lie bracket as a coefficient pairing. Following the ideology developed by Schlessinger and Stasheff [10] , Deligne, Goldman and Millson [7] we construct a differential graded Lie algebra (DGLA) A • X (V ) which is the controlling DGLA for our deformation problem. In brief, A • X (V ) is the algebra of smooth differential forms on U with coefficients in V (the canonical holomorphic Deligne extension of the local systemg) with logarithmic singularities along D and with vanishing residues. This algebra admits the following simple local description for a local system of rank 1. Let x ∈ X and let ∆ be a polydisc around x such that in local holomorphic coordinate system ∆ ∩ D is given by z 1 · · · z l = 0. ThenÃ q X (V ) is generated over ∆ by A q X ⊗V |∆ and by all expressions of the form:
where τ ∈ A q−k X , ν ∈ Γ(∆,V ), k ≤ q, 1 ≤ j 1 < · · · < j k ≤ l and such that the monodromy around D j i , 1 ≤ i < l, is non-trivial. In holomorphic context this algebra already appeared in a work of Timmerscheidt [11] . We say that a DGLA is formal if it is quasi-isomorphic to its cohomology algebra.
This is similar to the fundamental result of Deligne-Griffiths-MorganSullivan [6] about the formality of the de Rham algebra of a compact Kähler manifold. One of the important ingredients in the course of our proof is an analogue of the∂-Poincaré lemma. The DGLAÃ • X (V ) is naturally bigraded by holomorphic and anti-holomorphic degrees. Our Lemma 2.2 tells us that locally the complex
The section of our paper which relates this DGLA and our deformation problem heavily relies on the theory which Goldman and Millson developed in the compact case. The deformation theory that we study is equivalent to the deformation theory of flat unitary connections such that the monodromy around i-th irreducible component of the divisor lies in a specified conjugacy class C i . As in [7] we formulate the equivalence theorem in terms of functors from the category of Artin local algebras.
We must mention that Kapovich and Millson in [9] studied relative deformation theory of representation with relation to the local deformations of linkages. excellent guidance which I and this paper indubitably benefited from. I would like to thank John Millson for useful conversations and Indranil Biswas for drawing my attention to the results of Timmerscheidt.
Forms with logarithmic poles
Let X be a compact Kähler manifold of complex dimension d endowed with a Kähler form λ and let D be a divisor on X which can be represented as a union of r smooth irreducible complex-analytic subvarieties of codimension 1:
We let G = U(N) and g = u(N ) and we pick a non-degenerate symmetric invariant bilinear form B , on g. We also fix a set of r conjugacy classes in G:
one for each component of the divisor. We let U := X \ D, we let the map j : U ֒→ X be the inclusion, and we pick a base point b ∈ U and we denote
We consider the spaceR(π 1 (U), G) N of representations
This space has the structure of a real algebraic variety. We also consider the moduli space M N of irreducible representations of this type, i.e.
where G acts by conjugation. In general these spaces is not smooth, and we shall show that in fact all possible singularities are quadratic: i.e. a neighbourhood of each point [ρ] ∈ M N is analytically isomorphic to a neighbourhood of origin of L in E. Here E is a vector space and L is the zero locus of a quadratic form Q in E which in general is given by several quadratic equations. A point is smooth then if Q = 0 identically on E. Next, we construct a differential graded Lie algebra (DGLA) which is responsible for deformations of [ρ 0 ] ∈ M N . First, we need more notations: let D (m) be the subvariety consisting of points which belong to at least m irreducible components of the divisor D, e. g.
be normalization maps and let
be th composition of normalizations with inclusions. We also letC
, and it is a divisor with normal crossings onD (m) (possibly empty).
Given a representation ρ such that [ρ] ∈ M N we can consider g as a π 1 (U)-module via the adjoint representation followed by ρ. We also letg stand for the local system corresponding to g, let V be the flat bundle over U corresponding to the local systemg, and finally let (V , ∇) be the Deligne extension of V . HereV is a holomorphic vector bundle over X and ∇ is a holomorphic connection with logarithmic singularities along D. We refer the reader to [4] for the details. The connections are extended as usual to holomorphic forms with logarithmic poles.
There exist [5] higher residues Res m (V ) which give morphisms of complexes:
HereV m is the unique vector subbundle of (v m ) * V equipped with a unique holomorphic integrable connection ∇ m with logarithmic poles alongC
This means that
is the canonical extension of
As usual, we denote by Ω
• X D the complex of sheaves of holomorphic forms on U with logarithmic poles along D. The fact that Res m (V ) is a morphism of complexes means that
Let us defineΩ
it is a complex of sheaves of holomorphic forms on X with coefficients inV which have logarithmic poles along D and have no residues. Residue maps take values in the monodromy invariant part of the local system, so when all the eigenvalues of monodromy transformation are different from 1, the complexesΩ
The complexΩ
where (Ker(T i − Id)) ⊥ is the orthogonal complement of the local subsystem Ker(T i −Id) ofg ∆\D , and 1 ≤ i ≤ l. Similarly we define the groupsΩ Let us introduce a double complex
where A 0,q X is the sheaf of C ∞ differential forms on X of type (0, q). We need to establish certain results analogous, in a sense, to the d ′ -Poincaré Lemma.
Moreover, if f is C ∞ or holomorphic in some additional parameters, then g can be chosen to have the same properties.
Proof. Denote
One of the indications that the lemma is true is that on monomials of the form z azb the operator P is bijective, since
Also, since the closure∆ is compact, we may and will assume that f vanishes outside a compact subset of C. Next, we decompose
where
and, clearly, we have
This series is well known to be locally uniformly convergent together with all partial derivatives. Now we claim that when n ≥ 0:
and when n ≤ 0:
where r, φ are the standard polar coordinates, r ≥ 0, z = re √ −1φ , and h n (r 2 ) is a smooth C ∞ function. First, it is clear that f n (z) = e √ −1nφ s n (r), where s n (r) is a smooth function, because if we fix r, then f n (φ) should satisfy
and thus
Let us represent for a small r
Further we have
We let
The former term has r to the even power and the latter term has derivatives with respect to r 2 up to the order (k − |n|)/2. Thus h n is a smooth C ∞ function in r 2 , because all its (one-sided) derivatives dh n /d(r 2 ) do exist at r = 0.
Let us now try to solve the equation P g n = f n . First, we do it for n ≥ 0. We use the coordinates (a = r 2 , φ), define ∂/∂a and ∂/∂φ accordingly and notice that
We will look for a solution g n (z) also in the form g n (z) = e √ −1nφ r n w n (r 2 ). Applying p to g n (z) one gets
Comparing P g n and f n we see that we need to solve the equation
on an interval [0, ε). The solution is given by
It is clear right from the formula that the solution w n (a) is smooth. Now, we solve P g n = f n for n ≤ 0. Here the situation is a bit simpler and we have the equation
on an interval [0, ε), which is the same as the case n = 0 considered above. The last thing for us to do in this Lemma is to show that the series g n (z) converges uniformly to a smooth C ∞ function on compact subsets.
Explicitly, for n ≥ 0 (as we have noticed the case n ≤ 0 is the same as n = 0) we have:
Now for the first derivative we use integration by parts:
This is again bounded in norm by
The same estimates are valid for all the derivatives. Now we have
and the same for all the derivatives.
We use the notation d ′ for the holomorphic covariant derivative corresponding to ∇.
Proof. We can easily reduce to the case when q = 0, so henceforth we assume that all the forms we deal with are fromÃ
The statement is clear when x ∈ U. Locally over ∆ \ D our local system g decomposes into a direct sum of local systems of rank one (since π 1 (∆ \ D) ≃ Z d is commutative). Therefore we can assume that we have a unitary local system of rank 1. Let x ∈ D and first, let us work with the case d = 1 when the monodromy around z := z 1 = 0 is equal to e − √ −1θ , where 0 < θ < 2π. Thus if we have a multi-valued horizontal section s: ∇s = 0 then the monodromy operator T acts on it as T s = e − √ −1θ s. Let us consider a multi-valued section µ = z θ/2π s which spans the canonical extension. We have:
and the Leibnitz rule also imply that for any smooth function
Letting κ := θ/2π we are within the scope of Lemma 2.1 and thus we are done in this case. Next, we shall apply standard arguments [3] to treat the case when x ∈ D (d) and ∆ ∩ D is given by z 1 z 2 · · · z d = 0 and the monodromy around D i (corresponding to z i = 0) is e −iθ i , 0 < θ i < 2π. We denote by P i the operator
∧ψ +β where ψ and β do not involve dz j z j for j ≥ k and we will do the proof by induction on k. For k = 0 the statement is obvious. Since
, it is clear that all the separate coefficients of the forms ψ and β must be killed by the operators P j for j > k.
Any coefficient f in the explicit representation of the differential form ψ (with coefficients inV ) can be viewed as a C ∞ function of the single variable z k in an open neighbourhood of the disk∆ 1 ⊂ C obtained by the projection of ∆ on the k-th coordinate. The function f is also a C ∞ function of the auxiliary parameters z 1 , ..., z k−1 in∆ k−1 ⊂ C k−1 obtained by the projection of ∆ onto the first (k − 1) coordinates. It follows from Lemma 2.1 that there exists a C ∞ function g in an open neighbourhood of∆ such that P k g = f and that g retains all the properties of f with respect to other coordinates. Let Ω be the differential form obtained from ψ by replacing each coefficient f by the corresponding coefficient g. It follows that
where δ is a differential form which does not involve
′ Ω = β − δ and we notice that u does not involve dz j z j for j ≥ k, since β and δ are such. Besides,
By the induction hypothesis there exists a (C
In the general case we can ignore the components of the divisor D which correspond to the trivial monodromy and by separating variables and applying the standard d ′ -Lemma the above arguments will still work when ∆ ∩ D is given locally by z 1 · · · z l = 0 and 0 ≤ l ≤ d.
Let us notice that another way to prove the above Lemma is to consider the Koszul complex
where P is the family of commutative operators (P 1 , ..., P l ) and
where A is the algebra of germs of C ∞ functions at zero. Since Lemma 2.1 tells us that P j is invertible, the complex is exact.
The above Lemma allows us to conclude that the d ′ -cohomology of the double complexÃ
whereX is the complex-conjugate manifold to X. We define L p,q (g) (2) to be the sheaf of measurable (p, q)-forms α on U with values ing such that both α and (d ′ + d ′′ )α are locally square-integrable. Here as usual we have the Poincaré metric near D and the Kähler metric on U which are compatible. It means that the Kähler metric near x ∈ D has the same asymptotic form as the Poincaré metric on ∂ ∩ D, where ∆ is a small polycylinder centered at x (cf. [12] ). Set
Analogously one defines the space H k (U,g) (2) . Let us recall the following result due to Timmerscheidt [11] :
We have a double complex (Ã p,q 
. We notice that spectral sequencesĒ and E (the latter is given by E p,q
) and is obtained from the double complex associated with the dual local system) are isomorphic via the global complex conjugation. This observation essentially employs the fact that our local system is unitary. So that we have E p,q i ≃Ē p,q i ; and from the above Proposition we also have isomorphism of spectral sequences E and E with E p,q i ≃ E q,p i . Thus we conclude that the spectral sequences E andĒ are isomorphic and since the former degenerates at E 1 , the latter degenerates atĒ 1 as well. Therefore this discussion and the above Proposition amount to PROPOSITION 2.4 The spectral sequence defined by the filtration associated to either degree of the double complex (Ã p,q
degenerates at E 1 . The two induced filtrations on H k (X, j * g ) are k-opposite.
DGLA and formality
In this section everything is defined over the field of complex numbers. A differential graded Lie algebra (L, d) consists of a graded Lie algebra
together with a derivation d of degree 1 (also called differential):
The main examples of DGLA we will deal with include (
The cohomology of this DGLA H i (X, j * g ) is a DGLA too, considered with zero differential. We say that two DGLAs (L 1
such that both i and p induce isomorphisms in cohomology. We also say that a DGLA is formal if it is quasi-isomorphic to its cohomology. Next, we apply Proposition 5.17 from [6] which tells us that our Proposition 2.4 is in fact equivalent to the
Repeating verbatim the proof of The Main Theorem from the same source [6] then assures us that for the diagram
the maps i * and p * induce isomorphisms on cohomology. We conclude with
The deformation theory of flat bundles
In this section we follow ideas in the paper of Goldman and Millson [7] . Basically we shall adapt key results of their works to our situation, which is different because our Kähler manifold is not compact and we have restrictions on monodromy transformations around D i 's. We shall adopt categorical language and our major claims will be stated as equivalences of certain groupoids. For complete and exhaustive treatment applied in many situations we refer the reader to [7] . First, we introduce an Artin local algebra A over C (which has residue field C) with maximal ideal m. We assume A to be unital so there are welldefined maps 
The subspace Q To throw a bridge between deformations of a flat irreducible connection ∇ 0 and the corresponding representation ρ 0 we shall need another groupoid R A (ρ 0 ) whose objects are representations of π 1 (U, b) into G A -the group of A-points of G which deform ρ 0 (i.e. p(ρ) = ρ 0 ) subject to the condition that for ρ ∈R A (ρ 0 ) the element ρ(γ i ) is conjugate to ρ 0 (γ i ) for 1 ≤ i ≤ r. We also require that if the intersection of several components D i 1 , ..., D is of the divisor is non-empty, then ρ(γ i 1 ), ..., ρ(γ is ) are simultaneously conjugate in the group G A to ρ 0 (γ i 1 ), ..., ρ 0 (γ is ) respectively. The set of morphisms in this groupoid is provided by the action of the group exp(g ⊗ m).
We shall need the following well-known direct consequence of Nakayama's lemma: LEMMA 4.2 Let A be a noetherian local algebra over C and let f A : M A → N A be an A-linear map between two free finitely generated A-modules. Then if
is an isomorphism, then f A is an isomorphism as well.
Let us define the map ε b : G A → G A given as the evaluation at the base point b. We recall the monodromy functor [7] (where it is called holonomy, though) (mon b , ε b ) betweenF A (∇ 0 ) andR A (ρ 0 ) defined naturally. Now we will adapt Proposition 6.3 from [7] to our purposes:
is well-defined and is an equivalence of groupoids.
Proof. To prove that this functor is well-defined as well as surjective on isomorphism classes, we shall construct an inverse image mon −1 b (ρ) for any ρ ∈R A (ρ 0 ) and show that it does belong toF A (∇ 0 ). (There does not exists a natural quasi-inverse functor to (mon b , ε b ), though.) Our inverse map is as follows: first we have the standard construction of a flat bundle W A out of a representation π 1 (U, b) → G A . Then we consider the canonical extension W A which is a holomorphic bundle over X with an A-action such that all fibers are free A-modules. Let us consider for any l ∈ π 1 (U, b) the following diagram:
A
This diagram is clearly commutative since p(ρ) = ρ 0 . This means thatW A ⊗ A C is isomorphic toW C . Then Lemma 4.2 implies thatW A is (non-uniquely) isomorphic toW C ⊗ C A. Besides, since ρ(γ i ) is conjugate in G A to ρ 0 (γ i ) for 1 ≤ i ≤ r the eigenvalues (which a priori belong to A) do not change and therefore the local systemg ⊗ A as well asg splits locally into a direct sum of local system of rank 1 (over A). Now one sees directly from the arguments used in 2.2 that the residues of mon −1 b (∇) are the same as of ∇ 0 . For the rest of the proof one copies arguments from the proof of Proposition 6.3 in [7] . Now we are ready to continue this section with a result similar in all ways to Theorem 6.8 of [7] . Let L ′ denote the augmentation ideal
where k is the differential of the map ε b : exp(Ã 0 X (V )) → G at the identity. Analogously to the groupoidC A one defines the groupoidC A (L ′ ).
Now the proof of Theorem 1 in [7] immediately implies that the functor
from the above Theorem is pro-represented by the analytic germ of the quadratic cone consisting of all u ∈ H 1 (X, j * g ) such that [u, u] = 0. Therefore we conclude THEOREM 4.5 Let ρ be a representation π 1 (U) → G such that ρ(γ i ) ∈ C i . ThenR(π 1 (U), G) N is quadratic at ρ.
Moduli of representations of π 1 (U )
In this section we deduce the consequences of results obtained earlier in this paper to find out the geometric structure of the moduli space M N . This space was studied by J.-L. Brylinski and the author in [2] . In that paper the condition of vanishing of the second relative group cohomology group H 2 (π 1 (U), (Γ i ), g) was imposed to conclude that M N is smooth at a point [ρ 0 ] ∈ M N ; here again g is a π 1 (U)-module via the adjoint representation followed by ρ 0 . Under the same assumption, the tangent space T [ρ] M N was identified as the first intersection cohomology group (middle perversity) IH 1 (X,g). Other possible descriptions of T [ρ] M N include relative group cohomology group H 1 (π 1 (U), (Γ i ), g) the first cohomology group H 1 (X, j * g ) of our controlling DGLA, and the first L 2 cohomology group H 1 (U,g) (2) . In the same paper [2] it was proven that if the smooth locus is reduced then it is symplectic and in the case when X is quasi-projective, then it actually is a Kähler manifold.
When we pass to the quotient
due to the fact that we consider only irreducible representations and therefore all G-orbits onR irr (π 1 (U), G) N are compact and equidimensional, we do not acquire additional singularities. Therefore Theorem 4. Let us take a point [ρ] ∈ M N ; as it was found in [2] for this point to be smooth, vanishing of infinite number of obstructions in H 2 (π 1 (U), (Γ i ), g) is sufficient. The first obstruction in this series is the pairing
defined as cup product in group cohomology together with Lie bracket as coefficient pairing. Since we know now that singularities of the space M N are quadratic, this obstruction is the only one. The same conclusion about smoothness can be drawn if the pairing [, ] : H 1 (X, j * g ) × H 1 (X, j * g ) → H 2 (X, j * g ) is identically zero.
