Abstract-This paper presents a novel approach for augmenting simultaneous localization and mapping (SLAM) with planning. We use dynamically generated topological maps in conjunction with a utility function to decide which actions the robot should perform in order to improve mapping efficiency. We execute a series of simulated and real experiments in order to study the performance of the proposed approach and results show a significant improvement of mapping efficiency.
I. INTRODUCTION
Simultaneous Localization and Mapping (SLAM) is a very active topic in robotics research. But despite a huge number of works in this area, few approaches are explicitly concerned about how the exploration of the environment is performed. Sometimes called SPLAM -Simultaneous Planning Localization and Mapping [1] , or Active SLAM [2] these approaches try to use sensor data not only to map the environment and localize the robot but also to plan its actions.
The planning component in the SLAM system should be capable of analyzing several features such as the map built so far, the current sensor information, the state of the robot and, based on that, decide which action the robot should take. This action can have different goals such as improving map quality, exploring the environment or reducing localization uncertainty.
In this paper, we propose a novel SPLAM approach for indoor, non-prepared environments. The main contribution is the use of a topological map as basis for the planning. This topological map is dynamically generated on top of the DP-SLAM [3] , an efficient SLAM algorithm that does not depend on explicit landmarks. Based on this topological map, an utility function is used to decide which actions should be taken by the robot. It balances the exploration of new areas with the improvement of map quality in order to maximize the efficiency of the mapping process.
This paper is organized as follows. Section II brings a brief literature review related to SPLAM. Section III gives an overview of our approach, with the planning, mapping and navigation components being respectively detailed in Sections IV,V, and VI. Experimental results with both simulated and real robots are presented in Section VII, while Section VIII brings the conclusion and directions for future work. 
II. RELATED WORK
One of the first works to consider the use of SLAM with planning was proposed by Feder [4] , in which an utility function was used to determine the robot's next action. This utility function chose the next action from those that could improve the system information, basically improving the exploration. Bourgault [5] proposed a new utility function that tried to improve the exploration but also tried to improve the robot's localization, as the exploration alone could end up returning errors to the system. Makarenko's work [6] added new information to the utility function to avoid the robot from performing long trajectories since the environment is unknown.
Huang [7] noted that determining a series of actions to the robot is better than deciding only the next one. In spite of that, the robot's trajectory had to be updated on every step, since new information arrived on the system regarding the robot's position and the map. He called this strategy "Model Predictive Control". Although it presented better results than the strategies cited before, it still had the problem of exploring already visited areas.
Leung [8] , [9] presented a new approach to this problem using the idea of behaviors to the robots. Using this strategy, the robot chooses among exploring (navigating to unexplored regions), improving localization (navigating through areas with well localized marks) or improving the map (navigating through areas where the map quality is poor).
Another type of planning involves the coordination of more robots performing SLAM. According to Fox [10] , when you use more than one robot for the SLAM problem, your system needs some coordination that involves planning the robots next actions. They used a frontier based exploration, which conducts the robots to unexplored areas, and continuously tries to make the robots to meet and exchange information. The frontier based exploration is also used in [11] and [12] . In [13] each robot decides its next action based on a global map and what they call a objective function. This work was extend in [14] with the development of two approaches: one with a central unit that decides all the actions and a distributed approach in which each robot is responsible for its own decisions.
III. METHODOLOGY
As mentioned in Section I, our main objective is to propose a navigation policy that works together with the SLAM algorithm allowing a more efficient exploration of the environment. For this, we developed a system that is composed of three main components: a planning component that is responsible for analyzing the robot's and map's status and deciding which action to take next, a mapping component that executes the SLAM while the robot is exploring and a navigation component that takes care of the robot navigation according to the generated plans. Figure 1 illustrates how these components are connected. The basic idea behind the system is to generate exploration plans for the robot while the SLAM is performed. This is done through the use of a topological map, which abstracts the metric map, organizing and storing important information, and a utility function, which decides how the environment should be explored. The utility function selects a series of waypoints through which the robot has to navigate. These waypoints are chosen dynamically, taking in consideration the following characteristics: 1) Waypoints should not be far from the robot's current location: this is based on the fact that we do not know the entire map yet, actually we are trying to build the map, so we have to constantly evaluate our decisions. If we choose to run long paths we may end up performing bad actions. Thus, we decided to only choose goal points that are relatively closer to the robot, so we can be frequently choosing the next goals, allowing us to avoid bad decisions or to recover from bad decisions more easily and rapidly. 2) Going to these waypoints will improve the map: the waypoints we choose should add some information to the map. It could be in terms of expanding borders of the map or improving a previous mapping that returned too much uncertainty. We implemented mechanisms that can analyze these two features for each goal point and choose the best one, privileging the exploration, but making sure that we also generate a good quality map.
3) The waypoints should, preferably, be on a straightforward path: the robot should prefer to navigate in a straight line, avoiding taking turns, especially sharp turns, like 180
• , as this increases the odometric errors.
The system works as follows. Initially the robot stays still and collects information to generate a first map. This map is analyzed and a topological map is build on top of it. The utility function receives this topological map, decides which point should be visited next and sends this information to the navigation system. The navigation system tries to safely get the robot to the goal point and, when the robot arrives there, this processes is repeated. The next sections will detail the components of the system.
IV. PLANNING
The planning component is composed by two main subcomponents: the topological map and the utility function. They are explained next.
A. Topological Map
In order to reason about the environment and generate plans for the robot, we build a topological map on top of the SLAM map. The process of building the topological map is divided in 3 steps: firstly, a voronoi-like skeleton is generated on top of the SLAM map. We then divide the map in regions and create nodes that will store information about these regions.
The skeletonization is based on the work of [15] , in which an image processing algorithm, known as "thinning method", is used by the authors to detect the skeleton of a map. As mentioned, the objective of this thinning step is to obtain similar results to a Generalized Voronoi Diagram, i.e., a set of points on the environment that lay as far as possible from the walls and obstacles.
To obtain the skeleton, we make a copy of the map obtained from the SLAM and apply the thinning algorithm on it. The algorithm runs iteratively eliminating grid cells until every cell left on the map is part of the skeleton. When the thinning is finished, we project the points that compose the skeleton back on the SLAM's map.
The skeleton points are used in Algorithm 1 to generate a topological map, dividing the SLAM map into regions, each one represented by a node. Each skeleton point is a potential candidate of being a node for the topological map and these nodes are the center of each created region. Each node contains three pieces of information: (i) an ID that serves as a identifier, distinguishing the nodes from each other; (ii) a variable that evaluates the map returned by the SLAM algorithm and tries to quantify the uncertainties on that region; and (iii) the coordinates of the center of the region, i.e., the coordinates of the skeleton point that generated that node.
Regions are defined by circles with center on the nodes coordinates and a radius that can be defined to better represent the map. These nodes coordinates will be considered as goal points by the navigator, as will be explained in the next sections. During robot navigation, a new topological map is constructed every time the robot reaches a goal point. This is necessary because every new information added to the SLAM map can substantially modify it, thus causing the topological map to become outdated. Figure 2a illustrates this process. The skeleton is shown in red and the first region created is represented by a blue circle with its center marked by a blue square. Fig. 2b represents the complete topological map after the algorithm execution. 
Algorithm 1 Topological Map creation

B. Utility Function
Based on the information provided by the topological map, the system will try to decide which region, represented by a node of the topological map, the robot should visit next. To do so, we define a utility function that aims for an efficient exploration of the environment. This function is defined as:
where, for each region x, U (x) is the utility value, D(x) is the distance from the robot's current pose to the region x, Err(x) is a factor related to the uncertainty of the map on that region, V (x) is a function that indicates if the robot has already visited that region and Q(x) is related to the angle the robot is facing in the moment. The region that is chosen to be visited by the robot is the one with the highest utility value. The D(x) factor is the euclidean's distance of the robot's current position to each region's center points on the topological map. This factor favors regions that are distant from the robot and penalizes regions that are too close from the robot's current pose. This is done to improve the exploration of the environment. On the other hand, we do not want to include regions that are very far way, because the map is always being updated with new data and this can modify the utility function. So we only consider regions within a maximum distance δ.
The Err(x) factor is related to the uncertainty of the map returned by the SLAM process on that region. This is done by analyzing the probability returned by the SLAM algorithm on each point inside a region. Despite being an important factor to be considered if we want to build a good and trustworthy map, it should be used with caution. This information alone can result in a loss of efficiency in the mapping process, as it could lead the robot to choose regions that are difficult to reach or that are far away from its current position, causing the robot to expend time navigating through already visited parts of the map.
In order to continue encouraging the robot to explore the environment and to avoid already mapped areas, the V (x) factor keeps track of every cell the robot has navigated. Every time we are computing the utility of a region, we check if the robot has passed nearby and penalize that region. This factor is especially useful when the robot reaches a crossroad that it has already visited. In this situation, the function will privilege the path that was not selected previously.
One last factor considered in the computation of the utility function is related to the robot orientation, Q(x). Basically, we would like that the robot navigate on a straight line, avoiding long and steep turns. This is an important factor to consider since, in general, robot turns cause more odometric errors than forward movements. Another reason for using this factor is to encourage the robot to keep moving to new areas, penalizing when it tries to turn around and navigate through places it has just passed. As this factor can be characterized as a critical part of the system, both for the odometric errors and for the exploration, it multiplies the other three by a number that varies according to the region's position relative to the robot orientation. To determine this number the map is divided into 4 sectors and we determine to which sector the robot is facing at this moment and in which sector the region is located. The number to multiply is determined by the robot's facing angle and the region's sector. Figure 3 shows a robot facing sector II and the corresponding Q values for each sector.
V. MAPPING
To perform the simultaneous localization and mapping, we used the Distributed Particle SLAM algorithm (DP-SLAM). It was proposed by Eliazar and Parr [3] , [16] , [17] and uses particle filters to maintain a joint probability distribution over maps and robot positions. DP-SLAM uses an efficient map representation, reducing the time and the memory necessary to copy and store maps. Hence, DP-SLAM is able to maintain several different maps on memory until it can be sure which one is most likely to represent the environment.
To keep all these particles and maps on memory and easily access them, DP-SLAM uses the concept of an ancestry tree, where each particle has a pointer that informs which particle was re-sampled to generate it. As can be noted, this tree can get as large as the number of particles and generations. Thus, DP-SLAM manages to keep the tree small by pruning it over time. As a rule, a particle that does not get re-sampled is pruned from the tree, based on the fact that it did not score high when analyzing its probability. Another prune happens when a particle has only one child. In this case, the child is merged with its father.
While the pruning can reduce the ancestor tree to an acceptable size, having a map related to each particle can still lead to a huge memory waste. Thus, DP-SLAM has only one "physical" map and several "virtual" maps. The map is an occupancy grid, but each cell does not represent free or occupied as usual. Instead, each cell holds an observation tree with the IDs of every particle that has made an observation on that cell and each particle has a list that holds every cell it has observed. At this point, it is easy to understand how the map is really generated. To find out the status of a certain cell, a particle just have to look for the most recent observation that one of its ancestors made on that cell. DP-SLAM has another feature that the authors call hierarchical SLAM. Basically, when a robot is moving through an environment it accumulates drift errors. To reduce the influence of these errors on mapping and localization, DP-SLAM implements a drift model on its algorithm. Firstly a regular SLAM, called low SLAM, is executed generating a "low map", which is used next on what is called high SLAM. The high SLAM simulates some drift errors in the robot's position and samples the robot's trajectory with the information from the low map. With the trajectory information, the DP-SLAM tries to match the robot's observations with the trajectory and the drift errors and updates the "high map". We call a DP-SLAM cycle when DP-SLAM computes the low and the high maps. It is interesting to note that while the high map has all the information mapped so far, the low map has only the information of the current cycle.
VI. NAVIGATION
To navigate the robots between regions, we use the Nearness Diagram (ND) Navigation [18] , a reactive collision avoidance algorithm for robots navigating through complex scenarios. The algorithm tries to identify "entities" in the environment, such as obstacles and free space areas, and decides the best way to go from the current pose to the goal pose. These entities are used to define a set of situations and to implement the actions the robot should take at each situation. The sensory information retrieved by the robot is used to select a situation and the action associated with it.
After our utility function plan which region to visit, this information is passed to the navigation system as an (x, y) coordinate in the SLAM map. This coordinate is converted to the robot coordinate frame and inserted in the ND Navigator that is responsible for safely guiding the robot to the next goal point.
VII. EXPERIMENTS
In order to test the efficiency of the proposed approach, we performed a series of experiments using both simulated and real robots. For the simulations, we used the Player/Stage Platform [19] . The main objective was to evaluate the benefits of using our navigation policy in the mapping of a generic environment. We used three different environments shown in Figure 4 and executed 20 runs of DP-SLAM with and without the navigation policy. Mapping without the navigation policy, called random navigation here, was performed moving the robot in the forward direction and randomly choosing a new orientation when an obstacle or wall is encountered. The simulated robot was a Pioneer 2DX with a Sick laser. In all the runs, the robot was initially placed at the center of the environment, with 90
• orientation. We firstly evaluated the ability to perform a complete mapping of the environment within a time limit (in this case, 200 DP-SLAM cycles) and the average number of DP-SLAM cycles necessary to perform this task. The results are shown in Table I . For each environment, it can be observed that the use of the navigation policy greatly improves the performance of the mapping task, reducing the average number of DP-SLAM cycles necessary to complete the map. Also, using the policy, the robot was able to complete a larger number of maps in comparison to the random navigation. The good results can be explained by the use of the utility function. It was capable of analyzing the generated map and deciding where to go to better explore the environment. Without the utility function, the robot kept navigating through already visited parts of the map, most of the time not completing the map. It is important to mention that, as we do not have a path planning algorithm to guide the robot between waypoints, sometimes the ND navigation system was not able to provide a good path for the robot. That is the main reason why we did not get a 100% map completing using our Navigation Policy. We also tested each of the utility function factors individually or in different combinations to analyze the behavior and the contribution each factor to the utility function. Table  II shows the results for these tests on test environment a. 
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As can be seen on the table, the factors, individually, do not provide a good mapping efficiency. For example, function U (x) = Err(x), could not complete any map because it kept trying to remove the uncertainties of the map it already had instead of exploring the environment. The function U = D(x) implies that the robot should always visit far away regions, thus improving the exploration of the environment, but this is not confirmed by the small number of completed maps. It is a result of choosing to visit a region that is far from the robot and then having to navigate for a long period through already visited areas to reach that chosen region. Even the function for already visited areas, U (x) = V (x), could only complete three maps for the same reason as the previous factor. It may choose to visit regions far from the robot, thus spending long periods navigating through visited areas.
The importance of the factor Q(x) can be seen on the last line of Table II . The function U (x) = D(x) + Err(x) − V (x) is the same as our navigation policy without the Q(x) factor. As can be seen, the results from our navigation policy are better than function
for SLAM Cycles as for completed maps. The good results obtained for this factor can be explained by the topology of environment a, which favors a straightforward navigation.
Some of these functions can be considered as adaptations of some approaches found in the literature. Function U (x) = Err(x), for example, uses the same idea proposed in [4] . This function tries to minimize uncertainty of the map, thus making the robot navigate through already visited areas, reducing exploration and completing much fewer maps within the allowed time. This same behavior was reported in [4] . When we combine U (x) = D(x) + Err(x), we have an adaptation of the approach used in [5] , that includes an exploration factor to the utility function. And if we apply the distance limit to the regions on the previous function we are adapting the idea of [6] to our system. In our experiments, the original function (Equation 1) presented better results than both adaptations.
We also tested our system on a real robot navigating through some corridors. The robot is a Pioneer P3-AT with a SICK Laser (Fig. 5) , equipped with a Pentium M Processor (1.73GHz), 512MB memory, running Ubuntu. Some of the robot parameters, such as maximum speed, had to be adjusted but the system parameters are the same as in the simulations. During the tests, the robot behaved as we expected, matching the results we achieved on simulations. Fig. 6 contains three different runs we did with the real robot and Table III presents the results we obtained for each run. The number of plans is related to the number of times our system computed a new region to visit. Fig. 7 illustrates the final maps obtained on each run. 
VIII. CONCLUSION
This paper presented the development of a navigation policy to improve mapping and exploration of unknown environments. We propose the use of a utility function together with the DP-SLAM algorithm to dynamically generate plans and guide robot navigation. As shown in Section VII, our approach improved the performance of DP-SLAM in terms of time efficiency, when compared to a random navigation approach. Despite the good results, there is still room for improvement. As mentioned, sometimes the navigation system is not able to provide a good path between the waypoints. To solve this, we intend to use a path planning algorithm together with the ND navigator to improve the navigation part of our system.
We also want to measure if the map quality is improved by using our utility function during the exploration. We want to determine if the map quality can be improved by better parameters to the DP-SLAM algorithm. For example, the number of particles used by the DP-SLAM algorithm is an important factor in map quality but also influences the algorithm processing time. So it is necessary to find a good trade off between these factors in order to have good quality maps generated in real time.
Another point to analyze is that we assume that the SLAM algorithm provides the robot position without uncertainties when evaluating the utility functions. An improved utility function wold consider this uncertainty when evaluating the best area to visit. Finally, we would like to explore the use of multiple robots in this task and use the utility function to guide the cooperative mapping.
