Abstract. A refinement of uniform resolvent estimate is given and several smoothing estimates for Schrödinger equations in the critical case are induced from it. The relation between this resolvent estimate and radiation condition is discussed. As an application of critical smoothing estimates, we show a global existence results for derivative nonlinear Schrödinger equations.
Introduction
Let us consider the resolvent operator R(z) = (−∆ − z) −1 on R n . It is defined only for z ∈ C \ {x ∈ R; x > 0} as an element of L(L 2 , L 2 ), but the weak limit R(λ ± i0) = lim is finite. This fact was first pointed out by Agmon [A] , and is called the limiting absorption principle. This principle can be justified by the resolvent estimate
for λ > 0 and k > 1/2. More generally, we have
for λ = 0, |α| ≤ 2, and k > 1/2. Furthermore, if n ≥ 2, we have the uniform resolvent estimates
for σ(x, ξ) = x −k |ξ| 1/2 , where k > 1/2. The uniform resolvent estimates such as (1.2) and (1.3) are used to show smoothing estimates for Schrödinger equations. See, Date: January 27, 2011. The first author was supported by the EPSRC Leadership Fellowship EP/G007233/1. for example, [KY] , [W] , [Ho1] , [Ho2] , [Su1] , [Su2] , [SuT] , [RS2] . We remark that we have used here the notation σ(X, D, Y ) = (2π) −n R n R n e i(x−y)·ξ σ(x, y, ξ)u(y)dydξ as a pseudo-differential operator following Kumano-go [Ku] . We usually abbreviate X (resp. Y ) if σ(x, y, ξ) does not depend on x (resp. y). For σ(X, D), we set σ(X, D) * = σ(Y, D).
The objective of this paper is to establish the following:
• In uniform resolvent estimates (1.2) and (1.3), the critical case k = 1/2 or more general combination of the order for the weight can be attained if we assume a structure on σ(X, D) (Section 3).
• The structure is related to a radiation condition (Section 4).
• Such consideration can be used for the nonlinear problems for Schrödinger equations (Section 6). Below we give the details, together with the organisation of this article. In Section 2, by following the argument in authors' previous work [RS2] , we will show a refined version of the resolvent estimate (1.1), which is associated with a structure induced by −∆. To understand the geometric meaning of this structure, we will also consider more general elliptic operators L instead of −△. After such preliminary results, we will show in Section 3 a uniform resolvent estimate (Theorem 3.1) which includes the following result as a special case Theorem 1.1. Let n ≥ 2 and let θ ∈ R. Suppose that σ(x, ξ) ∼ |ξ| θ , τ (x, ξ) ∼ |ξ| 1−θ , and σ(x, ξ) = 0 on Γ = {(x, ξ) ∈ R n × (R n \ 0) ; x ∧ ξ = 0}. Then we have the estimate
(R n ) 0 < l < min {1, (n − 1)/2}. Suppose also that τ (x, ξ) = 0 on Γ. Then estimate (3.2) is true for |l| < min {1, (n − 1)/2}.
Here the notation σ(x, ξ) ∼ |ξ| b means that σ(x, ξ) is positively homogeneous of order b in the variable ξ and its derivatives satisfy a natural decaying property. For the precise definition, see (3.1). Here we have also used the notation a ∧ b = (a i b j − a j b i ) i<j for vectors a = (a 1 , a 2 , . . . , a n ) and b = (b 1 , b 2 , . . . , b n ). Theorem 1.1 with l = 0 corresponds to estimates (1.2) and (1.3) with the critical case k = 1/2, and furthermore, we have freedom in the choice of l. Such advantages come from the extra structure conditions σ(x, ξ) = 0, τ (x, ξ) = 0 on the set Γ. We remark that the case of homogeneous weight |x| −1/2 instead of x −1/2 was considered in [RS2] (when l = 0).
In Section 4, we will explain the relation between our result Theorem 1.1 and Herbst-Skibsted's resolvent estimate in [HS] , where the symbol σ(x, ξ) = ξ ∓(x/|x|)|ξ| vanishing only on the half part of Γ is used to show results similar to Theorem 1.1. We remark that such result induces Sommerfeld's radiation condition.
Theorem 1.1 implies many estimates for Schrödinger equations. For example, if we follow the terminology in [KY] , Theorem 1.1 with the case σ(x, ξ) = τ (x, ξ) and l = 0 means that the operatorσ(X, D) = X −1/2 σ(X, D) is −∆-supersmooth. Due to Kato's work [K] , this property automatically induces smoothing estimates for Schrödinger equations, which covers the critical case of the estimates obtained by Ben-Artzi and Klainerman [BK] or Chihara [Ch2] . Such results will be displayed in Section 5.
As an application of smoothing estimates induced from Theorem 1.1, we will consider in Section 6 the existence of time global solutions to the following derivative nonlinear Schrödinger equation
where △ and ∇ denote the Laplacian and the gradient in x ∈ R n , respectively. The question is which conditions on the initial data ϕ guarantee the global in time existence of solutions? Some answers in the case when f (u) has a polynomial growth of order N are known:
• ϕ ∈ C ∞ , rapidly decay, and sufficiently small in the case N ≥ 3 (Chihara [Ch] ).
• ϕ ∈ H [n/2]+5 , rapidly decay, and sufficiently small in the case N ≥ 2 (Hayashi, Miao, and Naumkin [HMN] ).
• ϕ ∈ H n/2+2 , sufficiently small in the case N ≥ 3 (Ozawa and Zhai [OZ] ).
By using smoothing estimates obtained in Section 5, we can weaken the smoothness assumption on ϕ if the nonlinear term has a null-form structure like f (x/ x ∧ ∇u).
As it was announced in [RS3] , the regularity index [n/2] + 5, or even n/2 + 2, can be replaced by a smaller one in this case. We give an example of these results:
and its L 2 -norm is sufficiently small. Then the equation
The proof of Theorem 1.2 is a simple application of the fixed point theorem on contraction mapping. The freedom of the choice of l in Theorem 1.1, which is due to the structure of nonlinear term, enables us to induce the contraction directly.
The phenomena that some structure of the nonlinear term has effects on the regularity problem can be seen in many nonlinear equations. For example, KlainermanMachedon [KM1] , [KM2] showed that wave equations with nonlinear terms satisfying the null condition have local existence and uniqueness in the Sobolev space H s for smaller s than that of wave equations with general nonlinear terms. Theorem 1.2 can be regarded as one of such phenomena for Schrödinger equations.
A resolvent estimate with structure
In this section, we establish a refined version of the resolvent estimate (1.3) in Introduction, which is associated with a structure induced by −∆. To describe it, we also generalise the operator L = −△, which will also enable us to clarify its geometric meaning. For the purpose, we introduce notations which will be used in the rest of this paper. Let
We remark that L = −△ and ω(x, ξ) = (x/ x ) ∧ ξ if p(ξ) = |ξ|. We also set
for z ∈ C \ {x ∈ R ; x ≥ 0} and λ ∈ R, where F x , F −1 ξ denote the Fourier transformation and its inverse, respectively, and the limit is taken in the sense of distributions. For λ < 0, we have R(λ ± i0) = R(λ). We remark that Ω commutes with functions of the operator p(D).
Lemma 2.1. Let h ∈ C ∞ (R \ 0). Then the operators of the form (h • p)(D) commute with Ω ij (X, D) whenever it makes sense. In particular, R(λ ± i0) commutes with Ω ij (X, D).
Proof. See the proof of [RS2, Lemma 3.2] .
Let us also introduce the classical orbit {(x(t), ξ(t)) : t ∈ R} associated to the operator L defined by (2.1), which satisfies
and define the set of the paths of all classical orbits:
In the case L = −△, for example, we have
By using it, we define a structure induced by the operator L:
We remark that ω ij (x, ξ) in (2.2) satisfy (2.5) (see [RS2, Lemma 3.1] ). With the dual function p * (x) of p(x) which satisfies p * (∇p(x)) = 1 (see [RS2, Theorem 3 
are also examples of σ(x, ξ) which satisfies (2.5), where a(x) is an appropriate function whose support is away from the origin. We say that σ(x, ξ) is of the class
for all α and γ. In the case k = 0, we abbreviate it writing A m . Then we have the following proposition:
Then there is some N ∈ N such that we have the estimate
for 0 < l < 1. Suppose also that τ (x, ξ) = 0 on Γ. Then the estimate is true for −1 < l < 1.
We will now prove Proposition 2.2. The proof is a modified version of the arguments in [Su2, Theorem 3 .1] and [RS2, Theorem 4 .1] and it may include the repetition of them. The following lemma due to [RS2, Proposition 3.3] (and its proof) is essential:
with a sufficiently large N ∈ N.
We set
. By Lemma 2.3 and by taking the adjoint, the estimate of Proposition 2.2 is reduced to show the L 2 (R n )-boundedness of the operator
for 0 < l < 1, and 
where f ν ,f ν are functions of polynomial growth of order 2 at most, and
have their support in that of χ. Hence we may assume (2.6)
whichever we need to show the L 2 boundedness for −1 < l < 1. We may assume, as well, that χ(ξ) ∈ C ∞ 0 (R n ) has its support in a sufficiently small conic neighbourhood of (0, . . . , 0, 1). We split the variables in R n in the way of
By the integral kernel representation, we express the operators K λ,χ and K λ,χ as
The following is fundamental in the proof of the limiting absorption principle (see [RS2, Lemma 4 .1]):
have its support in a small conic neighbourhood of (0, . . . , 0, 1). Then we have
where C λ,χ is independent of x n and y n .
By (2.6) and Lemma 2.4, we have easily
By interpolation, we have
If we take ǫ such that 0 < ǫ < min {1/2, 1 − |l|}, then we have
where we have used the following fact (with the case n = 1) proved by HardyLittlewood [HL] :
Lemma 2.5. Let γ < n/2, δ < n/2, m < n, and γ + δ + m = n. Then we have
(See also [SW, Theorem B] .) Thus we have completed the proof of Proposition 2.2.
Uniform resolvent estimates
In this section we derive uniform resolvent estimates. We use the notation
If b = 1, we write σ(x, ξ) ∼ |ξ|. Then Proposition 2.2 given in Section 2 induces the following uniform resolvent estimate:
Theorem 3.1. Let n ≥ 2 and let θ ∈ R. Suppose that σ(x, ξ) ∼ |ξ| θ , τ (x, ξ) ∼ |ξ| 1−θ , and σ(x, ξ) = 0 on Γ. Then we have the estimate
As a special case of Theorem 3.1, we have Corollary 3.2. Let n ≥ 2. Suppose that σ(x, ξ) ∼ |ξ| 1/2 and σ(x, ξ) = 0 on Γ. Then we have
Suppose that σ(x, ξ) ∼ |ξ| and σ(x, ξ) = 0 on Γ. Then we have
for 0 < l < 1 if n ≥ 3 and 0 < l < 1/2 if n = 2.
We now prove Theorem 3.1. We may consider only the case of non-negative l since the estimate for negative l is also given by the duality argument. That is, it suffices to show estimate (3.2) for 0 < l < min {1, (n − 1)/2} assuming that σ(x, ξ) = 0 on Γ, and for l = 0 assuming that σ(x, ξ) = τ (x, ξ) = 0 on Γ. We split estimate (3.2) into the following two estimates:
, which is obtained from the following lemma (with b = 1 and δ = 1/2 − l):
Then we have
Proof. We have
by integration by parts. Then we have
since K(x, λz, y) = λ b−n K(x, z, y) for λ > 0 and x, y ∈ R n . From this, we obtain
which implies the result by Lemma 2.5.
We show estimate (3.5) by the scaling argument. Noting that we have generally
estimate (3.5) is reduced to showing the estimates
where we set
, and for x such that |λ −1 x| ≤ 2, we have
Furthermore, since we have
x, ξ) whichever we like, in the right hand sides of these estimates.
On account of them, it suffices to show estimates (3.7) and (3.8) for σ λ (x, ξ) and τ λ (x, ξ) of the forms
for 0 < l < min {1, (n − 1)/2} assuming σ λ (x, ξ) = 0 on Γ, and for l = 0 assuming σ λ (x, ξ) = τ λ (x, ξ) = 0 on Γ. We remark that σ λ (x, ξ) and τ λ (x, ξ) defined by (3.9) satisfy the estimates
with constants C αβ independent of λ > 0. We split estimate (3.7) into the following two parts:
where χ(t) ∈ C ∞ 0 (R + ) is a function which is equal to 1 near t = 1. Estimates (3.8) and (3.11) are obtained if we write
All of them are L 2 -bounded (uniformly in λ > 0) by Lemma 3.3 (with b = 1/2 and δ = 1/2 ∓ l) and estimates (3.10) together with the following lemma by Kurtz and Wheeden [KW, Theorem 3 
]:
Lemma 3.4. Let −n/2 < δ < n/2. Then we have
Proof. The first estimate is due to [KW] . The second estimate with 0 ≤ δ < n/2 is obtained from it because of the inequality x δ ≤ C(1 + |x| δ ). The one with −n/2 < δ ≤ 0 is just the dual of it.
We prove estimate (3.12). Let ρ(x) ∈ C ∞ 0 (R n ) be equal to 1 near the origin and χ(t) ∈ C ∞ 0 (R + ) be equal to 1 on supp χ. We set σ
By Proposition 2.2 and estimates (3.10), we have (3.13) sup
Other estimates are obtained form the following lemma which was proved by [SuT, Theorem 1.2] (see also [Su1, Theorem 3 
.1]):
Lemma 3.5. Let 1 − n/2 < α < 1/2 and 1 − n/2 < β < 1/2. Then we have
In fact, from this lemma and Lemma 3.4 with m(ξ) = f (|ξ|)|ξ| −(α+β) (χ • p)(ξ) −1 , we obtain the estimate (3.14)
are L 2 -bounded uniformly in λ > 0 by Lemma 3.3 (with b = ε and δ = 1/2 + 2ǫ), where 0 < ε < (n − 1)/4 and l/2 ≤ ε, the estimate (3.15) sup
is reduced to the estimate
which is a special case of estimate (3.14) with α = β = 1/2 − ε. Similarly, we have that τ 1 λ (X, D)|D| −(1−θ+ε) |Y | 1/2+ε with ǫ = l/2 is L 2 -bounded uniformly in λ > 0, and the estimate (3.16) sup
with l > 0 is also reduced to estimate (3.14). Hence all the rest to be shown is the estimate
We remark that the estimate (3.16) with l = 0 is just the dual of estimate (3.17) with l = 0. By Lemmas 2.3 and Lemma 2.1, estimate (3.17) is reduced to the estimate
where k = 0, 1. Since the symbol of Ω ij is linear in x and positively homogeneous of order 1 in ξ by (2.2), τ
k is a finite sum of the operators of the form
are L 2 -bounded uniformly in λ > 0 by Lemma 3.3 (with b = ε and δ = 1/2 + 2ǫ), where 0 < ε < (n − 1)/4 and l/2 ≤ ε. Noticing the trivial inequality x −3/2+l ≤ x l/2−1 ≤ |x| l/2−1 , the estimate is further reduced to
which are implied again by (3.14) with α = l/2 and β = 1/2 − ε. Summing up estimates (3.13), (3.15), (3.16), and (3.17), we have estimate (3.12), and thus the proof of Theorem 3.1 is complete.
Herbst-Skibsted's resolvent estimate
In this section, we will explain the relation between Theorem 3.1 and HerbstSkibsted's resolvent estimate in [HS] .
Let S(x, λ) be the solution of eikonal equation,
Here we always assume V = 0 but keep it remaining in the notation because the case V = 0 is admitted in [HS] assuming the potential V to be smooth and to have the property
where 0 < ε 0 < 1. In this case, we have S(x, λ) = √ λp * (x), where p * (x) is the dual function of p(ξ) defined by satisfying the relations p(∇p * (x)) = 1 and ∇p * (∇p(ξ)) = ξ/p(ξ) (see [RS2, Theorem 3.1] ). Noting that D = −i∇ is the momentum operator, we set
2 ).
We remark that the symbolγ(x, ξ) = ξ ∓ p(ξ)∇p * (x) of the operatorγ satisfies the half structure condition
In the case L = −∆, for example, we have
and the following results are already known, as an adapted version of those in [HS] :
Theorem 4.1 ( [HS, Theorems 4.4, 5 .1]). Let 0 ≤ s ≤ 1, let δ > 1/2, and let
The quantum result in Theorem 4.1 with s = 0 is a usual resolvent estimate, but we can extend it to the case 0 < s ≤ 1 by virtue of the half structure (4.1) of the operatorγ. We remark that the classical result in Theorem 4.1 was first proved by Isozaki [I] , and it can be also derived from the quantum result in Theorem 4.1. Furthermore, it implies Sommerfeld's radiation condition
for the outgoing and incoming solutions u = R(λ ± i0)v to the Helmholtz equation
Theorem 4.1 means that each specified operator σ ± (X, D) =γ with half structure σ ± (x, ξ) = 0 on Γ ± implies the estimates for R(λ+i0) and R(λ−i0), respectively. On the other hand, our Theorem 3.1 means that any operator σ(X, D) with full structure σ(x, ξ) = 0 on Γ implies estimates for both.
Furthermore, Theorem 3.1 corresponds to the critical case of Theorem 4.1. In fact, the quantum estimate in Theorem 4.1 can be interpreted as
for σ ± (X, D) =γ, while estimate (3.4) in Corollary 3.2 (together with Lemma 3.4) implies a better estimate
for σ(X, D) satisfying the full structure condition (in the case n ≥ 3).
As another advantage of Theorem 3.1, we can treat the general operator L = p(D)
2 + V instead of −∆ + V although we have to assume V = 0.
Smoothing estimates for Schrödinger equations
It is known that uniform resolvent estimates straightforwardly induce smoothing estimates for Schorödinger evolution operators. For example, estimate (3.3) in Corollary 3.2 says that the operator
Then by the work of Kato [K] , we have the estimate
Hence we equivalently have Theorem 5.1. Let n ≥ 2. Suppose that σ(x, ξ) ∼ |ξ| 1/2 and σ(x, ξ) = 0 on Γ. Then the solution u to equation (5.1) satisfies the estimate
We remark that Theorem 5.1 is a refinement of the following well known smoothing estimate
for the solution u to equation (5.1) (see, for example, [BK] and [Ch2] ). Theorem 5.1 covers its critical case l = 0 under the structure condition σ(x, ξ) = 0 on Γ. In our previous work [RS2] , we also proved the estimate
when σ(x, ξ) satisfies the same structure condition, and is positively homogeneous of order 0 in x and 1/2 in ξ. Estimate (5.3) is a refinement of the estimate
by [KY] and [Su1] .
On the other hand, as it is discussed in [Su1] , [Su2] , [SuT] , we can construct the solution u(t, x) to the inhomogeneous equation
Here f ± denotes the function f multiplied by the Heaviside function Y (±t), that is, the characteristic function of the set {t : ±t ≥ 0}. Hence estimate (3.4) in Corollary 3.2 yields the following result for (5.4), which is a refinement of the estimate (5.5)
Theorem 5.2. Let n ≥ 2. Suppose that σ(x, ξ) ∼ |ξ| and σ(x, ξ) = 0 on Γ. Then the solution u to equation (5.4) satisfies the estimate
If we drop the structure assumption σ(x, ξ) = 0 on Γ from Theorems 5.1-5.2, we cannot expect the same estimates there but can still show the following weaker ones: Proposition 5.3. Let n ≥ 2 and let l > 0. Suppose that σ(x, ξ) ∼ |ξ| 1/2 . Then the solution u to equation (5.1) satisfies the estimate
Suppose that σ(x, ξ) ∼ |ξ|. Then the solution u to equation (5.4) satisfies the estimate
.
Proof. We may assume 0 < l < (n − 1)/2 since the estimate with l ≥ (n − 1)/2 is a weaker result. Let 0 < l ′ < l < (n − 1)/2 and let us factorise x −1/2−l σ(X, D) as
On account of estimates (5.2) and (5.5), it suffices to show the L 2 -boundedness of the operator
be a function which is equal to 1 near the origin. Then by the symbolic calculus and the L 2 -boundedness of pseudo-differential operators of class S 0 (see also [RS1, Theorem 1.1]), the operator
On the other hand, the L 2 -boundedness of the operator Theorem 5.4. Let n ≥ 3. Suppose that σ(x, ξ) ∼ |ξ| and σ(x, ξ) = 0 on Γ. Then the solution u to equation (5.1) satisfies the estimate
for 0 < l < 1 and α > 3/2.
Proof. We decompose the solution u = e −itL ϕ into the following two parts:
where χ ∈ C ∞ 0 (R) is a function such that χ(ξ) = 1 for |ξ| < 1, and χ(L) = (χ•p 2 )(D). Letχ ∈ C ∞ 0 (R) be another function such thatχ(ξ) = 1 on supp χ. Then we have
be the spectral decomposition of the self-adjoint operator L with spectral measure E L (λ), and
be the corresponding spectral density. Then we can write
and by Plancherel's theorem (see also [ReS, Section XIII.7 , Lemma 1]), estimate (3.4) in Corollary 3.2, and Lemma 3.4, we have
On the other hand, by Lemma 2.3, Proposition 5.3, Lemma 2.5, and Lemma 3.4, we have
since Ω ij (X, D) commutes with e −itL and p(D) −1/2 by Lemma 2.1. Hence, for 1/2 ≤ l < 1, we have
The conclusion of the theorem is obtained if we interpolate this estimate and the estimate
, which is a direct consequence of Theorem 5.1 and Lemma 3.4, For s,s ∈ R, let H s,s (R t × R n x ) be the set of tempered distributions g on R t × R n x such that the norm
is finite, where D t
Combining Theorems 5.2 and 5.4, we have the following result:
Corollary 5.5. Let n ≥ 3, let 0 ≤ s ≤ 1, and lets ≥ 0. Suppose that σ(x, ξ) ∼ |ξ| and σ(x, ξ) = 0 on Γ. Then the solution u to equation
satisfies the estimate
Proof. Differentiating equation (5.6), we have
, for non-negative integers k. Then by Theorems 5.2 and 5.4, we have the estimate
, for j = 0, 1. Here we have used Lemma 3.4, Sobolev's embedding 
again a pseudo-differential operator with a symbol of the form
Hence, if we use Proposition 5.3 instead, we have similarly the estimate
since 1 − l, l > 0. Thus we have the desired estimate if s,s are integers. By interpolation, we have the conclusion.
Derivative Nonlinear Schrödinger equations with structure
Estimates obtained in the previous section can be used to show a time global existence result for derivative nonlinear Schrödinger equations. We consider the power of the derivative σ(X, D)u of u(t, x) in the space variable x as nonlinear term.
Theorem 6.1. Let n ≥ 3, let N ≥ 4, N ∈ N, let κ > 3(N + 1)/4(N − 1), and let τ > (n + 3)/2. Suppose that σ(x, ξ) ∼ |ξ| and σ(x, ξ) = 0 on Γ. Assume that
and that its L 2 -norm is sufficiently small. Then the equation
The key point of the proof is that the space
is an algebra if s > 1/2 ands > n/2. Then we have .
To prove Theorem 6.1, we consider the mapping from u 0 (t, x) to the solution u(t, x) for (6.4) (i∂ t − L) u(t, x) =(σ(X, D)u 0 ) N u(0, x) = ϕ(x), t ∈ R, x ∈ R n .
We take 1/2 < s ≤ 1 ands > n/2 such that τ = 2s +s + 1/2, and let us use Corollary 5.5 with f = (σ(X, D)u 0 ) N and l = (N + 1)/(2N − 2). On account of (6.2), we have an estimate (6.5)
x −1/2+l σ(X, D)u .
Estimates (6.5) and (6.6) show that, if the first term of the right hand side of (6.5) is sufficiently small, the mapping u 0 to the solution u for (6.4) is a contraction on the space X which collects all functions u(t, x) with sufficiently small u X = x −1/2+l σ(X, D)u . (Note that · X is not a norm because u X = 0 does not always imply u = 0). Let us denote this mapping by Φ : X → X noticing that the fixed point of it is a desired time global solution. The contraction here means that we have Φ(u) − Φ(ũ) X ≤ ε u −ũ X (v,ũ ∈ X) with some 0 < ε < 1. Consider the sequence of functions {u n } n∈N in X defined by u n = Φ(u n−1 ), u 0 = 0. Then we have u n − u m X → 0 if m, n → ∞, which means that x −1/2+l σ(X, D)u n n∈N is a Cauchy sequence in H s,s (R t ×R n x ). Hence we have a limit (6.7)
x −1/2+l σ(X, D)u n → x −1/2+l w in H s,s (R t × R n x ) by the completeness of it. We note that x −1/2+l w is sufficiently small again. Let u be the solution to (i∂ t − L) u(t, x) =w N u(0, x) = ϕ(x), t ∈ R, x ∈ R n .
We note that x 1/2+l w N ∈ H s,s (R t × R n ) by (6.2), hence w N ∈ C 0 (R t ; Hs(R → 0 hence we have w = σ(X, D)u by (6.7) again. This means that u is the desired time global solution to (6.1) and the proof of Theorem 6.1 is complete.
