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Identifying and extracting the past information relevant to the future behaviour of stochastic
processes is a central task in the quantitative sciences. Quantum models offer a promising approach
to this, allowing for accurate simulation of future trajectories whilst using less past information
than any classical counterpart. Here we introduce a class of phase-enhanced quantum models,
representing the most general means of causal simulation with a unitary quantum circuit. We
show that the resulting constructions can display advantages over previous state-of-art methods –
both in the amount of information they need to store about the past, and in the minimal memory
dimension they require to store this information. Moreover, we find that these two features are
generally competing factors in optimisation – leading to an ambiguity in what constitutes the optimal
model – a phenomenon that does not manifest classically. Our results thus simultaneously offer
new quantum advantages for stochastic simulation, and illustrate further qualitative differences in
behaviour between classical and quantum notions of complexity.
Models of stochastic processes are essential to quantit-
ative science, providing a systematic means for simulat-
ing future behaviour based on past observations. Given
different models exhibiting statistically identical beha-
viour, there is a general preference for the simplest mod-
els – those which require minimal information about the
past. The motivation is two-fold: foundationally, they
represent a way of identifying potential causes of future
events; and operationally, simulating a process using such
models requires less memory – as they need to track less
information about the past – leading to a reduction in
resource costs.
The field of computational mechanics [1–3] provides
a systematic approach to constructing the provably
simplest classical causal model for any given stochastic
process. These models, called ε-machines, can produce
statistically correct predictions using less memory than
any classical alternative. The amount of past information
they store has been employed as a measure of structure in
diverse contexts [4–11], motivated by its interpretation as
a fundamental limit on how much information from the
past must be tracked in order to predict the future.
Quantum mechanics, however, enables even simpler
models that bear statistically identical predictions [12–
20]. This advantage, which has been observed experi-
mentally [21, 22], can scale without bound [17, 23–25]
and induces significant qualitative classical-quantum di-
vergences in quantifiers of structure [26, 27]. However,
while presently-known quantum constructions are prov-
ably optimal for some specific cases [25, 26], they are
known not to be so in general. This motivates the search
for even simpler quantum models that obtain further
memory advantages in stochastic simulation, and better
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characterise quantum notions of structure and complex-
ity.
In this paper, we introduce phase-enhanced quantum
models – a sophistication of previous quantum models
– that capture all possible methods of causal simulation
using unitary quantum circuits. We show that the res-
ulting models can improve upon current state-of-the-art
constructions in further reducing the amount of memory
they require, according to both entropic and dimensional
measures [25]. Moreover, our new models reveal the ori-
gin and highlight the widespread nature of a recently dis-
covered phenomenon [28] – which we term the ambiguity
of optimality – wherein optimising for quantum models
that track minimal information about the past may sac-
rifice achieving minimal dimensionality of their memory
(and vice versa).
FRAMEWORK
Classical models. A bi-infinite discrete-time,
discrete-event stochastic process [29] is characterised by
a sequence of random variables Xt that take values xt
drawn from a finite alphabet A at each time step t ∈ Z.
The process is defined by a joint probability distribution
P ( ~X, ~X), where ~X = · · ·X−2X−1 and ~X = X0X1 · · ·
represent the past and future sequences of the process
respectively (we use upper case to denote random vari-
ables, and lower case for their variates). A consecutive
sequence of length L is denoted by X0:L = X0 · · ·XL−1.
Here, we consider stationary stochastic processes, such
that P (X0:L) = P (Xm:m+L)∀L,m ∈ Z.
An instance of a given stochastic process has a specific
past ~x, and possesses a corresponding conditional future
P ( ~X| ~x). A causal model of a stochastic process defines
an encoding function that maps each possible ~x to some
suitable memory state such that the same systematic ac-
tion on the memory at each timestep gives rise to future
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2sequences according to this conditional future distribu-
tion. Notably, all information about the future that is
stored in the memory states may be obtained from ob-
servations of the past [1, 2, 25].
The field of computational mechanics [1, 2] offers a sys-
tematic means to construct the simplest classical causal
models – ε-machines. These models are defined by en-
coding past information into causal states s ∈ S, defined
by an equivalence relation on the past-future conditional
distribution:
~x, ~x′ ∈ s⇔ P ( ~X| ~x) = P ( ~X| ~x′). (1)
A key property of ε-machines is that they are unifilar [2]
– given an initial causal state s and output symbol x,
the memory transitions into a unique subsequent causal
state. We may thus define an update rule λ(s, x) to de-
scribe the new state [16].
The memory of an ε-machine is often parameterised
according to two metrics [1]: the statistical complexity
Cµ := H(S) = −
∑
s∈S
pis log2 (pis) (2)
which measures the amount of information stored in the
memory, and the topological complexity
Dµ := log2 (dim (S)) (3)
which measures the dimension of the memory. Here,
pis =
∑
~x∈s P ( ~x) denotes the steady-state distribution of
the causal states. The ε-machine minimises both these
metrics over analogous measures for the memory of all
other classical causal models. Nevertheless, it still stores
information that is not directly relevant for simulating
future statistics; Cµ can be strictly greater than the mu-
tual information between past and future [2]. Operation-
ally, Cµ and Dµ correspond to the size of the simulator
memory (per simulator), when run in an ensemble or
single-shot setting respectively.
Quantum models. Quantum effects present an op-
portunity to bypass classical limits, enabling models that
require less past information than ε-machines [12–18].
The present state-of-the-art systematic constructions for
quantum models can be expressed as a step-wise unitary
circuit [15, 16], where each causal state j ∈ S is assigned
to a corresponding quantum memory state |σj〉. Future
sequences are manifest via the use of a unitary operator
U that satisfies
U |σj〉 |0〉 =
∑
x
√
P (x|j) ∣∣σλ(j,x)〉 |x〉 , (4)
where we have introduced the shorthand notation
P (x|j) ≡ P (Xt+1 = x|St = j). At each time step t, the
memory state (first subspace) is interacted with a fresh
ancilla (second subspace) initialised in |0〉 [Fig. 1]. Sub-
sequent measurement of the resulting ancilla then yields
the correct conditional future statistics at each time step.
Such a unitary operation has been proven to exist for any
stationary stochastic process [16].
Figure 1. A unitary quantum model produces a statistical
sequence of outputs ~x = x0x1x2 · · · by interacting a blank
ancilla with the memory through U at each time step, and
then measuring the state of the output branch in the compu-
tational basis.
We can extend the definitions of Eqs. (2) and (3) to
the quantum domain:
Cq := −Tr (ρ log2 (ρ))
Dq := log2 (rank (ρ)) , (5)
where ρ =
∑
j pij |σj〉 〈σj |. These quantities inherit the
same operational significance as their corresponding clas-
sical counterparts. We refer to them as the quantum
statistical memory and quantum topological memory, re-
spectively. These quantities are model-dependent [30].
As the memory states are generally not mutually or-
thogonal they enable memory savings in terms of both
metrics [31]. In fact, the above constructions satur-
ate bounds on pairwise memory state overlap [16, 26].
That is, for any quantum model the overlap between
quantum memory states cjk := 〈σj |σk〉 cannot exceed
the fidelities of their respective conditional future dis-
tributions fjk =
∑
~x
√
P (~x|j)P (~x|k) due to informa-
tion processing inequalities. For the above construction,
cjk = fjk [13, 16].
Despite this, the optimality of these models is only
proven for specific processes [25, 26], and known not be
true in general. Cq and Dq are thus not the true quantum
analogues of statistical and topological complexity, but
rather bound them from above. There is hence a strong
motivation to find quantum models whose memories fur-
ther reduce these measures, in order to both provide a
more efficient means of stochastic modelling, and to cap-
ture the ultimate limits of quantum models.
RESULTS
Phase-enhanced quantum models. We construct
our phase-enhanced unitary models by postulating a new
set of quantum memory states {∣∣σϕj 〉} with a correspond-
ing unitary interaction Uϕ satisfying a generalisation of
Eq. (4):
Uϕ
∣∣σϕj 〉 |0〉 := ∑
x
√
P (x|j)eiϕxj
∣∣∣σϕλ(j,x)〉 |x〉 , (6)
3where {eiϕxj} are the additional phase factors that de-
pend both on the initial causal state j and the output
symbol x. Given a set of memory states and unitary oper-
ator satisfying this relation, measurements of the second
subspace in the computational basis {|x〉} are guaranteed
to produce sequences that obey the same statistics as the
corresponding non-phase-enhanced model.
Theorem 1: All phase-enhanced models are valid; a cor-
responding unitary Uϕ satisfying Eq. (6) exists for any
choice of phase factors {eiϕxj}.
The proof is given in the Supplementary Material.
Theorem 2: The set of phase-enhanced models of a
given stochastic process as described above contains the
unitary quantum models of the process that minimise each
of the quantum statistical and topological memories.
The only possible valid modifications that can be made
to Eq. (6) are refinements [2] of the memory states bey-
ond the causal states. Modifying the transition struc-
ture between the memory states in any other manner, or
modifying the magnitude of the terms in the action of
the unitary will change the output statistics, and hence
change the process being modelled, ruling out such modi-
fications. It has previously been shown that such refine-
ments can only increase the statistical memory [26]; thus,
the minimal unitary quantum models must be described
by Eq. (6)
As the quantum memory state overlaps cϕjk :=
〈
σϕj |σϕk
〉
generally differ between different phase choices, the cor-
responding memory measures will also differ. For any
phase-enhanced model we can compute the correspond-
ing quantum statistical and topological memories:
Cϕq := −Tr (ρϕ log2 (ρϕ))
Dϕq := log2 (rank (ρ
ϕ)) , (7)
where ρϕ =
∑
j pij
∣∣σϕj 〉 〈σϕj ∣∣. Since these quantities de-
pend on the choice of {ϕxj}, we define
Cϕq min := min{ϕxj}C
ϕ
q , (8)
(and similarly Dϕq min) as the minimal quantum stat-
istical (topological) memory over all possible phase-
enhancements. Should these quantities be smaller than
those without phase-enhancement, i.e.,
Cϕq min < Cq, D
ϕ
q min
< Dq, (9)
the resulting phase-enhanced models would be more
memory efficient.
The potential for such a memory reduction might at
first blush appear counterintuitive. In the Supplement-
ary Material, we show that the overlaps of the quantum
memory states are given by
cϕjk =
∑
~x
√
P (~x|j)P (~x|k)ei(ϕ~xk−ϕ~xj), (10)
where ϕxm:nj :=
∑n
t=m ϕxtλ(xm:t,j) is shorthand for
the multi-step combination of phases. Therefore, |cϕjk|
Figure 2. General three-state Markov model: The notation
y|Tyx indicates that the transition from state x to y occurs
with probability Tyx, and the output symbol is y.
is always maximised when all phase factors are zero.
Moreover, for most other choices, |cϕjk| is strictly less
than cjk; phase factors cannot increase pairwise overlaps
between memory states. Nevertheless, as we illustrate in
the next section, phase-enhancement can indeed lead to
simpler quantum models according to both memory met-
rics. The possibility to reduce topological memory can be
understood as the phase factors creating linear depend-
encies between the memory states. Meanwhile, its poten-
tial to reduce statistical memory nicely illustrates that in-
creasing pair-wise distinguishability between an ensemble
of quantum states can sometimes still reduce higher-order
distances between the ensemble that are captured by the
von Neumann entropy [32].
Three-state Markov processes. We illustrate the
power of phase-enhancements by systematic study of
three-state Markovian processes. The Markov chain for
such processes is given in Fig. 2, where Tyx is used to
denote the transition probability of going from state x to
state y (while emitting y). The Markov property allows
us to simplify Eq. (6) to
Uϕ |σϕx 〉 |0〉 =
∑
y
√
Tyxe
iϕyx
∣∣σϕy 〉 |y〉 . (11)
Theorem 3: Phase-enhancements can reduce the dimen-
sion of the memory (i.e., quantum topological memory),
providing advantages for single-shot stochastic modelling.
The condition for dimensional reduction is that there
exists a linear dependence between the quantum memory
states:
α |σϕx 〉+ β
∣∣σϕy 〉 = |σϕz 〉 (12)
for some α, β ∈ R+. We can restrict α and β to be pos-
itive reals through freedom to add phase to the memory
states {∣∣σϕj 〉}. Moreover, due to global phase invariance,
we can set ϕwx = 0 for all w ∈ {x, y, z} without loss
4of generality. Eq. (12) can be expressed in terms of the
transition probabilities:
α
√
Twx + β
√
Twye
iϕwy =
√
Twze
iϕwz ∀ w. (13)
From this we obtain the following set of inequalities∣∣∣α√Twx − β√Twy∣∣∣ ≤√Twz ≤ α√Twx + β√Twy (14)
that must be satisfied for all w. The existence of real and
positive (α, β) satisfying these inequalities is a necessary
and sufficient condition for a dimensional advantage.
Furthermore, given (α, β) that satisfy these conditions
for a set of transition probabilities, we can determine the
phases that collapse the memory to two dimensions:
cos(ϕwy) =
Twz − α2Twx − β2Twy
2αβ
√
TwxTwy
cos(ϕwz) =
α
√
Twx + β
√
Twy cos(ϕwy)√
Twz
. (15)
Thus, for processes satisfying these inequalities the
phase-enhanced quantum model has Dϕq min = 1, in
contrast to the non-phase-enhanced model with Dq =
log2(3).
We performed a numerical sweep over the space of
three-state Markov processes (see Supplementary Ma-
terial), and found that the inequalities Eqs. (14) are
satisfied for approximately 9% of such processes when
α = β = 1. Expanding the range of α and β values to
{1, 2, 3, 1/2, 1/4} we find that the inequalities can be sat-
isfied by at least 17% of cases. Accounting for additional
values for the parameters can only increase this num-
ber. However, our lower bound already indicates that
dimensional advantages, wherein Dϕq min < Dq ≤ Dµ, are
relatively commonplace.
Theorem 4: Phase-enhancements can reduce the
quantum statistical memory.
Consider a symmetric three-state quasi-cycle [33] as
illustrated in Fig. 3(a). The transition matrix T for the
process is given by
T =
1− p 0 pp 1− p 0
0 p 1− p
 . (16)
Due to certain phase symmetries such as global phase,
the quantum memory states
∣∣σϕj 〉 and corresponding
unitary Uϕ can be given in their most general form as:
Uϕ |σϕx 〉 |0〉 =
√
1− p |σϕx 〉 |x〉+
√
p
∣∣σϕy 〉 |y〉
Uϕ
∣∣σϕy 〉 |0〉 = √1− p ∣∣σϕy 〉 |y〉+√peiϕzy |σϕz 〉 |z〉
Uϕ |σϕz 〉 |0〉 =
√
p |σϕx 〉 |x〉+
√
1− peiϕzz |σϕz 〉 |z〉 . (17)
We calculate the statistical memory Cϕq for this model
across the full range of possible phase factors. In Fig. 3(b)
we compare Cϕq min with Cq, observing a clear advant-
age with our phase-enhanced models. We also show the
Figure 3. (a) Symmetric three-state quasi-cycle. (b) Cq and
Cϕq min as a function of p. (c) The dependence of C
ϕ
q on the
phase factors when p = 0.3.
full dependence of Cϕq on the two phase parameters in
Fig. 3(c), where it can be seen that Cϕq min is found when|ϕzy − ϕzz| = pi.
Performing a numerical sweep across the space of gen-
eral three-state Markov processes however, we find that
entropic advantages appear to be quite rare, occuring in
less than 0.5% of cases (see Supplementary Material).
Our numerical results thus indicate that for three-state
Markov processes, models that admit Dϕq min < Dq are
5much more common than those with Cϕq min < Cq. This
begets the question, what happens to Cϕq for models
with dimensional advantages? We find that in many
cases for which Dϕq min < Dq, the corresponding C
ϕ
q is
strictly greater than Cq. However, since multiple choices
of phases can provide a dimensional advantage, one may
be tempted to think that another set of phases will show
advantages in both metrics. We now study a family of
processes that conclusively show that the dichotomy can-
not always be resolved in this manner: unlike classical
causal models, the optimal quantum model can depend
on the choice of memory metric.
Theorem 5: The model that minimises quantum topo-
logical memory is not in general that which minimises
quantum statistical memory. That is, there is no unique
optimal quantum model, leading to an ambiguity of op-
timality.
A process displaying this phenomenon for models with
real phases was recently highlighted [28]. Our results
here illustrate that this phenomenon is in fact wide-
spread when general complex phase-enhancements are
introduced.
Consider a modified three-state quasi-cycle with slip-
page, as illustrated in Fig. 4(a). Our phase-enhanced
models offer dimensional advantages along one line of the
parameter space, while there is a large area of the space
that permits models that exhibit an entropic advantage
[Fig. 4(b)]. Specifically, a dimensional advantage exists
iff p and δ satisfy
√
pδ(1− p)−p√p = (1−p)√1− p− δ,
in which case the inequalities Eqs. (14) are satisfied only
for a single pair of values of α and β given by
α =
√
p√
1− p− δ
β =
−p√
(1− p)(1− p− δ) (18)
Since there is only a single set of values for (α, β) that
offer a linear dependence between the memory states at
each point along the aforementioned line, we can be sat-
isfied that this gives the unique optimal model in terms
of topological memory. In Fig. 4(c) we plot Cϕq for this
model in the parameter region denoted by the red dashed
line, and compare it to Cq and C
ϕ
q min
. We see that for
certain parameter values Cϕq > Cq > C
ϕ
q min
, confirming
the ambiguity of optimality.
Geometrically, we can understand how such an am-
biguity can manifest; reductions in topological memory
require linear dependence between the memory states,
irrespective of the distance between them, while reduc-
tions in statistical memory arise from reductions in the
distance between the states. When these two factors are
in competition, the ambiguity occurs.
DISCUSSION
We have shown that complex phase-based encodings
can provide further memory advantages for quantum
Figure 4. (a) Modified three-state quasi-cycle with slippage.
In (b) we show the regions with entropic (colour plot) and
dimensional (dashed line) advantages. The yellow region de-
lineates the non-physical parameter regime. In (c) we show
that the choice of phases that lead to Cϕq min does not always
correspond to Dϕq min, giving rise to an ambiguity of optimal-
ity.
models of stochastic processes, beyond the previous
state-of-the-art constructions. We have provided ex-
amples of such enhancements, and through these, demon-
strated an ambiguity in which model should be con-
sidered optimal based on the measure of memory, a phe-
nomenon not present for classical models. Nevertheless,
our resulting models are proven to contain the optimal
models among all unitary constructions for each measure
6of memory.
A natural next step is to explore the prevalence of
phase-enhanced models and associated ambiguities in
higher dimensions. We expect that such enhancements
will become more typical in stochastic processes with lar-
ger numbers of causal states – the rationale being that the
number of phase parameters that can be tweaked grows
quadratically with dimension, allowing more freedom for
optimisation.
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S1
SUPPLEMENTARY MATERIAL
Supplementary A: Existence of Uϕ and overlap of quantum memory states
Here we show that the unitary operator Uϕ for our phase-encoded quantum models exists for any choice of the
phases ϕxj , provide an expression for the overlaps of pairs of quantum memory states, and show that the solution to
this overlap converges.
Existence of Uϕ. We introduce the notation
∣∣1ϕj 〉 to indicate the combined system-ancilla state after applying
the unitary circuit: ∣∣1ϕj 〉 := Uϕ ∣∣σϕj 〉 |0〉 = ∑
x
√
P (x|j)eiϕxj
∣∣∣σϕλ(j,x)〉 |x〉 . (S1)
Previous work [16] established the existence of a unitary operation U in the non-phase-encoded case if and only if
〈σj |σk〉 = 〈1j |1k〉 ∀ j, k. (S2)
Similarly, for the existence of Uϕ in our phase-encoded models we require:〈
σϕj |σϕk
〉
=
〈
1ϕj |1ϕk
〉
=
∑
x
√
P (x|j)e−iϕxj
〈
σϕλ(j,x)
∣∣∣ 〈x|∑
x′
√
P (x′|k)eiϕx′k
∣∣∣σϕλ(k,x′)〉 |x′〉
=
∑
x
√
P (x|j)P (x|k)ei(ϕxk−ϕxj)
〈
σϕλ(j,x)|σϕλ(k,x)
〉
. (S3)
A solution for the inner product of the quantum memory states is as follows:
cϕjk :=
〈
σϕj |σϕk
〉
=
∑
~x
√
P (~x|j)P (~x|k)ei(ϕ~xk−ϕ~xj), (S4)
which can be verified by insertion into Eq. (S3), thus proving the existence of Uϕ.
Convergence of cϕjk. We must now verify that our solution to the memory state overlaps is convergent; that is,
limL→∞ c
ϕ
jk
[L]
= cϕjk, where
cϕjk
[L]
:=
∑
x0:L
√
P (X0:L = x0:L|S0 = j)P (X0:L = x0:L|S0 = k)ei(ϕx0:Lk−ϕx0:Lj)cϕλ(j,x0:L)λ(k,x0:L). (S5)
Note that to avoid confusion between variables at different timesteps, in this section we do not employ the shorthand
P (x|j) introduced in the main text.
We assume that we are dealing with synchronisable processes, such that the memory of the model can be initialised
properly given the entire past. Recalling that H(A|B) := ∑b P (B = b)H(A|B = b), this condition can be expressed
lim
L→∞
H(S0|X−L:0) = 0, (S6)
and thus for large L we can express∑
x−L:0
P (X−L:0 = x−L:0)H (S0|X−L:0 = x−L:0) < ε(L) (S7)
for some small ε(L) that vanishes as L→∞. This allows us to divide the possible trajectories x−L:0 into two classes:
those where the memory state is (asymptotically) synchronised (H(S0| ~x) = 0); and those where it is not. However,
since this uncertainty is finite, the probability of such non-synchronising trajectories occuring must be vanishingly
small for consistency with Eq. (S7), and moreover, the total probability of such trajectories must also be vanishingly
small. We can therefore devote our attention only to the former class.
For this former class, we can express
H (S0|X−L:0 = x−L:0) = −
∑
j
P (S0 = j|X−L:0 = x−L:0) log2(P (S0 = j|X−L:0 = x−L:0)) < ε′(L) (S8)
for some ε′(L) that again vanishes as L→∞. Since each term in the summation is non-negative, we can also constrain
each term to satisfy the inequality individually. To satisfy this, we must have that each P (S0 = j|X−L:0 = x0:L) is
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either close to 0 or 1. These probabilities must sum to 1, which ensures that for one value of s0, which we shall label
as m, the probability is 1 − (L) for some small (L), while the others occur with probability j that are each also
small, with
∑
j 6=m j(L) = (L). In other words, after having produced a sufficiently long sequence of outputs x−L:0
the past of the process almost certainly belongs to causal state m, and
lim
L→∞
P (S0 = j|X−L:0 = x−L:0) = δjm. (S9)
Now consider the expansion
P (S0 = k|X−L:0 = x−L:0) =
∑
j
P (S0 = k, S−L = j|X−L:0 = x−L:0)
=
∑
j
P (S−L = j|X−L:0 = x−L:0)P (S0 = k|S−L = j,X−L:0 = x−L:0)
=
∑
j
P (S−L = j|X−L:0 = x−L:0)δkλ(j,x−L:0). (S10)
For L→∞, the left-hand side becomes arbitrarily close to 1 when k = m, and 0 otherwise.
Examining the case k = m, since
∑
j P (S−L = j|X−L:0 = x−L:0) = 1, for any j where k 6= λ(j, x−L:0) we must
have P (S−L = j|X−L:0 = x−L:0) ≈ 0. Using Bayes’ rule, and assuming that P (S = j) 6≈ 0, we have
P (X−L:0 = x−L:0|S−L = j)
P (X−L:0 = x−L:0)
≈ 0 (S11)
implying that for any j such that k 6= λ(j, x−L:0), the probability of such an output trajectory occuring given we
started in a past belonging to causal state j must be vanishingly small, even relative to the probability of the trajectory
occuring at all.
Taken together, these lead us to the conclusion that
lim
L→∞
λ(j, x−L:0) = lim
L→∞
λ(x−L:0) (S12)
for all but a set of output trajectories of vanishingly small probability; that is, for sufficiently large L the current
causal state is almost certainly determined by the output sequence alone independent of the initial state prior to this
sequence. Note that for processes with finite Markov order this statement is tautologically true for any trajectory
once L is at least as large as the Markov order.
Returning then to Eq. (S5), we see that for sufficiently large L that for all but a set of trajectories of vanishingly
small probability we may replace cϕλ(j,x0:L)λ(k,x0:L) → c
ϕ
λ(x0:L)λ(x0:L)
= 1. Thus, for sufficiently large L, the recursive
factor in the expression tends towards unity, and as such limL→∞ c
ϕ
jk
[L]
= cϕjk as required.
Supplementary B. Numerical sweep search for phase-enhancements
For a general three-state Markov process as depicted in Fig. 2, each state is described by the three output probab-
ilities to each state, defined by two free parameters due to normalisation of probability. These free parameters can be
mapped to a point on the positive octant of a unit sphere [Fig. S1], where the square of the distance along a given
axis corresponds to the probability of transitioning into the corresponding state. Each process is defined by three
such points, one for each state.
In the case of searching for dimensional advantages, we systematically sweep over these surfaces, coarse-grained
into grids such that there are 20 evenly-spaced steps along each edge of the sweep areas. For each process we then
check whether the inequalities Eqs. (14) are satisfied for any of the combinations of α and β given in the main text.
When searching for entropic advantages, we instead sample by randomly picking a point on the three surfaces to
determine a process, and then systematically sweep over all possible phase angles for the process to seek whether a
Cϕq < Cq can be found.
Our findings are summarised in the table below:
Advantage % of three-state processes admitting advantage
Entropic < 0.5
Dimensional (α = β = 1) ∼ 9
Dimensional (Multiple (α, β)) > 17
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Figure S1. The transition probabilities out of each state in a three-state Markov process can be represented as a point on the
positive octant of a unit sphere. Three such points define the process. We sweep over a discretised set of such points in our
numerical treatment to systematically study these processes.
