Abstract. Recent models motivated by biological phenomena lead to nonlocal PDEs or systems with singularities. It has been recently understood that these systems may have traveling wave solutions that are not physically relevant [19] . We present an original method that relies on the physical evolution to capture the "stable" traveling waves. This method allows us to obtain the traveling wave profiles and their traveling speed simultaneously. It is easy to implement, and it applies to classical differential equations as well as nonlocal equations and systems with singularities. We also show the convergence of the scheme analytically for bistable reaction diffusion equations over the whole space R.
1.
Introduction. There is a vast number of biological phenomena where the key elements or precursors to a development process exhibit traveling waves. Classical models describing these phenomena include various reaction-diffusion equations such as the Fisher/KPP and Allen-Cahn equations [13, 15, 23] . More recent models motivated by biological phenomena lead to non-local PDEs or systems with singularities. These models may exhibit traveling waves but the long time behavior of these evolution equations may not always converge to these traveling waves as one might expect. It has been recently understood that there exist unstable traveling waves which are not physically relevant [19] . We present in this paper an original method that relies on the physical evolution to capture the "stable" traveling waves. Our method also gives certain indications about what happens when there does not exist any physically relevant traveling wave.
Recall that traveling wave solutions are special solutions of evolution equations. Specifically, let u(x, t) be a solution to an evolution equation that involves space x ∈ R and time t ∈ R + . If u has a special form such that there exist a function φ and a constant σ * and u(x, t) = φ(x − σ * t) , (1.1) then u(x, t) is called a traveling wave solution. The function φ is called the traveling front and σ is the associated traveling speed. There are several classical ways to simulate traveling wave solutions. The first approach is to work with the evolution equation for u(x, t) and let u(x, t) propagate with time [18, 21, 22] . The second approach is to apply the Newton iteration method to solve the steady state equation for the traveling front φ directly after imposing an additional condition φ(0) = [24, 26] . The third way is to reformulate traveling wave equations as first-order ODE systems and apply the method of projection boundary conditions [10, 11] . In general, the first type of methods requires large computational domains and a long time to achieve convergence to the traveling front. Besides, it requires large memory to verify that the front velocity is a constant in time, even if the shape of the front keeps the same. The second and third types of methods rely on the traveling front equation, whose solution might be physically irrelevant in the sense that it might not correctly describe the long time behavior of the original evolution equation. Both methods use the idea of iteration but in a different manner. In general, convergence is not guaranteed for these two methods. When divergence occurs, it is unclear whether this is because traveling wave solutions do not exist, or one needs to improve the algorithm. Furthermore, the third type of methods using ODE systems, to the best of our knowledge, has difficulties to generalize to nonlocal equations.
In this paper, we construct a new numerical method for traveling wave simulations that can avoid the aforementioned difficulties. For simplicity, we illustrate the idea using the scalar reaction-diffusion equation give different biological models. For example, if f [u] = u(1 − u) then equation 1.2 is the most studied Fisher/KPP equation. It was originally derived for the simulation of propagation of a gene in a population [13] . If f [u] = u(1 − u)(u − α) where α is a constant between 0 and 1, then equation 1.2 is called the Allen-Cahn model, which takes into account of the strong Allee effect that a population exhibits a critical size and will die out if the initial density is below this critical size. The case when f [u] = u(1 − ψ * u) is the nonlocal Fisher/KPP equation for modeling the population selection. Here ψ * u is the convolution of u with a given kernel ψ. These models are known to possess traveling wave solutions under various conditions (cf. [4, 14, 15, 23] ). In order to study the existence and properties of a traveling wave, we need to find the equation for the traveling front v in 1.1. This equation can be obtained by substituting v(x ) = v(x − σt) into 1.2. For the ease of notation, we drop the prime on x and still use x as the spatial variable. Then v(x) satisfies
For a fixed σ, this is a second order ordinary differential equation in v where the source term f generally is nonlinear or nonlocal. This equation needs to be accompanied with appropriate boundary conditions. Heuristically, the traveling front There are also other possible boundary conditions. For instance for those systems considered in [22] where one only knows the existence of a steady state but not its explicit form, the following boundary conditions are used:
Notice that 1.3 with either 1.4 or 1.5 is translation invariant, that is, if φ(x) is a solution, then φ(x − b) is also a solution for any b ∈ R. In order to remove this invariance, as in [24, 26] , we introduce another condition φ(0) = to 1.3. Here 0 < < 1 is an arbitrary fixed number. With the boundary conditions in 1.4, the full system now becomes
The starting point of our method is based on 1.6 instead of the evolution equation 1.2. The main difficulty in solving 1.3 is that the traveling speed σ is unknown, which adds an additional degree of freedom. The iteration we will construct to find (σ, v) is based on the following basic observations: first, if σ is given then we can solve 1.6 to obtain the transition profile v; second, since σ is the traveling speed, a specific way to determine σ from v can be found. Thus if we let the solution operators be P : φ → σ and T : σ → φ , then the solution can be written abstractly as a fixed point for a system of two equations (σ, φ) = (P(φ), T(σ)) .
(1.7)
Remark 1. The particular form of P depends on the property of φ and σ * .
Since numerical simulations can only be implemented on bounded domains, we first consider equation 1.6 on a bounded domain L = [x l , x r ] with x l < 0 and x r > 0. Specifically, we will find (σ
The traveling wave solution (σ * , v * ) to 1.6 on R is then recovered in the limit x l → −∞, x r → +∞ as in [19] . Here the introduction of in 1.9 becomes twofold: it provides us with an additional condition to determine σ and it avoids the translational invariance when x i → ±∞, i = l, r. If we assume σ
However, the operator PT is stiff. Therefore we need to use certain relaxation.
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There are various possible ways to introduce relaxation to 1.8. In this paper, we will use relaxation for v. More precisely, we consider
where v 0 (x) is a given initial profile and specific forms of P will be determined in section 2. The traveling front of 1.2 can then be recovered if the solution of 1.9 converges to a steady state (v L * , σ L * ) as t → ∞. If 1.9 diverges, this suggests either there exist unstable traveling waves which is not a long time attraction for the evolution problem or there is no traveling wave.
Remark 2. The reason we use relaxation for
(1.10)
There are three difficulties about 1.10: first, for some σ L the equation for v L in 1.10 may not have a solution; second, a small change in σ L can cause a big change in v L , which indicates the stiffness of the mapping
is sensitive to the boundary conditions. This is easy to see from the translation invariance of L = ∞, i.e. when L = ∞, v L is not unique. Accordingly, when L is large, a very small perturbation at the value of v(
The advantages of our method are in the following aspects:
• The idea is extremely simple and general, it can not only apply to one single equation that exhibits traveling wave solutions, but also to systems of several equations.
• In the whole space case where x l = −∞ and x r = ∞ in 1.9, the solution u(x, t) of the original time evolution equation 1.2 can be precisely recovered from the solution to the relaxation equation 1.9 by the simple relation u(
σ(τ ) dτ, t) satisfies 1.2 with a finite moving boundary. Although this does not exactly recover u(x, t) on R, it gives approximations to u(x, t) when the finite moving interval is chosen to be large enough. Therefore, by u(x, t) ≈ v(x − t 0 σ(τ ) dτ, t), it is possible to tell whether the long time behavior of u(x, t) is a traveling wave, pulsating front (as in the nonlocal Fisher-KPP example with kernel 2.20) or some other patterns.
• The computational domain is fixed, which reduces much computational cost.
Though we only focus on one dimensional traveling wave simulations in the present work, this cost reduction can be significant when the convergence rate to traveling waves is slow. The extension to higher dimensions will be our future subject and we expect that this advantage will become more important.
• We can get the traveling speed automatically, which is a very important variable in reality. In practice, biologists can measure this speed by experiments.
Compared with [24, 26] , there are several main differences with the scheme we propose here: first, the Newton iterations may not converge, especially when the solution to 1.8 is not unique or the system has no traveling wave solutions. Similar problem arises for the scheme proposed in [19] . If the Newton iteration diverges, it is not clear whether this is because there exists no traveling wave or because of the iteration itself. Whereas for the new relaxation method we propose here, certain convergence to the traveling wave solution can be proved analytically. The proof here is for the bistable case on the whole real line. It shows in long time solutions of 1.9 will converge to the traveling wave solution 1.8 for x l = −∞, x r = +∞. For more general cases, the proof suggests that if the solution u to the original equation 1.2 converges fast enough (in a certain sense) to a monotone traveling wave, then one can expect the convergence of 1.9 to 1.8. In addition, nonuniqueness of the traveling waves will not affect the convergence. Second, as mentioned above, our scheme enables us to see the time evolution of u, the solution to 1.2. This gives a clear picture of the propagation of the front that can be observed in physical or biological experiments. One particularly interesting phenomenon is when the long time attractor is a pulsating front instead of a traveling wave such as for the nonlocal Fisher-KPP equation. Our relaxation method can capture the periodic evolution of σ in this case. Third, we can treat more general boundary conditions. Depending on different applications, Neumann or mixed boundary conditions can also be used. Fourth, our relaxation method for v L can only capture traveling waves that are long time attractors which is more physical relevant. For unstable traveling waves, we have to use Newton iteration for the system 1.8 as in [24, 26] or the method proposed in [19] . Different equations and systems give different forms for the solution operator P. In this paper we present several examples to verify the efficiency of this idea. This paper is laid out as follows. In section 2 we consider a single reaction diffusion equation 1.3. We first explain in details how to determine P. Next for the bistable case on R, we prove the global well-posedness of 1.9 and justify the convergence of its solution to the desired traveling wave solution. Then we illustrate the details of the discretizations and present the numerical results of the Allen-Cahn model, the local and nonlocal Fisher/KPP equation. In section 3, we discuss the way to determine P for a system of two reaction diffusion equations. Both variables in this system exhibit transit profile from one steady state to another. In section 4, we explore a hyperbolic Keller-Segel system proposed in [9] which has traveling plateau solutions and exhibits branching instabilities. Finally we conclude in section 5.
2. The reaction diffusion equation. In this section we study scalar reaction diffusion equations. We will define the operator P, state the convergence of equation 1.9 to 1.8 for the bistable case as t → ∞ for x l = −∞, x r = ∞, and show the numerical results. To simulate the traveling wave solutions we solve the system
where we define P as
Here σ L * is the traveling wave speed as in 1.8, which is unknown apriori. If the sign of σ L * can not be determined apriori, to achieve convergence, numerically we need to try both P r , P l . However, in most problems under consideration, the sign of σ L * is easy to see by looking at the propagation direction of the original time evolutionary equation. Moreover, if σ L * = 0, both P r and P l can achieve convergence, as has been proved for the bistable case in the Appendix.
By the definition in 2.2, we can formally argue that if (σ
. Indeed, the steady state of the system 2.1 satisfies
For the case where σ L ∞ > 0, we integrate the equation in 2.3 from 0 to x r to obtain
. We remark that in 2.2 the different choices of P for different signs of σ L * are necessary. Here we give some formal explanation. The rigorous justification over the whole space R is in Appendix B. From the numerical computation it appears that for certain initial data solutions of 2.1 will converge monotonically in time to its steady state. For this kind of solutions, if we define P as P r and integrate the equation for v L in 2.1 from 0 to x r , then we get
Therefore,
gets closer to after a short time. However, if we define P as P l , similar calculations but integrating from x l to 0 will give
In this case, under the same assumption that v L changes monotonically with time, the conditions σ L > 0 and v
Thus v L (0, t) becomes even further away from and the scheme will not converge to v L * .
2.2.
Convergence proof for L = ∞. In this part, for the bistable case, we present several propositions to show that 2.1 will converge to the steady state equation 1.8 as t → ∞. The detailed proofs are given in the Appendix. The results here are for the whole real line, which on one hand serves as a clue to the case when L is big. On the other hand, considering the convergence over R is meaningful for its own sake, because although for computational purposes one needs to be restricted to a bounded domain, the real traveling wave is indeed defined on the whole space R.
The convergence on a bounded domain is still unclear to us due to the complication of the boundary effect. In fact for a fixed domain, long time existence of 2.1 can be broken down for certain initial data. However, we believe this is not an essential feature of the scheme but it is related to the choice of the computational domain.
The nonlinear reaction term f [v] for the bistable case satisfies the following assumptions:
A3. there exists some α 0 ∈ (0, 1) such that
It is known from [23] that for the bistable case there exists only one traveling front (up to a translation) with a unique traveling speed. Denote this traveling speed as σ * . According to [23] , the sign of σ * is the same to the sign of 1 0
f (x) dx. Here we consider the case when σ * ≥ 0. The case σ * < 0 can be treated in a similar way.
Since it is known that ∂ x φ(+∞) = 0 for the bistable case where φ is the traveling front, the operator P in 1.7 in this case can be given by
Hence, when σ * ≥ 0, we consider the system 2.1 for x l = −∞ and x r = ∞ that has the form
The constant is a fixed number throughout this section. The main results of this section are the well-posedness and long-time behavior of 2.6. Specifically, we will show the following three propositions:
Proposition 1 (well-posedness). Suppose f satisfies A1−A3 and the initial datum v 0 (x) ∈ C 1 (R) satisfies A.12. Then system 2.6 has a unique solution (σ, v) for all t > 0. Furthermore, σ is uniformly bounded for all t. f (x) dx > 0. Let (σ, v) be the solution to 2.6 with the initial datum v 0 (x) satisfying A.12. Then
where σ * and φ are defined in (A.6) with σ * > 0.
Proposition 3 (long-time behavior for σ * = 0). Suppose f satisfies A1 − A3
f (x) dx = 0. Let (σ, v) be the solution to 2.6 with the initial datum v 0 (x) satisfying A.12. Then there exists a constant a 0 depending on v 0 such that
where (σ * , φ) = (0, φ) is the solution to (A.6).
Details of the proofs of the above propositions are given in Appendix A.
2.3.
Details of the scheme. In this part we give the details of the scheme for the case σ L * > 0. The discretizations are similar for σ L * < 0. The main purpose of this paper is to illustrate the efficiency of system 2.6 for finding traveling wave solutions, therefore, only first order numerical discretizations are tested. Any higher order numerical methods are applicable. Discretizations: We use a uniform mesh
Let ∆t be the time step and v n , σ n are the approximations of v L and σ L at the nth time step respectively. We discretize 2.1 by upwind finite difference method:
(2.7) Here D j represents the first order upwind discretization such that
The convergence at zero: The specific discretization of σ n+1 in 2.7 is to make sure of the convergence at x = 0. Now we show that v L 0 = at the discrete level provided v L converges to a steady state. Assume v L has arrived at its steady state,
i.e. 
Comparing the equation for σ n+1 in 2.7 with 2.9, we have v 
Then the maximum principle applied to elliptic equations can guarantee the positivity of the solution [5, 4] . Here instead we do not need to make such a modification. This is because we are only concerned with stable steady states which can be achieved as long-time profiles of solutions to the parabolic equation 1.9. More specifically, assume that
is bounded for bounded v. Then the maximum principle for parabolic equations shows that v stays nonnegative as long as it is bounded [17] .
Thus if we assume that v(x, t) converges to the steady state solution as t → ∞, then as the limit of nonnegative functions, the solution to the steady state equation is also nonnegative.
The numerical results.
To show the performance of our scheme, three types of f [u] are tested: Allen-Cahn model, Fisher/KPP equation, and the nonlocal Fisher equation. These three models exhibit traveling front solutions with different behaviors. The first two equations have already been well studied both analytically and numerically [23] . It is known [23] that the Allen-Cahn equation has a unique traveling speed, whose sign depends on the choice of the parameter α in f , while the 
All the displayed pictures have two subplots: the top ones depict the limiting profiles of v L when they converge while the bottom ones show the time evolution of σ(t).
The Allen-Cahn model. The one dimensional Allen-Cahn equation is 12) with α ∈ (0, 1). As discussed in [23] , the steady state u ≡ 1, u ≡ 0 are conditionally stable while the other steady state u ≡ α is unconditionally unstable. Additionally, we have
Theorem 2.1 ([23]).
For any α ∈ (0, 1), Allen-Cahn equation 2.12 has a unique traveling wave solution (σ * , u) such that
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This example enables us to verify the strategy of choosing P l , P r and Proposition 3. When α < 0.5, the convergence can be achieved using P r . When α > 0.5, we use P l . When α = 0.5, both P l , P r can be used to find σ
Although the definition of σ requires v L to be continuous at 0, at the discrete level, since we are using one-sided finite difference
as in 2.7, we can start from
The numerical results for different α are presented in Figure 1 
It is well known that the traveling speed for Fisher/KPP is not unique [15] . Theoretically, 2.13 has a traveling wave solution 0 ≤ v ≤ 1 for any speed σ * ≥ 2. However only the traveling wave with speed σ * = 2 is dynamically stable with a large basin of attraction and can be obtained from evolution equations.
Consider the equation
(2.14)
As discussed in [4] , the solution of 2.14 will give us the critical speed σ * = 2 when x l , x r → ±∞. For L finite, as part of the solution to the above equation, σ L * is less RELAXATION METHOD FOR TRAVELING WAVES 11 than 2 and positive. Therefore we use P r here. In the subsequent part, we test numerically the convergence of our scheme and the effects of different choices of and computational domains.
• In order to check the convergence of the scheme, we fix [x l , x r ] = [−20, 20], = 0.5, and choose an initial condition that is smooth, decays exponentially with a sufficiently large decay rate, and satisfies the boundary conditions in 2.1:
In Table 1 , the numerical results of different ∆x, ∆t are compared with the
, which is calculated by the very fine mesh ∆x = 1/1280, ∆t = 1/1280. Here
where [i/∆t] denotes the integer part of i/∆t. First order convergence in both space and time can be easily observed. Table 1 . The space and time convergence of our scheme for the Fisher/KPP equation.
• The numerical results with ∆x = ∆t = 1/320 are presented in Figure 3 with different choices of such as = 0.01, 0.1, 0.5,. Although the evolution of σ L depends on , eventually they all converge to the same constant which is independent of . Moreover, the transit profiles of v L are the same up to a spatial shift. Since 2.13 is independent of , the original solution u L recovered from v L should also be independent of . The sameness of u L in Figure 3 illustrates the advantage claimed in the introduction that we can recover the solution of the original Fisher/KPP equation at any time t > 0.
• The different values of σ L are shown in Table 2 for different choices of ∆x and L. Figure 4 shows that numerically, σ L depends on ∆x and has first order convergence. The results of L = 40 and L = 80 in Table 2 indicate that σ Figure 2 . The log-log plot of the errors in Table 1 . The log of E v (x, 1), E v (x, 2), E σ with respect to the log of ∆x are plotted by stars, circles and triangles respectively. Left: ∆t = 1/1280; right: ∆t = ∆x. The first order convergence with respect to ∆x can be seen clearly. with ψ(x) the convolution kernel such that
The boundary conditions are 
(2.17)
In [4] the authors proved the existence of the solutions to 1.8 with
L converges up to a subsequence to a traveling wave solution with speed 2 √ µ as x i → ±∞, i = l, r.
With our relaxation method, the numerical results of two different kernels are given in the subsequent part. The equilibrium state u ≡ 1 is always linearly stable for the first kernel but not for the second kernel. Although the relaxation method can not find the unstable traveling wave solution, we can still see the time evolution of the solution. Example 1. The Gaussian probability density where
Sinceψ(ξ) = exp(−ξ 2 µ 2 /2) > 0 for all ξ ∈ R, it is proved in [4] that in this case the equilibrium state u ≡ 1 is always linearly stable. In Figure 5 , using the relaxation method, we present the shapes of v L and the convergence of σ n with respect to t. Here considering the accuracy when µ = 200, we use ∆t = ∆x = 1/400. Numerically, the shapes of v L do not change when we increase L and the bigger µ is, the smaller ∆t, ∆x are required. It is obvious that the traveling wave solution connects two steady states 1 and 0, which verifies the theoretical results in [4] . Example 2. The second kernel φ is chosen as
In this caseψ(ξ) = sin(ξa)/(ξa) which can be negative for some ξ 0 . By [4] , there exists 0 < µ c < ∞ such that for µ > µ c , the state v ≡ 1 is linearly unstable. Numerically, when µ is small, we can find similar profiles of the traveling wave solutions and convergence of σ L as for the Gaussian kernel. However, for µ big, this is no longer true. As shown in Figure 6 , when µ = 200, the relaxation method can not give the traveling waves solution as in Figure 6 (c). Instead it shows some periodic pattern which is similar to the original evolution equation. This is because when µ is big, the traveling wave solution is unstable and is no longer an attraction of the system 2.1. Compared with direct simulation of time evolutionary equation, our relaxation method can not only use smaller computational domain, but also obtain the time periodicity of σ L , which suggests that the so obtained v L is a pulsating front [20] .
3. System with two reaction diffusion equations. The idea of the relaxation method can easily be extended to systems. In this section, we consider the renormalized form of one dimensional laminar flame equation and present the numerical scheme and performance. 
where Λ is a constant which is called the Lewis number [5] . The reaction term f [T ] satisfies [23] 
or as in [5] f : [0, 1] → R + is continuous, locally Lipschitz on (θ, 1], possibly discontinuous at
2) Currently we only consider f locally depending on T . The boundary conditions are
This model arises in combustion theory that describes the propagation of flames. It can also model bacterial colonies where T represents the density of cells and Y the consumed nutrients [6] .
The traveling wave solution of (3.1) satisfies
Two possible P's for this system can be used: one is to fix T * (0) = and the other is Y * (0) = . Here we use T * (0) = to avoid the transition invariance and consider a bounded domain [x l , x r ]. Because the sign of σ L * is not known apriori, to achieve convergence, numerically we need to try both P r , P l . It turns out that due to the boundary condition T (x l ) = 0, the particular P that gives the convergence is
Similar as the discussions for 2.4, 2.5, here the choice of P can be seen formally as follows. We are going to find the steady state of the following system:
.
(3.4)
By integrating the equation of T L from x l to 0, we have 3.2. Numerical results. Numerically, we take
with θ = 10 −3 , which satisfies 3.2. The introduction of θ (ignition temperature) is to avoid the cold boundary difficulty, so as to make sure that (T (−∞), Y (−∞)) = (0, 1) is a steady state of 3.1 (cf. [3] ). As proved in [5] , the traveling wave solutions exist for θ > 0. Figure 7 gives the numerical results for different Λ = 0.1, 1, 10. We can see that the flame shapes and σ L converge to a negative constant, which confirms our choice of P.
4.
The hyperbolic Keller-Segel model. In this section, we consider a hyperbolic Keller-Segel system which exhibits traveling plateaus.
4.1.
The system and definition of P. In [9] , the authors proposed a new model that describes the spreading of cells in colonies on rich media. The spreading occurs under the effect of cellular communication through excretion of signalling molecules and exhibits complex patterns. The system is
which takes into account the prevention of overcrowding effect, sometimes also referred as "volume filling" effect, by ρ(1 − ρ) and the repellent forces ∂ x S. It has been proved in a recent work that this system has traveling plateau solutions under certain size conditions [22] . Here traveling plateau or traveling pulse indicate that the shape of ρ(x) keeps like a plateau or pulse and moves forward. Our goal here is to extend the relaxation method to this system to find its traveling pulse solutions. The traveling wave equation is
in which
3)
The boundary conditions are
The quantity S * (x) is defined up to an additive constant and we have fixed it by imposing S * (+∞) = 0. This is in accordance with the fact that it represents a molecule (surfactine) excreted by the cells and diffused in the media. As discussed in [22] , the Neumann boundary conditions 4) are also possible. Numerically, the Dirichlet boundary conditions are difficult to deal with, as S ∞ is not known. For the subsequent calculations, we use the Neumann boundary conditions 4.4.
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We are going to solve the system
If σ is known, then starting from (ρ(x, 0), S(x, 0)) we can find the traveling wave solution by finding the steady state of 4.5. From this example we can see the advantage of the relaxation method compared to [24, 26, 19] . Since the solution to 4.2 is not unique and the steady state of 4.5 depends on the initial ρ, S, we can no longer use Newton iteration to find the traveling wave solutions. The problem is how to find an expression for σ. This expression will serve as an additional condition to fix the front position, which is the critical point of our method. Similar as before, we use
Then 4.5, 4.6 form a closed system for ρ, c, S and σ. This system can be solved as follows: for given σ 0 , ρ 0 , (i) Prepare the initial S 0 by solving
with the boundary conditions
(ii) Using σ = σ 0 , solve the system 4.5 for one time step and obtain ρ 1 , c 1 , S 1 with the boundary conditions in 4.4. Here we use ρ 1 on the right hand side of (4.5) to update c 1 and S 1 ; (iii) Update σ by 4.6 and find σ 1 ; (iv) Go to step (ii) and update with σ = σ 1 and the initial conditions ρ 1 , S 1 . Do the loops until σ(t), ρ(t) converge.
Remark 3. Prescribing ρ
0 , S 0 is also a possible choice which has more biophysical meaning according to 4.1. However, depending on the initial S 0 , the convergence to the traveling wave could take a long time. For convenience, We prescribe σ 0 here to prepare a S 0 that is close to the traveling wave profile initially.
Numerical results.
The equation for ρ in 4.5 is a nonlinear hyperbolic equation that involves shocks. Therefore we need to use shock capture methods to discretize the space. Here a first order finite volume Engquist-Osher-type scheme [8] is employed. Let the computational domain be [−30, 30] and we choose the parameters as
The initial ρ 0 , σ 0 are
Numerically 
5.
Conclusion. In this paper, we present a new method for traveling wave simulations. Traveling wave solutions are quite interesting in both theoretical and practical aspects. They are used to describe flame propagation in combustion theory, the progress of an invasive species in ecology, the formation of dentritic patterns, the calcium pulses in neuroscience and many other phenomena. The main difficulty of its simulation is that the traveling velocity is unknown. The idea of this new method is that first we fix a point in the computational domain to find an additional expression for the traveling velocity. Then by the relaxation method, we solve the combined system to get the transition profiles and the traveling velocity simultaneously. The introduction of an additional point not only avoids the transition invariance but also gives us the expression for σ L , which is the most interesting quantity that can be measured experimentally.
Analytically, for the scalar bistable reaction-diffusion equation, we prove that the long time behavior of this new system 2.6 converges to the traveling wave solutions.
On the numerical side, we show the implements of our scheme to various models: Allen-Cahn model, local and nonlocal Fisher/KPP equation, laminar flame equation, and a hyperbolic Keller-Segel model. These models all arise in mathematical biology or chemistry. Comparing with solving the original time evolution problem, here smaller computational domains are required and the traveling velocity can be found. Moreover, in the simulation of nonlocal Fisher/KPP equation when u = 1 is Turing unstable, it is hard to capture the periodic behavior of σ L in time by solving the original time evolution equation. This periodicity however is important, since it indicates that the observed profile in the original evolution equation is a pulsating front instead of a traveling wave.
On the other hand, although the idea of fixing one point in the computational domain has already been investigated in [26, 24] , they use Newton method to solve the boundary value problem directly. In the simulation of the hyperbolic KellerSegel model, Newton iteration is not applicable when the solution is not unique or when there is no traveling wave solution. Whereas, our relaxation method can show the time evolution and is applicable independent of the uniqueness and existence of the traveling wave solution.
The idea of our method is simple and natural which can also be applied to many other equations that exhibit traveling wave solutions. The generalization to pulsating traveling fronts [2, 20] is straight forward and it is a work in progress [27] . The two dimensional cases will be our future subject.
Appendix A. Convergence Proof. In this appendix we prove Proposition 1, 2, and 3 stated in Section 2.2. Note that by assumptions A2 and A3 in Section 2.2, there exists C α such that
Define the two constants:
We first state two results in [14] and prove a few lemmas. Proofs of Proposition 1, 2, and 3 will be at the end of this section.
Theorem A.1 ([14] ). Suppose that f satisfies A1−A3 and u is the unique solution to the equation
where the initial datum u 0 (x) is piecewise continuous and satisfies
Then 0 ≤ u(x, t) ≤ 1 and there exists x 0 ∈ R and K 0 , δ > 0 independent of x such that
Here (σ * , φ) is the unique solution to the traveling wave equation
where 0 < < 1 is the fixed number as in 2.6 and φ is monotonically decreasing.
Define the shifted profileū(x, t) as
where σ * is the traveling speed in A.6. Thenū satisfies
(A.8)
Theorem A.1 immediately gives Corollary 1. Let f, u, σ * , φ be the same as in Theorem A.1. Then there exists K 1 > 0 independent of x such that for any t > 1 the shifted profileū defined in A.7 satisfies
where δ > 0 is the same as in A.5.
Proof. The proof follows from a mild version of the interior Schauder estimates for the inhomogenous parabolic equation forū(x, t) − φ(x). This equation has the form
where 
for some C > 0 which is independent of t 0 ,ū, and φ. By A.5 this implies for all
where
In particular, we have
which is the same as the desired bound A.9 because t 0 > 0 is arbitrary.
The following decay estimates have been proved in [14] : 14] ). Letū be the solution to A.8 and (σ * , φ) be the solution to A.6. Then
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i) there exist µ 1 , µ 2 , C > 0 such that for t ≥ 1,ū and its derivatives satisfy
(A.10) ii) For the same C and µ 1 as in (i), φ and its derivatives satisfy
It will be clear that we also need the integrability ofū(·, t) on [0, ∞) for each t. We impose some additional decay condition on the initial data u 0 (x) to guarantee the integrability.
Lemma A.3. Letū be the solution to A.8 and u 0 (x) be its initial datum.
(i) When σ * > 0, suppose there existx 1 , x 1 ≥ 0, and q 0 (x) ≥ 0 such that the initial data u 0 (x) in A.8 satisfies 14) and the solutionū(x, t) satisfies
(ii) When σ * = 0, suppose there existx 3 ∈ R, x 3 ≥ 0, and q 1 (x) ≥ 0 such that the initial data u 0 (x) in A.8 satisfies
where γ 0 is defined in A.2. Then there existx 4 ∈ R, δ 2 > 0, 18) and the solutionū(x, t) satisfies
Remark 4. There are many possible choices for q 0 (x) such that A.13 can be satisfied. For example, one can choose q 0 (x) = e −κx for 0 < κ < σ * and x ≥ 0. Then A.13 is satisfied for x 1 = 0. One can also choose q 0 (x) = 1 1+x 2 . Then A.13 is satisfied for x 1 large enough. Choices of q 1 (x) are similar.
Remark 5. One can also have lower bounds in the form φ(x−x)−q(x)e −δt forū in A.15 and A.19 by imposing appropriate lower bounds for the initial data. However since these explicit forms will not be used for the main result, we therefore only include the upper bound. Now we show the proof of Lemma A.3. The idea is similar to that of Lemma 4.1 in [14] . We nevertheless include the details here for the convenience of the reader.
Proof of Lemma A.3. We show in detail the proof of the upper bound ofū in A.15 for σ * > 0. The proof for σ * = 0 is similar. We will explain the main differences in its proof at the end.
First we constructq 0 (x). Note that the reason why we need to introduce the functionq 0 (x) is because condition A.13 on q 0 (x) only imposes a bound for the tail behavior of u 0 . In order to use the comparison principle as in the proof below, we need to obtain a bound for u 0 (x) on the whole real line.
Without loss of generality, by A.13 we can take x 1 large enough so that q 0 (x) < 1/2 for all x ≥ x 1 . We can also assume that q 0 (x) > 0 for all x ≥ x 1 . Otherwise, we just add an exponential function e −δ2x to q 0 (x) with δ 2 small enough so that A.13 is satisfied. Furthermore, we chose x 1 such that q 0 (x 1 ) ≤ 0 and q 0 (x 1 ) ≥ 0. This can be done because q 0 (x) ≥ 0 and q 0 (x) → 0 as x → ∞.
The construction ofq 0 (x) is as follows. Let 0 < η 0 = 2 q 0 (x 1 ) < 1. Since φ(x) is monotonously decreasing and lim x→−∞ φ(x) = 1, 0 ≤ u 0 (x) ≤ 1, and lim x→∞ q 0 (x) = 0, there exists x 2 ≥x 1 large enough such that
for all x ∈ R ,
Herex 1 is given in A.12. Define 0 ≤q 0 (x) ≤ 1 as
where γ(x) is chosen in the way such thatq 0 (x) ∈ C 2 (R) and A.14 is satisfied. Note that such γ(x) always exists for η 0 = 2q 0 (x 1 ) and q 0 (x) satisfying A.13 and our previous assumptions. An explicit example is shown in Remark 6. Thus, initially we haveq 0 such that
for all x ∈ R . (A.21)
Let P be the operator such that for any w ∈ C 2 (R),
Now we show that there exist δ 1 > 0 and z(t) ∈ L ∞ (R) such that
provided A.14 is satisfied. By A.6, for any
(A.23)
In order to find some particular δ 1 , z(t) so that A.22 is satisfied, first notice that for each fixed t, if x is large enough then φ(x − z(t)) and φ(x − z(t)) +q 0 (x) e −δ1t
are both close to 0. By the definition of γ 0 in A.2, we have f (y) < −γ 0 /2 < 0 for any y which is close enough to 0. Take 0
for x large enough. Together with A.14 we get
. If we further require that z (t) ≥ 0, then the monotonicity of φ gives
0 (x) ≥ 0 . The same argument holds for x negative enough because f (1) < 0. Thus we can take δ 1 > 0 small enough so that A.22 holds for |x| large enough. Now consider the middle part where −∞ <x ≤ x ≤ x < ∞. Over this bounded domain for x, provided z(t) ∈ L ∞ (R), there exist β 1 , β 2 > 0 such that
Furthermore, by A.2 we have for z (t) ≥ 0,
Recall that by the construction in A.20 we have 0 ≤q 0 ≤ 1. Thus,
Therefore, if we choose 24) such that
then for all t ∈ (0, +∞)
Together with A.21, φ(x−z(t))+q 0 (x) e −δ1t is a supersolution by the comparison principle. Finally by the monotonicity of φ we havē
δ1β2 , we finish the proof for the upper bound when σ * > 0.
The same framework applies for the case where σ * = 0. The main difference is as follows. The expression for P(φ(x − z(t)) +q 1 (x) e −δ2t ) is
(A.25)
Since σ * = 0, we no longer have σ * ∂ xq1 (x) + ∂ xxq1 (x) ≤ 0 becauseq 1 is not always concave. Therefore this term cannot simply be discarded as before. Instead, we do need sufficient bounds for it. The bound when |x| is large comes from A.18 and
i) there exists a constant C > 0 such that .27) ii) Moreover, if s(t) is a polynomial in t such that, for any γ > 0,
Then for x 0 , σ * given in A.5 and A.6 with σ * ≥ 0,
Proof. By the definition ofū in A.7 and 0 ≤ u(x, t) ≤ 1,
From Lemma A.3, becauseq 0 is integrable on [0, ∞) by its definition, the first term
Adding up the above two inequalities then gives A.27. The proof of A.29 is similar. For t large such that s(t) < 0,
where µ 1 is defined in A.11, δ is defined in A.5, and δ 1 is in A.15. In the above estimates, the first inequality follows from the positivity of φ andū. Whereas the last inequality follows from A.5, Lemma A.2, Lemma A.3, and the fact that σ * t + x 0 > 0, σ * t −x 2 > 0 for t large enough. Thus A.29 holds by the assumption that s(t) is a polynomial.
For σ * = 0, the estimate is modified as follows. For t large such that s(t) < 0,
which then completes the proof.
Now we proceed to prove Proposition 1, 2, 3.
Proof of Proposition 1. Let u(x, t) be the solution to A.3 with the initial u 0 (x) = v 0 (x). Notice that if there exists a unique σ(t) in 2.6 for all t, then by the uniqueness of the solution to A.3, (σ, u(x + t 0 σ(s) ds)) is the unique solution to 2.6. Thus the existence and uniqueness of (σ, v) reduces to the existence and uniqueness of σ. Expressed in terms of u, the equation for σ is
Recall that u(x, t) is the solution to A.3 which is a known function by Theorem A.1 from [14] . Thus, if we let r(t) = t 0 σ(s) ds, then r(t) satisfies an ordinary differential equation
If we are able to show that |σ(t)| is uniformly bounded by a constant, then the uniform bound of u and the interior Schauder estimates (or Lemma A.2) indicate F (r, t) is uniformly Lipschitz in r. Therefore there exists a unique r(t) for all t ≥ 0. Then from σ(t) = r (t) there exists a unique σ(t) for all time. This gives the existence and uniqueness of the solution (σ, v). The rest of the proof is to show a priori bounds for r(t) and σ(t). By A.1, Lemma A.4, and the fact that ∂ x u ≤ 0, we have
Choose t 0 large enough such that
Fix t 0 and suppose that for some C 5 > 2C 4 > 0, we have r(t) ≥ −(C 5 − 1)t for t ∈ [0, t 0 ]. Note that such C 5 exists because r(0) = 0. We want to show that r(t) ≥ −C 5 t for all t ≥ 0. To this end, suppose t 1 ≥ t 0 satisfies that r(t 1 ) = −C 5 t 1 . Then
Hence we have r(t) ≥ −C 5 t , for all t ≥ 0 . σ(s) ds, t in A.31 is also uniformly bounded for all t by the interior Schauder estimates (or Lemma A.2). We thus have that there exists a constant C > 0 such that
By the argument before the a priori bounds, we thereby finish the proof.
Next we show the convergence of (σ, v).
Proof of Proposition 2. u, φ are the solutions to A.3 and A.6 respectively. Let
where x 0 is given in A.5. First we show that A(t) is uniformly bounded in t. By A.32 the equation of A(t) is
Usingū(x, t) = u(x + σ * t, t), we have
If we write the above equation in terms of the traveling front φ, then
withR =R 1 +R 2 such that 
(A.39) Combining A.38 and A.39 we havẽ
Notice that if we integrate equation A.6 for φ from A(t) to ∞, then
Therefore equation A.36 becomes
If there exists δ 0 > 0 such that
we can show that A(t) → 0 as t → ∞. By A.41,
φ (A(t))(φ(A(t)) − ) + φ (A(t))R(t) . By A.41 this implies A (t) → 0, that is, σ(t) → σ * as t → ∞. Furthermore, by the uniform convergence in A.5, v(x, t) = u(x + A(t) + σ * t − x 0 , t) → φ(x) , as t → ∞ .
The only rest part is to show the existence of δ 0 in A.42. This is achieved by proving that A(t) is uniformly bounded for all t ≥ 0. In order to show that A(t) is bounded from above, fix t 3 > 0 such that |R| < σ * 4 for all t ≥ t 3 . If there exist t 4 ≥ t 3 and x 1 > 0 such that φ(x 1 ) < 2 and A(t 4 ) = x 1 , then
This means A(t) will decrease at t 4 . Thus A(t) ≤ x 1 for all t > t 4 . Similar argument shows A(t) also has a lower bound for all t ≥ 0. Since φ (x) < 0 for any x ∈ R, there exists δ 0 such that A.42 holds. We thereby finish the convergence proof.
Finally we show the proof of Proposition 3.
Proof of Proposition 3. When σ * = 0, let u be the solution to A.3 with u 0 (x) = v 0 (x) and x 0 the number in A.5. For σ * = 0, the quantity A(t) is defined as By integrating equation A.6 for φ with σ * = 0, the first term on the right hand side of A.46 vanishes. Due to the loss of this stabilizing term, the limiting profile (if exists) is not unique. This is in contrast to the case when σ * > 0. Nevertheless we can still show that σ(t) → 0 as t → ∞. This is simply because that by the definition of A(t) in A.45 we have σ(t) = A (t) =R(t) → 0 , as t → ∞.
We can also show that the solution v to 2.6 converges to a certain shift of φ. Unlike the case when σ * > 0, now the amount of shift depends on particular initial data of v. This convergence follows from a slightly more detailed estimate of R 1 , R 2 . By A. where the last inequality follows from A.30. These two bounds show that R 1 , R 2 ∈ L 1 (0, ∞). Therefore A(t) = x 0 + t 0 (R 1 + R 2 )(s) ds is uniformly bounded for t ∈ [0, ∞) and is a Cauchy sequence in t. Consequently, there exists a 0 ∈ R such that A(t) → a 0 as t → ∞.
Recall that u is the solution to A.3 with initial data u 0 (x) = v 0 (x) which converges to φ(x + x 0 ). By the uniform continuity of u, the sequence v(x, t) = u(x + A(t), t) converges uniformly in x to φ(x + a 0 ) as t → ∞, which proves the claim that v(x, t) converges to a shift a 0 of φ as t → ∞ with a 0 depending on v 0 .
Remark 7.
One can see from the proofs of Proposition 2 and 3 that the essence for both proofs is that the remainder terms R 1 , R 2 → 0 as t → ∞. By the definitions for R 1 , R 2 , this is equivalent to require that the original solutionū converges fast enough to the traveling front φ (up to a shift). Since there are very few cases where the convergence rate is explicitly known, this only provides a formal argument of the convergence of our scheme.
Appendix B. Necessity of the proper choice of P. In this part we justify the choice of integration interval [0, ∞) instead of (−∞, 0] when σ * is positive for the whole space case. This can be seen by studying a similar equation as A.36 for A(t). We prove by contradiction that the system 2.6 with the so-defined σ will not converge to a positive σ * . Assume that the scheme still converges: σ(t) is bounded for all t ≥ 0 and Since φ(·) ≥ 0 andR → 0 as t → ∞, for any γ > 0, there exists t γ > 0 such that σ(t) − σ * = A (t) ≤ −σ * + γ , for any t ≥ t γ .
Thus σ(t) < γ , for any t ≥ t γ .
Since γ > 0 is arbitrary, we have 
