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Abstract 
Johnson, K. W.. Latin square determinants II, Discrete Mathematics 105 (1992) 11 l-130. 
The theory of latin square determinants may be regarded as a direct continuation of the line of 
research which led Frobenius to introduce group characters. A previous paper introduced the 
basic ideas and indicated how the theory relates to quasigroup character theory. The work here 
sets out further developments. The linear factors of a Latin square determinant are 
characterised. Results on a lower bound for the number of irreducible factors are obtained, and 
methods to factorise determinants with various kinds of symmetries are given, as well as 
determinants arising as extensions. A ‘Molien series’ for a latin square is defined, generalising 
that arising in group invariant theory. A determinant arising out of a pair of squares is 
discussed, and when the pair of squares is an orthogonal pair arising from a finite field it is 
shown that this determinant has a special property. Further examples have been calculated 
using symbolic manipulation packages. 
1. Introduction 
In [lo] the problem was posed of factorising the determinant arising from a 
latin square by replacing the elements by variables, this being a natural 
generalisation of the question which led Frobenius to introduce group characters. 
The theory of quasigroup characters introduced by J.D.H. Smith and the author 
was used to produce some partial results along the lines of those obtained by 
Frobenius for group determinants but it was shown by computer calculation that 
in the more general situation many results do not carry over. The following three 
problems were posed. 
Problem 1. Can two non-isomorphic groups have the same determinant? 
Problem 2. If two loops have the same determinant must they be isotopic or 
trivially related in some other way? 
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Problem 3. If the loop determinant of a loop has a linear factor, does this 
necessarily arise from a linear character? 
This paper reports more work carried out in an effort to understand the 
determinant associated to a reduced latin square (cf. Section 2), or with the 
corresponding loop. 
Problem 1 has aroused some interest and the question has been solved in the 
negative by Formanek and Sibley in [7], following a suggestion of Hoehnke, 
communicated to them by the author, that Frobenius’ original work could be 
used to do this. Other results arising from the reexamination of the early group 
determinant work are given in [ll]. 
It seems appropriate to make a more precise formulation of Problem 2. If 
(Q, .) is a loop let (Q, 0) d enote the transpose where g . h = h *g. Now define the 
relation 5% on the class of loops as the smallest equivalence relation containing 
isotopy and transposition. It follows that any two loops which are 9%equivalent 
must have the same determinant up to sign. 
Problem 2’. If two loops have the same determinant must they be B-equivalent? 
The calculations carried out so far have not discovered any %-inequivalent 
pairs with the same determinant. 
In the paper a solution to Problem 3 is given, in that it is shown that a linear 
factor of a loop determinant must arise from a linear character. By a result in [14] 
this implies that every linear factor of the loop determinant arises from a 
homomorphism of the loop into an abelian group. An example is given of a 
square which has distinct elements in each row, but not in each column, where 
the left maps generate a doubly transitive group (which in the latin square context 
would indicate that the trivial factor is the unique linear factor) but where there 
are nontrivial linear factors. This indicates a divergence between the latin square 
theory and the theory of arbitrary centraliser rings of permutation groups. 
In [lo] it was stated without proof that the number of irreducible factors was 
greater than or equal to the number of irreducible loop characters. A proof is 
given of this here, but in fact more is proved in that the irreducible factors are 
related to the right maps of a loop which is isotopic to a conjugate of the original 
loop. Under certain circumstances this can give a higher lower bound for the 
number of factors. 
When [lo] was written it was thought that it would be difficult to calculate the 
factors of determinants of latin squares of orders greater than 8. Subsequently the 
author was made aware of the system of programs for polynomial factorisation 
produced by E. Kaltofen who kindly carried out computations which produced 
partial information on the factors of latin squares of orders up to 24. It may be 
mentioned in passing that latin square determinants provide good test examples for 
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such systems. For references to the interesting theoretical results behind these 
programs see 1151 and [Hi]. In particular it has been possible to find quadratic 
factors explicitly and some of the more concise results are given. 
General theoretical results on the calculation of determinant factors appear to 
be hard to obtain, but in the case of squares with certain symmetries results 
well-known to 19th Century mathematicians have been used here to obtain 
factorisations, so that a complete factorisation can be made for symmetrical 
squares of arbitrarily large orders. When a loop arises as an extension 
represented by the exact sequence {e} *A-,Q*H+{e} it is shown that to 
any factor of the determinant of H there corresponds a ‘pullback’ factor of the 
determinant of Q. When A is the cyclic group of order 2 more explicit 
information can be obtained on the factorisation. 
In the context of group determinants the irreducible factor plV of a group 
determinant corresponding to the representation rj~ of a group G was constructed 
explicitly by Frobenius as the determinant of the ‘Fourier transform’, 
(1.1) 
It is possible to express the Molien series describing the ring of invariants of 3 in 
terms of qV, and this generalises to produce an analogue of a Molien series for 
loops and latin squares. Some computer calculations of these series were carried 
out. The coefficients were not always integers as in the group case but the Molien 
series seems to be much better at distinguishing LB-classes of loops than the 
character table. 
Finally some relationships between orthogonality of latin squares and deter- 
minants have been explored. The concept of bilinearity of a pair of squares is 
defined via a determinant and it is shown that any pair from the set of mutually 
orthogonal quasigroups i . j = i + kj arising from the finite field GF(q) is bilinear. 
Orthogonal pairs are not necessarily bilinear and in some circumstances a pair 
which is not orthogonal can be bilinear. 
The paper is set out as follows. In Section 2 the definitions are recalled, and the 
theoretical results on the number of factors of the determinant and the 
characterisation of the linear factors are given. The results on the factorisation of 
squares with certain symmetries and squares arising from extensions are given in 
Sections 3 and 4. In Section 5 further results of computer calculations for latin 
square determinants are summarised and the calculations of some Molien series 
are given. In Section 6 the relationship between orthogonality and determinants is 
discussed and in Section 7 some conclusions and future research directions are 
indicated. 
All discussion of factorisation is with respect to C, unless otherwise stated. 
Most results will generalise trivially to other algebraically closed fields with 
characteristic relatively prime to the order of the square in question, but the 
consequences of relaxing these restrictions remain to be investigated. 
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2. Theoretical results for arbitrary squares 
To any latin square L or order n, which we will assume contains the integers 
1 . . 7 n there is associated a reduced square in which the first row and column 
contain these integers in their natural order. This reduced square is obtained by 
row and column operations from the original square, i.e. it is a principal isotope 
of the square, but it is not necessarily uniquely determined. An arbitrary isotopic 
image of the original square is obtained by applying further a renaming map 
which is a permutation of { 1, , . . , n} applied to all the elements in the square. 
Associate the matrix X to L by replacing the element i in L by the variable xi, for 
each i in (1,. . . , n}. Then det(X) is defined to be the determinant of L. If 
two polynomials f(xi, x2, . . . , x,) and g(xi, x2, . . . , x,) are regarded to be the 
same when there is a permutation o in S, such that f(xi, x2, . . . , x,) = 
&lm F20, . . . 9 x,,) the determinant is obviously the same up to sign for any pair 
of isotopic squares. It is thus sufficient to consider only the determinants of 
reduced squares, and it is well known that to each such square L there is associ- 
ated a loop Q, whose multiplication table is L. 
In the group case Frobenius found it convenient to define the group matrix as 
that corresponding to a square isotopic to the square L which is the multiplication 
table of the group. We follow his example. Let Q be a loop, and denote the right 
inverse of an element g of Q by gp, i.e. g * gp = e. Define the loop matrix X, to 
be that matrix whose rows and columns are indexed by the elements of Q and 
whose (g, h)th entry is Xg+,p. Then the loop determinant 0, of Q is defined to be 
det(Xo). It is clear that all loops in the same %-equivalence class have the same 
determinant up to sign. 
Let L be an arbitrary latin square L on the set 62. It will be assumed unless 
otherwise stated that Q = { 1, . . . , n} . L defines a quasigroup (Q, *) on a by 
i -j = L(i, j). Given a quasigroup Q a set of six conjugate quasigroups 
<Ql, . . . > Q6} is defined as follows. Let Q, = Q. Define 0 and by 
ioj=k iffi.k=j, 
i*j=k iffk-j=i. 
Define Q2 to be (Q, 0) and Q3 to be (Q, *). The quasigroups Q4-Q6 are defined 
to be the respective transposes of Qr-Q3, the transpose being defined in the 
introduction. In the following when Q is a loop there will be of special interest to 
us the loop Q# defined as follows. Let L be the square defined by L(i, j) = i . jp. 
Let i be the square defined by i(i, j) = k where i * kp = j. Both L and z have the 
natural order in the first column and in the ith place of the first row respectively 
the elements ip and ip-’ appear. Let il = p-l. If the permutations A (resp. p) are 
applied to the columns of L and i there are produced respectively the reduced 
squares L and L#, the latter defining the loop Q”. It is not difficult to see that 
Q” is isotopic to a conjugate of Q. 
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Example. Let 
1 2 3 4 5 6- 
231645 
312564 
456132 
564321 
6 4 5 2 1 3_ 
be the square L corresponding to Q. 
Then the squares t and i are respectively 
L 
1 3 2 4 6 5’ 
213654 
321546 
465123 
546312 
6 5 4 2 3 l_ 
The loop Q” has square L#: 
‘1 2 3 4 5 6’ 
231645 
312564 
465123 
546231 
6 5 4 3 1 2, 
132465 
213654 
and 
321546 
i I 456132’ 564213 645321 
Now let Q be an arbitrary loop and 0 = 0, be its determinant. The right 
mapping group of q, RM(Q) is defined to be the permutation group on the set Q 
generated by the right maps {R(i), i E Q} where jR(i) =ji. 
Proposition 2.1. The number of irreducible factors of 0 is greater than or equal to 
the number of irreducible constituents into which the natural permutation 
representation of the right mapping group of Q’ splits. 
Proof. Let X, be the loop matrix of Q. Then let P”(i) be the permutation matrix 
representing the right map R*(i) of the element i of Q”. It follows that 
XQ = C @“(iA). 
IER 
(2-l) 
For the element in the (i, j)th place of the right-hand side of (2.1) is xk where 
i-jp=k. 
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Suppose the matrices P”(i) are decomposed into block diagonal matrices by 
the appropriate similarity transformation which splits the natural representation 
of RM(Q’) into its irreducible constituents. The same similarity transformation 
also transforms X, into a block diagonal matrix whose entries are linear 
combinations of the xi with coefficients in @. Thus det(Xo) regarded as a 
multinomial factorises into the product of the determinants of the blocks. The 
proposition is proved. 0 
Proposition 2.2. Zf Q is an arbitrary loop then the conjugacy classes of Q and Q# 
are the same. 
Proof. The conjugacy classes of a loop can be regarded as either the orbits of the 
mapping group M(Q) acting on Q x Q or the orbits of the stabiliser of 1 in M(Q) 
acting on Q (see [9,12]). W e will show that the classes of Q are fixed by the maps 
R#(q) and L#(q) for all q in Q. Since the relationship between Q and Q# is 
symmetrical it will follow that the classes of Q and Q# coincide. Let h = jR(ip) 
and k = jR#(iA). By definition h = j. ip and j. kL = i. Thus h = j. ((j . kA)p) and 
jR(ip) = jR*(iil)u where ,u = U(j)&(j). Hence the Q-classes are fixed by 
R*(ilZ) provided they are fixed by the maps ~1. This will follow if the maps of the 
form U,(j)p fix Q-classes. But a class C = {(a~, p)} is sent by A or p into 
C’ = {(/3, (Y)} and hence U(j)p fixes Q-classes. By a similar calculation 
ipL( j) = iAL#( j),u and so L(j) = A’L*( j)p and hence L*(j) fixes Q-classes for all 
jin Q. Cl 
Corollary 2.3. The number of irreducible factors of the 0 is greater than or equal 
to the number of conjugacy classes of Q. 
Proof. The number of irreducible components into which the natural repre- 
sentation of RM(Q”) splits is greater than or equal to the number of irreducible 
components into which the corresponding representation of M(Q”) splits, which 
is precisely equal to the number of conjugacy classes of Q# by standard 
centraliser ring theory. q 
Corollary 2.4. The number of irreducible factors of the loop determinant of Q is 
greater than or equal to the number of basic characters of Q. 
Proof. This is a direct consequence of Corollary 2.3. 0 
The centraliser ring of M(Q) is generated by the class sums (see [9]). This is to 
say that if A is an orbit of M(Q) acting on Q X Q and r = {j: (1, j) E A}, the 
centraliser ring is isomorphic to the ring generated by {r} where r = CjErj, and 
A runs through all the orbits of M(Q), the multiplication operation being that 
induced from the operation of Q. 
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Proposition 2.5. The centraliser rings of Q and Q” are isomorphic as algebras. 
Proof. It is sufficient to show that if G, & are classes of Q and if (-) and (0) 
denote the operations of Q and Q’ respectively then I; . G = & 0 c. Now if r,* is 
the class &I = rZA and i E r,*, j E G then as in the proof of Proposition 2.2 
j. ip = (joiL)p, where @ = U(j)&(j). Since 1~ = 1 and ,U fixes the orbits A it 
follows that j. ip is in the same class as joU and this implies that & . G = 
r,or,. q 
Theorem 2.6. The number of linear factors of the loop determinant of Q is equal 
to the number of linear characters of Q. 
Proof. In the following the identity element of Q will be denoted by e to avoid 
confusion with the element 1 of C. Suppose that q = C aixi is a linear factor of 0, 
where a, = 1. Then the P”(j) have a common eigenvector u with up”(j) = aiu. If 
u = C b,j and bi # 0 and ip# is the right inverse of i in Q” it follows since 
aipm = u 0 ip* = bie + c bj j 0 ip# (2.2) 
j#i 
that b, # 0. Without loss of generality it may be assumed that b, = 1. Now, since 
a,u = u oj (2.3) 
equating the coefficient of j on both sides gives ajbj = 1, i.e. bj = a,:‘. Moreover, 
equating the coefficient of k both sides of (2.3) gives a/b, = b,, where to j = k. 
Thus bk = b,a,T’ = b,b,, i.e. the map i+ bi is a homomorphism into @*. This 
necessarily means that the map i --, ai is a homomorphism from Q” into @* and 
that r& is associated to this homomorphism. 
Thus to each linear factor of 0 there is associated a linear character of Q”. A 
consequence of Proposition 2.5 is that the character tables of Q and Q# are the 
same. Hence to each linear factor of 0 there is associated a linear character of 
Q. Conversely if a linear character of Q is taken there corresponds a linear 
character of Qzt. By standard centraliser ring theory there is a corresponding 
linear representation of M(Q”) which restricts to a linear representation of 
RM(Q”). If the matrices P”(i) are diagonalized as in the proof of Proposition 2.1 
a linear factor of 0 is produced from this linear representation of RM(Q*). This 
completes the proof. 0 
In [lo] Theorem 5.1 was quoted without proof. Note that the corollaries of it 
given there are consequences of results already proved here. The proof follows. 
It may be observed that the proof in the special case of groups given by Frobenius 
is quite difficult (see [8], for a direct translation [6]). Let X, be the matrix 
obtained from the matrix X, by replacing the variables Xi by variables x,, indexed 
by the classes of Q, the choice of x,, being made so that i lies in r. The reduced 
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determinant 0, is defined to be det(XR) (see [lo]). For any factor 4~ of 0 let cpR 
be defined in the same way. 
Theorem 2.7. Let rp be an irreducible factor of 0. Then qR is a power of a linear 
factor of 0,. 
Proof. We recall (2.1) 
X, = C XiP”(iA). 
ieR 
Suppose the natural permutation representation of M(Q”) on G decomposes 
into irreducible components tl, . . . , rk of respective degrees fi, . . . , fk. It 
follows that there exists a matrix S such that for all i, S-‘P#(iA)S decomposes into 
a block diagonal matrix diag( T,, . . . , T,), 2; being the value at P*(ik) of a matrix 
representation of M(Q”) in the equivalence class corresponding to zi. Therefore 
S-‘X$ = diag(D,, . . . , ok) with dj an A X 6 matrix and hence 
det(S-lXeS) = det(Xe) = det(D,) * . * det(Dk). 
Thus if Q, is an irreducible factor of 0, Q, must divide det(Dj) for some j. 
Now consider X,. By [9], Proposition 12, X, = C +A,- where the A,* form a 
basis for the centraliser ring of the natural representation of M(q#) on Q. It 
follows that S-‘XRS is a block diagonal matrix whose jth entry Dj,R commutes 
with a set of matrices representing M(Q”) which corresponds to zj. By Schur’s 
lemma this implies that Dj,R is a diagonal matrix and hence det(Dj,R) is a power of 
a single element, which must be a linear combination of the xy. Since Q)~ divides 
det(Dj,R) and DjR is obtained from Dj by replacing Xi by x, as above, Q)~ must also 
be a power of a single linear factor. Cl 
The above discussion has exhibited a 1: 1 correspondence between irreducible 
representations of M(Q”) and factors of 0, under which zj corresponds to 
det(Dj). Thus there is a 1: 1 correspondence between basic characters of Q and 
factors of 0. Note that this correspondence is different from that established by 
Frobenius between irreducible characters of a group Q and factors of 0,. The 
irreducible character v of degree f is associated by Frobenius to an irreducible 
factor Y of degree f of Q,, whereas in the correspondence described above q is 
associated to yf. 
Example 1. Consider the square S: 
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If the matrix X is defined as above by replacing each i by xi in S then 
det(X) = -(xi +x2 +x3 + xq +x&x1 -x3)(x, +x3 - xq -x5)(x, + ox2 + w2x3) 
(x, + w2x2 + wx:), where o = e(2ni)‘3. The centraliser ring of the permutation 
group generated by the left maps even for a latin square need not be 
commutative, so that there is no general way to obtain an association scheme 
from an arbitrary finite groupoid with left cancellation. However, in the case of 
the groupoid with multiplication table above the left maps generate AS so that the 
centraliser ring is the trivial association scheme on 5 elements with 2 classes, 
which has only the trivial linear character. It is thus seen that even when the left 
maps of a groupoid give rise to an association scheme the linear factors of the 
corresponding determinant are not predicted by the character theory of the 
scheme. 
Example 2. Consider the loop Q defined by the square 
-1 2 3 4 5 6’ 
215634 
362541 
456213 
541362 
p 3 4 1 2 5. 
This is the loop 5.1 .l in [5]. The group RM( Q#) has 3 suborbits and this 
necessarily means that it splits into 3 irreducible representations over C, and 
thus a higher lower bound for the number of irreducible factors of 0 is provided 
than the number of basic characters of Q (in this case there are 2). In [lo] an 
explicit factorisation of the determinant of Q is given in which there are in fact 
three factors. 
Example 3. Consider the loop Q defined by the square 
123456 
231645 
312564 
456132 
564321 
,6 4 5 2 1 3 
This is the loop 9.2.1 in [5]. The group RM(Q”) has three suborbits, and again 
there must be three irreducible constituents over C. However the determinant 0 
of Q, given in [lo], has four factors. Thus there can be more factors of 0 than 
irreducible constituents of RM(Q”). 
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3. Results from the elementary theory of determinants 
We first quote some classical results on determinants. For the proof of the 
following result see [17, p. 4871. 
Proposition 3.1. Let A,, AZ, . . . , A,,, be square k x k matrices. Let A be the 
block circulant 
AI A2 . . * ATI 
A2 A3 .-. A, Al 
. . . 
A, A, e.0 A,-1 
Then 
det(A) = (-1)’ det(Ar + AZ + - - - + A,,,) - det(A, + pA, + . * . + pmplA,) 
. . . det(A, + @‘-‘A, + . * - + p@“-l)*A,), 
where p = e(zni)‘m and r = (m - l)(m - 2)/2. 
The following corollary is obviously a special case. 
then det(C) = det(A + B) . det(A - B). 
A proof of the result below is in [ 17, p. 3671. 
Proposition 3.3. Let S be the centro-symmetric matrix of size 2n 
nl *.. nn b an,, .a- a,l 
Then det(S) = det(A + B) - det(A - B), where A = {ai,j}nxn and B = {bi,j}nxn. 
Now suppose Q is any loop of order k with L its corresponding square. Let AI 
be L, and define the matrix Ai by replacing each element i in L by the element 
i + m(j - l), for j = 2, . . . , m. The matrix A in Proposition 3.1 is then the square 
corresponding to the direct product of Q with C,,,, the cyclic group of order m. By 
Proposition 3.1 the loop determinant of Q x C,,, is up to sign equal to the product 
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of the determinants of matrices Xi, j = 1, . . . , m, where Xj is obtained from X, 
by replacing each Xi by 
If now Q has a loop determinant which is the product of an irreducible factor and 
the trivial factor, it follows that the determinant of Q x C, is the product of m 
linear factors and m irreducible factors of degree k - 1. 
In a similar manner Corollary 3.2 may be used to obtain the determinant of 
QxC,xC,x... x Cz, where the procedure analogous to that above is iterated. 
It may be pointed out that there appears to be no easy way to describe the 
determinant of the direct product G X H given the knowledge of the determinants 
of G and H, even in the case where G and H are non-abelian groups. 
Suppose the square L of size n has been constructed from the matrices A and B 
to be in the centro-symmetric form as in the statement of Proposition 3.3. There 
is an obvious decomposition of the determinant of L. New squares can be built 
up from L by forming the new matrix A, to be L and a matrix B, by replacing the 
element i of L by the element i + n, and then constructing a centro-symmetric 
matrix from the pair A,, B1. For example one could start with 
and iterate in this manner. The determinants 
arbitrarily large k can then be found, and these 
direct products. 
of squares of order 2kn for 
squares do not correspond to 
4. Extensions 
Consider an arbitrary extension given by a homomorphism (Y from the loop Q 
onto the loop H = {hi, hZ, . . . , h,}. Let A = {al, u2, . . , a,} be the kernel of (Y. 
Let 
be the factorisation of 0, into irreducible factors. Corresponding to each factor 
Q, of 0, define q#, the pullback of q, to be the polynomial obtained from cp by 
replacing xh by the element u,,h = x,,~ +&z), + . - * + xah, for all h in H. 
Lemma 4.1. fp# is a factor of 0,. 
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Proof. L,, the latin square corresponding to Q, may be arranged into blocks as 
follows. 
Ahz . . . Ah, 
Ah, Ah,hz -. * Ah,h, 
where a typical block Ahihj is itself a latin square on the elements {ak: a E A}, 
k = hihi. Suppose the following row and column operations are performed on X,: 
row(mt + l)-, row(mt + 1) + row(mt + 2) + . . * + row(m(t + l)), 
m=O ..,s-1, 
col(m;+j)-,col(mt+j)-col(mt+l), m=O,..., s-l, j=2,. . . ,t. 
interchange row(mk + 1) with row(m - l), m = 1, . . . , s - 1. 
interchange col(mk + 1) with col(m - l), m = 1, . . . , s - 1. 
The resulting matrix is of the form (F $), w h ere U is the s x s matrix obtained 
from X, by replacing each element xh by the element u,,~. It follows that 
det(X& = det( V) * det(W) and since the factors of det(U) directly correspond to 
those of det(H) in the appropriate manner the lemma is proved. 0 
It may be noted that Lemma 4.1 is the counterpart for factors of the 
construction for characters given in [13]. 
In the case where A = C2, the cyclic group of order 2, the elements of Q may 
be written as {lh, 2h: h E Q}, where A = (1, 2). The expression in (4.1) for L, 
can be specified by an (s - 1) X (s - 1) (0, 1)-matrix S, so that the (i, j)th block of 
L, is 
lk 2k 
D= 
( 1 2k lk 
ifS(i-l,j-l)=Oand 
D#= 
otherwise. In fact S has a natural interpretation as a factor set for the extension. 
Corollary 4.2. Let Q be a loop extension of the loop H with kernel C2 specified by 
the (0, 1) matrix S. Then 0, = Og!P where Iv is the determinant of the matrix 
indexed by the elements of H whose (i, j)th entry is (-l)s(i%k, where k = ij and 
vk = xlk - x2k, 
Proof. It is straightforward to check that the matrix W produced in Lemma 4.1 
has (-l)s(i~i)vk in the appropriate position. q 
If the kernel of an extension Q is not C2 it appears to be difficult to describe the 
entries of W. 
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5. Computer calculations 
I. The calculation of determinant factors 
(a) Using the Kaltofen system. 
There is one Moufang loop of order 12 (see [3]). Since it has C2 X C2 as a 
homomorphic image there are four linear factors of the determinant arising from 
the four linear characters which are obtained by ‘pulling back’ along the 
homomorphism ([13]). It was possible to show that the quotient of the 
determinant by these factors is irreducible over Q, but not possible to obtain an 
explicit polynomial representation. 
Two calculations were made for loops of orders 16, and since in both cases the 
nonlinear factors were quadratic an explicit factorisation was obtained. The 
Moufang loop Mi6(Q, 2), using the notation of [2], has C2 x Cz x C, as a 
homomorphic image. The quotient of the determinant by the linear factors is the 
fourth power of u, + u3 + u5 + u7 - u9 - ull - u13 - uls, where ui is (Xi - xi+i)*, 
i = 1,2, . . . , 15. This is an interesting divergence from the group case. 
A further calculation was carried out for the loop with square shown in Fig. 1. 
This loop although not Moufang has the same character table as M,,(Q, 2) and 
thus its determinant has the same linear factors. The quotient after division by 
these is (u, + ug + u5 + u7 + u9 - ull - u13 - u,~) multiplied by the third power of 
the above quadratic factor of Mi,(Q, 2). 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16- 
214365 8 7 10 9 12 11 14 13 16 15 
342178 6 5 11 12 10 9 16 15 13 14 
4 3 1 2 8 7 5 6 12 11 9 10 15 16 14 13 
5 6 8 7 2 1 3 4 13 14 15 16 10 9 12 11 
6 5 7 8 1 2 4 3 14 13 16 15 9 10 11 12 
7 8 5 6 4 3 2 1 15 16 14 13 11 12 10 9 
8765341 2 16 15 13 14 12 11 9 10 
9 10 12 11 14 13 16 15 1 2 4 3 6 5 8 7 
10 9 11 12 13 14 15 16 2 1 3 4 5 6 7 8 
11 12 9 10 16 15 13 14 3 4 1 2 7 8 6 5 
12 11 10 9 15 16 14 13 4 3 2 1 8 7 5 6 
13 14 16 15 9 10 12 11 5 6 8 7 1 2 3 4 
14 13 15 16 10 9 11 12 6 5 7 8 2 1 4 3 
15 16 14 13 11 12 9 10 7 8 5 6 4 3 1 2 
16 15 13 14 12 11 10 9 8 7 6 5 3 4 2 1 
Fig. 1. 
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More results and a discussion of the upper limit on the size of squares which 
can be handled with these algorithms will appear in a forthcoming publication. 
(b) Using standard symbolic manipulation packages. 
If the size of squares to be investigated is restricted to be at most 8 the 
MACSYMA and SCRATCHPAD packages can calculate determinants quickly. 
There is a huge reservoir of examples even at these small orders and some classes 
with special character tables were selected for computation. In particular it was 
though likely that examples may be produced of squares which are not equivalent 
under the relation 99 defined in Section 1 which have the same determinant. 
A systematic study of loops of order 8 which have C, x C2 as a homomorphic 
image was undertaken. There are 15 isotopy classes of such loops including 4 
groups and 4 Bol loop classes (two left Bol and two right Bol). All the 
non-associative loops have the same character table as D8 (see [lo]) and thus have 
exactly one non-linear basic character. In accordance with the notation intro- 
duced in Section 4 each loop in the class can be specified by a 3 x 3 (0,l) matrix 
where a 1 indicates a reflection in the appropriate subsquare of the lower 
right-hand 6 x 6 square. 
For example the matrix ( 0 1 1 0 
1 
represents the loop with square shown in Fig. 2. 
Let (Y, /-l, y, 6 denote respectively the elements xi -x2, x3 -x4, xs -.x6, 
x,-x8. The following is a list of a representative of each %-class and the 
corresponding quotient of the determinant by the linear factors. The four groups 
and the Bol loops are not included since the information is in [lo]. However it 
must be noted that in [lo] a misprint occurred in that the first factor for the loop 
Bol 1 should read ((u’ - p’ - y2 + a2). 
-1 2 3 4 5 6 7 8’ 
21436587 
34128756 
43217865 
56872134 
65781243 
78564312 
87653421 . 
Fig. 2. 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
Latin square determinants II 125 
II. Calculation of Molien series 
The Molien series of a representation ~JJ of a group G is defined to be the series 
M,(z) = C aizi where ai is the dimension of the space of invariants of degree i. 
See [18] for a modern exposition of the theory. Molien proved the result 
M&) = WIG0 & ,z _ zlq(g), . (5.1) 
Using the expression (1.1) for q,+,, one obtains the formula 
M,(z) = (l/(G])[l/(l - z)degy + c l&,(1, 0, 0, . . . , -2, 0, . . . , O))] (5.2) 
where the summation is over all positions for the variable --z except the first. It is 
thus possible to calculate the Molien series from the knowledge of the factors of 
the determinant. Now define the Mofien series of an arbitrary factor Q)~ of the 
determinant of a loop Q by the formula (5.2), where of course IGj is replaced by 
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IQl. It seems appropriate to restrict qy, to correspond to a basic character, under 
the correspondence indicated after the proof of Theorem 2.7. In the group- 
theoretical situation this would mean that for an irreducible character x the 
corresponding I$ would be the representation with character x(1) * x. The 
following is a list of the Molien series for the factors of the loops of order 6 which 
correspond to appropriate basic characters of the loop. As in [lo], the notation is 
that used in [5, pp. 130-1371. The series was calculated for a representative of 
each %-class, for the appropriate non-linear basic characters, which are given in 
[lo]. The degrees of the factors are 5 unless specified. 
3.1.1 (degree 4) 
2z6 - 62’ + 11z4 - 11z3 + 11.~’ - 62 + 2 
2(z - 1)4(z2 - z + l)(z2 + z + 1)2 . 
z6+2z4+ 1 
4.1.1. (degree 3) (z’ - 1)3(22 + z + l)(z2 - 2 + 1) . 
10.2.1, and 11.1.1 -(3zs + z’ + 4z6 + 42’ + z3 + 10z2 - 62 + 5.1.1, 3) 
3(z2 + l)(z2 + z + l)(z2 - z + l)(z + 1)3(z - 1)5. 
6.1.1 and 11.2.1 
-(3z9 + 2z8 + 52’ + 4z6 + 5z5 + 10z4 - z3 + llz* - 62 + 3) 
3(z2 + l)(z2 + z + 1)2(z2 - z + l)(z + 1)2(z - 1)5 . 
7.1.1 and 12.1.1. -(2z5 3) - 3z4 + 4z3 + 8z2 6z + - 
3(22 + l)(z + 1)3(z - 1)5 . 
- 9z2 + 62 - 
8.1.1 and 12.2.1. (2z3 3) . 3(z + 1)3(z - 1)5 
-(2z4 
- 9z3 + 16z2 -
8.2.1. 
9z + 
3) 3(z2 + 1)(z2 - l)(z - 1)5 . 
+ - z5 + 3z2 - 2 + 9.1.1. (degree 4) (z” l)(z6 1) 
(22 + 2 + 1)2(z2 - 2 + l)(z + 1)2(2 - 1)4. 
9.2.1. (degree 4) 
2zs+2z4+2z2-z+l 
(z” + l)(z2 + z + 1)2(z + l)(z - 1)4. 
1o . 1 . 1 . (2z7-9z6+5 z5-3z4-z3-9z2+6z-3) . 3( 2  z + 1)( 2  2 + 1)(z2 - 1)3 
It may be noted that the series for 4.1.1.) 9.1.1. and 9.2.1 have integral 
coefficients. 
6. Orthogonality and determinants 
Two latin squares L. and M of size n are orthogonal if the set of ordered pairs 
(L(i, j), M(i, j)) is Q x R. Let L and M be it x n latin square and suppose that X 
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and Y are their associated matrices, so that X(i, j) = x~(~,~) and Y(i,j) = Y,,,,(~,~). 
Define the joint determinant D(L, M) to be det(X + Y). The pair (L, M) is 
defined to be bilinear if D(L, M) has a factorisation D(L, M) = Q~,F~. . - ~1, 
where for each i vi&, y) = vi(g) + vi(v)> with x = (x1, . . . , x,) and y = 
(Yl, . * . > Yn). 
Example. Let 
then 
D(L, M)=(x, +x2+xg+y1 +y2+y3)(uU -Vti) 
where u = x1 + ox2 + 02x3, v = y, + oy2 + w2y3, o = ezniJ3 and - denotes com- 
plex conjugation. Thus (L, M) is bilinear. 
It is well known that from a projective plane of order n there can be 
constructed a (not necessarily unique) complete set {L,, . . . , L,_,} of mutually 
orthogonal latin squares (MOLS). In particular if P is the plane of order q =pr 
co-ordinated by GF(q) a complete set of MOLS corresponding to P can be 
constructed as follows: let 52 now be the set of elements of GF(q) and define 
Lk(i, j) to be i + kj where k runs through the nonzero elements of GF(q). Let 
such a collection of MOLS be called a finite field set. 
Theorem 6.1. Any pair (L, M) from a finite field set of MOLS is bilinear. 
Proof. Let the finite field in question be GF(q) where q =pr. Now D(L, M) is 
unchanged apart from sign by simultaneous row and column operations on L and 
M. If L = Lk defined above, it may be seen that the column permutation given by 
i-, k-‘i transforms L, to L, where t = k-‘m. Thus it may be assumed that L = L1 
and M = L,, m # 1. This means that L is the multiplication table of the group 
G = (GF(q), +). By standard Frobenius theory the matrix X which is associated 
to L is similar to a diagonal matrix X, with entries which are linear combinations 
of the xi, and which are precisely the linear factors of det(X). Moreover a matrix 
T such that T-lXT =X, can be constructed by taking for its columns the set 
zk;k * e L ,42niip 
Q, } of homomorphisms from G to the group C, = { 1,8, . . . , l-P-‘> 
and the operation in C, is multiplication. More precisely the 
(i, j)th entry of T is qj(i). Now by the above discussion M = LR where R is the 
permutation matrix which performs the column permutation i+m-‘j on M. It 
follows that the matrix Y associated to M is the product Y*R where Y* is 
obtained from X by replacing Xi by yi for all i. Thus 
T-‘YT = YDT-‘RT 
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where YD is obtained from X, by X,-J+ as before. Now RT produces a row 
permutation on T which transforms (Pi to q,” where q?(j) = I. But QJ,” lies 
in Hom(G, C,) since 
q”(j + k) = q,i(jm + km) = qi(jm)qi(km) = q”(j)q#(k). 
It follows that RT = TS where S is the permutation matrix corresponding to the 
column permutation vi+ q?,” of T. Note that this permutation is regular on all 
non-trivial Qli, with cycle length s, the order of m in (GF(q)*, e). It has thus been 
shown that D(X, Y) = det(X, + Y,S). 
For any n X n matrix A = (Ui,j), the Coates graph is defined to be an n-node 
weighted labelled directed graph. The nodes are labelled with the integers 1 to n 
such that if uj,i # 0 there is an edge directed from mode i to node j with associated 
weight aj,i for i, j = 1, . . . , II. A l-factor of a directed graph r is a spanning 
subgraph of r which is regular of degree 1, i.e. there is exactly one edge into 
and one edge out of each vertex u. If A is a subgraph of r, define f(A) to be 
f(A)=nf(i,j) 
where the product is taken over all edges (i, j) and f (i, j) is the weight associated 
with the edge (i, j). The above definitions are taken from [4, p. 1401 where the 
following result is proved. 
Proposition 6.2. Let r be the associated graph of an n x n matrix A. Then 
det(A) = (-1)” 7 (-l)““f(h) 
where the summation is over all l-factors h in r and c,, denotes the number of 
directed circuits in h. 
Now the Coates graph of X, + Y,S is as in Fig. 3. The labels ui and vi refer to 
the linear expressions which occur in the monomial matrices X, and YD 
respectively, so that vi is obtained from ui by replacing xj by yj for all J. 
Fig. 3. 
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Each connected component gives rise to a factor cp of the determinant of the 
matrix, and since to a typical component there are exactly two l-factors one of 
which consists of the loops labelled by Uj, the remaining l-factor being the cycle 
labelled by the Vjui, cp is the sum of terms q(x) and q(y) which was the result to be 
proved. Note further that apart from the factor-of degree 1 all factors v 
produced are of degree s. q 
It may be noted that the pair {L,, L2} of the set of MOLS given in [5, p. 2851 is 
not bilinear, but that the pair 
(iji:)? (:I’;;) 
which is not orthogonal is bilinear. 
7. Conclusions and comments 
The results presented here indicate that in a sense determinant factors for latin 
squres are analogous to matrix representations for groups. Whereas in finite 
group theory one is often content to work with characters rather than 
representations it appears that the additional information contained in deter- 
minant factors will be important in our theory, but much work is needed on this . 
The following is a small selection of problems which may prove interesting, but it 
should be noted that almost any area of group representation theory may produce 
interesting questions in the more general context. 
(1) Find a concise way of describing the irreducible factors of a latin square 
determinant. 
In this context it may be noted that the irreducible factor of degree 3 of A5 has 
about 6,000 monomial terms, but can be described as the determinant of a 3 x 3 
matrix. 
(2) Obtain a criterion for the irreducibility of a determinant factor correspond- 
ing to an irreducible character of the corresponding loop, under the correspond- 
ence described after the proof of Theorem 2.7. 
(3) Characterise the loops all of whose irreducible factors are linear or 
quadratic. 
(4) Given a single nonlinear factor of a loop determinant, determine the 
information this contains about the loop. 
(5) Find a way of characterising orthogonality of latin squares in terms of 
determinants. 
(6) Characterise those loops all of whose determinant factors occur in the full 
determinant with multiplicity equal to the degree. (Group determinants have this 
property.) 
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It may also be pointed out that it remains an open question as to whether the 
property det(X) . det(Y) = det(Z) explained in [lo, Section 21 and which is true 
for groups can be true for a non-associative loop. The problem may be 
approached by investigating individual determinant factors. 
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