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With sophisticated signal and information processing algorithms, air interfaces with space-time (ST) coding and multiple recep-
tion antennas substantially improve the reliability of wireless links. This paper proposes a new receiver algorithm for diﬀerential ST
coded transmissions over the finite-impulse-response (FIR) rich multipath fading channels. The symbol detection introduced in
this paper is a deterministic subspace-based approach in a multiple-input and multiple-output (MIMO) system framework. The
receiver (i) operates in a blind fashion without estimating the channel or its inverse and (ii) is able to work with a small number
of signal samples and hence can be applied in the quasistatic channels. The proposed scheme employs multiple antennas at both
sides of the transceiver and exploits both the antenna diversity and the multiple constant modulus (MCM) characteristics of the
signaling. The receiver is able to blindly mitigate the intersymbol interference (ISI) in a rich multipath propagation environment,
and this has been verified through the extensive Monte Carlo simulations.
Keywords and phrases: rich multipath channels, space-time processing, transmit diversity, unitary group codes, signal subspace,
constant modulus.
1. INTRODUCTION
Space-time (ST) multiple-input multiple-output (MIMO)
transmission and reception is now regarded as one of the
most eﬀective approaches for increasing channel capacity or
system fading-resistance [1, 2, 3, 4, 5, 6, 7]. Among a variety
of ST coding schemes, diﬀerential ST modulation (DSTM)
and diﬀerential space-code modulation (DSCM) are among
the most promising ST coding schemes in wireless fading
channels because of their eﬃcient diﬀerential encoding and
detection features [8, 9, 10, 11, 12]. Of particular interest to
this paper is diﬀerential unitary group codes introduced in
[8, 9, 12].
The diﬀerential schemes can work whether the channel
state information (CSI) is available or not, and this is what
makes them very attractive. When an accurate estimation of
the CSI is diﬃcult or costly, the DSTM schemes are obviously
preferable than other schemes which assume full knowledge
of the CSI.
As a recent development, a new type of ST block code
is the Khatri-Rao ST code (KRST) proposed in [13], which
possesses a built-in channel identifiability. It relies on the
blind identifiability properties of the trilinear models and
parallel factor analysis to estimate the channel states and to
detect the ST symbols. However, there are some concerns
about the convergence speed of its iterative algorithm. DSTM
does not have such an issue. Compared to DSTM, KRST has a
higher computational complexity at the receiver. The DSTM
was designed to maximize the diversity advantage of the code
while maintaining a receiver implementation to be as simple
as possible.
The common point of the DSTM, DSCM, and the KRST
is that they all assume a frequency-flat fading channel mod-
eling in their design and analysis. In this paper, we con-
sider reception of the DSTM signals under more realistic and
complex channel conditions in rich multipath environment.
Multipath scattering and reflection eﬀects characterize most
wireless channels. They cause both time and angle spreads.
As a result, most wireless channels are selective in time, space,
and frequency, and this is a reason why this paper addresses
multipath frequency-selective impairments in the design of
the ST receiver.
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In contrast to the method presented in this paper, a
combination of orthogonal frequency division multiplexing
(OFDM) scheme with one of DSTM, DSCM, and KRST
is feasible for transceiver designs over MIMO frequency-
selective channels, because OFDM is capable of converting
the frequency-selective channels into frequency-flat fading
channels. Besides, to achieve the maximum diversity gain, a
direct design of the frequency-ST coding scheme based on
OFDM is also possible. An example is the transceiver pro-
posed in [14]. However, the OFDM scheme has its own limi-
tations: it has a very large peak to average power ratio, which
demands a high linearity on the transmitter power ampli-
fier. Nonlinearity of the system causes the intercarrier inter-
ference, which gives rise to the drastic degradation of the sys-
tem performance. Moreover, performance of OFDM is more
vulnerable to the frequency synchronization error than the
conventional schemes, such as the single-carrierM-ary PSK,
which the DSTM employs [15].
For channel equalizers requiring the channel estimation,
the channel identification precision substantially aﬀects the
system performance. Small estimation bias may cause a se-
vere performance degradation. In mobile communications,
the channel changes quickly so that channel estimation is in-
eﬃcient. Therefore, in this paper, channel estimation is nei-
ther assumed nor conducted in the algorithm. At the receiver,
the transmitted data are recovered directly from the observed
samples using an algebraic approach. Specifically, the new
transceiver scheme consists of (i) a DSTM transmitter, (ii) an
equalization algorithm based on direct input signal subspace
estimation, and (iii) a diﬀerential ST symbol detector.
In general, the proposed receiver mitigates the multipath
time-spread impairments without channel estimation pro-
vided that the channel is of rich multipath type so that its
characterization matrix meets certain column-rank condi-
tions. The approach used in this paper to recover the data
relies on a modified version of signal subspace-basedmethod
introduced in [16]. The novelty of this paper stems from in-
tegrating subspace method based signal deconvolution and
the exploitation of constant modulus property of the trans-
mitted symbols to facilitate the noncoherent detection of
DSTM signaling in a frequency-selective environment.
2. REVIEWOF DIFFERENTIAL STMODULATION
In this section, the DSTM and unitary group codes [8] are
briefly described for transmissions over frequency-flat fad-
ing channels. A transmitter equipped with K antennas and
a receiver equipped with M antennas are assumed to con-
stitute the transceiver system. A unitary ST codeword ma-
trix C j of size K × K is transmitted in the jth time slot Tj
of duration Tc = K · Ts, where j is the time index and Ts
is the symbol duration. Each code matrix C j is of the form
C j = C j−1G j . Matrix G j is chosen from a specific code set
G = {G(m) | G(m)GH(m) = I} to represent user data, where m
is the codeword index (m = 1, 2, . . . ,M). The code has the
property










Figure 1: The general modeling of a multiantenna transceiver sys-
tem.
It was proved in [9] that a full-rank unitary group code with
M = 2n codewords is equivalent to either a cyclic group
code or a dicyclic group code. Assuming that the unknown
frequency-flat fading channel is characterized by matrixH ∈
CM×K , the received data of the diﬀerentially ST coded signals
at multiple receiving antennas are given as [8]
Y j = HX j +N j , (2)
where (i) the transmitted ST code is represented by X j , j =
1, 2, . . . , J ; (ii) J is a frame length in codewords; and (iii) N j
stands for thematrix version of additive white Gaussian noise
(AWGN). With such modeling in a frequency-flat fading en-
vironment, a maximum likelihood (ML) decoder derived in
[8] is
Ĝ j = argmax
G(m)
{Tr {G(m)YHj Y j−1}}, (3)
where  stands for real part of the value and Tr denotes a
trace computation. Hence, without knowing H, the G j can
be estimated by observing the last two received data blocks
[Y j−1,Y j].
3. THE NEW RECEIVER ALGORITHM FOR
TRANSMISSION OVER FIR RICHMULTIPATH
FADING CHANNELS
3.1. Basis representations of the transmitted signals
In what follows, after a frame-by-frame DSTM transmitter is
proposed, the discussion will focus on an equalization algo-
rithm based on direct input signal subspace estimation.
The transmission scenario proposed in this paper for
MIMO rich multipath channels is a frame-by-frame trans-
mission/reception scheme illustrated in Figures 1 and 2,
where Tc is a time slot for a codeword and TG  LTs
is a frame guard interval to avoid the interframe interfer-
ence (L is the maximum channel length of the subchan-
nels).
At the receiver, the continuous-time received signal vec-
tor Y(t) is sampled at the symbol rate (1/Ts) after down-
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Symbol slot 1 Symbol slot 2 Symbol slot k
Ts
Figure 2: Transmitted signal frame structure and timing.
converting and reception filtering. For a period of signal
frame (TF), the sampled data sequence of Y(t) at a receiver is
arranged in a matrix form as follows:
YM×(N+L) =
[




y1(0) y1(1) · · · y1(N + L− 1)





yM(0) yM(1) · · · yM(N + L− 1)
 ,
(4)
where (i) N is the frame length in symbols and (ii) yi is a
column vector of sampled data. We assume the quasistatic
channel, namely, over the duration of one frame, the MIMO
channel is time invariant.
According to the general modeling of MIMO channels,
to capture the channel states, a matrix sequence {h(i), i =
0, 1, . . . ,L} is used. If the noise eﬀects are temporarily disre-
garded and with the proper arrangement of data, we get the
















x(0) x(1) · · · x(N − 1) 0 · · · 0








0 · · · 0 x(0) x(1) · · · x(N − 1)
 ;
(6)
and x(i) is a column vector x(i) = [x1(i), x2(i), . . . , xK (i)]T .
In order to retrieve input (transmitted) signals from the
observation of convoluted received signals, first, a matrix se-
quence {Y(p) | p = 0, 1, 2, . . . ,L} is formed such that
Y(p) = [yp, yp+1, . . . , yp+N−1]; p = 0, 1, 2, . . . ,L, (7)
where Y(p) can be viewed as the vector subsequences of
[y0, y1, . . . , yN+L−1] within a sliding window of width N cor-
responding to the shift p = 0, 1, . . . ,L.
For everyY(p), we calculate a matrix Ξ(p) which consists
of the spanning row vector set, that is, the rows of Ξ(p) consti-
tute the orthonormal basis for the subspace spanned by the
rows of Y(p). The matrix Ξ(p) can be obtained by singular
value decomposition (SVD) or some other eﬃcient estima-
tion methods. This processing is denoted in this paper by
Y(p) =⇒ Ξ(p), p = 0, 1, 2, . . . ,L. (8)
Proposition 1. Let the row vector subspace of XK×N =
[x(0) x(1) · · · x(N − 1)] be denoted by SX . In absence of
the noise, the intersection of the row vector subspaces of Ξ(p),
p = 0, 1, . . . ,L, is equivalent to SX with a probability of 1 for
transmissions employing unitary ST group codes, provided H
is of a full-column rank and the signal frame length N is suﬃ-
ciently large for matrix X to have full-row rank.
The proof of Proposition 1 is in the appendix. The full-
column-rank assumption of H could be met with proba-
bility of 1 if it is a “tall” matrix with a row number larger
than the column number if channel is of a rich multipath
type. Evidently, if the subchannel lengths increase, accord-
ingly, the number of reception antennas should be increased.
Some auxiliary methods to facilitate meeting this assump-
tion are discussed in Section 3.2. This assumption is a suﬃ-
cient condition for the operation of the algorithm proposed
in Section 4; however, it is not a necessary condition.
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As a matter of fact, for the proposed algorithm, it is only
assumed that some matrices among h(i), i = 0, 1, . . . ,L, indi-
vidually have a full-column rank. This normally holds with
probability of 1 for a rich multipath environment and the
number of the reception antennas being larger than that of
the transmission antennas. This assumption could be further
relaxed by the data stacking method discussed in Section 3.2.
Defining a newmatrix Ξ whose row vectors span the vec-
tor subspace intersection of Ξ(p), p = 0, 1, . . . ,L, and denot-
ing it by Ξ = ⋂Lp=0 Ξ(p), from Proposition 1, we have that the
rows of Ξ also span subspace SX with probability 1. There-
fore,
XK×N =WK×KΞK×N (9)
holds with probability 1, where WK×K is a weight matrix.
Hence, with a properW, the transmitted signals could be re-
covered completely from Y(p) by finding the spanning vec-
tor set using procedure of Proposition 1. In other words, the
transmitted data could be recovered from Y(p) within the
ambiguity of a transformationW.
The above observation is a fundamental point for the re-
ceiver algorithm design in this paper based on direct input
signal subspace estimation. The estimation ofW will be dis-
cussed in Section 4.2.
3.2. Column-rank assumption of channel matrices
and oversampling
Regarding the assumption for the column rank of h(i), the
following discussion is in order. As analyzed in [17], rich
multipath scattering normally causes wide angle spreads. In
these situations, the channels can be modeled using uncor-
related high-rank matrices. For MIMO frequency-flat fading









where (i) Dt, Dr stand for the transmission and reception
scattering radius, respectively; (ii) R is the distance between
transmitter and receiver; and (iii) λ is the wavelength. This
formula indicates that a large number of scatters (and large
antenna spacing), large angle spreading, and small range R
will help in building up the high-rank MIMO channels in
a frequency-flat fading modeling. High-rank MIMO chan-
nels can oﬀer significant spatial multiplexing gain or diver-
sity gain.
For MIMO frequency-selective channels, the above pre-
diction method is applicable to channel matrices among h(i)
that do not have zero columns. Therefore, it still brings in-
sight to investigation of the MIMO frequency-selective chan-
nels and the scheme discussed in this paper.
To facilitate meeting the channel matrix column-rank re-
quirements with minimum receiver antenna number, it is
possible to arrange the received sample data for each frame
by stacking the data v times as follows:
Y
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0 0 0 y
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h(0) h(1) · · · · · · h(L) 0 0













x[q](0) x[q](1) · · · · · · x[q](N−1) 0 0








0 0 0 x[q](0) · · · · · · x[q](N−1)
 .
(13)
The arrangement of received data in the matrix above is
diﬀerent from that of [16] for improving signal detection at
the first and last L symbols in each transmitted frame.
If a large receive antenna number is not feasible, over-
sampling with larger reception bandwidth could be consid-
ered as an alternative approach tomeet the necessary channel
matrix rank condition. If the oversampling rate is P, (P − 1)
times more data can be obtained and arranged as follows:
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where the index i + j/P stands for the jth sample in the ith
symbol duration. Therefore, with a MIMO channel charac-
terized by[
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provided that the eﬀects of transmission shaping filtering
and reception filtering are encompassed into the channel
[h¯(0), h¯(1), . . . , h¯(L)], the input-output relation in the over-
sampling case becomes





















0 0 0 y¯
[q]




h¯(0) h¯(1) · · · · · · h¯(L) 0 0








0 0 0 h¯(0) · · · · · · h¯(L)
 ,
(17)
and XK(L+v)×(N+L+v−1) is the same as the one in (13).
In the oversampling case, it is possible to meet the full-
rank requirement with a receiver antenna number smaller
than that of transmitter antennas at the cost of oversampling
complexity and wider reception bandwidth. The latter factor
also causes degradation in signal-to-noise ratio (SNR) to a
certain extent.
4. ESTIMATIONOF THE TRANSMITTED SIGNALS
FROM RECEIVED DATA OVER RICHMULTIPATH
CHANNELS IN THE PRESENCE OF NOISE
The ST subchannels can be of diﬀerent lengths and the sig-
nals are usually contaminated by the noise. In the presence
of noise, SX may not necessarily be the subspace intersec-
tion of Ξ(p) discussed in Section 3. However, it is still possible
to search for independent vectors whose linear combinations
can approximate row vectors in SX in a similar fashion. We
propose the following algorithm for determining a spanning
vector set from received signals to approximate the transmit-
ted signal vectors. This scheme is verified to provide a robust
performance through simulations, which is described in the
next section.
4.1. The basis estimation and approximation
of transmitted signals
In the description of the receiver algorithm, the following no-
tation is adopted:
(a) [A;B] stands for a matrix formed by stacking matrices
A and B;
(b) L is the maximum length of the MIMO subchannels
and is assumed to be known to the receiver;
(c) [nη,q] = imaxi=1{Ξ(i)}|η denotes the following computa-
tion routine:
(1) calculate SVD: UΣQ=SVD([Ξ(1);Ξ(2); . . . ;Ξ(imax)]),
whereU, Σ, andQ are the resulting matrices of the
SVD computation;
(2) q = Q[1:nη ,:], where nη is the number of singular
vectors whose corresponding singular values are
not less than η. Q[a:b,:] denotes a matrix consist-
ing of the rows from ath to bth of matrix Q. Pa-
rameters [nη,q] are the computation results of this
routine.




(1) imax = L + v, r = 0;
(2) calculate [nη,q] = imaxi=1{Ξ(i)}|η=0.96(λmax−1), where
λmax is the current largest singular value;
(3) V(r) = q; r + 1⇒ r;
(4) if nη < K , go to Step b; else go to Step c.
Step b if imax > 1,
(1) imax = imax − 1;
(2) calculate [nη,q] = imaxi=1{Ξ(i)}|η=0.96(λmax−1), where
λmax is the current largest singular value;
(3) V(r) = q; r + 1⇒ r;
(4) if nη < K , repeat Step b, else go to Step c;
else go to Step c.
Step c
(1) Calculate [nη,q] = ri=1{V(i)}|η=0.96;
(2) Ξ̂ = q.
In the above computation of the intersection of basis vec-
tors by SVD analysis, λmax is an important parameter because
it is used to compute how many Ξ(i) share certain vectors as
row basis vector. Computing and applying λmax at each step
instead of setting a constant value makes the algorithm adap-
tive to diﬀerent channel-rank situations.
In the presence of noise and channel-rank deficiency, the
above basis-vector searching algorithm may get more vec-
tors than the desired basis vectors as computation results.
However, this does not prevent approximating the transmit-
ted signals. In this paper, the signaling property of multiple
constant modulus (MCM) is taken advantage of to properly
weight the estimated basis in approximating the original sig-
nal vectors. The “closer” vectors to the original signal vector
basis are sorted out by their dominant weights obtained from
the MCM constraint.
Specifically, once the matrix Ξ̂ is obtained, the transmit-
ted signal matrix XK×N can be approximated by exploiting
the MCM property. Similarly as in (9), the relation between
X̂K×N and Ξ̂S×N can be expressed as follows:
X̂K×N = ŴK×SΞ̂S×N , (18)
where (i) Ξ̂ stands for a matrix whose row vectors are the
estimated bases and (ii) X̂ represents the estimate of signal
frame after deconvolution. The number of row vectors in Ξ̂
may be greater than the number of the signal vector basis due
to the noise eﬀects. Hence, the matrix Ŵ is not necessarily a
square matrix asW in (9).
The noise components have direct influences on the al-
gorithm in two aspects: (i) the noise degrades the estimation
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accuracy of the Ξ and W; (ii) the random noise makes the
processing time of each estimation vary from frame to frame.
The sensitivity of the algorithm to the noise was examined by
the simulations elaborated in Section 5.
The weight matrix Ŵ is calculated using the alternating
projection iterations algorithm presented in the next section.
4.2. Signal property projection
DSTM employs PSK signaling so that transmitted signals
have MCM characteristics. Therefore, an alternating projec-
tion method from [18] is adopted here to calculate Ŵ in the
following procedure.
Algorithm Procedure. For j = 0, 1, . . . ,n,
(1) X̂
( j)
K×N = Ŵ( j)K×SΞ̂S×N ,
(2) X˜
( j)
K×N = Proc G S{X̂( j)},
(3) X¯( j) = λ( j)X̂( j) + (I− λ( j))X˜( j),
(4) X¯( j+1) = X¯( j) · /|X¯( j)|,
(5) Ŵ
( j+1)
K×S = X¯( j+1)K×N Ξ̂
†
S×N ,
where Proc G S means the Gram-Schmidt orthogonaliza-
tion procedure, and λ( j) is a diagonal relaxation matrix. The
initial matrix Ŵ(0) could be either determined by pilot signals
or choosing randomly a full-column-rank matrix. As men-
tioned in [18], the Gram-Schmidt orthogonalization proce-
dure is applied here to prevent the algorithm from being bi-
ased to certain signals of strong power. The iteration stops
when Ŵ( j) reaches a stable state, that is, norm (Ŵ( j+1) −
Ŵ( j)) ≤ ε, where ε is a small constant.
4.3. Signal detection
After the Ŵ is estimated by the above procedure, the
transmitted signal could be approximated as in (18). The
relation between the original coded signal frame X =
[x1, x2, x3, . . . , xc] and the estimate X̂ = [x̂1, x̂2, x̂3, . . . , x̂c] can
be modeled as
X̂ = AX +N, (19)
x̂i = Axi + ni, i = 1, 2, . . . , c, (20)
where A is an admissible matrix and xi is an ST group code
matrix. Noise elements are assumed to have independent and
identical circularly symmetric complex Gaussian distribu-
tion CN (0, δ2).
Definition 1 (see [18]). If αk ∈ {α | |αk| = 1, k = 1, . . . ,d}
⊂ C and P is a permutation matrix, the matrix A =
(diag(α1,α2, . . . ,αd)P) is an admissible transformation ma-
trix.
The ambiguity between X and its estimate X̂, represented
by A, exists because the MCM signal property constraint
used in estimating Ŵ does not contain any phase informa-
tion. From equations
x̂i = Axi + ni, x̂i+1 = Axi+1 + ni+1,
xi+1 = xiG[m], (21)
we obtain the following relations:
x̂i+1 = x̂iG[m] + n¨i+1, (22)
where
n¨i+1 = ni+1 − niG[m]. (23)
The dependence between x̂i+1 and x̂i indicates a diﬀer-
ential relation with the multiplicative matrix G[m]. It can be
observed that the ambiguity matrix A between x̂i and xi is re-
moved by the diﬀerential signaling and diﬀerential detection.
Hence, the detection of G[i] can be carried out using a
least square error detector:
Ĝ[i+1] = argmin
G[r]
∥∥x̂i+1 − x̂iG[r]∥∥, (24)
where, for the G matrices, the matrix subscript r is an ST
codeword alphabet index, and the superscript i is a time in-
dex of the ST codeword.

















− (x̂i+1)H(x̂iG[r]) + (x̂iG[r])H(x̂iG[r])}.
(25)
Because Tr{(x̂iG[r])H(x̂iG[r])} is a constant for diﬀerent G[r],












Through the approximation of the signals with the estimated
basis as in (18), the intersymbol interference (ISI) of the sig-
nal is mitigated. Hence, in the procedure proposed in this
paper for MIMO frequency-selective channels, the final de-
tection stage embodied through (26) is similar to that for
DSTM signaling over frequency-flat fading MIMO channels
as represented in (3). In the comparison of (26) and (3), the
following property is useful: for square matrices A and B,
Tr{AB} = Tr{BA}.
4.4. Summary of the receiver algorithm
The complete receiver algorithm proposed for DSTM sig-
naling over the finite-impulse-response (FIR) rich multipath
channels proceeds on a frame-by-frame basis according to
the following four steps:
(1) estimate the direct input signal subspace basis and
signal approximations according to the method in
Section 3.1;
(2) calculate Ŵ by iterating the alternating projections
exploiting MCM using the algorithm presented in
Section 3.2;
(3) determine X̂ by X̂ = ŴΞ̂;
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Figure 3: Received signal constellation diagram (L = 7, M = 6,
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Figure 4: Signal constellation diagram after equalization (L = 7,
M = 6, K = 4, P = 1, N = 256, SNR/bit/antenna = 18.5dB).
(4) perform signal detection according to detection crite-
ria (26) as described in Section 4.3.
Provided that the maximum delay spread is less than
TG, the block Toeplitz signal structure and data processing
procedures in Sections 3.1, 3.2, and 4.3 enable the algebraic
data recovery without channel knowledge and channel es-
timation. The procedures in Sections 3.1 and 3.2 mitigate
frequency-selective eﬀects in rich multipath environment,
and the diﬀerential detection of ST symbols described in
Section 4.3 removes the ambiguity of transformation A in
(19).
Regarding the proposed algorithm, it should be noted
that the receiver algorithm proposed in this paper exploits
both block Toeplitz structure of the received signals and the
MCM property ofM-ary PSK signaling. It is not directly ap-
plicable to the schemes with a signaling without constant en-
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Figure 5: Received signal constellation diagram (L = 7, M = 6,
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Figure 6: Signal constellation diagram after equalization (L = 7,
M = 6, K = 4, P = 1, N = 256, SNR/bit/antenna = 19.3dB).
the MCM property, the part of the receiver algorithm de-
scribed in Section 3.2 for estimatingWmust be modified.
5. PERFORMANCE SIMULATIONS
With diﬀerent parameter settings of the transceiver and the
channels, simulations of the new receiver algorithm were
conducted to verify the bit error rate (BER) performance
over Rayleigh FIR fading channels in the presence of AWGN.
Figures 3, 4, 5, 6, 7, and 8 illustrate the signal constellation
before and after the equalization for diﬀerent values of SNR
per antenna. From Figures 4, 6, and 8, it is evident that en-
forcing theMCMproperty in our algorithm causes the signal
constellation after equalization to have a circular appearance.
The representative BER simulation results with the pa-
rameters K = 4, M = 5, 6, N = 256, and P = 1 are illus-
trated in Figures 9, 10, and 11 for L = 3, 5, 7, respectively.
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Figure 7: Received signal constellation diagram (L = 7, M = 6,
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Figure 8: Signal constellation diagram after equalization (L = 7,
M = 6, K = 4, P = 1, N = 256, SNR/bit/antenna = 21.4dB).
The multiple channels were simulated to be the FIR Rayleigh
fading channels.
The simulations were carried out by employing a
(M; k1, . . . , k4) = (4; 1, 1, 1, 1) cyclic group code [9] and Q-
PSK signaling. The results were statistically averaged over
all possible cases of random path delays of the subchannels,
random ST channel states, random bitstreams, and random
AWGN. The SNR values in Figures 9, 10, and 11 are the spa-
tially and temporally averaged SNR per antenna over all the
frames received.
For comparison purposes, the performance of DSTM
signaling with the previous receiver’s algorithm was simu-
lated with the same fading channels. From the figures, it can
be observed that the receiver (without equalization) derived
under the assumption of the frequency-flat fading channels
fail in the frequency-selective fading channels considered in
the simulations (curves are labeled as “without equalization”
in the figures). On the other hand, the proposed algorithm












Figure 9: System BER performance in time-dispersive fading chan-
nel (L = 3, K = 4, P = 1, N = 256).













Figure 10: System BER performance in time-dispersive fading
channel (L = 5, K = 4, P = 1, N = 256).
(with equalization) maintains a robust performance in rich
multipath quasistatic FIR fading channels.
When the channel length is increased, it is more diﬃcult
to remove the ISI eﬀects. This is evident by comparing the
performance curves in Figures 9, 10, and 11, where L = 3, 5,
and 7, respectively. From these figures, we can observe that in
order to obtain the same performance of BER at 10−3 using
the same transceiver setup, the SNR has to be increased from
4 dB to 7 dB and 14.1 dB for K = 4, M = 5. Additionally,
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Figure 11: System BER performance in time-dispersive fading
channel (L = 7, K = 4, P = 1, N = 256).
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Figure 12: System BER performance in time-dispersive fading
channel (L = 5, K = 4,M = 5, 6, P = 1).
the power savings by increasing the receiver antenna number
depends on the BER operating point of the system.
Similarly, for diﬀerent N = 64, 128, 192, the simulation
results with the parametersK = 4,M = 5, 6, and P = 1 are il-
lustrated in Figures 12, 13, and 14 for L = 5, 6, 7, respectively.
From these figures, we could observe that the choices ofN ex-
hibit a considerable influence on the system performance. To
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M = 5, N = 128
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Figure 13: System BER performance in time-dispersive fading
channel (L = 6, K = 4,M = 5, 6, P = 1).
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Figure 14: System BER performance in time-dispersive fading
channel (L = 7, K = 4,M = 5, 6, P = 1).
some extent, for short channel length cases, a relatively larger
N within a certain range facilitates higher performance. The
improvements are achieved at the expense of the increased
computational complexity. But, for the cases of long channel
lengths, this trend does not exist.
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6. CONCLUSIONS
This paper proposes a blind ST receiver algorithm for DSTM
transmissions over quasistatic FIR fading channels. The algo-
rithm is applicable in the transmission scenarios with diﬀer-
ent numbers of antennas at both the transmitter and receiver
sides. Simulation results demonstrate its robust performance
over unknown rich multipath FIR fading channels. With a
proper design of the transceiver parameters and the frame
guard time TG in the new scheme, the ST symbol detection
error drops significantly when SNR passes certain thresholds
despite the delay spread of the channels.
Particularly, the new detection algorithm does not rely
on the channel estimation. Secondly, the proposed receiver is
not subjected to the channel changes provided the channel is
invariant within one frame time slot. Furthermore, in con-
trast to the methods based on the statistics of a large amount
of signal samples, the proposed scheme is capable of operat-
ing when a relatively small number of received data samples
are available.
APPENDIX
PROOF OF PROPOSITION 1
Proof. Let SY(p) denote the row span of Ξ
(p), p=0, 1, 2, . . . ,L.
IfH is of a full-column rank, from (5), it could be concluded
that




x(0) x(1) x(2) x(3) · · · · · · x(N − 1)
















x(1) x(2) · · · · · · x(N − 1) 0












For p = L,
SY(L) = row span
×

x(L) x(L + 1) · · · x(N−1) 0 0











By observing the above relationship, it is evident that SX ⊂










SY(2) , which is equivalent to the inter-
section of row subspaces of

x(0) x(1) x(2) · · · · · · · · · · · · x(N − 1)













x(1) x(2) · · · · · · · · · · · · x(N − 1) 0













If frame length N is suﬃciently large, the rows of X[q]
are linear independent with probability of 1. Observing the
block Toeplitz structure of the above matrices, the row rank
of the intersection is (K(L + 1)− K). Therefore, the number
of basis vectors of SY(1)
⋂
SY(2) is also (K(L + 1)− K).
Following the similar verification procedure, it could





SY(3) is (K(L + 1)− 2K).
Moreover, the number of basis vectors of {⋂Li=0 SY(i)} is
K , which is equal to the number of row basis vectors for SX .








Part of the work described in this paper was presented dur-
ing the Fourth IEEE International Workshop on Mobile and
Wireless Communications Network, September 2002, Stock-
holm, Sweden.
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