Superconvergence of Discontinuous Galerkin method for linear hyperbolic
  equations by Waixiang, Cao et al.
ar
X
iv
:1
31
1.
69
38
v1
  [
ma
th.
NA
]  
27
 N
ov
 20
13
SUPERCONVERGENCE OF DISCONTINUOUS GALERKIN
METHOD FOR LINEAR HYPERBOLIC EQUATIONS∗
WAIXIANG CAO †‡ , ZHIMIN ZHANG †§ , AND QINGSONG ZOU ‡
Abstract. In this paper, we study superconvergence properties of the discontinuous Galerkin
(DG) method for one-dimensional linear hyperbolic equation when upwind fluxes are used. We
prove, for any polynomial degree k, the 2k + 1th (or 2k + 1/2th) superconvergence rate of the DG
approximation at the downwind points and for the domain average under quasi-uniform meshes and
some suitable initial discretization. Moreover, we prove that the derivative approximation of the DG
solution is superconvergent with a rate k+1 at all interior left Radau points. All theoretical finding
are confirmed by numerical experiments.
Key words. Discontinuous Galerkin method, superconvergence, hyperbolic, Radau points, cell
average, initial discretization
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1. Introduction. Discontinuous Galerkin (DG) methods, originally developed
for neutron transport problems [16], are a class of finite element methods using com-
pletely discontinuous piecewise polynomial space. Due to its flexibility for arbitrarily
unstructured meshes, the efficiency in parallel implementation, the ability to easily
handle complex geometries or interfaces and accommodate arbitrary h-p adaptivity,
the DG method gains more popularity in solving various differential equations and at-
tracts intensive theoretical studies. We refer to [9, 10, 11, 12, 13, 15] and the references
cited therein for an incomplete list of references.
In the past several decades, there also has been considerable interest in studying
superconvergence properties of DG methods. We refer to [1, 2, 17, 20] for ordi-
nary differential equations, and [3, 4] for multidimensional first order hyperbolic sys-
tems, and [7, 8] for one-dimensional hyperbolic conservation laws and time-dependent
convection-diffusion equations. Very recently, Yang and Shu in [18] studied super-
convergence properties of a DG method for linear hyperbolic equations when upwind
fluxes were used. They proved a k + 2th superconvergence rate of the DG approx-
imation at the right Radau points and for the cell average under suitable initial
discretization. They also presented numerically, for k = 1, 2, a 2k + 1th supercon-
vergence rate of the DG solution at the downwind points and for the cell average.
However, a theoretical proof of this remarkable property remains open. Indeed, the
2k + 1th superconvergence rate is one of the unsolved mysteries of the DG method
for hyperbolic equations.
The main purpose of our current work is to uncover this mystery by offering a
rigorous mathematical proof for the 2k+1th (or 2k+1/2th) superconvergence rate at
downwind points and for the domain average. As by-products, we provide a simplified
proof for the point-wise k + 2th superconvergence rate at the right Radau points, a
fact established in [18] in a weaker sense (under a discrete L2-norm) by a different
approach; we also prove a point-wise k + 1th derivative superconvergence rate at the
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left Radau points, a fact not established before. By doing so, we present a full picture
for superconvergence properties of the DG method for liner hyperbolic equations in
one spacial dimension.
To prove the 2k + 1th superconvergence rate, we revisit the problem considered
in [18] and make the same assumption that the time integration is exact. The novelty
lies in that we adopt a completely different analysis track. An essential ingredient
is the design of a correction function w. The idea is motivated from its successful
applications to finite element methods (FEM) and finite volume methods (FVM) for
elliptic equations (see, e.g. [5, 6]). However, as the correction function is very different
from FVM to FEM, it is much more so for the DG method due to special features of
hyperbolic equations from those of elliptic equations, especially, the time dependent
feature. Our approach here is to correct the error between the exact solution u and
its truncated Radau expansion P−h u (defined in Section 3), which interpolates u at
all downwind points. With help of the correction function w, which is zero at all
downwind points, we prove that the DG solution is superclose (with order 2k + 1) to
P−h u − w. It is this supercloseness that leads to the 2k + 1th superconvergence rate
at the downwind points (in average sense) and for the domain average. As a direct
consequence, we obtain another new theoretical result : the derivative approximation
of the DG solution is superconvergent at all interior left Radau points with a rate
k + 1. To end this introduction, we would like to point out that all superconvergent
results here are valid for one-dimensional linear systems, and the proof is along the
same line without any difficulty.
The rest of the paper is organized as follows. In Section 2, we present DG schemes
for linear conservation laws. Section 3 is the most technical part, where we construct
a special interpolation function superclose to the DG solution. Section 4 is the main
body of the paper, where superconvergence results are proved with suitable initial
discretization. Finally, we provide some numerical examples to support our theoretical
findings in Section 5.
Throughout this paper, we adopt standard notations for Sobolev spaces such as
Wm,p(D) on sub-domain D ⊂ Ω equipped with the norm ‖ · ‖m,p,D and semi-norm
|·|m,p,D. When D = Ω, we omit the index D; and if p = 2, we setW
m,p(D) = Hm(D),
‖ · ‖m,p,D = ‖ · ‖m,D, and | · |m,p,D = | · |m,D. Notation“A . B” implies that A can
be bounded by B multiplied by a constant independent of the mesh size h. “A ∼ B”
stands for “A . B” and “B . A”.
2. DG schemes. We consider the discontinuous Galerkin method for the fol-
lowing one-dimensional linear hyperbolic conservation laws
ut + ux = 0, (x, t) ∈ [0, 2pi]× (0, T ],
u(x, 0) = u0(x), x ∈ R,
(2.1)
where u0 is sufficiently smooth. We will consider both the periodic boundary condition
u(0, t) = u(2pi, t) and the Dirichlet boundary condition u(0, t) = g(t).
Let Ω = [0, 2pi] and 0 = x 1
2
< x 3
2
< . . . < xN+ 1
2
be N + 1 distinct points on the
interval Ω¯. For all positive integers r, we define Zr = {1, . . . , r} and denote by
τj = (xj− 1
2
, xj+ 1
2
), xj =
1
2
(xj− 1
2
+ xj+ 1
2
), j ∈ ZN
the cells and cell centers, respectively. Let hj = xj+ 1
2
− xj− 1
2
, h¯j = hj/2 and h =
max
j
hj. We assume that the mesh is quasi-uniform, i.e., there exists a constant c
2
such that
h ≤ chj , j ∈ ZN .
Define
Vh = {v : v|τj ∈ Pk(τj), j ∈ ZN}
to be the finite element space, where Pk denotes the space of polynomials of degree
at most k with coefficients as functions of t. The DG scheme for (2.1) reads as: Find
uh ∈ Vh such that for any v ∈ Vh
(uht, v)j − (uh, vx)j + u
−
h v
−|j+ 1
2
− u−h v
+|j− 1
2
= 0, (2.2)
or equivalently,
(uht + uhx, v)j + [uh]j− 1
2
v+
j− 1
2
= 0.
Here (uht, v)j =
∫
τj
uhtvdx, v
−
j+ 1
2
and v+
j+ 1
2
denote the left and right limits of v at
the point xj+ 1
2
, respectively, and [v]j− 1
2
= v+
j− 1
2
− v−
j− 1
2
denotes the jump of v across
xj− 1
2
.
Define
H1h = {v : v|τj ∈ H
1(τj), j ∈ ZN}
and for all w, v ∈ H1h, let the bilinear form
a(w, v) =
N∑
j=1
aj(w, v),
where
aj(w, v) = (wt, v)j − (w, vx)j + w
−v−|j+ 1
2
− w−v+|j− 1
2
.
With this notation, the DG scheme (2.2) can be rewritten as
a(uh, v) = 0, v ∈ Vh.
Obviously, the exact solution u also satisfies
a(u, v) = 0, v ∈ Vh.
Moreover, if v ∈ H1h satisfies v
−
1
2
= 0 or v−1
2
= v−
N+ 1
2
, then
a(v, v) = (vt, v) +
1
2
N∑
j=1
(
v−
j+ 1
2
v−
j+ 1
2
+ v+
j− 1
2
v+
j− 1
2
− 2v−
j− 1
2
v+
j− 1
2
)
= (vt, v) +
1
2
N∑
j=1
[v]2
j− 1
2
+
1
2
(v−
N+ 1
2
v−
N+ 1
2
− v−1
2
v−1
2
)
≥ (vt, v),
which means that in both two cases,
1
2
d
dt
‖v‖20 = (vt, v) ≤ a(v, v). (2.3)
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3. Construction of a special interpolation function. One of the supercon-
vergence analysis methods in FEM is through estimating
a(u− uI , v), ∀v ∈ Vh,
where uI ∈ Vh is a specially designed interpolation function, which is superclose to
uh such that
a(u− uI , v) = a(uh − uI , v), ∀v ∈ Vh
is of high order. Our analysis here is also along this line.
We begin the construction of uI with the Gauss-Radau projection P
−
h u ∈ Vh of
u defined by
(P−h u, v)j = (u, v)j , ∀v ∈ P
k−1(τj) and P
−
h u(x
−
j+ 1
2
) = u(x−
j+ 1
2
). (3.1)
Notice that this special projection is used in the error estimates of the DG methods,
e.g. in [8, 18]. Since in each element τj , j ∈ ZN , u(x, t) has the following Radau
expansion
u(x, t) = u(x−
j+ 1
2
, t) +
∞∑
m=1
uj,m(t)(Lj,m − Lj,m−1)(x), (3.2)
where Lj,m, j ∈ ZN ,m ≥ 1 is the classic Legendre polynomial of degree m in the
interval τj and the coefficient
uj,m(t) = u(x
−
j+ 1
2
, t)−
1
hj
∫
τj
u(x, t)
m−1∑
l=0
(2l + 1)Lj,l(x)dx, (3.3)
the projection P−h u has the representation
(P−h u)(x, t) = u(x
−
j+ 1
2
, t) +
k∑
m=1
uj,m(t)(Lj,m − Lj,m−1)(x). (3.4)
A direct calculation yields that for all v ∈ Vh
aj(u− P
−
h u, v) = (ut − P
−
h ut, v)j = −u
′
j,k+1(t)(Lj,k, v)j , (3.5)
where uj,k+1 is the same as in (3.2). Since uj,k+1 is only of order h
k+1, aj(u−P
−
h u, v)
is also of O(hk+1). In the following, we will find a suitable function wl ∈ Vh such that
aj(u− P
−
h u+ w
l, v) has higher order O(hk+l+1) for 1 ≤ l ≤ k.
For all v ∈ H1h, let its average primal function in τj be
D−1s v(x) =
1
h¯j
∫ x
x
j− 1
2
v(x′)dx′ =
∫ s
−1
vˆ(s′)ds′, x ∈ τj . (3.6)
where
s = (x− xj)/h¯j ∈ [−1, 1], vˆ(s) = v(x).
In each element τj , j ∈ ZN , i ≥ 0, we define
F1 = P
−
h D
−1
s Lj,k, Fi = −P
−
h D
−1
s Fi−1 = −(−P
−
h D
−1
s )
iLj,k, i ≥ 2. (3.7)
4
Lemma 3.1. For all 1 ≤ i ≤ k, Fi has the representation
Fi(x) =
k∑
m=k−i+1
bi,m(Lj,m − Lj,m−1)(x), x ∈ τj , (3.8)
where the coefficients bi,p are independent of the mesh size hj. Consequently,
Fi(x
−
j+ 1
2
) = 0, ‖Fi‖0,∞,τj . 1, (3.9)
(Fi, v)j = 0, ∀v ∈ Pk−i−1(τj). (3.10)
Proof. We will show (3.8) by induction. First, a straightforward calculation yields
D−1s Lj,k =
1
2k + 1
(Lj,k+1 − Lj,k−1),
and thus
F1 =
1
2k + 1
(Lj,k − Lj,k−1),
which implies (3.8) is valid for i = 1 with b1,k =
1
2k+1 .
Now we suppose Fi, i ≤ k − 1 has the representation (3.8). Since for all m ≥ 1,
D−1s Lj,m =
1
2m+ 1
(Lj,m+1 − Lj,m−1)
and
P−h Lj,k+1 = Lj,k, P
−
h Lj,m = Lj,m, m ≤ k,
it is easy to deduce that
Fi+1 = −P
−
h D
−1
s Fi =
k∑
m=k−i
bi+1,m(Lj,m − Lj,m−1),
with
bi+1,k−i =
bi,k−i+1
2(k − i) + 1
,
bi+1,k−i+1 =
bi,k−i+2
2(k − i) + 3
−
bi,k−i+1
2(k − i) + 3
+
bi,k−i+1
2(k − i) + 1
,
bi+1,k = −
bi,k−1
2k − 1
−
bi,k
2k + 1
+
bi,k
2k − 1
,
and for all m = k − i+ 2, . . . , k − 1,
bi+1,m =
bi,m+1 − bi,m
2m+ 1
+
bi,m − bi,m−1
2m− 1
.
Therefore (3.8) is valid for i+ 1. Consequently, (3.8) is valid for all 1 ≤ i ≤ k.
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Since Lj,m(x
−
j+ 1
2
) = 1 for all m ≥ 1, the first formula of (3.9) holds. Moreover,
by the iterative relations between the coefficients of bi,m, 1 ≤ i ≤ k, k− i+1 ≤ m ≤ k,
we have |bi,m| . 1, the second of (3.9) follows from the fact that ‖Lj,m‖0,∞,τj = 1.
Finally, by the orthogonality of the Legendre polynomials, the formula (3.10) is valid.
We are now ready to construct our correction function for all 1 ≤ l ≤ k. We
define, at the boundary point x = x 1
2
= 0,
wl(x−1
2
, t) = 0, ∀t ≥ 0;
and in each element τj , j ∈ ZN ,
wl(x, t) =
l∑
i=1
wi(x, t), wi(x, t) = h¯
i
jGi(t)Fi(x) (3.11)
with
Gi(t) = u
(i)
j,k+1(t). (3.12)
By the first formula in (3.9), Fi(x
−
j+ 1
2
) = 0, then wi(x
−
j+ 1
2
, t) = 0, for all i ≥ 0. Then
for all 1 ≤ l ≤ k,
wl(x−
j+ 1
2
, t) = 0, ∀t, j ∈ ZN . (3.13)
In the following, we define the special interpolation function
ulI = P
−
h u− w
l (3.14)
and discuss the properties of aj(u− u
l
I , v).
Theorem 3.2. Let ulI ∈ Vh be defined by (3.14), (3.11),(3.12) and (3.7) with
some 1 ≤ l ≤ k. Then if u ∈W k+l+2,∞(Ω), k ≥ 1, we have
|aj(u − u
l
I , v)| . h
k+l+1‖u‖k+l+2,∞,τj‖v‖0,1,τj , ∀v ∈ Vh. (3.15)
Proof. By the definition of aj(·, ·) and the fact that wi(x
−
j− 1
2
) = 0,
aj(wi, v) = (wit, v)j − (wi, vx)j .
By the definition of wi, we have
(wit, v)j = h¯
i
jGi+1(Fi, v)j
= −h¯i+1j Gi+1(D
−1
s Fi, vx)j
= h¯i+1j Gi+1(Fi+1, vx)j
= (wi+1, vx)j ,
where in the second equality, we have used the integration by parts and the fact that
D−1s Fi(x
−
j+ 1
2
) = D−1s Fi(x
+
j− 1
2
) = 0. Then
aj(wi, v) = (wi+1 − wi, vx)j
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and thus
aj(w
l, v) =
l∑
i=1
aj(wi, v) = (wl+1 − w1, vx)j .
By (3.5), aj(u− P
−
h u, v) = (w1, vx)j . Then
aj(u− u
l
I , v) = aj(u− P
−
h u+ w
l, v) = (wl+1, vx)j = h¯
l
jGl+1(Fl, v)j . (3.16)
Consequently,
|aj(u− u
l
I , v)| . h
l
j‖v‖0,1,τj |Gl+1|
. hk+l+1j ‖u‖k+l+2,∞,τj‖v‖0,1,τj ,
where in the last inequality, we have used the fact that
|Gl+1| = |D
l+1
t uj,k+1| . h
k+1
j ‖∂
k+1
x ∂
l+1
t u‖0,∞,τj .
The proof is completed.
Remark 3.3. As a direct consequence of (3.15),∣∣a(u − ulI , v)∣∣ . hk+l+1‖u‖k+l+2,∞‖v‖0,1. (3.17)
4. Superconvergence. In this section, we shall study superconvergence prop-
erties of DG solution at some special points : downwind points and Radau points,
and for the domain average.
We begin with a study of the difference between the interpolation function ulI =
P−h u− w
l and the DG solution uh.
Theorem 4.1. Let u ∈W k+l+2,∞(Ω), uh ∈ Vh be the solution of (2.1) and (2.2)
respectively. Suppose ulI ∈ Vh is defined by (3.14), (3.11),(3.12) and (3.7). Then for
both the Dirichlet and periodic boundary condition,
‖ulI − uh‖0(t) . ‖u
l
I − uh‖0(0) + th
k+l+1‖u‖k+l+2,∞. (4.1)
Proof. Since
(ulI − uh)
−
N+ 1
2
= (ulI − uh)
−
1
2
for the periodic boundary condition and
(ulI − uh)
−
1
2
= 0
for the Dirichlet boundary condition, (2.3) is valid for both two cases if we choose
v = ulI − uh. Noticing (3.17), we have
‖ulI − uh‖0
d
dt
‖ulI − uh‖0 ≤
∣∣a(uh − ulI , ulI − uh)∣∣
=
∣∣a(u− ulI , ulI − uh)∣∣
. hk+l+1‖u‖k+l+2,∞‖u
l
I − uh‖0.
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Then
d
dt
‖ulI − uh‖0 . h
k+l+1‖u‖k+l+2,∞ (4.2)
and (4.1) follows.
Remark 4.2. From Theorem 4.1, we know that the suitable choice of the initial
solution is of great importance. To guarantee the superconvergence rate k + l + 1 for
‖ulI − uh‖0, the initial error should reach the same convergence rate, that is
‖uh(·, 0)− u
l
I(·, 0)‖0 . h
k+l+1‖u‖k+l+2,∞. (4.3)
We shall demonstrate this point in our numerical analysis. To obtain (4.3), a natural
way of initial discretization is to choose
uh(x, 0) = u
l
I(x, 0), ∀x ∈ Ω. (4.4)
4.1. Superconvergence at the downwind points. We are now ready to
present our superconvergence results of DG solution at the downwind points.
Theorem 4.3. Let u ∈W 2k+2,∞(Ω) be the solution of (2.1), and uh the solution
of (2.2) with initial value uh(·, 0) be chosen such that (4.3) holds with l = k. Then
for both the Dirichlet and periodic boundary condition,
|(u− uh)(x
−
j+ 1
2
, t)| . (1 + t)h2k+
1
2 ‖u‖2k+2,∞, ∀j ∈ ZN , (4.5)
and 
 1
N
N∑
j=1
(
u− uh
)2(
x−
j+ 1
2
, t
)
1
2
. (1 + t)h2k+1‖u‖2k+2,∞. (4.6)
Moreover, if we choose the initial value uh(·, 0) = u
k
I (·, 0), we have the following
improved results
|(u− uh)(x
−
j+ 1
2
, t)| . th2k+
1
2 ‖u‖2k+2,∞, ∀j ∈ ZN , (4.7)
and 
 1
N
N∑
j=1
(
u− uh
)2(
x−
j+ 1
2
, t
)
1
2
. th2k+1‖u‖2k+2,∞. (4.8)
Proof. If uh(·, 0) satisfies (4.3) with l = k, by (4.2),
‖uI−uh‖0(t) = ‖uI−uh‖0(0)+
∫ t
0
d
dt
‖uI−uh‖0(s)ds . (1+t)h
2k+1‖u‖2k+2,∞, (4.9)
where uI = u
k
I . For any fixed t, uI − uh ∈ Pk in each τj , j ∈ ZN . Then the inverse
inequality holds and thus,∣∣∣(uI − uh)(x−j+ 1
2
, t)
∣∣∣ ≤ ‖uI − uh‖0,∞,τj(t)
. h−
1
2 ‖uI − uh‖0,τj(t)
. (1 + t)h2k+
1
2 ‖u‖2k+2,∞.
8
By the fact that u(x−
j+ 1
2
) = P−h u(x
−
j+ 1
2
) and wk(x−
j+ 1
2
) = 0, we have
uI(x
−
j+ 1
2
) = u(x−
j+ 1
2
), ∀j ∈ ZN .
Then the desired result (4.5) follows.
We next show (4.6). Again by the inverse inequality,
N∑
j=1
‖uI − uh‖
2
0,∞,τj .
N∑
j=1
h−1j ‖uI − uh‖
2
0,τj . N‖uI − uh‖
2
0.
Then
1
N
N∑
j=1
(
u− uh
)2(
x−
j+ 1
2
, t
)
=
1
N
N∑
j=1
(
uI − uh
)2(
x−
j+ 1
2
, t
)
≤
1
N
N∑
j=1
‖uI − uh‖
2
0,∞,τj(t)
. ‖uI − uh‖
2
0(t).
The inequality (4.6) follows directly from the estimate (4.9).
If the initial value uh(·, 0) = uI(·, 0), then
‖uI − uh‖0(t) =
∫ t
0
d
dt
‖uI − uh‖0(s)ds . th
2k+1‖u‖2k+2,∞.
Following the same line, we obtain (4.7) and (4.8) directly.
Remark 4.4. By (4.9), the interpolation function uI is superclose to the DG
solution uh, with the superconvergence rate 2k + 1.
4.2. Superconvegence for the domain average. We have the following su-
perconvergence results for the domain average of u− uh.
Theorem 4.5. Let u ∈W 2k+2,∞(Ω) be the solution of (2.1), and uh the solution
of (2.2). Suppose the initial solution uh(·, 0) = P
−
h u(·, 0) − w
k(·, 0) with wk defined
by (3.11). Then∣∣∣∣ 12pi
∫ 2pi
0
(u− uh)(x, t)dx
∣∣∣∣ . (h 12 + t2)h2k+ 12 ‖u‖2k+2,∞ (4.10)
for the Dirichlet boundary condition and∣∣∣∣ 12pi
∫ 2pi
0
(u − uh)(x, t)dx
∣∣∣∣ . h2k+1‖u‖2k+1,∞ (4.11)
for the periodic boundary condition.
Proof. We first estimate the domain average of u− uh at time t = 0. Note that∫ 2pi
0
(u− uh)(x, 0)dx =
∫ 2pi
0
(P−h u− uh)(x, 0)dx =
∫ 2pi
0
wk(x, 0)dx
By (3.8), (3.11)-(3.12), we derive∫ x
j+1
2
x
j− 1
2
wk(x, t)dx =
∫ x
j+1
2
x
j− 1
2
wk(x, t)dx = h¯
k
jGk
∫ x
j+1
2
x
j− 1
2
Fk(x)dx, ∀j ∈ ZN .
9
Here Gk and Fk are the same as in (3.11). By the approximation theory, we have
|Gk| . h
k+1
j ‖∂
k
t ∂
k+1
x u‖0,∞,τj . h
k+1
j ‖u‖2k+1,∞,τj .
Then ∣∣∣∣∣∣
∫ x
j+1
2
x
j− 1
2
wk(x, t)dx
∣∣∣∣∣∣ . h2k+2‖u‖2k+1,∞,τj ,
which yields
∣∣∣∣
∫ 2pi
0
wk(x, t)dx
∣∣∣∣ =
∣∣∣∣∣∣
N∑
j=1
∫ x
j+1
2
x
j− 1
2
wk(x, t)dx
∣∣∣∣∣∣ . h2k+1‖u‖2k+1,∞.
Thus, ∣∣∣∣
∫ 2pi
0
(u − uh)(x, 0)dx
∣∣∣∣ . h2k+1‖u‖2k+1,∞.
On the other hand, taking v = 1 in (2.2) and summing up for all j, we obtain
∫ 2pi
0
(u − uh)t(x, t)dx =
N∑
j=1
(u− uh)
−
j+ 1
2
(t)− (u− uh)
−
j− 1
2
(t)
= (u− uh)
−
N+ 1
2
(t)− (u− uh)
−
1
2
(t).
Then we have, for the periodic boundary condition,
d
dt
∫ 2pi
0
(u− uh)(x, t)dx =
∫ 2pi
0
(u − uh)t(x, t)dx = 0,
and for the Dirichlet boundary condition,∣∣∣∣ ddt
∫ 2pi
0
(u− uh)(x, t)dx
∣∣∣∣ = ∣∣∣(u − uh)−N+ 1
2
(t)
∣∣∣ . th2k+ 12 ‖u‖2k+2,∞,
where in the last step, we have used (4.7). Note that
∫ 2pi
0
(u− uh)(x, t)dx =
∫ 2pi
0
(u − uh)(x, 0)dx +
∫ t
0
d
dt
∫ 2pi
0
(u − uh)(x, t)dxdt.
Then the desired results follow.
4.3. Superconvergence at the left Radau points. We denote by Rj,l, l =
0, . . . , k the left Radau points on the interval τj , j ∈ ZN , namely, the zeros of Lj,k+1+
Lj,k, j ∈ ZN . We shall prove that the derivative error of u− uh is superconvergent at
all left Radau points Rj,l, l ∈ Zk except the point Rj,0 = xj− 1
2
.
Lemma 4.6. Let u ∈W k+2,∞(Ω) be the solution of (2.1). Then∣∣∣∣∂(u− P−h u)∂x (Rj,l, t)
∣∣∣∣ . hk+1‖u‖k+2,∞, ∀t > 0, j ∈ ZN , l ∈ Zk. (4.12)
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Proof. In each element τj , j ∈ ZN , we have, from (3.2) and (3.4),
∂(u− P−h u)
∂x
(x, t) =
∞∑
m=k+1
uj,m(t)(Lj,m − Lj,m−1)
′(x)
It is shown in [19] that
m(Lm + Lm−1)(s) = (s+ 1)(Lm − Lm−1)
′(s), s ∈ [−1, 1],
where Lm is the Legendre polynomial of degree m in the interval [−1, 1]. Then by a
scaling from [−1, 1] to [xj− 1
2
, xj+ 1
2
], we obtain
∂(u− P−h u)
∂x
(x, t) = (k + 1)uj,k+1
(Lj,k+1 + Lj,k)(x)
x− xj− 1
2
+
∞∑
p=k+2
uj,p(Lj,p − Lj,p−1)
′(x).
Noticing that the first term of the above equation vanishes at the interior left Radau
points Rj,l, l ∈ Zk, we have
∂(u− P−h u)
∂x
(Rj,l, t) =
∞∑
p=k+2
uj,p(Lj,p − Lj,p−1)
′(Rj,l), l ∈ Zk.
Then the desired result (4.12) follows by the standard approximation theory.
We are ready to show the superconvergence results of uh at the interior left Radau
points.
Theorem 4.7. Let u ∈ W k+4,∞(Ω) be the solution of (2.1), and uh the solution
of (2.2) with initial value uh(·, 0) be chosen such that (4.3) holds with l = 2. Then
for both the Dirichlet and periodic boundary condition,∣∣∣∣∂(u− uh)∂x (Rj,l, t)
∣∣∣∣ . (1 + t)hk+1‖u‖k+4,∞, (j, l) ∈ ZN × Zk. (4.13)
Proof. First, by Theorem 4.1 and the initial value chosen, we have
‖uh − u
2
I‖0 . (1 + t)h
k+3‖u‖k+4,∞.
Noticing u2I = P
−
h u− w
2 and
‖w2‖0,∞,τj . h
k+2‖u‖k+3,∞,
we obtain
‖uh − P
−
h u‖0,∞,τj . (1 + t)h
k+2‖u‖k+4,∞, j ∈ ZN . (4.14)
Then by the inverse inequality,
|P−h u− uh|1,∞ . (1 + t)h
k+1‖u‖k+4,∞.
Consequently∣∣∣∣∂(P−h u− uh)∂x (Rj,l, t)
∣∣∣∣ . (1 + t)hk+1‖u‖k+4,∞, ∀j ∈ ZN , l ∈ Zk.
Combining this with the estimate (4.12), (4.13) follows.
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4.4. Superconvergence at the right Radau points. As we have mentioned
in the introduction, one of the main theoretical results in [18] is the superconvergence
rate k+2 for the function value error of u−uh at the right Radau points. A by-product
of our analysis here is a different, and yet simpler way to establish this fact.
Denote by Rrj,l, l ∈ Zk the k interior right Radau points in the interval τj , j ∈
ZN , namely, zeros of Lj,k+1 − Lj,k except the point R
r
j,0 = xj+ 1
2
. By the standard
approximation theory
∣∣(u− P−h u)(Rrj,l, t)∣∣ =
∣∣∣∣∣∣
∞∑
p=k+2
uj,p(t)(Lj,p − Lj,p−1)(R
r
j,l)
∣∣∣∣∣∣ . hk+2‖u‖k+2,∞.
On the other hand, if the initial value uh(·, 0) is chosen such that (4.3) holds with
l = 2, then (4.14) holds. Consequently,
|(u − uh)(R
r
j,l, t)| . (1 + t)h
k+2‖u‖k+4,∞, ∀t ∈ (0, T ]. (4.15)
Remark 4.8. Similarly, if we choose the initial value uh(·, 0) = u
l
I(·, 0) instead
of letting uh(·, 0) satisfy (4.3) with l = 2, the term 1 + t in the estimates (4.13) and
(4.15) can be improved to t.
To end this section, we would like to demonstrate how to calculate ulI(x, 0), 1 ≤
l ≤ k only using the information of the initial value u0. Since ut + ux = 0, we have
for all integers i ≥ 1,
∂i
∂ti
u(x, 0) = (−1)iu
(i)
0 (x), ∀x ∈ Ω.
Therefore, by (3.3), for all i ≥ 1, we have the derivatives
u
(i)
j,k+1(0) = (−1)
i
(
u
(i)
0 (x
−
j+ 1
2
)−
1
hj
∫
τj
u
(i)
0 (x)
k∑
m=0
(2m+ 1)Lj,m(x)dx
)
. (4.16)
Now we divide the process into the following step :
1. In each element of τj , calculate Gi = u
(i)
j,k+1(0), i ∈ Zl by (4.16).
2. Compute Fi, i ∈ Zl from (3.7) .
3. Choose wi = h¯jFiGi and w
l =
l∑
i=1
wi.
4. Figure out ulI(x, 0) = P
−
h u0(x)− w
l(x, 0).
5. Numerical results. In this section, we present numerical examples to verify
our theoretical findings. In our numerical experiments, we shall measure the maximum
error and the average error at downwind points, the errors for the domain average
and the cell average, the maximum derivative error at interior left Radau points and
function value error at right Radau points, respectively. They are defined by
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e1 = max
j∈ZN
∣∣∣(u− uh)(x−j+ 1
2
, T )
∣∣∣ , e2 =

 1
N
N∑
j=1
(
u− uh
)2(
x−
j+ 1
2
, T
)
1
2
,
e3 =
∣∣∣∣ 12pi
∫ 2pi
0
(u− uh)(x, T )dx
∣∣∣∣ , e4 = max(j,l)∈ZN×Zk
∣∣∣∣∂(u− uh)∂x (Rj,l, T )
∣∣∣∣
e5 = max
(j,l)∈ZN×Zk
∣∣(u− uh)(Rrj,l, T )∣∣ , e6 =

 1
N
N∑
j=1
( 1
hj
∫ x
j+ 1
2
x
j− 1
2
(u− uh)(x, T )dx
)2
1
2
.
To show the influence of the initial solution on the convergence rate, we also test
four different methods for initial discretization in our experiments. There are
Method 1: uh(x, 0) = Rhu(x, 0);
Method 2: uh(x, 0) = (P
−
h u)(x, 0);
Method 3: uht(x, 0) = (P
−
h ut)(x, 0), uh(x
−
j+ 1
2
, 0) = (P−h u)(x
−
j+ 1
2
, 0);
Method 4: uh(x, 0) = u
k
I (x, 0).
Here Rhu in Method 1 denotes the L
2 projection of u. Note that Method 4 is what
we used in our superconvergence analysis, while Method 3 is a special way of initial
discretization proposed by Yang and Shu in [18]. In light of the frequent use of
Methods 1 and 2 for initial discretization of DG methods, we also test them in our
experiments as comparison groups.
Example 1. We consider the following equation with the periodic boundary con-
dition :
ut + ux = 0, (x, t) ∈ [0, 2pi]× (0, 3pi/4],
u(x, 0) = esin(x),
u(0, t) = u(2pi, t).
The exact solution to this problem is
u(x, t) = esin(x−t).
The problem is solved by the DG scheme (2.2) with k = 3, 4, respectively. Piece-
wise uniform meshes are used in our experiments, which are constructed by equally
dividing each interval, [0, pi2 ] and [
pi
2 , 2pi], into N/2 subintervals, N = 4, . . . , 512. The
ninth order strong-stability preserving (SSP) Runge-Kutta method [14] with time step
△t = 0.05hmin, hmin = pi/N is used to reduce the time discretization error.
Listed in Tables 5.1-5.2 are numerical data for errors ei, i = 2, . . . , 6 in cases
k = 3, 4, with the initial solution obtained by Method 4. Depicted in Figure 5.1 are
corresponding error curves with log-log scale.
We observe from Table 5.2 and Figure5.1 a convergence rate k + 1 for e4, k + 2
for e5, and 2k + 1 for e2 and e3, respectively. These results confirm our theoretical
findings in Theorems 4.3-4.7, and (4.15) : The derivative error is superconvergent at
all interior left Radau points and the function value error is superconvergent at all
right Radau points, and the average error at downwind points is supercovergent as
well as the error for the domain average, with a convergence rate 2k+1. Moreover, we
also observe numerically a 2k + 1 superconvergence rate for the cell average e6. Our
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Table 5.1
Errors ei, i = 2, 3, 4 in cases k = 3, 4.
N k = 3 k = 4
e2 e3 e4 e2 e3 e4
4 2.45e-02 5.33e-03 1.10e-01 5.48e-03 1.37e-03 5.53e-02
8 8.22e-04 4.64e-05 1.90e-02 5.90e-05 2.15e-06 1.39e-03
16 1.04e-05 2.57e-07 1.08e-03 2.12e-07 3.03e-09 9.37e-05
32 8.32e-08 1.83e-09 8.42e-05 3.77e-10 4.96e-12 4.26e-06
64 6.73e-10 1.39e-11 5.34e-06 7.61e-13 9.33e-15 1.47e-07
128 5.32e-12 1.08e-13 3.36e-07 1.50e-15 1.81e-17 4.70e-09
256 4.17e-14 8.41e-16 2.10e-08 2.94e-18 3.52e-20 1.47e-10
512 3.26e-16 6.57e-18 1.31e-09 5.76e-21 6.87e-23 4.62e-12
Table 5.2
Errors e5, e6 and corresponding convergence rates in cases k = 3, 4.
N k = 3 k = 4
e5 Rate e6 Rate e5 Rate e6 Rate
4 5.39e-02 – 9.35e-03 – 1.34e-02 – 2.19e-03 –
8 3.12e-03 4.11 1.60e-04 5.87 2.15e-04 5.96 1.15e-05 7.57
16 8.99e-05 5.12 6.93e-06 4.53 4.31e-06 5.64 9.43e-08 6.93
32 2.68e-06 5.07 7.88e-08 6.46 9.62e-08 5.49 3.48e-10 8.08
64 8.33e-08 5.01 6.66e-10 6.89 1.65e-09 5.86 7.48e-13 8.86
128 2.59e-09 5.01 5.32e-12 6.97 2.64e-11 5.97 1.50e-15 8.96
256 8.07e-11 5.00 4.18e-14 6.99 4.14e-13 5.99 2.95e-18 9.00
512 2.52e-12 5.00 3.27e-16 7.00 6.47e-15 6.00 5.77e-21 9.00
numerical results demonstrate that the superconvergence rates we proved in (4.6),
(4.11), (4.13) and (4.15) are optimal.
We also test the superconvergence for the maximum error at downwind points by
using the four different methods mentioned above for initial discretization. We list in
Tables 5.3-5.4, the approximation error e1 and the corresponding convergence rate in
cases k = 3, 4, respectively. It seems that different choices of the initial solution lead
to different convergence rates. We observe that when using Method 4, the convergence
rate is of order 2k+1, 1/2 order higher than the one given in (4.5). On the other hand,
Methods 1-3 do not result in the superconvergence rate 2k + 1. Therefore, the way
of initial discretization has influence on the superconvergence rate at the downwind
points.
Example 2. We consider the following problem with the Dirichlet boundary con-
dition :
ut + ux = 0, (x, t) ∈ [0, 2pi]× (0, pi],
u(x, 0) = sin(x),
u(0, t) = − sin(t).
The exact solution to this problem is
u(x, t) = sin(x− t).
We construct our meshes by dividing the interval [0, 2pi] into N subintervals,
N = 2, . . . , 64, and solve this problem by the DG scheme (2.2) with polynomial
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Fig. 5.1. left: k = 3, right: k = 4.
Table 5.3
e1 and corresponding convergence rates for different initial discretizations in case k = 3.
N Method 1 Method 2 Method 3 Method 4
e1 Rate e1 Rate e1 Rate e1 Rate
4 4.09e-02 – 4.33e-02 – 4.37e-02 – 4.51e-02 –
8 2.09e-03 4.29 2.11e-03 4.36 1.95e-03 4.49 2.20e-03 4.36
16 5.63e-05 5.21 3.71e-05 5.83 3.39e-05 5.85 3.32e-05 6.05
32 1.40e-06 5.33 3.75e-07 6.63 3.67e-07 6.53 3.10e-07 6.74
64 5.02e-08 4.80 3.57e-09 6.72 3.46e-09 6.73 2.53e-09 6.94
128 1.97e-09 4.67 6.01e-11 5.89 3.32e-11 6.71 2.00e-11 6.98
256 8.43e-11 4.55 1.06e-12 5.82 3.40e-13 6.61 1.57e-13 6.99
512 3.73e-12 4.50 2.49e-14 5.41 3.77e-15 6.49 1.23e-15 7.00
degree k = 3, 4, respectively. To diminish the time discretization error, we use the
fourth order Runge-Kutta method with time step △t = T/n for n = 10N2 in k = 3
and n = 5N3 in k = 4.
Numerical data are demonstrated in Tables 5.5-5.6, and corresponding error
curves are depicted in Figure 5.2 on the log-log scale with the initial solution ob-
tained by Method 4. Again, we observe a convergence rate k + 1 for e4, k + 2 for e5
and 2k+1 for e2, e3 and e6, respectively. These results verify our theoretical findings
in Theorems 4.3-4.7 and (4.15). Note that the superconvergence rate 2k + 1 for the
domain average is 1/2 order higher than the one given in (4.10).
As in Example 1, we also test convergence rates at the downwind points under
aforementioned four different initial discretization methods. Tables 5.7-5.8 demon-
strate corresponding errors and convergence rates, from which, we observe similar
results as in the periodic boundary condition : the convergence rate of e1 is 2k + 1
for Method 4 while not for Methods 1-2. As for Method 3, it seems that the super-
convergence rate is 2k + 1 for k = 3. However, it is not valid for k = 4.
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Table 5.4
e1 and corresponding convergence rates for different initial discretizations in case k = 4.
N Method 1 Method 2 Method 3 Method 4
e1 Rate e1 Rate e1 Rate e1 Rate
4 1.05e-02 – 1.06e-02 – 1.03e-02 – 1.09e-02 –
8 2.12e-04 5.63 1.61e-04 6.04 1.61e-04 6.00 1.60e-04 6.09
16 2.27e-06 6.54 8.23e-07 7.61 7.63e-07 7.72 6.19e-07 8.02
32 8.71e-08 4.71 5.25e-09 7.29 2.21e-09 8.43 1.44e-09 8.75
64 1.98e-09 5.46 8.45e-11 5.96 9.46e-12 7.87 2.94e-12 8.94
128 1.67e-11 6.89 1.04e-12 6.35 2.76e-14 8.42 5.82e-15 8.98
256 6.36e-13 4.71 1.17e-14 6.47 1.72e-16 7.32 1.14e-17 9.00
512 1.02e-14 5.96 1.25e-16 6.55 9.06e-19 7.57 2.23e-20 9.00
Table 5.5
Errors ei, i = 2, 3, 4 in cases k = 3, 4.
N k = 3 k = 4
e2 e3 e4 e2 e3 e4
2 1.83e-03 8.64e-04 1.01e-02 5.00e-05 2.77e-05 7.08e-03
4 2.68e-05 8.04e-06 2.14e-03 2.11e-07 6.20e-08 1.85e-04
8 2.22e-07 6.56e-08 1.66e-04 4.29e-10 1.25e-10 7.24e-06
16 1.78e-09 5.14e-10 1.09e-05 8.56e-13 2.45e-13 2.38e-07
32 1.41e-11 4.01e-12 6.90e-07 1.68e-15 4.77e-16 7.55e-09
64 1.10e-13 3.12e-14 4.31e-08 3.29e-18 9.29e-19 2.36e-10
Table 5.6
Errors e5, e6 and corresponding convergence rates in cases k = 3, 4.
N k = 3 k = 4
e5 Rate e6 Rate e5 Rate e6 Rate
2 7.60e-03 – 2.41e-03 – 1.75e-03 – 7.97e-05 –
4 3.96e-04 4.26 2.61e-05 6.53 2.29e-05 6.26 2.05e-07 8.60
8 1.38e-05 4.85 2.41e-07 6.76 4.36e-07 5.71 4.64e-10 8.79
16 4.44e-07 4.95 1.98e-09 6.93 7.14e-09 5.93 9.43e-13 8.94
32 1.40e-08 4.99 1.57e-11 6.98 1.13e-10 5.98 1.86e-15 8.98
64 4.39e-10 5.00 1.23e-13 6.99 1.77e-12 6.00 3.66e-18 8.99
Table 5.7
e1 and corresponding convergence rates for different initial discretizations in case k = 3.
N Method 1 Method 2 Method 3 Method 4
e1 Rate e1 Rate e1 Rate e1 Rate
2 8.23e-03 – 4.63e-03 – 4.88e-03 – 1.94e-03 –
4 2.88e-04 4.83 2.23e-05 7.70 5.93e-05 6.36 4.61e-05 5.39
8 1.26e-05 4.51 1.11e-06 4.33 5.21e-07 6.83 3.92e-07 6.88
16 1.81e-07 6.15 1.74e-08 6.00 3.54e-09 7.20 3.16e-09 6.96
32 6.10e-10 8.23 2.94e-10 5.89 2.96e-11 6.90 2.49e-11 6.99
64 1.39e-11 5.44 4.66e-12 5.98 2.32e-13 7.00 1.95e-13 7.00
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Fig. 5.2. left: k = 3, right: k = 4.
Table 5.8
e1 and corresponding convergence rates for different initial discretizations in case k = 4.
N Method 1 Method 2 Method 3 Method 4
e1 Rate e1 Rate e1 Rate e1 Rate
2 1.43e-04 – 8.26e-05 – 1.09e-04 – 5.25e-05 –
4 2.69e-05 2.41 2.02e-06 5.36 1.00e-06 6.77 3.66e-07 7.16
8 7.85e-07 5.10 1.25e-08 7.33 1.10e-08 6.51 7.60e-10 8.91
16 2.02e-08 5.28 9.26e-11 7.08 7.71e-11 7.16 1.51e-12 8.97
32 3.81e-10 5.73 5.13e-12 4.18 3.72e-13 7.70 2.96e-15 8.99
64 4.78e-12 6.31 7.23e-14 6.15 1.52e-15 7.94 5.80e-18 9.00
6. Conclusion. In this work, we have studied superconvergence properties of the
DG method for linear hyperbolic conservation laws under the one spacial dimension
setting. Our main theoretical result is the proof of 2k + 1-superconvergence rate at
the downwind points in an average sense (Theorem 4.3, equations (4.6) and (4.8))
as well as for the domain average (Theorem 4.5, equation (4.11)), and thereby settle
a long standing theoretical conjecture. An unexpected discovery is that in order to
achieve the 2k + 1 rate, a proper implementation of the initial solution based on the
correction procedure introduced in this paper is crucial for k > 3. This observation is
supported by a numerical comparison with traditional implementations of the initial
solution. Indeed, only Method 4 (based on our correction scheme) can achieve 2k+1
rate for k = 4.
As a by-product, we also proved, for the first time, a point-wise derivative super-
convergence rate k+1 at all left Radau points (Theorem 4.7, equation (4.13)). At this
point, our proof for the point-wise superconvergence rate 2k + 1/2 at the downwind
points (Theorem 4.3, equations (4.5) and (4.7)) is still sub-optimal (comparing with
the numerical rate 2k + 1). In addition, the proof of 2k + 1 rate for the cell average
remains open. Our other on-going works include convection-diffusion equations as
discussed in [8] and higher dimensional conservation laws.
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