It is a challenging task to improve the real-time property and objectivity of the effect assessment for the distance education. This paper presents a QoE (Quality of Experience) assessment system based on the attention of online user. The system captures the video frames from two cameras periodically and synchronously, using the adaptive image binarization based on the linear average threshold for the pretreatment, then processing with edge detection and filtering in the cross-directions at the same time. System gets the position of computer screen and user eyeball. Analyzing the detection results comprehensively obtains the attention of online user by some judging conditions, and finally acquires the quality of user experience. Experimental results demonstrate the feasibility and efficiency.
Introduction
Quality of Experience (QoE) is proposed based on the Quality of Service (QoS) [1] [2] [3] . It refers to the degree of which the service meets the users' expectations, mainly from the users' perspective to evaluate the performance of service. Around the world today, the network infrastructure and the environment of electronic commerce have already well advanced. Service providers attach great importance to monitor the quality of service, regarding the improving of the quality of user experience as one of the primary competition methods. With the continuous development of information network and the improvement of the network transmission speeds, QoE must be the final standard to measure the quality of network and service. Obviously, research on the QoE is of great theoretical and practical significance.
Distance education is a process to create and provide access to learning when the source of information and the learners are separated by time and distance, or both. This emerging technology is becoming widely used in universities and institutions around the globe [4, 5] . The assessment of distance education has been studied by some other investigators; however, these traditional studies have almost been based upon statistical approaches. It simply collects and analyzes some basic data when the students are learning, such as the length of learning time, the question-answer situation and the satisfaction to the content of courses [6] [7] [8] . This can not objectively reflect the real feelings of students during the learning process. In many cases, students may just click on the buttons of 'Start' and 'Stop' on the page without seriously attitude. The length of learning time counted from these records can not truly reflect the learning situation or the teaching effect during the period. Students are likely to do something else in front of the computer, even have left the computer.
In order to overcome this defect, some distance education systems use video monitoring system. As the number of students participated in is large, not all the details can be noticed by the teacher or staff in time. On the other hand, face recognition is used to verify whether the user is right in front of the computer. However, most of these systems just consider if the user face is towards the screen. Actually, user can put his eyes in the other direction at the same time. Consequently, the results based only on facial features, can not fully reflect whether the user is concerning about the services provided. Therefore, this paper presents a new QoE assessment system to meet the efficient and real-time requirements.
The paper is organized as follows: Section 2 describes the design of QoE assessment system; In Sections 3 and 4, the improved algorithms used in the system are described in detail and compared; Section 5 shows the experimental results and analysis; and the last section is the conclusion.
Design of QoE Assessment System
The distance education generally use the B/S architecture, composed by the computer (front-end) that the user is using and the network server (back-end) which stores the teaching content. The QoE assessment system proposed in this paper adopts the acquisition system at the frontend as shown in Figure 1 . It captures the video frames from two Bluetooth cameras placed on the user helmet periodically and synchronously to get the user learning statuses.
The basic principle of the system is: the system use two cameras; camera one is parallel with user sight, capturing the computer screen that the user is using; the other one is right opposite to the user's right eye, captur-ing the movement of user's eyeball. They take photos simultaneously and send the images to the computer by Bluetooth for further processing. During the initialization, user should first adjust the helmet and the cameras and records the position of the screen and user eyeball as the basic statuses for further reference. The system captures two images periodically when it works. After image processing the system compares the current condition with the basic statuses, system obtains whether the user concentrate on learning by the change of the orientation of user's head and sight. The assessment results will be send to server by network immediately, and system keeps every record to acquire the changes of attention during the study. According to the results, teachers and staff can adjust the teaching contents and methods in time. The main steps of the assessment system are as follows:
Step 1: At the system initialization, user provides some parameters through the configuration interface, such as the computer type and screen size. Then the user manually adjusts the orientation of cameras, so that the computer screen and the eye is right in the center of each video image shown in the system interface when user is in natural posture using the computer. After the adjustment, system records the positions of the screen and the eyeball as the basic statuses.
Step 2: The two cameras on the helmet capture the video images of computer screen and user eye periodically and synchronously. For extracting the objects from the original images, system adopts the adaptive image binarization based on the linear average threshold for the pretreatment. After that, for screen binary image, processing with edge detection and filtering in the crossdirections at the same time, then the system extracted the four vertices of the screen to get the screen position; for user eye binary image, the system uses the circular Hough transform for eyes detection in facial images [9, 10] to get the eyeball position in the orbit, then analyzes the direction of user sight.
Step 3: Comparing the detection results with the basic statuses, system obtains the user learning states and the QoE assessment results by some judging conditions.
Step 4: The assessment results are delivered to backend server through network for statistics and analysis. Front-end can also display the results and appropriate information.
Above all, the key to the assessment system is the real-time and efficient processing on the images captured by cameras. It concludes the image binarization, edge detection and filtering.
Adaptive Image Binarization Based on the Linear Average Threshold
In computer vision, segmentation refers to the process of partitioning a digital image into multiple segments (Target objects and the background). Thresholding is the simplest method of image segmentation [11] [12] [13] [14] . From a grayscale image, thresholding can be used to create binary images, and the formulation is as follows.
Where T is the average threshold;
 
, f x y is the grayscale image;   , g x y is the processed image. Traditional thresholding methods mainly include global thresholding and local thresholding [11] . The global thresholding obtains globally optimal threshold from the entire information of the image. And the latter method separates the original image into several sub-images and determines each optimal threshold on each sub-image using the global thresholding, and then comprehensive obtains the final threshold. The drawback of the global thresholding is that, for some images, in particular small target images, it is difficult to separate the target objects from background with threshold obtained from the whole image histogram because the gray information makes small contribution to target image, while the local threshold method could make good result at this situation. The shortage of local thresholding is slow processing, and it could not guarantee the image connectivity and is easy to generate artifacts. Bernsen [15] is a typical local thresholding algorithm. The center pixel of window is given the average value of the maximum and minimum value of pixels in the window in gray level. But the processing result has obvious ghosts.
The QoE assessment system requires real-time processing and analysis on the images captured synchronously by two cameras. It is necessary to improve the system efficiency and reduce resource consumption. This paper provides an adaptive image binarization based on the linear average threshold which combines with the advantages of the global thresholding and the local thresholding. First set n (n ≥ 0) horizontal lines and m (m ≥ 0) vertical lines (n = 9, m = 9 here), keeping equal distance between adjacent lines. The threshold of the whole image is the average grayscale threshold of these lines. It is calculated as follows,
Where N and M are rows and columns of the image respectively,   Figure 2 and Table 1 . It can be learned that the improved method improves system efficiency on the premise of ensuring the image's quality.
Filtering and Edge Detection in the Cross-Directions
There are still many noises after the original image binaryzation. Linear smoothing filtering and median filtering are generally adopted to eliminate the image noise. Linear smoothing filtering is easy to design and performs well in the occasions where the spectral characteristics of signal and noise are significantly different. But while dealing with the signal with steep edges (that is, a very wide spectrum), the image edge will be blurred and the pulse noise can not be completely eliminated. Median filter keeps the edge out of disturbing when it removes impulse noise. But as for large areas of noise pollution (such as white Gaussian noise), it is less able to smooth the noise under the mean-square error criterion [16] [17] [18] . And among the numbers of edge detection algorithms, Soble [19] is widely used but easy to misjudge the edge points. The images processed in this paper, such as computer screen and user eye, are continuous and have a certain length. The objects of the image, including slashes, have a certain width and consist of pixels mutually perpendicular. In order to further weaken excess noises of the image and improve system efficiency and reduce resource consumption in the mean time, this paper presents edge detection and filtering in the cross-directions (left, right, up and down) on the image after binaryzation. Algorithm steps are as follows, where g(x, y) is the binary image after treatment, and h(x, y) is used to store the final image.
Step 1: Scan pixels one by one. If the current pixel g(x,y) is 0, turn to step 2; otherwise repeat step 1 until the end.
Step 2: If the pixel g(x-1,y) = 1 and g(x+1,y) = 0, g(x,y) is the left of edge; set h(x,y) = 0, return to step 1; If the pixel g(x-1,y) = 0 and g(x+1,y) = 1, g(x,y) is the right of edge; set h(x,y) = 0, return to step 1;
If the pixel g(x-1,y) = 0 and g(x+1,y) = 0, g(x,y) is inside some object; set h(x,y) = 1, return to step 1;
If the pixel g(x-1,y) = 1 and g(x+1,y) = 1, g(x,y) is blank; set h(x,y) = 0, turn to step 3;
Step 3: If the pixel g(x,y-1) = 1 and g(x,y+1) = 0, g(x,y) is the top of edge; set h(x,y) = 0, return to step 1;
If the pixel g(x,y-1) = 0 and g(x,y+1) = 1, g(x,y) is the bottom of edge; set h(x,y) = 0, return to step 1;
If the pixel g(x,y-1) = 0 and g(x,y+1) = 0, g(x,y) is inside the object; set h(x,y) = 1, return to step 1;
If the pixel g(x,y-1) = 1 and g(x,y+1) = 1, g(x,y) is the top of edge; set h(x,y) = 0, return to step 1;
After the processing, the system gets the edge of the images and removes the discrete noise.
The comparison of each algorithm runs in matlab. Image filtering and edge detection results and the processing time are shown in Figure 3 and Table 2 .
As shown in the Figure 3 and the Table 2 , while the detection result is good, the improved algorithm can reduce the processsing time to raise the efficiency of whole QoE assessment system in distance education, which requires large quantity of continuous image processing for long time.
Experimental Results and Analysis

The Results of Screen-Position Detection
The assessment system captures the screen images periodically when user is learning. After processing with the binarization and edge detection method this paper presents, the system obtains the screen position. It can be found that there are four typical statuses of user head as shown in Figure 4 to Figure 7 . When the screen is beyond the scope that the camera can capture, the user can not watch the computer screen normally. This shows that the user has had the face towards the outside of the screen, no attention to current learning content.
From the processed image, the system extracted the coordinates of four vertices of the screen. Afterward the system calculates the length of the upper edge of the screen and compares it with the corresponding edge of the basic state to get the forward or backward movement of user head; Calculating and comparing the slope of the upper edge of the screen to get the inclination of user head; Calculating and comparing the coordinates of the screen diagonal midpoint (the center of the screen) to get the movement of the screen and deflection of user head. By summarizing the results the system gets the details of the direction of user head.
The Results of Sight Detection
Analyzing the eye images while the user is studying normally, there are some typical states of sight as shown in Figure 8 to Figure 11 . Detection results are four cases, corresponding to the four statuses of user sight: forward, to the left, to the right, and blink or eye closed.
The eye detection takes the size of eyeball of basic status as reference standard because it changes little when user is learning normally. If there is too much difference between the detection result and the reference standard, it shows that the user is blinking or the eye is closed, and the user does not concern about the learning content.
After the processing, system obtains the coordinates of the user eyeball center, and compares them with the basic status to get the movement of user eyeball, finally judges the direction of user sight at this moment. 
Basic Judging Conditions and the Results Analysis
By comprehensively analyzing the change of the orientation of user's head and the direction of sight, the system obtains how the user concentrates on learning. After comparing the detection results with the basic statuses, some basic judging conditions and QoE results can be learned as shown in Table 3 .
According to the basic judging conditions mentioned above, the system analyzes the results of detection. Based on the magnitude of the changes of directions of user's head and sight, it can be learned whether the user is paying attention to the content the distance education provided. This paper adopts 5-point scale to describe the QoE assessment results. The experimental system shows the results of detection and appropriate information as in Figure 12 .
This QoE experimental assessment system has been tested in NUPT campus network environment with the course of Software Engineering. The system and the instructional software are installed on the server of one campus laboratory while 105 students accept the distance education with the front-end acquisition system in the other campus 50 kilometers away, connected by the campus LAN. One course lasts 90 minutes. Considering the differences of individual and network busyness at different times, the tests are arranged in the morning, afternoon and evening respectively. A total of 10 tests is conducted. The system sampling interval is 10 seconds and for every student there are 540 testing results for every course. The statistical results are listed in Table 4 . It shows that in more than 80% of the time, the students pay their attentions on the teaching content. It is consistent with the remote monitoring of the actual situation.
The user wears the experimental helmet. When user moves his head, changes facial expressions or the illumination changes, the position of the computer screen and the user eyeball can be detected well. And the comprehensive analysis of the results is satisfactory. System is not sensitive to the change of facial expressions but the front light and side light have certain effect. When the head turns too fast, the accuracy will decrease due to fuzzy images taken.
Conclusion
Along with the continuous improvement of network popularization, QoE has become one of the standards to measure the quality of network service. This paper designs a QoE assessment system to obtain real-time quality of experience for the users in network distance education. In order to meet the system's efficient and real-time requirements, the paper proposes an adaptive image binarization based on the linear average threshold and edge detection and filtering in the cross-directions. The results show that this QoE assessment system works well. It can be applied to network services, such as distance education, online VOD and web shopping. With this assessment system, service providers can get the quality of user experience through the changing of users' concern for
