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COMPUTATIONS OF MATHER MINIMAL LOG DISCREPANCIES
WEICHEN GU
ABSTRACT. We compute the Mather minimal log discrepancy via jet schemes and arc spaces for toric varieties and very
general hypersurfaces.
1. INTRODUCTION
The minimal log discrepancy is an important invariant in algebraic geometry. It is well known that certain conjec-
tures on the minimal log discrepancy imply the termination of the Minimal Model Program (see [Sho04]). However,
not much about minimal log discrepancy is known compared to other invariants defined in similar settings such as the
log canonical threshold. Recently, the notion of Mather minimal log discrepancy was introduced by Ishii in [Ish13].
It is closely related to the minimal log discrepancy and they share many similar properties. But the Mather minimal
log discrepancy is defined more generally for an arbitrary variety. This paper is concerned with the computation of
Mather minimal log discrepancy in the context of toric varieties and very general hypersurfaces.
Let us start by recalling the definition of the minimal log discrepancy. Let X be a normal Q-Gorenstein variety
over an algebraically closed field k of characteristic zero and let f : Y → X be a birational morphism with Y normal.
For a divisor E on Y over X and an ideal a in OX , the log discrepancy of the pair (X, a) with respect to E is defined
as
a(E;X, a) := ordE(KY/X)− ordE(a) + 1
For each closed subset W in X , the minimal log discrepancy of (X, a) with respect to W is
mld(W ;X, a) := min{a(E;X, a)|cX(E) ⊂W},
where cX(E) is the center of E on X . An introduction to minimal log discrepancies can be found in [Amb06].
Now let X be an arbitrary variety over an algebraically closed field k of characteristic zero. Let f : Y → X be
a resolution of singularities so that Y is a sufficiently ”high” birational model over X (will be made clear in Section
3). The Mather minimal log discrepancy is defined in a similar way to the usual minimal log discrepancy (by simply
replacing the relative canonical divisor with the Mather discrepancy divisor) but it is much easier to describe in terms
of jet schemes and arc spaces. The Mather minimal log discrepancy for a closed point x of a variety X is denoted by
m̂ld(x;X). Of the many nice properties of the Mather minimal log discrepancy, one of the most important is Inversion
of Adjunction ([dFD11, Theorem 4.10] and [Ish13, Proposition 3.10]).
When both Mather and usual minimal log discrepancies are defined, the two differ by the pull back of a certain
ideal sheaf ([Ish13, 2.2]). In particular, Mather minimal log discrepancy is always larger than or equal to the usual
minimal log discrepancy. Their relation has been further studied in [IR13], [EI15] and [dFT16]. We note that contrary
to usual minimal log discrepancies, the variety has ”good” singularities when Mather minimal log discrepancies are
small (see [Ish13, Theorem 4.7] for a more precise description).
In Section 2 we give an overview of jet schemes and arc spaces. We start with the definition of jet schemes, and
apply the definition to describing jet schemes of an affine variety over a field. It shows that the jet schemes of an affine
variety X are also affine and we get explicit defining equations for Xm. This explicit description will be important for
our analysis in Section 5. Next we review arc spaces and cylinders (especially contact loci). The arc space of a variety
X , denoted by X∞, is the projective limit of the projective system {Xm}0≤m<∞ of jet schemes, and cylinders are
inverse images of constructible subsets of Xm in X∞.
In Section 3 we review the basics about Mather minimal log discrepancy. We start by defining the notion of Mather
discrepancy divisor through Nash blow-ups. Then we recall the following result connecting the Mather minimal log
discrepancy to jet schemes:
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Proposition 1.1. ([Ish13, Lemma 4.2]) Let X be a variety over an algebraically closed field k of characteristic 0. If
x is a closed point of X , then we have
m̂ld(x;X) = lim
m→∞((m+ 1) dim(X)− dim(ψm(pi
−1(x)))),
where ψm : X∞ → Xm and pi : X∞ → X are canonical truncation maps.
The key point for the examples considered in Section 4 and Section 5, is to compute/bound dim(ψm(pi−1(x))) for
m large enough.
Section 4 is devoted to the study of the Mather minimal log discrepancy for a toric variety at a closed point x. The
question is local so we assume X = X(σ) is the affine toric variety associated to the cone σ ⊂ NR := N ⊗ZR, where
N ∼= Zn is the lattice of σ. We further assume that σ spans NR. First, we consider the case when x is a torus-invariant
point. By Proposition 1.1, the key is to compute dim(ψm(pi−1(x))) for m large enough. The space ψm(pi−1(x)) is
decomposed into Tm-orbits, where Tm is the mth jet scheme of the torus T in X which naturally acts on Xm. We use
the fact that those orbits correspond to lattice points in the interior of σ. This characterization of orbits follows from
the work of Ishii ([Ish04]). The problem thus comes down to finding the dimension of each Tm-orbit, which is in turn
done by computing the dimension of its stabilizer.
In order to state our result, we introduce some notation. Let n be the dimension of X and M = N∨ be the dual
lattice. We define the dual space MR := M ⊗Z R and the dual cone σ∨ := {u ∈ MR|〈u, v〉 ≥ 0 for all v ∈ σ}. With
this notation, we show the dimension of the Tm-orbit associated to a lattice point a in the interior of σ is equal to
(m+ 1)n−min{ n∑
i=1
〈a, ui〉|u1, . . . , un span MR, with ui ∈M ∩ σ∨ for each i
}
,
where the minimum is run over all linearly independent sets of vectors {u1, . . . , un} in M ∩ σ∨. Now we just need to
let the point a vary and take the maximum. Hence we get the following theorem:
Theorem 1.2. LetX be an affine toric variety associated to a cone σ of dimension n over an algebraically closed field
k of characteristic zero. Let N be the lattice of σ and M be the dual lattice. If σ spans NR and x is the torus-invariant
point, then we have
m̂ld(x;X) = min
a∈Int(σ)∩N
{
min
{ n∑
i=1
〈a, ui〉|u1, . . . , un span MR, ui ∈M ∩ σ∨ for each i
}}
,
where the second minimum is taken over all linearly independent sets of vectors {u1, . . . , un} in M ∩ σ∨.
We use the theorem to compute m̂ld(x;X) in some examples. For example, we show that if X is a toric surface,
then m̂ld(x;X) = dim(X) (which is 2). In higher dimension, the same conclusion holds if the torus-fixed point x is
an isolated singularity point and X is simplicial. We also give some examples where m̂ld(x;X) 6= dim(X).
We conclude Section 4 by considering an arbitrary closed point on a toric variety X . Recall that the set of closed
points of X is a disjoint union of T -orbits associated to faces of the cone σ. Each orbit is generated by a distinguished
point associated to the corresponding face. Therefore, the problem reduces to computing the Mather minimal log
discrepancy at these distinguished points, and it is further reduced to the case of a torus-invariant point in the following
sense:
Theorem 1.3. Let X = X(σ) be an affine toric variety of dimension n over an algebraically closed field k of
characteristic zero. Let τ be a face of σ of dimension k < n and xτ be the distinguished point associated to τ . If Y is
the k-dimensional affine toric variety associated to the cone τ and y is the torus-invariant point of Y , then we have
m̂ld(xτ ;X)− n = m̂ld(y;Y )− k.
We consider the case of very general hypersurfaces in Section 5. Let f =
∑N
i=1 aIix
Ii be the defining equation
of a hypersurface X ⊂ An+1, where Ii are multi-indices and xIi stands for Πn+1j=1 x
Iij
j . The support of f is the set
A := {I1, . . . , IN} ⊂ Zn+1. When A 6= ∅, the dimension of A is the dimension of the linear span over Q of the
convex hull of A − a, for any a ∈ A. Following from the result of Yu ([Yu16, Theorem 3]), we deduce that for
a support A such that dim(A) ≥ 2 or dim(A) = 1 and the convex hull of A contains exactly two integral points,
and for general coefficients aIi , X is an integral hypersurface. Then, under a certain generality condition, we give a
lower bound for the Mather minimal log discrepancy of X at the origin. As in the case of toric varieties, we write
ψm(pi
−1(0)) as a disjoint union, up to the image of a thin set, of subsets Cmα , with α = (α1, . . . , αn+1) running over
COMPUTATIONS OF MATHER MINIMAL LOG DISCREPANCIES 3
all (n+ 1)-tuples of positive integers. For simplicity, we define the product of an (n+ 1)-tuple α with a multi-index I
as α · I := ∑n+1j=1 αjIj . An (n+ 1)-tuple α is called feasible if min1≤i≤N{α · Ii} is attained by at least two different
i’s. We show that Cmα = ∅ if α is not feasible; when f has a fixed support and very general coefficients, dim(Cmα ) is
bounded above by
mn−
n+1∑
j=1
(αj − 1)− 1 + min
1≤i≤N
{Ii · α} − min
1≤i≤N
1≤j≤n+1 with Iij>0
{Ii · α− αj}.
By taking the maximum over all feasible α’s, we obtain the following theorem:
Theorem 1.4. Let f =
∑N
i=1 aIix
Ii be a polynomial with a fixed support A such that f has no constant term and
that f is not divisible by any xi, and let X be the hypersurface defined by f . If A is 1-dimensional and the convex
hull contains only two integral points, or if A has dimension ≥ 2, then for very general coefficients (aIi)1≤i≤N , the
hypersurface X is integral and we have
m̂ld(0;X) ≥ min
α
{
n+1∑
j=1
(αj − 1) + 1− min
1≤i≤N
{Ii · α}+ min
1≤i≤N
1≤j≤n+1 with Iij>0
{Ii · α− αj}}+ n,
where the first minimum is taken over all feasible (n+ 1)-tuples α.
In spite of the fact that the theorem only gives a lower bound of Mather minimal log discrepancy, we can use the
proof of the above result to show that the inequality is actually an equality in many cases. We end the section with
various examples. These examples show that the lower bound can be attained in many cases, but we also see that the
inequality in the theorem can be strict.
Acknowledgements. I want to express my deepest gratitude to my advisor, Mircea Mustat¸a˘, for years of guidance
and patience. This paper would not have been possible without him. I also thank Karen Smith for a lot of helpful
comments, and Mattias Jonsson, James Tappenden and Yuchen Zhang for some corrections.
2. PRELIMINARIES ON JET SCHEMES AND ARCS SPACES
In this section we review some basic properties of jet schemes and arc spaces that we need in the following sections.
We mostly follow [EM09]. For more details, see [Mus14], [DL99] and [dF16].
2.1. Jet schemes.
A variety is an integral, separated scheme of finite type over a field. Let k be an algebraically closed field of arbitrary
characteristic and X be a scheme of finite type over k. For each nonnegative integer m, we define the mth jet scheme
of X , denoted by Xm, to be a scheme over k such that for every k-algebra A we have a functorial bijection
(2.1) HomSch/k(Spec(A), Xm) ∼= HomSch/k(Spec A[t]/(tm+1), X).
The jet schemes Xm exist according to [EM09, Proposition 2.2]. Moreover, they are unique up to a canonical
isomorphism since the bijection (2.1) describes the functor of points of Xm. In particular, each element of the left-
hand side of the bijection (2.1) is an A-valued point of Xm, which is also called an A-valued m-jet of X . A k-valued
point of Xm is simply called an m-jet of X . Clearly when m = 0 we have X0 ∼= X . The canonical truncation map
A[t]/(tm+1)→ A[t]/(tp+1) for m > p induces the map
Hom(Spec A[t]/(tm+1), X) −→ Hom(Spec A[t]/(tp+1), X).
This induces via the bijection (2.1) a canonical projection pim,p : Xm −→ Xp. We denote this map by pim when
p = 0. These canonical projections satisfy the obvious compatibilities pip,q ◦ pim,p = pim,q for m > p > q.
Remarks 2.2. The following facts follow easily from the definition:
(i) If f : X → Y is a morphism of schemes of finite type over k, then there is an induced morphism of jet
schemes fm : Xm → Ym. Note that the induced maps fm are compatible with the canonical projections pip,q , i.e.
pim,p ◦ fm = fp ◦ pim,p.
(ii) For schemes X and Y of finite type over k, there is a canonical isomorphism
(X × Y )m ∼= Xm × Ym,
for every m ≥ 0.
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(iii) If G is a group scheme over k acting on a scheme X of finite type over k, then Gm is also a group scheme over
k and it acts on Xm.
Example 2.3. Consider an affine scheme X ↪→ An and let g1, . . . , gr ∈ k[x1, . . . , xn] be generators for the ideal
definingX . For a k-algebraA, consider anA-valued m-jet γ ofX represented by γ : SpecA[t]/(tm+1)→ X . Giving
γ is equivalent to giving a morphism of k-algebras
γ∗ : k[x1, . . . , xn]/[g1, . . . , gr] −→ A[t]/(tm+1).
Let us write
γ∗(xi) =
m∑
j=0
x
(j)
i t
j , for 1 ≤ i ≤ n.
They should satisfy gl(γ∗(x1), . . . , γ∗(xn)) = 0 in k[t]/tm+1 for 1 ≤ l ≤ r. If we write
gl(
m∑
j=0
x
(j)
1 t
j , . . . ,
m∑
j=0
x(j)n t
j) =
m∑
j=0
G
(j)
l (x)t
j (mod tm+1),
we see that
(2.4) Xm ∼= Spec k[x(j)i |1 ≤ i ≤ n, 1 ≤ j ≤ m]/(G(j)l |1 ≤ l ≤ r, 0 ≤ j ≤ m).
In particular, we conclude the jet schemes of an affine scheme are also affine schemes, of finite type over k.
Remark 2.5. It follows from the above example that the canonical projections pim,p : Xm → Xp are affine morphisms.
Remark 2.6. Another consequence of the above example is that if X ↪→ An is a closed immersion, then the induced
morphism of jet schemes Xm ↪→ (An)m is also a closed immersion. Moreover, we deduce from the explicit descrip-
tion of the equations of Xm in (An)m that more generally, if X ↪→ Y is a closed immersion then so is the induced
map Xm → Ym.
Example 2.7. The simplest (but important) example is X = An. It follows immediately from equation (2.4) that
(An)m ∼= A(m+1)n. Furthermore, the canonical projections pim,p are just projections along certain coordinate planes.
Lemma 2.8. ([EM09, Lemma 2.9]) If f : X → Y is an e´tale morphism, then for every m ≥ 0 the following
commutative diagram is Cartesian:
Xm
fm−−−−→ Ym
piXm
y piYmy
X
f−−−−→ Y.
Corollary 2.9. ([EM09, Corollary 2.11]) IfX is a smooth variety of dimension n, then the canonical projections pim,p
are locally trivial fibrations with fiber A(m−p)n. In particular, Xm is smooth of dimension (m+ 1)n.
Proof. For every point x ∈ X , one can find an open subset x ∈ U and an e´tale morphism U → An. Using Lemma
2.8, the assertion is reduced to the case of an affine space, which follows from Example 2.7. 
2.2. Arc spaces and cylinders.
Given a scheme X of finite type over k as before, we have a projective system
· · · −→ Xm −→ Xm−1 −→ · · · −→ X1 −→ X0 = X,
in which all morphisms are affine. Therefore, the projective limit exists in the category of k-schemes. The projective
limit is denoted by X∞ and it is called the arc space of X . Unlike the jet schemes, the arc space is typically not of
finite type over k. We denote by ψm the canonical map X∞ → Xm. We also write pi := ψ0 : X∞ → X0 = X for the
projection to the original scheme X .
It follows from the definition of jet schemes and projective limit that for every field extension K of k, we have
functorial isomorphisms
Hom(Spec(K), X∞) ∼= lim←− Hom(Spec K[t]/t
m+1, X) ∼= Hom(Spec K[[t]], X).
A k-valued point of X∞ is called an arc on X and is represented by
(2.10) γ : Spec k[[t]] −→ X.
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For every field extension K of k, a K-valued point of X∞ is called an K-valued arc of X . From now on, whenever
we deal with Xm and X∞ we will restrict to their k-valued points. Since the jet schemes are of finite type over k this
causes no ambiguity. Note that since we only consider the k-valued points, X∞ is the set-theoretic projective limit of
the Xm and the Zariski topology on X∞ is the projective limit topology.
Remark 2.11. As in the case of jet schemes, if f : X → Y is a morphism of schemes of finite type over k, then we
have an induced map on the arc spaces f∞ : X∞ → Y∞ that is compatible with canonical projections.
Remark 2.12. For schemes X and Y of finite type over k, there is a canonical isomorphism (X × Y )∞ ∼= X∞ × Y∞
and we have the following commutative diagram:
(X × Y )∞
∼=−−−−→ X∞ × Y∞
ψX×Ym
y ψXm×ψYmy
(X × Y )m
∼=−−−−→ Xm × Ym.
We now define the notion of cylinders. Recall that a constructible set in a scheme of finite type over k is a finite
union of locally closed subsets. A cylinder in X∞ is a subset of the form C = ψ−1m (S), for some nonnegative integer
m and some constructible subset S of Xm. The arc spaces are typically not of finite type over k. So far most study on
arc spaces has been focusing on cylinders and their irreducible components.
There is a special type of cylinders, the contact loci, that will play an important role in what follows. To an ideal
sheaf a, we associate subsets of arcs with prescribed vanishing order along a. More precisely, if γ : Spec k[[t]] → X
is an arc, the inverse image of a is an ideal in k[[t]] generated by tr, for some r (if the ideal is not zero). This r is the
order of γ along a, denoted by ordγ(a). When the inverse image is zero, we put ordγ(a) = ∞. A contact locus is a
subset of X∞ of one of the following forms:
Conte(a) := {γ ∈ X∞|ordγ(a) = e},
or
Cont≥e(a) := {γ ∈ X∞|ordγ(a) ≥ e}.
We can similarly define subsets of Xm with specified order along a, namely Conte(a)m and Cont≥e(a)m, for m ≥ e.
It is clear that for every m ≥ e, we have
Conte(a) = ψ−1m (Cont
e(a)m), Cont≥e(a) = ψ−1m (Cont
≥e(a)m).
This implies that Conte(a) is a locally closed set and Cont≥e(a) is a closed set.
Definition 2.13. Let X be a scheme of finite type over k of pure dimension d. A subset A ⊂ X∞ is thin if there is
some closed subvariety S of X whose dimension is strictly less than d such that A ⊂ S∞. If a subset A is not thin, it
is fat.
We need the following result for our discussion in the following chapters:
Lemma 2.14. ([EM05, Proposition 5.10]) Let X be a variety over k of dimension d. Then
(1) For every m ≥ 0, we have
dim(ψm(X∞)) ≤ (m+ 1)d.
(2) For every m, n ≥ 0 with m ≥ n, the fibers of ψm(X∞)→ ψn(X∞) are of dimension ≤ (m− n)d.
3. PRELIMINARIES ON MATHER MINIMAL LOG DISCREPANCY
In this section we introduce the Mather minimal log discrepancy following [Ish13]. The definition is very similar
to the usual minimal log discrepancy. Details on usual minimal log discrepancy and its relation to arc spaces can
be found in [EMY02]. Results on the relation between Mather minimal log discrepancy and the usual minimal log
discrepancy can be found in [EI15] and [IR13]. For details on Mather minimal log discrepancy, we refer to [Ish13],
[EI15] and [IR15].
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3.1. Definition.
Definition 3.1. Let X be a variety over a field k and f : Y → X be a proper birational morphism of varieties, with
Y normal. Each prime divisor E on Y gives a valuation ordE on K(Y ) = K(X). Here E is called a divisor over X
and we equate two divisors on two normal varieties over X if they give rise to the same valuation on X . The center
of E is the closure of the image of E on X . A divisorial valuation on X is one of the form v = q · ordE where q is a
positive integer and E is a divisor over X .
Let X be a variety of dimension d over an algebraically closed field k of characteristic zero. For simplicity we
write ΩX for the sheaf of relative differentials ΩX/k. The projection
pi : PX(∧dΩX) −→ X
is an isomorphism over the smooth locus Xreg ⊂ X . In particular, there is a section σ : Xreg → PX(∧dΩX).
Definition 3.2. The Nash blow-up of X is the closure of the image of σ, and is denoted by Xˆ . It is a variety over k
with a projective morphism pi|Xˆ : Xˆ → X that is an isomorphism over the smooth locus of X . The line bundle
K̂X := OPX(∧dΩX)(1)|Xˆ
is called the Mather canonical line bundle of X .
Remark 3.3. If X is smooth, then clearly Xˆ = X and K̂X is just the canonical line bundle of X . More generally, the
Nash blow-up can be thought of as the parameter space of limits of all tangent directions at smooth points of X .
One can always find a resolution of singularities f : Y → X that factors through the Nash blow-up. Then the
image of the f∗(∧dΩX) under the canonical homomorphism
∧ddf : f∗(∧dΩX)→ ∧dΩY
is of the form J ∧d ΩY where J is an invertible ideal sheaf on Y ([dFEI07, Proposition 1.7]). Let K̂Y/X be the
effective divisor defined by J . This is supported on the exceptional locus of f and it is called the Mather discrepancy
divisor. For each prime divisor E on Y , we define kˆE := ordE(K̂Y/X). If v = q · ordE is a divisorial valuation, we
write kˆv := q · kˆE .
Definition 3.4. Let (X, a) be a pair where X is a variety over k and a is a nonzero ideal in OX . For a closed subset
W of X , the Mather minimal log discrepancy of (X, a) along W is defined as
m̂ld(W ;X, a) := inf{kˆE − ordE(a) + 1|E is a divisor over X with center in W}.
When dim(X) = 1 and the infimum is negative, we make the convention that
m̂ld(W ;X, a) = −∞.
Remark 3.5. If dim(X) ≥ 2 and m̂ld(W ;X, a) < 0, then m̂ld(W ;X, a) = −∞ (see [Ish13, Remark 3.4]). This is
why we make the convention for the case when dim(X) = 1.
3.2. Relation to jet schemes and arc spaces.
From now on we specialize to the case when W = {x} for some closed point x ∈ X and a = OX . We denote the
Mather minimal log discrepancy by m̂ld(x;X) for simplicity and write dim(X) = d.
Definition 3.6. If X and Y are varieties over k, and A ⊂ X and B ⊂ Y are constructible subsets. Then a map
f : A→ B is a piecewise trivial fibration with fiber F , if there exists a finite partition of B into locally closed subsets
S of Y such that f−1(S) is isomorphic to S × F and f |f−1(S) is the projection S × F → S under the isomorphism.
Recall that for a schemeX of finite type over k, there are canonical morphisms pi : X∞ → X and ψm : X∞ → Xm
for every m ≥ 0 (in Subsection 2.2).
Definition 3.7. Fix a closed point x of X . For every m ≥ 0 we define
λm(x) := md− dimψm(pi−1(x)).
When there is no confusion we simply write λm instead of λm(x).
Remark 3.8. Corollary 2.9 shows that when X is a smooth variety and x is a closed point of X , we have for each
m ≥ 0,
λm(x) = m dim(X)− dim(ψm(pi−1(x))) = 0.
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Lemma 3.9. ([Ish13, Lemma 4.2]) For every m ≥ 0, we have λm ≥ 0 and λm+1 ≥ λm. Moreover, λm is constant
for m 0.
Definition 3.10. According to the lemma above, lim
m→∞λm(x) exists and it is equal to λm(x) for all m large enough.
We denote this limit by λ(x). When there is no confusion, we also write this limit as λ.
The following result from [Ish13] describes the Mather minimal log discrepancy in terms of jet schemes and arc
spaces. We use this result to reduce the problem to computing λ(x) in what follows.
Proposition 3.11. ([Ish13, Lemma 4.2]) If X is a variety over k of dimension d and x is a closed point of X , then
λ(x) = m̂ld(x;X)− d.
Remark 3.12. If X is smooth and x ∈ X is a closed variety, by Remark 3.8 we have λm(x) = 0 for every m ≥ 0.
Hence, by Proposition 3.11 we have m̂ld(x;X) = dim(X). The same conclusion holds if we only assume x is a
smooth point of X because in this case we may replace X by a smooth open neighborhood of x. Therefore, we only
consider singular points in the following chapters.
4. MATHER MINIMAL LOG DISCREPANCY OF TORIC VARIETIES
This section is devoted to the computation of the Mather minimal log discrepancy associated to a closed point on a
toric variety. We will first do the computation for a torus-invariant point, and then show the computation generalizes
to an arbitrary closed point.
The computation depends only on local properties of the toric variety so we assume throughout the section that
X = X(σ) is an affine toric variety associated to a cone σ over an algebraically closed field of characteristic zero.
We write xσ for the torus-invariant point in X (when it exists), and therefore according to Proposition 3.11, com-
puting the Mather minimal log discrepancy associated to xσ is equivalent to computing the dimension of Cm :=
ψm(pi
−1(xσ)) for m large enough. More precisely, m̂ld(xσ;X) = mn − dim(Cm) when m  0. We will decom-
pose Cm into orbits under the Tm-action, where T is the torus in X , and compute the dimension of Cm by computing
the dimension of these orbits instead.
4.1. Quick review.
Let k be an algebraically closed field of characteristic zero. An affine toric variety of dimension n is defined using
a lattice N ∼= Zn and a cone σ in NR := N ⊗Z R. A cone σ is a rational convex cone in NR containing no nonzero
linear subspace and which is generated by finitely many lattice vectors.
Let M := HomZ(N,Z) be the dual lattice and we put MR = M ⊗Z R. We denote by 〈·, ·〉 the canonical pairing
M ×N → Z. The affine toric variety associated to the cone σ is defined as
X(σ) := Spec k[M ∩ σ∨],
where σ∨ is the dual cone contained in MR, i.e. σ∨ = {u ∈ MR|〈u, v〉 ≥ 0 for all v ∈ σ}. The semigroup algebra
k[M ∩ σ∨] is defined as ⊕
u∈M∩σ∨
k · χu, with χu · χv = χu+v . Then clearly for some elements u1, . . . , us ∈M ∩ σ∨,
we have χu1 , . . . , χus generate k[M ∩ σ∨] if and only if u1, . . . , us generate M ∩ σ∨ as a semigroup.
A k-valued point x of X(σ) corresponds to a homomorphism of k-algebras
x∗ : k[σ∨ ∩M ] −→ k.
We put σ⊥ := {u ∈ MR|〈u, v〉 = 0 for all v ∈ σ}. A face of σ is a subset of σ of the form {v ∈ σ|〈u, v〉 = 0},
for some u ∈ σ∨. The distinguished point xτ corresponding to a face τ of σ is defined by x∗τ (χu) = 1 if u ∈ τ⊥, and
x∗τ (χ
u) = 0 otherwise.
Remark 4.1. The point xσ exists if NR is the linear span of σ. This point will play a special role in what follows. The
computation when NR is not spanned by σ can be easily reduced to this case, since X(σ) will be a product of a torus
with a lower-dimensional toric variety that contains a torus-invariant point. So from now on, we assume that σ spans
NR.
The toric variety X = X(σ) contains the torus T = Spec k[M ] ∼= (k∗)n and the group action of T on itself
extends to an action on X . More precisely, the T -action on X is given by G : T ×X → X , which is equivalent to the
following morphism of k-algebras:
(4.2) k[M ∩ σ∨] −→ k[M ]⊗ k[M ∩ σ∨], χu 7−→ χu ⊗ χu.
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It is a general fact that the T -orbit O(τ) that contains xτ is of dimension equal to the codimension of τ in σ. In
particular, the point xσ is the unique torus-invariant point. The toric variety X is the disjoint union of the orbits O(τ)
with τ varying over all faces of σ. Therefore, any point of X lies in the same orbit with one of the xτ ’s.
A torus-invariant prime divisor D is the closure of the orbit associated to a one-dimensional face. Let us call this
one-dimensional face τ . Then we have
D = V (τ) := Spec k[M ∩ σ∨ ∩ τ⊥].
For more details on toric varieties, we refer the reader to [Ful93].
4.2. Characterization of orbits in Cm.
Definition 4.3. Recall that for each varietyX over k there are canonical morphisms ψm : X∞ → Xm and pi : X∞ →
X . For every m ≥ 1, we define Cm, a subset of Xm, as
Cm := ψm(pi
−1(xσ)).
Let T be the torus in X = X(σ). It follows from Remark 2.2 (iii) that there is a natural group action of Tm on Xm.
In this subsection, we approximateCm by a union of Tm-orbits and show that these orbits can be represented by lattice
points in the interior of σ. This characterization builds on the work of Ishii [Ish04] who gave a similar description for
the T∞-orbits in X∞. We denote by Z≥0 the set of nonnegative integers.
Let γ : Spec k[t]/(tm+1) −→ X be an m-jet inside Cm and let δ : Spec k[[t]] −→ X be an arc on X which lifts γ.
Then we have the following commutative diagram:
k[M ∩ σ∨] k[[t]]
k[t]/(tm+1),
δ∗
γ∗
where the vertical map is the canonical truncation.
Let τ1, . . . , τd be the one-dimensional faces of σ and Di := V (τi) be the corresponding torus-invariant prime
divisors of X . We assume that δ is not in the arc space of any Di. Equivalently, δ∗(χu) 6= 0 for every u ∈ M ∩ σ∨.
Thus the order in t of δ∗(χu) ∈ k[[t]] is well-defined. We put ordδ(u) := ordt(δ∗(χu)) for each u ∈M ∩ σ∨. Let Sm
be the set {0, 1, . . . ,m,∞} and Trm : Z≥0 → Sm be the obvious truncation map that takes any number larger than
m to∞. We define ordγ to be the composition of ordδ with Trm. Then we get the following commutative diagram:
M ∩ σ∨ Z≥0
Sm.
ordδ
ordγ
Trm
Note that for each u ∈M ∩ σ∨, the value of ordγ(u) only depends on γ∗(χu). Thus ordγ is independent of choice
of δ and we call it the order map of γ.
Since ordδ is an additive map that takes lattice points in the cone σ∨ to nonnegative integers, it corresponds uniquely
to a lattice point in σ. Now we give a first description of some of the Tm-orbits of Cm.
Lemma 4.4. With the above notation, ψm(X∞\ ∪
i
(Di)∞) is preserved by the Tm-action and its orbits are in one-
to-one correspondence with the maps M ∩ σ∨ → Sm that can be lifted to additive maps M ∩ σ∨ → Z≥0. The
corresponding map is exactly the order map of any element in the orbit.
Moreover, ψm(pi−1(xσ)\ ∪
i
(Di)∞) is also preserved by the Tm-action and its orbits are in one-to-one correspon-
dence with the maps M ∩ σ∨ → Sm that can be lifted to additive maps M ∩ σ∨ → Z≥0, such that the inverse image
of {0} is {0}.
Proof. First let us describe the Tm-action on Xm and the T∞-action on X∞. Let
g : Spec k[t]/(tm+1)→ Spec k[M ]
be a point of Tm and
γ : Spec k[t]/(tm+1)→ Spec k[M ∩ σ∨]
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be a point of Xm. Then g · γ is a morphism Spec k[t]/(tm+1) → Spec k[M ∩ σ∨] that is equal to G ◦ (g, γ). By
equation (4.2), for each u ∈M ∩ σ we have
(g · γ)∗(χu) = g∗(χu) · γ∗(χu).
Similarly, if δ : Spec k[[t]]→ k[M ] is a point in T∞ and α : Spec k[[t]]→ k[M ∩ σ∨] is a point of X∞, then for each
u ∈M ∩ σ∨ we have
(δ · α)∗(χu) = δ∗(χu) · α∗(χu).
Note that both g∗(χu) and δ∗(χu) above are units since χu has an inverse χ−u in k[M ].
Now let γ be an m-jet in ψm(X∞\ ∪
i
(Di)∞) with a lifting δ in X∞\ ∪
i
(Di)∞. For each α ∈ Tm, there is a lifting
ξ ∈ T∞ of α by smoothness of T . Since ξ∗(χu) is a unit for each u ∈ M , (ξ · δ)∗(χu) 6= 0 for each u ∈ M ∩ σ∨.
Hence ξ · δ is also in X∞\ ∪
i
(Di)∞. Therefore, α · γ = ψm(ξ · δ) is in ψm(X∞\ ∪
i
(Di)∞). This shows that
ψm(X∞\ ∪
i
(Di)∞) is preserved by the Tm-action.
For ψm(pi−1(xσ)\ ∪
i
(Di)∞), one applies the same argument and observes that an arc δ lies above the torus-
invariant point xσ if and only if δ∗(χu) has positive order whenever u 6= 0, which is equivalent to ord−1δ (0) = {0}.
Since ξ∗(χu) is a unit for each u ∈ M and ξ ∈ T∞, ξ · δ also lies above 0. This shows that ψm(pi−1(xσ)\ ∪
i
(Di)∞)
is also preserved by the Tm-action.
Pick two m-jets α ∈ Tm and γ ∈ ψm(X∞\ ∪
i
(Di)∞). The morphism α∗ takes any χu, with u ∈ M , to a unit.
Therefore, multiplying γ by α does not change the order map ordγ . In other words, ordγ = ordα·γ . This shows that
the order map is the same for all points in a Tm-orbit.
Now we show that two m-jets in ψm(X∞\ ∪
i
(Di)∞) with the same order map are in the same Tm-orbit. Let γ be
in ψm(X∞\ ∪
i
(Di)∞) and φ be its order map. We define the special m-jet γφ whose associated morphism is
γ∗φ : k[M ∩ σ∨] −→ k[t]/(tm+1), γ∗φ(χu) = tφ(u),
with the convention that t∞ = 0. If we write φ(a) + φ(b) = ∞ whenever the sum is ≥ m + 1, then we have
φ(a) + φ(b) = φ(a+ b) for any a, b ∈M ∩ σ∨. Therefore, γ∗φ is a homomorphism of k-algebras.
Let δ ∈ X∞\ ∪
i
(Di)∞ be a lifting of γ and ψ be the order map of δ. Then we may define an arc δψ such that
δ∗ψ : k[M ∩ σ∨] −→ k[[t]], δ∗ψ(χu) = tψ(u).
Obviously, δψ lifts γφ, and it has the same order map as δ. Hence we have a morphism of k-algebras as follows:
α∗ : k[M ∩ σ∨] −→ k[[t]], α∗(χu) = δ∗(χu)/δ∗ψ(χu).
α∗ extends to the entire k[M ] sinceM ∩σ∨ spansM and since α∗(χu) is a unit for each u ∈M ∩σ∨. Hence α ∈ T∞
and clearly we have α · δψ = δ, and therefore, ψm(α) · γφ = γ. This shows that γ is in the same Tm-orbit as the
special m-jet γφ, and so is any other m-jet with the same order map.
Finally, we show that each map φ : M ∩ σ∨ → Sm that can be lifted to an additive map ψ : M ∩ σ∨ → Z≥0
is the order map of some m-jet in ψm(X∞\ ∪
i
(Di)∞). Define the special m-jet γφ and the arc δψ that lifts γφ in
the same way as above. Then we have δψ ∈ X∞\ ∪
i
(Di)∞ because δ∗ψ(χ
u) has finite order for each u ∈ M ∩ σ∨.
Therefore, γφ is an m-jet in ψm(X∞\ ∪
i
(Di)∞) and clearly ordγφ = φ. Hence we have produced a Tm-orbit whose
corresponding order map is equal to the map φ that we started with. 
As mentioned above, an additive map M ∩ σ∨ → Z≥0 corresponds uniquely to a lattice point in σ. Denote by
ϕa the additive map corresponding to the lattice point a and ϕ¯a the composition of ϕa with the truncation map Trm.
Then clearly every order map in Lemma 4.4 is equal to ϕ¯a for some a ∈ σ ∩ N . In particular, the order map takes
only 0 to 0 if the lattice point a is contained in Int(σ), the interior of σ. However, there could be more than one such
a. To understand the additive maps M ∩ σ∨ → Z≥0 better, we first study the semigroup M ∩ σ∨ and show that there
is a unique minimal set of generators.
Definition 4.5. An element u ∈M∩σ∨ is called irreducible if it cannot be written as the sum of two nonzero elements
of M ∩ σ∨.
Lemma 4.6. The semigroupM ∩σ∨ has a unique minimal set of generators consisting of all the irreducible elements.
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Proof. First, since σ∨ is a convex polyhedral cone, M ∩σ∨ is finitely generated. Therefore, there exists a minimal set
of generators.
Second, we show that any element of M ∩ σ∨ can be generated by irreducible elements. Pick an element v ∈
Int(σ) ∩ N . Then 〈u, v〉 is a positive integer for any u ∈ M ∩ σ∨. We claim that for each u ∈ M ∩ σ∨, u can be
written as the sum of at most 〈u, v〉 irreducible elements. If 〈u, v〉 = 1, then u must irreducible. Otherwise, there are
nonzero elements u1, u2 ∈ M ∩ σ∨ such that u = u1 + u2. But 〈u1, v〉 and 〈u2, v〉 are both positive integers since
v ∈ Int(σ) ∩N . This is not possible as they add up to 〈u, v〉 = 1. Inductively, suppose our claim holds for all u such
that 〈u, v〉 ≤ p. Pick u ∈ M ∩ σ∨ such that 〈u, v〉 = p + 1. If u is irreducible, then we are done. Otherwise, there
are nonzero elements u1, u2 ∈ M ∩ σ∨ such that u = u1 + u2. Both 〈u1, v〉 and 〈u2, v〉 are ≤ p. By assumption, u1
and u2 can be written as the sum of at most 〈u1, v〉 and 〈u2, v〉 irreducible elements respectively. Therefore, u can be
written as the sum of at most 〈u1, v〉+ 〈u2, v〉 = p+ 1 irreducible elements.
Finally, note that any set of generators must contain all irreducible elements by definition. We conclude that the set
of irreducible elements form the unique minimal set of generators for M ∩ σ∨. 
Remark 4.7. If u1, . . . , us form the unique minimal set of generators of M ∩ σ∨, then χu1 , . . . , χus also form the
unique minimal set of monomial generators of k[M ∩ σ∨].
The following lemma makes a connection between the set of order maps and the set of lattice points.
Lemma 4.8. Fix an integerm ≥ 1 and let χu1 , χu2 , . . . , χus be the minimal set of monomial generators of k[M∩σ∨].
For each integer c ≥ 0 we define
Pc :=
{
a ∈ σ ∩N
∣∣∣the set {ui|ϕa(ui) ≤ m+ c} spans MR}.
Then the following hold:
(1) For any two different a, b ∈ P0, ϕ¯a 6= ϕ¯b.
(2) There exists some c0 ∈ Z+ such that for any a ∈ σ ∩N one can find b ∈ Pc0 with ϕ¯a = ϕ¯b.
Proof. First let’s assume we have a, b ∈ P0 and ϕ¯a = ϕ¯b. Define
Γ0 := {ui|ϕa(ui) ≤ m}.
Since ϕ¯a = ϕ¯b, we deduce that ϕa and ϕb take the same values on Γ0. By definition of P0, Γ0 spans MR. Thus we
conclude that ϕa = ϕb, which implies that a = b.
For (2), we choose a positive integer c0 large enough such that for any subset S ⊂ {u1, u2, . . . , us} that does not
span MR, there is some v ∈ N satisfying
(4.9) ϕv(ui) = 0, for all ui ∈ S, and 1 ≤ max
ui /∈S
{ϕv(ui)} ≤ c0.
Such a number c0 exists because there are only finitely many subsets of {1, 2, . . . , s}. For each point b ∈ σ ∩ N
we put Sb :=
{
u ∈ {u1, . . . , us}|ϕb(u) ≤ m+ c0
}
. If there is some b such that ϕ¯a = ϕ¯b and such that Sb spans MR,
then we are done.
Now suppose there is no such b. We pick a point b such that ϕ¯a = ϕ¯b and such that Sb is maximal. By relabeling
we may write Sb = {u1, . . . , ul} for some integer l < s. By assumption Sb does not span MR, so we can fine v ∈ N
that satisfies (4.9) with S replaced by Sb. Clearly there is some positive integer k such that
ϕb−kv(ui) > m, for all i > l,
ϕb−kv(ui0) ≤ m+ c0, for some i0 > l.
Notice that ϕ¯b−kv = ϕ¯b = ϕ¯a, and hence b− kv ∈ σ ∩N . But clearly we have
Sb $ {u1, . . . , ul, ui0} ⊂ Sb−kv.
This contradicts the maximality of Sb. So we conclude that there must be some b ∈ Pc0 such that ϕ¯a = ϕ¯b. 
Remark 4.10. We have proved that for each a ∈ σ∩N , the map ϕ¯a corresponds to a Tm-orbit in ψm(X∞\∪i (Di)∞).
We denote this orbit by Tm,a.
Remark 4.11. For each a ∈ Int(σ) ∩N , ϕa is an additive map M ∩ σ∨ → Z≥0 such that ϕ−1a (0) = {0}. According
to Lemma 4.4 the corresponding orbits Tm,a are all the Tm-orbits contained in ψm(pi−1(xσ)\ ∪i (Di)∞).
Corollary 4.12. The sets ψm(X∞\ ∪
i
(Di)∞) and ψm(pi−1(xσ)\ ∪
i
(Di)∞) contain only finitely many Tm-orbits.
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Proof. According to Lemma 4.4, we just need to show there are finitely many order maps ϕ¯a for a ∈ σ ∩ N . By
Lemma 4.8, there is a positive integer c0 such that every order map is equal to ϕ¯a for some a ∈ Pc0 . Therefore, it
suffices to show that Pc0 is compact.
For any uj1 , . . . , ujn ⊂ {u1, . . . , us} that span MR, we define
Kj1,j2,...,jn := {a ∈ σ ∩N |ϕa(uji) ≤ m+ c0 for 1 ≤ i ≤ n}.
Then Pc0 is the union of all Kj1,...,jn as (ji)1≤i≤n varies such that uj1 , . . . , ujn span MR. Since this is a finite union,
it suffices to show that each Kj1,...,jn is compact.
By relabeling let us assume that ji = i for 1 ≤ i ≤ n. Let v1, . . . , vl be a minimal set of generators of σ ∩ N .
Since u1, . . . , un span MR, for each vi there exists some uj with 1 ≤ j ≤ n such that 〈vi, uj〉 is a positive integer.
Therefore,
K1,2,...,n ⊂ {a ∈ σ ∩N |a =
l∑
i=1
civi, with 0 ≤ ci ≤ m+ c0 for each i}.
This shows that K1,2,..,n is compact. 
Remark 4.13. The structure of the jet schemes of toric varieties is in general very hard to describe unlike the case of
arc spaces. One can find a description of jet schemes of toric surfaces in [Mou11]. Instead of the entire jet schemes,
we only describe the structure of images of the arc space in the mth jet scheme.
4.3. Main results.
In this subsection we compute the dimension of the orbit Tm,a by computing the dimension of the corresponding
stabilizer. Denote by Hm,a the stabilizer of any element of Tm,a under the Tm-action. We start with the following
lemma.
Lemma 4.14. Let u1, . . . , un ∈ M be elements that generate MR over R. For every ai,j ∈ k with 1 ≤ i ≤ n and
0 ≤ j ≤ m such that ai,0 6= 0 for all i, the set of elements α ∈ Tm such that
(4.15) α∗(χui) =
m∑
j=0
ai,jt
j for 1 ≤ i ≤ n
is nonempty and finite.
Proof. Consider the subgroup M ′ of M generated by u1, . . . , un and the corresponding torus T ′ = Spec k[M ′]. Note
that we have an induced morphism f : T → T ′. It is well-known that in characteristic 0, this map is finite and e´tale.
This follows, for example, by choosing a basis w1, . . . , wn of M such that d1w1, . . . , dnwn is a basis of M ′, for some
positive integers d1, . . . , dn. In this case, it follows from Lemma 2.8 that
Tm ' T ′m ×T ′ T.
In particular, the induced morphism T ′m → Tm is finite and e´tale and its fibers are non-empty and finite. Since it
is clear that there is a unique β ∈ T ′m such that β∗(χui) =
∑m
j=0 ai,,jt
j for all i, we deduce the assertion in the
lemma. 
Definition 4.16. For each a ∈ Int(σ) ∩N , we define
(4.17) Φ(a) := min
{ n∑
i=1
〈a, ui〉|u1, . . . , un span MR, with ui ∈M ∩ σ∨ for each i
}
,
where the minimum is run over all linearly independent sets of vectors {u1, . . . , un} in M ∩ σ∨.
Remark 4.18. Clearly if the minimum in (4.17) is attained at some elements u1, . . . , un, each ui must be irreducible.
We show in the following one way to find elements u1, . . . , un at which the above minimum is achieved.
Fix a ∈ Int(σ) ∩ N . Let u1, . . . , us be the minimal set of generators of the semigroup M ∩ σ∨ and let S0 :=
{u1, . . . , us}. We first choose uj1 ∈ S0 such that ϕa(uj1) = 〈a, uj1〉 is minimal and define S1 := S0\Span(uj1).
Recursively, for each 1 ≤ i ≤ n − 1, assuming uj1 , . . . , uji are chosen and Si = S0\Span(uj1 , . . . , uji), we
choose uji+1 ∈ Si such that ϕa(uji+1) = 〈a, uji+1〉 is minimal and define Si+1 := S0\Span(uj1 , . . . , uji+1). Once
uj1 , . . . , ujn are all chosen, it is clear that they span MR.
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Lemma 4.19. For each a ∈ Int(σ) ∩N and uj1 , . . . , ujn chosen as above, we have
n∑
k=1
〈a, ujk〉 = Φ(a).
Proof. By Remark 4.18 we can find i1, . . . , in such that ui1 , . . . , uin span MR and they compute Φ(a). If the set
{ui1 , . . . , uin} is equal to {uj1 , . . . , ujn}, the claim in the lemma follows immediately. Hence we assume that by
relabeling, there exists some k, with 1 ≤ k ≤ n, such that i1 = j1, . . . , ik−1 = jk−1 and ik 6= jk. If k = n, we have
〈a, ujn〉 ≤ 〈a, uin〉 by the choice of ujn . Hence
n∑
k=1
〈a, ujk〉 ≤
n∑
k=1
〈a, uik〉.
This proves the claim in the lemma.
Now suppose the conclusion holds when k > k0 for some k0 < n, and we consider the case when k = k0. We
claim there exists some l, with k0 ≤ l ≤ n, such that
ujk0 6∈ Span(ui1 , . . . , uˆil , . . . , uin).
Otherwise, we have
ujk0 ∈
n⋂
l=k0
Span(ui1 , . . . , uˆil , . . . , uin)
= Span(ui1 , . . . , uik0−1)
= Span(uj1 , . . . , ujk0−1).
But this contradicts the fact that uj1 , . . . , ujn span MR.
The above claim implies that if we replace uil by ujk0 , ui1 , . . . , uin still span MR. It also shows that
uil 6∈ Span(uj1 , . . . , ujk0−1),
and hence by the choice of ujk0 , we have 〈a, ujk0 〉 ≤ 〈a, uil〉. We conclude that if we replace uil by ujk0 , the question
is reduced to the case when k ≥ k0 + 1, and we are done by induction. 
Theorem 4.20. Fix a lattice point a ∈ Int(σ). Let χu1 , χu2 , . . . , χus be the minimal set of monomial generators of
k[M ∩ σ∨]. If Hm,a is the stabilizer of any element of Tm,a under the Tm-action, then the following hold:
(1) We have dim(Hm,a) = Φ(a) for
(4.21) m ≥ max{ max
1≤i≤n
〈a, uji〉},
where the maximum is taken over all possible choices of n vectors uj1 , ..., ujn among u1, u2, ..., us that span MR, and
such that the minimum in (4.17) is attained.
(2) Ifm does not satisfy the inequality (4.21), then we have either dim(Hm,a) = Φ(a) orm ≤ dim(Hm,a) ≤ Φ(a).
Proof. For simplicity we write ϕm for min{m, ϕ¯a}, and ϕm for min{m + 1, ϕ¯a}. Let Hm,a be the stabilizer of the
special jet γϕ¯a defined in Lemma 4.4. Then an m-jet α ∈ Tm is contained in Hm,a if and only if
(4.22) α∗(χui) · tϕm(ui) = tϕm(ui) in k[t]/(tm+1) for 1 ≤ i ≤ s.
This is clearly equivalent to
α∗(χui) = 1 +
m∑
j=m+1−ϕm(ui)
ai,jt
j , if ϕm(ui) ≤ m,
α∗(χui) =
m∑
j=0
ai,jt
j , if ϕm(ui) = m+ 1,
(4.23)
for each i and for some ai,j ∈ k, with the condition that ai,0 6= 0 when ϕm(ui) = m+ 1.
Choose any n vectors from {u1, . . . , us} that spanMR. By relabeling, let us assume they are u1, . . . , un. We define
A := A
∑n
i=1 ϕ
m(ui) and the map
pi : Hm,a −→ A, pi(α) = (ai,j)1≤i≤n,m+1−ϕm(ui)≤j≤m.
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Then Lemma 4.14 implies that pi has finite fibers. Therefore, we have
dim(Hm,a) ≤ dim(A) =
n∑
i=1
ϕm(ui).
By letting u1, . . . , un vary so that they span MR, we conclude that
dim(Hm,a) ≤ min{
n∑
i=1
ϕm(uji)|uj1 , . . . , ujn span MR} ≤ Φ(a).
In what follows, we assume that after relabeling, u1, . . . , un are chosen as in Lemma 4.19. We claim that
(4.24) dim(Hm,a) ≥
n∑
i=1
ϕm(ui).
Consider the subgroup M ′ of M generated by u1, . . . , un and the corresponding torus T ′ = Spec k[M ′]. By the proof
of Lemma 4.14, the commutative diagram
Tm −−−−→ T ′m
piTm
y piT ′m y
T −−−−→ T ′.
is Cartesian. Hence, for each α′ ∈ T ′m that lies over (1, . . . , 1) ∈ T ′, there is a unique α ∈ Tm lying over (1, . . . , 1) ∈
T such that α is mapped to α′. We claim that for each α′ ∈ T ′m lying over (1, . . . , 1) that satisfies (4.23) for 1 ≤ i ≤ n,
the corresponding α ∈ Tm is an element in Hm,a.
To prove this, we just need to show that α satisfies conditions (4.23) for 1 ≤ i ≤ s. Since α maps to α′, it
automatically satisfies (4.23) for 1 ≤ i ≤ n. Now pick an integer z such that n+ 1 ≤ z ≤ s. Then there exist integers
l > 0, di and q ≤ n such that
(4.25) luz =
q∑
i=1
diui,
where dq 6= 0. By applying α∗ on both sides, we get
α∗(χuz )l =
q∏
i=1
α∗(χui)di .
By using (4.23) for 1 ≤ i ≤ n, we see that the t-order of ∏qi=1 α∗(χui)di − 1, hence also that of α∗(χuz )l − 1, is at
least min1≤i≤q{m+ 1−ϕm(ui)}. Since α lies over (1, . . . , 1), this implies that the t-order of α∗(χuz )− 1 is at least
min1≤i≤q{m+ 1− ϕm(ui)}. On the other hand, equation (4.25) implies that
uz ∈ {u1, . . . , us}\Span(u1, . . . , uk),
for each k with 1 ≤ k ≤ q − 1. By the construction of u1, . . . , un, we have ϕa(uz) ≥ ϕa(uk) for each 1 ≤ k ≤ q.
Hence, we have
m+ 1− ϕm(uz) ≤ min
1≤i≤q
{m+ 1− ϕm(ui)}.
So the t-order of α∗(χuz ) − 1 is ≥ m + 1 − ϕm(uz). This, however, implies condition (4.23) for i = z. Since z is
arbitrary, α satisfies conditions (4.23) for 1 ≤ i ≤ s, and hence α ∈ Hm,a.
Define the affine space A and the map pi : Hm,a → A as above with respect to u1, . . . , un. Let Y ⊂ A be the
subspace defined by ai,0 = 1 for 1 ≤ i ≤ n such that ϕm(ui) = m + 1. Then the above discussion shows that Y is
contained in the image of pi. We conclude that
dim(Hm,a) ≥ dim(Y ) =
n∑
i=1
ϕm(ui).
According to Lemma 4.19, the minimum in (4.17) is achieved by u1, . . . , un. Hence, the condition (4.21) guaran-
tees that m ≥ ϕa(ui) for each 1 ≤ i ≤ n. Under this condition, we have
dim(Hm,a) ≥
n∑
i=1
ϕm(ui) =
n∑
i=1
ϕa(ui) = Φ(a).
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This completes the proof of (1).
For (2), we consider two cases. If m ≥ max1≤i≤n ϕa(ui), then (4.24) implies that dim(Hm,a) ≥ Φ(a) as
in (1). If there is some i, with 1 ≤ i ≤ n, such that m < ϕa(ui), then ϕm(ui) = m. So (4.24) implies that
dim(Hm,a) ≥ ϕm(ui) = m. Since we have proved that dim(Hm,a) is always ≤ Φ(a), the conclusions in (2)
follow. 
Corollary 4.26. With the same assumptions as in Theorem 4.20 and for all m ≥ 0, the dimension of the orbit Tm,a
satisfies one of the following:
(4.27) dim(Tm,a) = (m+ 1)n− Φ(a), or
(4.28) (m+ 1)n− Φ(a) ≤ dim(Tm,a) ≤ (m+ 1)n−m.
Proof. Observe that T is smooth of dimension n. Hence by Corollary 2.9, dim(Tm) = n(m + 1). The conclusions
follow immediately from Theorem 4.20. 
Now we can prove our main result. Recall that the Mather minimal log discrepancy can be computed in terms of the
invariant λ defined in Definition 3.10, via Property 3.11. According to Lemma 3.9, this in turn can be computed from
the dimension of Cm (defined in Definition 4.3), whenm is large enough. We have seen that Cm can be approximated
by a union of explicit Tm-orbits. Thus computing the dimension of Cm boils down to computing the dimension of
these Tm-orbits.
Theorem 4.29. For m large enough we have
(4.30) dim(Cm) = n(m+ 1)− min
a∈Int(σ)∩N
Φ(a),
where Φ is defined in Definition 4.16.
Proof. First of all, note that Tm,a lies over the torus-fixed point xσ if and only if a is in the interior of the cone σ (see
Lemma 4.4). Therefore Cm is the union of finitely many Tm-orbits Tm,a (by Lemma 4.4 and Corollary 4.12), for a in
the interior of σ, and of the orbits contained in the image of the (Di)∞. But dim(ψm((Di)∞) ≤ (n− 1)(m+ 1) by
Lemma 2.14. When m is large enough, the dimension of these orbits contained in the image of the (Di)∞ is smaller
than mn−λ(xσ). Thus, we only need to compute maxa∈Int(σ)∩N dim(Tm,a) when m is large enough. Note that even
though Int(σ) ∩N is an infinite set, we are actually taking maximum over the finite set of Tm-orbits.
By Lemma 3.9 we thus see if m is large enough, then
mn− λ(xσ) = dim(Cm) = max
a∈Int(σ)∩N
dim(Tm,a).
Let us fix such m such that, in addition, m > n+ λ(xσ). From Corollary 4.26, we see two cases (4.27) and (4.28). If
dim(Tm,a) ≤ (m+ 1)n−m, then we have
n(m+ 1)− Φ(a) ≤ dim(Tm,a) ≤ (m+ 1)n− c ·m < mn− λ(xσ).
Therefore, replacing these dim(Tm,a) by n(m+ 1)− Φ(a) does not change the maximum of dim(Tm,a). So we get
max
a∈Int(σ)∩N
dim(Tm,a)
= max
a∈Int(σ)∩N
{
(m+ 1)n− Φ(a)
}
= n(m+ 1)− min
a∈Int(σ)∩N
Φ(a).
The last formula gives the assertion in the theorem. 
Corollary 4.31. Let X be an affine toric variety over k of dimension n associated to a cone σ. Let N be the lattice
and M be the dual lattice. If σ spans NR and xσ ∈ X is the torus-invariant point, the invariant λ(xσ) defined in
Definition 3.10 is computed by the following formula
λ(xσ) = min
a∈Int(σ)∩N
Φ(a)− n,
where the function Φ is defined in Definition 4.16.
The following is a direct corollary of Corollary 4.31 and Proposition 3.11.
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Corollary 4.32. With the same assumptions as in Corollary 4.31, we have
m̂ld(xσ;X) = min
a∈Int(σ)∩N
{
min
{ n∑
i=1
〈a, ui〉|u1, . . . , un span MR, ui ∈M ∩ σ∨ for each i
}}
,
where the second minimum is run over all linearly independent sets of vectors {u1, . . . , un} in M ∩ σ∨.
4.4. Examples.
The conclusions of Theorem 4.29 and Corollary 4.31 involve two minima. It is not clear whether the formula can be
simplified in the case of an arbitrary toric variety. However, we can simplify this formula in some special cases. Here
we provide some examples of computations of the invariant λ.
Example 4.33. Suppose σ ⊂ R2 is the two dimensional cone generated by 2e1− e2 and e2, where e1 and e2 form the
standard basis of N . Then σ∨ is a cone in MR generated by e∗1 and e
∗
1 + 2e
∗
2, where e
∗
1 and e
∗
2 form the dual basis. It’s
easy to see that u1 = e∗1, u2 = e
∗
1 + e
∗
2 and u3 = e
∗
1 + 2e
∗
2 form the minimal set of generators of M ∩ σ∨.
For each a ∈ N we write a = (x, y), where x, y are coordinates with respect to the standard basis. In order that
a ∈ Int(σ) ∩N , we need to have x > 0 and x+ 2y > 0. Therefore, according to Corollary 4.31 we have
λ(xσ) = min
x>0,x+2y>0
min{x+ (x+ y), x+ (x+ 2y), (x+ y) + (x+ 2y)} − 2
= min
x>0,x+2y>0
min{2x+ y, 2x+ 3y} − 2.
It’s easy to see that the minimum is equal to 0, which is attained when x = 1 and y = 0, and hence m̂ld(xσ;X) =
dim(X) = 2.
In fact, we have the following general result:
Proposition 4.34. If the torus-invariant point xσ is an isolated singularity of a simplicial toric variety X , then
λ(xσ) = 0, and hence m̂ld(xσ;X) = dim(X).
Proof. First we claim that if xσ is an isolated singularity, then all facets (faces of codimension 1) of σ are nonsingular.
Suppose that there is a proper face τ of σ that is singular. Recall that
O(τ) = Spec k[M ∩ τ⊥] ∼= (k∗)n−dim(τ)
is the T -orbit that contains the distinguished point xτ . Denote by Nτ the subgroup of N generated by N ∩ τ . Then
we may choose a splitting of N and write
N = Nτ ⊕N ′, τ = τ ′ ⊕ {0},
where τ ′ is a cone in (Nτ )R. Dually, we can decompose M = Mτ ⊕M ′. Let
Uτ = Spec k[M ∩ τ∨],
and let Uτ ′ be the affine toric variety corresponding to the cone τ ′ and lattice Nτ . With this notation, we have
(4.35) Uτ ∼= Spec k[Mτ ∩ τ ′∨]× Spec k[M ′] ∼= Uτ ′ × (k∗)n−dim(τ).
Note that Uτ is an open subset of X that contains O(τ). Since τ ′ is a singular cone, the torus-fixed point xτ ′ ∈ Uτ ′
is a singular point. In this case, the orbit O(τ), which corresponds via the above isomorphism to {xτ ′} × Spec k[M ′]
is a subset of dimension n − dim(τ) contained in the singular locus of X and that contains 0 in its closure. This
contradicts the fact that 0 is an isolated singular point of X. So we conclude that all facets are nonsingular.
SinceX is simplicial, the cone σ has only n one-dimensional faces. Assume that v1, . . . , vn are the primitive lattice
vectors on these one-dimensional faces. Then v1, . . . , vn−1 span a facet of σ, and is therefore nonsingular. By applying
an automorphism on N one may assume that v1 = e1, . . . , vn−1 = en−1 and vn = a1e1 + · · · + an−1en−1 + ten
with 0 ≤ ai < t. Define a = e1 + · · ·+ en.
Note that oi := te∗i − aie∗n is orthogonal to the facet spanned by v1, . . . , vˆi, . . . , vn for every i, with 1 ≤ i ≤ n− 1.
In fact, the dual cone σ∨ is spanned by o1, . . . , on−1, e∗n. Since 〈oi, a〉 = t − ai > 0 and 〈e∗n, a〉 = 1, a is in the
interior of σ.
Clearly e∗1, . . . , e
∗
n are all in the dual cone σ
∨. In fact, each e∗i is on the face spanned by oi and e
∗
n. Since
ϕa(e
∗
i ) = 1, we have Φ(a) ≤ n and hence λ(xσ) = 0. By Proposition 3.11 we get m̂ld(xσ;X) = dim(X). 
Corollary 4.36. If X is a two-dimensional affine toric variety, then λ(xσ) = 0.
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Proof. Observe that every two-dimensional affine toric variety is simplicial, and that every facet is one-dimensional,
hence nonsingular. Thus xσ is an isolated singularity of a simplicial toric variety. The conclusion follows immediately
from Proposition 4.34. 
The above examples might suggest that λ is always 0, or m̂ld is always equal to dim(X), for any toric variety. But
this is not true in general, as we will see shortly. Now let us look at an example of a different type. We discuss this
class of examples in detail in the next section (see Example 5.39 for details); we refer to this section for the proof of
the formula that we use.
Example 4.37. Let X ⊂ An+1 be the hypersurface defined by the binomial function
f = x1x2 · · ·xn − yn−1
for some n ≥ 3. The dimension of X is n while the dimension of Xsing is n − 2. Since X is Cohen-Macaulay,
being a hypersurface, it follows from Serre’s criterion that X is normal. It is a general fact that X is a toric variety if
it is normal and defined by binomials ([Stu95, Lemma 1.1]). By applying formula (5.41) below from Section 5, we
immediately get λ = 1.
4.5. Extension to arbitrary closed points.
Corollary 4.31 gives the formula that computes the invariant λ associated to the torus-invariant point for an affine toric
variety X over k that corresponds to a cone that spans NR. Now we show how this computation is generalized to an
arbitrary closed point of a toric variety X . We start by proving the following proposition:
Proposition 4.38. Let X and Y be two varieties over k such that Y is smooth. For any closed points x ∈ X and
y ∈ Y , the invariant λ for the closed point (x, y) ∈ X × Y is equal to λ(x).
Proof. By definition, we have
λ((x, y)) = (dim(X) + dim(Y ))m− dim(ψX×Ym ((X × Y )∞),
for m large enough. According to Remark 2.12, this is equal to
(dim(X) + dim(Y ))m− dim(ψXm(X∞))− dim(ψYm(Y∞)) = λ(x) + λ(y).
According to Remark 3.12, λ(y) = 0. Therefore, λ((x, y)) = λ(x). 
The key fact is that any closed point is in the orbit of the distinguished point of a face of σ. More precisely, let X
be the affine toric variety associated to a cone σ and O(τ) be the T -orbit that contains the distinguished point xτ for
some face τ of σ. Then X = ∪τO(τ) with τ varying over all faces of σ. We refer the reader to [Ful93, Chapter 3] for
details. Then λ(p) = λ(xτ ) for every p in O(τ), because there is an element t ∈ T that maps p to xτ , and such that
multiplication by t gives an automorphism of X . Therefore, it is enough to compute λ(xτ ), where τ is a face of σ.
Following the notation in the proof of Proposition 4.34, we have an open subset Uτ ∼= Uτ ′ × (k∗)n−dim(τ) of X
that contains O(τ). The point xτ ∈ O(τ) is mapped to (xτ ′ , 1) by the isomorphism, where xτ ′ is the torus-invariant
point in Uτ ′ . Therefore, we are reduced to computing λ((xτ ′ , 1)) and we obtain the following corollary by using
Proposition 4.38:
Corollary 4.39. With the above notation, if X = X(σ) is an affine toric variety over k of dimension n and τ is a face
of σ, then we have λ(xτ ) = λ(xτ ′). Equivalently, we have
m̂ld(xτ ;X)− n = m̂ld(xτ ′ ;Uτ ′)− dim(τ).
5. MATHER MINIMAL LOG DISCREPANCY OF HYPERSURFACES
This section is devoted to the computation of the Mather minimal log discrepancy of the origin on a hypersurface
whose defining equation has fixed monomials and very general coefficients.
5.1. Basic setup.
In this subsection, we fix our notation and give the criterion on the defining equation such that the hypersurface is
integral. Throughout the section, we assume that X is a hypersurface in
An+1 = Spec C[x1, . . . , xn+1],
for some positive integer n, over the field of complex numbers. We have dim(X) = n. After a change of coordinates,
we may and will assume that the origin of An+1 is contained in X .
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Let f be the defining equation of X in An+1. We can write f =
∑N
i=1 aIix
Ii , where Ii = (Ii1, I
i
2, . . . , I
i
n+1) are
multi-indices and xI
i
stands for
∏n+1
j=1 x
Iij
j . Suppose that all the coefficients aIi are nonzero. Then N , the number of
monomials in the polynomial f , is at least 2 when X is integral, unless X is a coordinate plane. We denote by Z+ the
set of positive integers and by Z≥0 the set of nonnegative integers.
Definition 5.1. The support of a multi-index Ii is |Ii| := {j|Iij > 0}. Given an (n+ 1)-tuple α = (α1, . . . , αn+1) ∈
Zn+1 and a multi-index I , we define the product as α · I := ∑n+1j=1 αjIj . The support of a polynomial f =∑N
i=1 aIix
Ii , with all aIi 6= 0, is the set
A = {I1, . . . , IN} ⊂ (Z≥0)n+1.
The dimension of A is defined by dim(A) = dimQ(SpanQ{A− a}), for any a ∈ A.
Remark 5.2. Clearly the dimension of a support A is independent of the choice of a. When X is integral and is not a
hyperplane, the support A of f has at least two points, hence dim(A) ≥ 1.
Remark 5.3. We may assume without loss of generality that
∪1≤i≤N |Ii| = {1, 2, . . . , n+ 1}.
Otherwise, X is the product of an affine space with a hypersurface of lower dimension. Then by Proposition 4.38,
computing λ for the origin in X is reduced to computing the corresponding λ(0) on the lower dimensional hypersur-
face.
Remark 5.4. If 0 is a smooth point, then the invariant λ(0) is trivially zero by Remark 3.12. So we focus on the case
where 0 is a singular point of X . In particular, we assume that X is not a hyperplane.
In order that the hypersurface X contains the origin, we require that f is a polynomial in
(x1, x2, . . . , xn) · C[x1, x2, . . . , xn+1],
or equivalently, the point (0, 0, . . . , 0) is not in the support of f . By requiring that X is irreducible and is not a
hyperplane, we see that f is not divisible by xi for each i. This means that the support of f contains at least one point
in each coordinate plane xi = 0. We first characterize those A, such that a general polynomial with support A defines
an integral hypersurface. We denote by conv(A) the convex hull of A. The following result is a simplified version of
[Yu16, Theorem 3]:
Theorem 5.5. Let R = C[x±11 , . . . , x
±1
n+1] be the Laurent polynomial ring in n + 1 variables. Then a general
polynomial f with support A generates a proper prime ideal in R if and only if one of the following holds:
(1) dim(A) ≥ 2, or
(2) dim(A) = 1 and conv(A) contains only two integral points.
Lemma 5.6. Let R = C[x±11 , . . . , x
±1
n+1] be the Laurent polynomial ring in n+ 1 variables and f be a polynomial in
C[x1, . . . , xn+1] that is not divisible by any xi. If f generates a prime ideal in R, then f also generates a prime ideal
in C[x1, . . . , xn+1].
Proof. The assertion follows from the fact that
f · C[x1, . . . , xn+1] = f · C[x±11 , . . . , x±1n+1] ∩ C[x1, . . . , xn+1].
This follows easily, using the fact that C[x1, . . . , xn+1] is a UFD, from the fact that f is not divisible by any xi. 
Definition 5.7. A finite subset A of (Z≥0)n+1 is called integral if the following conditions hold:
(1) A contains at least one point in each coordinate plane xi = 0,
(2) A does not contain the origin (0, . . . , 0), and
(3) dim(A) ≥ 2, or dim(A) = 1 and conv(A) contains only two integral points.
Let |A| be the cardinality of A. We denote by F (A) ⊂ (C∗)|A| the set of coefficients, such that a polynomial f
with support A and these coefficients generates a prime ideal in the Laurent polynomial ring R.
By Theorem 5.5, the set F (A), for each integral subset A ⊂ (Z≥0)n+1, contains a nonempty open subset of
(C∗)|A|. The following is a direct corollary of Lemma 5.6:
Corollary 5.8. If f is a polynomial with an integral support A and coefficients in F (A), then f defines an integral
hypersurface in An+1 containing the origin.
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In what follows, we fix an integral subset A ⊂ (Z≥0)n+1 with cardinality N ≥ 2, and assume that the defining
equation f has support A and coefficients in F (A). Recall that we write f =
∑N
i=1 aIix
Ii with all aIi 6= 0. In this
case we have A = {I1, . . . , IN}.
Definition 5.9. For each positive integer m, we define as in the previous section the sets Cm := ψm(pi−1(0)) in the
mth jet scheme of X , where 0 is the origin of An+1. For each (n+ 1)-tuple α ∈ Zn+1 such that 1 ≤ αj ≤ m for each
j, we define
Cmα := C
m ∩ (∩1≤j≤n+1Contαj (xj)m).
In other words, Cmα is a subset of C
m with prescribed order along each xj .
Now we fix α with αj ≥ 1 for each j. Let n0(α) = min1≤i≤N{α · Ii}. After relabeling we may assume that the
minimum is attained by precisely those i with 1 ≤ i ≤ k for some k ≥ 1. Then the image of f under the map
(5.10) C[x1, x2, . . . , xn+1] −→ (C[x(s)j |1 ≤ j ≤ n+ 1, s ≥ αj ])[[t]], xj 7−→
∞∑
s=αj
x
(s)
j t
s,
has t-order ≥ n0(α) and the coefficient of tn0(α) is
(5.11) P0(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ) :=
k∑
i=1
aIiΠ
n+1
j=1 (x
(αj)
j )
Iij .
P0 is an element in C[x(α1)1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ]. We define the condition ∆
α, which will be used in the statements of
the main result in this section, as follows:
Condition ∆α 5.12. We say that the condition ∆α holds for f if
n+1⋂
j=1
V
( ∂P0
∂x
(αj)
j
)
∩ V(P0) = ∅
in the torus
(C∗)n+1 = Spec C[x(α1)1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ](x(α1)1 ,x
(α2)
2 ,...,x
(αn+1)
n+1 )
.
Definition 5.13. The weight of a monomial
∏n+1
j=1
∏bj
i=1 x
(βji )
j is the sum of the superscripts
∑
i,j β
j
i ; the weight of a
polynomial in (x(u)j )1≤j≤n+1; u>0 is the smallest weight among its monomials.
Remark 5.14. It is easy to see that for every s, each monomial in the coefficient of ts in the image of a polynomial
under the map (5.10) has weight s.
5.2. Main results.
Lemma 5.15. For a fixed α = (α1, . . . , αn+1) ∈ (Z+)n+1, the set
Fα := {(aIi)1≤i≤N ∈ (C∗)N |condition ∆α is satisfied}
contains a nonempty open subset of (C∗)N .
Proof. We use the Kleiman-Bertini Theorem in characteristic zero, which states that the general element of a linear
system of divisors on a variety Y is nonsingular away from the base locus of the linear system and the singular locus
of Y .
Let Y be the affine space Cn+1 = Spec C[x(α1)1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ] and Z be the hypersurface in Y defined by the
polynomial P0 =
∑k
i=1 aIiΠ
n+1
j=1 (x
(αj)
j )
Iij . Note that the left-hand side of the equation in condition ∆α is the singular
locus of Z. Therefore, it suffices to show that for a general choice of coefficients, Z will be nonsingular away from
the coordinate planes.
The linear system of divisors H on Y consisting of hypersurfaces defined by polynomials of the form
p =
k∑
i=1
aIiΠ
n+1
j=1 (x
(αj)
j )
Iij ,
for aIi ∈ C, is clearly base point free away from the coordinate planes because each monomial xIi is already so. By
the Kleiman-Bertini Theorem, the hypersurface Z is nonsingular away from the coordinate planes for a general choice
of (aIi)1≤i≤N ∈ (C∗)N . 
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We now study the image of f under the map (5.10). It suffices to study the image of each monomial of f . The
image of f is just the sum of the images of all the monomials of f .
Lemma 5.16. Fixα = (α1, . . . , αn+1) ∈ (Z+)n+1. For each s ≥ 1, the coefficient of ts in the image of xb11 xb22 . . . xbn+1n+1
under the map (5.10) is equal to
(5.17)
∑
ci,j
( n+1∏
i=1
bi! ·
∏
j≥αi
(x
(j)
i )
ci,j
ci,j !
)
,
where the sum is over all ci,j with 1 ≤ i ≤ n+ 1 and j ≥ αi such that∑
i,j
j · ci,j = s and
∑
j≥αi
ci,j = bi for all i.
Proof. By considering the weight of a monomial
∏n+1
i=1
∏
j≥αi(x
(j)
i )
ci,j , it is clear that if this monomial appears with
nonzero coefficient in the coefficient of ts, then we have
∑
i,j j ·ci,j = s. If such a monomial shows up in the image of
xb11 x
b2
2 . . . x
bn+1
n+1 , then it clearly satisfies
∑
j≥αi ci,j = bi for all i. Moreover, it follows from the multinomial formula
that if these conditions are satisfied, then the coefficient of the above monomial is
n+1∏
i=1
bi!∏
j≥αi ci,j !

This lemma shows that the images of two different monomials under the map (5.10) do not mix together. Thus,
the number of monomials in the coefficient of ts of the image of f is the sum of the numbers of monomials in the
coefficient of ts for the image of each of the monomials of f . Similarly, the highest superscript in the coefficient of ts
of the image of f is equal to the maximum of the highest superscript in the coefficient of ts that appears in the images
of all the monomials of f .
Lemma 5.18. Fix α = (α1, . . . , αn+1) ∈ (Z+)n+1 and a monomial xb11 xb22 . . . xbn+1n+1 . Then for each s ≥
∑n+1
i=1 biαi,
the largest superscript appearing in the coefficient of ts in the image of xb11 x
b2
2 . . . x
bn+1
n+1 under the map (5.10) is equal
to s− µ for some fixed number µ. Moreover, this largest superscript only appears in the monomials of the form
(x
(α1)
1 )
b1(x
(α2)
2 )
b2 . . . (x
(αj)
j )
bj−1 . . . (x(αn+1)n+1 )
bn+1 · x(s−µ)j ,
for some j such that αj = max1≤i≤n+1 αi, and we have µ =
∑n+1
i=1 biαi − αj .
Proof. According to Lemma 5.16, the coefficient of ts in the image of the monomial xb11 x
b2
2 . . . x
bn+1
n+1 consists of
monomials of the form
∏n+1
i=1
∏bi
j=1 x
(βij)
i , with β
i
j ≥ αi for every i and j and such that
∑
i,j β
i
j = s. When s <∑n+1
i=1 biαi, there is no such monomial. Hence we require that s ≥
∑n+1
i=1 biαi. When s =
∑n+1
i=1 biαi, there is only
one monomial
(x
(α1)
1 )
b1(x
(α2)
2 )
b2 . . . (x
(αj)
j )
bj . . . (x
(αn+1)
n+1 )
bn+1
in the coefficient of ts. Hence the largest superscript that shows up in this case is equal to maxi αi. In what follows, we
assume that s >
∑n+1
i=1 biαi. Then the largest superscript that appears in the coefficient of t
s is given by the following
optimization problem:
max max
i,j
{βij}
s.t. βij ≥ αi for each i
and
∑
i,j
βij = s.
Let (β¯ij)i,j give the optimal solution to this optimization problem. We claim that there exist i0 and j0, with 1 ≤
i0 ≤ n + 1 and 1 ≤ j0 ≤ bi0 , such that β¯ij = αi if and only if (i, j) 6= (i0, j0). First we show that if the maximum
is attained by β¯i0j0 , then we have β¯
i0
j0
> αi0 . By relabeling, we assume that α1 = maxi αi. Consider another feasible
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solution (β˜ij) to the optimization problem, with β˜
1
1 = α1 + s −
∑n+1
i=1 biαi and β˜
i
j = αi for (i, j) 6= (1, 1). Then
clearly maxi,j{β˜ij} = β˜11 > maxi αi. Hence
β¯i0j0 = maxi,j
{β¯ij} ≥ max
i,j
{β˜ij} > αi0 .
Now suppose contrary to our claim, that we have another pair (i1, j1) 6= (i0, j0), such that β¯i1j1 > αi1 . We define
βij = β¯
i
j if (i, j) 6= (i0, j0), (i1, j1), βi0j0 = β¯i0j0 + 1 and βi1j1 = β¯i1j1 − 1. Then clearly (βij) is also feasible, while
maxi,j{βij} > maxi,j{β¯ij}. This contradicts our choice of (β¯ij).
The above discussion shows that the largest superscript that appears in a monomial in the coefficient of ts shows
up only in monomials of the form
(x
(α1)
1 )
b1(x
(α2)
2 )
b2 . . . (x
(αj)
j )
bj−1 . . . (x(αn+1)n+1 )
bn+1 · x(βj(s))j .
Moreover, such monomials appear in the coefficient of ts for all j.
By considering the weight of such a monomial, we get s = βj(s)−αj +
∑n+1
i=1 biαi. This implies that when βj(s)
is the largest superscript, αj = maxi αi, and
βj(s) = s−
n+1∑
i=1
biαi + αj .
This proves the lemma with µ =
∑n+1
i=1 biαi −maxi αi. 
Remark 5.19. With the same proof as above, one can show that for each fixed index j, with 1 ≤ j ≤ n+ 1, the largest
superscript for xj appearing in the coefficient of ts in the image of xb11 x
b2
2 . . . x
bn+1
n+1 under the map (5.10) appears in
the monomials of the form
(x
(α1)
1 )
b1(x
(α2)
2 )
b2 . . . (x
(αj)
j )
bj−1 . . . (x(αn+1)n+1 )
bn+1 · x(s−µ)j ,
where µ =
∑n+1
i=1 biαi − αj .
Combining Lemma 5.16 and Lemma 5.18, we see that if P = xb11 . . . x
bn+1
n+1 and if αj0 = maxi αi, then for
s >
∑n+1
i=1 biαi, the term with the highest superscript in the coefficient of t
s for the image of P under the map (5.10)
is equal to
∂P
∂xj0
(x
(α1)
1 , . . . , x
(αn+1)
n+1 ) · x(s−µ)j0 ,
with µ =
∑n+1
i=1 biαi − αj0 . When s =
∑n+1
i=1 biαi, the coefficient of t
s is equal to P (x(α1)1 , . . . , x
(αn+1)
n+1 ). This is
the smallest s such that the coefficient of ts is nonzero. Similarly, for each fixed index j, the term with the highest
superscript of xj is equal to
∂P
∂xj
(x
(α1)
1 , . . . , x
(αn+1)
n+1 ) · x(s−µ
′)
j ,
with µ′ =
∑n+1
i=1 biαi − αj .
Since the image of different monomials of f do not mix, by Lemma 5.18 the coefficient of ts in the image of f
under the map (5.10), for s > max1≤i≤N{α · Ii}, is of the form
T0(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 )x
(s−µj0 )
j0
+Qs(x
(βj)
j |αj ≤ βj ≤ s− µj0 ;αj0 ≤ βj0 < s− µj0),
(5.20)
for some index j0, some µj0 > 0, and polynomials T0 and Qs. In other words, the highest superscript is s−µj0 and it
is attained at the index j0. Recall that f =
∑N
i=1 aIix
Ii and n0(α) = mini{α · Ii} and this minimum is attained by
all 1 ≤ i ≤ k. For each i with Iij0 > 0, we compute the product α · Ii and define
n0(α)
′ := min
Iij0
>0
{α · Ii} and σ := {1 ≤ i ≤ N |Iij0 > 0, α · Ii = n0(α)′}.
Clearly we have n0(α)′ ≥ n0(α). According to the discussion for a monomial above, n0(α)′ is the smallest integer
such that the coefficient of tn0(α)
′
contains a monomial divisible by x(q)j0 for some q (in fact it is divisible by x
(αj0 )
j0
).
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Moreover, the coefficient of tn0(α)
′
is equal to
(5.21) P1(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ) + other terms without xj0 ,
where P1(x1, x2, . . . , xn+1) =
∑
i∈σ aIix
Ii . Clearly if n0(α)′ = n0(α), then σ ⊂ {1, 2, . . . , k}. Otherwise, if
n0(α)
′ > n0(α), then σ ⊂ {k + 1, . . . , N}. By the discussion for the case of a monomial, we have
(5.22) T0(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ) =
∂P1(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 )
∂x
(αj0 )
j0
.
For each fixed index j, similar arguments for the highest superscript of xj also hold.
Remark 5.23. Consider the weight of the first term in equation (5.21), we get Ii · α = n0(α)′ for each i ∈ σ. Hence
each monomial in T0(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ) has weight n0(α)
′ − αj0 = Ii · α − αj0 for every i ∈ σ. Consider
the weight of the first term in equation (5.20) we get s = Ii · α − αj0 + s − µj0 for each i ∈ σ, or equivalently,
µj0 = I
i · α− αj0 . But s− µj0 is the highest superscript appearing in the coefficient of ts. Therefore, we have
(5.24) µj0 = min
1≤i≤N
1≤j≤n+1 with Iij>0
{Ii · α− αj},
and the minimum is attained when i ∈ σ and j = j0. The condition Iij > 0 is equivalent to ∂P1
∂x
(αj)
j
6= 0.
Recall that Cm = ψm(pi−1(0)) is a contact locus in Xm and
Cmα := C
m ∩ (∩1≤j≤n+1Contαj (xj)m).
is a contact locus in Cm for each (n + 1)-tuple α. The following lemma gives an upper bound to the dimension of
Cmα .
Lemma 5.25. Fix α = (α1, . . . , αn+1) ∈ (Z+)n+1. Let m be an integer such that αj ≤ m for each j. If
min1≤i≤N{α · Ii} is attained by a unique i, then Cmα = ∅. If min1≤i≤N{α · Ii} is attained by at least two dif-
ferent i’s and if (aIi)1≤i≤N ∈ Fα∩F (A), where Fα is as defined in Lemma 5.15 and F (A) is as defined in Definition
5.7, then we have
(5.26) dimCmα ≤ mn−
n+1∑
j=1
(αj − 1)− 1 + min
1≤i≤N
{Ii · α} − min
1≤i≤N
1≤j≤n+1 with Iij>0
{Ii · α− αj},
for all m large enough.
Remark 5.27. An (n+1)-tuple α ∈ (Z+)n+1 is called feasible if min1≤i≤N{α·Ii} is attained by at least two different
i’s. Otherwise, it is called non-feasible. According to Lemma 5.25, Cmα = ∅ if α is non-feasible.
Proof. Consider the affine space
Spec C[x(α1)1 , x
(α1+1)
1 , . . . , x
(m)
1 , . . . , x
(αn+1)
n+1 , x
(αn+1+1)
n+1 , . . . , x
(m)
n+1] = A
m(n+1)−∑n+1i=1 (αi−1).
Clearly x(α1)1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 are regular functions on this affine space. We denote by Um the open subset of
Am(n+1)−
∑n+1
i=1 (αi−1)
where x(α1)1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 do not vanish. Let m0 = max1≤j≤n+1{αj}. When m ≥ m0, Cmα is naturally
embedded in Um.
Pick an arc γ in X∞ ∩ (∩1≤i≤n+1Contαi(xi)). Then γ is represented by a homomorphism of C-algebras
(5.28) γ∗ : C[x1, . . . , xn+1] −→ C[[t]], γ∗(xi) =
∞∑
j=αi
x
(j)
i t
j ,
such that γ∗(f) = 0 and x(αi)i 6= 0 for each i. Let us write Gs for the coefficient of ts in γ∗(f). Then by definition
(equation (5.11)), we have Gn0(α) = P0(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ). Hence, as long as m > n0(α), we have C
m
α ⊂
V(P0(x(α1)1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 )). But when min1≤i≤N{α · Ii} is attained by a unique i, P0 is a monomial. Thus,
we have V(P0(x(α1)1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 )) = ∅ in Um, which implies that Cmα = ∅. This shows that Cmα = ∅ if α is
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non-feasible. In what follows, we assume that α is feasible and (aIi)i ∈ Fα ∩ F (A), and show that in such a case,
Cmα is a finite union of locally closed subsets of Um, all of them having dimension less than or equal to the right-hand
side of (5.26).
For each m ≥ m0, we define A0 := Cmα \V(T0). Since (aIi)i ∈ Fα, we can find j such that
∂P0
∂x
(αj)
j
(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ) 6= 0.
Then for each s ≥ 1, consider the highest superscript of xj in the coefficient of tn0(α)+s and we get
(5.29) Gn0(α)+s =
∂P0
∂x
(αj)
j
(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ) · x(αj+s)j +Rs,
where Rs is a polynomial in {x(ti)i |αi ≤ ti ≤ αi + s for all i 6= j, αj ≤ tj < αj + s}. For each s ≥ 1, if we consider
the highest superscript among all xi, for 1 ≤ i ≤ n+ 1, in the coefficient of tn0(α)′+s, we get
(5.30) Gn0(α)′+s = T0(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ) · x(αj0+s)j0 + R˜s,
where R˜s is a polynomial in {x(ti)i |αi ≤ ti ≤ αj0 + s for all i 6= j0, αj0 ≤ tj0 < αj0 + s}.
Note that
Gn0(α)′+m−αj0 = T0(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ) · x(m)j0 + R˜m−n0(α)′ .
Every variable in the above expression of Gn0(α)′+m−αj0 has a superscript ≤ m. The same holds for Gk, with
n0(α) ≤ k < n0(α)′ +m− αj0 . Hence each V(Gk), with n0(α) ≤ k ≤ n0(α)′ +m− αj0 , can be considered as a
closed subset of Um.
We claim that if m > n0(α)′, then
A0 = V(Gn0(α), Gn0(α)+1, . . . , Gn0(α)′+m−αj0 )\V(T0) ⊂ Um.
In fact, if we embed A0 naturally in A∞ := Spec C[x(si)i |1 ≤ i ≤ n + 1, si ≥ αi], and consider each V(Gk) as a
subset of A∞, then we have
A0 = Um ∩ (∩s≥0V(Gn0(α)+s))\V(T0).
Hence, A0 is contained in V(P0, Gn0(α)+1, . . . , Gn0(α)′+m−αj0 )\V(T0) ⊂ Um.
On the other hand, for each s ≥ 1, if we fix
{x(ti)i |αi ≤ ti ≤ αi + s for all i 6= j, αj ≤ tj < αj + s}
such that ∂P0
∂x
(αj)
j
(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ) 6= 0, then the equation Gn0(α)+s = 0 has a unique solution for x(αj+s)j .
Similarly, if we fix
{x(ti)i |αi ≤ ti ≤ αj0 + s for all i 6= j0, αj0 ≤ tj0 < αj0 + s}
such that T0(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ) 6= 0, then the equation Gn0(α)′+s = 0 has a unique solution for x
(αj0+s)
j0
.
The existence of solutions for Gn0(α)+s = 0 and Gn0(α)′+s = 0, for each s ≥ 1, shows that every element in
Um ∩ V(P0, Gn0(α)+1, . . . , Gn0(α)′+m−αj0 )\V(T0) can be lifted to an element in X∞, and hence contained in A0.
Moreover, we see that each equation Gn0(α)+s = 0 or Gn0(α)′+s = 0 cuts down the dimension exactly by 1. This
shows that the codimension of A0 in Um is exactly the number of equations unless A0 = ∅. We conclude that if
A0 6= ∅, then
dim(A0) = m(n+ 1)−
n+1∑
i=1
(αi − 1) + n0(α)− (n0(α)′ − αj0)− 1−m
= mn−
n+1∑
i=1
(αi − 1)− 1 + n0(α)− µj0 .
Now suppose that ψm(γ) ∈ Cmα ∩V(T0). Then the first term on the right-hand side of equation (5.30) vanishes. If
we delete the first term and rearrange the equation to get a new highest-superscript term, we claim that for s sufficiently
large (independent of m), the equation (5.30) becomes
Gn0(α)′+s = T1 · x(s−µ1)j1 + Remaining Terms without x
(s−µ1)
j1
for some polynomial T1 and some number µ1, with s− µ1 being the highest superscript.
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To prove this, let us consider the monomials in the expression ofGn(α)′+s after deleting T0 ·x(αj0+s)j0 . According to
the proof of Lemma 5.18, they are of the form
∏n+1
j=1
∏Iij
k=1 x
(βjk)
i for some i, with β
j
k ≥ αj and
∑
j,k β
j
k = n0(α)
′+s.
Hence, the number
max
s≥1
{max
j,k
{βjk} − s}
is bounded above. In fact, it is bounded above by αj0 . Suppose that the maximum is attained by some s0 ≥ 1 and
(β¯jk)j,k, with β¯
j1
1 = maxj,k{β¯jk}. In other words, the highest superscript appears in the monomial
x
(β¯11)
1 . . . x
(
β¯1
Ii1
)
1 . . .
̂
x
(β¯
j1
1 )
j1
. . . x
(
β¯n+1
Ii
n+1
)
n+1 · x(β¯
j1
1 )
j1
.
On the other hand, for each s ≥ s0, Gn0(α)′+s contains the monomial
x
(β¯11)
1 . . . x
(
β¯1
Ii1
)
1 . . .
̂
x
(β¯
j1
1 )
j1
. . . x
(
β¯n+1
Ii
n+1
)
n+1 · x(β¯
j1
1 +s−s0)
j1
.
This shows that maxs≥1{maxj,k{βjk} − s} is attained by all s ≥ s0 and the same j1. Hence the highest superscript
in Gn0(α)′+s is equal to s − µ1 for some fixed µ1 and for s sufficiently large. We also see that if M · x(s−µ1)j1 is
a monomial in Gn0(α)′+s that contains the highest superscript, then M · x(s
′−µ1)
j1
is a monomial in Gn0(α)′+s′ that
contains the highest superscript for each s′ > s. Moreover, for every such monomial, the weight of M is equal to
n0(α)
′ + µ1. There are only finitely many monomials with a fixed weight. Hence, we get
Gn0(α)′+s = T1 · x(s−µ1)j1 + Remaining Terms without x
(s−µ1)
j1
for s sufficiently large and for a fixed polynomial T1. Clearly, we have s−µ1 ≤ αj0 + s, or equivalently, µ1 ≥ −αj0 .
Let m1 be ≥ the largest superscript appearing in T1 and m1 ≥ m0. Then for each m ≥ m1, we define A1 :=
Cmα ∩ V(T0)\V(T1) ⊂ Um. With the same analysis as above we can show that
A1 = V(T0, Gn0(α), Gn0(α)+1, . . . , Gn0(α)′+µ1+m)\V(T1)
and that each Gi cuts down dimension exactly by 1. Hence either A1 = ∅ or
dim(A1) ≤ m(n+ 1)−
n+1∑
i=1
(αi − 1) + n0(α)− 1− n0(α)′ − µ1 −m
≤ mn−
n+1∑
i=1
(αi − 1)− 1 + n0(α)− (n0(α)′ − αj0)
= mn−
n+1∑
i=1
(αi − 1)− 1 + n0(α)− µj0 .
Inductively, suppose we have Ak = Cmα ∩ (∩l≤k−1V(Tl))\V(Tk) for each m ≥ mk, for some number mk ≥
max0≤i≤k−1{mi}, and when ψm(γ) ∈ Ak we have
(5.31) Gn0(α)′+s = Tk · x(s−µk)jk + Remaining Terms,
for s sufficiently large and some number µk ≥ −αj0 , where s− µk is the highest superscript.
Now suppose that ψm(γ) ∈ Cmα ∩ (∩l≤kV(Tl)), then the first term of the right-hand side of equation (5.31)
vanishes. If we delete the first term and rearrange the equation to get a new highest-superscript term, with the same
proof as above we can show that
Gn0(α)′+s = Tk+1 · x(s−µk+1)jk+1 + Remaining Terms,
for s sufficiently large (independent of m). Clearly, we have µk+1 ≥ µk ≥ −αj0 .
Let mk+1 be ≥ the highest superscript in Tk+1 and mk+1 ≥ mk. For each m ≥ mk+1, we define Ak+1 :=
Cmα ∩ (∩l≤kV(Tl))\V(Tk+1). With the same analysis as in the case when k = 0 we can show that
Ak+1 = V(T0, . . . , Tk, Gn0(α), Gn0(α)+1, . . . , Gn′k+1+m)\V(Tk+1)
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and that each Gi cuts down dimension exactly by 1. Hence either Ak+1 = ∅ or
dim(Ak+1) ≤ m(n+ 1)−
n+1∑
i=1
(αi − 1) + n0(α)− 1− n0(α)′ − µk+1 −m
≤ mn−
n+1∑
i=1
(αi − 1)− 1 + n0(α)− µj0 .
We claim that there can be only finitely many such steps. First note that the highest superscript decreases, or
equivalently, the number µk increases, by at least 1 as k increases by n + 1 because we must have used the same
subscript jk during n + 2 steps. Second, the decrease in highest superscript must eventually stop because Gn0(α)+s
contains the term ∂P0
∂x
(αj)
j
(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ) · x(αj+s)j for some j, with ∂P0
∂x
(αj)
j
(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ) 6= 0,
and for every s ≥ 1. Hence, for each m large enough, we can decompose Cmα into a finite union ∪i≥0Ai, where each
Ai either is empty or has dimension less than or equal to the number in the lemma. This completes the proof. 
Remark 5.32. From the proof of Lemma 5.25 we see that for a fixed feasible α, coefficients (aIi)i ∈ Fα ∩ F (A) and
m large enough, if A0 6= ∅, then we have
(5.33) dim(Cmα ) = mn−
n+1∑
j=1
(αj − 1)− 1 + min
1≤i≤N
{Ii · α} − min
1≤i≤N
1≤j≤n+1 with Iij>0
{Ii · α− αj}.
We also see thatGn0(α)+s = 0 for each s ≥ 1 has a solution as long as T0 6= 0. Therefore, A0 6= ∅ form large enough
if and only if V(P0)\V(T0) 6= ∅ in the torus
(C∗)n+1 = Spec C[x(α1)1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ](x(α1)1 ,x
(α2)
2 ,...,x
(αn+1)
n+1 )
.
Note that the condition V(P0)\V(T0) 6= ∅ is independent of m.
We also need the following result:
Proposition 5.34. ([dFEI07, Proposition 3.5]) If X is a variety over k, then the number of irreducible components of
a cylinder on X∞ is finite.
Recall that if we fix an integral support A = {I1, . . . , IN}, then F (A) and Fα are subsets of (C∗)N defined in
Definition 5.7 and Lemma 5.15 respectively. Each of them contains an open dense subset of (C∗)N . An (n+ 1)-tuple
α = (α1, . . . , αn+1) is called feasible if min1≤i≤N{α · Ii} is attained by at least two different i’s. For each feasible
α, we define polynomials P0 by equation (5.11) and T0 by equation (5.20). Using the above lemmas we obtain the
following theorem:
Theorem 5.35. Let A = {I1, . . . , IN} be an integral support. If
(aIi)1≤i≤N ∈
⋂
feasible α
Fα ∩ F (A)
and X is the hypersurface in An+1 defined by f =
∑N
i=1 aIix
Ii , then X is an integral hypersurface containing the
origin 0 and the invariant λ (defined in Definition 3.10) for the origin satisfies
(5.36) λ(0) ≥ min{
n+1∑
j=1
(αj − 1) + 1− min
1≤i≤N
{Ii · α}+ min
1≤i≤N
1≤j≤n+1 with Iij>0
{Ii · α− αj}},
where the first minimum is taken over all feasible (n+ 1)-tuples α.
Moreover, assume the first minimum is attained at some feasible α. If for this α, we have V(P0)\V(T0) 6= ∅ in the
torus
(C∗)n+1 = Spec C[x(α1)1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ](x(α1)1 ,x
(α2)
2 ,...,x
(αn+1)
n+1 )
,
then the inequality (5.36) is in fact an equality.
COMPUTATIONS OF MATHER MINIMAL LOG DISCREPANCIES 25
Proof. Let f be fixed with (aIi)1≤i≤N ∈ ∩αFα ∩ F (A). By Corollary 5.8, X is an integral hypersurface con-
taining the origin 0. According to Proposition 5.34, pi−1(0) contains only finitely many irreducible components
C1, . . . , Cp, Z1, . . . , Zq , where each Cj is thin and each Zi is fat. We have dim(Cm) = mn− λ(0) when m is large
enough. For each thin irreducible component Cj of pi−1(0), however, by Lemma 2.14 we see that dim(ψm(Cj)) ≤
(m+ 1)(n− 1). Thus, for m large enough, we have
dim(Cm) = max
1≤i≤q
dim(ψm(Zi)).
By Lemma 2.14, the fibers of ψm+1(pi−1(x))→ ψm(pi−1(x)) have dimension≤ n. Since dim(Cm) = mn−λ(0)
for every m large enough, we have
dim(Cm+1) = dim(Cm) + n for m 0.
This also implies that there is some i such that
dim(Cm) = dim(ψm(Zi)) for all m 0.
In fact, pick a positive integerM such that dim(Cm+1) = dim(Cm)+n for allm ≥M . If dim(ψm(Zi)) < dim(Cm)
for some m ≥M , then
dim(ψm+k(Zi)) ≤ dim(ψm(Zi)) + nk
< dim(Cm) + nk
= dim(Cm+k),
for every k ≥ 0. It follows that if there exists mi ≥ M for each i such that dim(ψmi(Zi)) < dim(Cmi), we have
dim(Cm) > max1≤i≤q dim(ψm(Zi)) when m > max1≤i≤q{mi}, a contradiction. Therefore, by relabeling we may
assume that
dim(Cm) = dim(ψm(Z1)) for all m ≥M.
Since X = V(f) is irreducible and is not a hyperplane, we have V(xi, f) ( V(f) for each i. This implies that the
fat component Z1 is not contained in Cont∞(xi) for each i, or equivalently, Z1 does not have infinite order along any
xi. Choose an (n+ 1)-tuple α′ = (α′1, . . . , α
′
n+1) ∈ (Z+)n+1 with
α′i = min{ordγ(xi)|γ ∈ Z1}, 1 ≤ i ≤ n+ 1.
Then if m ≥ max{M,α′1, . . . , α′n+1}, Cmα′ contains a dense open subset of ψm(Z1), hence dim(Cm) = dim(Cmα′).
By applying Lemma 5.25, we get for m 0,
dim(Cm) ≤ mn−
n+1∑
j=1
(α′j − 1)− 1 + min
1≤i≤N
{Ii · α′} − min
1≤i≤N
1≤j≤n+1 with Iij>0
{Ii · α′ − α′j}.
Therefore, for m 0 we have
λ(0) = mn− dim(Cm)
≥
n+1∑
j=1
(α′j − 1) + 1− min
1≤i≤N
{Ii · α′}+ min
1≤i≤N
1≤j≤n+1 with Iij>0
{Ii · α′ − α′j}
≥ min
feasible α
{ n+1∑
j=1
(αj − 1) + 1− min
1≤i≤N
{Ii · α}+ min
1≤i≤N
1≤j≤n+1 with Iij>0
{Ii · α− αj}
}
.
Now suppose the first minimum in (5.36) is attained at some feasible α and that for this α we have
dim(Cmα ) = mn−
n+1∑
j=1
(αj − 1)− 1 + min
1≤i≤N
{Ii · α} − min
1≤i≤N
1≤j≤n+1 with Iij>0
{Ii · α− αj}.
26 WEICHEN GU
Since Cmα ⊂ Cm, we have dim(Cmα ) ≤ dim(Cm). On the other hand, we have dim(Cmα ) ≥ dim(Cmα′) = dim(Cm)
by the choice of α. This shows that
λ(0) = mn− dim(Cmα )
=
n+1∑
j=1
(αj − 1) + 1− min
1≤i≤N
{Ii · α}+ min
1≤i≤N
1≤j≤n+1 with Iij>0
{Ii · α− αj}.
In other words, we obtain an equality if dim(Cmα ) attains the upper bound in the statement of Lemma 5.25 for
some feasible α where the first minimum in (5.36) is attained. According to Remark 5.32, this happens when
V(P0)\V(T0) 6= ∅ for such an α. 
Combining Lemma 5.15, Theorem 5.35 and Proposition 3.11, we get the following corollary:
Corollary 5.37. Let A = {I1, . . . , IN} ⊂ (Z≥0)n+1 be a fixed integral subset (see Definition 5.7). If X is a
hypersurface in An+1 defined by a very general polynomial with support A, then X is an integral hypersurface
containing the origin 0 and we have
(5.38) m̂ld(0;X) ≥ min{
n+1∑
j=1
(αj − 1) + 1− min
1≤i≤N
{Ii · α}+ min
1≤i≤N
1≤j≤n+1 with Iij>0
{Ii · α− αj}}+ n,
where the first minimum is taken over all (n+ 1)-tuples α such that min
1≤i≤N
{Ii ·α} is attained by at least two different
i’s.
Moreover, assume the first minimum is attained at some feasible α. If for this α, the polynomials P0 (defined in
equation (5.11)) and T0 (defined in equation (5.20)) satisfy V(P0)\V(T0) 6= ∅ in the torus
(C∗)n+1 = Spec C[x(α1)1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ](x(α1)1 ,x
(α2)
2 ,...,x
(αn+1)
n+1 )
,
then the inequality (5.38) is in fact an equality.
5.3. Examples.
There are many interesting examples of hypersurfaces where the inequality in Theorem 5.35 turns out to be an equality.
According to Theorem 5.35, we just need to show that the coefficients are in
⋂
α Fα∩F (A), and thatV(P0)\V(T0) 6= ∅
for certain feasible α. In these cases, the invariants λ and Mather mld are independent of the coefficients in the defining
equations.
Example 5.39. Let X = V(f) ⊂ An+1 be an integral variety of dimension n where f is a binomial. Note that X is
not necessarily normal. So it might not be a toric variety. The irreducibility of X implies that we can write f in the
form
f = axβ11 x
β2
2 · · ·xβpp − bxβp+1p+1 xβp+2p+2 · · ·xβp+qp+q ,
where p+ q ≤ n+ 1. If p+ q < n+ 1, X is the product of a lower dimensional binomial hypersurface with an affine
space. The question is hence reduced to the case when p + q = n + 1. By assuming 0 ∈ X , we also require that
p ≥ q ≥ 1. The support A contains N = 2 elements (β1, β2, . . . , βp, 0, . . . , 0) and (0, . . . , 0, βp+1, . . . , βp+q). By
requiring that A is integral (see Definition 5.7), we further assume that the line segment connecting these two points
does not contain any other integral point. Hence X is integral if the coefficients (a, b) ∈ F (A) according to Corollary
5.8. On the other hand, by applying a coordinate change that takes x1 to c · x1 and preserves all x2, . . . , xp+q , we see
that any two such hypersurfaces X and X ′, with different coefficients (a, b) and (a′, b′), are isomorphic. Hence, we
conclude that F (A) = (C∗)2. Clearly, an (n+ 1)-tuple α ∈ (Z+)n+1 is feasible (see Remark 5.27) if and only if
(5.40)
p∑
i=1
αiβi =
p+q∑
i=p+1
αiβi.
For any feasible α, following the notation in the previous section, we have n0(α) =
∑p
i=1 αiβi and
P0(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ) = f(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 )
is of weight n0(α). Since ∂P0
∂x
(αj)
j
is a monomial for each j, Fα = (C∗)2 for each feasible α.
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Now fix a feasible α. Clearly if αj0 = max
1≤j≤n+1
{αj}, then we get
T0(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 ) =
∂f(x
(α1)
1 , x
(α2)
2 , . . . , x
(αn+1)
n+1 )
∂x
(αj0 )
j0
.
In particular, P0 is binomial while T0 is a monomial. Hence V(P0)\V(T0) 6= ∅ in the torus (C∗)n+1. According to
Remark 5.32, for each feasible α, we have
dim(Cmα ) = mn−
n+1∑
j=1
(αj − 1)− 1 + min
1≤i≤N
{Ii · α} − min
1≤i≤N
1≤j≤n+1 with Iij>0
{Ii · α− αj}
= mn−
n+1∑
j=1
(αj − 1) + max
1≤i≤n+1
{αi − 1}.
Therefore, Theorem 5.35 implies that
(5.41) λ = min{
n+1∑
i=1
αi − max
1≤i≤n+1
αi − n},
or equivalently,
(5.42) m̂ld(0;X) = min{
n+1∑
i=1
αi − max
1≤i≤n+1
αi},
where the first minimum is taken over all α ∈ (Z+)n+1 that satisfy equation (5.40).
Example 5.43. Consider the Whitney Umbrella X = V(x2 − y2z). The nonsingular locus of X has codimension 1.
Therefore it does not follow in the framework discussed in Section 4, since it is not normal. Nevertheless, we can use
the formula (5.41) and conclude that λ = 1 and m̂ld(0;X) = 3.
Remark 5.44. The binomial hypersurfaces are nice examples where λ and Mather mld can be computed directly in a
simple form. Note that the result is independent of coefficients a and b. This makes sense because we have seen that
any two binomial polynomials with the same support define isomorphic hypersurfaces. However, this is not the case
if f is more complicated, and then λ indeed depends on the coefficients.
Example 5.45. Let X be a curve in A2 defined by f = a1x2 + a2y2 + a3xy + a4y3. For a very general choice
of coefficients ai, λ has a lower bound given by equation (5.36). The lower bound is 0, which is achieved when
α1 = α2 = 1.
First, assume all ai are equal to 1. Then X is integral. For any choice of feasible α (see Remark 5.27), it’s clear
that P0(x, y) can only be x2 + y2 + xy. Thus the condition ∆α (see Condition 5.12) is satisfied, or equivalently, we
have (1, 1, 1, 1) ∈ ∩αFα. Since T0(x, y) = 2x or 2y, we get V(P0)\V(T0) 6= ∅ in the torus (C∗)4. By Theorem 5.35,
we conclude that λ = 0, and the minimum in equation (5.36) is attained at the tuple α with α1 = α2 = 1.
Now instead we assume that a1 = a2 = a4 = 1 and a3 = 2. X is still integral. But condition ∆α is no longer
satisfied. By computing dim(ψm(pi−1(0))) directly from definition, it can be shown that λ = 1.
Example 5.46. Let X ⊂ An+1 be a hypersurface defined by f = ∑n+1i=1 xbii , with n ≥ 2. As Lemma 5.25 suggests,
we consider only feasible (n + 1)-tuples α (see Remark 5.27). Clearly, α is feasible if and only if min
1≤i≤n+1
{biαi} is
attained by at least two different i’s.
Note that for any feasible α, ∂P0
∂x
(αj)
j
is always a monomial for each j. Thus, we have ∩feasible αFα = (C∗)n+1.
Clearly, when n ≥ 2, X is an integral hypersurface.
Similarly, T0 is always a monomial for any feasible α. So we conclude V(P0)\V(T0) 6= ∅. According to Theorem
5.35, we get
λ = min{
n+1∑
i=1
(αi − 1) + 1− min
1≤i≤n+1
{biαi}+ min
1≤i≤n+1
{(bi − 1)αi}}, or(5.47)
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m̂ld(0;X) = min{
n+1∑
i=1
(αi − 1) + 1− min
1≤i≤n+1
{biαi}+ min
1≤i≤n+1
{(bi − 1)αi}}+ n,
where the first minimum is taken over all feasible α.
There are many classical examples that fall into the category of Example 5.46. A large portion of the following
class of examples are of this type.
Example 5.48. Consider here the ADE singularities. All the varieties here are integral.
(1) Singularities of type Ak: X is defined by f = xk+11 + x
2
2 + · · ·x2n for n ≥ 3.
Choose multi-index α with αi = 1 for 1 ≤ i ≤ n. The minimum weight n0(α) is attained by n − 1 monomials if
k > 1, or n monomials if k = 1. In both cases, α is feasible. Let b1 = k + 1 and bi = 2 for 2 ≤ i ≤ n. Then we have
n+1∑
i=1
(αi − 1) + 1− min
1≤i≤n+1
{biαi}+ min
1≤i≤n+1
{(bi − 1)αi} = 0.
Hence according to equation (5.47), we get λ = 0 or m̂ld(0;X) = n− 1.
(2) Singularities of type Dk: X is defined by f = xk−11 + x1x
2
2 + x
2
3 + · · ·+ x2n with k ≥ 4. One checks easily that
the coefficients are in ∩αFα.
If n ≥ 4, then there are at least two quadratic terms. Hence α = (1, . . . , 1) is feasible, which achieves the minimum
0 in equation (5.36). Note that we have
P0 = (x
(1)
3 )
2 + . . .+ (x(1)n )
2
and T0 = ∂P0
∂x
(1)
3
= 2x
(1)
3 . Therefore, V(P0)\V(T0) 6= ∅. By Theorem 5.35, we get λ = 0 or m̂ld(0;X) = n− 1.
When n = 3, the minimum 1 of equation (5.36) is achieved when α = (2, 1, 2). With similar analysis, we obtain
λ = 1 or m̂ld(0;X) = n = 3.
(3) Singularities of type E6: X is defined by f = x41 + x
3
2 + x
2
3 + . . .+ x
2
n. This belongs to Example 5.46. So we use
equation (5.47).
If n ≥ 4, with α = (1, . . . , 1), we get λ = 0 or m̂ld(0;X) = n− 1. When n = 3, the minimum is achieved when
α = (1, 2, 2), and we get λ = 1 or m̂ld(0;X) = n = 3.
(4) Singularities of type E7: X is defined by f = x31x2 + x
3
2 + x
2
3 + . . .+ x
2
n.
This is very similar to case (2). Again one checks easily that the coefficients satisfy Condition ∆α for all feasible
multi-indices α.
If n ≥ 4, α = (1, . . . , 1) is feasible. Similar to (2) we get λ = 0 or m̂ld(0;X) = n− 1.
When n = 3, α = (2, 2, 3) is feasible and it gives minimum in equation (5.36). Simple analysis similar to the ones
above shows that we have an equality and hence λ = 2 or m̂ld(0;X) = n+ 1 = 4.
(5) Singularities of type E8: X is defined by f = x51 + x
3
2 + x
2
3 + . . .+ x
2
n. This belongs to Example 5.46 so we can
apply formula (5.47).
When n ≥ 4, we get λ = 0 or m̂ld(0;X) = n − 1. The minimum is attained when α = (1, . . . , 1). When n = 3,
we have λ = 2 or m̂ld(0;X) = n+ 1 = 4, and it is attained when α = (2, 2, 3).
5.4. Possible generalizations.
We only treat the case when the hypersurface is defined by a very general polynomial with a fixed support. An obvious
question is: what can we say if the hypersurface is defined by a general polynomial (so that it is integral) with a fixed
support? Unfortunately, the polynomials P0 defined in equation (5.11) and T0 defined in equation (5.20) don’t behave
well and our method fails.
An obvious generalization of the results in this section is to treat the class of complete intersection varieties. How-
ever, our method doesn’t work well when there are multiple defining equations.
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