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We revisit the thermodynamic behavior of the random-anisotropy O(N) model by investigating
its large-N limit. We focus on the system at zero temperature where the mean-field-like artifacts
of the large-N limit are less severe. We analyze the connection between the description in terms of
self-consistent Schwinger-Dyson equations and the functional renormalization group. We provide a
unified description of the phase diagram and critical behavior of the model and clarify the nature
of the possible “glassy” phases. Finally we discuss the implications of our findings for the finite-N
and finite-temperature systems.
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I. INTRODUCTION
The random anisotropy O(N) model (RAO(N)M) was
introduced in the 70’s to describe the magnetic prop-
erties of amorphous alloys with on-site random uniax-
ial anisotropy.1,2 Such physical realizations involve the
Heisenberg (N = 3) and the XY (N = 2) versions. The
quenched disorder associated with the random axes is rel-
evant and therefore modifies the properties of the pure
O(N) counterpart. However, as for many disordered sys-
tems, the nature of the long-distance physics, including
the phase diagram and the critical behavior, is still dis-
puted.
Issues that have been settled concern the absence of
long-range ferromagnetic order in dimension d < 4,3–5 at
least for an isotropic distribution of the random axes,6
and the possibility instead of a quasi-long range order
(QLRO) for weak enough disorder strength.7–9 On the
other hand, an issue that has not been settled is the
existence of a spin-glass phase for strong enough dis-
order when d > 4 and for any disorder strength when
d < 4. Such a phase has been predicted through a vari-
ety of theoretical approaches, and sometimes associated
with a so-called spontaneous replica-symmetry break-
ing as in the Sherrington-Kirkpatrick mean-field model
of Ising spin glasses,3,5,10–12 but this result has been
challenged.13,14 Furthermore, experiments and simula-
tions have been inconclusive.6,8,15
We revisit the model by considering its large-N limit.
Even this limit has led to controversies, which we clar-
ify and resolve in this work. We apply and compare two
formalisms: on the one hand, the 2-particle irreducible
(2-PI) formalism, and the associated Schwinger-Dyson-
like self-consistent equations for the pair correlation func-
tions, which allows one to make contact with the puta-
tive replica-symmetry breaking; on the other hand, the
1-particle irreducible (1-PI) functional renormalization
group (FRG), which has proven a powerful tool to study
the emergence of nonanalytic renormalized disorder cu-
mulants near zero-temperature fixed points and to unveil
the associated physics.7,9,13,18–27 Both formalisms are a
priori exact in the large N limit but, as shown in the
case of a manifold pinned in a random environment,16,17
studying the 1-PI FRG flow provides a systematic way
to find solutions in the regions of parameter space where
the self-consistent Schwinger-Dyson-like equations ap-
parently cease to have stable solutions. Quite impor-
tantly, it is also generalizable to finite N cases.
We focus on the model at zero temperature. The main
reason is that one expects that the possible pathologies
of the large-N limit in random-anisotropy models14 will
then be minimized. For instance, one knows from the
study of the random-manifold model16 that the N →∞
limit is anomalous as far as temperature is concerned:
temperature is dangerously irrelevant and leads to a
thermal boundary layer in finite N , with a deep con-
nection with the phenomenological description in terms
of droplet excitations,21,28,29 whereas it does not when
N → ∞. Restricting oneself to zero temperature there-
fore avoids some aspects of the large-N limit (but not all,
as will be further discussed) that may not be generic to
all values of N .
By introducing in the theory an infrared regulator that
suppresses integration of modes with momentum below
some cutoff and studying the resulting flow of the observ-
ables when decreasing this cutoff, we are able to make
the connection between the two formalisms, the 2-PI ap-
proach with the associated Schwinger-Dyson equations
and the 1-PI FRG, and present a unified description
of the RAO(N)M in the large-N limit at zero temper-
ature. We find in particular the presence of “glassy”
paramagnetic and, above d = 4, “glassy” ferromagnetic
phases, but no bona fide spin-glass phase with a sponta-
neous emergence of a nonzero Edwards-Anderson order
parameter. There is no QLRO phase when d < 4, as
anticipated from the finite-N FRG result that predicts
the disappearance of such a phase above a critical value
Nc ' 9.4412 · · · .7,9 Finally, we discuss the consequences
of our findings for the finite-N model at finite tempera-
ture.
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2II. MODEL AND NAIVE PHASE DIAGRAM
The RAO(N)M is described at a field-theoretical level
by the following action:
S[χ] =
1
T
∫
x
{
1
2
(∂χ(x))2 +
m2
2
χ(x)2 +
w
4!N
(χ(x)2)2
− V(x;χ(x))
}
,
(1)
where
∫
x
≡ ∫ ddx, χ is an N -component vector, and
we have introduced a bare temperature T for book-
keeping. Quenched disorder appears in the form of a
random potential V that describes a (generalized) ran-
dom anisotropy and is invariant in the inversion χ(x)→
−χ(x) (this symmetry distinguishes the model from its
random-field counterpart). The original model considers
a random uniaxial anisotropy,1,3,4,6
V(x;χ(x)) = D
[ N∑
µ=1
(
nˆµ(x)− 1√
N
)
χµ(x)
]2
, (2)
where nˆ a random N -dimensional unit vector uncorre-
lated in space and sampled from a given distribution, but
a tensorial model has been studied as well,5,11,12 with
V(x;χ(x)) =
N∑
µ,ν=1
τµν(x)χµ(x)χν(x) , (3)
where the τµν ’s are uncorrelated in space and cho-
sen from a Gaussian distribution with zero mean and
variance τµν(x)τµ′ν′(x′) = δ(d)(x − x′)(1/2)(δµµ′δνν′ +
δµν′δνµ′)(∆2/N).
It has been argued that the two choices of disorder are
not equivalent.14 Provided that one restricts oneself to
an isotropic distribution of the random axes,6 which we
will do, the symmetries are the same, but when consider-
ing copies or replicas of the systems and averaging over
disorder (see below), the random-axis disorder provides
an infinite sum of cumulants of all orders whereas the
other one is truncated at the second cumulant. We have
found that the latter case indeed leads to nongeneric be-
havior when N →∞ (as in some sense already alluded to
by studies11,12 of the next-to-leading order in 1/N). We
therefore consider a more general random potential taken
from a Gaussian distribution with zero mean, V = 0, and
variance
V(x;χ(x))V(x′;χ′(x′)) = Nδ(d)(x− x′)R
(χ(x).χ′(x)
N
)
,
(4)
where R(u) is a regular function of u2. In the simplest
tensorial model, R(u) = ∆2u
2. In general, for finite N ,
this simple disorder variance should anyhow be renor-
malized to a full function, so it seems more generic to
directly consider such a function at the bare level.
To sum up the problem, it is convenient to first sketch
the putative phase diagram of the RAO(N →∞) model,
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FIG. 1: (Color on line) Zero-temperature phase diagram of
the RAO(N)M model when N → ∞, as obtained from the
“naive” solution in d > 4, illustrated here for d = 5 and a spe-
cific choice of bare disorder variance given in section IV. In
the main figure, PM, FM, and SG refer to paramagnetic, fer-
romagnetic and spin-glass phases, respectively. The vertical
axis correspond to a measure of the bare disorder strength and
the horizontal axis to a measure of the bare mass. There is no
applied source (magnetic field). The (red) dashed-dotted ver-
tical line corresponds to the PM-FM transition. The (black)
dashed lines are where the “naive” solution becomes unsta-
ble. (Note that the whole SG phase is unstable.) The (blue)
dotted line is the limit of existence of meaningful solutions in
the FM region. More details are given in section IV. The in-
set is a magnification of the SG-FM region near ∆B = 1 and
at small negative τ : There is a line separating a stable FM
phase from an unstable FM phase, noted FM(u), and another
line separating the latter from the SG phase.
as obtained from the “naive” solution, without bother-
ing with its stability. As already stressed, we consider
the model at zero temperature, T = 0. However, there
are still two control parameters (in addition to the cou-
pling constants), the bare mass m2 and the bare dis-
order strength, ∝ R′′(0). We illustrate in Fig. 1 the
zero-temperature phase diagram in the mass/disorder-
strength plane in the absence of applied magnetic field
(or source, in field-theoretical language). The critical
PM-FM line is described by classical, mean-field expo-
nents, but the FM-SG one is characterized by those of the
pure model in 2 dimensions less: this is the d → (d− 2)
dimensional-reduction property. The details of the cal-
culation are given below in section IV. For d > 4 (Fig. 1)
we find three phases, paramagnetic (PM) for a large bare
mass, ferromagnetic (FM) for a small or negative mass
and small enough disorder, and spin glass (SG) for a small
or negative mass and large enough disorder. There is a
whole region of the phase diagram where the “naive” so-
lution is actually unstable, and this includes all of the SG
phase and part of the FM one. For 2 < d < 4 (Fig. 2), fer-
romagnetism disappears and only the PM and SG phases
survive, with the latter again being obtained from an
unstable solution. These phase diagrams are similar to
those obtained by several authors before, except for the
instability of the SG and part of the FM phase that was
not found with the simple tensorial model.3,5
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FIG. 2: (Color on line) Zero-temperature phase diagram of
the RAO(N)M model when N → ∞, as obtained from the
“naive” solution for 2 < d < 4, illustrated here for d = 3. The
whole SG phase is unstable. Details are given in section IV.
Note that due to the definition of the renormalized mass, the
scale for the horizontal axis is very different from that of Fig.
1 for d = 5.
III. 2-PI FORMALISM FOR THE LARGE-N
LIMIT OF THE RANDOM ANISOTROPY O(N)
MODEL
As mentioned above, in some limiting cases, closed self-
consistent equations can be derived for one type or an-
other of correlation functions. This is for instance the
case for the large-N limit of the random-manifold model,
in which a manifold of internal dimension d is placed in
a disordered environment embedded in a space of dimen-
sion N .30 In this system, the relation between closed self-
consistent equations and the 1-PI FRG has been studied
in great detail by Le Doussal, Wiese, and Mu¨ller.16,17
Here we consider the related but somewhat more involved
case of the RAO(N)M.
A. Replicated action and 2-PI formalism
The first step is to introduce copies or replicas of the
system with the same disorder. After averaging over the
disorder one obtains a “replicated” action
Srep[{χa}] = 1
T
∫
x
{∑
a
[
1
2
(∂χa(x))
2 +
m2
2
χa(x)
2
+
w
4!N
(χa(x)
2)2
]
− N
2T
∑
a,b
R
(χa(x).χb(x)
N
)}
,
(5)
where a, b label the replicas.
The 2-PI effective action can be obtained by first in-
troducing two kinds of sources, Ja(x) that linearly cou-
ples to χa(x) and Kab(x, x
′) that quadratically couples to
(1/2)χa(x)χb(x
′), and then performing a double Legen-
dre transform from χa to the local order parameter field
φa and from Kab(x, x
′) to the connected correlation func-
tion (considered as a dynamical field) Gab(x, x
′). This
leads to31,32
Γ2PI [{φa}, {Gab}] = Srep[{φa}+ 1
2
Tr log G−1
+
1
2
TrG G−10 [{φa}] + Γ2[{φa}, {Gab}]
(6)
where G0 is the classical (bare) propagator obtained
from the second functional derivative of the bare action
and Γ2 is the sum of all 2-PI diagrams. The station-
ary condition on Γ2PI provides the following “equation
of motions”:31,32
δΓ2PI
δφµa(x)
− Jµa (x) = 0 (7)
and
δΓ2PI
δGµνab (x, x
′)
= 0 , (8)
the latter equation leading to(
G−1
)µν
ab
=
(
G−10
)µν
ab
+ Σµνab , (9)
where we have introduced the self-energy functions,
Σµνab (x, x
′) = 2δΓ2/δG
µν
ab (x, x
′), which are 1-PI correla-
tion functions. We have kept nonzero sources Ja that
explicitly break the replica permutational symmetry in
order to perform expansions in increasing number of
free replica sum and access the (renormalized) disorder-
averaged cumulants characterizing the system.16,24,33 On
the other hand, the sources Kab are set to zero to obtain
Eq. (8).
In the N → ∞ limit, an explicit expression can be
derived for Γ2PI . A short-cut is provided by using the
Gaussian variational method, which is known to be exact
in the large-N limit.30 The variational action, which is a
functional of the replica fields φa and correlation func-
tions Gab, gives the expression of Γ2PI in the N → ∞
limit. Note that we consider the large-N limit where all
replica fields and their differences are of order
√
N (this is
called the “thermodynamic regime” in Ref. [17]). Details
of the calculation as well as the resulting expressions are
given in Appendix A. In Appendix B we also show how
the same result can be derived from the more standard
diagrammatic expansion and Feynman graphical repre-
sentation.
B. Schwinger-Dyson equations
From the expression of Γ2PI , one then obtains the
stationary conditions, Eqs. (7,8). To go further, one
splits the correlation functions according to Gab[{φc}] =
Ĝa[{φc}]δab+G˜ab[{φc}] (and similarly for G0, Σ). Tak-
ing advantage of the fact that the symmetry between
replicas is explicitly broken by the sources, each com-
ponent can then be expanded in free replica sums as
done in previous work.24,26,33 The details are given in Ap-
pendix A. Simplifications resulting from the large-N limit
4are that, first, only fully transverse functions are needed
(the longitudinal direction is as usual defined parallel to
the order parameter φa) and, second, that all elements
of the self-energy are purely local in space. For uniform
replica fields φa, one finds in momentum space
Ĝ
[0]
T (q
2; ρ1) =
T
q2 +m2 +
w
6
ρ1 + T Σ̂
[0]
T (ρ1)
(10)
G˜
[0]
TT (q
2; ρ1,ρ2, z) = − 1
T 2
Ĝ
[0]
T (q
2; ρ1) Ĝ
[0]
T (q
2; ρ2)
×
(
−R′(√ρ1ρ2z) + Σ˜[0]TT (ρ1, ρ2, z)
) (11)
where we have parametrized the replica fields by ρa =
(φa)
2/N (note that there is a factor of 2 of differ-
ence with the definition often used for ρ: see, e.g.,
Ref. [39]) and z, which is the cosine of the angle be-
tween the two replica fields φ1 and φ2. The self-energies
are known functionals of the transverse correlation func-
tions, Σ̂
[0]
T (ρ1) ≡ Σ̂[0]T [ρ1; ĜT ] and Σ˜[0]TT (ρ1, ρ2, z) ≡
Σ˜
[0]
TT [ρ1, ρ2, z; Ĝ
[0]
T , G˜
[0]
TT ], which are given in Appendix A.
To provide explicit expressions, we consider from now
on ρ1 = ρ2 = ρ, but we keep z general so that the im-
portant physics associated with the potential nonanalytic
behavior of the correlation functions in the limit of equal
replica sources (or replica fields) is still described: the
two replica fields are equal when z = 1 but are otherwise
distinct. It is convenient to introduce a renormalized
mass term y(ρ) = m2 + (w/6)ρ+ T Σ̂T (ρ), so that
Ĝ
[0]
T (q
2; ρ) =
T
q2 + y(ρ)
, (12)
and a renormalized disorder function ∆(ρ, z) = R′(ρz)−
Σ˜TT (ρ, ρ, z), so that
G˜
[0]
TT (q
2; ρ, ρ, z) =
(
Ĝ
[0]
T (q
2; ρ)
T
)2
∆(ρ, z) . (13)
Their expressions are given in the form of two coupled
self-consistent equations:
y(ρ) = m2 +
w
6
(
ρ+ ∆(ρ, 1)I2[y(ρ)]
)
+
1
T
[
R′
(
ρ+ ∆(ρ, 1)I2[y(ρ)]
)
−R′
(
ρ+ TI1[y(ρ)] + ∆(ρ, 1)I2[y(ρ)]
)]
(14)
and
∆ (ρ, z) = R′
(
ρz + ∆ (ρ, z) I2[y(ρ)]
)
(15)
where
Ip[y(ρ)] = T
−p
∫
q
Ĝ
[0]
T (q
2; ρ)p =
∫
q
(
1
q2 + y(ρ)
)p
(16)
with
∫
q
≡ ∫ ddq/(2pi)d and p a nonzero integer. An
ultra-violet (UV) cutoff Λ, associated with the inverse
of the underlying microscopic length scale, e.g., a lattice
spacing, is implicitly considered in the above integrals to
ensure the convergence at large momentum q. On the
other hand, the convergence in the infrared (IR) when
y = 0 depends on the spatial dimension. We will refer to
self-consistent equations for correlation functions, such
as Eqs. (14,15), as Schwinger-Dyson (SD) equations.
In the limit T → 0, Eq. (14) can be further simplified
to
y(ρ) = m2 +
w
6
(
ρ+ ∆(ρ, 1)I2[y(ρ)]
)
− I1[y(ρ)]R′′
(
ρ+ ∆(ρ, 1)I2[y(ρ)]
)
.
(17)
The renormalized (transverse) mass y(ρ) is the deriva-
tive with respect to ρ of the effective 1-replica potential
(or mean Gibbs free energy in the language of magnetic
systems) U(φ) ≡ NU(ρ = φ2/N), i.e., y(ρ) = 2U ′(ρ).
IV. THE “NAIVE” SOLUTION AND ITS
INSTABILITY
The above set of SD equations is already closed when
considering Eq. (15) for the renormalized disorder func-
tion ∆(ρ, z) in z = 1 only. This corresponds to the limit
in which the two replicas appearing in this renormalized
disorder variance are equal (since we have already taken
ρ1 = ρ2 = ρ, having z = 1 corresponds to φ1 = φ2). It
is then the same as what is obtained in the conventional
replica framework (where replica symmetry is not explic-
itly broken by considering distinct sources) when replica
symmetry is assumed.
For the sake of concreteness, we consider a model
with a bare variance of the disorder R(u) whose deriva-
tive R′(u) is obtained from the inverse function u =
R′−1(Y (u)) with R′−1(Y ) = λY − µY 3. When the dis-
order strength goes to zero, Y → 0 and u → 0, this
form goes back to the simple random tensorial anisotropy
case, R(u) = (1/λ)(u2/2), with corrections due to higher-
order anisotropies, (µ/λ4)(u4/4) + O(u6), which become
increasingly important as u increases. The form of the
disorder function makes physical sense at small disorder
provided λ, µ > 0 (which correspond to positive vari-
ances of the random anisotropies), and the requirement
that u(Y ) is single-valued imposes the restriction that
∂YR
′−1(Y ) ≥ 0.
With the above choice of disorder variance, the SD
equations, Eqs. (14,15), restricted to z = 1 read
y(ρ) = m2 +
w
6
(
ρ+ ∆(ρ, 1)I2[y(ρ)]
)
− I1[y(ρ)]
λ− 3µ∆(ρ, 1)2
(18)
ρ =
(
λ− I2[y(ρ)]
)
∆(ρ, 1)− µ∆(ρ, 1)3 , (19)
5where we have used R′′(u) = 1/[λ − 3µR′(u)2] together
with Eq. (15) to obtain the first equation.
There are a priori three possible phases in the N →∞
limit of the RAO(N)M: PM, FM, and SG (see also sec-
tion II). A phase with quasi-long-range order is not ob-
served in this limit, as will be verified below (see also
Refs. [7,9]). The PM phase corresponds to a situation
where the only minimum of the effective potential U(φ)
is in φ = 0 (and y(ρ) = U ′(ρ) > 0 ∀ρ, except at the crit-
ical point where the mass vanishes in ρ = 0). The order
parameter of the FM phase is the spontaneous magne-
tization, i.e., a nonzero value of the field at the mini-
mum of the effective potential: y(ρm) = U
′(ρm) = 0
with ρm > 0. Finally, the order parameter for a SG
phase is the Edwards-Anderson-like parameter: Q =∫
q
G˜
[0]
TT (q
2; ρ, ρ, z = 1) = I2[y(ρ)]∆(ρ, 1) evaluated in the
absence of sources, when ρ = 0 (and y(ρ = 0) > 0).
A. The “naive” phase diagram in d > 4
We first consider the case where d > 4. Then, both
I1[0] and I2[0] are finite without the need to introduce
an IR cutoff (but this is not the case for I3[0] unless
d > 6). For a large bare mass m2 the system is always in
the PM phase. By decreasing m2 for low enough disorder
strength, one eventually reaches a critical line separating
the PM from the FM phase. This corresponds to ρm = 0,
y(0) = 0, and Q = 0 (which implies ∆(0, 1) = 0). The
critical line is given from Eq. (18) by 0 = m2 − I1[0]/λ.
The FM phase exists when y(ρm) = 0 with ρm > 0.
Even when ρm → 0+, Eq. (19) tells us that this can only
take place when λ > I2[0]. We define for convenience a
modified bare mass and a modified bare disorder strength
as
τ = m2 − I1[0]
λ
(20)
and
∆B =
I2[0]
λ
. (21)
The PM phase thus exists for τ ≥ 0 and the critical PM-
FM line is located in τ = 0 for ∆B ≤ 1 (see Fig. 1). It is
easily found that the critical exponents characterizing the
transition are the classical ones, η = 0, ν = 1/2, β = 1/2,
etc., which corresponds to the mean-field behavior of a
pureO(N) ferromagnet above its upper critical dimension
d = 4.
The SG phase corresponds to ρ = 0, y(0) > 0 and
Q > 0, i.e., ∆(0, 1) > 0. From Eq. (19), this requires
∆(0, 1)2 = (λ − I2[y(0)])/µ with y(0) given by Eq. (18).
A transition between the SG and the FM phase takes
place when y(0) = 0 and ∆(0, 1) > 0: then, ∆(0, 1) =√
(λ− I2[0])/µ and
−τ = w
6
(I2[0]3
µ
)1/2√1−∆B
∆B
− 3I1[0]
I2[0]
∆B(1−∆B)
3∆B − 2
(22)
with 1 ≥ ∆B > 2/3: see the inset in Fig. 1.
Interestingly, when d < 6, due to the divergence of
I3[0], the critical exponents along this line are not the
classical ones and still depend on the dimension d. They
can be computed from the analysis of the SD equations
in the vicinity of the critical line and are found to be
those of the pure O(N) model in the N → ∞ limit in
dimension d − 2: η = 0, ν = 1/(d − 4), β = 1/2, etc.
This corresponds to the so-called dimensional-reduction
property which is predicted for the RAO(N)M from su-
persymmetry arguments,13 but was shown to be wrong
from FRG results.7,9,13,25 We will come back to this point
in more detail below. Note that for d > 6 one recovers
the mean-field exponents along the SG-FM line: d = 6
is thus the upper critical dimension. In the following
we will mostly consider the case d < 6, which is more
interesting.
B. Replicon operator and stability
So far the analysis has not taken into account the sta-
bility of the SD equations nor the SG susceptibility. In
a previous work33 we have shown that the linear sta-
bility operator of the SD equations obtained from the
2-PI formalism is related to the “replicon” operator34,35
which signals the instability of the replica-symmetric so-
lution. In the present case where the self-energies are
purely local, it is convenient to consider the 2-PI ef-
fective action Γ2PI as a functional of the fields {φa}
and the self-energies {Σab} and study the stability of
the stationary solutions by looking at the second deriva-
tives of Γ2PI with respect to the self-energies (see also
[16,30]), (1/NT 2)
∑
µ,ν 2(δ
2Γ2PI/δΣ
µµ
ab δΣ
νν
cd ) with a < b
and c < d, evaluated when all replica fields are equal: see
also Appendix A. The replicon eigenvalue is then simply
given by
Λ˜rep (ρ, 1) = I2[y(ρ)]
[
1− I2[y(ρ)]R′′
(
ρ+ ∆(ρ, 1)I2[y(ρ)]
)]
=
I2[y(ρ)]
λ− 3µ∆(ρ, 1)2
[
λ− I2[y(ρ)]− 3µ∆(ρ, 1)2
]
(23)
where the second line is valid for the present choice of
bare disorder variance. Note that λ − 3µ∆(ρ, 1)2 must
be strictly positive (see above) and I2[y(ρ)] is strictly
positive as well, so that without loss of generality we can
study the second term only, i.e.,
Λrep (ρ, 1) = λ− I2[y(ρ)]− 3µ∆(ρ, 1)2 , (24)
which for simplicity we will keep referring to as the repli-
con eigenvalue.
The replica-symmetric solution is valid when
Λrep (ρ, 1) ≥ 0 and its instability to a putative spon-
taneous breaking of replica symmetry (the “Almeida-
Thouless” line34,35) corresponds to Λrep (ρ, 1) = 0. On
the other hand, one also has from deriving Eq. (15) with
6respect to z
Λrep(ρ, 1)∂z∆(ρ, z)|z=1 = ρ , (25)
so that when the replicon goes to zero, ∂z∆(ρ, z) → ∞
in the limit z → 1, which signals the appearance of a
nonanalytic behavior in
√
1− z in ∆k(ρ, z).33
The replicon eigenvalue is positive for a large bare
mass τ and is still positive at the PM-FM critical line.
There indeed, Λrep(0, 1) = λ − I2[0], which is positive
when ∆B ≤ 1. When ρ = 0 the replicon becomes
zero when ∆(0, 1)2 = (λ − I2[y(0)])/3µ. It is then neg-
ative in the SG phase (where, see above, ∆(0, 1)2 =
(λ− I2[y(0)])/µ) and is zero right at the PM-SG transi-
tion where ∆(0, 1) = 0 and I2[y(0)] = λ. The SG sus-
ceptibility, which is given by the inverse of the replicon
eigenvalue when ρ = Q = 0, hence, when ∆(0, 1) = 0,
therefore diverges on this line, and the latter is defined by
τG = y(0)− (I1(0)− I1[y(0)])/I2[y(0)] with I2[y(0)] = λ.
When approaching the transition line from the PM phase,
the SG susceptibility diverges as (τ − τG)−1/2, which im-
plies a critical exponent γ = 1/2.
We next determine the locus of the points where
Λrep(ρm, 1) = 0 in the FM phase. This corresponds to
∆(ρm, 1)
2 = (λ− I2[0])/(3µ), which from Eq. (19) gives
∆(ρm, 1) =
(I2[0]
3µ
)1/2( 1
∆B
− 1
)1/2
(26)
and
ρm = (2/3)
(I2[0]3
3µ
)1/2( 1
∆B
− 1
)3/2
. (27)
The additional SD equation leads to another Almeida-
Thouless instability line defined by
−τG = w
18
(I2[0]3
3µ
)1/2
(1−∆B)1/2 (2 + ∆B)
∆
3/2
B
−I1[0]
I2[0]
(1−∆B) .
(28)
The phase diagram obtained from the above calcula-
tion is illustrated in Fig. 1 (with µ = 16, w = 90, and
Λ = 100). Note that due to the field-theoretical nature
of the formulation, there is only a restricted interval of
the bare parameters that leads to meaningful solutions.
At zero temperature, a too large negative masse or a too
large disorder strength may lead to no or spurious solu-
tions. This of course would not be the case for a more
realistic lattice model but does not alter the qualitative
nature of the phase diagram nor the critical behavior. As
an illustration of this problem, the blue dotted line in the
FM region of the diagram marks the limit of existence of
acceptable solutions; the replicon eigenvalue is positive
along this line and to the right of it.
We stress that the “naive” solution, either replica-
symmetric in the conventional replica method or analytic
in z in the present formalism with explicit breaking of the
replica symmetry, is not valid in the region at negative τ
delimited by the two Almeida-Thouless instability lines
(the associated “naive” replicon eigenvalue is negative
there). In particular, one cannot conclude on the exis-
tence of a SG phase, and the SG-FM critical line with
the dimensional-reduction property has no validity.36
C. The “naive” phase diagram in 2 < d < 4
Before delving more into the problem of solving the
model when one reaches the lines where the replicon van-
ishes, we consider the case where 2 < d < 4 (only the PM
exists when d < 2). Then, I1[0] is finite but I2[0] diverges.
The latter divergence prevents the occurrence of a FM
phase and one can check as well that there is no pseudo-
FM phase with quasi-long range order. We are left with
only two possible phases, PM and SG, in which the renor-
malized mass stays nonzero. The line separating the PM
and SG phases again corresponds to one where the repli-
con vanishes (and the SG susceptibility diverges). It is
again given by τG = y(0) − (I1(0) − I1[y(0)])/I2[y(0)],
with I2[y(0)] = λ for all values of the bare disorder,
and the SG susceptibility diverges when approaching
the transition line with an exponent γ = 1/2. Note
that the definition ∆B = I2[0]/λ is no longer appropri-
ate and that we have used instead ∆B = Jd/λ, with
Jd = limy→0(y(4−d)/2I2[y]), in the phase diagram dis-
played in Fig. 2.
Finally we note that if we set µ = 0 in the above re-
sults, whether for 2 < d < 4 or for d > 4, the SG phase
corresponds to λ − I2[y(0)] = 0 and the replicon eigen-
value is then equal to zero in the whole phase, instead
of becoming negative when µ > 0. This corresponds to
the simple tensorial model studied in Refs. [3,5,10] where
it was argued that the SG is stable (or marginal) in the
N →∞ limit.
V. CUTOFF-DEPENDENT SD EQUATIONS
AND 1-PI FRG FLOW
Guided by the treatment of the large-N random mani-
fold model,16 it is tempting to try to go from the SD equa-
tions to the FRG ones. To do this, one must first add to
the 1-PI 2-point correlation functions (proper vertices)
an infrared regulator Rk(q
2) that plays the role of an
additional mass term suppressing the small-momentum
fluctuations below some running IR scale k:
TĜ
[0]
T,k(q
2; ρ)−1 =
q2 +Rk(q
2) +m2 +
λ
3
ρ+ Σ̂
[0]
T [ρ; Ĝ
[0]
T,k(ρ)]
(29)
with Rk(q
2 = 0) ∼ k2 and Rk(q2 > k2) ' 0. Note that
the functional form of the self-energy Σ̂
[0]
T does not explic-
itly depend on k: the dependence only comes through the
transverse correlation function (or “propagator”) Ĝ
[0]
T,k.
The same property applies to the self-energy Σ˜
[0]
TT . Eqs.
7(14) and (15) are thus still valid with y(ρ) replaced by
yk(ρ), ∆ (ρ, z) replaced by ∆k (ρ, z), and Ip[y(ρ)] by
Ip,k[yk(ρ)] =
∫
q
(
1
q2 +Rk(q2) + yk(ρ)
)p
. (30)
In the limit T → 0 this gives
yk(ρ) = m
2 +
w
6
(
ρ+ ∆k(ρ, 1)I2,k[yk(ρ)]
)
− I1,k[yk(ρ)]R′′
(
ρ+ ∆k(ρ, 1)I2,k[yk(ρ)]
)
(31)
and
∆k (ρ, z) = R
′
(
ρz + ∆k (ρ, z) I2,k[yk(ρ)]
)
. (32)
Note that the above equations contain both renormalized
1-PI quantities, yk(ρ) and ∆k(ρ, z), and bare quantities,
m2, w, and R(u).
Associated with these equations is a cutoff-dependent
replicon eigenvalue,
Λrep,k(ρ, 1) =
1
R′′
(
ρ+ ∆k(ρ, 1)I2,k[yk(ρ)]
) − I2,k[yk(ρ)] .
(33)
This eigenvalue controls the stability of the replica-
symmetric solution of the k-dependent SD equations
with respect to spontaneous replica-symmetry breaking
(RSB). It also controls the stability of Eq. (32) when
considering its z dependence. Indeed, and similarly to
what discussed above [see Eq. (25)], deriving the equa-
tion with respect to z and evaluating it in z = 1 leads
to
Λrep,k(ρ, 1) ∂z∆k(ρ, z)|z=1 = ρ . (34)
The right-hand side is finite so that the vanishing of the
replicon implies the divergence of ∂z∆k(ρ, z) in z = 1 and
the emergence of a nonanalytic z-dependence of ∆k (ρ, z)
(see also above).
Within the present formalism, the replicon can be gen-
eralized to any value of z, with:
Λrep,k(ρ, z) =
1
R′′
(
ρz + ∆k(ρ, z)I2,k[yk(ρ)]
) − I2,k[yk(ρ)]
(35)
However, with the physical requirement that R′′(u) ≥ 0
and R′′′(u) ≥ 0 (and of course R′(u) ≥ 0), one finds that
Λrep,k(ρ, z) ≥ Λrep,k(ρ, z = 1), at least so long as the
replicon in z = 1 is positive. For given control parameters
and a given ρ, an instability therefore first appears in
z = 1.
RG flow equations for the 1-PI functions yk(ρ) and
∆k(ρ, z) can be obtained by taking derivatives of the
above k-dependent SD equations with respect to the IR
cutoff k and by eliminating all bare quantities in the ex-
pressions to retain only renormalized 1-PI ones. It turns
out that this can be done by using the information pro-
vided by the partial derivatives of the equations with re-
spect to ρ and z. Focusing first on Eq. (32) for ∆k(ρ, z)
one arrives at
∂k∆k(ρ, z) =
1
ρ
∂z∆k(ρ, z) ∆k(ρ, z) ∂kI2,k[yk(ρ)] (36)
and
∂k∆k(ρ, 1) =
∂ρ∆k(ρ, 1) ∆k(ρ, 1) ∂kI2,k[yk(ρ)]
1 + ∆k(ρ, 1)∂ρI2,k[yk(ρ)]
, (37)
which are indeed compatible as the partial derivatives of
I2,k and ∆k are related through
∂ρI2,k[yk(ρ)] =
ρ ∂ρ∆k(ρ, z)− z ∂z∆k(ρ, z)
∆k(ρ, z) ∂z∆k(ρ, z)
. (38)
To go further, one also needs to take into account Eq. (31)
for yk(ρ). Details are given in Appendix C. The final flow
equations are obtained after introducing the operator ∂̂k
acting only on the regulator function Rk(q
2), such that
∂̂kIp,k[yk(ρ)] ≡ −p
∫
q
[q2+Rk(q
2)+yk(ρ)]
−(p+1)∂kRk(q2).
They read (recall that we work in the limit T = 0)
∂kyk(ρ) =− ∂̂kI1,k[yk(ρ)] ∂ρ∆k (ρ, 1)
+ ∂̂kI2,k[yk(ρ)] ∆k (ρ, 1) ∂ρyk(ρ)
(39)
and
∂k∆k(ρ, z) =
1
ρ
∂̂kI2,k[yk(ρ)]
(
[∆k(ρ, z)− z∆k(ρ, 1)]×
∂z∆k(ρ, z) + ∆k(ρ, 1) ρ ∂ρ∆k(ρ, z)
)
− 1
ρ
∂̂kI1k[yk(ρ)]×
∂ρ∆k(ρ, 1)
∂ρyk(ρ)
[
ρ ∂ρ ∆k(ρ, z)− z ∂z∆k(ρ, z)
]
.
(40)
Note that the above flow equations are still in a “dimen-
sionful” form. To obtain proper RG equations, where
transformations associated with both coarse-graining and
rescaling are performed, one must also introduce scaling
dimensions to define “dimensionless” quantities as well as
a dimensionless RG scale, t = log(k/Λ) with Λ the UV
cutoff. This is easily done but for most of the present
study it is more convenient to stay with the dimensionful
flow equations, which will nonetheless be referred to as
FRG equations.
As in the simpler case of the large-N random man-
ifold model,16 the present derivation of the 1-PI FRG
flow equations from the cutoff-dependent SD equations
relies on the structure of the self-energy functions. The
latter indeed depend on the arguments ρ, z, Ĝ
[0]
T,k, G˜
[0]
TT,k
through two combinations only: ρz+ ∆k (ρ, z) I2,k[yk(ρ)]
and ρ+TI1,k[yk(ρ)]+∆k (ρ, 1) I2,k[yk(ρ)]. This is a prop-
erty of the N →∞ limit and is not true in general. (For
instance, this is no longer found at the next-to-leading
order of the 1/N expansion.) The more general relation
8between SD equations and 1-PI FRG flow will be ana-
lyzed elsewhere.38
One can check that in the vicinity of the lower crit-
ical dimension for ferromagnetism, d = 4, the above
equations coincide with the perturbative 1-PI FRG equa-
tions derived from the nonlinear sigma model.7,9,13,25 In-
deed in d = 4 + , the minimum of the effective poten-
tial, which corresponds to yk = 0, grows as ρmk ∼ 1/
at and around the fixed point that controls the critical
point. Asymptotically close to this fixed point, when
k → 0, ∂̂tI1,k[0] ∼ −k2+ and ∂̂tI2,k[0] ∼ −k, and
one can introduce dimensionless quantities through the
following scaling: ρmk ∼ k+η¯, ∆k ∼ kη¯, yk(ρ) ∼ k2,
where we have used that the anomalous dimension η is
zero in the limit N → ∞. Furthermore, it can be self-
consistently checked that ∂ρ ∆k(ρ, 1)|ρ=ρmk = O() while
∂ρyk(ρ)|ρ=ρmk = O(1). Eqs. (39,40) can finally be sim-
plified to
∂tρmk = C4 k
 ∆k (ρmk, 1) (41)
and
∂t∆k(ρmk, z) =
− 1
ρmk
C4 k

[
[∆k(ρmk, z)− z∆k(ρmk, 1)
]
∂z∆k(ρmk, z)
(42)
where C4 is a positive constant and the first equa-
tion follows from ∂tyk(ρmk) = 0 = ∂tyk(ρ)|ρ=ρmk +
∂ρyk(ρ)|ρ=ρmk∂tρmk. After introducing ∆̂k(z) =
k∆k(ρmk, z)/ρmk, which is of order  at the fixed point,
one arrives at the following flow equation:
∂t∆̂k(z) = ∆̂k(z)− C4
([
∆̂k(z)− z∆̂k(1)
]
∆̂′k(z)
+ ∆̂k(z)∆̂k(1)
)
.
(43)
From Eq. (41) combined with the definition of ∆̂k and the
scaling of ρmk, one also immediately derives that + η¯ =
C4∆̂∗(z = 1), where ∆̂∗(z) is the fixed-point function.
These equations are identical to the N →∞ limit of the
1-PI FRG equations derived at one loop in Refs. [7,13,25].
The above equations are amenable to explicit solutions
(see also [9]).
To conclude this section, what has been gained by turn-
ing the self-consistent equations (at the scale k) into dif-
ferential flow equations is that the linear stability (repli-
con) operator has been partly eliminated through the
manipulations and that a solution can now be found by
following the evolution with decreasing k. We will now
show the interest of such a change of perspective.
VI. PARTIAL SOLUTION OF THE CUTOFF
DEPENDENT SD EQUATIONS AND
VANISHING OF THE REPLICON
We first consider the solution of the k-dependent SD
equations. So long as the associated replicon eigenvalue,
Λrep,k(ρ, 1), is positive, the solution of these equations
coincides with that of the 1-PI FRG flow. It is therefore
interesting to first locate the lines where the replicon van-
ishes.
For the sake of concreteness we study the model al-
ready introduced with R′−1(Y ) = λY − µY 3, but the
results are generic. The k-dependent SD equations at
T = 0 then read
yk(ρ) = m
2 +
w
6
(
ρ+ ∆k(ρ)I2,k [yk(ρ)]
)
− I1,k [yk(ρ)]
λ− 3µ∆k(ρ)2
(44)
ρz =
(
λ− I2,k[yk(ρ)]
)
∆k (ρ, z)− µ∆k (ρ, z)3 , (45)
which can be closed by looking only at z = 1. In addition,
the k- and ρ-dependent replicon eigenvalue is given by
Λrep,k(ρ, 1) = λ− I2,k [yk(ρ)]− 3µ∆k(ρ, 1)2 . (46)
For numerical applications, we choose for IR regulator
the “optimized” one introduced in Ref. [40]: Rk(q) =
(k2 − q2)Θ(k2 − q2). With this choice one has
Ip,k[y] = vd
[
2
d
kd
(k2 + y)p
+
∫ Λ2
k2
dx
x
d
2−1
(x+ y)p
]
, (47)
where v−1d = 2
d+1pid/2Γ(d/2).
The phase diagram of the IR-regularized k-dependent
model at zero temperature is similar to that obtained
above for k = 0. For d > 4, it has the same topology,
except that it is globally shifted to more negative val-
ues of τ and larger values of ∆B : the meeting point of
the Almeida-Thouless instability lines is displaced from
(τ = 0,∆B = 1) to (τ = −(I1,0[0]− I1,k[0])/λ ≤ 0,∆B =
I2,0[0]/I2,k[0] ≥ 1), and the PM-FM critical line is also
moved from τ = 0 to τ = −(I1,0[0] − I1,k[0])/λ. This is
illustrated in Fig. 3. For 2 < d < 4, an FM phase appears
at nonzero k because I2,k[0] is finite. The k-dependent
phase diagram is similar to that for d > 4, except that
the tricritical point where the Almeida-Thouless lines
also meet is at (τ = −(I1,0[0] − I1,k[0])/λ ≤ 0,∆B =
Jd/I2,k[0] ≥ 0) and the FM phase vanishes when k → 0.
The above property of the k-dependent phase diagram
implies that a point which is located in the PM phase
at k = 0 is in this phase for all larger values of k and,
similarly, a point which at k = 0 is in the FM phase
where the replicon is positive is in this same phase (or in
the PM phase) for all k > 0. It is therefore interesting to
consider the situation for the region of the k = 0 phase
diagram corresponding to the SG and FM phases inside
the Almeida-Thouless instability lines for d > 4 or to the
SG phase for 2 < d < 4, all of which are in fact ill-defined
in the naive calculation where the solutions come with a
negative value of the replicon. In this region, we also
consider nonzero sources so that ρ can take any value,
and we study the locus of the points k∗(ρ) where the
replicon vanishes,
Λrep,k∗(ρ)(ρ, 1) = 0 . (48)
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FIG. 3: (Color on line) Variation with k of the zero-
temperature phase diagram of the IR-regularized large-N
RAO(N)M in d = 5. It is illustrated from top-right to bot-
tom left for k = 0, 30, 40 (recall that Λ = 100). Note that the
shift of the transition lines to the lower right as k decreases.
The (black) full lines mark the PM-SG transition, the (black)
dashed lines are where the k-dependent replicon vanishes in
the FM phase, and the (red) dashed-dotted lines indicate the
PM-FM transition. The (blue) dotted lines show the limit of
existence of meaningful solutions (the k-dependent replicon
is positive along and to the right of the line). The transition
between the SG and the unstable FM phases shown in the
inset of Fig. 1 is not displayed here. The k-dependent phase
diagram for 2 < d < 4 is topologically similar to that shown
in the figure, except that the FM phase vanishes when k → 0.
A large enough UV cutoff Λ guarantees that the replicon
is positive at this scale and one therefore finds a nontrivial
line in the (k, ρ) plane in the relevant region of the k = 0
phase diagram. When k = k∗(ρ) one derives from the
k-dependent SD equations that
∆k∗(ρ, 1) ≡ ∆k∗(ρ)(ρ, 1) =
(
ρ
2µ
)1/3
,
I2,k∗[ρ] ≡ I2,k∗(ρ)[yk∗(ρ)(ρ)] = λ−
3
2
(2µ)1/3ρ2/3 ,
(49)
while yk∗(ρ) ≡ yk∗(ρ)(ρ) is given by the solution of Eq.
(44).
The results are illustrated in Fig. 4 for d = 5 (which
is representative of the whole interval 4 < d < 6) and
in Fig. 5 for d = 3 (representative of 2 < d < 4). For
convenience we plot ρ∗(k), which is equivalent to k∗(ρ)
as the function is single-valued (one can show that ρ∗, or
equivalently k∗, is a decreasing function of its argument).
Let us discuss first the case where d > 4. We con-
sider two situations, one corresponding to the (naive)
FM phase and one to the (naive) SG phase. In the
FM case, one finds that for a large enough Λ the sys-
tem at this scale is in the PM phase. When decreasing
k one then first encounters a transition to a FM phase
characterized by a nonzero minimum ρm(k) ≡ ρmk for
which yk(ρm(k)) = 0. For ρ > ρm(k), yk(ρ) > 0 but for
ρ < ρm(k), yk(ρ) < 0. We find that a portion of the line
ρ∗(k) is located in the latter region. Indeed, since the
fluctuations in the IR-regularized system considered at
a nonzero scale k are suppressed, the associated “effec-
tive average potential” Uk(ρ) is not convex.
39 This allows
the presence of a region where the mass yk(ρ) is negative
(but yk(ρ) +Rk(0) is always positive). The convexity of
Uk(ρ) is only restored in the limit k → 0, as shown in the
context of the FRG.39 The curves ρ∗(k) and ρm(k) for a
generic choice of bare parameters are displayed in Fig. 4
(a) for d = 5. The point at which the two curves cross
defines a “Larkin” scale kL. In the case of the SG phase,
ρ∗(k) decreases from a nonzero value at k = 0 to zero at
a “Larkin” scale kL: see Fig. 4 (b). Finally for 2 < d < 4
only the SG phase needs to be considered at k = 0 (but
the system may go through an FM phase when k > 0)
and the results are similar to those obtained for the SG
phase when d > 4: see Fig. 5 for d = 3.
In the region of the (k, ρ) plane for ρ below the curve
ρ∗(k), or alternatively for k less than k∗(ρ), the cutoff-
dependent SD equations in their present form no longer
have a solution. We will now show that the problem can
be cured by switching to the 1-PI FRG equations.
VII. FULL SOLUTION OF THE 1-PI FRG
EQUATIONS
As already stressed, when the k-dependent replicon
Λrep,k(ρ, 1) is positive, there is a complete equivalence
between the cutoff-dependent SD equations and the 1-PI
FRG equations. What happens, then, when for a given
ρ the running IR scale k reaches k∗(ρ)? We show be-
low from the analysis of the 1-PI FRG equations that
the flows of the two dimensionful quantities ∆k(ρ, z) and
I2,k(ρ) ≡ I2,k[yk(ρ)] exactly freeze at the scale k∗(ρ). To
demonstrate this property, it is useful to start not from
the final form of the equations given above in Eqs. (39,
40) but from intermediate 1-PI expressions, such as those
in Eqs. (36-38).
Since ∂z∆k(ρ, z) → ∞ when z → 1 and k → k∗(ρ)
while both ∆k(ρ, 1) and ∂ρ∆k(ρ, 1) are expected to stay
finite, Eq. (38) considered when z → 1 gives that
∂ρI2,k[yk(ρ)] → −1/∆k(ρ, 1) when k = k∗(ρ). Insert-
ing this result in Eq. (36), together with the fact that
∂k∆k(ρ, z) is finite (not diverging), immediately leads to
the result that ∂kI2,k[yk(ρ)] → 0 when k → k∗(ρ). One
can see that Eq. (37) has then a priori an ambiguous ( 00 )
expression in k∗(ρ), which will be clarified below. We
can now consider Eq. (36) for z 6= 1, so that ∂z∆k(ρ, z)
is possibly large but stays finite when k → k∗(ρ). As
we just found that ∂kI2,k[yk(ρ)] → 0, it follows that
∂k∆k(ρ, z) → 0 when k → k∗(ρ) for z 6= 1. This proves
that the flows of ∂kI2,k[yk(ρ)] and ∂k∆k(ρ, z) for z 6= 1
exactly freeze when k = k∗(ρ).
The consistency of the result also implies an ad-
ditional property. To see this it is convenient to
derive a flow equation directly for I2,k[yk(ρ)] from
that for yk(ρ). By using that ∂kI2,k[yk(ρ)] =
10
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FIG. 4: (Color on line) Locus of the points ρ∗(k) where the
replicon first vanishes in the IR-regulated model when d > 4.
Illustration for d = 5 and for the model with bare disorder
variance R′−1(Y ) = λY − µY 3 with bare parameters w = 90,
µ = 16, and Λ = 100. (a) Unstable FM region of the k =
0 phase diagram (see Fig. 1): here, ∆B = 0.971 and τ =
−336.25. We also show the value of the nontrivial minimum
of the potential ρm(k). The two curves meet at the “Larkin”
scale kL ' 3.874 and below this scale the “naive” solution is
unstable. Note that the renormalized mass yk(ρ) is positive
for ρ > ρm(k) and negative for ρ < ρm(k). (b) Unstable
SG region of the k = 0 phase diagram (see Fig. 1): here,
∆B = 2 and τ = −236.667. The Larkin scale kL ' 32 now
corresponds to ρ∗ = 0 (we only plot k ≤ kL).
∂̂kI2,k[yk(ρ)] − 2I3,k[yk(ρ)]∂kyk(ρ) and ∂ρI2,k[yk(ρ)] =
−2I3,k[yk(ρ)]∂ρyk(ρ), one obtains from Eq. (39)
∂kI2,k(ρ) = 2I3,k(ρ) ∂̂kI1,k(ρ) ∂ρ∆k(ρ, 1)
+ ∂̂kI2,k(ρ)
[
1 + ∆k(ρ, 1)∂ρI2,k(ρ)
]
,
(50)
where Ip,k(ρ) ≡ Ip,k[yk(ρ)]. When k → k∗(ρ), the left-
hand side and the second term of the right-hand side are
zero (see above), which then implies that ∂ρ∆k(ρ, 1) = 0
at k = k∗(ρ)+. We have also checked these results by
solving numerically the flow equations for generic initial
conditions of the flows down to k∗(ρ) with the bare dis-
order function and the IR regulator given above.
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FIG. 5: (Color on line) Locus of the points ρ∗(k) at which the
replicon first vanishes in the IR-regulated model when 2 <
d < 4. Illustration for d = 3 and for the unstable SG region
of the k = 0 phase diagram (see Fig. 2): here, ∆B = 0.078
and τ = −8. The Larkin scale kL ' 3 corresponds to ρ∗ = 0
(we only plot k ≤ kL). For the present choice of parameters
the system is in the unstable SG phase at k = 0 but moves
through the FM phase for k & 0.15 and the replicon then
vanishes for a negative value of the renormalized mass.
We stress that it is the flow of I2,k[yk(ρ)] that stops at
k∗(ρ), not that of yk(ρ) itself. Indeed, ∂̂kI2,k[yk(ρ)] is not
zero when k = k∗(ρ). Note also that it is the evolution of
the dimensionful quantities that freezes, not that of their
dimensionless counterparts which continue to flow due
to the (trivial) scaling or dimensional part of the beta
functions.
As one can see from Eq. (36) there is an ambiguity
when both z → 1 and k → k∗(ρ)+ since ∂z∆k(ρ, z) di-
verges while ∂kI2,k[yk(ρ)] goes to zero. This corresponds
to a nonuniform convergence of the function ∆k(ρ, z) and
the presence of a boundary layer in (1− z)/[k − k∗(ρ)]α
with α > 0 some exponent to be determined. On the
other hand, the solution for I2,k[yk(ρ)] and ∆k(ρ, 1) ex-
actly at k = k∗(ρ) is given by Eq. (49) as the SD equa-
tions are equivalent here with the 1-PI FRG equations.
One easily obtains that the boundary-layer solution
has an exponent α = 2, i.e.,
∆k(ρ, z) = ∆k∗(ρ, 1)
[
1 + δk G
(
1− z
δk2
)
+ O(δk2, 1− z)
]
,
(51)
where we have introduced δk = [k− k∗(ρ)]/[ρk′∗(ρ)] with
k′∗(ρ) the first derivative of k∗ with respect to ρ. Note
that we are interested in k → k∗(ρ)+, which corresponds
to δk → 0− as k′∗(ρ) is negative (see section VI). To give
explicit expressions, we focus again on the bare disorder
variance such that R′−1(Y ) = λY − µY 3, in which case,
∆k∗(ρ, 1) = [ρ/(2µ)]1/3. The set formed by Eqs. (37-
38) can be solved in the limit z → 1, δk → 0− with
x = (1− z)/δk2 = O(1), which leads to
G(x) = −
√
C2 +
2
3
x (52)
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and
I2,k(ρ) = λ− 3
2
(2µ)1/3ρ2/3
[
1 + C2δk2 + O(δk3)
]
, (53)
where C is a nonzero constant that may a priori de-
pend on ρ and can be determined by looking at the ρ-
derivative of ∆k(ρ, 1). From the expression ∆k(ρ, 1) =
[ρ/(2µ)]1/3[1+ |C|δk+O(δk2)], which is obtained by tak-
ing x = 0 in Eq. (52) with δk negative, and the re-
quirement ∂ρ∆k(ρ, 1) = 0 for δk = 0
−, one finds that
|C| = 1/3. (Note the absence of linear term in δk in the
expression of I2,k(ρ), contrary to that of ∆k(ρ, 1).)
One can also obtain the “outer” solution of Eq. (36)
for δk → 0 and (1− z) = O(1) in the form
∆k(ρ, z) =
(
ρ
2µ
)1/3 [
1 + g(z) + h(z)δk+ O(δk2)
]
(54)
with g(1) = h(1) = 0. From Eqs. (37)-(38), one finds
that h(z) = 0 and g(z) is solution of g(z)3 + 3g(z)2 =
2(1− z) (as also directly obtained from the k-dependent
SD equations). As
g(z) = −
√
2
3
(1− z) + O(1− z) (55)
when z → 1, the “outer” solution matches the “inner”
one when x→∞, as required.
Since the evolution of I2,k(ρ) and of ∆k(ρ, z) for z 6= 1
stop at k = k∗(ρ), the 1-PI FRG equations for k < k∗(ρ)
simply read
∂kI2,k[yk(ρ)]|ρ = 0 , (56)
which implies
∂kyk(ρ) =
∂̂kI2,k[yk(ρ)]
2I3,k[yk(ρ)])
= ∂̂tI2,k[yk(ρ)]∆k(ρ, 1)∂ρyk(ρ) ,
(57)
and
∂k∆k(ρ, z) = 0 . (58)
The solutions for I2,k and ∆k are given by continuity in
k∗(ρ). For the bare disorder variance introduced above,
one finds
I2,k(ρ) = λ− 3
2
(2µ)1/3ρ2/3 , (59)
∆k(ρ, z) = ∆k∗(ρ, z) =
(
ρ
2µ
)1/3
[1 + g(z)] . (60)
The function ∆k(ρ, z) is nonanalytic near z = 1 with a
“cusp”, i.e., a term proportional to
√
1− z [see above
the behavior of g(z)]. Such a cusp in the functional de-
pendence of the renormalized 1-PI disorder correlations
as the two replica arguments become equal (z → 1) is
generated by jump discontinuities, called avalanches or
shocks, in the ground state of the system as an applied
source J is varied.17,23,25,37
In the above solution, ∆k(ρ, 1) is continuous in
k∗(ρ). However, its flow is discontinuous in k∗(ρ), with
∂k∆k(ρ, 1) = −[1/(3ρk′∗(ρ)][ρ/(2µ)]1/3 6= 0 for k →
k∗(ρ)+ and ∂k∆k(ρ, 1) = 0 for k → k∗(ρ)−. The deriva-
tive with respect to ρ of ∆k(ρ, 1) is discontinuous as
well in k∗(ρ), with ∂ρ∆k(ρ, 1) = 0 for k → k∗(ρ)+ and
∂ρ∆k(ρ, 1) = (1/3)(2µρ
2)−1/3 for k → k∗(ρ)−. These
features are general and do not depend on the choice of
the bare variance of the disorder.
Finally, we note that the “cuspy” solution in
Eqs. (59,60) is independent of the cutoff k but that the
boundary of the corresponding region, as characterized
by ρ∗(k), itself depends on the cutoff. Similarly, when a
“cuspy” FM phase is present, which implies d > 4, the
spontaneous magnetization, or equivalently ρm(k), is a
running quantity, with
ρm(k) =
2
3
√
3µ
(
λ− I2,k[0]
)3/2
, (61)
where, with the choice of “optimized” IR regulator de-
fined above [see Eq. (47)],
I2,k[0] =
2vd
(d− 4)Λ
d−4
[
1−
(
4
d
)(
k
Λ
)d−4 ]
. (62)
The above expression for ρm(k) is valid for k ≤ kL [see
section VI]. We plot this expression together with the
value computed from the naive (analytic) solution in
Fig. 6 for d = 5.
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FIG. 6: (Color on line) Nontrivial minimum of the potential
ρm(k) below the Larkin length kL in d = 5: Comparison of the
exact result ρexactm (k) describing a “cuspy” FM phase at the
scale k with the unstable naive solution ρnaivem (k). The former
is always larger than the latter and the difference decreases
with increasing k to vanish at kL. The parameters are the
same as in Fig. 4 and kL ' 3.874.
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VIII. RECONCILING THE SD AND FRG
EQUATIONS
When deriving the above solution by following the
flow of the 1-PI quantities with decreasing cutoff k,
one finds that the renormalized mass yk(ρ) does not
appear directly and one realizes that the correspond-
ing k-dependent SD equations is no longer valid when
k < k∗(ρ). On the other hand, there is a condition of
“marginality” for the equation on ∆k(ρ, z), which is as-
sociated with the existence of a nonanalyticity in
√
1− z
and is expressed by the fact that the (properly defined)
replicon is equal to zero. This suggests to solve the set
of two coupled equations,
∆k (ρ, z) = R
′
(
ρz + ∆k (ρ, z) I2,k[yk(ρ)]
)
, (63)
for all values of z including z = 1,
Λrep,k(ρ, 1) =
1
R′′
(
ρ+ ∆k(ρ, 1)I2,k[yk(ρ)]
) − I2,k[yk(ρ)]
= 0 ,
(64)
and drop the SD equation for yk(ρ) whenever k < k∗(ρ).
Eqs. (63,64) admit a solution for I2,k(ρ) and ∆k(ρ, z)
that is independent of k and coincides with that ob-
tained from the flow equations. It is for instance given
by Eqs. (59, 60) in the special case where R′−1(Y ) =
λY −µY 3. We also find that ∆k(ρ, z) ≡ ∆(ρ, z) behaves
when z → 1 as
∆(ρ, z)−∆(ρ, 1) =
−
√√√√√
 2ρ
I2(ρ)3R′′′
(
ρ+ ∆(ρ, 1)I2(ρ)
)
 (1− z) + O(1− z) ,
(65)
provided R′′′
(
ρ + ∆(ρ, 1)I2(ρ)
)
> 0 (it is equal to
3(2µ)2/3ρ1/3I2(ρ)
−3 for the special illustrative case stud-
ied above).
We have already emphasized that the emergence of a
nonanalytic behavior in the 1-PI functions characteriz-
ing the renormalized disorder, here ∆k(ρ, z), coincides
with the vanishing of the replicon eigenvalue that sig-
nals the instability of the replica-symmetric solution in
the conventional replica method. In the N → ∞ limit
of the RAO(N)M where we have at our disposal closed
self-consistent equations provided by the SD equations
one may look for solutions breaking spontaneously the
replica symmetry in a setting where the sources are all
equal so that replica symmetry is not explicitly broken.
A thorough investigation of this kind has been carried
out for the case of the random-manifold model in the
large-N limit.16,17 (Recall that we have taken here the
N → ∞ limit first, with a scaling of the replica fields
and of the differences between replica fields in
√
N , and
next considered the limit T → 0.)
In the region where the (replica-symmetric) replicon
becomes unstable, we find a solution displaying a thermal
boundary layer as T → 0. At infinitesimal but nonzero
T , the solution displays a full (or continuous) replica-
symmetry breaking of the Parisi-type,34 but when T = 0
the solution has an apparent replica-symmetric struc-
ture, albeit with a vanishing but nonnegative replicon.
This marginal solution exactly coincides with the solu-
tion found above for ∆k(ρ, z = 1) and I2,k(ρ) (and is
therefore independent of k). In the ultrametric picture,
∆k(ρ, z = 1) represents the 1-PI correlations between the
most distant states;16,17 however, the correlations among
any other types of states differ from the latter only by
terms of the order O(
√
T ) and therefore vanish at T = 0.
The presence of the thermal boundary layer nonetheless
generates a modification of the SD equation for yk(ρ),
through an additional term to Eq. (44) [or Eq. (31)], that
does not vanish in the T → 0 limit. The detailed calcu-
lations are provided in appendix D.
In the present case, as in the large-N random manifold
but not in the same form, one therefore finds an equiv-
alence between the T = 0 nonanalytic solution of the
1-PI FRG equations and the full replica-symmetry break-
ing solution. Exactly at T = 0, the former one, which
describes the full functional z-dependence of the renor-
malized disorder correlations and its
√
1− z behavior, is
richer than the latter. It also directly leads to a connec-
tion to the physical underlying mechanism represented by
the presence of avalanches or shocks in the ground state.
At nonzero temperature, a full-blown Parisi-like replica-
symmetry breaking solution develops as in the large-N
random manifold,30 but we have already emphasized that
the N → ∞ limit is somehow anomalous at finite tem-
perature due to the absence of thermal rounding of the
cusp at criticality16,17 and is therefore not representative
of the behavior at finite N .
IX. EXACT PHASE DIAGRAM
We are now in a position to establish the exact phase
diagram of the model. It is obtained by taking the limit
k = 0 in the solutions derived above. The portions of the
phase diagram for which the k = 0 replicon eigenvalue is
positive with the simplest (i.e., “analytic” in the formal-
ism with explicit replica-symmetry breaking or “replica-
symmetric” in the conventional replica method) solution
of the SD equations or, equivalently, of the 1-PI FRG
equations are unchanged with respect to this solution:
this concerns the whole PM phase and, for d > 4, an
FM phase separated from the PM one by a critical line
(τ = 0, ∆B < 1) with classical (mean-field) exponents.
More interesting are the regions for which the naively
calculated replicon eigenvalue is negative. In the ex-
act solution, we find that the properly calculated repli-
con is now always equal to zero, i.e., the phases are
marginal and some SG-like susceptibility defined as the
inverse of the replicon diverges everywhere. As seen in
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section VII, the renormalized disorder function, ∆(ρ, z),
is then nonanalytic in its z-dependence, with a cusp in√
1− z as the two replica fields involved in the function,
φ1,φ2, become equal (recall that z = cos(φ1.φ2/ρ) with
ρ = φ21/N = φ
2
2/N).
A. Phase diagram with no applied sources
Consider first the phase diagram in the absence of
applied sources (no magnetic field), so that the spon-
taneous magnetization is either given by ρ = ρm when
ferromagnetism is present, or by ρ = 0 otherwise. We
focus on d > 4 (the case 2 < d < 4 is then simply ob-
tained from the non-FM behavior) and, for the sake of
concreteness, on the model with bare disorder variance
given by R′−1(Y ) = λY − µY 3. We have already noted
(see Fig. 6) that the exact value for ρm = ρm(k = 0) is
always larger than the naive one, which implies in par-
ticular that ferromagnetism in the former case is more
robust that in the latter. Accordingly, the critical line
where ferromagnetism disappears in the “cuspy” region,
which is characterized by ρm = 0 and y(ρm) = 0, is found
from Eq. (61) as I2,0[0] = λ, i.e., ∆B = 1 (∀τ ≤ 0).
Along this line, one further has ∆(ρm, 1) = 0, so that the
SG Edwards-Anderson order parameter Q is also equal
to zero. The phase obtained above this critical line is
also characterized by a vanishing spontaneous magne-
tization and, from Eq. (60), by ∆(ρ = 0, 1) = 0 and
Q = 0. The SG phase found in the naive calculation
therefore does not survive. It is replaced by a “glassy”
PM phase in which both the magnetization and the SG
Edwards-Anderson order parameter are equal to zero.
The renormalized mass y(ρ = 0) is fixed by Eq. (59),
i.e., I2,0[y(0)] = λ = I2,0[0]/∆B . We call this phase
“glassy” because the susceptibility obtained as the in-
verse of the replicon is everywhere infinite (as stressed
above, the phase is therefore marginal) and, as we will
see, the behavior is somehow anomalous when one ap-
plies an infinitesimal magnetic field. The phase diagram
is illustrated in Fig. 7 for d = 5.
The critical behavior associated with the transition line
between “cuspy” or “glassy” FM and “glassy” PM phases
is different from that predicted from the d → (d − 2)
dimensional-reduction prediction. From the solution of
the 1-PI FRG equations, Eqs. (60, 61), together with
Eq. (62), one finds for d < 6 that ρmk ∼ k3(d−4)/2 and
∆mk ≡ ∆k(ρmk, 1) ∼ k(d−4)/2. From the definition of
the anomalous dimensions for a zero-temperature fixed
point, i.e., ρmk ∼ kd−4+η¯ and ∆mk ∼ k−2η+η¯, one gets
that η = 0 and
η¯ = (d− 4)/2. (66)
This is in agreement with the FRG results obtained at
one loop near d = 49,25 in the limit N →∞ [and with the
direct solution of Eq. (43)]. The exponent β is extracted
from Eq. (61) for k = 0, which gives that ρm ∼ (λ −
I2,0[0])
3/2 ∼ (1−∆B)3/2 and therefore that β = 3/4, an
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FIG. 7: (Color on line) Zero-temperature phase diagram of
the RAO(N)M model when N →∞ obtained from the exact
solution in zero applied source (magnetic field) for d > 4,
illustrated here for d = 5. Same as Fig. 1, except that one now
has marginal “glassy” FM and “glassy” PM phases separated
by a critical line that does not coincide with the FM-SG line
of the naive calculation.
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FIG. 8: (Color on line) Zero-temperature phase diagram of
the RAO(N)M model when N →∞ obtained from the exact
solution in zero applied source (magnetic field) for 2 < d < 4,
illustrated here for d = 3. Same as Fig. 2, except that the
unstable SG phase is replaced by a marginal “glassy” PM
phase.
unusual value. Similarly, from Eq. (59) for k = 0 and
ρ = 0, i.e., in the “glassy” PM phase where ∆B > 1, one
finds I2,0[y(0)] = I2,0[0]/∆B . Together with the small-y
behavior, I2,0[y] = I2,0[0](1 − Ay(d−4)/2), this leads to
y(0) ∼ (∆B − 1)2/(d−4), i.e., (2 − η)ν = 2/(d − 4), and,
with the above result η = 0, to ν = 1/(d−4). The critical
exponents (for 4 < d < 6),
η = 0, ν = 1/(d− 4), γ = 2/(d− 4), β = 3/4 , (67)
satisfy all the usual relations between exponents, in-
cluding the hyperscaling one, provided one replaces d
by d − θ with θ = 2 + η − η¯ = 2 − (d − 4)/2: e.g.,
2β+ γ = 2−α = ν(d− θ). This shift of dimension is the
signature of the dangerous irrelevance of the temperature
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at the underlying fixed point.41,42 However, dimensional
reduction, in the sense that the exponents would be the
same as that of the pure model in lower dimension, is not
valid, even with an effective dimensional shift θ. Note
finally that the specific point (∆B = 1, τ = 0) is a mul-
ticritical point which we do not find worth analyzing in
detail.
For 2 < d < 4, we find in the absence of applied source
(magnetic field) a “glassy” PM phase that replaces the
unstable SG phase and transforms into a normal PM
phase at the Almeida-Thouless instability line already
determined. The phase diagram is illustrated in Fig. 8
for d = 3. There is no quasi-long range order in the
N →∞ limit, as anticipated from Refs. [7,9].
B. Phase diagram with nonzero applied sources
We now discuss what happens in the presence of a
nonzero source (or magnetic field), so that ρ is always
strictly positive. We start again with d > 4 because the
results for 2 < d < 4 can be easily deduced from this
case. We find that there are additional transition lines in
the presence of nonzero applied sources. For convenience
we keep ρ as the additional control variable instead of
the applied source J , but the passage from one to the
other, i.e., y(ρ)2ρ = J2/(4N), is fully regular in the re-
gion of interest where y(ρ) > 0. The relevant quantity
is then ρ∗ = ρ∗(k = 0), where ρ∗(k) has been intro-
duced in section VI (see for instance Figs. 4 and 5). For
ρ = ρ∗(τ,∆B), the replicon eigenvalue Λrep,k(ρ∗, 1) van-
ishes and this defines a whole surface in the (ρ, τ , ∆B)
diagram characterized by the solution of the two coupled
equations
I2,0[y(ρ∗)] = λ− 3
2
(2µ)1/3ρ
2/3
∗ (68)
and
y(ρ∗) = τ +
I1,0[0]
λ
+
w
6
[
λ
(
ρ∗
2µ
)1/3
− ρ∗
2
]
− I1,0[y(ρ∗)]
I2,0[y(ρ∗)]
,
(69)
where λ = I2,0[0]/∆B and where we have used ∆(ρ∗, 1) =
[ρ∗/(2µ)]1/3.
We plot ρ∗(τ) for fixed ∆B and for d = 5 in Fig. 9:
(a) and (b) respectively illustrate ∆B > 1 where only
PM phases are present and ∆B < 1 where an FM phase
is present [so that we also show the curve ρm(τ)]. In
both cases, the line terminates in the points τG(∆B) that
define the Almeida-Thouless-like transition lines in zero
applied source (see also section IV). For ∆B < 1 the
approach to τG is regular with a finite nonzero slope but
for ∆B > 1 one finds that ρ∗(τ) ∼ (τG − τ)3. The case
where 2 < d < 4 is similar to that in Fig. 9 (a) for all
values of the disorder strength. (Note that one could
distinguish τGPM for the transition to the PM phase and
τGFM for the transition to the FM phase, see below.)
We also display ρ∗(∆B) for fixed τ < 0 and for
d = 5, together with ρm(∆B), in Fig. 10. There are
two critical values, ∆GFMB and ∆
GPM
B , which correspond
to the Almeida-Thouless-like transition lines between FM
phases and between PM phases, respectively, in zero ap-
plied source. The approach to ∆GFMB is regular, with
ρ∗(∆B) − ρ∗(∆GFMB ) ∼ (∆GFMB − ∆B), whereas that to
∆GPMB is described by ρ∗(∆B) ∼ (∆GPMB −∆B)3.
The phase which is delimited by the surfaces ρ∗(τ,∆B)
and ρm(τ,∆B) (with ρm replaced by 0 in the PM region)
is “glassy”, i.e., the replicon is everywhere zero so that
the SG-like susceptibility defined as the inverse of the
replicon is always infinite. (When approaching the tran-
sition line from the normal PM phase, this susceptibility
diverges with a critical exponent γ = 1 whereas, as seen
in section IV, γ = 1/2 in zero applied source.) However,
this phase has no spontaneous ordering, as the magne-
tization and the Edwards-Anderson order parameter are
both non zero due to the applied source J . As already
mentioned, this phase is also characterized by a nonana-
lytic functional dependence of the renormalized disorder
function ∆(ρ, z) in the form of a cusp in
√
1− z when
z → 1. This cusp in turn is related to the presence of
avalanches or shocks in the evolution of the ground state
of the system when changing the applied source. In a
sense one can consider the amplitude of the cusp as an
order parameter for the cuspy behavior. This amplitude
is equal to −[ρ/(2µ)]√2/3 and is therefore strictly dif-
ferent from zero in the whole cuspy, glassy, phase. It is
zero in the normal PM or FM phases and its behavior at
the transition is governed by a boundary layer, e.g., at
fixed ∆B and ρ, in (1− z)/[τ − τ∗(ρ,∆B)]2:
∆k(ρ, z) =
(
ρ
2µ
)1/3 [
1−
√
D2
[
τ − τ∗(ρ,∆B)
]2
+
2
3
(1− z)
+ O
(
1− z, [τ − τ∗(ρ,∆B)]
)]
.
(70)
The cusp is therefore rounded in a boundary layer when
τ → τ∗(ρ,∆B)+ and z → 1 and it only appears strictly
in τ = τ∗(ρ,∆B). This completes the description of
the zero-temperature phase diagram of the random-
anisotropy model in the limit N →∞.
X. DISCUSSION
We have provided a unified description of the thermo-
dynamic behavior of the random-anisotropy O(N) model
in the large-N limit. We have focused on the situation
at zero temperature, for which one expects the mean-
field-like artifacts of the N → ∞ limit to be less se-
vere. There is a whole region of the parameter space
where the self-consistent equations for the pair correla-
tions, i.e., Schwinger-Dyson-like equations or equations
of motion for the 2-PI formalism, no longer have stable
solutions, as the so-called replicon eigenvalue of the asso-
ciated stability operator vanishes and becomes negative.
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FIG. 9: (Color on line) Transition line ρ∗(τ) between nor-
mal and “glassy” PM phases at fixed disorder strength ∆B
in nonzero applied source for d = 5. (a) ∆B > 1: Only
PM phases are present. The approach to the transition point
τG(∆B) in zero applied source goes as ρ∗(τ) ∼ (τG−τ)3. Here,
∆B = 2. (b) ∆B < 1: We also plot the FM order parameter
ρm(τ), both in the normal FM phase for τ ≥ τG and in the
cuspy or glassy FM phase for τ ≤ τG. The glassy PM phase
exists between ρ∗(τ) and ρm(τ) or 0. Here, ∆B = 0.971.
We can get around this apparent impasse by considering
the theory in the presence of an IR regulator and looking
at its flow as one lowers the IR cutoff, which leads to 1-PI
functional RG equations.
We have found that the flow of some 1-PI quantities
exactly stops at a scale, i.e., an IR cutoff, where the
replicon first vanishes. The full solution down to zero IR
cutoff (the exact theory) can then be obtained by using
the property that the flow is frozen together with conti-
nuity of the 1-PI functions. The corresponding region of
the phase diagram is formed by “glassy” phases, both in
zero and in nonzero applied magnetic field, with a glassy
ferromagnetic phase only possible above d = 4. However,
a bona fide spin-glass phase, associated with a sponta-
neous symmetry breaking described by a spin-glass or-
der parameter, is nowhere observed. These glassy phases
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FIG. 10: (Color on line) Transition line ρ∗(∆B) between
normal and “glassy” PM phases at fixed τ = −336.24 in
nonzero applied source for d = 5. We also plot the FM
order parameter ρm(∆B), both in the normal FM phase
for ∆B ≤ ∆GFMB and in the cuspy or glassy FM phase for
1 ≥ ∆B ≥ ∆GFMB . Note that ρm(∆B) approaches zero when
∆B → 1− as (1−∆B)3/2. The glassy PM phase exists up to
∆B = ∆
GPM
B ' 2.25 near which ρ∗(∆B) approaches zero as
(∆GPMB − ∆B)3. However there is an intermediate range of
values of ∆B for which no physical solution is found and we
therefore restrict the plot to the region ∆B . 1.
are “marginal” because the spin-glass-like susceptibility
obtained as the inverse of the replicon eigenvalue is ev-
erywhere infinite. They are also characterized by a non-
analytic, “cuspy”, functional dependence of the renor-
malized disorder correlations, which can be attributed to
the presence of “avalanches” or “shocks” in the ground
state. Interestingly, the solution of the model and the
existence of “glassy” phases does not require considera-
tion of a spontaneous breaking of replica symmetry. (As
found previously for the random-manifold model,16,17 it
is nonetheless consistent with such a breaking in the
present N →∞ limit , although with some peculiar fea-
tures due to the T = 0 limit.)
What are the implications of these findings for the
finite-N random-anisotropy case? We expect the zero-
temperature phenomenology to carry over to finite N ,
at least at a qualitative level. Cusps and avalanches are
rather generic properties of disordered systems at zero
temperature, and, as confirmed by the 1- and 2-loop per-
turbative FRG results of the random-anisotropy model
near d = 4,9,25 the conclusions reached above in the
N → ∞ limit should be robust when considering finite
values of N . More interesting however is the behavior at
finite temperature T > 0 as it corresponds to the phys-
ical realizations of the model (in d = 3, of course). We
have already stressed in several places that the finite-
temperature behavior is peculiar in the N → ∞ limit:
here, as in the random-manifold model, temperature does
not generate a rounding of the cusp, when the latter is
present at T = 0 in ∆(ρ, z) (we consider the so-called
“thermodynamic” regime17). Such a thermal rounding is
however found in the perturbative FRG near d = 4 for
16
any finite N and is furthermore related to the physical
picture of finite-T droplet excitations.21,25,27,29
We therefore take as the most plausible hypothesis that
nonanalyticities in the disorder cumulants are rounded by
a finite temperature at finite N , unless the long-distance
behavior is controlled by a zero-temperature fixed point.
In the latter case, when starting the 1-PI FRG flow from
the region of parameter space where a cusp is encountered
in, say, the fully transverse renormalized disorder func-
tion ∆k(ρ, z), at T = 0, one runs for a small enough bare
temperature T into a thermal boundary layer,21,25,27,29
∆k(ρ, z) ' ∆k(ρ, 1)
[
1− Tk h
(
ρ,
1− z
T 2k
)]
, (71)
with h(ρ, 0) = 0 and h(ρ, y → ∞) ∼ √y, when z → 1
and k → 0. The renormalized temperature Tk is defined
as Tk ∝ k2T/∆k(ρmk, 1).
The existence of a zero-temperature fixed point means
that the (renormalized) temperature is irrelevant at this
fixed point and is characterized by an exponent θ > 0,
i.e., Tk ∼ kθ. As a result, when k = 0, one finds
that limk→0[∆k(ρ, z)/∆k(ρ, 1)]−1 ∼
√
1− z. The renor-
malized disorder function therefore has a cusp. This is
true both in a ferromagnetic (FM) phase with ρm > 0,
where θ = 2 and ∆0(ρm, 1) > 0, and along the criti-
cal line, where θ < 2 is nontrivial and the cusp is only
in the dimensionless form, ∆k(ρ, z)/∆k(ρmk, 1) (since
∆k(ρmk, 1) → 0 as kη¯−2η). On the other hand in the
normal FM phase for which no cusp appears at zero tem-
perature, no thermal boundary layer is generated and the
phase has no “cuspy” or “glassy” character at finite tem-
perature either. The transition lines may of course shift
with temperature.
This can be explicitly checked in a toy model in which
we consider the N → ∞ limit in the vicinity of d = 4
in the FM region (see Eq. (43) in section V) and add
temperature as it appears in the 1-loop FRG for finite
N :25,43
∂t∆̂k(z) = ∆̂k(z)− C4
([
∆̂k(z)− z∆̂k(1)
]
∆̂′k(z)
+ ∆̂k(z)∆̂k(1)
)
− Tkz∆̂′k(z) ,
(72)
with Tk = k
2T/∆mk(1) and  = d−4; θ = 2− η¯ = 2−/2
along the critical line and θ = 2 in the FM phase. It is
easily derived that the boundary-layer function in this
case is simply given by h(y) = −C+√C2 + (2/3)y, with
C > 0 a constant.
The above conclusion concerning nonanalyticity and
marginality for phases and critical behavior controlled
by zero-temperature fixed points at finite N applies to
the FM region of the phase diagram, and therefore only
to d > 4. It should also apply to the region of FM QLRO
for d < 4. On the other hand, the situation is more un-
certain in the PM region of the phase diagram, which
includes the phase(s) that could emerge from the zero-
temperature “glassy” PM phase(s) in d = 3.44 There
is no obvious reason in favor of the presence of zero-
temperature fixed points in this region, presence which
seems necessary for the existence of a nontrivial, marginal
or spin-glass-like, phase in d = 3. However, at this stage,
we cannot exclude this possibility. Even if one is willing
to stay with dimensions larger than 4, this part of the
phase diagram is inaccessible to the perturbative FRG
based on the nonlinear sigma model near d = 4. It seems
that an answer can only be brought by a nonperturbative
FRG approach, of the type already successfully applied
to random-field systems.24–26 This is however out of the
scope of the present study.
Appendix A: 2-PI formalism for the large-N limit of
the RAO(N)M from the Gaussian variational
approach
1. 2-PI effective action
We start from the bare action in replica space given
by Eq. (5). To implement the Gaussian variational
method we first redefine the microscopic replica fields as
χa(x) = φa + ϕa(x) where φa ≡ 〈χa(x)〉 (for simplicity
we consider average replica fields φa that are uniform in
space, which correspond to uniform sources, but this is
not necessary) and we reexpress Eq. (5) in terms of the
new fields ϕa(x). The Gaussian variational method relies
on introducing a trial Gaussian action,
SG[{ϕa}, {Gab}] =
V
2
∫
q
n∑
a,b=1
N∑
µ,ν=1
[G−1]µνab (q)ϕ
µ
a(q)ϕ
ν
b (−q) ,
(A1)
where V is the volume of the system and the [G−1]µνab ’s are
considered as variational parameters. (As for the replica
fields φa, we consider for simplicity translationally in-
variant functions, but this can be easily generalized.)
The partition function Zrep of the system is then
rewritten as
Zrep =
∫ ∏
a
Dϕa exp
(− SG[{ϕa}, {φa}])×
exp
[− (Srep[{ϕa}, {Gab}]− SG[{ϕa}, {Gab}])]
(A2)
and the associated free energy Frep = lnZrep is computed
as an expansion in cumulants of (Srep − SG), with the
average taken with the Gaussian ansatz. Truncating at
the first order then leads to
Frep,1 = FG + 〈Srep − SG〉SG (A3)
where FG = −V2
∫
q
∑
a TrN lnGaa(q) and TrN denotes a
trace over the N -vector indices. The method then uses
the fact that the above expression is an upper bound
of the exact free energy to find the best approximation
by minimizing Frep,1 with respect to the Gab’s (and the
φa’s).
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The first cumulant 〈Srep−SG〉SG it is easily computed
at dominant order in 1/N . This implies to determine all
terms leading to contributions of order N in the average.
Taking account of the fact that a trace over vector com-
ponents generates a factor N and that φa is of order
√
N
one finds that the pure (disorder free) part of the free
energy is given at dominant order by
F1,pure
V
=
∑
a
m2
2T
φa
2 +
1
2
∫
q
Tr lnG−1(q)
+
1
2T
∫
q
(q2 +m2)Tr G(q)
+
w
4!NT
∑
a
(
φa
2 +
∫
q
TrN Gaa(q)
)2
(A4)
where Tr means a trace over both vector components and
replica indices, TrG ≡∑a TrNGaa.
The disorder contribution to the variational free energy
is
F1,dis
V
=
− N
2T 2
∑
a,b
〈
R
(
φa.φb +ϕa.φb + φa.ϕb +ϕa.ϕb
N
)〉
G
.
(A5)
After expanding the function R in the ϕa’s, perform-
ing the Gaussian average and using Wick’s theorem, and
finally resumming all terms, one easily arrives at the ex-
pression
F1,dis
V
=− N
2T 2
∑
a,b
[
R
(
φa.φb +
∫
q
TrN Gab(q)
N
)
− 1
N
∫
q
TrN Gab(q)R
′
(
φa.φb
N
)]
(A6)
where the prime denotes a derivative with respect to the
argument of the function.
The variational free energy Frep,1[{φa}, {Gab}] =
F1,pure + F1,dis coincides with the 2-PI effective action
Γ2PI in the N → ∞ limit. (This was shown in Ref. [30]
for the random-manifold model but can be easily gen-
eralized to the present case.) The minimization equa-
tions for the variational free energy then correspond to
the equations of motion associated with the stationarity
of the effective-action functional in the 2-PI formalism.
By using the expressions in Eqs. (A4,A6), one can cast
Γ2PI ≡ Frep,1[{φa}, {Gab}] in the form of Eq. (6) with
Γ2 given by
Γ2[{φa}, {Gab}]
V
=
1
2T
∑
a
[ ∫
q
(q2 +m2)TrNGaa(q)
+
2w
4!N
((
φ2a +
∫
q
TrNGaa(q)
)2
−
(
φ2a
)2)]
− N
2T 2
∑
a,b
[
R
(
φa.φb +
∫
q
TrN Gab(q)
N
)
−
1
N
∫
q
TrN Gab(q)R
′
(φa.φb
N
)
−R
(φa.φb
N
)]
.
(A7)
2. Schwinger-Dyson-like equations and expansion
in free replica sums
The equations of motion, δΓ2PI/δG
µν
ab (q) [see Eq. (8)],
which we also refer to as Schwinger-Dyson equations, lead
to
[G−1(q)]µνab =
δµν
T
[
δab(q
2 +m2) + δab
( w
6N
)
φ2a
− 1
T
R′
(φa.φb
N
)
+ TΣµνab (q)
]
,
(A8)
with
TΣµνab (q) = δ
µν
{
δab
( w
6N
)∫
q′
TrN Gaa(q
′)+
1
T
[
R′
(
φa.φb
N
)
−R′
(
φa.φb +
∫
q
TrN Gab(q)
N
)]}
.
(A9)
As anticipated, the self-energies are purely local func-
tions, or equivalently are independent of q, in the N →∞
limit.
We take advantage of the presence of distinct replica
sources which lead to an explicit breaking of the replica
symmetry: from the first set of equations of motion
in Eq. (7), the replica fields φa are thus different and
can vary independently. We can consider the correla-
tion functions Gab when evaluated at the minimum, i.e.,
when Eqs. (A8,A9) are satisfied, as functions of the φa’s.
These functions, and all related ones, can then be ex-
panded in an increasing number of unrestricted or free
sums over replicas. The procedure is explained in detail
in Refs. [24,26,33].
Any matrix Aab({φe}) can be decomposed as
Aab({φe}) = Âa({φe}) δab + A˜ab({φe}), (A10)
where A˜ab does not contain any Kronecker symbol and
the expansions in free replica sums read
Âa({φe}) =Â[0](φa)
+
∑
p≥1
1
p!
∑
e1,...,ep
Â[p](φa|φe1 , ...,φep),
(A11)
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A˜ab({φe}) =A˜[0](φa,φb)
+
∑
p≥1
1
p!
∑
e1,...,ep
A˜[p](φa,φb|φe1 , ...,φep).
(A12)
where the superscripts in square brackets denote the or-
der in the free replica sum expansion. The Â[p]’s and
A˜[p]’s are independent of the total number of replicas, n,
and have continuity and symmetry properties (e.g., Â[p]
is invariant under any permutation of the p arguments
φe1 , · · · ,φep).
This can be applied to the matrices formed by the
pair correlation functions, their inverse, and the self-
energies. As a result, the Schwinger-Dyson equations,
Eqs. (A8,A9), can be solved order by order (this is not
an approximation). For the zeroth order, one finds
T Σ̂[0]µν(q;φa) = δ
µν
{( w
6N
)∫
q′
TrN
[
Ĝ[0](q′;φa) +
G˜[0](q′;φa,φa)
]
+
1
T
R′
(
φa
2 +
∫
q′ TrN G˜
[0](q′;φa,φa)
N
)
− 1
T
R′
(φa2 + ∫q′ TrN[Ĝ[0](q′;φa) + G˜[0](q′;φa,φa)]
N
)}
(A13)
and
T 2Σ˜[0](q;φa,φb)
µν = δµν
{
R′
(
φa.φb
N
)
−
R′
(
φa.φb +
∫
q
TrNG˜
[0](q′;φa,φb)
N
)} (A14)
with
Ĝ[0](q;φa) = Ĝ−1
[0]
(q;φa)
−1 (A15)
and
G˜[0](q;φa,φb) = −Ĝ[0](q;φa)G˜−1
[0]
(q;φa,φb)Ĝ
[0](q;φb).
(A16)
We now consider specific configurations of the fields.
We evaluate the 1-replica quantities in a configuration
such that φµa =
√
ρ1N δµ1 and the 2-replica ones in a
configuration of the two replica fields φa and φb that is
parametrized by
φµa =
√
ρ1N δµ1 ,
φµb =
√
ρ2N (cos θ δµ1 + sin θ δµ2) .
(A17)
As in [33] we introduce the longitudinal L (µ = ν = 1)
and transverse T (µ = ν 6= 1) components of the 1-
replica correlation function Ĝ[0](q;φa). For the 2-replica
correlation functions, there are more components but the
only one which is needed in the large-N limit is the fully
transverse TT one with µ = ν 6= 1, 2. At leading order
in N we have TrN Ĝ
[0] ∼ NĜ[0]T and TrN G˜[0] ∼ NG˜[0]TT .
This immediately leads to
T Σ̂
[0]
T (ρ1) =
w
6
∫
q
[
Ĝ
[0]
T (q
′; ρ1) + G˜
[0]
TT (q
′; ρ1, ρ1, z = 1)
]
+
1
T
R′
(
ρ1 +
∫
q
G˜
[0]
TT (q
′; ρ1, ρ1, z = 1)
)
− 1
T
R′
(
ρ1 +
∫
q
[
Ĝ
[0]
T (ρ1) + G˜
[0]
TT (q
′; ρ1, ρ1, z = 1)
])
(A18)
and
T 2Σ˜[0](q; ρ1, ρ2, z) = R
′
(√
ρ1ρ2z
)
−
R′
(√
ρ1ρ2z +
∫
q
G˜
[0]
TT (q
′; ρ1, ρ2, z)]
) (A19)
where we have introduced z = cos θ and the functions
Ĝ
[0]
T (ρ1) and G˜
[0]
TT (q
′; ρ1, ρ2, z) are given in Eqs. (10,11)
of the main text.
The equation of state can be obtained from Eq. (7)
along the same lines and it simply reads
√
ρ y(ρ) =
|J |/(2√N) with y(ρ) defined in and above Eq. (14).
3. Replicon eigenvalue
Finally, we give some indications on how to obtain the
replicon eigenvalue. We first consider the 2-PI effective
action as a functional of the self-energies in place of the
correlation functions. The stability of the equations of
motion (or Schwinger-Dyson equations) is then governed
by the second functional derivative of Γ2PI [{φa}, {Σab}],
evaluated for the replica symmetric solution (when n →
0) or alternatively at the zeroth order of the expansion
in free replica sums. One finds
δ2(2 Γ2/V )
δΣµµab (q = 0)δΣ
νν
cd (q = 0)
=
δacδcd
∫
q
Ĝ
[0]
T (q)
2
[
δµν −
R′′
(
ρ+
∫
q
G˜
[0]
TT (q)
)
NT 2
∫
q
Ĝ
[0]
T (q)
2
]
+
(δac + δcd)
∫
q
Ĝ
[0]
T (q)G˜
[0]
TT (q)
[
δµν − 2
R′′
(
ρ+
∫
q
G˜
[0]
TT (q)
)
NT 2
×
∫
q
Ĝ
[0]
T (q)
2
]
+
∫
q
G˜
[0]
TT (q)
2
[
δµν − 2
R′′
(
ρ+
∫
q
G˜
[0]
TT (q)
)
NT 2
×
∫
q
Ĝ
[0]
T (q)
2
]
(A20)
for a < b and c < d. The replicon eigenvalue is ob-
tained from a linear combination of such terms: symboli-
cally, “12,12” - 2 × “12,13” + “12,34”.34,35 Only the first
term of the above expression then survives, which leads
to Eq. (23) of the main text.
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Appendix B: Graphical representation of the 2-PI
formalism for the large N limit of the RAO(N)M
In this appendix we derive the explicit expression of
Γ2PI at leading order in 1/N in the case where the bare
disorder function R is restricted to:
R(u) = ∆2
u2
2
+ ∆4
u4
4
(B1)
Higher-order terms can be treated along the same lines.
We recall that Γ2PI generalizes the 1PI effective ac-
tion in the sense that it is a functional of both the local
order parameter fields and the connected two-points cor-
relation functions. To build this quantity one introduces
two sources that couple linearly and quadratically to the
microscopic field {χa}:
Zrep[{Ja}, {Kab}] =
∫ n∏
a=1
Dχa exp
(
− Srep[{χa}]
+
n∑
a=1
∫
x
Ja(x)χa(x) +
1
2
n∑
a,b
∫
x
∫
y
χa(x)Kab(x, y)χb(y)
)
.
(B2)
From this expression one defines as usual the free energy
Wrep[{Ja}, {Kab}] = lnZrep[{Ja}, {Kab}], from which
follows the expectation value
δWrep[{Je}, {Kef}]
δJµa (x)
= 〈χµa(x)〉 = φµa(x) (B3)
and the correlation function
δWrep[{Je}, {Kef}]
δKµνab (x, y)
=
1
2
〈χµa(x)χνb (y)〉
=
1
2
[
Gµνab (x, y) + φ
µ
a(x)φ
ν
b (y)
]
.
(B4)
One then performs a double Legendre transform of the
free energy with respect to the sources Ja and Kab. This
defines the 2-PI effective action Γ2PI [{φa}, {Gab}]:
Γ2PI [{φa}, {Gab}] =
−Wrep[{Ja}, {Kab}] +
n∑
a=1
∫
x
Ja(x)φa(x)
+
1
2
n∑
a,b=1
∫
x
∫
y
Kab(x, y)
[
Gab(x, y) + φa(x)φb(x)
]
,
(B5)
where we have used Eqs. (B3) and (B4).
The 2-PI effective action is generally parametrized as
in Eq. (6). The classical (bare) action Srep[{φa}] is here
given by
Srep[{φa}] = 1
T
∫
x
{
n∑
a=1
[
1
2
(∂φa)
2 +
m2
2
φ2a +
w
4!N
(φ2a)
2
− N
2T
n∑
a,b=1
[
∆2
2
(φa.φb
N
)2
+
∆4
4
(φa.φb
N
)4] }
.
(B6)
The factors of N are such that if φa ∝
√
N , Srep is of
order N . The classical inverse propagator G−10 (q; {φa})
is defined by
[
G−10
]µν
ab
(x, x′; {φe}) = δ
2Srep[{φe}]
δφµa(x)δφνb (x
′)
,
which, in momentum space and for uniform replica field
configurations, reads
[G−10 ]
µν
ab (q, q
′; {φe}) = 1
T
{(
q2 +m2 +
w
6NT
φ2a
)
δµν δab
+
w
3NT
φµaφ
ν
b δab −
∆2
NT 2
(
φa.φb δ
µν + φµb φ
ν
a+
δab
∑
c
φµc φ
ν
c
)
− ∆4
N3T 2
(
(φa.φb)
3 δµν + 3(φa.φb)
2 φµb φ
ν
a
+3 δab
∑
c
φµc φ
ν
c (φa.φc)
2
)}
δ(q + q′) .
(B7)
In practice the sum of all 2-PI contributions to the
effective action, Γ2[{φa}, {Gab}], is computed by consid-
ering the microscopic action Srep[{χa}] and decomposing
each replica field as χa = φa + ϕa where φa is the ex-
pectation value. The cubic and higher-order terms in
ϕa appearing in the expression of Srep[{φa+ϕa}] define
the vertices of the theory where the φa’s are considered
as external fields and the propagator lines identify with
Gab. Γ2[{φa}, {Gab}] is then obtained by considering all
2-PI diagrams built from the vertices with dressed prop-
agators Gab and insertions of composite operators φa at
the considered order. Also, since the 2-PI effective ac-
tion is a singlet under the rotation group O(N) it must
be constructed from O(N) invariants. If one defines the
2-replica matrix Φab by Φ
µν
ab = φ
µ
aφ
ν
b , these invariants are
given by TrΦab = φa.φb, Tr(G
p
ab) – this term being gen-
erated by contraction of ϕa’s – and Tr(ΦabG
p
ab). Note
that this implies in particular that only terms even in φa
contribute.
Let us now count the powers of N involved in a given
diagram. Each trace involving the fluctuating field ϕa –
more precisely the propagator Gab – or the expectation
value φa generates a factor N while the vertices provide
factors of 1/N – for vertices proportional to w or ∆2 –
or 1/N3 – for vertices proportional to ∆4: see Eq. (B6).
We consider successively the φ-independent and the φ-
dependent part of Γ2[{φa}, {Gab}]. The fluctuating field
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ϕa is represented by a single line and its expectation
value φa by a double line.
The diagrams contributing to the φ-independent part
of Γ2 are built with the vertices obtained from the ex-
pansion of Srep[{φa + ϕa}] that are independent of the
φa’s. They are given in Fig. 11.
ϕµa
ϕµa
ϕνa
ϕνa
w
4!NT
ϕµb
ϕµa
ϕνb
ϕνa
− ∆2
4NT 2
ϕνb
ϕνa
ϕµb
ϕµa
ϕσb
ϕσa
ϕρb
ϕρa
− ∆4
8N3T 2
FIG. 11: Vertices associated to the φ-independent part of
Γ2[{φa}, {Gab}] contributing to the leading order in 1/N .
As for the diagrams contributing to the leading order
they should form closed loops, each providing a factor
of N , which implies contractions of the same vectorial
indices. They are displayed in Fig. 12.
ϕµa
ϕµa
ϕνa
ϕνa
ϕµb
ϕµa
ϕνb
ϕνa
ϕνb
ϕνa
ϕµb
ϕµa
ϕµb
ϕσa
ϕρb
ϕρa
FIG. 12: Diagrams contributing to the φ-independent part
of Γ2[{φa}, {Gab}] at leading order in 1/N .
This leads to the φ-independent contribution to Γ2:
ΓLO2,ind[{φa = 0}, {Gab}] =
w
4!NT
∑
a
∫
x
[
TrN Gaa(x, x)
]2
− 1
2NT 2
∑
a,b
∫
x
(
∆2
2
[
TrN Gab(x, x)
]2
+
∆4
4N2
[
TrN Gab(x, x)
]4)
.
(B8)
The φ-dependent part of Γ2 is generated by the dia-
grams built from vertices that mix the fields ϕa and φa.
Vertices proportional to ∆2 or w contribute to the next-
to-leading order and thus, at leading order, only vertices
proportional to ∆4 contribute. They are displayed in
Fig. 13.
The diagrams contributing to the φ-dependent part of
Γ2 at leading order should form closed loops providing
each a factor N , which again implies contractions of the
same vectorial indices. They are displayed in Fig. 14.
Combined with numerical coefficient coming from the
ϕνb
ϕνa
ϕµb
ϕµa
φσb
φσa
φρb
φρa
− ∆4
8N3T 2
ϕνb
ϕνa
ϕµb
ϕµa
φσb
φσa
ϕρb
ϕρa
− ∆4
8N3T 2
FIG. 13: Vertices associated to the φ-dependent part of
Γ2[{φa}, {Gab}] contributing to the leading order in 1/N .
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ϕνb
ϕνa
ϕµb
ϕµa
φσb
φσa
φρb
φρa
ϕνb
ϕνa
ϕµb
ϕµa
φσb
φσa
ϕρb
ϕρa
FIG. 14: Diagrams contributing to the φ-dependent
Γ2[{φa}, {Gab}] at leading order in 1/N . Contraction of the
indices of the composite operators are implicit.
expansion of Srep[{φa +ϕa}] these diagrams sum up to
ΓLO2,dep[{φa}, {Gab}] =
− 3∆4
4N3T 2
∑
a,b
∫
x
[
TrN Gab(x, x)
]2 × [φa(x) .φb(x)]2
− ∆4
2N3T 2
∑
a,b
∫
x
[
TrN Gab(x, x)
]3
φa(x) .φb(x) .
(B9)
After gathering all terms and taking uniform expecta-
tions values φa, one finds
Γ2[{φa}, {Gab}]/V =
w
4!NT
∑
a
[ ∫
q
TrN Gaa(q)
]2
− ∆2
4NT 2
∑
a,b
[ ∫
q
TrN Gab(q)
]2
− ∆4
8N3T 2
∑
a,b
[ ∫
q
TrN Gab(q)
]4
− 3∆4
4N3T 2
∑
a,b
[ ∫
q
TrN Gab(q)
]2
(φa.φb)
2
− ∆4
2N3T 2
∑
a,b
[ ∫
q
TrN Gab(q)
]3
φa.φb .
(B10)
Finally we give the contribution of the term
(1/2)
∫
q
TrG(q)G−10 (q; {φa}) entering in Eq. (6). From
the expression in Eq. (B7), and keeping only dominant
terms, we get:
1
2
∫
q
TrG(q)G−10 (q; {φa}) =
1
2T
∫
q
(q +m2)Tr G(q)
+
w
12NT
∑
a
φ2a
∫
q
TrN Gaa(q)
− ∆2
2NT 2
∑
a,b
φa.φb
∫
q
TrN Gab(q)
− ∆4
2N3T 2
∑
a,b
(φa.φb)
3
∫
q
TrN Gab(q) .
(B11)
By using the expression Eqs. (6), (B10) and (B11) we
obtain the following expression for Γ2PI :
Γ2PI [{φa}, {Gab}]
V
=
n∑
a=1
m2
2T
φa
2 +
1
2
∫
q
Tr lnG−1(q)
+
1
2T
∫
q
(q2 +m2)Tr G(q)
+
w
4!NT
n∑
a=1
(
φ2a +
∫
q
TrN Gaa(q)
)2
− N
2T 2
n∑
a,b=1
[
∆2
2
(
φa.φb +
∫
q
TrN Gab(q)
N
)2
+
∆4
4
(
φa.φb +
∫
q
TrN Gab(q)
N
)4]
,
(B12)
where the sum of the last two terms can be rewritten
as −[N/(2T 2)]∑a,bR([φa.φb + ∫q TrN Gab(q)]/N). It
is easy to check that the above expression in Eq. (B12),
when rewritten more generally in terms of the bare dis-
order function, coincides with the result of the Gaussian
variational method given in the previous appendix.
Appendix C: Derivation of the exact 1-PI FRG
equations
Consider first the second Schwinger-Dyson equation,
Eq. (15) and take its first derivative with respect to k,
to z and to ρ. The ratio of ∂k∆˜k(ρ, z) over ∂z∆˜k(ρ, z)
immediately gives
∂k∆˜k(ρ, z)
∂z∆˜k(ρ, z)
=
1
ρ
∆˜k(ρ, z) ∂kI2k[yk(ρ)] , (C1)
which is Eq. (36) of the main text. Similarly, one has
∂ρ∆˜k(ρ, z)
∂z∆˜k(ρ, z)
=
1
ρ
(
z + ∆˜k(ρ, z) ∂ρI2k[yk(ρ)]
)
, (C2)
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which leads to Eq. (38). When considering Eq. (15) in
z = 1 and taking first derivatives with respect to k and
ρ, one also obtains
∂ρ∆˜k(ρ, 1)
∂ρ∆˜k(ρ, 1)
=
∆˜k(ρ, 1) ∂kI2k[yk(ρ)]
1 + ∆˜k(ρ, 1) ∂ρI2k[yk(ρ)]
, (C3)
which corresponds to Eq. (37).
We can now use the first Schwinger-Dyson equation,
Eq. (14), and take its first derivative with respect to k and
to ρ. Comparing again the two derivatives one arrives at(
∂ρyk(ρ)− 1
T
∂ρ∆˜k(ρ, 1)
)(
∂k∆˜k(ρ, 1) I2k[yk(ρ)]+
∆˜k(ρ, 1) ∂kI2k[yk(ρ)] + T ∂kI1k[yk(ρ)]
)
=(
∂kyk(ρ)− 1
T
∂k∆˜k(ρ, 1)
)(
1 + ∂ρ∆˜k(ρ, 1) I2k[yk(ρ)]+
∆˜k(ρ, 1) ∂ρI2k[yk(ρ)] + T ∂ρI1k[yk(ρ)]
)
.
(C4)
Note that in the above equations, we have managed to
get rid of all bare quantities and make use of 1-PI quan-
tities only. This is a prerequisite for deriving 1-PI FRG
equations.
To go further, we first introduce the decomposition
∂kIp,k[yk(ρ)] = ∂̂kIp,k[yk(ρ)]− p Ip+1k[yk(ρ)] ∂kyk(ρ) ,
(C5)
where the notation ∂̂k indicates that the derivative acts
only on the IR regulator Rk(q) and not on yk(ρ), and we
also use
∂ρIp,k[yk(ρ)] = −p Ip+1k[yk(ρ)] ∂ρyk(ρ) . (C6)
Next, after inserting Eqs. (C2), (C5), (C6) in Eq. (C4),
we derive a flow equation for yk(ρ):
∂kyk(ρ) =∂ρyk(ρ)
(
T ∂̂kI1k[yk(ρ)] + ∆˜k(ρ, 1)∂̂kI2k[yk(ρ)]
)
− ∂̂kI1k[yk(ρ)] ∂ρ∆˜k(ρ, 1)
(C7)
Setting T = 0 in the above equation leads to Eq. (39).
Finally, the flow equation for ∆k(ρ, z) follows from
Eqs. (C1), (C3), (C5), (C6), and (C7). It reads
∂k∆˜k(ρ, z) =
1
ρ
∂̂kI2k[yk(ρ)]
[(
∆˜k(ρ, z)− z ∆˜k(ρ, 1)
)
× ∂z∆˜k(ρ, z) + ∆˜k(ρ, 1) ρ ∂ρ∆˜k(ρ, z)
]
+
T
ρ
∂̂kI1k[yk(ρ)]
×
(
ρ ∂ρ ∆˜k(ρ, z)− z ∂z∆˜k(ρ, z)
)
− 1
ρ
∂̂kI1k[yk(ρ)]
× ∂ρ∆˜k(ρ, 1)
∂ρyk(ρ)
(
ρ ∂ρ ∆˜k(ρ, z)− z ∂z∆˜k(ρ, z)
)
,
(C8)
and when setting T = 0 we recover Eq. (40).
Appendix D: RSB solution when T → 0 for the
ferromagnetic and the spin-glass regions
We study the region of parameter space where the
replicon eigenvalue, when calculated from the replica-
symmetric solution in the case where all sources are equal
or from the analytic solution in z when the sources ex-
plicitly break replica symmetry, is zero or negative. This
corresponds to taking ρ1 = ρ2 = ρ and z = 1 in the
2-replica part, and the replicon eigenvalue is given by
Eq. (23) of the main text. It is negative both in what
naively appears as a spin-glass (SG) phase, where the
minimum of the potential is equal to ρm = 0 and the
associated mass y(ρ = 0) > 0, and in part of the fer-
romagnetic phase, where the minimum ρm > 0 and the
associated mass y(ρm) = 0: see Figs. 1 and 2.
In what follows, to be more explicit, we consider the
model with R′−1(Y ) = λY − µY 3 at the bare level, but
the conclusion applies more generally. To make contact
with the solution of the IR-regularized SD equations and
the 1-PI FRG ones, we study the theory in the presence of
an IR cutoff k (but this does not introduce any additional
difficulty). In this case, the running replicon eigenvalue,
calculated from the replica-symmetric solution, is given
by Eq. (46) which we reproduce here:
Λrep,k(ρ, 1) = λ− I2,k [yk(ρ)]− 3µ∆k(ρ, z = 1)2 . (D1)
We allow for a spontaneous replica-symmetry break-
ing (RSB) in the continuous Parisi-like form for the solu-
tion of the cutoff-dependent SD equations obtained from
Eqs. (8) and (A8,A9), i.e., for the purely transverse cor-
relation matrix in replica space,
Gab,k(q; ρ)→ G˜k(q; ρ;u)
Gaa,k(q; ρ)→ ĜT,k(q; ρ) + G˜k(q; ρ) ,
(D2)
where u ∈ [0, 1] is the index that labels the distance
between replicas in the ultrametric structure associated
with the continuous RSB,34 and
G˜k(q; ρ) =
∫ 1
0
du G˜k(q; ρ;u)) . (D3)
Similar expressions hold for the self-energies.
The SD equations then read (see also the Appendix A)
yk(ρ) =m
2 +
w
6
(
ρ+ TI1,k [yk(ρ)] +
∫
q
G˜k(q; ρ)
)
+
1
T
∫ 1
0
du
[
R′
(
ρ+
∫
q
G˜k(q; ρ;u)
)
−
R′
(
ρ+ TI1,k[yk(ρ)] +
∫
q
G˜k(q; ρ)
)]
,
(D4)
where Ip,k is defined in Eq. (30), and, after using
R′−1(Y ) = λY − µY 3,
ρ+
∫
q
G˜k(q; ρ;u) = λ∆k (ρ, u)− µ∆k (ρ, u)3 . (D5)
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Moreover, from the algebra of ultrametric matrices,30 one
also has
G˜k(q; ρ;u = 0) =
1
T 2
Ĝk(q; ρ)
2∆k(ρ;u = 0) , (D6)
and
Ĝk(q; ρ)− [G˜k(q; ρ)](u) =
T
q2 + R̂k(q2) + yk(ρ) + [∆k(ρ)](u)
,
(D7)
where by definition [A](u) = uA(u)− ∫ u
0
dvA(v) for any
function A(u).
Consider first Eqs. (D5) and (D7). Deriving them with
respect to u gives∫
q
∂uG˜k(q; ρ;u) =
(
λ− 3µ∆k (ρ, u)2
)
∂u∆k (ρ, u) (D8)
and, for u 6= 0,
∂uG˜k(q; ρ;u) =
∂u∆k(ρ;u)[
q2 + R̂k(q2) + yk(ρ) + [∆k(ρ)](u)
]2 ,
(D9)
which can be combined in
∂u∆k(ρ;u)
[
λ− I2,k [yk(ρ) + [∆k(ρ)](u)]− 3µ∆k (ρ, u)2
]
= 0
(D10)
with, we recall,
I2,k[yk(ρ)+[∆k(ρ)](u)] =∫
q
1[
q2 + R̂k(q2) + yk(ρ) + [∆k(ρ)](u)
]2 .
(D11)
The solution to Eq. (D10) is either ∂u∆k(ρ;u) = 0 or
λ− I2,k [yk(ρ) + [∆k(ρ)](u)]− 3µ∆k (ρ, u)2 = 0 ,
(D12)
which is nothing but the usual marginality condition of
the full RSB, i.e., that the replicon eigenvalue calculated
with the RSB solution [compare with Eq. (D1)] is zero.
On the basis of previous studies,30,34 one thus expects a
solution for ∆k(ρ;u) that is constant for 0 ≤ u ≤ u0k(ρ)
and for u1k(ρ) ≤ u ≤ 1 and satisfies the marginality con-
dition, Eq. (D12), for an interval u0k(ρ) ≤ u ≤ u1k(ρ)
with u0k(ρ) and u1k(ρ) yet to be determined. Therefore,
∆k(ρ;u) = ∆0k(ρ) for 0 ≤ u ≤ u0k(ρ) and ∆k(ρ;u) =
∆1k(ρ) for u1k(ρ) ≤ u ≤ 1 with ∆k(ρ;u) (but not neces-
sarily its derivative) continuous in u0k(ρ) and u1k(ρ).
From Eq. (D12) considered in the interval 0 ≤ u ≤
u0k(ρ), one finds
λ− I2,k [yk(ρ)]− 3µ∆0k (ρ)2 = 0 . (D13)
Similarly, one has
λ− I2,k [yk(ρ) + [∆k(ρ)](u1k(ρ))]− 3µ∆1k (ρ)2 = 0 .
(D14)
In addition, after deriving Eq. (D12) for u0k(ρ) < u <
u1k(ρ) one obtains
u I3,k [yk(ρ) + [∆k(ρ)](u)] = 3µ∆k (ρ, u) , (D15)
which is an implicit equation for ∆k (ρ, u) that depends
on yk(ρ). For u = u0k(ρ)
+ and u = u1k(ρ)
− this also
implies that
u0k(ρ) = 3µ
∆0k (ρ)
I3,k [yk(ρ)]
,
u1k(ρ) = 3µ
∆1k (ρ)
I3,k[yk(ρ) + [∆k(ρ)](u1k(ρ))]
.
(D16)
Furthermore, from Eqs. (D5), (D6) and (D13), one in-
fers the solution for G˜0k(q; ρ) = G˜k(q; ρ;u) for 0 ≤ u ≤
u0k(ρ):
G˜0k(q; ρ) =
1
T 2
Ĝk(q; ρ)
2∆0k(ρ) (D17)
with
∆0k(ρ) =
(
ρ
2µ
)1/3
,
I2,k[yk(ρ)] = λ− 3
2
(2µ)1/3ρ2/3 .
(D18)
The renormalized mass can be determined by solving the
above implicit equation. It is then easy to check that
the solution to all the above equations is a seemingly
replica-symmetric solution which satisfies the marginality
condition, with ∆1k(ρ) = ∆0k(ρ) = and u1k = u0k, yet
with u0k 6= 1.
To better understand this odd behavior we need to also
consider the additional SD equation for yk(ρ), Eq. (D4).
This equation a priori involves an explicit dependence on
the temperature. As we will see, the seemingly anoma-
lous behavior found above results from a boundary-layer
mechanism involving the temperature. To study under
which conditions the limit of Eq. (D4) exists when T → 0,
let us write G˜k(q; ρ;u) = G˜k(q; ρ)+δG˜k(q; ρ;u) and treat
δG˜k as a perturbation. The term in the square bracket
with the 1/T factor in front can be expanded as
− TI1,k [yk(ρ)]R′′
(
ρ+
∫
q
G˜k(q; ρ)
)
+
1
2
R′′′
(
ρ+
∫
q
G˜k(q; ρ)
)∫ 1
0
du
(∫
q
δG˜k(q; ρ;u)
)2
+ O
((∫
δG˜k
)3
, T 2
)
.
(D19)
A nontrivial but well-defined limit is then obtained if
δG˜k(q; ρ;u) = O(
√
T ), which from Eq. (D7) also implies
that ∆k(ρ;u)−∆k(ρ) = O(
√
T ).
This immediately tells us that ∆1k (ρ) − ∆0k (ρ) =
O(
√
T ) and, from Eqs. (D16), that u1k(ρ) − u0k(ρ) =
O(
√
T ) [while u0k(ρ) = O(1)]. This is consistent with the
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result found above at T = 0. As a consequence, one finds
a solution of Eq. (D15) in the form ∆k(ρ;u)−∆0k(ρ) =√
Tδk(ρ; [u − u0k(ρ)]/
√
T ) where δk(ρ;α) is given for
0 ≤ α ≤ α1k(ρ) [i.e., for u0k(ρ) ≤ u ≤ u1k(ρ)] by
δk(ρ;α) =
I3,k [yk(ρ)]
3 (µ+ u0k(ρ)2I4,k [yk(ρ)])
α , (D20)
where we have used that [∆k(ρ)](u) =√
Tu0k(ρ)δk(ρ;α) + O(T ), and ∆0k(ρ), u0k(ρ) are
solutions of Eqs. (D13,D16). Similarly, from Eq. (D7),
the solution for G˜k(q; ρ;u) is found of the form
G˜k(q; ρ;u) − G˜0k(q; ρ) =
√
T g˜k(q; ρ; [u − u0k(ρ)]/
√
T )
where g˜k(q; ρ;α) is given for 0 ≤ α ≤ α1k(ρ) by
g˜k(q; ρ;α) =
1
T 2
Ĝk(q; ρ)
2δk(ρ;α) . (D21)
The renormalized mass yk(ρ) is then given in the T →
0 limit by
yk(ρ) = m
2 +
w
6
(ρ+ ∆0k(ρ)I2,k [yk(ρ)])− I1,k [yk(ρ)]
λ− 3µ∆0k(ρ)2
+ 3µu0k(ρ)[1− u0k(ρ)]δk(ρ;α1k(ρ))2 ∆0k(ρ)I2,k [yk(ρ)]
2
[λ− 3µ∆0k(ρ)2]3
(D22)
where we have used that
∫
q
G˜k(q; ρ) =
∫
q
G˜0k(q; ρ) +
O(
√
T ) = ∆0k(ρ)I2,k [yk(ρ)] + O(
√
T ) as well as the
explicit expressions of R′′ and R′′′ [see Eq. (D19)].
Eq. (D22) can be further simplified by using the
marginality condition in Eq. (D13) and made more ex-
plicit by introducing the expressions in Eq. (D18). At
this point, α1k is still unknown. It can be determined
by requiring consistency of Eq. (D22) with I2,k[yk(ρ)] =
λ− (3/2)(2µ)1/3ρ2/3 [see Eq. (D18)].
Note that due to the boundary-layer mechanism in
[u − u0k(ρ)]/
√
T the SD equation for yk(ρ) is modified
from the replica-symmetric form given by Eq. (44) even
in the limit T → 0, despite the fact that the correction
to ∆0k(ρ) is of order O(
√
T ) and therefore vanishes.
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