We evaluate the one and two loop contributions to the expectation values of two coincident and gauge invariant scalar bilinears in the theory of massless, minimally coupled scalar quantum electrodynamics on a locally de Sitter background. One of these bilinears is the product of two covariantly differentiated scalars, the other is the product of two undifferentiated scalars. The computations are done using dimensional regularization and the SchwingerKeldysh formalism. Our results are in perfect agreement with the stochastic predictions at this order.
Introduction
Quantum field theories which involve either massless, minimally coupled (MMC) scalars or gravitons have the propensity for vastly enhanced quantum effects during inflation. These particles' combination of masslessness without classical conformal invariance results in prodigious particle production during inflation [1] . As more and more long wavelength, virtual quanta are ripped out of the vacuum, the MMC scalar and graviton field strengths grow like the logarithm of the inflationary scale factor. This is evident even in free MMC scalar field theory [2, 3, 4] ,
Of course interactions which involve undifferentiated MMC scalars or gravitons are correspondingly strengthened. Powers of infrared logarithms like that in (1) arise in the one particle irreducible (1PI) functions of a MMC scalar with a quartic self-interaction [5, 6, 7] . They occur as well in MMC scalar quantum electrodynamics (SQED) [8, 9, 10, 11] and in massless Yukawa theory [12, 13] . The 1PI functions of pure gravity on de Sitter background show infrared logarithms [14, 15, 16] , as do the 1PI functions of Dirac + Einstein [17, 18] , and presumably gravity with any other theory. Weinberg has recently drawn attention to their appearance in fixed-momentum correlation functions [19, 20] .
Infrared logarithms are fascinating because they can grow enough during a long period of inflation to compensate for even the smallest coupling constant. However, what this really means is that perturbation theory breaks down, not necessarily that quantum effects become large. Deciding what actually happens requires a nonperturbative resummation technique.
Starobinskiȋ has long argued that the nonperturbative evolution can be followed using his stochastic reformulation of inflationary quantum field theory [21] . Probabilistic representations of inflationary cosmology have been much studied in order to understand initial conditions [22, 23] and global structure [24, 25] but we wish here to focus on Starobinskiȋ's stochastic formulation as a wonderfully simple way of recovering secular effects in quantum field theory [26, 27, 28] . On de Sitter background the technique has recently been proven to exactly reproduce the leading infrared logarithms, at each order in perturbation theory, for any model of the form [29, 30] ,
Provided the potential in (2) is bounded below, Starobinskiȋ and Yokoyama have used the stochastic technique to give an explicit solution for the late time limit [31] . Two important generalizations of Starobinskiȋ's technique are necessary:
• Apply it on de Sitter background to more complicated models which also show infrared logarithms, such as Yukawa [12, 13] , SQED [8, 9, 10, 11] and quantum gravity [14, 15, 16, 17, 18, 19, 20] ; and
• Apply it to a general inflationary and post-inflationary cosmological background.
This first step has already been taken for Yukawa [32] . One of the surprising features of the result is that the ultraviolet cannot be ignored, even at leading logarithm order. Indeed, leading logarithm results for coincident Green's functions can be ultraviolet divergent! This stands in sharp contrast to the situation for models of the form (2) . Aspects of quantum field theory are sufficiently counter-intuitive -even in flat space! -that it would be folly to ignore the possibility of further surprises as the formalism is generalized to models with gauge symmetry and derivative interactions. It is therefore imperative to test putative generalizations of Starobinskiȋ's technique against explicit perturbative computations at the highest possible loop order. The purpose of this paper is to provide this sort of "raw data" for comparison with a leading logarithm formulation of SQED [33] . We report one and two loop results for the (Bunch-Davies) vacuum expectation values (VEV's) of two coincident, gauge invariant bilinears of the charged scalar field,
The Feynman rules are given section 2. Section 3 presents a key result for the one loop self-mass-squared, which also serves to fix the divergent parts of the conformal and scalar field strength counterterms at order e 2 . The first of the two VEV's in (3) is evaluated in section 4. Section 5 does the second. Our discussion comprises section 6, and the less savory details are consigned to an Appendix.
Feynman Rules
The purpose of this section is to work out the Feynman rules for SQED in de Sitter conformal coordinates. We begin by reviewing the background geometry. Then the Lagrangian is given along with a precise definition of the renormalization parameters. Of course this allows one to read off the interactions in a straightforward manner. We next present the propagators. The section closes with a review of the Schwinger-Keldysh formalism which adapts the usual Feynman rules to give true expectation values rather than in-out amplitudes.
Geometry in de Sitter
We work in the conformal coordinate system of D-dimensional de Sitter space,
Hence the metric is g µν = a 2 η µν , where η µν is the Minkowski metric. The affine connection for this background is,
For any geometry the scalar d'Alembertian is,
And the vector d'Alembertian is defined by the relation,
where a semi-colin stands for covariant differentiation. Propagators are most effectively expressed in terms of the length function,
(Here a ≡ a(η), a ′ ≡ a(η ′ ), and the same convention is employed throughout the paper. That is, g µν ≡ g µν (x) and g ′ µν ≡ g µν (x ′ ).) In the limit that δ vanishes, y(x; x ′ ) is related to the invariant length ℓ(x; x ′ ) between the points x µ and x ′µ ,
We often employ the following formula for acting upon a function of y(x; x ′ ) which is analytic everywhere except possibly at y = 0,
Here Res[F ] stands for the residue of F (y); that is, the coefficient of 1/y in the Laurent expansion. Any scalar which depends upon x µ and x ′µ can be considered to be a function of y(x; x ′ ). De Sitter invariant vector and tensor functions of x µ and x ′µ can be represented by including the metric and just the first two derivatives of y(x; x ′ ) [34, 35] ,
Contracting any two of these basis tensors, on either primed or unprimed indices, produces a linear combination of the basis tensors [34, 35] ,
The same is true for covariant differentiation [34, 35] ,
Renormalizing SQED
The bare Lagrangian of SQED is,
Here e 0 , ξ 0 and λ 0 are the bare couplings. No bare mass is required because we study massless SQED, and mass is multiplicatively renormalized in dimensional regularization. Of course we also study minimally coupled SQED, but there is no similar relation for the conformal coupling in dimensional regularization. Hence ξ 0 must appear as a counterterm, even though its renormalized value is zero. The bare fields are expressed as usual in terms of the renormalized fields,
In terms of the renormalized fields the Lagrangian takes the form,
The various bare coupling constants can be expressed as follows in terms of renormalized couplings and renormalization parameters, Note that we have chosen to make the renormalized 4-scalar coupling zero, as we are free to do. Defining the field strength renormalizations as usual,
and dropping the now-redundant subscript R on the renormalized fields, we at length reach the form,
For the computation reported here we shall not require the interactions proportional to δλ and δZ 3 because they do not contribute to either VEV in (3) at order e 2 .
Propagators
The scalar propagator obeys,
It has long been known that there is no de Sitter invariant solution [36] . If one elects to break de Sitter invariance while preserving homogeneity and isotropy -this is known as the "E(3)" vacuum [37] -the minimal solution takes the form [5, 6] ,
The de Sitter invariant function A(y) is [6] ,
+2
. (25) Expression (25) may seem daunting but it is actually simple to use because the infinite sum vanishes in D = 4, and the terms of this sum go like higher and higher powers of y(x; x ′ ). Hence the infinite sum can only contribute when multiplied by a divergent term, and even then only the first few terms can contribute. It turns out that most computations in this paper require only the derivative, A ′ (y), expanded to the following order,
We also need the exact coincidence limit,
Hence the coincidence limit of the scalar propagator is,
The VEV's we seek (3) are both of gauge invariant operators, so it does not matter what gauge we use. The photon propagator has been worked out in a variety of de Sitter invariant [34] and noninvariant [35] gauges. The calculations of this paper happen to simplify greatly in Lorentz gauge,
The general form of the photon propagator in any de Sitter invariant gauge such as this is [34, 35] ,
For Lorentz gauge (29) the two functions B(y) and C(y) can be expressed as follows in terms of a single function γ(y) [34, 38] ,
The gauge condition (29) is obeyed for any function γ(y). What fixes γ(y) is the equation for the photon propagator [38] ,
The unique de Sitter invariant solution for γ(y) is [38] ,
Here the symbol "ψ(z)" stands for the polygamma function,
As with the scalar propagator, we do not require the full complexity of γ(y). For most computations in this paper the following expansions suffice,
The coincidence limit of the photon propagator follows from this, combined with expressions (30), (31) (32) and (11) (12) ,
The Schwinger-Keldysh formalism
The Feynman rules we have just presented would suffice for computing the matrix element of any operator between the state which is free vacuum in the asymptotic past and the state which is free vacuum in the asymptotic future. These in-out matrix elements are well adapted to scattering experiments in flat space but they do not correspond to observations that can be performed in de Sitter. There is no S-matrix in de Sitter [39, 40] . In fact the vast expansion of spacetime in the infinite future means that in-out matrix elements even diverge off-shell [41] . The physics reason behind the math problem is that free vacuum is an infinitely poor guess for the state after an endless history of inflationary particle production. Indeed, the fact that we do not know what becomes of the state in the infinite future is the whole reason the computation is interesting! Under these circumstances, a more realistic theoretical question is, what happens if universe is released in free vacuum (or some other state) at a fixed time and then left to evolve as it will? One can follow this evolution by computing the expectation values of time-dependent, local operators in the presence of the Heisenberg state.
Of course expectation values of the sort just described could be computed canonically. However, the canonical formalism is extremely cumbersome because it does not reflect the underlying spacetime symmetries in a manifest way. Schwinger long ago modified the ordinary Feynman rules to provide a manifestly covariant procedure for computing expectation values [42, 43, 44, 45] . Many excellent reviews of this formalism exist [46, 47, 48, 19] so we will merely give the key identity which relates it to the operator formalism [49] ,
Expression (42) is formulated in the context of a scalar field φ(x) whose Lagrangian (the space integral of the Lagrange density) at time
The left hand side of (42) 
It is important to remember that there is only one type of operator for each of the fundamental fields. The C-number functions φ ± which appear on the right hand side of (42) are merely dummy variables in a convenient functional representation for the canonical expectation value on the left hand side. From this functional representation we can read off the following rules:
• Each endpoint of each propagator carries a "polarity" which can be either "+" or "−";
• External lines emanating from operators in O 1 [φ] are "+", whereas those from operators in O 2 [φ] are "−";
• Any given vertex is either all "+" or all "−";
• The "+" vertices are identical to those of the in-out formalism, whereas the "−" vertices have the opposite sign;
• The state wave functional Ψ[φ(s)] is assumed to be free vacuum, plus possible perturbative corrections which would show up as interactions on the initial value surface; and
• For SQED in de Sitter, the various polarities of the propagators are obtained from the Feynman propagators of the previous subsection by making the following replacements for the length function y(x; x ′ ) [50] ,
It is worth calling attention to some consequences of these rules,
• To each N-point 1PI function of the in-out formalism there correspond 2 N 1PI N-point functions in the Schwinger-Keldysh formalism;
• The absence of mixed polarity counterterms means that no mixed polarity 1PI functions harbor primitive divergences [49] ; and
• The propagators of mixed polarity obey the homogeneous analogues of (23) and (33).
One Loop Self-Mass-Squared
The purpose of this section is to derive a key result for the one loop selfmass-squared. By renormalizing this quantity we also determine the order e 2 contributions to the renormalization parameters δξ and δZ 2 .
The three diagrams which contribute to the ++ polarization of the one loop self-mass-squared are depicted in Fig. 1 .
Of course the left-hand diagram is the most difficult. In an arbitrary gauge it would consist of four terms. However, one of the nice things about Lorentz gauge (29) is that each of these terms makes the same contribution,
The next step is to take the derivatives,
and carry out the tensor contractions with the aid of identities (13) (14) (15) . One then substitutes relations (31) and (32) . The analysis is,
By comparing with (10) we can recognize (51) as the scalar d'Alembertian acting upon the indefinite integral of A ′ (y)γ(y). Because we shall often need to take the indefinite integral of different functions F (y), we shall denote it with the symbol I[F ] as follows,
By consulting the expansions (26) and (34) we see that,
Therefore the final term in (51) gives precisely right residue contribution and we conclude that the first diagram of Fig. 1 can be written as,
(54) The other diagrams of Fig. 1 are straightforward. The middle one is,
The rightmost diagram of Fig. 1 represents field strength and conformal renormalizations,
Adding (54), (55) and (56) gives our result for the ++ polarization of the regulated one loop self-mass-squared,
To renormalize the one loop self-mass-squared we must isolate the divergences implicit in the first term of (57). From the expansions (26) for A ′ (y) and (36) for γ(y) we compute,
Hence the indefinite integral is,
It is important to understand that one typically wants to use −iM
′µ , so an expression is "renormalized" when it has been written in a form which is integrable (with respect to x ′µ ) in D = 4 spacetime dimensions. Each term of (59) except the first meets this requirement. To isolate the divergence in this first term we exploit relation (10) to express it in terms of a lower power which integrable,
The d'Alembertian with respect to x µ can be pulled outside the integration over x ′µ , so (60) really is an integrable expression. We could take the limit D → 4 at this point, were it not for the factors of 1/(D−4). Of course these represent the ultraviolet divergence we have been laboring to extract! To isolate it on a local term suitable for renormalization, we add zero in the form,
Hence we conclude,
Substituting (63) in expression (59), and the result into (57), gives a form for the self-mass-squared from which renormalization parameters can be inferred,
This fixes the one loop counterterms up to finite renormalizations,
Taking the limit D → 4 gives the renormalized result at one loop order,
The purpose of this section is to evaluate the leftmost of the VEV's in (3) at one and two loop orders. We begin by decomposing the gauge invariant operator product into noninvariant components,
The next three sub-sections are devoted, respectively, to writing out and partially evaluating the expectation values of the order e 0 , e 1 and e 2 operators in (69). These results are combined in the final sub-section, at which point an important cancellation occurs. We then give explicit results for the remaining integrals.
The only diagram which contributes at one loop is Fig. 2 . It corresponds to the coincidence limit of the differentiated propagator, whose value comes entirely from the n = 1 term in (25) , Fig. 3 depicts the three diagrams which contribute at two loop order, the scalar bilinear being an insertion at point x µ .
The alert reader will recognize these as the three diagrams of Fig. 2 , with the external lines joined. This means we can express the diagrams in Fig. 3 as a sum over simple integrals involving the four one loop contributions to the self-mass-squared,
For our purposes it is better not to use the renormalized self-mass-squared (67), which is only valid inside integrals over suitably smooth functions and in the limit D → 4. It is instead superior to use the exact, regulated result (57). Symmetrizing the d'Alembertian and taking account of our result (65) for the conformal counterterm, we can write the ++ polarity as,
The other polarizations give,
The counterterms are simple on account of the delta functions. The contribution to (71) from the conformal counterterm is,
We postpone evaluation of these integral to the end of this section. On the other hand, the contribution to (71) from the field strength counterterm can be evaluated right away,
The nonlocal contributions suggest a partial integration, which raises the issue of surface terms. In the Schwinger-Keldysh formalism the various polarizations combine to completely cancel contributions from the future time surface, and from the spatial surfaces [50] . However, there are nonzero contributions from the initial value surface. We shall assume that order e 2 corrections to the state wave functional completely cancel these surface contributions. Even if this is not correct, the surface contributions should fall off exponentially [6] .
Of course the point of partially integrating is to take advantage of the simple results of acting d'Alembertians on the various propagators,
One should also note that the derivative acting upon whichever outer leg propagator contributes a delta function, will ultimately wind up acting to undo the indefinite integral of A ′ γ,
Hence the nonlocal terms give,
(Parenthesized indices are symmetrized throughout this paper.) We shall not evaluate this contribution because it cancels against one in the next sub-section.
−ie Ω|ϕ
Both VEV's have the diagram topology shown in Fig. 3 .
The leftmost VEV can be simplified by another partial integration whose surface term on the initial value surface we shall again assume is canceled by an order e 2 correction to the state wave functional,
The rightmost VEV makes the same contribution with the indices µ and ν interchanged. The next step is to act the ∂ ′ σ , carry out the contraction using identities (13) (14) , and substitute (31) (32) . Because none of these operations depends upon the Schwinger-Keldysh polarities we will carry them out generically,
Therefore the two VEV's of this sub-section contribute,
Of course the first line of (87) just cancels (82), so we need not evaluate either of them. We postpone evaluating the second term until the end of this section.
e
The only order e 2 diagram that contributes to this VEV is depicted in Fig. 5 . It is a straightforward coincidence limit,
The Final Result
Adding the various contributions -(70), (76), (77), (82), (87) and (88) -gives the following result for the first VEV,
It remains to evaluate the two final terms of (89). For that purpose the 2nd covariant derivative of a function f (y),
implies an identity we shall employ many times,
In using (91), one extracts derivatives with respect to x µ from integrations over x ′µ . For example, consider the integral associated with the conformal counterterm in (89),
Here ∂ ln a stands for the derivative with respect to ln(a), which is the only coordinate upon which the integrals can depend.
Reducing the final term of (89) to a similar form is facilitated by two relations for temporal basis tensors, ∂y ∂η ′ = Ha ′ (y−2) + 2Ha and
Combining these with (30) and (31) (32) , we obtain the relation,
= Ha ′ ∂y ∂x ν B(y)−(2−y)C(y) + 2Ha
Substituting this relation into the final term of (89), decomposing the derivative of the scalar propagator, and making use of (91) results in six integrals whose sum yields the final term of (89),
The next step is compute the various functionals of propagator functions which appear in (95) and I
1−6
µν . Of course we take D = 4 on any terms which make finite contributions. For example, the square of A ′ (y) is,
Its integral is,
(112) Hence the integrands of the first two terms in (95) are,
The integrand for the final term in (95) is just the D = 4 limit of A(y),
It turns out that each of the 11 integrands required for evaluating (95) and I 
In considering the finite functions it conserves space to set x = y/4. These functions come from multiplying the less singular parts of propagators, decomposing by partial fractions, and then performing whatever integrations and subsequent multiplications are prescribed. The partial fractions decompositions are facilitated with the familiar identities,
The integrals we require are,
Contributions which are analytic at y = 0 -such as the infinite sumscancel when we take the difference of ++ and +− terms. So the eight finite Integrand Prefactor ( functions can be taken to be,
We have tabulated the expansions for the integrands in (95), and those for integrals I
µν , in Tables 1 and 2 . Table 1 gives the numerical coefficients of the potentially divergent contributions and Table 2 gives the finite contributions.
The next step is to perform the integrations, against either a ′D or a ′D−1 , as the case may be. We have done this generically for each of the two potentially divergent functions in Table 3 . Table 4 gives the integrals of the eight finite functions times a ′4 . The analogous results for a ′3 are reported in Table 5 . The Appendix describes how these results were obtained.
One evaluates each of the 11 integrals in (95) and I
1−6 µν
by multiplying the appropriate tabulated results, and then acting whatever derivatives are 
ln(a) − 11 36 
The second term of (95) gives an even simpler result,
The final term of (95) is finite from the start,
Summing the three terms and multiplying by −i12e 2 H 2 δξ fin gives the total contribution from the conformal counterterm,
In these and all subsequent formulae we neglect terms which vanish at D = 4, or which fall off like 1/a. The procedure for I
1−6
µν is the same. Consulting the appropriate tables, acting derivatives and summing, we find,
The sum of all six integrals is,
Note the cancellation of all infrared logarithms. We can now substitute (138) and (145) in (89) to give our final result,
Note again that we have dropped terms which vanish for D = 4, and also terms which fall off at late times, relative to the overall factor of a 2 . The only infrared logarithm in (146) is precisely the one predicted at order e 2 by the stochastic analysis [33] .
5
Ω|ϕ * ϕ|Ω It might seem that computing this VEV requires an analysis as extensive as what we have just done. However, it is possible to get this result from the previous one by making use of the exact Heisenberg equation of motion for the scalar field operator,
Next act the scalar d'Alembertian on the gauge invariant product of ϕ * (x) and ϕ(x), and substitute (147),
Because it is valid to use the equations of motion inside functional integrals of gauge invariant operators [51] , we conclude,
Finally, recall that δξ ∼ e 2 , δZ 2 ∼ e 2 and δλ ∼ e 4 . Hence the result we require at one and two loop orders is,
To the order we are working, the last term in (151) is just 2R = 2(D − 1)DH 2 times the product of the one loop conformal counterterm (65) with the coincident scalar propagator,
The first term on the right hand side of (151) is just twice the trace of our result (146) from the previous section,
Substituting these two relations in (151) results in complete cancellation of the divergent infrared logarithms to the order we are working,
In fact we can eliminate any infrared logarithms, at order e 2 , by choosing the finite part of the conformal counterterm to vanish,
Note that on a function of ln(a), the scalar d'Alembertian gives,
If the d'Alembertian of such a function is a constant K then we can reconstruct the function up to an integration constant,
We see from this and (155) that choosing δξ fin = 0 results in the VEV of ϕ * (x)ϕ(x) possessing no ln 2 (a) contribution at order e 2 . It is interesting to note that δξ fin = 0 is also the unique choice which results in there being no significant late time corrections to the scalar mode functions at one loop order [52] .
At order e 0 the VEV of ϕ * (x)ϕ(x) is just the coincident propagator, and it contains a single infrared logarithm. Hence the leading logarithm correction for this VEV at order e 2 would contain two infrared logarithms. We have just seen that choosing δξ fin = 0 causes this leading logarithm correction to vanish. That is another key prediction of the stochastic formalism [33] .
Discussion
We have used dimensional regularization to compute the one and two loop VEV's of two gauge invariant operators in SQED. Our results (146) and (155) confirm two predictions of the stochastic analysis [33] :
• That the leading log result for the coincident kinetic term is,
• That setting the conformal counterterm to,
(which corresponds to δξ fin = 0) results in the coincident scalar norm having no leading logs at order e 2 ,
Two additional points deserve comment concerning the leading logarithm approximation. First, we saw in Yukawa theory [32] that leading logarithm corrections to the VEV's of passive fields can harbor ultraviolet divergences. From (158) we see that the same can be true for leading logarithm corrections to the VEV's of differentiated active fields. In both cases the reason is that the ultraviolet cannot be ignored in any field which fails to contribute an infrared logarithm. By contrast, the VEV of undifferentiated active fields such as (160) must be finite at leading logarithm order. Note that this would be true no matter what choice had been made for δξ fin .
Our second observation is that choosing (159) prevents significant late time corrections to the scalar mode functions [52] at one loop. This seems to be the unique renormalization prescription which suppresses quantum secular effects as much as possible at order e 2 . However, there is no way to prevent significant corrections to the photon mode functions at one loop order [8, 9, 10] .
Although the principal application of this exercise has been to provide "data" for checking testing a leading-log resummation of SQED [33] , the calculation is not without interest in its own right. Because both the operators whose VEV's we computed are gauge invariant, it would not have mattered which gauge we used. However, we found that working in Lorentz gauge (29) greatly simplified the one loop self-mass-squared. It also permitted the two loop scalar kinetic operator (158) to be expressed in terms of a single-vertex integral, rather than the 2-vertex integration that seems to be required for the leftmost diagram of Fig. 3 .
Another significant technical advance (for which see the Appendix) is that we have worked out procedures for integrating functions of y(x; x ′ ) by extracting covariant d'Alembertians. This has advantages over the technique of breaking y(x; x ′ ) = H 2 aa ′ ∆x 2 up into factors and then extracting powers of the flat space d'Alembertian ∂ 2 = η µν ∂ µ ∂ ν . The older technique was employed in all previous computations of this sort [5, 6, 7, 9, 12, 17, 35, 53] . Although it produces correct results, one must work through many tedious cancellations between spurious infrared logarithms from the D-dependent powers of a which reside on ultraviolet divergences, and equally spurious infrared logarithms from the nonlocal, finite terms. The new technique organizes the calculation so that these spurious infrared logarithms never appear in the first place.
7 Appendix: Tables 3, 4 and 5 The purpose of this appendix is to describe how to evaluate certain integrals of the form,
(161) Section 3 has already discussed our method for segregating ultraviolet divergences on to delta functions. Briefly, the procedure is to extract covariant d'Alembertians using the identity, 
One then takes D → 4 in the nonlocal terms.
The results for the two potentially divergent integrands we require are,
The +− results follow from these by dropping the delta functions and replacing y ++ everywhere with y +− . Of course it is quite simple to evaluate integrals of delta functions! The finite, nonlocal terms require an additional partial integration to remove factors of 1/y. The two identities we need are, 
These d'Alembertians are extracted from the integration over x ′µ and then acted after performing the integrals. Because the integrals can only depend upon a, the following identities are useful for acting the d'Alembertians,
H 2 ln(a) = −3 , H 2 ln(a) a = 2 ln(a) a − 1 a ,
H 2 ln 2 (a) = −6 ln(a)−2 , H 2 ln 2 (a) a = 2 ln 2 (a) a − 2 ln(a) a − 2 a .
We will shortly describe how to perform the finite integrals which make up Tables 4 and 5 but it is best to first complete the discussion of the potentially divergent integrals of Table 3 . Combining (165) with (167) and (168), we first express the integral as a divergent part plus a sum of differentiated finite integrals. These finite integrals are performed using Tables 4 and 5 , then the derivatives are acted using relations (169-171). The last step involves expanding some terms on the divergent part to obtain a simpler answer for tabulation. The steps for the bottom left entry in Table 3 
The analogous a ′D−1 term gives, 
• Make the change of variables r = ∆η · z and perform the integration over z.
• Make the change of variables a ′ = −1/Hη ′ and perform the integration over a ′ .
• Discard terms which fall off at late times with respect to 1 for Table 4 , or to 1/a for Table 5 .
This carries the factor of ∆η 3 times the z integral to,
The second exception is that one changes variables in the temporal integration from a ′ to α = a ′ /a. For f 3 (x) integrated against a ′3 , the steps are, 
Note that the a ′4 result (on Table 4 ) would follow from simply multiplying the integrand of (194) by aα.
The most difficult reductions are those for f 5 (x) = ln 2 (x)−2 ln(1−x) ln(x) and f 6 (x) = x ln 2 (x)−2x ln(1−x) ln(x)−2 ln(x). These combinations of factors were chosen because they arise in performing the various integrations and multiplications, and because cancellations between the different factors prevent significant contributions from the limit at α = 1. We carry out the same reduction as for f 3 (x) and f 4 (x) on each factor separately, up to the α integration, and then combine them to take advantage of the cancellations. The two factors in f 5 (x) times a ′4 produce, 
