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The theory of evolutionary computation (including, for example, run-time analysis of evolutionary algorithms,
population dynamics, and fitness landscape analysis) has grown rapidly in recent years. Many papers have appeared in the
last few years on various aspects of evolutionary computation theory. However, most of these papers were scattered among
different journals in evolutionary computation, operations research and computer science, addressing different theoretical
issues. This special issue is our latest attempt in bringing all such theoretical work together and examining the fundamental
challenges in a single place. The papers appearing in this special issue cover the latest development and breakthroughs in
foundations of evolutionary computation. It is extremely pleasing to see how the theories of evolutionary computation
have grown and started to take off.
The articles included in this special issuehave all gone through an extremely rigorous andnecessarily long reviewprocess.
All paperswent through at least two rounds of the peer-review process. Each paperwas reviewed by at least two, andmostly
three, independent referees. The eight papers in this special issue were selected from a total of 33 initial submissions.
The first two articles study the crossover operator in evolutionary algorithms. In the paper ‘‘Quotient geometric
crossovers and redundant encodings’’, Yoon, Moraglio and Moon extend a geometric framework for interpreting crossover,
i.e., geometric crossover, to include the genotype-phenotype mapping in their analysis. Such an analysis provides a
sound theoretical foundation for designing potentially more efficient evolutionary algorithms, since it considers both the
represented search space and the operator (crossover) acting on it.
Doerr, Happ and Klein prove in their article ‘‘Crossover can provably be useful in evolutionary computation’’ that
crossover can be helpful in solving the problem efficiently. Since the no-free-lunch theorem has been widely known, the
focus of recent research has been on finding out what evolutionary algorithms are efficient for what problems. It is essential
that we understand the relationships between algorithmic features, such as crossover, mutation and selection, and the
problem characteristics. The paper is a great effort in this direction with the focus on algorithmic features.
The focus on the analysis of problem characteristics is the topic of the paper ‘‘A study of the neutrality of Boolean
function landscapes in genetic programming’’ by Vanneschi, Pirola, Mauri, Tomassini, Collard and Verel. It investigates a
specific characteristic, i.e., neutrality, of a genetic programming fitness landscape and reveals the link between the proposed
neutrality measures and the performance of genetic programming for the problems studied. New evolutionary operators
are introduced and different fitness landscapes induced by the new operators are analysed and compared.
Continuing the effort of understanding different problem characteristics, Sutton, Whitley and Howe study in their article
‘‘Computing themoments of k-bounded pseudo-Boolean functions over Hamming spheres of arbitrary radius in polynomial
time’’ a particular type of pseudo-Boolean functions and show that ‘‘one can always compute the cth moment of f over
regions of arbitrary radius in Hamming space in polynomial time’’. This result could be very useful for search algorithms
because, for certain problems, promising regions in the search space could be identified efficiently. An example of calculating
the expected fitness of mutations for evolutionary algorithms is given in the paper.
Multi-objective evolutionary optimisation is one of the areas in evolutionary computation, whose impact on science and
engineering has gone well beyond the boundary of evolutionary computation. There has been a huge amount of research as
well as successful applications of multi-objective evolutionary algorithms in optimisation and learning. One of the recent
developments in this area is hypervolume-based multi-objective evolutionary optimisation, which has the nice property of
Pareto compliance. In otherwords, a larger hypervolume always implies a ‘‘better’’ Pareto front. However, exact computation
of hypervolumes is hard and impractical. The reference point that is needed for hypervolume computation is also difficult
to determine in practice. The next two papers investigate these issues and their practical implications in multi-objective
evolutionary optimisation. Auger, Bader, Brockhoff and E. Zitzler examine in the paper ‘‘Hypervolume-based multiobjective
optimization: Theoretical foundations and practical implications’’ the relationship between optimising a Pareto front of
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manypoints and optimising a single indicator, such as the hypervolume. Both theoretical results and experimental outcomes
are presented.
Bringmann and Friedrich focus in their article ‘‘Approximating the least hypervolume contributor: NP-hard in general,
but fast in practice’’ on the computational time complexity analysis of the hypervolume computation. They show that even
approximating the hypervolume computation with a guaranteed performance is hard. It is also hard to decide whether a
solution has the least hypervolume contribution. Fortunately, there exist fast approximate algorithms in practice, which can
compute hypervolumes efficiently with high probability.
Vertex cover has been a relatively popular problem in the analysis of evolutionary algorithms. Witt focuses in his paper
‘‘Analysis of an iterated local search algorithm for vertex cover in sparse random graphs’’ on vertex cover in sparse random
graphs using an iterated local search algorithm. He shows interesting problem instances where the algorithm can find
the minimum vertex cover in polynomial time and those where the algorithm needs at least exponential time to find the
minimum. Such results are very useful in our understanding of when and why a problem instance class is hard for a given
search algorithm.
While all previous papers are related to optimisation, the last article of this special issue by Stalph, Llorá, Goldberg and
Butz with the title ‘‘Resource management and scalability of the XCSF learning classifier system’’ is devoted to learning. It
studies the scalability of XCSF learning classifier systems with respect to the population size. According to this paper, ‘‘For a
set of functions, in which fitness guidance is given, we even show that XCSF scales optimally with respect to the population
size, requiring only a constant overhead to ensure that the evolutionary process can locally optimize the evolving structures’’.
This is one of the few theoretical results related to evolutionary learning.
This special issuewill not be possiblewithout the support of all the authors and dedicated reviewers. They are the reasons
why we have such a high-quality special issue. We are most grateful to all the authors who have submitted their work to
this special issue. Although we can include only eight papers in this special issue, many submitted papers actually have
interesting and novel ideas. We encourage authors to re-work on their papers and submit them to regular issues of the
journal.We are also very grateful to all the reviewers, who have tirelessly contributed their time and read through submitted
papers in detail, more than once! Their contributions have no doubt helped to ensure the highest quality of this special issue.
We owe them a lot. Last but not least, the editor-in-chief, Professor Grzegorz Rozenberg, has been instrumental in the entire
production process of this special issue, from the initial idea for such a special issue to the final writing of this editorial.
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