Abstract-In this paper, based on penalized least squares, the penalized weighted sum of squares is set up, we deduce the calculation method of a positively definite regularity matrix and obtain the corresponding results in least squares collocation model. According to the foundational properties of the random errors, we study how to choice a reasonable smoothing parameter and regularizer matrix. Concepts of confidence region in probability and method of region estimation are used. The adaptation of this technique is more flexible than the traditional model.
INTRODUCTION
Least squares collocation (LSC) is the traditional method for gravity field transformations, being widely used in many geodetic branche [1] [2] [3] [4] [5] [6] .Least squares collocation (LSC) is widely used when one is interested in the integration of spatially connected observations of different types in order to compute a related quantity of which, in the case of physical geodesy, they are functional. In the 1980s, statistics brought forward semi-parametric regression models comprising a parametric part and a non-parametric part [7] . It has some significant merits over parametric models in dealing with complicated relationships between observations and estimated variables and offering useful information. This model has been discussed by a number of authors [7] . See, for example, Fischer and Hegland [8] ,Hong Shengyan [9] , Liang hua [10] , P.J.Green and B.W.Silverman. [11] .This paper tries to introduce the semi-parametric regression method for surveying adjustment, and to develop a suitable method that can estimate the unknown parameters and can extract method errors simultaneously.
II. ESTIMATE METHOD AND MODELS SOLUTION
Least squares collocation is based on the adjustment within a mixed model where random and fixed parameters are treated simultaneously. The basic linearized observation equations for LSC can be written as:
is a vector of observations, Y is a vector of fixed parameters to be estimated, X is signal and a vector of spatially connected random parameters to be predicted, 
is symmetric positive-definite matrix, and also is the weighted matrix of the observation L . The matrix R is a given positive-definite matrix, which is named as regularize matrix,  is the smoothing parametric and governs the balance between the two terms of V and X . (5) into (6), and considering (2),
Substituting (5) into (7), and considering (2),
By simple calculus (8) and (9), it follows that (4) is minimized when X and Yˆ satisfy the block matrix equation:

We considering (8), (9) and (10), we can obtain
, by select suitable smoothing parametric and regularize matrix, R , X and Yˆ can be calculated by (11) and (12).
III. STATISTIC PROPERTIES OF ESTIMATORS
Some properties of estimators are discussed in the following.
Remark 1 Yˆ is unbiased estimation of Y .
Proof: using (12), we can get

Remark 2. By simple calculus (11) and (12), the estimator of observations is
) ( J called the hat-or smoother matrix.
Remark3. Variance matrix of X is
Based on (15) and (16), we can obtained the Variance
IV. SMOOTHING PARAMETER SELECTION
As is well known, the smoothing parameter  controls the trade-off between the goodness of fit and the roughness, and it is important to choose an appropriate  .
The residual sum of squares (RSS) of a model is a measure of predictive ability, since a residual is the difference between an observation of a response and its fitted or predicted value: 

This method is the technique of model validation that splits the data into two disjoint sets, fits the model to one set, predicts the data in the second set using only the fit to the first set, and then compares these predictions to the actual observations in the second set. This "leaving one out" strategy is a way of guarding against the wiggly answer that RSS gives. 
Thus, the predicted residual sum of squares (PRESS) can be computed using only ordinary residuals and the diagonal elements of the hat matrix.
V. HYPOTHESIS TESTING
First consider the problem of hypothesis testing for i y , the ith entry of Y .
By simple calculus (13), we can obtain the estimator of 
t T 
; Through the test, we can give specific analysis, correct the observation equation of observe value, so as to achieve the aim of improving precision.
VI. EXAMPLE COMPERISON
For many areas, the gravity anomaly not only contains a random part, but also contains the system part, the system part usually expressed as a linear function of each point coordinates ) , ( 
This example taken from literature [4] . Assume that the gravity anomaly value L of four observation points 
