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Abstract
We study the solution of consistent, semidefinite and symmetric linear systems by iterative
techniques. Given a finite sequence of subspaces a block-iterative projection type algorithm
is considered. For two specific choices of iteration parameters we show convergence. We
apply our results to over and under determined linear equations. These methods are based on
decomposing the system matrix into blocks of rows or blocks of columns. Thereby several
algorithms, many used in image reconstruction, are presented in a unified way.
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1. Introduction
In this paper we will study some properties of orthogonal projection methods for
solving linear systems. For a review of these methods and an interesting presentation
see Saad [32, Chapter 5] and, with a focus on least squares problems, Björck [4,
Chapter 7]. Projection methods were studied already by Householder and Bauer [23].
A recent review of iterative methods in general, also including projection methods,
are given by Saad and van der Vorst [33].
Each hyperplane, or sets of hyperplanes, is a closed convex set in the finite dimen-
sional Euclidean space. There is a well developed theory for finding a common point
in the intersection of finitely number of closed and convex sets. The POCS (projection
onto convex sets) algorithm, recently surveyed by Bauschke and Borwein [3], can be
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used for this problem. We will use POCS as a tool for deriving some of our results. In
particular we will consider a block-iterative version introduced and analyzed by Aha-
roni and Censor [1]. Their method will be presented, together with its convergence
properties, in Section 2. We also give several examples of iterative methods, some well
known, which have been used in image reconstruction from projections.
In Section 3 we consider a semidefinite and consistent linear system. Given a
finite sequence of subspaces a block-iterative projection algorithm is studied. For a
specific choice of iteration parameters a convergence result is derived. An alternative
choice of parameters, previously introduced for column-based methods by Renault
[31] and for row-based methods by Scolnik, Echebest, Guardarucci and Vacchino
[34], are treated in Section 4. For a nice review of stationary iterations applied to
semidefinite, but not necessarily consistent, linear systems see the paper [13] by
Dax, and also the classical paper by Keller [28].
In the last section our results are applied to rectangular systems of equations.
We derive methods based on decomposing the system matrix into blocks of col-
umns and blocks of rows. Thereby several algorithms are presented in a unified way.
This include block-ART methods which are being used e.g. when solving the large
and sparse systems of linear equations arising in the fully discretized approach to
the problem of image reconstruction from projections, see, Censor and Zenios [10],
Herman [22] and Natterer [29].
2. The block-iterative projections algorithm
Let I = {1, 2, . . . , p} and let Qi, i ∈ I be closed convex sets in Rn. The integer
p denotes the number of blocks.
The Convex Feasibility Problem is defined as finding a vector x such that
x ∈ Q = ∩p1Qi. (1)
Let Pi(y) = PQi (y) denote the orthogonal projection of the point y onto Qi i.e.
Pi = arg min
x∈Qi
||x − y||2, (2)
where || · ||2 is the Euclidean norm.
We will introduce the block-iterative projections algorithm (BIP) following Cen-
sor and Zenios [10]. Let (wk(i))pi=1 be weight vectors, such that
for all k  0 : wk(i)  0, i = 1, 2, . . . , p and
p∑
i=1
wk(i) = 1. (3)
Let
Ik =
{
i ∈ I
∣∣∣∣wk(i) > 0, ∑
i∈I
wk(i) = 1.
}
. (4)
The algorithm is [10].
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Algorithm 1 (block-iterative projections algorithm (BIP)).
Initialization: x0 ∈ Rn is arbitrary.
Iterative Step: Given xk calculate
xk+1 = xk + λk
∑
i∈Ik
wk(i)(Pi(x
k)− xk), (5)
where λk is a relaxation parameter satisfying
0 < 1  λk  2 − 2 (6)
for any arbitrarily small 1, 2 > 0.
Aharoni and Censor [1] have shown the following convergence result:
Theorem 2. Assume that Q = ∩p1Qi is nonempty, and that
∑
k wk(i) = ∞ for
each i ∈ I. Then the iterates {xk} of Algorithm 1 converge to a vector x∗ ∈ Q.
In Algorithm 1 the blocks, i.e., the subfamilies of sets Qi , which are acted upon
in each iterative step may vary as iterations proceed. Some familiar choices of the
index sets Ik are:
Simultaneous iteration. Then Ik = I for all k. The resulting method is
xk+1 = xk + λk
p∑
1
wk(i)(Pi(x
k)− xk).
As shown by Combettes [12] and Iusem and De Pierro [25] this method converges
in the inconsistent case to a least squares solution.
As an example consider a set of linear equations Ax = b, where A is an m× n
real matrix and b the right hand side vector. Let p = m and define
Qi =
{
x | 〈ai, x〉 = bi
}
, i = 1, 2, . . . , p,
where ai is the ith row of A and bi the ith component of b. Here 〈·, ·〉 denotes the
Euclidean scalar product. Then the resulting simultaneous iteration becomes
xk+1 = xk + λk
p∑
i=1
wk(i)
bi − 〈ai, xk〉
‖ai‖22
ai.
This method is of Cimmino-type [10,11].
Sequential iteration. Then Ik = {i(k)} a singleton (so wk(i(k)) = 1) giving the
method,
xk+1 = xk + λk(Pi(xk)− xk)). (7)
Here i(k) : Z+ → I = {1, 2, . . . , p} is called the control. Note that with i = kmod
p + 1, cyclic control, the assumption ∑k wk(i) = ∞ in Theorem 2 is fulfilled.
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The method (7) is known as the POCS (projection onto convex sets) method. Pro-
jection methods are used in both signal and image processing, see e.g. [10,22,35,37].
For the case of linear equations the sequential method becomes
xk+1 = xk + λk bi − 〈a
i, xk〉
‖ai‖22
ai.
This method (using cyclic control) is due to Kacmarz [27]. In image reconstruc-
tion it was rediscovered by Gordon et al. [19] and given the name ART (algebraic
reconstruction technique).
Fixed block iteration. Let I = I 1 ∪ I 2 ∪ · · · ∪ IM and Ik = I i(k). Denote by Ai
the matrix consisting of all rows in I i , i = 1, 2, . . . ,M , and bi the corresponding
subvector of b. Further put Di = diag(wk(j)/‖aj‖22), j ∈ I i .
For the case of linear equations the resulting method is
xk+1 = xk + λk
∑
j∈I i
wk(j)
bj − 〈aj , xk〉
‖aj‖22
aj = xk + λkATi Di(bi − Aixk),
(8)
with i = kmodM + 1. This method is known as block-ART and was described by
Eggermont et al. [16].
The following sequential block-method was presented in [17]
xk+1 = xk + λkATi (AiATi )−1(bi − Aixk), i = kmodM + 1. (9)
The method can be implemented by forming and solving the system
AiA
T
i u
i = bi − Aixk
and then performing xk+1 = xk + λkATi ui . In the discrete model used in image
reconstruction from projections see, e.g. [10], we may pick {Ai, bi} as the set of
equations corresponding to a fixed projection angle θi . The solution of the linear
system above is then simplified by the fact that only neighboring rays intersect the
same pixels. Hence the matrix AiATi has a small bandwidth.
It is well known that in the consistent case the above methods converge to the min-
imum norm solution of the system Ax = b (assuming e.g. x0 = 0 and λk ∈ (0, 2)).
The behavior in the inconsistent case, including the fact that convergence occurs to
a weighted least squares problem when the relaxation parameter goes to zero, has
been analyzed in [8,15,20,26,29,36]. For alternative ways of treating inconsistency
see the papers [5,18,30].
We end this section by shortly describing the column-based iterations correspond-
ing to (8) and (9). Let {ajc } be the columns of A. For simplicity we assume the same
index sets as in the row-case. Then the following scheme corresponds to (8),
xk+1 = xk + λk
∑
j∈I i
ej
wk(j)
‖ajc ‖22
(a
j
c )
T(b − Axk), (10)
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where Aej = ajc . Note that the residual rk = b − Axk can be updated as
rk+1 = rk − λk
∑
j∈I i
a
j
c
wk(j)
‖ajc ‖22
rk.
This method is described further in Section 5 (formula (34)). Finally the column-
based counterpart of method (9) is given in (31). These two column methods both
converge towards least squares solutions without the requirement that the relaxation
parameter goes to zero.
As discussed in [10], see also, e.g. [2,6,31,34], the use of block-iteration––sequen-
tial or simultaneous––leads to a more flexible way to perform iterations in a parallel
computer environment. The blocks can be chosen so as to ensure that all processors
receive tasks of the same computational difficulty, so that they will complete their
work in roughly the same time. The specification of block-sizes will typically depend
on the architecture.
For more results on block-iteration see also the papers by Byrne [7] and by Hud-
son and Larkin [24].
3. A block-iterative subspace iteration
In Section 5 we will derive iterative methods which solve consistent semidefinite
systems of least squares type, i.e., with a matrix of form ATA or AAT. Therefore we
start by considering more generally the following linear system
Gx = c, (11)
where G ∈ Rn×n is a symmetric and positive semidefinite matrix. We also assume
that (11) is consistent. Denote by G1/2 the square root of G and by R(A), N(A) the
range and nullspace of a matrix A. Let A† denote its pseudoinverse.
LetV ⊂ Rn be a given subspace and x0 ∈ Rn a given point. Following Saad [32,
Chapter 5] we define an approximation x˜ as follows (the Ritz–Galerkin conditions)
(i) x˜ ∈ x0 +V, (ii) c −Gx˜⊥V.
Assume that the columns of a matrix V are a basis for V. Then we can write
(i′) x˜ = x0 + Vy, (ii′) V T(c −Gx˜) = 0.
Put r0 = c −Gx0. The last conditions becomes V TGVy = V Tr0. Hence
x˜ = x0 + V (V TGV )†V Tr0 + V z, (12)
where z be any point in N(V TGV ).
We next consider the minimization properties of (12). Put
E(x) = 〈G(x∗ − x), x∗ − x〉,
where x∗ is any solution of (11).
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Proposition 3. Let z ∈ N(V TGV ), and r0 = c −Gx0. Then
x = arg minE(v)v∈V+x0 ⇔ x = x0 + V (V TGV )†V Tr0 + V z.
Proof
E(x) = E¯(y)=〈G(x∗ − Vy − x0), x∗ − Vy − x0〉
=‖G1/2(x∗ − x0)−G1/2Vy‖22.
Hence E¯(y) is a least squares functional and it follows [4, Theorem 1.1.2] that nec-
essary and sufficient for minimum is
∇E¯(y) = 0, i.e. V TGVy = V Tr0. 
If G is positive definite this result is, e.g. in [32, Proposition 5.2].
Let {Vi}p1 be a collection of subspaces in Rn. Denote by
Vi ∈ Rn×m(i), i = 1, 2, . . . p
matrices whose columns form a basis of Vi , i = 1, 2, . . . , p. Further
V = (V1, V2, . . . , Vp). (13)
We will study the following generalized subspace method, cf. Saad, [32, Algorithm
5.5],
Algorithm 4. Initialization: x0 ∈ Rn is arbitrary.
Iterative Step: Given xk calculate
xk+1 = xk + λk
∑
i∈Ik
wk(i)Vi(V
T
i GVi)
†V Ti (c −Gxk). (14)
It is obvious that xk ∈ x0 + R(V ), k  1. The iterates also satisfy, in the limit,
(ii′) as we now show.
Theorem 5. Let {wk}k0 be weight vectors fulfilling (3) such that ∑k wk(i) = ∞
for i = 1, 2, . . . , p, and λk a relaxation parameter satisfying 0 < 1  λk  2 − 2,
for any 1, 2 > 0. The iterates {xk} of Algorithm 4 fulfill
lim
k→∞V
T(c −Gxk) = 0. (15)
Proof. Let ek = x∗ − xk . Then
ek+1 = ek − λk
∑
i∈Ik
wk(i)Vi(V
T
i GVi)
†V Ti (c −Gxk).
Recall that PR(A) = AA† = A(ATA)†AT. Multiplying by the square root of G and
using
PR(G1/2Vi) = G1/2Vi(V Ti GVi)†V Ti G1/2 and PN(V Ti G1/2) + PR(G1/2Vi) = I
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(I now being the identity matrix) it follows:
G1/2ek+1 = G1/2ek − λk
∑
i∈Ik
wk(i)
(
I − PN(V Ti G1/2)
)
G1/2ek.
Thus by Theorem 2
G1/2ek → v∗ ∈ ∩p1N(V Ti G1/2) = Q ⊆ Rn
(note that Q is nonempty). Since N(G) = N(G1/2) it follows that
Gek = c −Gxk → G1/2v∗.
But V TG1/2v∗ = 0. Hence
lim
k→∞V
T(c −Gxk) = 0. 
Remark 6. If N(V T) ∩ R(G) = {0} then
lim
k→∞(c −Gx
k) = 0.
If, in addition, G is positive definite it follows that {xk} converges to G−1c.
In classical subspace methods the sequence {m(i)} is strictly increasing and also
typicallyVi+1 ⊃Vi i = 1, 2, . . . , p − 1, so the iteration will terminate after at most
n iterations. The rather weak result (15) is due to the fact that no special structure of
the sequence of subspaces is assumed.
Algorithm 4 has the following optimality property.
Theorem 7. Assume that V Ti GVj = 0, i /= j, i, j ∈ Ik and that λk = 1, wk(i) =
1, i ∈ Ik . Then for any choice of yi, i ∈ Ik,
E

xk + λk∑
i∈Ik
wk(i)Viyi

  E(xk+1). (16)
Proof. Follows by expanding the scalar product, differentiating and putting the der-
ivate to zero. 
The following purely sequential iteration obviously satisfies (16)
xk+1 = xk + Vi(V Ti GVi)†V Ti (c −Gxk). (17)
Remark 8. Algorithm 4 is related to one-level Schwarz methods, used in domain
decomposition, see e.g. [21, Chapter 11;32, Chapter 13]. Then Vi : Rm(i) → Rn
is called the prolongation operator and V Ti : Rn → Rm(i) is called the restriction
operator. The multiplicative Schwarz method is identical to (17) (then usually i =
kmodp + 1). With Ik = {1, 2, . . . , p}, ωk(i) = 1/p and λk = λ, (14) becomes the
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additive Schwarz method. An interesting result is that convergence not only occurs
for 0 < λ < 2/p but also for 0 < λ < 2/c′ where c′( p) is the number of colors, a
concept related to the graph of G.
4. Alternative choice of weights
Define
dki = Vi(V Ti GVi)†V Ti (c −Gxk), i ∈ Ik. (18)
Let Dk ∈ Rn×|Ik | be the matrix whose columns are {dki } and wk ∈ Rn the vector
whose components are {wk(i)}. Then Algorithm 4 can be written
xk+1 = xk + λk
∑
i∈Ik
wk(i)d
k
i = xk + λkDkwk. (19)
In Algorithm 4 the weights satisfied (3), and ∑∞k=1 wk(i) = ∞, ∀i ∈ I . Another
possibility is the choice
wk = arg min
wk
‖xk+1 − x∗‖2H , (20)
with H a positive semidefinite and symmetric matrix. The choice (20) has been pro-
posed for special cases by Scolnik et al. [34] and by Renaut [31], see Section 5. Also
Saad [32, Exercise 14, p. 142] mentions this possibility. We also remind of the work
by Dax [14] on line search acceleration of basic iterative methods.
We will now study the convergence of (19) and (20). Here we are inspired by
the analysis done by Scolnik et al. [34]. They considered one of the row methods
presented in Section 5.2 although some of their analysis can be adapted quite easily
to our case. The optimality conditions corresponding to (20) are
λk(D
k)THDkw = −(Dk)TH(xk − x∗). (21)
The order of the matrix (Dk)THDk is always less than p. Note further that with
H = G the evaluation of the r.h.s. in (21) does not require explicit knowledge of x∗,
cf. also formulas (36) and (47).
Proposition 9. Assume that ωk solves (20). Then, for any matrix Dk, it holds
‖xk+1 − x∗‖2H = ‖xk − x∗‖2H − λ2k‖Dkwk‖2H .
Proof. To simplify the notation put Dk = D, wk = w. Multiplying (21) by wT
yields
λk‖Dw‖2H = −wTDTH(xk − x∗) = −〈xk − x∗, HDw〉. (22)
Subtracting x∗ from (19) gives
xk+1 − x∗ = xk − x∗ + λkDw
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so by taking norms
‖xk+1 − x∗‖2H = ‖xk − x∗‖2H + 2λk〈xk − x∗, HDw〉 + λ2k‖Dw‖2H .
Then, using (22),
‖xk+1 − x∗‖2H = ‖xk − x∗‖2H − λ2k‖Dw‖2H . 
Proposition 10
dTi G(x
k − x∗) = −dTi Gdi for all i ∈ Ik. (23)
Proof. For convenience we usually suppress the index k below. First note, using
(18), that, with r = c −Gxk
dTi G(x
k − x∗) = rTVi(V Ti GVi)†V Ti G(xk − x∗) = −rTVi(V Ti GVi)†Vir.
On the other hand, by (18) and using that, for any matrix A, A†AA† = A†
dTi Gdi = rTVi(V Ti GVi)†Vir
so (23) follows. 
Proposition 11. Let H = G. Then |λk| × ‖Dkwk‖G  ‖dki ‖G, i ∈ Ik.
Proof. For convenience we usually suppress the index k below. From the optimality
conditions (21)
λdTi GDw = −dTi G(xk − x∗), i ∈ Ik. (24)
From (23) and (24) we conclude
λdTi GDw = dTi Gdi, i ∈ Ik. (25)
With xi = G1/2di , y = λG1/2Dw, (25) becomes
xTi y = ‖xi‖22.
It follows, using Cauchy’s inequality, ‖y‖2  ‖xi‖2 which is the desired result. 
Proposition 12. limk→∞ ‖dki ‖G = 0, i = 1, 2, . . . , p ⇒ limk→∞ V T(b − Axk) =
0.
Proof. We consider the case dki ∈ N(G) first. Then since N(G) = N(G1/2) it holds
G1/2dki = 0. Using the fact that the system, Gx = c, is assumed consistent we can
write c = Gb for some vector b. Hence
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G1/2dki = G1/2Vi(V Ti GVi)†V Ti G1/2(G1/2b −G1/2xk)
so either zki = V Ti (c −Gxk) = 0 or zki ∈ N(G1/2Vi(V Ti GVi)†). Using the singular
value decomposition it is easy to show that for any matrix A it holds N(A(AAT)†) =
N(A). Hence with A = G1/2Vi it follows zki ∈ N(G1/2Vi). But zki ∈ R(V Ti G1/2) so
zki = 0 must hold.
If on the other hand dki /= N(G) then limk→∞ dki = 0 must hold. This implies
that either limk→∞ zki = 0 (the desired result) or zki ∈ N(Vi(V Ti GVi)†). However
then also G1/2Vi(V Ti GVi)
†zki = 0. Arguing as above it follows that zki = 0. 
In order to show convergence we need to impose some condition on the index sets
{Ik}.
Assumption. There is an integer K such that, for each iteration index k, it holds
I = {1, 2, . . . , p} ⊆ ∪Ki=0Ik+i .
We call such index sets almost cyclic, cf. [10, p. 80]. Note that almost cyclic index
sets include sequential, simultaneous and fixed block-iteration.
Theorem 13. Assume {Ik} is almost cyclic. Then the iterates of (19), (20) with H =
G satisfies limk→∞ V T(c −Gxk) = 0.
Proof. By Proposition 9, for λk /= 0, it holds limk→∞ ‖Dkwk‖G → 0. Hence by
Proposition 11
lim
k→∞‖d
k
i ‖G → 0, for all i ∈ Ik. (26)
Assume there is an i0 ∈ I such that limk→∞ ‖dki0‖G0. By the almost cyclic prop-
erty of {Ik} there is an infinite subsequence {kj } such that i0 ∈ {Ikj }∞j=1 thus con-
tradicting (26). Hence limk→∞ ‖dki ‖G → 0 for i = 1, 2, . . . , p. The result then
follows by Proposition 12. 
Remark 14. It is clear by (19) and (21), that xk+1 does not depend on the relaxation
parameter λk , assuming that it is nonzero and that H = G. We may therefore pick
λk = 1 when we apply the results of this section.
Remark 15. If Dk ∈ N(G), (we assume H = G) then the equations (21) is of type
0 = 0. Then we just put xk+1 = xk and continue with the next index set. If however,
for a particular k, it happens that Dk ∈ N(G), where Dk = [dk1 , dk2 , . . . , dkp], the
iteration will stop. But then, since Gdki = 0, i = 1, 2, . . . , p, it follows, as in the
first part of the proof of Proposition 12, V T(c −Gxk) = 0.
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5. Applications
5.1. Column methods
Let A ∈ Rm×n with {aic} the columns of A. Further W ∈ Rn×n is positive definite
and symmetric and ‖s‖2W = 〈Ws, s〉 is a weighted Euclidean norm.
We consider the choice
G = ATWA, c = ATWb,
so that
Gx∗ = c ⇔ x∗ = arg min ‖Ax − b‖W . (27)
With
rk = b − Axk
Algorithm 4 takes the form
xk+1 = xk + λk
∑
i∈Ik
wk(i)Vi(V
T
i A
TWAVi)
†V Ti A
TWrk. (28)
We consider some special cases. Assume that
m  n = rank(A). (29)
Put
Vi = Ei = {eji,s }m(i)s=1 , i = 1, 2, . . . , p,
where eji,s is the ji,s th column of the identity matrix of order n. Let
AEi = Ai = {aji,sc }m(i)s=1 and A
†
i,W = (ATi WAi)−1ATi W 1/2.
Then (28) becomes
xk+1 = xk + λk
∑
i∈Ik
wk(i)EiA
†
i,WW
1/2rk. (30)
Two well known instances of (30) can be retrieved as follows. Let A = (A1, A2, . . . ,
Ap) (a nonoverlapping partitioning of A), and pick {ji,s} such that Ai = Ai . Put
accordingly xk = (xk1 , xk2 , . . . , xkp). With Ik = {i(k)} = kmodp + 1, (30) becomes
(with wk(i) = 1, cf. Theorem 5),
xk+1i = xki + λkA†i,WW 1/2rk,i , (31)
rk,i = b −
i−1∑
j=1
Ajx
k+1
j −
p∑
j=i
Ajx
k
j , i = 1, 2, . . . , p. (32)
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The residual can be updated as
rk,i+1 = rk,i − Ai(xk+1i − xki ) = (I − λkPR(Ai))rk,i ,
see [17, (2.5)].
The choice Ik = {1, 2, . . . , p} gives the formula
xk+1i = xki + λkwk(i)A†i,WW 1/2rk, i = 1, 2, . . . , p. (33)
These two methods are described (with W = I ) in [17, (2.3-4)]. See also [4, Chapter
7].
A second special case of (28) is obtained by letting p = n and
Vi = ei, i = 1, 2, . . . , n.
Define
Ek = {ei}i∈Ik , Ak = {aic}i∈Ik , Dk = diag(wk(i)/‖aic‖2W)i∈Ik .
Then (28) becomes
xk+1=xk + λk
∑
i∈Ik
ei
wk(i)
‖aic‖2W
(aic)
T(b − Axk)
=xk + λkEkDkATkW(b − Axk). (34)
For clarity we state the following convergence results.
Theorem 16. Let {wk}k0 be weight vectors satisfying (3) such that ∑k wk(i) =∞, i = 1, 2, . . . , p, and λk a relaxation parameter satisfying 0 < 1  λk  2 −
2, for any 1, 2 > 0. Assume that (29) holds and, for (30) also assume that (i)
each column of the identity matrix is present in at least one of the matrices {Ei}p1 .
Then the iterates of (30) and (34) converge towards the solution x∗ of the weighted
least squares problem min ‖Ax − b‖W .
Proof. By assumption (i) N(V T) = {0} so the result follows by Theorem 5, Remark
6 and (27). 
Theorem 17. Under the assumptions of Theorem 7, with G = ATWA, the follow-
ing holds for (28):∥∥∥∥∥∥A

x∗ −

xk + λk∑
i∈Ik
wk(i)Viyi




∥∥∥∥∥∥
W
 ‖A(x∗ − xk+1)‖W .
Proof. Here
E(x) = 〈ATWA(x∗ − x), x∗ − x〉 = ‖A(x∗ − x)‖2W .
So the result follows by Theorem 7. 
We next consider the use of the alternative weights (20). Observe then, using
λk = 1, cf. Remark 14, that (28) can be written
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xk+1 = xk +Dkwk, (35)
where Dk and wk are defined as in Section 4.
In this case problem (20) can be written
wk = arg min
w
‖ADkw − rk‖2W (36)
as we now demonstrate. With H = G = ATWA and, writing D instead of Dk , it
follows that (20) becomes
‖xk +Dw − x∗‖2H = ‖ADw − A(x∗ − xk)‖2W .
The weight vector w is a minimizer if and only if it satisfies
DTATWADw = DTATWA(x∗ − xk).
Since ATWAx∗ = ATWb the right hand side equals DTATWrk . Hence (36) holds.
Note that using (35), Axk+1 − b = ADkw − rk so by (36) this method is residual
reducing in the weighted W -norm.
Renaut [31] studies method (33), with W = I , using both fixed and alternative
weights. The latter is Algorithm 2.2 in [31]. Note then that with
dki = EiA†i,WW 1/2rk
it follows, cf. (36), (ADk)i = AiA†i,WW 1/2rk .
5.2. Row methods
Let {air} be the rows of A and, S a given positive definite and symmetric matrix.
Consider the following minimum S-norm problem:
min〈Sx, x〉 s.t. Ax = b. (37)
It follows using Lagrange parameters that the unique solution x∗ is characterized by
x∗ = S−1ATu∗ and AS−1ATu∗ = b. (38)
We obtain using Algorithm 4 with G = AS−1AT, c = b,
uk+1 = uk + λk
∑
i∈Ik
wk(i)Vi(V
T
i AS
−1ATVi)†V Ti (b − AS−1ATuk). (39)
Defining
xk = S−1ATuk, (40)
we then arrive at
xk+1 = xk + λk
∑
i∈Ik
wk(i)S
−1ATVi(V Ti AS−1ATVi)†V Ti (b − Axk). (41)
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We next consider some special cases. Assume that
rank(A) = m  n (42)
and take
Vi = Ei = {eji,s }m(i)s=1 , i = 1, 2, . . . , p,
where {eji,s } are columns of the identity matrix of order m.
Put
ETi A = Ai = {aji,sr }m(i)s=1 , bi = ETi b.
Then method (41) becomes
xk+1 = xk + λk
∑
i∈Ik
wk(i)S
−1ATi (AiS−1ATi )−1(bi − Aixk). (43)
Sequential, Ik = {i(k)}, and simultaneous, Ik = {1, 2, . . . , p}, versions of (43) ap-
pears e.g. in [2,6,16,17,34].
Now take p = m and
Vi = ei, i = 1, 2, . . . , m.
With this choice and
bk = {bi}i∈Ik , Ak = {air}i∈Ik , Dk = diag
(
wk(i)/‖air‖2S−1
)
i∈Ik
method (41) becomes
xk+1=xk + λkS−1
∑
i∈Ik
air
wk(i)
‖air‖2s−1
(bi − 〈air , xk〉)
=xk + λkS−1ATkDk(bk − Akxk). (44)
This is the block-ART method introduced by Eggermont et al. in [16]. It also appears
as a special case in [9, Algorithm 4.2].
For clarity we state the following results.
Theorem 18. Let {wk}k0 be weight vectors satisfying (3) such that ∑k wk(i) =∞, i = 1, 2, . . . , p, and λk a relaxation parameter satisfying 0 < 1  λk  2 −
2, for any 1, 2 > 0. Assume that (42) holds and, for (43) also assume that each
column of the identity matrix is present in at least one of the matrices {Ei}p1 . Then
the iterates of (43) and (44) converge towards the solution of problem (37).
Proof. By Theorem 5 and Remark 6 the iterates uk in (39) converge to u¯ such
that V T(b − AS−1ATu¯) = 0. Now for methods (43) and (44), N(V T) = {0}. Hence
b − AS−1ATu¯ = 0. It follows that xk = S−1ATuk converges to x∗ fulfilling (38),
i.e. to the solution of the minimum norm problem (37). 
Theorem 19. Under the assumptions of Theorem 7, with G = AS−1AT, and for
any choice of yi, i ∈ Ik, the following holds for (41):
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
xk + λk∑
i∈Ik
wk(i)S
−1ATViyi


∥∥∥∥∥∥
S
 ‖x∗ − xk+1‖S.
Proof. For iteration (39) we may conclude, using Theorem 7
E
(
uk + λk
∑
i∈Ik
wk(i)Viyi
)
 E(uk+1).
But
E(u) = 〈AS−1AT(u∗ − u), u∗ − u〉 = ‖x∗ − S−1ATu‖2S.
The result follows using that S−1ATuk = xk . 
We now discuss the use of alternative weights. First note that method (39) can be
written, similar as (19), (here we write D instead of Dk , and pick λk = 1)
uk+1 = uk +Dwk. (45)
Hence, using (40), method (41) becomes
xk+1 = xk + S−1ATDwk. (46)
By (38) and (40), DTAS−1AT(u∗ − uk) = DT(b − Axk). Hence the optimality con-
ditions (21) become
DTAS−1ATDw = DT(b − Axk). (47)
We further observe that
ωk = arg min
w
‖xk+1 − x∗‖2S ⇔ ωk = arg minw ‖S
−1ATDw + xk − x∗‖2S.
The normal equations of this problem is easily shown to be (47). Hence the choice
of weights given by (20) is, in this case, error reducing in the weighted S-norm.
Scolnik et al. [34] propose and study several variants of the method (43) (taking
Ik = {1, 2, . . . , p}, S = I and a nonoverlapping block-row partitioning of A) using
alternative weights. They also provide a nice convergence analysis.
6. Conclusions
We have performed a theoretical convergence study of a nonstationary iteration,
Algorithm 4, for solving semidefinite, consistent linear systems. By considering spe-
cial cases we retrieve several row- and column-based iterations, some used in image
reconstruction from projections. The column-based method (34) is to the best of
our knowledge new, and so is the possibility to use varying index-sets in column-
based methods. The use of alternative weights have been previously considered for
simultaneous iteration, both for row- and column-based methods. Using the concept
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of almost cyclic index sets it is shown here how these weights also can be used with
e.g. sequential and fixed block-iteration.
Several interesting questions are not addressed here. One of particular interest is
the effect on rate of convergence, both asymptotic and initial, of different blocking
strategies. The blocking should also take into account possible tradeoffs in terms of
storage and parallelism. Another, computationally important, issue is how to effi-
ciently compute various inverses appearing in some block-methods, see, e.g. [4].
There are also open questions regarding the behaviour of Algorithm 4 in the rank-
deficient case as well as possible generalizations of the same algorithm.
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