Hall, Inoue, Jana & Shin (2007) consider the problem of moment selection within the Generalized Method of Moments (GMM) framework. As part of this work, they show that the long run canonical correlations (LRCC's) between the moment condition and unknown score form a natural metric for information within the GMM framework. In their analysis, the LRCC's are only analyzed in abstract. In this paper, we consider the form of the LRCC's in the leading example of IV estimation in the linear simultaneous equations model with normal errors. We show that the LRCC's depend on the contemporaneous canonical correlation (CC's) between endogenous regressors and instruments and the degree of endogeniety of the endogenous regressors. This decomposition is used to shed light on the relationship between two recently proposed methods of instrument selection.
Ordinary Least Squares (OLS) estimation yields inconsistent estimators of the parameters of linear regression models when regressors are correlated with errors of the model. In such models a popular method for obtaining consistent estimators is application of the Instrumental Variables (IV) method. To implement the IV method in practice, the researcher must choose a set of instruments. In the past, such choices have been informal at best.
Recently, a number of formal criteria has been proposed in the literature to remedy that problem. This paper relates to two among these proposed criteria, namely, the Canonical Correlations Information Criterion (CCIC) of Hall & Peixe (2003) and the Relevant Moments Selection Criterion (RMSC) of Hall, Inoue, Jana & Shin (2007) . The objective of Hall & Peixe (2003) and Hall, Inoue, Jana & Shin (2007) is to achieve an improved quality of asymptotic approximation to the finite sample behavior of the estimators. They gain this objective by eliminating the redundant moment conditions based on certain canonical correlations: CCIC exploits explicitly the canonical correlations (CC's) between the regressors and instruments; RMSC exploits implicitly the long run canonical correlations (LRCC's) between the unknown true score vector and the product of the instrument vector and error.
In this paper, we establish an interesting relation between LRCC's and CC's in a linear simultaneous equations model that helps explain the connection between CCIC and RMSC in this model. We further use the aforementioned result to reveal an interesting structure to the information measure that underlies RMSC, and also to relate RMSC to CCIC.
Canonical correlations and information in IV estimation
It is noted in the Introduction that, in the linear model, RMSC implicitly exploits the information in the LRCC's between the score and product of the instrument and error. In this section, we derive an explicit representation for these LRCC's in the linear simultaneous equation model with normal errors. This representation turns out to involve the CC's between the regressors and instruments, and we explore its implications for the information metric upon which RMSC is based.
To begin, it is useful to formally define CC's and LRCC's. 1 
Definition 1 Canonical correlations
Let v i,t be k i × 1 vectors for i = 1, 2 and m = min(k 1 , k 2 ). Let v t = (v 1,t , v 2,t ) , {v t ; t = 1, 2, . . . T } be a covariance stationary process with Σ v = V ar[v t ] where Σ v =    Σ 1,1 Σ 1,2 Σ 2,1 Σ 2,2    in2,2 Σ 2,1 − r 2 Σ 1,1 | = 0; (ii) r i = a i Σ 1,2 b i where a i and b i satisfy (Σ 1,2 Σ −1 2,2 Σ 2,1 − r 2 i Σ 1,1 )a i = 0 and (Σ 2,1 Σ −1 1,1 Σ 1,2 − r 2 i Σ 2,2 )b i = 0 for i = 1, 2, . . . , m. 2
Definition 2 Long run canonical correlations
Let v t be as in Definition 1 and define
where For the rest of this paper, we consider the following linear simultaneous equations model
, t = 1, 2, . . . , T
where
with
It is mentioned above that the LRCC's of interest involve the score function. Following Hall, Inoue, Jana & Shin (2007) the relevant score is the one associated with the model in (1)- (3) for the case in which the only unknown parameters are contained in θ 0 . Accordingly, we define w t = (y t , x t ) and p(w t |z t , θ) to be the conditional probability density function (pdf) of w t given z t implied by (1)-(3) assuming Σ and π 0 are known, and s t (θ 0 ) to be the associated score with respect to θ evaluated at
Let {ρ 2 i , i = 1, 2, . . . , p} denote the population squared LRCC's between the score vector s t (θ 0 ) and the vector z t u t (θ 0 ).
In addition to the conditions above, we impose the following regularity conditions.
Assumption 1 (i) θ 0 is an interior point of the parameter space Θ; (ii) z t is covariance stationary, weakly exogenous for estimation of θ 0 , and E[z t z t ] exists, is finite and is positive definite; (iii) π 0 π 0 < ∞; (iv) Σ is finite and positive definite.
The following theorem specifies the form of the aforementioned LRCC's in this model.
Theorem 1 Let the data be generated by (1)-(3) and Assumption 1 hold. Then the population squared LRCC's between the score vector s t (θ 0 ) and the vector
where A mathematical appendix with the proof of Theorem 1 is available upon request from the authors. We now explore some interesting implications of Theorem 1.
In other words, the population squared LRCC's between the score vector s t (θ 0 ) and the vector z t u t (θ 0 ) are bounded by the corresponding population squared canonical correlation between x t and z t . Furthermore, ceteris paribus, the LRCC's are positively related to the CC's between x t and z t but negatively related to the multiple correlation between u t and e t .
Remark 2: If p = 1 -and hence x t is a scalar -then R 2 u,e is the squared correlation between the structural equation error, u t , and the scalar reduced form error, e t , and 1 − R 2 u,e can be interpreted as a measure of endogeneity of x t . For, if 1 − R 2 u,e = 1, then u t and e t , are uncorrelated and hence x t is exogenous; if 1 − R 2 u,e < 1, then u t and e t are correlated and hence x t is endogenous. In this case, it can be shown that, ceteris paribus, the correlation between x t and u t is positively related to R 2 u,e . Therefore, the magnitudes of the LRCC's are inversely related to the degree of endogeneity of the regressor, ceteris paribus. 
Note that the first two terms on the right hand side of (5) consideration here, the two criteria are fundamentally linked as they are both driven by the canonical correlations between the regressors and instruments. Using p = 1, that is, only a single endogenous regressor in the model (1)-(3) considered above, this fundamental link can be easily seen as follows.
CCIC of Hall & Peixe (2003) is defined to be
where the statistic
captures the sample information; the q × 1 selection vector c denotes, in the notation of Andrews (1999) , which elements of the instrument vector z t are included in a particular moment condition: if c j = 1 then the j th element of z t is included, if c j = 0 then the j th element of z t is excluded; |c| = c c equals the number of elements in the instrument vector z t (c) and P (T, |c|) is a "penalty" term.
If the regressor x t is a scalar, CCIC involves only one sample squared canonical correlation, r 2 T , which is equal to the squared multiple correlation coefficient, also commonly known as the coefficient of determination. Specializing the definitions in (6) to the case of a single endogenous regressor, CCIC takes the form
RMSC of Hall, Inoue, Jana & Shin (2007) is given by
whereV θ,T (c) denotes a consistent estimator of the asymptotic variance V θ (c) of the GMM estimatorθ T (c) and κ(|c|, T ) is a deterministic penalty function. Specializing (9) to our simple linear IV model yields RMSC criterion
which shows that RMSC is also a function of the squared canonical correlation which in this case is the squared multiple correlation coefficient, r 2 T (c).
Thus, we observe that CCIC and RMSC are analytically connected through their dependence on canonical correlations between regressors and instruments.
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Mathematical Appendix
Proof of Theorem 1
The log-likelihood function implied by the model is
So, the score with respect to the parameter θ on the endogenous regressor x t is given by
Note that
Because E(u t |e t ) = Σ ue Σ −1 ee e t is a linear projection of u t on e t , the prediction error, u t − E(u t |e t ) = ξ t , is uncorrelated with any function of the the conditioning variable e t .
The population squared long run canonical correlations between the score vector s t (θ 0 ) and the vector z t u t (θ 0 ) are solutions to the determinantal equation |V
and
where Σ xz = E(x t z t ). 
