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Abstract: Considering the Cauchy problem for the modified Korteweg-de Vries-Burgers
equation
ut + uxxx + ǫ|∂x|
2αu = 2(u3)x, u(0) = φ,
where 0 < ǫ, α ≤ 1 and u is a real-valued function, we show that it is uniformly globally
well-posed in Hs (s ≥ 1) for all ǫ ∈ (0, 1]. Moreover, we prove that for any s ≥ 1 and T > 0,
its solution converges in C([0, T ]; Hs) to that of the MKdV equation if ǫ tends to 0.
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1 Introduction
In this paper, we study the Cauchy problem for the modified Korteweg-de Vries-Burgers
(MKdV-B) equation with fractional dissipation
ut + uxxx + ǫ|∂x|
2αu = 2(u3)x, u(0) = φ, (1.1)
where 0 < ǫ, α ≤ 1, u is a real-valued function of (x, t) ∈ R×R+. The equation with quadratic
nonlinearity
ut + uxxx + ǫ|∂x|
2αu = 2(u2)x, u(0) = φ, (1.2)
has been derived as a model for the propagation of weakly nonlinear dispersive long waves
in some physical contexts when dissipative effects occur (see [12]). On the other hand, the
cubic nonlinearity is also of much interest.
The Cauchy problems (1.1) and (1.2) has been studied by many authors (see [2, 3, 10, 11, 5,
6] and the reference therein). In [10] Molinet and Ribaud studied Eq. (1.2) in the case α = 1
and showed that (1.2) is globally well-posed in Hs (s > −1) by using an Xs,b-type space
which contains the dissipative structure. Their result is sharp in the sense that the solution
map of (1.2) fails to be C2 smooth at origin if s < −1. Their result is generalized to the
case 0 < α ≤ 1 by Vento [16], also by Guo and Wang [5] and found a critical wellposedness
regularity
sα =
{
−3/4, 0 < α ≤ 1/2,
−3/(5 − 2α), 1/2 < α ≤ 1.
(1.3)
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In [5], Guo and Wang also proved a uniform global wellposedness in Hs (s > −3/4) and that
the solution converges in C([0, T ];Hs) to that of the KdV equation for any T > 0 when ǫ
tends to zero, by using a l1 − variant Xs,b space and I-method. For the Eq. (1.1), following
the methods in [10], Chen and Li [2] showed global wellposedness in Hs, s > −1/4 and Chen,
Li and Miao [3] obtained in Hs(s > 1/4 − α/4) for the case 0 < α ≤ 1.
Following the ideas in [5], we consider the inviscid limit of Eq. (1.1) as ǫ tends to zero.
Formally, if ǫ = 0 then (1.1) reduces to the MKdV equation
ut + uxxx = 6u
2ux, u(0) = φ. (1.4)
The optimal result on local well-posedness of (1.4) in Hs was obtained by Kenig, Ponce and
Vega [9]. They obtained that (1.4) is locally well-posed for s ≥ 1/4. The result on global
well-posedness of (1.4) in Hs was obtained in [4] where it was shown that (1.4) is globally
well-posed in Hs for s > 1/4 and a kind of modified energy method, so called I-method, is
introduced. It is natural to conjecture that the solution of Eq. (1.1) will converge to that of
Eq. (1.4) if ǫ tends to zero. To prove that, we prove first the uniform global well-posedness
of Eq. (1.1). Then we need to study the difference equation between (1.1) and (1.4). We
first treat the dissipative term as perturbation and then use the uniform Lipschitz continuity
property of the solution map. Similar ideas can be found in [17] for the inviscid limit of the
complex Ginzburg-Landau equation. For T > 0, we denote SǫT , ST the solution map of (1.1),
(1.4) respectively. The notation A . B denotes that there exists a constant C, such that
A ≤ CB. Now we state our main results.
Theorem 1.1. Assume 0 < α ≤ 1 and s ≥ 1. Let φ ∈ Hs(R). Then for any T > 0, the
solution map SǫT satisfies for all 0 < ǫ ≤ 1
‖SǫTφ‖F s(T ).C(T, ‖u‖Hs) (1.5)
where F s(T ) ⊂ C([0, T ];Hs) which will be defined later and C(·, ·) is a continuous function
with C(·, 0) = 0, and also satisfies that for all 0 < ǫ ≤ 1
‖SǫT (φ1)− S
ǫ
T (φ2)‖C([0,T ],Hs) ≤ C(T, ‖φ1‖H1 , ‖φ2‖H1)‖φ1 − φ2‖H1 . (1.6)
We also have the uniform persistence of regularity, following the standard argument. For
local well-posedness we actually prove that complex-valued Eq. (1.1) is uniformly locally
well-posed in Hs(s ≥ 1/4). For the limit behavior, we have
Theorem 1.2. Assume 0 < α ≤ 1. Let φ ∈ Hs(R), s ≥ 1. For any T > 0, then
lim
ǫ→0+
‖SǫT (φ)− ST (φ)‖C([0,T ],Hs) = 0. (1.7)
Remark 1.3. We are only concerned with the limit in the same regularity space. There
seems no convergence rate. This can be seen from the linear solution,
‖e−t∂
3
x−tǫ|∂x|
2α
φ− e−t∂
3
xφ‖C([0,T ],Hs) → 0, as ǫ→ 0, (1.8)
but without any convergence rate. We believe that there is a convergence rate if we assume
the initial data has higher regularity than the limit space. For example, we prove that
‖SǫT (φ1)− ST (φ2)‖C([0,T ],H1).‖φ1 − φ2‖H1 + ǫ
1/2C(T, ‖φ1‖H2 , ‖φ2‖H1). (1.9)
The rest of the paper is organized as following. We present some notations and Banach
function spaces in Section 2. We give a symmetric estimate in Section 3. We prove the
trilinear estimate in Section 4. We present uniform LWP in Section 5 and prove Theorem
1.1 in Section 6. Theorem 1.2 is proved in Section 7.
2
2 Notation and Definitions
For x, y ∈ R, x ∼ y means that there exist C1, C2 > 0 such that C1|x| ≤ |y| ≤ C2|x|. For
f ∈ S ′ we denote by f̂ or F(f) the Fourier transform of f for both spatial and time variables,
f̂(ξ, τ) =
∫
R2
e−ixξe−itτf(x, t)dxdt.
We denote by Fx the the Fourier transform on spatial variable and if there is no confusion, we
still write F = Fx. Let Z and N be the sets of integers and natural numbers, respectively. For
the simplicity, we let Z+ = N
⋃
{0}. For k ∈ Z, let Ik = {ξ : |ξ| ∈ [2
k−1, 2k+1] }. For k ∈ Z+
let I˜k = [−2, 2] if k = 0 and I˜k = Ik if k ≥ 1. For k ∈ Z+ and j ≥ 0 let Dk,j = {(ξ, τ) ∈ R×R :
ξ ∈ I˜k, τ −ω(ξ) ∈ I˜j}. For k ∈ Z and j ≥ 0 let D˙k,j = {(ξ, τ) ∈ R×R : ξ ∈ Ik, τ −ω(ξ) ∈ I˜j}.
We use f ∗ g will stand for the convolution on time and spatial variables, i.e.,
(f ∗ g)(t, x) =
∫
R2
f(t− s, x− y)g(s, y)dsdy.
Let η0 : R→ [0, 1] denote an even smooth function supported in [−8/5, 8/5] and equal to 1 in
[−5/4, 5/4]. For k ∈ N let ηk(ξ) = η0(ξ/2
k)− η0(ξ/2
k−1) and η≤k =
∑k
k′=0 ηk′ . For k ∈ Z let
χk(ξ) = η0(ξ/2
k)−η0(ξ/2
k−1). Roughly speaking, {χk}k∈Z is the homogeneous decomposition
function sequence and {ηk}k∈Z+ is the non-homogeneous decomposition function sequence to
the frequency space. For k ∈ Z+ let Pk denote the operator on L
2(R) defined by
P̂ku(ξ) = χk(ξ)û(ξ)
By a slight abuse of notation we also define the operator Pk on L
2(R × R) by the formula
F(Pku)(ξ, τ) = χk(ξ)F(u)(ξ, τ). For l ∈ Z let
P≤l =
∑
k≤l
Pk, P≥l =
∑
k≥l
Pk.
We define the Lebesgue spaces LqTL
p
x and L
p
xL
q
T by the norms
‖f‖LqTL
p
x
=
∥∥‖f‖Lpx∥∥Lqt ([0,T ]) , ‖f‖LpxLqT =
∥∥∥‖f‖Lqt ([0,T ])
∥∥∥
Lpx
. (2.1)
We denote by W0 the semigroup associated with Airy-equation
Fx(W0(t)φ)(ξ) = exp[iξ
3t]φ̂(ξ), ∀ t ∈ R, φ ∈ S ′.
For 0 < ǫ ≤ 1 and 0 < α ≤ 1, we denote by Wαǫ the semigroup associated with the free
evolution of (1.1),
Fx(W
α
ǫ (t)φ)(ξ) = exp[−ǫ|ξ|
2αt+ iξ3t]φ̂(ξ), ∀ t ≥ 0, φ ∈ S ′,
and we extend Wαǫ to a linear operator defined on the whole real axis by setting
Fx(W
α
ǫ (t)φ)(ξ) = exp[−ǫ|ξ|
2α|t|+ iξ3t]φ̂(ξ), ∀ t ∈ R, φ ∈ S ′.
Let
L(f)(x, t) = 2W0(t)
∫
R2
eixξ
eitτ
′
− e−ǫ|t||ξ|
2α
iτ ′ + ǫ|ξ|2α
F(W0(−t)f)(ξ, τ
′)dξdτ ′. (2.2)
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To study the low regularity of (1.2), Molinet and Ribaud introduced the variant version of
Bourgain’s spaces with dissipation
‖u‖Xb,s,α = ‖〈i(τ − ξ
3) + |ξ|2α〉b〈ξ〉sû‖L2(R2), (2.3)
where 〈·〉 = (1 + | · |2)1/2. The standard Xb,s space for (1.4) used by Bourgain, Kenig, Ponce
and Vega (see [1], [9] ) is defined by
‖u‖Xb,s = ‖〈τ − ξ
3〉b〈ξ〉sû‖L2(R2).
We introduce the Banach spaces used in [5]. For k ∈ Z+ we define the dyadic X
b,s-type
normed spaces Xk = Xk(R
2),
Xk = {f ∈ L
2(R2) : f(ξ, τ) is supported in Ik × R and
‖f‖Xk =
∞∑
j=0
2j/2‖ηj(τ − ξ
3) · f‖L2}.
This kind of spaces were introduced, for instance, in [8], [15] and [7] for the BO equation.
From the definition of Xk, we see that for any l ∈ Z+ and fk ∈ Xk (see also [8]),
∞∑
j=0
2j/2‖ηj(τ − ξ
3)
∫
|fk(ξ, τ
′)|2−l(1 + 2−l|τ − τ ′|)−4dτ ′‖L2.‖fk‖Xk . (2.4)
Hence for any l ∈ Z+, t0 ∈ R, fk ∈ Xk and γ ∈ S(R), then
‖F [γ(2l(t− t0)) · F
−1fk]‖Xk.‖fk‖Xk . (2.5)
For s ≥ 0, we define the following spaces:
F s = {u ∈ S ′(R2) : ‖u‖2F s =
∑
k∈Z+
22sk‖ηk(ξ)F(u)‖
2
Xk
<∞}, (2.6)
N s = {u ∈ S ′(R2) : ‖u‖2Ns =
∑
k∈Z+
22sk‖(i+ τ − ξ3)−1ηk(ξ)F(u)‖
2
Xk
<∞}. (2.7)
For T ≥ 0, we define the time-localized spaces Xb,s,αT , X
b,s
T , F
s(T ) and N s(T )
‖u‖
Xb,s,αT
= inf
w∈Xb,s,α
{‖w‖Xb,s,α , w(t) = u(t) on [0, T ]};
‖u‖
Xb,sT
= inf
w∈Xb,s
{‖w‖Xb,s , w(t) = u(t) on [0, T ]};
‖u‖F s(T ) = inf
w∈F s
{‖w‖F s , w(t) = u(t) on [0, T ]};
‖u‖Ns(T ) = inf
w∈Ns
{‖w‖Ns , w(t) = u(t) on [0, T ]}. (2.8)
As a conclusion to this section, we recall a result in [5].
Proposition 2.1 (Proposition 2.1, [5]). Let Y be a Banach space of functions on R×R with
the property that
‖eitτ0e−t∂
3
xf‖Y. ‖f‖Hs(R)
holds for all f ∈ Hs(R) and τ0 ∈ R. Then we have the embedding
∑
k∈Z+
‖Pku‖
2
Y

1/2 . ‖u‖F s . (2.9)
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3 A symmetric estimate
According to the standard fixed point argument, we will need the following trilinear esti-
mate.
Lemma 3.1. If s ≥ 14 , then exists C > 0, such that for any u, v, w ∈ F
s
‖∂x(uvw)‖Ns ≤ C(‖u‖F s‖v‖
F
1
4
‖w‖
F
1
4
+ ‖v‖F s‖u‖
F
1
4
‖w‖
F
1
4
+ ‖w‖F s‖v‖
F
1
4
‖u‖
F
1
4
) (3.1)
Now we prove a symmetric estimate which will be used to prove the trilinear estimate,
closely following the methods in [6]. Similar ideas for the bilinear estimates can be found in
[7]. For ξ1, ξ2, ξ3 ∈ R and ω : R→ R defined as ω(ξ) = ξ
3. Let
Ω(ξ1, ξ2, ξ3) = ω(ξ1) + ω(ξ2) + ω(ξ3)− ω(ξ1 + ξ2 + ξ3). (3.2)
This is the resonance function that plays a crucial role in the trilinear estimate of theXs,b-type
space, see [13] for a perspective discussion. For compactly supported functions f, g, h, u ∈
L2(R× R). Let
J(f, g, h, u) =
∫
R6
f(ξ1, µ1)g(ξ2, µ2)h(ξ3, µ3)
u(ξ1 + ξ2 + ξ3, µ1 + µ2 + µ3 +Ω(ξ1, ξ2, ξ3))dξ1dξ2dξ3dµ1dµ2dµ3.
Lemma 3.2. Assume k1, k2, k3, k4 ∈ Z, k1 ≤ k2 ≤ k3 ≤ k4, j1, j2, j3, j4 ∈ Z+ and fki,ji ∈
L2(R×R) are nonnegative functions supported in Iki × I˜ji , i = 1, 2, 3, 4. For simplicity we
write J = |J(fk1,j1, fk2,j2 , fk3,j3 , fk4,j4)|.
(a) For any k1 ≤ k2 ≤ k3 ≤ k4 and j1, j2, j3, j4 ∈ Z+,
J ≤ C2(jmin+jthd)/22(kmin+kthd)/2
4∏
i=1
‖fki,ji‖L2 . (3.3)
(b) If k2 ≤ k3 − 5 and j2 6= jmax,
J ≤ C2(j1+j2+j3+j4)/22−jmax/22−kmax2kmin/2
4∏
i=1
‖fki,ji‖L2 ; (3.4)
if k2 ≤ k3 − 5 and j2 = jmax,
J ≤ C2(j1+j2+j3+j4)/22−jmax/22−kmax2kthd/2
4∏
i=1
‖fki,ji‖L2 . (3.5)
(c) For any k1, k2, k3, k4 ∈ N and j1, j2, j3, j4 ∈ Z+,
J ≤ C2(j1+j2+j3+j4)/22−jmax/22−(k1+k2+k3)/6
4∏
i=1
‖fki,ji‖L2 . (3.6)
(d) If kmin ≤ kmax − 10, then
J ≤ C2(j1+j2+j3+j4)/22−3kmax/2
4∏
i=1
‖fki,ji‖L2 . (3.7)
Here we use kmax, ksec, kthd and kmin denote the maximum, the second maximum , the
third maximum number and the minimum of numbers k1, k2, k3 and k4. The notations
jmax, jsec, jthd and jmin are similar.
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Proof. Let Aki(ξ) = [
∫
R
|fki,ji(ξ, µ)|
2dµ]
1
2 , i = 1, 2, 3, 4, then ‖Aki‖L2ξ
= ‖fki,ji‖L2ξ,µ
. Using the
Cauchy-Schwartz inequality and the support properties of the functions fki,ji,
|J(fk1,j1 , fk2,j2 , fk3,j3 , fk4,j4)|
≤ C2(jmin+jthd)/2
∫
R3
Ak1(ξ1)Ak2(ξ1)Ak3(ξ1)Ak4(ξ1 + ξ2 + ξ3)dξ1dξ2dξ3
≤ C2(kmin+kthd)/22(jmin+jthd)/2
4∏
i=1
‖Aki,ji‖L2 ,
which is part (a), as desired.
For part (b), by examining the supports of the functions, J(fk1,j1 , fk2,j2 , fk3,j3 , fk4,j4) ≡ 0
unless
k4 ≤ k3 + 5. (3.8)
Simple changes of variables in the integration and the observation that the function ω is odd
show that
|J(f, g, h, u)| = |J(g, f, h, u)| = |J(f, h, g, u)| = |J(f˜ , g˜, u, h)|, (3.9)
where f˜(ξ, µ) = f(−ξ,−µ), g˜(ξ, µ) = g(−ξ,−µ). We assume first that j2 6= jmax and j4 =
jmax, then we will prove that if gi : R → R+ are L
2 nonnegative functions supported in Iki ,
i = 1, 2, 3 and g : R2 → R+ is an L
2 function supported in Ik4 × I˜j4 , then∫
R3
g1(ξ1)g2(ξ2)g3(ξ3)g(ξ1 + ξ2 + ξ3,Ω(ξ1, ξ2, ξ3))dξ1dξ2dξ3
.2(j1+j2+j3)2−kmax2kmin/2‖g1‖L2‖g2‖L2‖g3‖L2‖g‖L2 . (3.10)
This suffices for (3.4).
To prove (3.10), we first observe that since k2 ≤ k3 − 5 then |ξ3 + ξ2| ∼ |ξ3|. By change of
variables ξ′1 = ξ1, ξ
′
2 = ξ2, ξ
′
3 = ξ2 + ξ3, we get that the left side of (3.10) is dominated by∫
|ξ′1|∼2
k1 ,|ξ′2|∼2
k2 ,|ξ′3|∼2
k3
g1(ξ
′
1)g2(ξ
′
2)
g3(ξ
′
3 − ξ
′
2)g(ξ
′
1 + ξ
′
3,Ω(ξ
′
1, ξ
′
2, ξ
′
3 − ξ
′
2))dξ
′
1dξ
′
2dξ
′
3. (3.11)
Note that in the integration area we have
∣∣ ∂
∂ξ′2
[
Ω(ξ′1, ξ
′
2, ξ
′
3 − ξ
′
2)
] ∣∣ = |ω′(ξ′2)− ω′(ξ′3 − ξ′2)| ∼ 22k3 ,
where we use the fact ω′(ξ) ∼ |ξ|2 and k2 ≤ k3 − 5. So we have ‖g(ξ
′
1 + ξ
′
3,Ω(ξ
′
1, ξ
′
2, ξ
′
3 −
ξ′2))‖L2
ξ′2
= 2−k3‖g(ξ′1 + ξ
′
3, µ2)‖L2µ2
. By change of variable µ2 = Ω(ξ
′
1, ξ
′
2, ξ
′
3 − ξ
′
2), we get that
(3.11) is dominated by
2−k3
∫
|ξ′1|∼2
k1
g1(ξ
′
1)‖g2‖L2‖g3‖L2‖g‖L2dξ
′
1
. 2−kmax2kmin/2‖g1‖L2‖g2‖L2‖g3‖L2‖g‖L2 . (3.12)
If j3 = jmax, this case is identical to the case j4 = jmax in view of (3.9). If j1 = jmax,
similar to (3.10), it suffices to prove gi : R → R+ are L
2 nonnegative functions supported in
6
Iki , i = 2, 3, 4 and g : R
2 → R+ is an L
2 nonnegative function supported in Ik1 × I˜j1 , then∫
R3
g2(ξ2)g3(ξ3)g4(ξ4)g(ξ2 + ξ3 + ξ4,Ω(ξ2, ξ3, ξ4))dξ2dξ3dξ4
.2−kmax2kmin/2‖g2‖L2‖g3‖L2‖g4‖L2‖g‖L2 . (3.13)
Indeed, by change of variables ξ′2 = ξ2, ξ
′
3 = ξ3, ξ
′
4 = ξ2 + ξ3 + ξ4 and the observation that
in the area |ξ′2| ∼ 2
k2 , |ξ′3| ∼ 2
k3 , |ξ′4| ∼ 2
k1 ,
∣∣ ∂
∂ξ′2
[
Ω(ξ′2, ξ
′
3, ξ
′
4 − ξ
′
2 − ξ
′
3)
] ∣∣ = |ω′(ξ′2)− ω′(ξ′4 − ξ′2 − ξ′3)| ∼ 22k3 ,
we get from Cauchy-Schwartz inequality that∫
R3
g2(ξ2)g3(ξ3)g4(ξ4)g(ξ2 + ξ3 + ξ4,Ω(ξ2, ξ3, ξ4))dξ2dξ3dξ4
.
∫
|ξ′2|∼2
k2 ,|ξ′3|∼2
k3 ,|ξ′4|∼2
k1
g2(ξ
′
2)g3(ξ
′
3)
·g4(ξ
′
4 − ξ
′
2 − ξ
′
3)g(ξ
′
4,Ω(ξ
′
2, ξ
′
3, ξ
′
4 − ξ
′
2 − ξ
′
3))dξ
′
2dξ
′
3dξ
′
4
. 2−k3
∫
|ξ′3|∼2
k3 ,|ξ′4|∼2
k1
g3(ξ
′
3)‖g2(ξ
′
2)g4(ξ
′
4 − ξ
′
2 − ξ
′
3)‖L2
ξ′
2
‖g(ξ′4, ·)‖L2
ξ′
2
dξ′3dξ
′
4
. 2−kmax2kmin/2‖g2‖L2‖g3‖L2‖g4‖L2‖g‖L2 . (3.14)
We assume now that j2 = jmax. This case is identical to the case j1 = jmax in view of (3.9).
We note that we actually prove that if k2 ≤ k3 − 5 then
J ≤ C2(j1+j3+j4)/22−kmax2kthd/2
4∏
i=1
‖fki,ji‖L2 . (3.15)
Therefore, we complete the proof of part (b).
For part (c), setting f ♯ki,ji(ξ, τ) = fki,ji(ξ, τ − ω(ξ)), i = 1, 2, 3, 4, then we get
|J(fk1,j1 , fk2,j2 , fk3,j3 , fk4,j4)|
=
∣∣∣∣∣
∫
R6
3∏
i=1
f ♯ki,ji(ξi, τi)f
♯
k4,j4
(ξ1 + ξ2 + ξ3, τ1 + τ2 + τ3)dξ1dξ2dξ3dτ1dτ2dτ3
∣∣∣∣∣
Making variables change ξ = ξ1 + ξ2 + ξ3, τ = τ1 + τ2 + τ3, we have
|J(fk1,j1 , fk2,j2 , fk3,j3 , fk4,j4)|
=
∣∣∣∣
∫
R2
f ♯k1,j1 ∗ f
♯
k2,j2
∗ f ♯k3,j3(ξ, τ) · f
♯
k4,j4
(ξ, τ)dξdµ
∣∣∣∣
. ‖f ♯k1,j1 ∗ f
♯
k2,j2
∗ f ♯k3,j3‖L2‖f
♯
k4,j4
‖L2
.
3∏
i=1
‖F−1f ♯ki,ji‖L6t,x‖f
♯
k4,j4
‖L2t,x
On the other hand
F−1(f ♯ki,ji) =
∫
R2
fki,ji(ξ, τ − ω(ξ))e
ixξeitτdξdτ
=
∫
R2
fki,ji(ξ, τ)e
ixξeitω(ξ)eitτdξdτ,
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If we can show that
‖F−1f ♯ki,ji‖L6t,x .
∫
R
‖
∫
R
fki,ji(ξ, τ)e
ixξeitω(ξ)dξ‖L6t,xdτ
. 2ji/22−ki/6‖fki,ji‖L2 (3.16)
then part (c) follows by symmetry.
Now we give the proof of (3.16) by using a result of Wang [18].
Lemma 3.3. Let Um = e
it(−∆)m/2 ,m ≥ 2, define
m∗ =
{
∞, n ≤ m,
2n/(n −m), n > m,
(3.17)
and
2
γ(·)
= n(
1
2
−
1
·
), (3.18)
2σ(m, ·) = n(2−m)(
1
2
−
1
·
). (3.19)
For 2 ≤ r, p < 2∗, we have
‖Um(t)φ‖Lγ(p)(I,B˙s−σ(m,p)p,2 )
. ‖φ‖H˙s (3.20)
‖AUm(t)f‖Lγ(p)(I,B˙s−σ(m,p)p,2 )
. ‖f‖
Lγ(r)′(I,B˙
s+σ(m,r)
r′,2
)
(3.21)
Here I ⊂ R is a any interval, AUm :=
∫ t
0 Um(t− τ) · dτ .
Choosing m = 3, n = 1, s = 0, p = 6 and r = 2 in Lemma 3.3, we get (3.16).
For part (d), we need to consider two cases: ξ1 ·ξ2 > 0 or ξ1 ·ξ2 < 0. Observing that if we let
ξ4 = −(ξ1+ξ2+ξ3), then Ω(ξ1, ξ2, ξ3) = 3(ξ1+ξ2)(ξ1+ξ3)(ξ1+ξ4). The former case is easier to
handle. When ξ1 ·ξ2 > 0, because of k1 ≤ k4−10, we have Ω(ξ1, ξ2, ξ3) ≥ 2
k22k32k4 ∼ 2k2+2k3 .
If k2 ≤ k3 − 5, notice that jmax ≥ k2 + 2k3 − 20, part (d) holds by part (b).
If k2 ≥ k3 − 5, observing −
k1+k2+k3
6 ∼ −
k1+2k3
6 and owning to jmax ≥ k2 + 2k3 − 20, part
(d) holds by part (c).
We assume now ξ1 · ξ2 < 0. Now we should consider serval cases according to ji = jmax.
If j4 = jmax, it suffices to prove that if Ai is L
2 nonnegative functions supported in Iki ,
i = 1, 2, 3 and B is a L2 nonnegative function supported in Ik4 × I˜j4 , then∫
R3∩{ξ1·ξ2<0}
A1(ξ1)A2(ξ2)A3(ξ3)B(ξ1 + ξ2 + ξ3,Ω(ξ1, ξ2, ξ3))dξ1dξ2dξ3
. 2j4/22−2k3‖A1‖L2‖A2‖L2‖A3‖L2‖B‖L2 . (3.22)
By localizing |ξ1 + ξ2| ∼ 2
l for l ∈ Z, we get that the right-hand side of (3.22) is dominated
by ∑
l
∫
R3
χl(ξ1 + ξ2)A1(ξ1)A2(ξ2)A3(ξ3)B(ξ1 + ξ2 + ξ3,Ω(ξ1, ξ2, ξ3))dξ1dξ2dξ3. (3.23)
From the support properties of the functions Ai, B and the fact that in the integration area
|Ω(ξ1, ξ2, ξ3)| = |3(ξ1 + ξ2)(ξ1 + ξ3)(ξ2 + ξ3)| ∼ 2
l+2k3 ,
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We get that
jmax ≥ l + 2k3 − 20. (3.24)
By change of variables ξ′1 = ξ1+ ξ2, ξ
′
2 = ξ2, ξ
′
3 = ξ1+ ξ3, we obtain that (3.23) is dominated
by
∑
l
∫
|ξ′1|∼2
l,|ξ′2|∼2
k2 ,|ξ′3|∼2
k3
χl(ξ
′
1)A1(ξ
′
1 − ξ
′
2)A2(ξ
′
2)A3(ξ
′
2 + ξ
′
3 − ξ
′
1)
B(ξ′2 + ξ
′
3,Ω(ξ
′
1 − ξ
′
2, ξ
′
2, ξ
′
2 + ξ
′
3 − ξ
′
1))dξ
′
1dξ
′
2dξ
′
3. (3.25)
Since in the integration area
∣∣ ∂
∂ξ′1
[Ω(ξ′1 − ξ
′
2, ξ
′
2, ξ
′
2 + ξ
′
3 − ξ
′
1)]
∣∣ = |ω′(ξ′1 − ξ′2)− ω′(ξ′2 + ξ′3 − ξ′1)| ∼ 22k3 , (3.26)
then we get from (3.26) that (3.25) is dominated by
∑
l
∫
|ξ′1|∼2
l
χl(ξ
′
1)‖A1‖L2‖A3‖L2
‖A2(ξ
′
2)B(ξ
′
2 + ξ
′
3,Ω(ξ
′
1 − ξ
′
2, ξ
′
2, ξ
′
2 + ξ
′
3 − ξ
′
1))‖L2
ξ′
2
,ξ′
3
dξ′1
.
∑
l
2l/22−k3‖A1‖L2‖A2‖L2‖A3‖L2‖B‖L2
. 2jmax/22−2k3‖A1‖L2‖A2‖L2‖A3‖L2‖B‖L2 , (3.27)
where we used (3.24) in the last inequality. From symmetry we know the case j3 = jmax is
identical to the case j4 = jmax; the case j1 = jmax is identical to the case j2 = jmax. Thus it
reduces to prove the case j2 = jmax. It suffices to prove that if Ai is L
2 nonnegative functions
supported in Iki , i = 1, 3, 4 and B is a L
2 nonnegative function supported in Ik2 × I˜j2 , then∫
R3∩{ξ1·ξ2<0}
A1(ξ1)A3(ξ3)A4(ξ4)B(ξ1 + ξ3 + ξ4,Ω(ξ1, ξ3, ξ4))dξ1dξ3dξ4
. 2j2/22−2k3‖A1‖L2‖A4‖L2‖A3‖L2‖B‖L2 . (3.28)
As the case j4 = jmax, we get that the right-hand side of (3.28) is dominated by
∑
l
∫
R3
χl(ξ3 + ξ4)A1(ξ1)A4(ξ4)A3(ξ3)B(ξ1 + ξ4 + ξ3,Ω(ξ1, ξ3, ξ4))dξ1dξ4dξ3. (3.29)
From the support properties of the functions Ai, B and the fact that in the integration area
|Ω(ξ1, ξ2, ξ3)| = |3(ξ1 + ξ4)(ξ2 + ξ4)(ξ3 + ξ4)| ∼ 2
l+2k3 ,
We get that
jmax ≥ l + 2k3 − 20. (3.30)
By changing variables ξ′1 = ξ1 + ξ3, ξ
′
3 = ξ3 + ξ4, ξ
′
4 = ξ1 + ξ3 + ξ4, we obtain that (3.29) is
dominated by
∑
l
∫
|ξ′3|∼2
l,|ξ′4|∼2
k2 ,|ξ′1|∼2
k3
χl(ξ
′
3)A1(ξ
′
4 − ξ
′
3)A3(ξ
′
1 + ξ
′
3 − ξ
′
4)A4(ξ
′
4 − ξ
′
1)
B(ξ′4,Ω(ξ
′
4 − ξ
′
3, ξ
′
1 + ξ
′
3 − ξ
′
4, ξ
′
4 − ξ
′
1))dξ
′
1dξ
′
3dξ
′
4. (3.31)
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Since in the integration area,
∣∣ ∂
∂ξ′3
[Ω(ξ′4 − ξ
′
3, ξ
′
1 + ξ
′
3 − ξ
′
4, ξ
′
4 − ξ
′
1)]
∣∣
= | − ω′(ξ′4 − ξ
′
3) + ω
′(ξ′1 + ξ
′
3 − ξ
′
4)| ∼ 2
2k3 , (3.32)
then we get from (3.32) that (3.31) is dominated by
∑
l
∫
|ξ′3|∼2
l
χl(ξ
′
3)‖A1‖L2‖A3‖L2
‖A4(ξ
′
4 − ξ
′
1)B(ξ
′
4,Ω(ξ
′
4 − ξ
′
3, ξ
′
1 + ξ
′
3 − ξ
′
4, ξ
′
4 − ξ
′
1))‖L2
ξ′
1
,ξ′
4
dξ′3
.
∑
l
2l/22−k3‖A1‖L2‖A3‖L2‖A4‖L2‖B‖L2
. 2jmax/22−2k3‖A1‖L2‖A3‖L2‖A4‖L2‖B‖L2 , (3.33)
where we used (3.30) in the last inequality. Therefore, we complete the proof of part (d).
We restate Lemma 3.2 in a form that is suitable for the trilinear estimates in the next
sections.
Corollary 3.4. Assume k1, k2, k3, k4 ∈ Z, j1, j2, j3, j4 ∈ Z+ and fki,ji ∈ L
2(R × R) are
functions supported in D˙ki,ji, i = 1, 2, 3.
(a) For any k1, k2, k3, k4 ∈ Z and j1, j2, j3, j4 ∈ Z+,
‖1D˙k4,j4
(ξ, τ)(fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2
≤ C2(kmin+kthd)/22(jmin+jthd)/2
3∏
i=1
‖fki,ji‖L2 . (3.34)
(b) For any k1, k2, k3, k4 ∈ Z with kthd ≤ ksec − 5 and j1, j2, j3, j4 ∈ Z+. If for some i ∈
{1, 2, 3, 4} such that (ki, ji) = (kthd, jmax), then
‖1D˙k4,j4
(ξ, τ)(fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2
≤ C2−kmax2−kthd/22(j1+j2+j3+j4)/22−jmax/2
3∏
i=1
‖fki,ji‖L2 , (3.35)
else we have
‖1D˙k4,j4
(ξ, τ)(fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2
≤ C2−kmax2kmin/22(j1+j2+j3+j4)/22−jmax/2
3∏
i=1
‖fki,ji‖L2 . (3.36)
(c) For any k1, k2, k3, k4 ∈ N and j1, j2, j3, j4 ∈ Z+,
‖1D˙k4,j4
(ξ, τ)(fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2
≤ C2(j1+j2+j3+j4)/22−jmax/22−(kmin+kthd+ksec)/6
3∏
i=1
‖fki,ji‖L2 . (3.37)
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(d) For any k1, k2, k3, k4 ∈ Z with kmin ≤ kmax − 10 and j1, j2, j3, j4 ∈ Z+,
‖1D˙k4,j4
(ξ, τ)(fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2
≤ C2(j1+j2+j3+j4)/22−3kmax/2
3∏
i=1
‖fki,ji‖L2 . (3.38)
Proof. Clearly, we have
‖1D˙k4,j4
(ξ, τ)(fk1,j1 ∗ fk2,j2 ∗ fk3,j3)(ξ, τ)‖L2
= sup
‖f‖L2=1
∣∣ ∫
D˙k4,j4
f · fk1,j1 ∗ fk2,j2 ∗ fk3,j3dξdτ
∣∣. (3.39)
Let fk4,j4 = 1D˙k4,j4
· f , we have f ♯ki,ji(ξ, µ) = fki,ji(ξ, µ + ω(ξ)), i = 1, 2, 3, 4. The functions
f ♯ki,ji are supported in Iki ×
⋃
|m|≤3 I˜ji+m, ‖f
♯
ki,ji
‖L2 = ‖fki,ji‖L2 . Using simple changes of
variables, we get∫
D˙k4,j4
f · fk1,j1 ∗ fk2,j2 ∗ fk3,j3dξdτ = J(f
♯
k1,j1
, f ♯k2,j2 , f
♯
k3,j3
, f ♯k4,j4).
Then Corollary 3.4 follows from Lemma 3.2.
4 Proof of the trilinear estimate
In this section, we use the following propositions to prove Lemma 3.1. For simplicity, we
let
G = 2k4‖ηk4(ξ)(τ − ω(ξ) + i)
−1fk1 ∗ fk2 ∗ fk3‖Xk4
Proposition 4.1. For 0 ≤ k1 ≤ k2 ≤ k3 − 10, k3 ≥ 110, |k4 − k3| ≤ 5, we have
G . 2k1/2
3∏
i=1
‖fki‖Xki .
Proof. According to the definition of Xk
G ≤ 2k4
∞∑
j4=0
2j4/2‖1D˙k4,j4
(ξ, τ)(τ − ω(ξ) + i)−1(fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2
. 2k4
∞∑
j4=0
2j4/22−j4‖1D˙k4,j4
(ξ, τ)(fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2
. 2k4
∞∑
j4=0
2−j4/22−3kmax/22(j1+j2+j3+j4)/2
3∏
i=1
‖f(ki, ji)‖L2
. 2k1/2
3∏
i=1
‖fki‖Xki
Here we use the Corollary 3.4 (d) and (τ − ω(ξ) + i)−1 ∼ 2−j4 .
Proposition 4.2. For 0 ≤ k1 ≤ k2 ≤ k3, k2 ≥ k3 − 10, k3 ≥ 110, |k4 − k3| ≤ 5, k1 ≤ k2 − 10,
we have G . 2k1/2
3∏
i=1
‖fki‖Xki .
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Proof. The proof is similar to Proposition 4.1, we omit it.
Proposition 4.3. For 0 ≤ k1 ≤ k2 ≤ k3, k1 ≥ k3 − 30, k3 ≥ 110, |k4 − k3| ≤ 5,
we have G . 2k1/2
3∏
i=1
‖fki‖Xki .
Proof. According to Corollary 3.4 (c), we have
‖1D˙k4,j4
(ξ, τ)(fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2
. 2(j1+j2+j3+j4)/22−jmax/22−(kmin+kthd+ksec)/6
3∏
i=1
‖fki,ji‖L2 .
So we get
G . 2k4
∞∑
j4=0
2−j4/22(j1+j2+j3+j4)/22−jmax/22−(kmin+kthd+ksec)/6
3∏
i=1
‖fki,ji‖L2
. 2(k1+k2)/4
3∏
i=1
‖fki‖Xki
In the last inequality, we use the fact that kmin ≥ kmax − 40 and |k4 − k3| ≤ 5.
Proposition 4.4. For 0 ≤ k1 ≤ k2 ≤ k3, k4 ≤ k3 − 10, k3 ≥ 110, |k2 − k3| ≤ 5,
when k1 ≤ k2 − 6, we have G . 2
k1/2
3∏
i=1
‖fki‖Xki ;
when |k1 − k2| ≤ 5, we have G . 2
(k1+k2)/4
3∏
i=1
‖fki‖Xki .
Proof. Firstly, we consider the case k1 ≤ k2 − 10. Using the method in prove lemma 3.2 and
making variables change ξ′1 = ξ1, ξ
′
2 = ξ1 + ξ2, ξ
′
3 = ξ3, we can easily get
‖1D˙k4,j4
(ξ, τ)(fk1,j1 ∗ fk2,j2 ∗ fk3,j3)‖L2
. 2−kmax2k1/22(j1+j2+j3+j4)/22−jmax/2
3∏
i=1
‖fki‖L2
By this result, we get
G . 2k4
∞∑
j4=0
2−j4/22−kmax2k1/22(j1+j2+j3+j4)/22−jmax/2
3∏
i=1
‖fki‖L2
. 2k1/2
3∏
i=1
‖fki‖Xki
Secondly, we consider the case |k1 − k2| ≤ 5. Observing in this case, we have kmin ≥ kmax−30,
the result we need follows by Corollary 3.4 (c).
Proposition 4.5. For 0 ≤ k1 ≤ k2 ≤ k3,max(k3, k4) ≤ 120, we have
G . 2(k1+k2)/4
3∏
i=1
‖fki‖Xki
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Proof. Using Corollary 3.4 (a), noticing that ki ≤ 120, i = 1, 2, 3, 4, we have
G . 2(kmin+kthd)/2
3∏
i=1
‖fki‖Xki
. 2(k1+k2)/4
3∏
i=1
‖fki‖Xki
Now we turn to the proof of Lemma 3.1.
Proof: In view of definition, we get
‖∂x(uvw)‖
2
Ns =
∞∑
k4=0
22sk4‖ηk4(ξ)(τ − ω(ξ) + i)
−1F [∂x(uvw)]‖
2
Xk4
For the simplicity of notation, setting fk1 = ηk1(ξ)F(u)(ξ, τ), fk2 = ηk2(ξ)F(v)(ξ, τ), and
fk3 = ηk3(ξ)F(w)(ξ, τ), for k1, k2, k3 ∈ Z+, then we get
‖ηk4(ξ)(τ − ω(ξ) + i)
−1F [∂x(uvw)]‖Xk4
.
∑
k1,k2,k3∈Z+
‖ξ · ηk4(ξ)(τ − ω(ξ) + i)
−1fk1 ∗ fk2 ∗ fk3‖Xk4
.
∑
k1,k2,k3∈Z+
2k4‖ηk4(ξ)(τ − ω(ξ) + i)
−1fk1 ∗ fk2 ∗ fk3‖Xk4 .
From symmetry, it suffices to bound∑
0≤k1≤k2≤k3
2k4‖ηk4(ξ)(τ − ω(ξ) + i)
−1fk1 ∗ fk2 ∗ fk3‖Xk4 .
Dividing the summation into the several parts, we get∑
k1≤k2≤k3
2k4‖ηk4(ξ)(τ − ω(ξ) + i)
−1fk1 ∗ fk2 ∗ fk3‖Xk4
≤
5∑
j=1
∑
(k1,k2,k3,k4)∈Aj
2k4‖ηk4(ξ)(τ − ω(ξ) + i)
−1fk1 ∗ fk2 ∗ fk3‖Xk4 , (4.1)
where we denote
A1 = {0 ≤ k1 ≤ k2 ≤ k3 − 10, k3 ≥ 110, |k4 − k3| ≤ 5};
A2 = {0 ≤ k1 ≤ k2 ≤ k3 − 10, k3 ≥ 110, |k4 − k3| ≤ 5, k1 ≤ k2 − 10};
A3 = {0 ≤ k1 ≤ k2 ≤ k3, k1 ≥ k3 − 30, k3 ≥ 110, |k4 − k3| ≤ 5};
A4 = {0 ≤ k1 ≤ k2 ≤ k3, k4 ≤ k3 − 10, k3 ≥ 110, |k2 − k3| ≤ 5};
A5 = {0 ≤ k1 ≤ k2 ≤ k3,max(k3, k4) ≤ 120}.
We will apply Proposition 4.1-4.5 obtained in the beginning of this section to bound the five
terms in (4.1). For example, for the first term, from Proposition 4.1, we have
‖2sk4
∑
ki∈A1
2k4‖ηk4(ξ)(τ − ω(ξ) + i)
−1fk1 ∗ fk2 ∗ fk3‖Xk4‖l2k4
. ‖2sk4
∑
ki∈A1
2(k1)/2‖fk1‖Xk1‖fk2‖Xk2‖fk3‖Xk3‖l2k4
. ‖u‖F 1/4‖v‖F 1/4‖w‖F s .
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For the other terms we can handle them in the same way. Therefore we complete the proof
of the Lemma 3.1.
5 Uniform LWP for MKdV-B equation
In this section we study the uniform local well-posedness for the MKdV-Burgers equation.
We will prove a time localized version of Theorem 1.1 where T = T (‖φ‖Hs) is small. In
[3], the result of three estimate in Xb,s space is depend on α, ε , so it is not proper in this
situation. To get a uniform result about α, ε, we will use the space F s. Let us recall that
(1.1) is invariant in the following scaling
u(x, t)→ λu(λx, λ3t), φ(x)→ λφ(λx), ǫ→ λ4−2αǫ, ∀ 0 < λ ≤ 1. (5.1)
This invariance is very important in the proof of Theorem 1.1 and also crucial for the uniform
global well-posedness in the next section. We first show that F s(T ) →֒ C([0, T ],Hs) for s ∈ R,
T ∈ (0, 1] in the following proposition. We state some results of Guo, Proposition 5.1-5.4 can
be found in [5].
Proposition 5.1. If s ∈ R, T ∈ (0, 1] and u ∈ F s(T ), then
sup
t∈[0,T ]
‖u(t)‖Hs.‖u‖F s(T ). (5.2)
Proposition 5.2. If s ∈ R and u ∈ L2tH
s
x, then
‖u‖Ns.‖u‖L2tHsx . (5.3)
We recall the estimate in [5] for the free solution.
Proposition 5.3. Let s ∈ R. There exists C > 0 such that for any 0 ≤ ǫ ≤ 1
‖ψ(t)Wαǫ (t)φ‖F s ≤ C‖φ‖Hs , ∀ φ ∈ H
s(R). (5.4)
Similarly for the inhomogeneous linear operator we have
Proposition 5.4. Let s ∈ R. There exists C > 0 such that for all v ∈ S(R2) and 0 ≤ ǫ ≤ 1,
‖ψ(t)L(v)‖F s ≤ C‖v‖Ns . (5.5)
We next show (1.1) is uniformly (on 0 < ǫ ≤ 1) locally well-posed in Hs, s ≥ 1/4. The
procedure is quite standard. See [9], for instance. By the scaling (5.1), we see that u solves
(1.1) if and only if uλ(x, t) = λu(λx, λ
3t) solves
∂tuλ + ∂
3
xuλ + ǫλ
4−2α|∂x|
2αuλ + 6u
2
λ∂x(uλ) = 0, uλ(0) = λ
2φ(λ ·). (5.6)
Since s ≥ 1/4,
‖λ2φ(λx)‖Hs = O(λ
3/2+s‖φ‖Hs) as λ→ 0, (5.7)
thus we can first restrict ourselves to considering (1.1) with data φ satisfying
‖φ‖Hs = r≪ 1. (5.8)
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We will mainly work on the integral equation
u(t) =Wαǫ (t)φ1 − L
(
∂x(ψ
3u3)
)
(x, t), (5.9)
and a truncated form
u(t) = ψ(t)
[
Wαǫ (t)φ1 − L
(
∂x(ψ
3u3)
)
(x, t)
]
, (5.10)
where ψ is a smooth time cutoff function satisfying ψ ∈ C∞0 (R), suppψ ⊂ [−2, 2], ψ ≡ 1 on
[−1, 1].
We define the operator
Φφ(u) = ψ(t)W
α
ǫ (t)φ− ψ(t)L
(
∂x(ψ
3u3)
)
, (5.11)
where L is defined by (2.2). We will prove that Φφ(·) is a contraction mapping from
B = {w ∈ F s : ‖w‖F s ≤ 2cr} (5.12)
into itself. From Propositions 5.2, 5.3 and 5.4 we get if w ∈ B, then
‖Φφ(w)‖F s ≤ c‖φ‖Hs + 2‖∂x(ψ(t)
3w3(·, t))‖Ns
≤ cr + 2c‖w‖3F s ≤ cr + 2c(2cr)
3 ≤ 2cr, (5.13)
provided r satisfies 8c3r2 ≤ 1/2. Similarly, for w, h ∈ B
‖Φφ(w)− Φφ(h)‖F s ≤ c‖L∂x(ψ
3(τ)(u3(τ)− h3(τ)))‖F s
≤ c(‖h2(w − h)‖F s + ‖w(w
2 − h2)‖F s)
≤ c(‖u‖F s‖w + h‖F s‖w − h‖F s + ‖h‖F s‖h‖F s‖w − h‖F s)
≤ 8c3r2‖w − h‖F s ≤
1
2
‖w − h‖F s . (5.14)
Thus Φφ(·) is a contraction. There exists a unique u ∈ B such that
u = ψ(t)Wαǫ (t)φ− 2ψ(t)L
(
∂x(ψ
3u3)
)
. (5.15)
Hence u solves the integral equation (5.9) in the time interval [0, 1]. Similar to Guo [5], we
can show that u ∈ X1/2,s,α. For general φ ∈ Hs, by using the scaling (5.1) and the uniqueness
result in [3], we immediately obtain that Theorem 1.1 holds for a small T = T (‖φ‖Hs) > 0.
6 Uniform global well-posedness for KdV-B equation
In this section we will extend the uniform local solution obtained in the last section to a
uniform global solution. The standard way is to use conservation law. We can verify that if
v was a smooth solution of (1.4), then
H1[v] =
∫
R
(vx)
2 − v4 + v2dx (6.1)
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is a conservation quantity for (1.4). However, there are less symmetries for (1.1). Let u be a
smooth solution of (1.1), we have
d
dt
H1[u] =
∫
R
2ux∂xut − 4u
3ut + 2uutdx
=
∫
R
2ux∂x(−uxxx − ε|∂x|
2αu+ 2(u3)x)− 4u
3(−uxxx − ε|∂x|
2αu+ 2(u3)x)
+2u(−uxxx − ε|∂x|
2αu+ 2(u3)x)dx
=
∫
R
2ux∂x(−ε|∂x|
2αu) + 4u3(ε|∂x|
2αu)− 2u(ε|∂x|
2αu)dx
= −2ε
∫
R
(Λ1+αu)2dx+ 4ε
∫
R
u3Λ2αudx− 2ε
∫
R
|Λαu|2dx
≤ −ε
∫
R
(Λ2αu)2dx+ 4ε
∫
R
u3Λ2αudx (6.2)
where we use the notation Λ = |∂x|. Using Cauchy-Schwartz inequality, we have
4ε
∫
R
u3Λ2αudx ≤ 4ε‖u3‖2‖Λ
2αu‖2
≤ 4ε‖u‖36‖Λ
2αu‖2
≤ 4ε(4‖u‖66 +
1
8
‖Λ2αu‖22)
≤ 8ε‖u‖66 +
ε
2
‖Λ2αu‖22
Therefor, we have
d
dt
H1[u] +
ε
2
‖Λ2αu‖22 ≤ ‖u‖
6
6
Using Galiardo-Nirenberg inequality
‖u‖66.‖u‖
4
2‖ux‖
2
2, ‖u‖
4
4.‖u‖
3
2‖ux‖2
Hence, we get
sup
[0,T ]
‖u(t)‖H1 + ε
1
2 (
∫ T
0
‖Λ2αu‖22dτ)
1
2 ≤ C(T, ‖u0‖H1) (6.3)
By a standard limit argument, (6.3) holds for H1-strong solution. Thus if φ ∈ H1, then we
get that (1.1) is uniformly globally well-posed.
7 Limit Behavior
In this section we prove Theorem 1.2. From the remark 1.3, if we consider the limit behavior
in H1 we need a H2-conservation quantity. We first give a H2-conservation quantity for (1.4).
It is well-known that the following KdV equation
ut + uxxx = 3(u
2)x, u(0) = φ. (7.1)
is completely integrable and has infinite conservation laws. As a corollary one obtains that
if v was a smooth solution to (7.1), then for any k ∈ Z+,
sup
t∈R
‖v(t)‖Hk.‖v0‖Hk . (7.2)
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Now we use Miura transformM to establish the relation of (7.1) and (1.4). If v was a solution
of (1.4), then Mu = ∂xv + v
2 is a solution of (7.1), see [14]. Using this fact, we can find a
H2-conservation quantity of (1.4). We can easily verify that
H1[u] =
∫
R
(∂xu)
2 + 2u3dx (7.3)
is a H1-conservation quantity of (7.1). Let u = ∂xv + v
2 in (7.3), we get
H2[u] =
∫
R
(uxx)
2 + 10u2u2x + 2u
6dx (7.4)
is a H2-conservation quantity of (1.4). Obviously, (1.4) has L2-conservation law, so
H ′2[u] =
∫
R
(uxx)
2 + 10u2u2x + 2u
6 + u2dx (7.5)
is also a H2-conservation quantity of (1.4).
However, there are less symmetries for (1.1). We can still expect that the Hk norm of the
solution remains dominated for a finite time T > 0, since the dissipative term behaves well
for t > 0. We already see that for k = 1 from (6.1). Now we prove for k = 2 which will suffice
for our purpose. We do not pursue for k ≥ 3. Assume u is a smooth solution to (1.1). By
the equation (1.1) and partial integration in (7.5), we have
d
dt
H ′2[u] =
∫
R
2uxx∂xx(ut) + 20uu
2
xut + 20u
2ux∂x(ut) + 12u
5ut + 2uutdx
=
∫
R
2uxx∂xx(−uxxx − ε|∂x|
2αu+ 2(u3)x))dx
+
∫
R
20u2ux∂x(−uxxx − ε|∂x|
2αu+ 2(u3)x)
+
∫
R
(20uu2x + 12u
5 + 2u)(−uxxx − ε|∂x|
2αu+ 2(u3)x)dx
= −2ε
∫
R
(|∂x|
α+2u)2dx− 20ε
∫
R
uu2x(|∂x|
2αu)dx
−20ε
∫
R
u2ux|∂x|
2αuxdx− 12ε
∫
R
u5(|∂x|
2αu)dx− 2ε‖|∂x|
αu‖22
≤ −2ε‖Λα+2u‖22 − 2ε‖Λ
αu‖22 − 20ε
∫
R
uu2xΛ
2αudx
−20ε
∫
R
u2ux∂x(Λ
2αu)dx− 12ε
∫
R
u5Λ2αudx
. −ε‖Λα+2u‖22 − ε‖Λ
αu‖22 + ‖uu
2
x‖
2
2 + ‖u
5‖22 + ‖u
2ux‖
2
2 + ‖uux‖
2
2 + ‖u‖
6
6 + ‖u‖
2
2
where we use the notation Λ = |∂x| and Cauchy-Schzrtz inequality. Thus we have
d
dt
H ′2[u] +
ǫ
2
‖Λ2α+1u‖22
. ‖uu2x‖
2
2 + ‖u
5‖22 + ‖u
2ux‖
2
2 + ‖uux‖
2
2 + ‖u‖
6
6 + ‖u‖
2
2
. ‖u‖2L∞‖ux‖
4
L4 + ‖u‖
4
L∞‖ux‖
2
2 + ‖u‖
10
10 + ‖u‖
2
4‖ux‖
2
4 + ‖u‖
2
4‖ux‖
2
2 (7.6)
Using Galiardo-Nirenberg inequality, the right of (7.6) can be dominated by ‖u‖H2 .
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Using Cauchy-Schwartz inequality, we get
sup
[0,T ]
‖u(t)‖H2 + ǫ
1/2
(∫ T
0
‖Λ2α+1u(τ)‖22dτ
)1/2
≤ C(T, ‖φ‖H2), ∀ T > 0. (7.7)
Assume uǫ is a H
1-strong solution to (1.1) obtained in the last section and v is a H1-strong
solution to (1.4) in [4], with initial data φ1, φ2 ∈ H
1 respectively. We still denote by uǫ, v
the extension of uǫ, v. From the scaling (5.1), we may assume first that ‖φ1‖H1 , ‖φ2‖H1 ≪ 1.
Let w = uǫ − v, φ = φ1 − φ2, then w solves{
wt + wxxx + ǫ|∂x|
2αuǫ = 2(w(v
2 + u2ǫ + vuǫ))x, t ∈ R+, x ∈ R,
v(0) = φ.
(7.8)
We first view ǫ|∂x|
2αuǫ as a perturbation to the difference equation of the MKdV equation.
Considering the integral equation of (7.8)
w(x, t) =W0(t)φ−
∫ t
0
W0(t− τ)[ǫ|∂x|
2αuǫ + 2(w(v
2 + u2ǫ + vuǫ))x]dτ, t ≥ 0. (7.9)
Then w solves the following integral equation on t ∈ [0, 1],
w(x, t) = ψ(t)[W0(t)φ− χR+
∫ t
0
W0(t− τ)(τ)ψ(τ)ǫ|∂x|
2αuǫ(τ)dτ
−2χR+
∫ t
0
W0(t− τ)(w(v
2 + u2ǫ + vuǫ))x(τ)dτ ]. (7.10)
By Proposition 5.2, 5.3, 5.4 and Lemma 3.1, for 1/4 ≤ s ≤ 1, we get
‖w‖F s . ‖φ‖H1 + ǫ‖uǫ‖L2
[0,2]
H˙2α+sx
+‖w‖F s‖uε‖F s(‖v‖F s + ‖uε‖F s) + ‖w‖F s‖uε‖F s‖v‖F s . (7.11)
Since from Theorem 1.1 we have
‖v‖F s.‖φ2‖Hs ≪ 1, ‖uǫ‖F s.‖φ1‖Hs ≪ 1,
then we get that
‖w‖F s.‖φ‖Hs + ǫ‖uǫ‖L2
[0,2]
H˙2α+sx
. (7.12)
From Proposition 5.1 and (7.7) we get
‖uǫ − v‖C([0,1],Hs).‖φ1 − φ2‖Hs + ǫ
1/2C(‖φ1‖H2 , ‖φ2‖H1). (7.13)
For general φ1, φ2 ∈ H
1, using the scaling (5.1), then we immediately get that there exists
T = T (‖φ1‖H1 , ‖φ2‖H1) > 0 such that
‖uǫ − v‖C([0,T ],Hs).‖φ1 − φ2‖Hs + ǫ
1/2C(T, ‖φ1‖H2 , ‖φ2‖H1). (7.14)
Therefore, (7.14) automatically holds for any T > 0, due to (6.1) and (7.7).
Proof of Theorem 1.2. For fixed T > 0, we need to prove that ∀ η > 0, there exists σ > 0
such that if 0 < ǫ < σ then
‖SǫT (ϕ) − ST (ϕ)‖C([0,T ];Hs) < η. (7.15)
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We denote ϕK = P≤Kϕ, then we get
‖SǫT (ϕ)− ST (ϕ)‖C([0,T ];Hs)
≤ ‖SǫT (ϕ)− S
ǫ
T (ϕK)‖C([0,T ];Hs)
+‖SǫT (ϕK)− ST (ϕK)‖C([0,T ];Hs) + ‖ST (ϕK)− ST (ϕ)‖C([0,T ];Hs). (7.16)
From Theorem 1.1 and (7.14), we get
‖SǫT (ϕ) − ST (ϕ)‖C([0,T ];Hs).‖ϕK − ϕ‖Hs + ǫ
1/2C(T,K, ‖ϕ‖Hs). (7.17)
We first fix K large enough, then let ǫ go to zero, therefore (7.15) holds.
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