A classification of SL(n) and translation covariant Minkowski valuations on log-concave functions is established. The moment vector and the recently introduced level set body of log-concave functions are characterized. Furthermore, analogs of the Euler characteristic and volume are characterized as SL(n) and translation invariant valuations on log-concave functions.
A function Z defined on a lattice (L, ∨, ∧) and taking values in an abelian semigroup is called a valuation if Z(f ∨ g) + Z(f ∧ g) = Z(f ) + Z(g),
for all f, g ∈ L. A function Z defined on a set S ⊂ L is called a valuation if (1) holds whenever f, g, f ∨g, f ∧g ∈ S. In the classical theory, valuations on the set of convex bodies (non-empty, compact, convex sets), K n , in R n are studied, where ∨ and ∧ denote union and intersection, respectively. Valuations played a critical role in Dehn's solution of Hilbert's Third Problem and have been a central focus in convex geometric analysis. In many cases, well known functions in geometry could be characterized as valuations. For example, a first classification of the Euler characteristic and volume as continuous, SL(n) and translation invariant valuations on K n was established by Blaschke [5] . The celebrated Hadwiger classification theorem [17] gives a complete classification of continuous, rotation and translation invariant valuations on K n and provides a characterization of intrinsic volumes. Alesker [2] obtained classification results for translation invariant valuations. Since several important geometric operators like the Steiner point and the moment vector are not translation invariant, also translation covariance played an important role. In particular, Hadwiger & Schneider [18] characterized linear combinations of quermassvectors as continuous, rotation and translation covariant vector-valued valuations.
In addition to the ongoing research on real-valued valuations on convex bodies [1, 14, 19, 22, 28, 29] , valuations with values in K n have attracted interest. Such a map is called a Minkowski valuation if the addition in (1) is given by Minkowski addition, that is K + L = {x + y : x ∈ K, y ∈ L} for K, L ∈ K n . The first results in this direction were established by Ludwig [23, 24] . See [13, 15, 21, 40, 43] for some of the pertinent results.
More recently, valuations were defined on function spaces. For a space S of real-valued functions we denote by f ∨ g the pointwise maximum of f and g while f ∧ g denotes their pointwise minimum. For Sobolev spaces [25, 26, 30] and L p spaces [27, 35, 41, 42] complete classifications of valuations intertwining with the SL(n) were established. For definable functions, an analog to Hadwiger's theorem was proven [4] . Valuations on convex functions [3, 7, 11, 12] and quasi-concave functions [9, 10] were introduced and classified.
The aim of this paper is to establish a classification of SL(n) and translation covariant valuations on log-concave functions, that is functions of the form e −u , where u is a convex function. Let LC(R n ) denote the space of log-concave functions f : R n → [0, +∞) that are not identically 0, upper semicontinuous and vanish at infinity. Here a function is said to vanish at infinity if lim |x|→+∞ f (x) = 0, where |x| denotes the Euclidean norm of x. Furthermore, we equip LC(R n ) with the topology associated to hypo-convergence (see Section 1.2). It is easy to see that for any K ∈ K n the characteristic function χ K is an element of LC(R n ). Since
for all K, L ∈ K n such that also K ∪ L ∈ K n , valuations on LC(R n ) can be seen as a generalization of valuations on K n . For f ∈ LC(R n ) the level set body [f ] is given by
for z ∈ R n . Here, h(K, z) = max{z · x : x ∈ K}, where z · x is the standard inner product of x, z ∈ R n , denotes the support function of a convex body K ∈ K n and uniquely describes K. Moreover, we set h(∅, z) = 0 for every z ∈ R n . The level set body was recently introduced for a more general class of quasi-concave functions in [12] , where it appeared in the classification of SL(n) covariant Minkowski valuations on convex functions. Note, that [χ K ] = K for every K ∈ K n . Furthermore, the moment vector m(f ) of a log-concave function f ∈ LC(R n ) is defined by
which is an element of R n (for details see Section 4). For functions in L 1 (R n , |x| dx), the moment vector was introduced and characterized as a Minkowski valuation by Tsang [42] . For x ∈ R n , let τ x denote the translation z → z + x on R n and let S be a space of real-valued functions defined on R n . We call an operator Z : S → K n translation covariant if there exists a function Z 0 : S → R associated with Z such that Z(f • τ −1 x ) = Z(f ) + Z 0 (f )x for every f ∈ S and x ∈ R n . Moreover, Z is said to be SL(n) covariant if Z(f • φ −1 ) = φ Z(f ) for every φ ∈ SL(n) and f ∈ S. Furthermore, a function Z : LC(R n ) → K n is called homogeneous of degree q ∈ R if Z(sf ) = s q Z(f ) for every s > 0 and f ∈ LC(R n ). We say that a map Z : LC(R n ) → K n is equi-affinely covariant if it is translation covariant, SL(n) covariant and homogeneous. For the following result let n ≥ 3. Theorem 1. An operator Z : LC(R n ) → K n is a continuous, equi-affinely covariant Minkowski valuation if and only if there exist constants c 1 , c 2 ≥ 0, c 3 ∈ R and q > 0 such that
for every f ∈ LC(R n ).
Here, −K denotes the reflection of the body K ∈ K n at the origin, that is h(−K, z) = h(K, −z) for z ∈ R n . We will see that Theorem 1 corresponds to a result for valuations on K n (see Corollary 1.3). Denoting by D K = K + (−K) the difference body of K ∈ K n , we immediately obtain the following corollary, which again corresponds to a result in the theory of valuations on K n [24, Corollary 1.2.].
Corollary. An operator Z : LC(R n ) → K n is a continuous, SL(n) covariant, translation invariant and homogeneous Minkowski valuation if and only if there exist constants c ≥ 0 and q > 0 such that
Here, we say that a map Z defined on a space S of real-valued functions on R n is translation invariant if Z(f • τ −1 x ) = Z(f ) for every f ∈ S and x ∈ R n . We remark that this corollary also follows from [12, Theorem 2] , where SL(n) covariant Minkowski valuations on convex functions were characterized.
In order to prove Theorem 1 we will need a classification of real-valued valuations on LC(R n ) that corresponds to the result by Blaschke mentioned above. A map Z : S → R is called SL(n) invariant if Z(f • φ −1 ) = Z(f ) for every φ ∈ SL(n) and f ∈ S. We call an operator Z : LC(R n ) → R equi-affinely invariant if Z is translation invariant, SL(n) invariant and homogeneous, where homogeneity is defined as before. Let n ≥ 2.
Theorem 2. An operator Z : LC(R n ) → R is a continuous, equi-affinely invariant valuation if and only if there exist constants c 0 , c n ∈ R and q ∈ R, with q > 0 if c n = 0, such that
In Section 2 we will see that max x∈R n f (x) and R n f (x) dx can be seen as functional versions of the Euler characteristic and volume, respectively (see also [6] ).
Preliminaries
We collect some properties of convex bodies and convex functions. Basic references are the books by Schneider [39] and Rockafellar & Wets [37] . In addition, we recall definitions and classification results on Minkowski valuations. We work in R n and denote the canonical basis vectors by e 1 , . . . , e n . Furthermore, let conv(A) be the convex hull and pos(A) the positive hull of A ⊂ R n . The space of convex bodies, K n , is equipped with the Hausdorff metric, which is given by
The subspace of convex bodies in R n containing the origin is denoted by K n o . Moreover, let P n denote the space of convex polytopes in R n and P n o the space of convex polytopes containing the origin. All these spaces are equipped with the topology coming from the Hausdorff metric.
For p ≥ 0, a function h : R n → R is p-homogeneous if h(t z) = t p h(z) for t ≥ 0 and z ∈ R n . It is sublinear if it is 1-homogeneous and h(x + y) ≤ h(x) + h(y) for x, y ∈ R n . Every sublinear function is the support function of a unique convex body. Note that for the Minkowski sum
and in particular h(K + x, z) = h(K, z) + z · x for x, z ∈ R n .
SL(n) Covariant Minkowski Valuations on Convex Bodies
The moment body M K of K ∈ K n is defined by
for every z ∈ S n−1 . Furthermore, the moment vector m(K) of K is given by
for every z ∈ S n−1 . Note that the moment vector is an element of R n . We require the following result where the support function of certain moment bodies and moment vectors is calculated for specific vectors. Let n ≥ 2. Lemma 1.1 ([12] , Lemma 2.3). For λ > 0 and T λ = conv{0, λ e 1 , e 2 , . . . , e n },
The first classification of SL(n) covariant Minkowski valuations was established by Ludwig [24] , where also the difference body operator was characterized. The following result is due to Haberl. 
We say that a Minkowski valuation Z : K n → K n is translation covariant if there exists a function Z 0 : K n → R associated with Z such that
for every K ∈ K n and x ∈ R n . Since several important geometric operators have this property, translation covariant valuations have attracted interest. For example, the identity on K n and the reflection K → −K are translation covariant. Furthermore, for z ∈ S n−1 we have
and hence m(K + x) = m(K) + V n (K)x for every K ∈ K n and x ∈ R n . Based on Schneider's characterization of the Steiner point [38] , Hadwiger & Schneider [18] proved that the quermassvectors form a basis of the space of continuous, rotation and translation covariant vector-valued valuations. In [31] , McMullen characterized weakly continuous and translation covariant vector-valued valuations on convex polytopes, extending a previous result by Hadwiger [16] . In his result the intrinsic moment vectors of the faces of a polytope appear. For further results on translation covariant valuations see [32, 33] . 
for every K ∈ K n .
Proof. We have already seen in Theorem 1.2 and (2) that (3) defines a continuous, SL(n) and translation covariant Minkowski valuation. Conversely, let Z be a continuous Minkowski valuation on K n that is SL(n) and translation covariant. Obviously, the restriction of Z to K n o is a continuous, SL(n) covariant Minkowski valuation. Hence, by Theorem 1.2 there exist constants c 1 , c 2 , c 4 ≥ 0 and c 3 ∈ R such that
for every K ∈ K n o . Define the polytope P as P :
e n ] and note that P, P + e 1 , P − e 1 ∈ K n o . By the translation covariance of Z we obtain
Adding these equations shows that 2 Z(P ) = Z(P + e 1 ) + Z(P − e 1 ) = 2c 1 P + 2c 2 (−P ) + 2c 3 m(P ) + c 4 (M(P + e 1 ) + M(P − e 1 )).
On the other hand by (4) 2 Z(P ) = 2c 1 P + 2c 2 (−P ) + 2c 3 m(P ) + 2c 4 M P.
Evaluating and comparing the support functions of these two representations of 2 Z(P ) at e 1 gives 2c 4 5 2 = c 4 (
2 ), and therefore c 4 = 0. Furthermore, this shows that
By the properties of Z this gives The set of all such functions u will be denoted by Conv(R n ). Obviously,
Convex and Log-Concave Functions
Furthermore, for a function u ∈ Conv(R n ), the domain, dom u = {x ∈ R n : u(x) < +∞}, of u is a convex subset of R n . Moreover, its epigraph
is a closed convex subset of R n × R. Hence, every function u ∈ Conv(R n ) attains its minimum and min x∈R n u(x) > −∞. Furthermore, for t ∈ R, the sublevel set
is either a convex body or empty. Note that for u, v ∈ Conv(R n ) and
where for u∧v ∈ Conv(R n ) all occurring sublevel sets are either empty or in K n . Equivalently, every function f ∈ LC(R n ) attains its maximum and for 0 < t ≤ max x∈R n f (x) the superlevel set
is a convex body. Moreover, for every f, g ∈ LC(R n ) and t > 0
We equip Conv(R n ) with the topology associated to epi-convergence, which is the standard topology for a space of extended real-valued convex functions. Here a sequence u k :
if for all x ∈ R n the following conditions hold:
(i) For every sequence x k that converges to x,
(ii) There exists a sequence x k that converges to x such that
In this case we write u = epi-lim k→∞ u k and u k epi −→ u. We remark that epi-convergence is also called Γ-convergence. Correspondingly, we say that a sequence
The following results connect epi-convergence and Hausdorff convergence of sublevel sets. We say that
Furthermore, the so-called cone property and uniform cone property will be useful in order to show that certain integrals converge.
for every k ∈ N and x ∈ R n .
Next, we introduce some special elements of Conv(R n ). For K ∈ K n o , we define the convex function
This means that the epigraph of ℓ K is a cone with apex at the origin and {ℓ K ≤ t} = t K for all t ≥ 0. It is easy to see that ℓ K is an element of Conv(R n ) for K ∈ K n o . Also the (convex) indicator function I K for K ∈ K n belongs to Conv(R n ), where
Observe, that e −I K = χ K for every K ∈ K n . Let f, g ∈ LC(R n ) be such that f ∨ g ∈ LC(R n ) and let Z : LC(R n ) → A, + , where A, + is an abelian semigroup. By definition, there exist functions u, v ∈ Conv(R n ) such that u ∧ v ∈ Conv(R n ) and f = e −u and g = e −v . Since
the map Z is a valuation if and only if Y : Conv(R n ) → A, + is a valuation, where
for every u ∈ Conv(R n ). Hence, studying valuations on LC(R n ) is equivalent to studying valuations on Conv(R n ) and it will be convenient for us to switch between these points of view. By the definition of hypo-convergence on LC(R n ), the valuation Z is continuous if and only if Y is continuous. Furthermore, for x ∈ R n we have f • τ −1
x . Hence, Z is translation invariant if and only if Y is translation invariant. Similarly, translation covariance, SL(n) invariance and SL(n) covariance are equivalent for valuations on LC(R n ) and their counterparts on Conv(R n ).
The next result, which is based on [26] , shows that a valuation on Conv(R n ) is uniquely determined by its behaviour on certain functions. 
We remark, that in [11, Lemma 17] it is assumed that the valuations are translation invariant. However, translation invariance itself is not needed for the proof and it is easy to see that this more general statement holds.
We denote by V 0 the Euler characteristic, that is V 0 (K) = 1 for every K ∈ K n and V 0 (∅) = 0. Since for f ∈ LC(R n ) the level sets {f ≥ t} are convex bodies for every 0 < t ≤ max x∈R n f , it makes sense to consider
Furthermore, denoting by V n the n-dimensional volume or Lebesgue measure, and assuming that the integrals converge, we have by the layer-cake principle
We remark that this notion for the volume of a (log-concave) function is frequently used and there are several examples of functional counterparts of geometric inequalities, in which the volume V n (K) of a convex body K is replaced by the integral f of a function f . For example, the Prékopa-Leindler inequality is the functional analog of the Brunn-Minkowski inequality [20, 36] . Furthermore, functional versions of quermassintegrals where recently introduced for quasi-concave functions [6, 34] . We need the following result where the volume operator of a specific function is calculated. Let n ≥ 2.
Lemma 2.1. For λ ≥ 0, q > 0 and T λ = conv{0, λ e 1 , e 2 , . . . , e n },
Proof. By definition we have
Using the substitution s = − log t q we have dt = −qe −qs ds and therefore
By definition, {ℓ T λ ≤ s} = s T λ for every s ≥ 0. Hence,
This gives
The following results are mostly deduced from [11] , where analogs of V 0 and V n on Conv(R n ) were studied.
Lemma 2.2. For every q ∈ R, the map
is a continuous, equi-affinely invariant valuation on LC(R n ) that is homogeneous of degree q.
for every f ∈ LC(R n ) and s > 0, the map f → V 0 (f ) q is homogeneous of degree q. By [11, Lemma 12] it is a continuous, SL(n) and translation invariant valuation.
Lemma 2.3. For every q > 0, the map
Proof. By [11, Lemmas 15 & 16] , the map f → V n (f q ) is a well-defined continuous, SL(n) and translation invariant valuation on LC(R n ). Since
for every f ∈ LC(R n ) and s > 0, it is homogeneous of degree q.
Classification of SL(n) Invariant Real-Valued Valuations
In the following Lemma we collect some results that were proved in [11] . Let n ≥ 2.
Lemma 3.1. If Y : Conv(R n ) → R is a continuous, SL(n) and translation invariant valuation, then there exist continuous functions ζ 0 , ζ n , ψ n : R → R such that
for every K ∈ K n o and t ∈ R. Furthermore, lim t→+∞ ψ n (t) = 0 and
for every t ∈ R. Moreover, Y is uniquely determined by ζ 0 and ζ n .
Proof of Theorem 2
By Lemmas 2.2 and 2.3, the operator
defines a continuous, equi-affinely invariant valuation on LC(R n ) for every c 0 , c n ∈ R and q ∈ R, when q > 0 if c n = 0.
Conversely, let Z : LC(R n ) → R be a continuous, equi-affinely invariant valuation and let Y be the corresponding valuation on Conv(R n ), that is Y(u) = Z(e −u ) for every u ∈ Conv(R n ). Then Y is continuous, SL(n) and translation invariant. Furthermore,
for every u ∈ Conv(R n ) and t ∈ R, where q ∈ R denotes the degree of homogeneity of Z. Let ζ 0 , ζ n , ψ n be the functions from Lemma 3.1. We have,
for every t ∈ R. Hence, there exists a constant c 0 ∈ R such that ζ 0 (t) = c 0 e −qt for every t ∈ R.
for every t ∈ R. Hence, there exists a constant c n ∈ R such that ψ n (t) = c n e −qt for every t ∈ R. Since lim t→+∞ ψ n (t) = 0, we must have q > 0 or c n = 0. Moreover,
for every t ∈ R. For t ∈ R, let s = e −t . We have
for every K ∈ K n . Since Y is uniquely determined by its values on indicator functions and
defines a continuous, equi-affinely invariant valuation, the proof is complete.
SL(n) Covariant Minkowski Valuations on LC(R n )
In this section we discuss the operators that appear in Theorem 1 and show that they are continuous, equi-affinely covariant Minkowski valuations. In [6] it is proposed to generalize a function Φ :
for f ∈ LC(R n ). Note, that this construction implicitly uses the general convention Φ(∅) = 0. Following this approach, the level set body [f ] of f ∈ LC(R n ) is the convex body that is defined via
for every z ∈ R n . Lemma 4.1. For every q > 0, the map
is a continuous, equi-affinely covariant Minkowski valuation on LC(R n ) that is homogeneous of degree q.
Proof. By [12, Lemma 7.2] , the map f → [f q ] is a well-defined, continuous, SL(n) covariant Minkowski valuation on LC(R n ). Furthermore, for s > 0, x, z ∈ R n and f ∈ LC(R n ), we have
Hence, (5) is homogeneous of degree q and translation covariant.
The next lemma will allow us to give a definition of the moment vector for functions in LC(R n ).
Lemma 4.2. For every f ∈ LC(R n ) and z ∈ S n−1 ,
Proof. Observe, that for K ∈ K n and z ∈ S n−1
Fix f ∈ LC(R n ) and let u ∈ Conv(R n ) be such that f = e −u . By Lemma 1.6, there exist constants a, b ∈ R with a > 0 such that
for every x ∈ R n . Hence, for g = e −v ∈ LC(R n ) we have f < g pointwise and therefore
{f ≥ t} ⊂ {g ≥ t} = x : |x| ≤ − log t−b a for every 0 < t ≤ e −b . This gives
for every 0 < t ≤ e −b and z ∈ S n−1 , where v n denotes the volume of the n-dimensional unit ball. Thus, using the substitution t = e −s , we obtain
for every z ∈ R n .
By Lemma 4.2, the integral
converges for every f ∈ LC(R n ) and z ∈ R n . Since each of the support functions
is sublinear, it is easy to see that (6) defines a sublinear function in z and thus is the support function of a convex body m(f ) ∈ K n . Using the definition of the moment vector and the layer-cake principle, we obtain
Hence,
is an element of R n and will be called the moment vector of f ∈ LC(R n ).
Lemma 4.3. For every q > 0, the map
Proof. Since f q ∈ LC(R n ) for every f ∈ LC(R n ) and q > 0, the map f → m(f q ) is welldefined. For φ ∈ SL(n) we have
which shows SL(n) covariance. Furthermore, for x ∈ R n we obtain
and for s > 0
Hence, (7) is equi-affinely covariant. In order to show the valuation property, let f, g ∈ LC(R n ) such that f ∨ g ∈ LC(R n ). Then,
It remains to show continuity. For
for every k ∈ N and x ∈ R n . Similar as in the proof of Lemma 4.2, this gives
which shows that these functions are dominated by an integrable function. Furthermore, Lemma 1.5 and the continuity of the moment vector on K n imply that h(m({f k ≥ t}), ·) → h(m({f ≥ t}), ·) pointwise for every t = max x∈R n f (x). Hence, by the dominated convergence theorem, we have
pointwise, which implies Hausdorff convergence of m(f k ) to m(f ). The claim now follows, since f → f q is continuous and f
Classification of SL(n) Covariant Minkowski Valuations
The next result extends the basic observation that the associated function Z 0 : K n → R n of a translation covariant Minkowski valuation Z : K n → K n is a translation invariant real-valued valuation. See for example [33, Lemma 10.5 ] for a corresponding result on vector-valued valuations. Similarly, SL(n) covariance of Z implies SL(n) invariance of Z 0 . Hence, it is no coincidence that the associated function of the Minkowski valuation described in Corollary 1.3 is a linear combination of the Euler characteristic and volume.
Lemma 5.1. If Z : LC(R n ) → K n is a continuous, equi-affinely covariant Minkowski valuation, then its associated function Z 0 : LC(R n ) → R is a continuous, equi-affinely invariant valuation. Furthermore, Z and Z 0 have the same degree of homogeneity.
Proof. Let x ∈ R n \{0} and f, g ∈ LC(R n ) be such that f ∨ g ∈ LC(R n ). Since
it follows from the translation covariance and the valuation property of Z that
On the other hand,
Hence, Z 0 is a valuation. Now, for arbitrary y ∈ R n , we have
and therefore
for every z ∈ R n and therefore
Hence, Z 0 is SL(n) invariant. Moreover, for s > 0 we have
x . Hence, by the continuity of Z,
For the remainder of this section, let n ≥ 3.
Lemma 5.2. Let Z : LC(R n ) → K n be a continuous, equi-affinely covariant Minkowski valuation. There exist constants c 1 , c 2 ,
for every K ∈ K n o and s > 0 and
for every K ∈ K n and s > 0. Furthermore,
defines a Minkowski valuation on K n o . Furthermore, ℓ φK = ℓ K • φ −1 for every φ ∈ SL(n) and ℓ K k epi −→ ℓ K for every sequence K j that converges to K in K n o by Lemma 1.5. Hence, (8) defines a continuous, SL(n) covariant Minkowski valuation on K n o . It follows from Theorem 1.2 that there exist constants
for every K ∈ K n o and s > 0, where q ∈ R denotes the degree of homogeneity of Z. Similarly, K → Z(χ K ) defines a continuous, SL(n) and translation covariant Minkowski valuation on K n . Hence, by Corollary 1.3 there exist constants c 1 , c 2 ≥ 0 and c 3 ∈ R such that
for every K ∈ K n and s > 0. For K ∈ K n , x ∈ R n \{0} and s > 0 let f := s χ K ∈ LC(R n ) and observe that
On the other hand, by Lemma 5.1 and Theorem 2, there exist c 0 , c n ∈ R and q ∈ R, with q > 0 if c n = 0, such that
for every g ∈ LC(R n ). Noting, that V 0 (f ) q = s q and V n (f q ) = s q V n (K), a comparison shows that
for every s > 0 and K ∈ K n . Choosing K = {0} and s = 1 gives c 1 − c 2 = c 0 . With the same K and arbitrary s > 0 we have q = q and with any full-dimensional K ∈ K n we obtain c n = c 3 . Proof.
Similar as in the proof of Theorem 2, let Y be the valuation on Conv(R n ) that corresponds to Z, that is Y(u) = Z(e −u ) for every u ∈ Conv(R n ). Then Y is continuous, SL(n) and translation covariant and Y(u + t) = e −qt Y(u) for every u ∈ Conv(R n ) and t ∈ R. We have
and furthermore
Similarly, evaluating the support functions at −e 1 shows that c 2 = q d 2 .
In the following we say that a Minkowski valuation Z :
Using the earlier highlighted relation between valuations on LC(R n ) and valuations on Conv(R n ), we obtain the following result from [12, Lemma 8.7] , where SL(n) covariant and translation invariant valuations on Conv(R n ) were studied. Lemma 5.6. For a, b ∈ R and q > 0 the following holds:
Proof. Since,
and lim
we can apply L'Hospital's rule to obtain 
