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SUMMARY 
This study has been stimulated by an interest in the algorithmic 
processes underlying transportation planning. The approach now being 
followed in most transportation planning requires enormous amounts of in­
put data and characteristically requires long and expensive computer time 
to process a single transportation alternative. Three areas that appear 
to offer promise for improvement are probed: 
1. A more realistic assignment of traffic to a transportation net­
work, 
2. A more efficient method for calculating the shortest path be­
tween all of the nodal pairs of a network, and 
3. A method for approximating complex networks with much simpler 
networks. 
Attention is focused on the shortcomings of existing algorithms as 
a guide to identifying useful changes. The stepwise assignment approach 
which was pursued seems very promising with respect to reflecting the 
user's behavior. 
Combining some of the ideas of tree building and matrix algorithm, 
a new shortest path algorithm is devised. This new algorithm is likely 
to be more efficient than other matrix algorithms because of special 
features (1) a method of node numbering, (2) a method of alternating 
searching sequence, to reduce the number of iterations required to reach 
the solution; and (3) technique for considering a set of intermediate 
nodes made up only of the nodes adjacent to the destination node. 
x i i 
The s t e p w i s e a s s i g n m e n t m o d e l h a s b e e n a p p l i e d t o d e r i v e t h e 
t r a f f i c d i s t r i b u t i o n o f C o l u m b u s , G e o r g i a and P h e n i x C i t y , A l a b a m a . 
U s i n g an a g g r e g a t e d n e t w o r k o f 97 n o d e s and 342 o n e - w a y l i n k s . F a i r l y 
u s e f u l r e s u l t s a r e o b t a i n e d from t h e s i m p l i f i e d n e t w o r k a s compared w i t h 
C o l u m b u s - P h e n i x C i t y T r a n s p o r t a t i o n S t u d y , i n w h i c h a n e t w o r k o f 4 4 0 n o d e s 





This study has been stimulated by an interest in the algorithmic 
processes underlying transportation planning as it is now practiced. 
Planning agencies now use large packages of computer programs that deve­
lop estimates of travel over specific routes in a complex transportation 
network. These computer programs require enormous amounts of input data 
and characteristically require long and expensive computer time to pro­
cess a single transportation alternative. 
Transportation Planning Process 
To place the work presented here in proper context, it is appro­
priate to briefly review the transportation planning process as it is 
customarily performed. The process consists of four steps, each of which 
is generally a computer program. 
The process begins when the study area has been divided into a 
series of geographical zones, each of which is relatively homogeneous. 
All of the residents of a zone typically bear similar relationships to a 
transportation network under study, such that they would enter the net­
work at the same point. In typical urban transportation studies, zones 
may comprise less than a square block in the city center and only a few 
square blocks in outlying areas. Demographic data are collected for each 
zone, including population, employment, commercial activity, income, 
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education, automobile ownership and other factors. Given the zone 
structure and the corresponding demography, the steps of the analysis 
are: 
1. Trip Generation - Trip origins and destinations are computed 
for each zone on the basis of the demographic data. The calcu­
lation is adjusted so that the number of originating and termina­
ting trips are the same. 
2. Trip Distribution - Origins and destinations are matched by 
a gravity model or opportunity model to reflect actual travel de­
sires . 
3. Modal Split - Trips are assigned to the different available 
services on the basis of cost, travel time and other factors. 
Thereafter, the processing sequence is similar for each modal seg­
ment . 
4 . Traffic Assignment - The traffic represented by each origin-
destination pair is assigned to the shortest or least cost route. 
The aggregate of all origin-destination pairs constitutes an 
assignment of all traffic to the links of the network. 
When the above steps are complete, aggregated travel time, con­
gestion and other factors can be used to judge the quality of the network 
under study. 
Objectives 
It is not the purpose of this study to revise and improve a com­
plete computer package. Rather, this study probes three areas that 
appear to offer promise for improvement. These are: 
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1. A more realistic assignment of traffic to a transportation 
network; 
2. A more efficient method for calculating the shortest path be­
tween all of the nodal pairs of a network; and 
3. A method for approximating complex networks with much simpler 
networks. 
Realistic Traffic Assignment 
Because of its interest here, the traffic assignment problem 
warrants a more detailed description. Traffic assignment begins with a 
demand matrix that lists the trip volumes between all origin destination 
pairs. Given this demand information, the traffic assignment problem is 
to assign the traffic flows to the links of the network in a manner that 
closely represents the users' behavior. When considered in the aggregate, 
then, the assignments reasonably reflect or predict the real world traffic 
distribution. 
Efficient Shortest Path Algorithm 
A key to the computational efficiency of any traffic assignment is 
the ability to quickly and efficiently compute the shortest path between 
all of the origins and destinations of interest. An efficient shortest 
path algorithm is particularly critical for stepwise assignment, because 
a new set of shortest paths needs to be computed for each step. 
Simplified Network 
For several years, the transportation planning community has been 
seeking an adequate method for approximating the complex traffic analysis 
procedure. Several sketchy planning techniques have been proposed that 
approximate a complex network with a simple network for the purpose of 
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preliminary planning. The stepwise assignment procedure developed here 
offers a potentially useful approach to preliminary planning. In this 
approach, the more realistic assignment of traffic to the network com­
pensates in part for the less detailed network. The result is a proce­
dure that yields fairly useful results from much simplified input data. 
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CHAPTER II 
TRAFFIC ASSIGNMENT ALGORITHMS 
Large numbers of traffic assignment algorithms have been published 
in the literature. A number of these have been applied to transportation 
analysis computer programs and used in the investigation of urban trans­
portation problems. The more widely used algorithms fall into five cate-
fories: 
1. All-or-nothing assignment 
2. Probabilistic assignment 
3. Reiterative all-or-nothing assignment 
4. Mathematical programming models 
5. Incremental traffic assignment 
Each of these classes of algorithms is discussed briefly below. 
Attention is focused on the shortcomings of existing algorithms as a 
guide to identifying useful changes. 
All-Or-Nothing Assignment 
All-or-nothing assignment is a single path assignment. All trips 
between a fixed origin and destination are assigned to the links that con­
stitute a single shortest connecting path. Since this algorithm can not 
consider the effect of capacity restraints, some links may be loaded be­
yond their capacity, while other links may have no flow because they are 
not included in any shortest path. The all-or-nothing assignment tends to 
offer unbalanced flow assignments. It accentuates congestion on 
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particularly attractive routes and does not reflect the efforts of in­
dividual travelers to avoid congestion. 
Probabilistic Assignment 
Dial's [5] probabilisitc model assumes that there is random 
variation in the route selection among individual tripmakers. Without ex­
plicitly enumerating the different paths, trips are assigned to all rea­
sonable paths simultaneously under certain probability assumptions. This 
algorithm progressively selects reasonable paths which always get further 
away from the origin and closer to the destination. The model has three 
principal drawbacks: 
1. The set of reasonable paths is not complete enough to include 
all significant paths. This can be illustrated by an example of 
parallel paths, one of which is not included in the set of reason­
able paths. 





p(i) = shortest path distance from origin node 0 to intermediate 
node i. 
q(i) = shortest path distance from intermediate node i to the 
destination node d. 
.*. p(4) = 3 * p(d) = 3 
Path 0-3-4-d does not get further away from the origin and hence 
does not meet the criterion for a reasonable path. But path 0-3-4-d 
does move in the direction of the destination and will likely be random­
ly chosen by some trip makers. In fact, if for any path from 0 to d, the 
sum of the arcs excluding the last arc which is connected to d, is 
greater than or equal to the shortest path from 0 to d, then this path 
will not be included in Dial's set of reasonable paths. 
2. The algorithm is not capacity restricted. The diversion proba­
bility is dependent only on the distance difference between the 
9(t* - t) 
route being considered and the shortest route. (e ). The 
difference is only valid when the flow on each arc is close to the 
flow in the network from which times were estimated. Thus, the 
estimated arc travel times may be invalid when substantial network 
changes are introduced. It does not seem reasonable that the user 
supplied parameter 0 for the diversion curve can be interpreted 
absolutely. Instead, adjustments are needed to reflect relative 
driver behavior. 
Dial suggests that the probabilistic assignment model could be 
used to solve capacity restraint problems by applying an incremental 
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loading technique. If so, the algorithm is likely to lose its nice 
feature of being able to simultaneously assign trips to all reasonable 
paths. This could be a costly change because the probabilistic assign­
ment algorithm takes more computer time than an ordinary stepwise assign­
ment algorithm needs for each step. 
3. The algorithm assumes that most trip makers are not aware of 
their best route choice; hence, they will tend to make route se­
lections that are probabilistically distributed. This lack of 
concern is only present when the path times among alternatives are 
not very different. This situation is true in the examples of a 
downtonwn grid system that were used throughout Dial's paper. 
Many situations can be envisiond where the indifference criterion 
is not true. Taking a broader, or macro, point of view, nodes and 
links can be aggregated to form a condensed network in which nodes 
are critical intersections and links are significant arteries. In 
this simplified network, it is decisions that concern the main 
passageway that matter, not decisions about where to turn. Typi­
cally, there are not many alternative routes from which daily rou­
tine trip makers may choose, unless they seek detours to avoid con­
gestion. 
Reiterative All-Or-Nothing Assignment 
The reiterative all-or-nothing algorithms have been most widely 
used in transportation planning. There are three important versions of 
this algorithm. 
The first was developed as part of the Chicago Area Transportation 
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Study (CATS) . The second a l g o r i t h m , d e v e l o p e d by t h e U. S. Bureau of 
P u b l i c Roads (BPR) and i n c o r p o r a t e d i n t o t h e "Highway P a c k a g e , " h a s r e ­
c e i v e d t h e g r e a t e s t amount of u s e . The t h i r d a l g o r i t h m , d e v e l o p e d by 
t h e T r a f f i c R e s e a r c h C o r p o r a t i o n ^ * ^ \ goes back t o t h e t r i p d i s t r i b u ­
t i o n p h a s e and c o n s i d e r s t h e impac t of changes i n t r a v e l t i m e on t r i p d i s ­
t r i b u t i o n . 
A l g o r i t h m Developed By Chicago Area T r a n s p o r t a t i o n S tudy (CATS) 
The CATS a s s i g n m e n t a l g o r i t h m i s a s f o l l o w s : 
1. Randomly s e l e c t one zone from t h e p o s s i b l e l o a d i n g z o n e s . 
2. De t e rmine t h e minimum p a t h t r e e from t h e s e l e c t e d zone t o a l l 
o t h e r z o n e s . 
3. A s s i g n a l l t r i p s from t h e s e l e c t e d zone t o t h e minimum p a t h 
d e f i n e d by t h e t r e e . 
4. Upda te t h e n e t w o r k w i t h t h e new t r a v e l t i m e s c a l c u l a t e d f o r 
t h e l i n k s i n t h e minimum p a t h t r e e a c c o r d i n g t o a r e l a t i o n s h i p b e ­
tween speed and t r a f f i c vo lume . 
5 . Repea t t h e p r o c e d u r e w i t h t h e random s e l e c t i o n of one of t h e 
r e m a i n i n g l o a d i n g z o n e s . 
The b a s i c drawback t o t h i s model i s t h a t t h e a s s i g n m e n t i s d e p e n ­
d e n t on t h e s e q u e n c e i n which t h e d i f f e r e n t zone p a i r s a r e s e l e c t e d . The 
p a i r s s e l e c t e d e a r l y i n t h e p r o c e d u r e a r e a s s i g n e d t o t h e i r s h o r t e s t p a t h s 
w h i l e t h e o t h e r s may be a s s i g n e d t o t h e second o r t h i r d s h o r t e s t p a t h b e ­
c a u s e t r a v e l t i m e h a s i n c r e a s e d o r f low h a s r e a c h e d a l i n k ' s c a p a c i t y . 
For example , a l i n k , which i s common t o t h e s h o r t e s t p a t h s of s e v e r a l zone 
p a i r s may be o c c u p i e d by t r a v e l e r s from o n l y a p a r t of t h e o r i g i n s of t h e 
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zone p a i r s . None of t h e t r a v e l e r s from some of t h e o t h e r zone p a i r s w i l l 
a p p e a r on t h i s l i n k . The manner i n which p a t h s a r e s e l e c t e d t o i n c l u d e 
some node p a i r s and e x c l u d e o t h e r s i s n o t r e a l i s t i c . 
A l g o r i t h m Developed By The U. S. Bureau Of P u b l i c Roads (BPR) 
The p r o c e d u r e of t h e UPR T r a f f i c a s s i g n m e n t a l g o r i t h m i s a s 
f o l l o w s : 
1. Load t h e ne twork u s i n g an a l l - o r - n o t h i n g t e c h n i q u e . 
2. D e t e r m i n e t h e v o l u m e - c a p a c i t y r a t i o f o r each l i n k . 
3. R e v i s e l i n k speed from a f u n c t i o n r e l a t i n g v o l u m n - c a p a c i t y 
r a t i o t o s p e e d . 
4 . Repea t t h e a l l - o r - n o t h i n g a s s i g n m e n t u s i n g t h e r e v i s e d l i n k 
s p e e d s . 
5 . R e p e a t t h e r e v i s i o n of t h e l i n k s p e e d s and a l l - o r - n o t h i n g 
a s s i g n m e n t u n t i l t h e s p e e d s a t t h e b e g i n n i n g of an a s s i g n m e n t 
a p p r o x i m a t e l y e q u a l t h e s p e e d s r e v i s e d a f t e r t h e a s s i g n m e n t . 
T h i s a l g o r i t h m t r i e s t o s c a t t e r t r a v e l e r s from d i f f e r e n t zone p a i r s 
t o d i f f e r e n t s h o r t e s t p a t h s b u t does n o t g u a r a n t e e c o n v e r g e n c e . I n p r a c ­
t i c e , i t t e n d s t o be s t o p p e d b e f o r e a r e a s o n a b l e b a l a n c e i s a c h i e v e d on 
c r i t i c a l c o n g e s t e d l i n k s . The s h o r t e s t p a t h f o r each zone p a i r i s 
s w i t c h e d from one t o a n o t h e r , b u t e v e n t u a l l y a l l f lows a r e s t i l l a s s i g n e d 
t o a s i n g l e p a t h . The a l g o r i t h m h a s most of t h e d rawbacks of a l l - o r -
n o t h i n g a s s i g n m e n t . 
A l g o r i t h m Deve loped By The T r a f f i c R e s e a r c h C o r p o r a t i o n (TRC) 
The TRC h a s d e v e l o p e d a t r a f f i c model i n c o r p o r a t i n g b o t h t h e t r i p 
d i s t r i b u t i o n and a s s i g n m e n t p h a s e of t r a n s p o r t a t i o n p l a n n i n g , and p r o c e e d s 
a s f o l l o w s : 
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1 . Compute i n i t i a l s e t of minimum p a t h t r e e s b a s e d on an u n l o a d e d 
n e t w o r k . 
2 . Us ing a g r a v i t y mode l , compute t h e t r i p d i s t r i b u t i o n from t h e 
t r a v e l t i m e on minimum p a t h s . 
3 . A s s i g n t r i p s t o t h e ne tw or k u s i n g an a l l - o r - n o t h i n g t e c h n i q u e . 
4 . R e v i s e l i n k t r a v e l t i m e s from t h e a s s i g n e d l i n k vo lume . 
5 . Compute minimum p a t h t r e e s b a s e d on t h e r e v i s e d l i n k t r a v e l 
t i m e . 
6. Repea t 2 . 
7 . A s s i g n t r i p s t o t h e o r i g i n a l and r e v i s e d minimum p a t h s i n p r o ­
p o r t i o n t o t h e t r a v e l t i m e s o v e r t h e two r o u t e s . 
8 . Repea t 4 , 5 and 6 . 
9 . A s s i g n to t h e f i r s t , s e cond and t h i r d r e v i s e d minimum p a t h s i n 
p r o p o r t i o n t o t h e t r a v e l t ime o v e r t h e s e r o u t e s . 
1 0 . Repea t t h e e n t i r e p r o c e d u r e u n t i l t h e d e s i r e d number of 
i t e r a t i o n s i s r e a c h e d . T h i s a l g o r i t h m t r i e s t o r e f l e c t how a 
t r a v e l e r ' s c h o i c e of d e s t i n a t i o n s migh t b e a f f e c t e d by t r a f f i c c o n ­
g e s t i o n . I t i s an i n t e r e s t i n g a p p r o a c h , b u t does n o t g u a r a n t e e 
c o n v e r g e n c e . In a t y p i c a l a p p l i c a t i o n , o n l y two o r t h r e e i t e r a t i o n s 
a r e p e r f o r m e d . 
The a s s i g n m e n t p a r t of t h i s a l g o r i t h m , which a s s i g n s f low t o b o t h 
t h e s h o r t e s t p a t h and t h e r e v i s e d s h o r t e s t p a t h i s an improvement o v e r 
o t h e r r e i t e r a t i v e a l l - o r - n o t h i n g a s s i g n m e n t s . The f lows a r e a s s i g n e d i n 
p r o p o r t i o n t o t h e t r a v e l t i m e o v e r t h e s e s h o r t e s t p a t h s . One p rob l em 
a r i s e s from t h e d e f i n i t i o n of t h e t r a v e l t ime o v e r a c o n g e s t e d l i n k , w h i l e 
a n o t h e r i s t h a t t h e p r o p o r t i o n of t r a v e l t i m e may be t oo h i g h t h a t each 
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t i m e most of t h e t r a v e l f low on c o n g e s t e d l i n k s a r e a l l a s s i g n e d t o t h e 
u n c o n g e s t e d l i n k t o c a u s e new c o n g e s t i o n owing t o " a l l " o r " n o t h i n g " 
a s s i g n m e n t . 
A l l t h r e e a s s i g n m e n t a l g o r i t h m s u s e t h e a l l - o r - n o t h i n g t e c h n i q u e 
t o l o a d a n e t w o r k , t h e n u s e t h e r e s u l t s of t h e l o a d i n g t o modigy t h e l i n k 
t i m e s . These new l i n k t i m e s a r e t h e n used f o r a s u b s e q u e n t a l l - o r -
n o t h i n g l o a d i n g i n which p r e s u m a b l y some new " s h o r t e s t " p a t h s a r e u n ­
c o v e r e d . 
M a t h e m a t i c a l Programming Models 
The s i m p l i f y i n g a s s u m p t i o n of s y s t e m - w i d e o p t i m a l u s e r b e h a v i o r 
a l l o w s t h e p rob lem t o be a t t a c k e d w i t h a v a r i e t y of o p t i m i z a t i o n t e c h n i ­
q u e s . These t e c h n i q u e s u s u a l l y a r e aimed a t m i n i m i z i n g a f u n c t i o n of t h e 
t o t a l t r a v e l t i m e s u b j e c t t o f low c o n s e r v a t i o n c o n s t r a i n t s and vo lumn-
speed r e l a t i o n s . Charnes and Cooper'""'""' h a v e d e v e l o p e d l i n e a r programming 
s o l u t i o n s . Yang and S n e l l ^ f o r m u l a t e a n o n - l i n e a r e q u i l i b r i u m p r o b ­
lem w i t h f i x e d demand and d e v e l o p a s o l u t i o n a l g o r i t h m b a s e d on t h e m a x i -
[13] 
mum p r i n c i p l e of P o n t r y a g i n . Tomlin f o r m u l a t e s a q u a d r a t i c p r o g r a m ­
ming p r o b l e m . 
I t i s t h e p r o h i b i t i v e s o l u t i o n c o s t t h a t p r e c l u d e s most t h e m a t h e ­
m a t i c a l programming a p p r o a c h e s from s o l v i n g r e a l - s i z e d p r o b l e m s . 
I n c r e m e n t a l T r a f f i c Ass ignment 
B. V. M a r t i n and M. L. M a n h e i m a s w e l l a s M. A. S t e e l h a v e 
p r o p o s e d t r a f f i c a s s i g n m e n t a l g o r i t h m s i n v o l v i n g an i n c r e m e n t a l l o a d i n g 
t e c h n i q u e . 
13 
The A l g o r i t h m Of M a r t i n And Manheim 
M a r t i n ' s p r o c e d u r e c o n s i s t s of f i v e p h a s e s : 
1 . Random s e l e c t i o n of a zone p a i r from a l l l o a d i n g z o n e s . 
2 . D e t e r m i n a t i o n of t h e minimum t i m e p a t h f o r t h i s zone p a i r . 
3 . Use of a g e n e r a t i o n r a t e c h a r a c t e r i s t i c t o d e t e r m i n e t h e 
p o t e n t i a l volume t o b e a s s i g n e d f o r t h i s zone p a i r . 
4 . A d d i t i o n of a s m a l l i n c r e m e n t of t h e p o t e n t i a l volumn t o t h e 
minimum p a t h . 
5 . Use of a v e l u m n - d e l a y c h a r a c t e r i s t i c t o u p d a t e t h e t r a v e l t i m e 
on t h e l i n k s i n t h e minimum p a t h due t o t h e i n c r e a s e i n volumn. 
The p r o c e d u r e i s r e p e a t e d w i t h each zone p a i r p i c k e d randomly from 
t h e t a b l e of a v a i l a b l e zone p a i r s . As a zone p a i r become f u l l y a s s i g n e d , 
i t s e n t r y i s removed from t h e t a b l e of a v a i l a b l e zone p a i r s ; t h e r e f o r e , 
t h e a s s i g n m e n t i s c o m p l e t e when t h e t a b l e i s empty . 
A g e n e r a t i o n r a t e c h a r a c t e r i s t i c i n d i c a t e s t h e p e r c e n t a g e of t h e 
p o t e n t i a l i n t e r z o n a l volumn t h a t w i l l be r e a l i z e d as a f u n c t i o n of t h e 
u n i t travel t i m e be tween zone p a i r s . T h i s a l l o w s t h e demand t o b e a d ­
j u s t e d u n d e r d i f f e r e n t s u p p l y c o n d i t i o n s . The p rob l em i s t h a t n e i t h e r 
t h e o r e t i c a l f o r m u l a t i o n n o r any e m p i r i c a l d a t a a r e a v a i l a b l e a t t h e p r e s ­
e n t t i m e . The a l g o r i t h m i s d e p e n d e n t on t h e s e q u e n c e i n which t h e d i f f ­
e r e n t zone p a i r s a r e s e l e c t e d . B e s i d e s , a f t e r some zone p a i r h a s b e e n 
s e l e c t e d , i t s t i l l may be s e l e c t e d a g a i n , even when some o t h e r zone p a i r s 
h a v e n o t y e t b e e n s e l e c t e d . I t i s n o t e c o n o m i c a l t o r e v i s e t h e l i n k 
t r a v e l t i m e a f t e r each s m a l l i n c r e m e n t a s s i g n e d by one zone p a i r . I t i s 
a l s o u n r e a l i s t i c t o e x p e c t any v o l u m n - d e l a y c h a r a c t e r i s t i c t o b e s e n s i ­
t i v e t o s m a l l i n c r e m e n t s . 
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The A l g o r i t h m Of S t e e l 
S t e e l ' s p r o c e d u r e i s a s f o l l o w s : 
1 . S e t a l l r o a d s p e e d s t o maximum v a l u e (minimum c o s t ) . 
2 . C a l c u l a t e minimum c o s t r o u t e s . 
3 . A s s i g n L i % of a l l t r a f f i c t o t h e s e r o u t e s . 
4 . C a l c u l a t e new r o a d s p e e d s from r o a d t r a f f i c v o l u m n s . 
5 . Remove Ri % of a l l t r a f f i c from t h e r o a d s y s t e m . 
6. R e p e a t s t e p 2 t i l l 100% of t h e t r i p s a r e a s s i g n e d . 
The most o b s c u r e i d e a i n t h i s model i s " t h e r emova l of f lows from 
[12] 
a l l r o a d s i n t h e n e t w o r k a f t e r each a d j s t m e n t of t h e s p e e d s " . The re 
i s no c r i t e r i o n f o r d e t e r m i n g how much of t h e f low s h o u l d be removed 
from t h e n e t w o r k . I f t h e t a k e - o f f p e r c e n t a g e were s e t by t h e u s e r , a s 
s u g g e s t e d by S t e e l , " t h e most b e n e f i c i a l t a k e - o f f p e r c e n t a g e was assumed 
t o b e a b o u t o n e - t h i r d of t h e a s s i g n i n g p e r c e n t a g e f o r t h e same i t e r a t i o n . " 
Then we would b e d o i n g no more t h a n a s s i g n i n g ( l i - R i ) % of t h e t o t a l f low 
i n each i t e r a t i o n . I f t h e t a k e - o f f p e r c e n t a g e we re c a l c u l a t e d f rom, s a y , 
t h e d i f f e r e n c e be tween t h e p r e v i o u s r o a d s p e e d s and t h e new r o a d s p e e d s 
a f t e r a s s i g n m e n t , t h e n t h e f o l l o w i n g q u e s t i o n s a r i s e : "What i s t h e 
c r i t e r i a ? " and "Of what s i g n i f i c a n c e i s t h i s ? " . 
A f t e r s u r v e y i n g t h e s e c l a s s e s of a l g o r i t h m s we may summarize a s 
f o l l o w s : 
1 . A l l - o r - n o t h i n g a s s i g n m e n t i s an u n b a l a n c e d , o v e r s i m p l i f i e d , 
i n f i n i t e c a p a c i t y a s s i g n m e n t . 
2 . I n p r o b a b i l i s t i c a s s i g n m e n t , t h e d i v e r s i o n p r o b a b i l i t y f o r 
f low d i s t r i b u t i o n on t h e r o u t e s i s d i f f i c u l t t o d e t e r m i n e 
r e a l i s t i c a l l y . 
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3 . The CATS r e i t e r a t i v e a l l - o r - n o t h i n g a s s i g n m e n t h a s u n e q u a l 
o p p o r t u n i t y f o r each t r a v e l e r t o u s e t h e n e t w o r k . 
4 . The UPR a l g o r i t h m does n o t g u a r a n t e e c o n v e r g e n c e . I t i s n o t 
v e r y p r o m i s i n g t o b a l a n c e t r a f f i c on c o n g e s t e d l i n k s . 
5 . T r a f f i c R e s e a r c h C o r p o r a t i o n ' s a l g o r i t h m a s s i g n f low t o t h e 
s h o r t e s t and t h e r e v i s e d s h o r t e s t r o u t e i n p r o p o r t i o n t o t h e 
t r a v e l t i m e . It i s an i n t e r e s t i n g a p p r o a c h b u t i t does n o t g u a r a n 
t e e c o n v e r g e n c e . 
6 . M a t h e m a t i c a l programming methods a r e n o t a b l e t o h a n d l e l a r g e 
p r o b l e m s . 
7 . M a r t i n ' s i n c r e m e n t a l t r a f f i c a s s i g n m e n t i s f a r from e c o n o m i c a l 
I t u p d a t e s t h e t r a v e l t i m e and f i n d s t h e s h o r t e s t p a t h f o r a n o t h e r 
zone p a i r each t i m e a p o r t i o n of demand f o r one zone p a i r i s 
a s s i g n e d t o i t s s h o r t e s t p a t h . 
8 . S t e e l ' s p r o c e d u r e i s v e r y r e a s o n a b l e , e x c e p t t h a t i t h a s a 
r a t h e r o b s c u r e r emova l p r o c e s s . 
We t h e r e f o r e w i s h t o f i n d an improved a s s i g n m e n t model i n w h i c h : 
1 . C a p a c i t y i s r e s t r i c t e d on e a c k l i n k . 
2 . D i v e r s i o n c r i t e r i a a r e b a s e d on each t r a v e l e r ' s b e h a v i o r a l 
r o u t e c h o i c e . 
3 . Each u s e r hs an e q u a l o p p o r t u n i t y t o u s e u n c o n g e s t e d l i n k s . 
4 . C o m p u t a t i o n s a r e e f f i c i e n t . 
5 . A r e a s o n a b l e p h i l o s o p h i c a l a p p r o a c h i s t a k e n . 
The s t e p w i s e a s s i g n m e n t a p p r o a c h seems v e r y p r o m i s i n g w i t h r e s p e c t 
t h e s e a d v a n t a g e s and h a s been p u r s u e d h e r e . 
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CHAPTER I I I 
DEVELOPMENT OF THE STEPWISE ASSIGNMENT PROBLEM 
R a t i o n a l e 
The s t e p w i s e a s s i g n m e n t t e c h n i q u e decomposes t r a v e l demand f o r a 
g i v e n t i m e p e r i o d i n t o a s e t of i n c r e m e n t a l demands. The s t e p w i s e 
a s s i g n m e n t p r o c e d u r e d i v i d e s t h e t r a v e l be tween each o r i g i n - d e s t i n a t i o n 
p a i r i n t o a s e r i e s of g r o u p s , o r s t e p s . When t h e a s s i g n m e n t p r o c e s s 
b e g i n s , i t t r e a t s t h e n e t w o r k a s though i t i s empty . The g roups o r s t e p s 
f o r each o r i g i n - d e s t i n a t i o n p a i r a r e s u c c e s s i v e l y a s s i g n e d . Each group 
s e l e c t s i t s r o u t e t h r o u g h t h e n e t w o r k on t h e b a s i s of a l e a s t t r a v e l t i m e 
c r i t e r i o n . The t r a v e l t i m e c r i t e r i o n i s a p p l i e d a t t h e t i m e t h a t t h e 
g r o u p ' s t r a v e l i s a s s i g n e d t o t h e n e t w o r k . I n t h i s f a s h i o n each group 
s e l e c t s a r o u t e as though i t knew t h e s y s t e m s t a t e a t t h e t i m e of i t s d e ­
p a r t u r e . I n p r a c t i c e , i t i s n o t r e a s o n a b l e t o modify t h e s y s t e m s t a t e 
a f t e r each group i s a s s i g n e d ; t h e r e f o r e , a f t e r an e n t i r e s t e p h a s been 
a s s i g n e d , a p i c t u r e i s t a k e n of t h e f low d i s t r i b u t i o n t h a t h a s been made 
up t o t h a t p o i n t and t h e t r a v e l t i m e i s a d j u s t e d on each n e t w o r k l i n k t o 
r e f l e c t t h e impac t of t h e volumn of t r a f f i c t h a t h a s b e e n a s s i g n e d . The 
n e x t s t e p of t r a v e l e r s w i l l t h e n s e l e c t t h e s h o r t e s t p a t h f o r t h e i r 
j o u r n i e s on t h e b a s i s of t h e r e v i s e d t r a v e l t i m e s . The f o l l o w i n g example 
w i l l i l l u s t r a t e t h e p r i n c i p l e of r o u t e d i v e r s i o n . 
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x i s t h e t r a v e l demand from i t o j . 
f.. i s t h e t r a v e l t i m e v e r s u s t r a f f i c f low r e l a t i o n s h i p on 
l i n k ( i , j ) . 
ad a ' d ' 
x and x a r e t r a v e l demands from a t o d and from a 1 t o d*. 
B e f o r e any t r a v e l h a s b e e n a s s i g n e d , i f 
fab ( 0 ) + £bc ( 0 ) + fcd<°) < fae ( 0 ) + fed ( 0 ) 
and fa,b(0) + f b c ( 0 ) + f c d , ( 0 ) < fa,e,(0) + fe,d,(0) 
t h e n abed and a " b e d ' we know a r e t h e two s h o r t e s t p a t h s f o r t h e 
ad a ' d ' t r i p s of i n t e r e s t . I n i t i a l l y , a p o r t i o n of x and a p o r t i o n of x 
— s a y t e n p e r c e n t — a r e a s s i g n e d t h r o u g h abed and a ' b e d ' . T h i s r e -
a b l . a ' d ' x T x s u i t s i n a f low of — on l i n k b e . I f t h e r e l a t i o n s a r e 
/ x a d \ / x a d + x a ' d ' \ / x a d ' 
a n d f a - b ( 2 T 0 ^ J + f b c r 10~ ) + fcd'l^J < fde' ( 0 ) + V d ' ( 0 ) 
/ ad ^ a ' d r \ / a ' d \ 
( M o H + f a-(V-) 
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t h e n abed and a ' b e d ' a r e s t i l l t h e s h o r t e s t p a t h s f o r t h e demand from a 
ad a ' d ' x x t o d and demand from a ' t o d ' . An a d d i t i o n a l • and ——— w i l l b e 1U JlU , TJT 
2 x a d + 2 x a d 
a s s i g n e d t h r o u g h abed and a ' b e d ' . T h i s r e s u l t s i n a f low of — 
on l i n k b e . E v e n t u a l l y , a s t h e t r a f f i c on l i n k be i n c r e a s e s and a p p r o ­
a c h e s t h e l i n k s ' c a p a c i t y , c o n g e s t i o n w i l l c a u s e t h e t r a v e l t i m e t o i n ­
c r e a s e r a p i d l y . 
At some s t e p m, i f 
ad ad , a ' d ' ad 
f , ~~Tn~ + f h " tnmX + f A * h r > f <°> + f ab 10 be 10 cd 10 ae ed 
a ' d ' ad , a ' d ' a ' d ' 
c mx . e mx + mx , c mx t N , N 
o r f a 'b - i 0 ~ + fbc ~ 15 + f c d ' 10 > f a ' e ' ( 0 ) + f e ' d ' ( 0 ) 
ad a'd' 
X X 
t h e n t h e n e x t i n c r e m e n t s — o f ——— w i l l s h i f t t o t h e new p a t h aed o r 
a ' e ' d ' . S i n c e t h e t r a v e l i n c r e a s e s on aed or a ' e ' d ' , t h e t r a v e l t i m e 
o v e r aed o r a ' e ' d ' may be g r e a t e r t h a n f o r p a t h abed of p a t h a ' b e d ' . 
Some t r a f f i c may b e a s s i g n e d t o l i n k b e a g a i n . 
I t i s t h e p r i n c i p l e of t h e s t e p w i s e a s s i g n m e n t model t o a s s i g n 
e a c h t r i p t o t h e s h o r t e s t p a t h a v a i l a b l e a t t h e t i m e of each u s e r ' s 
d e c i s i o n . Whenever some l i n k i s common t o more t h a n one s h o r t e s t p a t h , 
each o r i g i n - d e s t i n a t i o n p a i r h a s an e q u a l o p p o r t u n i t y t o l o a d t h i s l i n k . 
A f t e r t h e t r a v e l t i m e s have i n c r e a s e d , t h e u s e r s who have o t h e r 
s h o r t e s t p a t h s a v a i l a b l e may choose t h e s e a l t e r n a t i v e r o u t e s . 
The p o s t u l a t e p u t f o r t h h e r e i s t h a t t h e t r i p d e c i s i o n made by 
each t r a v e l e r i s b a s e d on h i s knowledge of t h e s y s t e m a t t h e t i m e t h a t 
he c h o o s e s h i s r o u t e . Th i s knowledge i s b a s e d p r i m a r i l y on h i s p r e v i o u s 
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e x p e r i e n c e i n t h e n e t w o r k . I t i s n o t u n r e a l i s t i c t o assume t h a t many 
t r i p makers a r e aware of t h e s h o r t e s t p a t h s a v a i l a b l e a t d i f f e r e n t t i m e s 
of t h e day b e c a u s e t h e y a r e making f a m i l i a r t r i p s a t f a m i l i a r t i m e s of 
t h e d a y . These t r a v e l e r s w i l l n a t u r a l l y be a l e r t t o t h e p r o b l e m s of c e r ­
t a i n r o u t e s t h a t may c a u s e t r o u b l e . 
The assumed s e n s i t i v i t y t o even s m a l l d i f f e r e n c e s i n t r a v e l t i m e 
be tween a l t e r n a t i v e r o u t e s a t each s t e p i s n o t t o be c r i t i c i z e d . T h i s 
o v e r l o a d i n g on t h e s h o r t e s t p a t h and t h e u n d e r l o a d i n g on t h e s l i g h t l y 
l o n g e r p a t h i s g o i n g t o be r e c t i f i e d i n each of t h e s u c c e e d i n g s t e p s . 
As an example , c o n s i d e r two r o u t e s , A and B, t h a t c o n n e c t t h e 
same o r i g i n and d e s t i n a t i o n . I f A i s s l i g h t l y s h o r t e r t h a n B, t h e n t h e 
s t e p w i s e a s s i g n m e n t a l g o r i t h m w i l l a s s i g n t h e f i r s t p o r t i o n of t h e demand 
t o r o u t e A. A f t e r t h e f i r s t a s s i g n m e n t , i f t h e t r a v e l t i m e on A i s now 
h i g h e r t h a n t h a t on B, t h e n e x t p o r t i o n of demand w i l l be a s s i g n e d t o B. 
As t h e a s s i g n m e n t p r o c e s s c o n t i n u e s . A r e l a t i v e l y even f low w i l l be 
a s s i g n e d t o t h e two r o u t e s . Th i s b a l a n c e d d i s t r i b u t i o n i s c o n s i s t e n t 
w i t h t h e d i s t r i b u t i o n i n a r e a l s i t u a t i o n and i s a phenomenon which a l l -
o r - n o t h i n g a s s i g n m e n t can n e v e r r e f l e c t . 
S t e p w i s e Ass ignment P r o c e d u r e 
The p r o c e d u r e f o r t h e s t e p w i s e a s s i g n m e n t a l g o r i t h m i s a s f o l l o w s : 
1 . D e t e r m i n e t h e number of s t e p s d e s i r e d t o l o a d t h e t o t a l d e ­
mand on t h e n e t w o r k . 
2 . D i v i d e t h e demand m a t r i x i n t o as many s u b m a t r i c e s a s t h e r e a r e 
number of s t e p s . 
3 . Based on t h e a s s i g n e d t r a v e l s p e e d on each l i n k , c a l c u l a t e t h e 
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s h o r t e s t p a t h ( s h o r t e s t t r a v e l t i m e ) be tween a l l node p a i r s f o r 
wh ich a t r a v e l demand e x i s t s . 
4 . A s s i g n t h e f i r s t s u b m a t r i x of t h e demand t o t h e p a t h s w i t h t h e 
s h o r t e s t t r a v e l t i m e . 
5. A f t e r each a s s i g n m e n t , u p d a t e t h e t r a v e l t i m e on each l i n k 
b a s e d on t h e e x p e c t e d speed f o r t h e f low r a t e on t h e l i n k s from 
a l l p r e v i o u s a s s i g n m e n t s . ( E f f e c t i v e a p p l i c a t i o n of t h e s t e p w i s e 
a s s i g n m e n t a l g o r i t h m depends on t h e a v a i l a b i l i t y of r e l i a b l e 
s p e e d - f l o w r e l a t i o n s h i p s f o r t h e d i f f e r e n t l i n k s of t h e n e t w o r k . ) 
6. R e c a l c u l a t e t h e s h o r t e s t p a t h s be tween a l l node p a i r s f o r 
which t r a v e l demand r e m a i n s . 
7. A s s i g n a n o t h e r s u b m a t r i x of demand t o each l i n k of t h e s h o r t ­
e s t p a t h s . 
8. Repea t 5, 6 and 7 u n t i l a l l demand h a s been a s s i g n e d t o t h e 
n e t w o r k . 
E x p e r i m e n t s On A Smal l Network 
The f o l l o w i n g example w i l l i l l u s t r a t e t h e u s e of t h e s t e p w i s e 
a s s i g n m e n t model on a s m a l l n e t w o r k . 
100 
F i g u r e 1. Network f o r t h e E x p e r i m e n t . 
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The example n e t w o r k c o n s i s t i n g of 9 nodes and 36 l i n k s i s i l l u ­
s t r a t e d i n F i g u r e 1 . Four nodes ( 2 , 3 , 4 and 5) a r e o r i g i n s and d e s t i ­
n a t i o n s . The t r i p m a t r i x i s shown i n F i g u r e 2 . 
2 3 4 4 
2 0 2000 2000 1000 
3 200 0 1000 2000 
4 200 100 0 1000 
5 100 200 100 0 
F i g u r e 2 . T r i p M a t r i x For The E x p e r i m e n t . 
The c o s t f u n c t i o n used on each l i n k i s : 
C . . ( x . . ) = 0 . 0 0 1 * x 2 . + I . . 
C . = Cost on L ink ( i . i ) 
i j ' 
x . = Flow on L ink ( i , i ) 
i J 
H = Leng th of Link ( i - , j ) 
The f low d i s t r i b u t i o n on t h e l i n k s w i t h t h e 5 s t e p a s s i g n m e n t s , 
t h e 10 s t e p a s s i g n m e n t s and 20 s t e p a s s i g n m e n t s a r e shown i n F i g u r e 3 . 
The f low amount on l i n k s ( 2 - 4 ) , ( 8 . 5 ) and ( 5 - 9 ) a r e i n c r e a s i n g . The f low 
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amount on l i n k s ( 2 - 8 ) , ( 8 - 4 ) and ( 8 - 9 ) a r e d e c r e a s i n g . The f low amount 
on l i n k s ( 7 - 2 ) , ( 2 - 7 ) , ( 3 - 7 ) , ( 7 - 3 ) , ( 3 - 8 ) , ( 5 - 9 ) and ( 9 . 4 ) a r e making 
s m a l l a d j u s t m e n t s . However, d i f f e r e n c e s on t h e s e l i n k s a r e s u f f i c i e n t 
t o s u g g e s t t h a t t h e f i v e s t e p , t e n s t e p and t w e n t y s t e p s o l u t i o n s a r e 
s i g n i f i c a n t l y d i f f e r e n t . The p a t h s t o which f low i s a s s i g n e d a t e ach 
s t e p f o r e v e r y node p a i r a r e shown i n T a b l e 1 f o r b o t h a f i v e s t e p 
a s s i g n m e n t and a t e n s t e p a s s i g n m e n t . E x a m i n a t i o n of T a b l e 1 r e v e a l s 
t h a t i m p o r t a n t d i f f e r e n c e s i n a s s i g n m e n t o c c u r s f o r o r i g i n - d e s t i n a t i o n 
p a i r s ( 2 - 3 ) , ( 2 - 4 ) , ( 2 - 5 ) , ( 3 - 2 ) , ( 3 - 4 ) , ( 3 - 5 ) , and ( 4 - 5 ) . These 
d i f f e r e n c e a r e s u b s t a n t i a l enough t o a c c o u n t f o r t h e f low d i f f e r e n c e of 
F i g u r e 3 . 
The t o t a l c o s t of E C . . X . . f o r t h i s s y s t e m i s 3181984 f o r a f i v e 
s t e p a s s i g n m e n t , 2903570 f o r a t e n s t e p a s s i g n m e n t and 2873295 f o r a 
t w e n t y s t e p a s s i g n m e n t . S i n c e s t e p w i s e a s s i g n m e n t i s u s e r - o p t i m i z e d , i t 
i s n o t n e c e s s a r y f o r a d e c r e a s i n g t o t a l s y s t e m c o s t t o accompany an i n ­
c r e a s i n g number of s t e p s . However, t h i s o c c u r r e d i n t h e example p r o b l e m . 
As t h e number of i t e r a t i o n s i n c r e a s e s , fewer t r i p s a r e a s s i g n e d t o 
t h e n e t w o r k f o r each s t e p and more u s e r s have t h e o p p o r t u n i t y t o make 
p r o f i t a b l e d e c i s i o n s . One hopes t h a t a s more i n d i v i d u a l s i n s o c i e t y make 
b e t t e r d e c i s i o n s toward d e c r e a s i n g t h e i r own t r a v e l c o s t s , t h e summation 
of u s e r ' s c o s t w i l l d e c r e a s e . From T a b l e 1 we can s e e t h a t more r o u t e 
c h o i c e i s a v a i l a b l e i n t e n s t e p a s s i g n m e n t s t h a n i n f i v e s t e p a s s i g n m e n t s . 
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[ ]: flow of A, 
: flow of A 
( ): flow of A 
Figure 3. Flow Distribution On The Experiment 
Network By 5-Step, 10-Step And 20-Step Assignments. 
T a b l e 1 . P a t h Used On Each S t e p I n 5 S t e p Ass ignmen t s And 10 S t ep A s s i g n m e n t s 
Node 
P a t h 
P a i r ( 2 . 3 ) ( 2 . 4 ) ( 2 . 5 ) ( 3 . 2 ) ( 3 . 4 ) ( 3 . 5 ) ( 4 . 2 ) ( 4 . 3 ) ( 4 . 5 ) ( 5 . 2 ) ( 5 . 3 ) ( 5 . 4 ) 
Used 
S t e p 1 273 24 285 372 384 35 42 483 495 582 53 594 
S t e p 2 273 24 285 372 384 35 42 483 495 582 53 594 
S t e p 3 213 2894 284 372 37894 3784 42 483 495 582 53 594 
S t e p 4 213 24 2465 312 384 35 42 483 495 582 43 594 
S t e p 5 273 284 2895 312 384 3895 42 483 495 482 53 594 
S t e p 1 273 24 285 372 384 35 42 483 495 582 53 594 
S t e p 2 273 24 285 372 384 35 42 483 495 582 53 594 
S t e p 3 273 24 285 372 384 35 42 483 495 582 53 594 
S t e p 4 213 24 285 372 384 35 42 483 495 582 53 594 
S t e p 5 213 24 285 372 37894 3785 42 483 495 582 53 594 
S t e p 6 213 24 2895 372 3894 35 42 483 465 582 43 594 
S t e p 7 273 27894 2784 372 3894 385 42 483 465 582 53 594 
S t e p 8 213 24 2895 372 384 35 42 483 465 582 53 594 
S t e p 9 283 284 285 372 3784 35 42 483 465 582 53 594 
S t e p 10 213 24 2465 312 3894 35 42 483 465 582 53 594 
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CHAPTER IV 
FORMULATION OF THE STEPWISE ASSIGNMENT ALGORITHM 
I n t r o d u c t i o n 
The s t e p w i s e a s s i g n m e n t a l g o r i t h m c o n s i s t s of f ou r p a r t s : 
1 . I n p u t d a t a - S i n c e t h e r e a r e a bunch of d a t a d e s c r i b i n g t h e 
n e t w o r k o r t h e demand, an e f f i c i e n t way of i n p u t t i n g d a t a i s n o t 
o n l y n e c e s s a r y i n i t s e l f b u t a l s o i n s u p p o r t i n g an e f f i c i e n t com­
p u t a t i o n of s h o r t e s t p a t h s and r o u t e a s s i g n m e n t s . T h e r e a r e 
t h r e e g roups of d a t a t h a t a r e u s e d : 
(1) t h e l e n g t h of l i n k s , 
(2) t h e t r a v e l demand be tween each o r i g i n - d e s t i n a t i o n p a i r , 
(3) t h e t y p e of roadway o r guideway each l i n k r e p r e s e n t s , 
and t h e number of l a n e s of e ach t y p e of roadway o r guideway 
t h a t a l i n k c o n t a i n s * . S i n c e t h e d a t a fo rma t and t h e h a n d l i n g 
methods h a v e d i r e c t i n f l u e n c e on t h e o p e r a t i o n and e f f i c i e n c y 
of each p r o c e d u r e , i n p u t d a t a form t h e b a s i s f o r d e v e l o p i n g 
t h e who le a l g o r i t h m . 
2 . Update - T h i s p a r t u p d a t e s t h e c o s t of t r a v e l on e a c h l i n k 
a f t e r each s t e p of f low h a s been a s s i g n e d . I t c o n s i s t s of a s e t 
of speed -vo lume r e l a t i o n s h i p s t h a t can be a p p l i e d t o t h e guideway 
o r t y p e s of each l i n k t o modify speed w i t h r e s p e c t t o i n c r e a s i n g 
* I n a s i m p l i f i e d n e t w o r k t h a t r e p r e s e n t s c i t y s t r e e t s , a s i n g l e l i n k may 
r e p r e s e n t an a r t e r i a l s t r e e t o r i t may r e p r e s e n t s e v e r a l p a r a l l e l s t r e e t s . 
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t r a f f i c vo lume . 
3. S h o r t e s t p a t h a l g o r i t h m - With t h e knowledge of u p d a t e d t r a v e l 
c o s t on each l i n k , t h i s a l g o r i t h m f i n d s t h e s h o r t e s t p a t h from 
each node t o e v e r y o t h e r n o d e . The o u t p u t of t h i s p r o c e d u r e i s a 
back node m a t r i x , which h a s each of i t s e l e m e n t s ( i , j ) r e p r e ­
s e n t i n g t h e node p r e c e d i n g node j on t h e s h o r t e s t p a t h from node 
i t o node j . 
4 . Ass ignmen t - The a s s i g n m e n t p a r t a s s i g n s a s t e p of t h e demand 
to each l i n k on t h e s h o r t e s t p a t h t h a t h a s been i d e n t i f i e d f o r 
each o r i g i n d e s t i n a t i o n p a i r . 
The deve lopment of each of t h e fou r p a r t s w i l l be d i s c u s s e d i n 
t h e f o l l o w i n g p a r a g r a p h s , t o g e t h e r w i t h t h e s i g n i f i c a n t c o n t r i b u t i o n s of 
t h i s r e s e a r c h . 
T e c h n i q u e t o I n p u t Data 
An E f f i c i e n t Way To I n p u t The L ink Length Da ta 
The o b j e c t i v e of o r g a n i z i n g l i n k l e n g t h d a t a i s t o s u p p o r t 
e f f i c i e n t c o m p u t a t i o n of s h o r t e s t p a t h s and r o u t e a s s i g n m e n t s . The s i m ­
p l e s t a p p r o a c h would b e t o i n p u t and NxN m a t r i x , where N i s t h e number 
of n e t w o r k n o d e s . Those node p a i r s t h a t have no d i r e c t c o n n e c t i o n a r e 
a s s i g n e d v e r y l a r g e d i s t a n c e s (9999 f o r e x a m p l e ) . S i n c e i n most t r a n s ­
p o r t a t i o n n e t w o r k s t h e number of l i n k s i s v e r y s m a l l compared t o t h e 
number of p o s s i b l e node p a i r s , t h e NxN m a t r i x method r e q u i r e s a l a r g e 
number of t h e 9999 d i s t a n c e s t o be i n p u t . T h i s i s n o t e c o n o m i c a l i n 
e i t h e r p r e p a r a t i o n o r u s e . A n o t h e r a p p r o a c h would be t o d e s i g n a t e a l l 
t h e l i n k l e n g t h s i n t h e n e t w o r k w i t h i n d i v i d u a l d e f i n i n g s t a t e m e n t s . 
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T h i s method would r e q u i r e as many s t a t e m e n t s a s t h e r e a r e l i n k s i n t h e 
n e t w o r k and i s t h e r e f o r e an u n e c o n o m i c a l a p p r o a c h f o r a l a r g e n e t w o r k . 
The method s e l e c t e d f o r t h e s t e p w i s e a s s i g n e m e n t a l g o r i t h m i s t o 
d e f i n e t h r e e o n e - d i m e n s i o n a l a r r a y s : Ml, M2 and MD. 
The f i r s t a r r a y M1(N), which i s 1 by N, i n d i c a t e s t h e number of 
nodes t h a t a r e a d j a c e n t t o o r d i r e c t l y c o n n e c t e d t o each node of t h e n e t ­
work . We d e f i n e R ( j ) a s t h e s e t of nodes t h a t a r e a d j a c e n t t o o r d i ­
r e c t l y c o n n e c t e d w i t h node j . For example : 
M l ( l ) = 2 means t h e r e a r e two nodes a d j a c e n t t o node 1 , 
Ml(2) = 3 means t h e r e a r e 3 nodes a d j a c e n t of node 2 . 
The second a r r a y M2(2£) , which i s 1 by 2£ , s u c c e s s i v e l y s t o r e s a l l 
of t h e a d j a c e n t node numbers f o r a l l nodes s t a r t i n g from node 1 and c o n ­
t i n u i n g t h r o u g h node N, where £ i s t h e number of n e t w o r k l i n k s . Each 
l i n k h a s 2 d i r e c t i o n s , t h u s 21 s t o r a g e p o s i t i o n s a r e n e e d e d . For e x ­
ample : 
M2( l ) = 2 3 . Node 2 3 , which i s t h e f i r s t node a d j a c e n t t o node 1 , 
i s i n t h e f i r s t p o s i t i o n i n M2. 
M2(2) = 47 . Node 4 7 , which i s t h e s econd node a d j a c e n t t o node 1 , 
i s i n t h e s e c o n d p o s i t i o n i n M2. 
M2(3) = 1 5 . Node 1 5 , which i s t h e f i r s t node a d j a c e n t t o node 2 , 
i s i n t h e t h i r d p o s i t i o n i n M2. I n t h i s example 
t h e r e must be o n l y two nodes a d j a c e n t t o node 1 , t h a t 
i s , M2( l ) = 2 . 
The l i s t i s o r d e r e d s e r i a l l y and i n d e x e d by a r r a y M1(N). T h u s , 
t h e r e i s no i n d i c a t i o n i n M2 t h a t M2(l ) and M2(2) a r e a s s o c i a t e d w i t h 
node 1 and t h a t M2(3) i s a s s o c i a t e d w i t h node 2 , u n l e s s one goes b a c k t o 
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a r r a y M1(N) and n o t e s t h a t node 1 h a s o n l y 2 a d j a c e n t n o d e s . T h u s , t h e 
t h i r d e n t r y i n M2 must be a s s o c i a t e d w i t h t h e node t h a t f o l l o w s node 1 
node 2 . 
The t h i r d a r r a y MD(2£) which i s a l s o 1 by 2£ , s u c c e s s i v e l y i n d i ­
c a t e s t h e l e n g t h of each l i n k . The p r o c e s s b e g i n s w i t h node 1 by f i r s t 
i d e n t i f y i n g a l l l i n k s a d j a c e n t t o node 1 , i . e . t h o s e nodes d i r e c t l y 
c o n n e c t e d t o node 1 . Node 1 i s t h e head node of each of t h e s e l i n k s . 
The p r o c e s s c o n t i n u e s t o node N. 
The t h r e e o n e - d i m e n s i o n a l a r r a y s when t a k e n t o g e t h e r c o m p l e t e l y 
d e f i n e t h e l i n k l e n g t h s i n t h e n e t w o r k u n d e r i n v e s t i g a t i o n . For e x ­
ample : 
MD(1) = 2 . 9 . 2 . 9 i s t h e l i n k l e n g t h f o r node p a i r ( M 2 ( l ) , 1 ) , 
where M2(l ) i d e n t i f i e s t h e number of t h e f i r s t node 
a d j a c e n t t o node 1 . 
MD(2) = 4 . 4 . 4 . 4 i s t h e l i n k l e n g t h f o r node p a i r (M2(2) , 1 ) , 
where M2(2) i d e n t i f i e s t h e number of t h e s econd 
node a d j a c e n t t o node 1 . 
MD(3) = 1 . 7 . 1.7 i s t h e l i n k l e n g t h f o r node p a i r (M2(3) , 2 ) , 
whe re M2(3) i d e n t i f i e s t h e number of t h e f i r s t node 
a d j a c e n t t o node 2 . 
An example e x h i b i t i n g t h e r e l a t i o n s h i p be tween t h e e l e m e n t s of 
t h e t h r e e a r r a y s Ml, M2, and MD i s shown i n F i g u r e 4 . 
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2 3 . . . 
1 3 5 21 
23 47 15 . . . 
1 2 3 4 5 21 
2 . 9 4 . 4 1.7 . . . 
F i g u r e 4 . R e l a t i o n Among A r r a y s Ml, M2 and MD. 
Element M l ( l ) t e l l s how many nodes a r e a d j a c e n t t o node 1 ; M l ( l ) 
t e l l s how many nodes a r e a d j a c e n t t o node 2 . The f i r s t M l ( l ) p o s i t i o n s 
i n M2 s t o r e t h e node numbers of t h e nodes a d j a c e n t t o node 1 . The n e x t 
Ml(2) p o s i t i o n s i n M2 s t o r e t h e node numbers of t h e nodes a d j a c e n t t o 
node 2 , and so f o r t h . Now, c o n s i d e r node 1 a s t h e r e f e r e n c e n o d e . The 
f i r s t M l ( l ) p o s i t i o n s i n MD s t o r e t h e l e n g t h of t h e l i n k s from each a d j a ­
c e n t mode of node 1 t o node 1 , e . e . AA(M2(I I ) , 1) = M D ( I I ) , I I = 1 , 
M l ( l ) . N e x t , c o n s i d e r node 2 a s t h e r e f e r e n c e n o d e . S i n c e t h e n e x t 
Ml(2) p o s i t i o n s i n M2 s t o r e t h e node number of a l l t h e nodes a d j a c e n t t o 
node 2 , t h e n e x t Ml(2) p o s i t i o n s i n MD s t o r e t h e l e n g t h of t h e l i n k s from 
each a d j a c e n t node of node 2 t o node 2 , i . e . AA(M2(I I ) , 2) = M D ( I I ) , I I 
= M l ( l ) + 1, M2(l ) + 2 , M l ( l ) + M l ( 2 ) . The r e s t of t h e nodes a r e 
c o n s i d e r e d s u c c e s s i v e l y i n t h e same manner . The o n l y p rob l em a s s o c i a t e d 
w i t h c o n s t r u c t i n g AA i s t h e need t o i d e n t i f y when t h e r e f e r e n c e node 
c h a n g e s . T h i s t a s k i s f a c i l i t a t e d by a p a r a m e t e r K t h a t i s u sed a s a 
c o u n t e r . When K i s e q u a l M l ( i ) , t h e n a l l a d j a c e n t nodes of i h ave been 
c o n s i d e r e d ; t h e r e f o r e , i + 1 i s t h e node t o be s c a n n e d . The p r o c e s s 
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s t a r t s w i t h node 1 and c o n t i n u e s u n t i l a l l N nodes h a v e b e e n s c a n n e d . 
The f low c h a r t i l l u s t r a t i n g t h e method of p e r p a r i n g t h e d i s t a n c e 
m a t r i x from t h e t h r e e l i n e a r a r r a y s i s g i v e n i n F i g u r e 5 . 
L i n e a r a r r a y s Ml , M2 and MD p r o v i d e an e f f i c i e n t b a s i s f o r i n p u t ­
t i n g t h e l i n k l e n g t h d a t a and p r o v i d e a key c o n c e p t f o r s u p p o r t i n g t h e 
s h o r t e s t p a t h a l g o r i t h m , which w i l l b e p r e s e n t e d i n C h a p t e r V. 
An E f f i c i e n t Method For P r e p a r i n g The T r a v e l Demand Data 
Each e l e m e n t ( i , j ) i n a t r i p m a t r i x r e p r e s e n t s t h e number of t r i p s 
t h a t o r i g i n a t e a t node i and t e r m i n a t e a t node j . T y p i c a l l y , most of t h e 
e n t r i e s i n t h e m a t r i x a r e z e r o . N o n - z e r o e n t r i e s t e n d t o c l u s t e r a b o u t 
t h e d i a g o n a l of t h e t r i p m a t r i x . I t i s n o t e c o n o m i c a l t o p r e p a r e a s p a r s e 
m a t r i x a s an NxN a r r a y , n o r t o r e q u i r e t h e compute r memory t o r e t a i n i t . 
An NxN a r r a y i s a l s o awkward t o u s e b e c a u s e when we a s s i g n demand t o t h e 
n e t w o r k we must s e a r c h f o r t h e 0-D p a i r s t h a t have n o n - z e r o e n t r i e s . 
T h i s i s a p o t e n t i a l l y w a s t e f u l p r o c e s s . Demand d a t a a r e c o m p l e t e l y a n a ­
l o g o u s t o l i n k l e n g t h d a t a ; a demand datum c o n s i s t s of t h e o r i g i n of t h e 
demand, t h e d e s t i n a t i o n of t h e demand and t h e volume of t h e demand. S i m i ­
l a r l y , a l i n k l e n g t h datum c o n s i s t s of t h e head node of t h e l i n k , t h e 
t a i l node of t h e l i n k and t h e l e n g t h of t h e l i n k . T h i s s i m i l a r i t y s u g ­
g e s t s an a p p r o a c h s i m i l a r t o t h a t used f o r t h e l i n k l e n g t h . A c c o r d i n g l y , 
we d e f i n e a s e t of t h r e e o n e - d i m e n s i o n a l a r r a y s M4, M5 and M6 t o e f f i c i ­
e n t l y s t o r e demand d a t a . 
The f i r s t a r r a y M4(N), which i s 1 by N, i n d i c a t e s t h e number of 
n o d a l d e s t i n a t i o n s t h a t o r i g i n a t e from each node of t h e n e t w o r k . For 
example : 
M4( l ) = 64 means t h e r e a r e n o n - z e r o t r i p s from node 1 t o 64 o t h e r 
k = 0 
k = 1« . + 1 
II = II + 1 
AA(M2(II), 1) = MD(II) 
Yes 
Figure 5. Flow Chart Of The Construction Of The 
Distance Matrix From Arrays Ml, M2 and MD. 
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nodes; 
M4(2) = 51 means t h e r e a r e n o n - z e r o t r i p s from node 2 t o 51 o t h e r 
n o d e s . 
The s econd a r r a y M5(T) , which i s 1 by T, s u c c e s s i v e l y s t o r e s a l l 
of t h e d e s t i n a t i o n node numbers o r i g i n a t i n g from a l l nodes s t a r t i n g from 
node 1 and c o n t i n u i n g t h r o u g h node N. The t o t a l number of o r i g i n s and 
d e s t i n a t i o n s i n t h e s y s t e m i s d e s i g n a t e d by T. For e x a m p l e : 
M5( l ) = 1 7 . The f i r s t p o s i t i o n i n M5 i d e n t i f i e s node 17 a s t h e 
f i r s t d e s t i n a t i o n node f o r t r a v e l o r i g i n a t i n g from 
node 1 . 
M5(64) = 7 3 . The 64 th p o s i t i o n i n M5 i d e n t i f i e s node 73 a s t h e 
l a s t d e s t i n a t i o n node f o r t r a v e l o r i g i n a t i n g from 
node 1 . 
M5(65) = 8 . The 65 th p o s i t i o n i n M5 i d e n t i f i e s node 8 a s t h e 
f i r s t d e s t i n a t i o n node f o r t r a v e l o r i g i n a t i n g from 
node 2 . 
The t h r i d a r r a y M6(T), which i s 1 by T, s u c c e s s i v e l y s t o r e s a l l of 
t h e demand volumes t o t h e d e s t i n a t i o n nodes s t a r t i n g w i t h t r a v e l o r i g i n a ­
t i n g a t node 1 and c o n t i n u i n g t o t r a v e l o r i g i n a t i n g a t node N. The s e ­
quence of d e s t i n a t i o n nodes i s t h e same a s t h a t i n M5. For e x a m p l e : 
M6( l ) = 700 . 700 t r a v e l e r s w i sh t o move be tween node p a i r ( 1 , 
M 5 ( l ) ) . 
M6(64) = 300 . 300 t r a v e l e r s w i s h t o move be tween node p a i r ( 1 , 
M 5 ( 6 4 ) ) . 
M6(65) = 450 . 450 t r a v e l e r s w i s h t o move be tween node p a i r ( 2 , 
M 5 ( 6 5 ) ) . 
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An example showing t h e r e l a t i o n s h i p b e t w e e n t h e e l e m e n t s of t h e 
t h r e e a r r a y s M4, M5 and M6 i s shown i n F i g u r e 6. 
1 2 N 
M4 64 51 . . . 
1 64 65 
T 
M5 17 . . . 73 8 . . . . . . 
1 64 65 T 
M6 700 300 450 . . . . . . 
F i g u r e 6 . R e l a t i o n Among A r r a y s M4, M5 and M6. 
Each e l e m e n t i n M5 i s a d e s t i n a t i o n node f o r a demand from some 
o r i g i n n o d e . The same p o s i t i o n i n M6 g i v e s t h e volume of t h i s demand. 
As w i t h t h e l i n k l e n g t h d a t a , a c o u n t , k , i s u sed t o i d e n t i f y t h e change 
of t h e o r i g i n n o d e . When k i s e q u a l t o M 4 ( i ) , t h e n a l l t h e demand o r i ­
g i n a t i n g from node i h a s been c o n s i d e r e d a n d i + 1 i s t h e n e x t o r i g i n 
node t o be c o n s i d e r e d . The p r o c e s s s t a r t s w i t h t h e node 1 and c o n t i n u e s 
u n t i l a l l N nodes have been s c a n n e d . 
The flow c h a r t showing t h e l o g i c a l p r o c e d u r e f o r d e v e l o p i n g t h e 
demand m a t r i x from t h e t h r e e l i n e a r a r r a y s f o l l o w s : 
1 = 1 + 1 
k = 0 
k = k + 1 
I I = I I + 1 
The demand from o r i g i n I 
t o d e s t i n a t i o n M5( I I ) i s 
M6( I I ) . 
Yes 
F i g u r e 7. Flow C h a r t Of The O b t a i n i n g Of The Demand 
I n f o r m a t i o n From A r r a y s M4, M5 and M6. 
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The t o t a l computer s t o r a g e needed i n t h i s method i s N + T + T, 
w h i l e t h a t f o r t h e m a t r i x method would be NxN. Thus , i f T < — , 
t h e n t h e p r o p o s e d method i s more e f f i c i e n t w i t h r e s p e c t t o t h e s t o r a g e 
u s e d . Because t h e demand b e t w e e n o r i g i n s and d e s t i n a t i o n s can be e x ­
p l o r e d s y s t e m a t i c a l l y from t h e l i n e a r a r r a y s , i t i s b e t t e r n o t t o p r e ­
p a r e t h e f u l l demand m a t r i x f o r most p u r p o s e s . 
L ink Type Data 
The l a s t r e m a i n i n g l i s t of i n p u t d a t a i s g i v e n i n a o n e - d i m e n ­
s i o n a l a r r a y , M8(2£) , which c o n t a i n s l i n k o r r o a d t y p e d a t a . T h i s a r r a y 
s u c c e s s i v e l y i n d i c a t e s t h e c a p a c i t y c h a r a c t e r f o r each l i n k b e g i n n i n g 
w i t h t h e nodes a d j a c e n t t o node 1 and c o n t i n u i n g t o node N i n e x a c t l y t h e 
same s e q u e n c e a s t h e l i n k l e n g t h s g i v e n i n MD. A r r a y M8 c o n t a i n s a code 
t h a t i d e n t i f i e s one of a s e t of p o s s i b l e c o n f i g u r a t i o n s . 
For a h ighway n e t w o r k , a r r a y A9 i s u s e d t o i n d i c a t e t h e number of 
h ighway l a n e s f o r t h e d i f f e r e n t t y p e s of r o a d t h a t a p p e a r . E lement A9 
( i ) i n d i c a t e s t h e number of l a n e s of r o a d t y p e i . 
T e c h n i q u e To A s s i g n Flow To The L i n k s 
A l t h o u g h demand can o c c u r from any o r i g i n t o any d e s t i n a t i o n , 
f lows w i l l o n l y b e d i s t r i b u t e d on t h e l i n k s of t h e n e t w o r k . T h e r e f o r e , 
t h e f low d i s t r i b u t i o n can be e x p r e s s e d a s a o n e - d i m e n s i o n a l a r r a y w i t h 
t h e same d i m e n s i o n as MD, t h e l i n k l e n g t h a r r a y , r a t h e r t h a n as a t w o -
d i m e n s i o n a l a r r a y . T h i s a p p r o a c h s a v e s b o t h s t o r a g e s p a c e and p r o c e s s i n g 
t i m e o v e r t h e u se of an NxN m a t r i x . Both a r e i m p o r t a n t f o r l a r g e n e t ­
works b e c a u s e f low i s a s s i g n e d t o e a c h l i n k on t h e s h o r t e s t p a t h f o r 
e v e r y s t e p of e v e r y demand p a i r . T h e r e f o r e , t h e o p e r a t i o n of a s s i g n i n g 
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f lows t o a l i n k w i l l be e x e c u t e d many t i m e s . 
In s e a r c h i n g f o r an e f f i c i e n t a s s i g n m e n t a l g o r i t h m , t h r e e 
a p p r o a c h e s we re e x p l o r e d . Each i s of some i n t e r e s t h e r e b e c a u s e of t h e i r 
c o n t r i b u t i o n s t o t h e e v o l u t i o n a r y deve lopmen t of t h e f i n a l a l g o r i t h m . 
The F i r s t Method 
The f lows on each l i n k a r e s t o r e d i n a o n e - d i m e n s i o n a l a r r a y , 
A F ( 2 £ ) , where £ i s t h e number of l i n k s i n t h e n e t w o r k . S i n c e each l i n k 
h a s two d i r e c t i o n s , 2 1 s t o r a g e p o s i t i o n s a r e n e e d e d . F o l l o w i n g e x a c t l y 
t h e a p p r o a c h u s e d t o d e f i n e M2 and MD, AF s u c c e s s i v e l y i n d i c a t e s t h e 
volume of f low on each l i n k b e g i n n i n g w i t h t h e nodes a d j a c e n t t o node 1 
and c o n t i n u i n g t o nodes a d j a c e n t t o node N. For e x a m p l e , t h e mth e l e m e n t 
i n AF r e p r e s e n t s t h e f low volume on t h e l i n k whose l e n g t h i s MD(m) and 
whose head node i s M2(m). 
Once we know how much f low t o a s s i g n t o l i n k ( k , j ) , t h e p o s i t i o n 
f o r t h e f lows on l i n k ( k , j ) i n t h e a r r a y AF i s d e t e r m i n e d by a d d i n g t h e 
number of a d j a c e n t nodes of each node s m a l l e r t h a n j , p l u s t h e o r d i n a l 
p o s i t i o n of k i n K ( j ) which i s r e p r e s e n t e d by t h e n o t a t i o n M N l ^ ^ ^ . ^ . 
The sum 
M l ( l ) + Ml(2) + . . . + M l ( j - 1) + M N l ^ ^ 
i s t h e p o s i t i o n i n a r r a y AF where t h e f low on l i n k ( k , j ) i s s t o r e d . When­
e v e r a d d i t i o n a l f low i s t o be a s s i g n e d t o l i n k ( k , j ) i t i s n e c e s s a r y t o 
s e a r c h K ( j ) t o f i n d t h e o r d i n a l p o s i t i o n of k i n K ( j ) , t h a t i s M N 1 ^ ^ ^ _ . ^ , 
and t h e n p e r f o r m t h e n e c e s s a r y a d d i t i o n s . Because f lows a r e t o be 
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a s s i g n e d t o e v e r y l i n k on t h e b a s i s of i t s s h o r t e s p a t h f o r e v e r y s t e p 
of e v e r y o r i g i n d e s t i n a t i o n p a i r , i t i s n o t e c o n o m i c a l t o s e a r c h , com­
p a r e and add t o f i n d t h e n e c e s s a r y p o s i t i o n i n AF t o s t o r e t h e f l o w . 
T h e r e f o r e , a more e f f i c i e n t s t o r a g e method was s o u g h t o u t . 
The Second Method 
One way t o a v o i d b o t h a t w o - d i m e n s i o n a l a r r a y and cumbersome a d d i ­
t i o n s i s t o p u t t h e f low on l i n k ( k , j ) i n t o p o s i t i o n a * ( j - . l ) + M N l ^ ^ ^ ^ 
i n t h e o n e - d i m e n s i o n a l a r r a y AF, whe re " a " i s t h e maximum number of l i n k s 
which a r e c o n n e c t e d t o any node i n t h e n e t w o r k . T h e r e f o r e , we a r e s u r e 
t h a t a*N s t o r a g e p o s i t i o n s a r e s u f f i c i e n t t o s t o r e t h e f lows on a l l l i n k s . 
P o s i t i o n s MNL. w . * i s a g a i n t h e o r d i n a l p o s i t i o n of k i n t h e s e t of 
t h e nodes a d j a c e n t t o j . 
C o n s i d e r t h e f o l l o w i n g example which i l l u s t r a t e s t h i s method of 
a s s i g n i n g f low d i s t r i b u t i o n s . A s i m p l e n e t w o r k w i t h f lows a s s i g n e d t o 
each l i n k i s shown b e l o w . 
The maximum number of l i n k s t h a t a r e c o n n e c t e d t o any node i n t h e 
n e t w o r k i s 3 . T h e r f o r e , a=3 i n t h i s c a s e . 
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C o n s i d e r i n g node 2 as t h e end n o d e : 
K(2) ={ l ( M N l ^ = 1 
a * ( J - 1) + MN1 v f n . = 3*(2 - 1) + 1 = 4 . ' . AF(4) = 100 
t h e f low on l i n k ( 1 , 2 ) i s a s s i g n e d t o t h e 4 t h p o s i t i o n i n AF a r r a y . 
C o n s i d e r i n g node 1 a s t h e end n o d e : 
K ( l ) = { 2 , 3 , 4 } M l 2 ^ | 2 _ 3 _ 4 | = 1 
{2-3-4} = 2 
MN1 3 "4+ {2-3-4: 
a * ( J - 1) + M N 1 2 ^ K ( 1 ) = 3* (1 - 1) + 1 = 1 . * . AF(1) = 200 
t h e f low on l i n k ( 2 , 1 ) i s a s s i g n e d to t h e f i r s t p o s i t i o n i n AF a r r a y . 
a * ( J - 1) + M I U 3 ^ K ( 1 ) = 3* (1 - 1) + 2 = 2 . \ AF(2) = 300 
t h e f low on l i n k ( 3 , 1 ) i s a s s i g n e d to t h e s econd p o s i t i o n i n AF a r r a y , 
a * ( J - 1) + M N 1 4 ^ K ( 1 ) = 3*(1 - 1) + 3 = 3 . ' . AF(3) = 400 
t h e f low on l i n k ( 4 , 1 ) i s a s s i g n e d t o t h e 3rd p o s i t i o n i n AF a r r a y . 
C o n s i d e r i n g mode 3 a s t h e end n o d e : 
K(3) = {1 ,4} . ' . M N 1 ^ | 1 ) 4 | = 1 
a * ( J - 1) + M N l . ^ ^ = 3*(3 - 1) + 1 = 7 . \ AF(7) = 100 
t h e f low on l i n k ( 1 , 3 ) i s a s s i g n e d t o t h e 7 t h p o s i t i o n i n AF a r r a y . 
a * ( J - 1) + M N 1 4 . ^ . ( 3 ) = 3*(3 - 1) + 2 = 8 . ' . AF(8) = 400 
t h e f low on l i n k ( 4 . 3 ) i s a s s i g n e d t o t h e 8 t h p o s i t i o n i n AF a r r a y 
C o n s i d e r i n g node 4 as t h e end n o d e : 
K(4) = {1,3} .*. MNl^i^j = 1 
MN1„ 2 "3->{l,3 
a * ( J - 1) + M N l ^ ^ = 3*(4 - 1) + 1 = 10 . * . AF(10) = 100 
t h e f low on l i n k ( 1 . 4 ) i s a s s i g n e d to t h e 1 0 t h p o s i t i o n i n AF a r r a y . 
a * ( J - 1) + M N 1 3 ^ K ( 4 ) = 3*(4 - 1) + 2 = 11 . * . A F ( l l ) = 300 
t h e f low on l i n k ( 3 , 4 ) i s a s s i g n e d t o t h e 11 th p o s i t i o n i n AF a r r a y . 
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The p o s i t i o n s i n t h e o n e - d i m e n s i o n a l a r r a y AF o c c u p i e d by t h e l i n k 
f lows on each l i n k a r e shown i n F i g u r e 8 . 
10 11 12 
AF 200 300 400 100 100 400 100 300 
F i g u r e 8. A r r a y AF With E lements R e p r e s e n t i n j 
L ink F l o w s . 
C o n s i d e r n e x t t h e p r o c e d u r e f o r a s s i g n i n g f low t o a s h o r t e s t p a t h 
of i - k ^ - k ^ - j . F i r s t , we s e a r c h f o r t h e o r d i n a l p o s i t i o n of k^ i n K ( j ) , 
MNL. T T / . \ » t h e n we a s s i g n t h e f low on l i n k ( k „ , j ) t o t h e p o s i t i o n of 
k^ M l / J 
a * ( i - l ) + MNL, w . \ i n t h e AF a r r a y . Nex t , we s e a r c h f o r t h e o r d i n a l k 3 ->K(j) 
p o s i t i o n of k 0 i n K ( k „ ) , MN1 f v , t h e n a s s i g n t h e f low on l i n k ( k 0 , z J K^KAkg,; z 
k„) t o t h e p o s i t i o n of a * ( k _ - l ) + MN1 f . i n t h e AF a r r a y . F i n a l l y ~> ~> k2~>K(,kgj 
we s e a r c h f o r t h e o r d i n a l p o s i t i o n of i i n K ( k 0 ) , MN1. . * , t h e n a s s i g n 
t h e f low on l i n k ( i , k ~ ) t o t h e p o s i t i o n of a* (k - 1 ) + MN1. „ „ N i n t h e 
2 2 i -^K(k 2 ; 
AF a r r a y . Tha t i s t o s a y , we h a v e t o s e a r c h and compare a s many t i m e s f o r 
"MNl" as t h e r e a r e l i n k s i n t h e s h o r t e s t p a t h f o r each demand p a i r . Be­
c a u s e t h e nodes c o n n e c t i n g a p a t h a r e i n random o r d e r , i t i s d i f f i c u l t t o 
f i n d t h e s e t of nodes a d j a c e n t t o t h e s e nodes i f t h e y a r e o u t of o r d e r . 
T h i s a p p r o a c h r e s o l v e s t h e d i f f i c u l t y of a d d i n g t h e number of nodes 
a d j a c e n t t o each node s t a r t i n g from node 1 up t o node j - 1 , t h a t i s 
M l ( l ) + Ml(2) + Ml(3) + . . . + M l ( j - l ) , However, t h e p r o b l e m of s e a r c h i n g 
f o r t h e o r d i n a l p o s i t i o n of t h e head node of a l i n k i n t h e s e t of nodes 
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a d j a c e n t t o t h e t a i l node of t h e l i n k , t h a t i s , "MN1", s t i l l r e m a i n s 
The T h i r d Method 
The demand be tween each o r i g i n - d e s t i n a t i o n p a i r ( i , j ) i s t o be 
a s s i g n e d t o e v e r y l i n k on t h e s h o r t e s t p a t h c o n n e c t i n g node i t o node j . 
S i n c e t h e back node m a t r i x MN s t o r e s a l l of t h e i n t e r m e d i a t e nodes 
of t h e s h o r t e s t p a t h s , we e x p l a i n be low t h e method f o r i d e n t i f y i n g a 
s h o r t e s t p a t h from node i t o node j a s i n F i g u r e 9 from e l e m e n t s i n t h e 
b a c k node m a t r i x . 
F i g u r e 9. A S h o r t e s t P a t h From Node i To Node j 
I d e n t i f i e d By Back Nodes . 
Element M N ( i , j ) , which i s t h e back node of node p a i r ( i , j ) , r e p r e ­
s e n t s t h e p r e c e d i n g node t o node j on t h e s h o r t e s t p a t h from node i t o 
node j . Le t M N ( i , j ) be e x p r e s s e d a s k^ . We know t h a t l i n k ( k ^ , j ) i s a 
l i n k on t h e s h o r t e s t p a t h from node i t o node j . The s h o r t e s t p a t h from 
node i t o node j t h u s c o n s i s t s of t h e s h o r t e s t p a t h from node i t o node 
k and t h e l i n k (k , j ) . 
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Element MN(i, ) , which i s t h e b a c k node of node p a i r ( i , k^) , 
r e p r e s e n t s t h e node p r e c e d i n g node k^ on t h e s h o r t e s t p a t h from node i t o 
node k^ . L e t MN(i, k^) b e e x p r e s s e d a s k ^ . We know t h a t l i n k (k^ , k^) i s 
on t h e s h o r t e s t p a t h from node i t o node k^ . So t h i s l i n k i s on t h e 
s h o r t e s t p a t h from node i t o node j . Up t o now, t h e s h o r t e s t p a t h from 
node i t o node j c o n s i s t s of t h e s h o r t e s t p a t h from node i t o node k ^ , 
t h e l i n k (k^ , k^) and t h e l i n k ( k ^ , j ) . Each l i n k on t h e s h o r t e s t p a t h 
i s i d e n t i f i e d i n t h i s way. At t h e t ime t h e b a c k node of some node p a i r 
( i , k m ) e q u a l s t h e o r i g i n node i . The s h o r t e s t p a t h from node i t o node 
j i s found and c o n s i s t s of t h e l i n k s 
( i , k ) (k , k . . ) . . . (k , k ) and ( k - , j ) , whe re m m m - i z 1 1 
k = MN(i, k _) m m-1 
k 2 = MN(i, k ) 
k x = MN(i, j ) 
The head n o d e s of each of t h e l i n k s i n t h e s h o r t e s t p a t h a r e a l ­
ways e x p r e s s e d a s t h e b a c k nodes of t h e node p a i r s which a r e formed from 
t h e o r i g i n node t o each of t h e t a i l n o d e s of t h e l i n k s . I t i s t h e o r d i ­
n a l p o s i t i o n of t h e head node i n t h e s e t of nodes a d j a c e n t t o t h e t a i l 
node t h a t d e t e r m i n e s t h e p o s i t i o n i n AF t o which t h e f low i s a s s i g n e d . 
T h e r e f o r e , i n o r d e r t o a v o i d s e a r c h i n g t h e s e t of n o d e s a d j a c e n t t o some 
nodes which a r e o u t of o r d e r , we s e a r c h t h e s e t of nodes a d j a c e n t t o each 
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of t h e d e s t i n a t i o n n o d e s , s t a r t i n g w i t h node 1 and c o n t i n u i n g t o node N. 
Whenever a s e t k ( j ) i s known, we compare each M N ( i , j ) , i e N , w i t h t h e 
e l e m e n t s i n ( K , j ) t o d e t e r m i n e t h e o r d i n a l p o s i t i o n of each M N ( i , j ) , ieN 
i n t h e s e t of K ( j ) , and s t o r e t h i s o r d i n a l p o s i t i o n i n t h e l e f t h a l f of 
t h e s t o r a g e p o s i t i o n of M N ( i , j ) . A f t e r a l l d e s t i n a t i o n nodes have been 
s c a n n e d , we p o s s e s s a new MN a r r a y which c o n t a i n s t h e back node of e v e r y 
node p a i r ( i , j ) i n t h e r i g h t h a l f s t o r a g e p o s i t i o n of M N ( i , j ) and t h e 
o r d i n a l p o s i t i o n of t h i s b a c k node i n t h e s e t of nodes a d j a c e n t t o t h e 
end node j of node p a i r ( i , j ) i n t h e l e f t h a l f s t o r a g e p o s i t i o n of 
M N ( i , j ) . See F i g u r e 1 0 . 
Based on t h e new back node m a t r i x MN, we can a s s i g n f low t o t h e 
o n e - d i m e n s i o n a l a r r a y AF i n t h e f o l l o w i n g manner . At t h e t i m e of 
a s s i g n i n g f low t o t h e 0-D p a i r ( i , j ) , we s h i f t t h e r i g h t h a l f of t h e 
memory word a t M N ( i , j ) t o g e t b n ( i , j ) . N e x t , s h i f t t h e l e f t h a l f of t h e 
memory word a t M N ( i , j ) t o g e t t h e o r d i n a l p o s i t i o n of b n ( i , j ) i n K ( j ) , 
t h a t i s , t h e v a l u e of MNL, . s „ . . . . The f low on t h e l i n k ( b n ( i . i ) , i ) 
b n ( i , j)-HK(J) , J J 
c a n now b e a s s i g n e d t o t h e p o s i t i o n of a * ( j - l ) + MNL, .. „ , . v i n t h e 
b n ( i , j ) ^ K ( j ) 
o n e - d i m e n s i o n a l a r r a y AF. Len b n ( i , j ) = k^ . Now s h i f t t h e r i g h t h a l f 
of t h e memory word a t MN(i, k^) t o g e t t h e b n ( i , k ^ ) , t h e n s h i f t t h e 
l e f t h a l f of t h e memory word a t MN(i, k^) t o g e t t h e o r d i n a l p o s i t i o n of 
b n ( i , k_) i n K(k_) , t h a t i s , t h e v a l u e of MNL. , N v T . N 1 1 b n ( i , k ^ - H K ( k ^ ) . 
The f low on t h e l i n k ( b n ( i , k ^ ) , k^) can t h e n be a s s i g n e d t o t h e 
p o s i t i o n of a * ( k - 1 ) + MN1, ,. , N W l N i n t h e o n e - d i m e n s i o n a l a r r a y r 1 b n ( i , k^^-^KCk^) 
AF. The f lows a r e a s s i g n e d i n t h i s way u n t i l we h a v e b n ( i , k ) = i f o r 
m 
some node p a i r ( i , k ) . T h i s means l i n k ( i , k ) i s t h e l a s t l i n k i n t h e 
m m 
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A s h o r t e s t p a t h : i , k^ , k^ , k^ , j . 
Back node m a t r i x : MN(NxN) 
MN(i ,k ) = i M N ( i , K 2 ) = k± M N ( i , k 3 ) = k £ M N ( i , j ) = k 3 
New b a c k node m a t r i x : MN(NxN) 
L e f t s i d e of each word s t o r e s t h e i n f o r m a t i o n of t h e p o s t i o n of 
t h i s b a c k node i n t h e s e t of nodes a d j a c e n t t o i t s end n o d e . 
1 
\ 1 1 1 k i ! k 2 I k 3 
t h e p o s t i o n of i 
i n t h e s e t of a l l 
a d j a c e n t nodes of k^ 
F i g u r e 10. Back Node M a t r i x And New Back Node M a t r i x . 
45 
s h o r t e s t p a t h of 0-D p a i r ( i , j ) t o be a s s i g n e d . 
The d e t a i l e d p r o c e d u r e i s a s f o l l o w s : 
1 . S t a r t w i t h t h e d e s t i n a t i o n node j , j = l . 
2 . F i n d t h e s e t of nodes a d j a c e n t t o j , K ( j ) , u s i n g l i n e a r 
a r r a y s Ml and M2. 
3 . Compare a l l M N ( i , j ) , i e N , w i t h t h e e l e m e n t s i n K ( j ) t o d e t e r ­
mine t h e o r d i n a l p o s i t i o n of each M N ( i , j ) , i N, i n K ( j ) . 
4 . S t o r e t h i s i n f o r m a t i o n from s t e p 3 i n t h e l e f t h a l f of t h e 
memory word of M N ( i , j ) f o r a l l i e N . 
5 . j = j + 1 . Repea t 2 , 3 , 4 , u n t i l j=N. 
The e l e m e n t ( i , j ) of t h e new MN(NxN) m a t r i x c o n s i s t of t h e back 
mode of t h e s h o r t e s t p a t h ( i , j ) , t h a t i s b n ( i , j ) , and t h e p o s i t i o n of 
t h i s back node i n t h e s e t of nodes a d j a c e n t t o node j , t h a t i s 
b n ( i , j ) ^ K ( j ) 
6 . C o n s i d e r t h e f i r s t o r i g i n and d e s t i n a t i o n p a i r ( i , j ) . 
7 . " S h i f t " t h e r i g h t h a l f of t h e i n f o r m a t i o n i n t h e memory word 
a t M N ( i , j ) t o g e t t h e back node of t h e node p a i r ( i , j ) , t h a t i s , 
b n ( i , j ) . 
8 . " S h i f t " t h e l e f t h a l f of t h e i n f o r m a t i o n i n t h e memory word 
a t M N ( i , j ) t o g e t t h e p o s i t i o n of b n ( i , j ) i n K ( j ) , t h a t i s 
b n ( i , j ) ^ K ( j ) 
9 . A s s i g n f low on l i n k ( i , j ) t o t h e p o s i t i o n of a x ( j - l ) + 
MN1, .ww\in t h e AF a r r a y . b n ( x , j ) ^ K ( j ) 
10 . Le t j = M N ( i , j ) . Repea t 7 , 8 , and 9 u n t i l MTSf(i,j) = i . 
1 1 . C o n s i d e r a n o t h e r o r i g i n - d e s t i n a t i o n p a i r ( i ' , j T ) . Go t o 7 , 
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8, 9 and 10 u n t i l a l l demand p a i r s have been s c a n n e d . 
The a d v a n t a g e s of t h i s method a r e a s f o l l o w s : 
1 . We need t o s e a r c h t h e nodes a d j a c e n t t o some node o n l y N 
t i m e s f o r t h e a s s i g n m e n t p r o c e d u r e , and t h e nodes t o be e x p l o r e d 
a r e i n o r d e r . I n u s i n g t h e second me thod , much t i m e s p e n t s e a r c h 
i n g f o r t h e nodes a d j a c e n t t o some node as t h e r e a r e l i n k s i n t h e 
p a t h f o r each demand p a i r . T h i s i s c o m p l i c a t e d b e c a u s e t h e nodes 
t o be e x p l o r e d a r e ou t of o r d e r . 
2 . A f t e r we s e a r c h t h e nodes a d j a c e n t t o some d e s t i n a t i o n node j 
K ( j ) , we d e t e r m i n e t h e o r d i n a l p o s i t i o n of each M N ( i , j ) , ieN i n 
2 
K ( j ) . Thus , N t i m e s of d e t e r m i n i n g t h e v a l u e of MN1 a r e n e c e s ­
s a r y . I n u s i n g t h e second me thod , t h e v a l u e of MN1 i s d e t e r m i n e d 
a s many t i m e s as t h e r e a r e l i n k s i n t h e p a t h f o r each demand p a i r 
I f T i s t h e t o t a l number of demand p a i r s , and i f we assume t h a t 
t h e a v e r a g e number of l i n k s i n t h e s h o r t e s t p a t h c o n n e c t i n g each demand 
p a i r i s b , t h e n t h e t o t a l number of t i m e s we s e a r c h t h e s e t of nodes 
a d j a c e n t t o t h e t a i l node of some l i n k , and t h e number of t i m e s we d e ­
t e r m i n e t h e p o s i t i o n of some head node i n t h i s s e t i s b*T , as i n t h e 
2 
s e c o n d me thod . I f b*T i s n o t t o o s m a l l compared w i t h N , t h e t h i r d meth­
od i s a p p a r e n t l y b e t t e r . 
C o n s i d e r now t h e c a s e whe re a l i n k ( M N ( i , j ) , j ) i s t h e common 
l i n k t o many s h o r t e s t p a t h s o r i g i n a t i n g from node i , a s i n F i g u r e 1 3 . 
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i 
F i g u r e 1 3 . A Network C o n t a i n s A L ink Which 
I s Common To Many S h o r t e s t P a t h s . 
Us ing t h e second me thod , we w i l l h a v e t o s e a r c h f o r K ( j ) and d e ­
t e r m i n e t h e p o s i t i o n of M N ( i , j ) i n K ( j ) a s many t i m e s a s t h e r e a r e p a t h s 
c o n t a i n i n g t h i s l i n k . However, i n t h e improved t h i r d method , t h e p o s i ­
t i o n of M N ( i , j ) i n K ( j ) i s c a l c u l a t e d and s t o r e d i n l e f t h a l f of t h e 
memory word a t M N ( i , j ) . Only a s h i f t o p e r a t i o n i s needed t o r e t r i e v e i t 
whenever n e c e s s a r y . 
3 . The s t o r a g e s p a c e i s n o t i n c r e a s e d , o n l y t h e c o m p u t a t i o n t i m e 
of " s h i f t " i s a d d i t i o n a l . However, " s h i f t i n g " i s a v e r y e f f i c i e n t 
o p e r a t i o n compared w i t h s e a r c h i n g or c o m p a r i n g . 
T e c h n i q u e To Upda te The Cost On Each L ink 
The t o t a l f low a s s i g n e d t o a l i n k ( i , j ) i n each s t e p i s s t o r e d i n 
p o s i t i o n 
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a*(j - 1) + M N l ^ K ( j ) 
of a o n e - d i m e n s i o n a l a r r a y AF. We w i l l d e m o n s t r a t e t h e e f f i c i e n c y of 
r e t r i e v i n g t h e f low d a t a from t h e o n e - d i m e n s i o n a l a r r a y AF t o u p d a t e t h e 
c o s t m a t r i x f o r f i n d i n g t h e s h o r t e s t p a t h s . 
Even though t h e d i m e n s i o n of AF i s a*N i n s t e a d of 2Z, t h e n o n ­
z e r o e n t r i e s r e p r e s e n t i n g t h e f lows on t h e l i n k s i n AF a r e i n t h e same 
s e q u e n c e a s t h e d i s t a n c e of each l i n k i n MD. For e x a m p l e , t h e mth n o n ­
z e r o e l e m e n t i n AF r e p r e s e n t s t h e f low volume on t h e l i n k whose l e n g t h 
i s MD(m) and whose head node i s M2(m). 
Us ing t h e l i n e a r a r r a y s Ml and M2, we can r e l a t e each n o n - z e r o 
f low i n AF t o i t s c o r r e s p o n d i n g l i n k by i d e n t i f y i n g t h e head node and 
t h e t a i l node of t h e l i n k . 
C o n s i d e r f i r s t t h e node j , j = l , a s t h e r e f e r e n c e n o d e . At f i r s t 
t h e M l ( l ) p o s i t i o n s i n M2 s t o r e t h e node number of a l l nodes a d j a c e n t 
t o node 1 . P o s i t i o n MN1. T r / - S i s t h e o r d i n a l p o s i t i o n of node i , one of 
i-»K(l) v 
t h e nodes a d j a c e n t t o node 1 , i n K ( l ) . T h e r e f o r e , MN1. T r / l N = 1 , . . . . 
J l ^ K ( l ) ' 
M l ( l ) . 
j = 1 , MN1 = 1 , . ' . L = a * ( j - 1) + MN1 = 1 . AF(1) = A F ' ( M 2 ( 1 ) , 1) 
MN1 = 2 , . " . L = a * ( j - 1) + MN1 = 2 . AF(2) = A F ' ( M 2 ( 2 ) , 1) 
MN1 = M l ( l ) L = a * ( j - 1) + MN1 = M l ( l ) . AF(M2(1) = AF' 
( M 2 ( M l ( l ) , 1 ) . 
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A r r a y AF' i s a t w o - d i m e n s i o n a l a r r a y w i t h e l e m e n t s r e p r e s e n t i n g 
t h e f low on each l i n k . 
N e x t , c o n s i d e r t h e node j , j = 2 , as t h e r e f e r e n c e n o d e . The n e x t 
Ml(2) p o s i t i o n s i n M2 s t o r e t h e node number of a l l t h e nodes a d j a c e n t 
t o node 2 . P o s i t i o n MN1 i s t h e o r d i n a l p o s i t i o n of node i , one of 
t h e nodes a d j a c e n t of node 2 , i n K ( 2 ) . T h e r e f o r e , MNI. T r / 0 . = 1 , 
M l ( 2 ) . 
j = 2 . MNI = 1 . " . L = a x ( j - 1) 
(M2(ml( l ) 
M2(M1(1) + 1) K(2) 
MNI = 2 . . " . L = a x ( j - 1) 
(M2(m2(l) 
M2(M2(1) + 2) K(2) 
MNI = Ml(2) . " . L = a x ( j - 1) 
M ] ( l ) , 2) 
M2(M2(1) + Ml(2) K(2) 
+ MNI = a + 1 . AF(a + 1) = AF' 
+ 1 ) , 2 ) . 
+ MNI = a + 2 . AF(a + 1 ) = AF ? 
+ 2 ) , 2 ) . 
+ MNI = a + M l ( 2 ) . AF(a + M2(2) = 
I n t h i s manner we s e q u e n t i a l l y t r a n s f e r t h e f low on t h e o n e - d i m e n s i o n a l 
a r r a y AF t o t h e t w o - d i m e n s i o n a l a r r a y A F ' . 
The p r o b e l m i s now t o i d e n t i f y when t h e r e f e r e n c e node c h a n g e s . 
T h i s t a s k i s f a c i l i t a t e d by a p a r a m e t e r k t h a t i s u sed a s a c o u n t e r . When 
k i s e q u a l t o M l ( j ) , a l l d i r e c t l i n k s t o node j h a v e b e e n c o n s i d e r e d and 
j + 1 i s t h e n e x t r e f e r e n c e node t o be s c a n n e d . The p r o c e s s s t a r t s w i t h 
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node 1 and c o n t i n u e s u n t i l a l l N nodes h a v e been c o n s i d e r e d a s r e f e r e n c e 
n o d e . 
I n t h i s manner , we can r e l a t e t h e f low d i s t r i b u t i o n from a o n e -
d i m e n s i o n a l a r r a y AF to a c o r r e s p o n d i n g t w o - d i m e n s i o n a l e x p r e s s i o n a s i n 
F i g u r e 14 . 
We know t h e flow on each l i n k from t h e o n e - d i m e n s i o n a l a r r a y . 
From M8, we know t h e t y p e of t h e roadway o r guideway each l i n k r e p r e s e n t s . 
The speed on t h e l i n k f o r t h e p r e s e n t f low can be found by u s i n g t h e 
s p e e d - f l o w r e l a t i o n s h i p f o r t h i s t y p e of r o a d . The d i s t a n c e of each l i n k 
d i v i d e d by t h e t r a v e l s p e e d p l u s t t h e d e l a y i n t h e i n t e r s e c t i o n i s t h e 
t r a v e l t ime f o r u s i n g t h i s l i n k . Now, u s i n g t h e knowledge of t h e c o r r e s ­
pondence be tween t h e o n e - d i m e n s i o n a l e x p r e s s i o n and t w o - d i m e n s i o n a l e x ­
p r e s s i o n , we t r a n s f e r t h e t r a v e l t i m e t o a t w o - d i m e n s i o n a l a r r a y which i s 
ou r new u p d a t e d c o s t m a t r i x AA. The p r o c e d u r e comes from u s i n g t h e l i n e a r 
a r r a y s Ml, M2 and MD, and w i l l b e c l e a r l y d e m o n s t r a t e d by t h e f low c h a r t 
i n F i g u r e 1 5 . 
T e c h n i q u e To F i n d The S h o r t e s t P a t h s 
T h i s w i l l b e d i s c u s s e d s e p a r a t e l y on t h e C h a p t e r of S h o r t e s t P a t h 
A l g o r i t h m . 
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^ DO J = l , N 
Kl = 0 
^ K l = Kl + 1 
M7 (K1)=M2(II) 
MN(I , J )=OR(MN(I , J ) ,1000B) 
MN(I ,J )=OR(MN(I ,J ) ,2000B) 
MM(I , J )=OR(MN(I , J ) ,3000B) 
MN(I ,J )=OR(MN(I ,J ) ,400OB)M 
MN(I , J )=OR(MN(I , J ) ,5000B) 
M N ( I , J ) = O R ( M N ( I , J ) , 6000B 
a new MN(I,T) 
h a s been c o n s t r u c t e d 
F i g u r e 1 1 . Flow C h a r t Of The C o n s t r u c t i o n Of A New MN A r r a y . 
Each demand p a i r 
h a s been a s s i g n e d 
t o t h e l i n k s on 
t h e s h o r t e s t p a t h s . 
No 
I I = 0 
DO I <L,N 
K4 = 0 
K4=K4 + 1 
11=11+1 
K1=M5(II) 
J l = Kl 
K l = a n d ( M N ( I , J ) , 777B) 
M N l = S h i f t ( A n d ( M N ( I , J ) . 7 0 0 0 B ) , - 9 ) 
K2=6*(J1-1)+MN1 
AF(k2)=AF(k2)+M6(II ) 
F i g u r e 1 2 . Flow C h a r t Of The Ass ignment Of Demand 
To The L inks On The S h o r t e s t P a t h . 
BO J=l, N 
No 
Figure 14. Flow Chart Of The Conversion Of Flow 
Distribution From A One-Dimensional Array AF 
To A Two-Dimensional Array. 
54 
^ DO J = l , N 
K = 0 
K=K + 1 
No 
11=11+1 
L = a x ( J - 1) + K 
J1=M8(I I ) i s t h e t y p e of r o a d of l i n k ( M 2 ( z z ) , J ) 
A9(M8( I I ) ) i s t h e number of l a n e s of l i n k 
( M 2 ( I I ) , J ) . AF1=AF(L) /A9(M8(I I ) ) number of 
[ v e h i c l e s p e r l a n e on l i n k ( M 2 ( z z ) , J ) . 
Use s p e e d - f l o w r e l a t i o n s h i p , f u n c t i o n 1 
f o r r o a d t y p e 1 . AS=F1(AF1) 1 
Use s p p e d - f l o w r e l a t i o n s h i p , f u n c t i o n 2 
f o r road t y p e 2 . AS=F2(AF1) 
& 
( A A ( M 2 ( I I ) , J)=MD ( I I ) / A S + F lO(AFl) 
F i g u r e 1 5 . Flow C h a r t Of The U p d a t i n g Of Cos t M a t r i x AA 
Based On The Flow D i s t r i b u t i o n S t o r e d In A O n e - D i m e n s i o n a l AF A r r a y . 
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CHAPTER V 
SHORTEST PATH ALGORITHM 
I n t r o d u c t i o n 
S h o r t e s t p a t h a l g o r i t h m s a r e of v i t a l i m p o r t a n c e i n s o l v i n g nume­
r o u s t r a n s p o r t a t i o n p rob lems ( e s p e c i a l l y t r a f f i c a s s i g n m e n t p r o b l e m s ) . A 
g r e a t d e a l of e f f o r t s have been made t o make t h e a l g o r i t h m as e f f i c i e n t 
a s p o s s i b l e . I n t h i s t h e s i s , a new a l g o r i t h m i s p r e s e n t e d b a s e d on t h e 
improvement of t h r e e o t h e r a l g o r i t h m s d e v i s e d d u r i n g t h i s i n v e s t i g a t i o n . 
T h i s a l g o r i t h m w i l l be shown t o be more e f f i c i e n t t h a n o t h e r m a t r i x m e t h ­
ods of s h o r t e s t p a t h a l g o r i t h m s . 
The s h o r t e s t p a t h a l g o r i t h m may be summarized i n a number of w a y s : 
1. F ind t h e s h o r t e s t p a t h from one node t o a n o t h e r n o d e . 
2. F i n d t h e s h o r t e s t p a t h from one node t o a l l o t h e r n o d e s . 
3. F i n d t h e s h o r t e s t p a t h s be tween a l l p a i r s of n o d e s . 
F o l l o w i n g w i l l b e a b r i e f d i s c u s s i o n of d e f i n i t i o n s p e c u l i a r t o t h e 
s h o r t e s t p a t h p r o b l e m . 
A p a t h of node p a i r ( i , j ) i s a s e q u e n c e of l i n k s i j k ^ j k ^ j k ^ j k ^ , j , 
s t a r t i n g w i t h node i and e n d i n g w i t h node j . 
The l e n g t h of a p a t h i s t h e summation of t h e l e n g t h s of a l l l i n k s 
i n t h e p a t h . 
d . . = d + d, + d. + d 
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The s h o r t e s t p a t h f o r node p a i r ( i , j ) i s one of t h e p o s s i b l e p a t h s 
from i t o j w i t h t h e s m a l l e s t l e n g t h . T h i s can b e d e f i n e d w i t h t h e f o l ­
l owing r e c u r s i v e r e l a t i o n s h i p : 
* * 0 
d . . = min (d + d, . ) 
1 3 keK(j) l k k j 
A back node i s t h e node p r e c e d i n g t h e end node on a s h o r t e s t p a t h . 
I n o r d e r t o d e s i g n a t e nodes a l o n g t h e s h o r t e s t p a t h , t h e f o l l o w i n g e x ­
ample w i l l i l l u s t r a t e how t h e s h o r t e s t p a t h i s i n d i c a t e d . 
C o n s i d e r t h e f o l l o w i n g i n f o r m a t i o n : 
b n ( i , j ) = k^ means t h a t t h e s h o r t e s t p a t h from i t o j p a s s e s node 
k_ b e f o r e r e a c h i n g i . d . = d._ + d, . . 
2 i j i k 2 k 2 J 
b n ( i , k 2 ) = k^ means t h a t t h e s h o r t e s t p a t h from i t o k^ p a s s e s * j'c 
node k_ b e f o r e r e a c h i n g k_, d . , = d. , + d, , 
1 2 i k 2 i k ^ k l 2 
b n ( i , k ^ ) = i means t h a t t h e s h o r t e s t p a t h from i t o k^ p a s s e s node 
i b e f o r e r e a c h i n g k _ , d . . = d . . + d._ . 
i ik 1 ii i k l 
Knowing t h i s , t h e s h o r t e s t p a t h from node i t o node j must be i - k ^ - k 2 - j . 
P r e v i o u s R e s e a r c h 
T h e r e a r e two main t y p e s of a l g o r i t h m s f o r comput ing t h e s h o r t e s t 
p a t h s b e t w e e n many n o d e s : 
1 . T r e e b u i l d i n g a l g o r i t h m s , and 
2 . M a t r i x a l g o r i t h m s . 
I n a t r e e b u i l d i n g a l g o r i t h m , t h e s h o r t e s t p a t h from one node t o 
a l l o t h e r nodes i s g e n e r a t e d a s a t r e e . I t can be u s e d t o f i n d t h e 
s h o r t e s t p a t h s from N o r i g i n s t o many d e s t i n a t i o n s by r e p e a t i n g t h e 
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a l g o r i t h m N t i m e s . The a d v a n t a g e i s t h a t i t i s o n l y n e c e s s a r y t o keep 
one t r e e a t a t i m e i n s t o r a g e . 
I n a m a t r i x a l g o r i t h m t h e l e n g t h s of e ach l i n k o r t h e s h o r t e s t 
d i s t a n c e f o r e a c h node p a i r a r e s t o r e d i n t h e form of a m a t r i x . The 
s h o r t e s t p a t h s be tween a l l nodes a r e o b t a i n e d s i m u l t a n e o u s l y once t h e 
f i n a l d i s t a n c e m a t r i x h a s been u p d a t e d . 
S e l e c t i o n of a p a r t i c u l a r a l g o r i t h m u s u a l l y depends on t h e s p e c i ­
f i c c h a r a c t e r i s t i c s of each p r o b l e m . 
Two of t h e most e f f i c i e n t m a t r i x a l g o r i t h m s a r e t h o s e d e v i s e d by 
Floyd'" 7 " ' and D a n t z i g ^ . 
The A l g o r i t h m Of F loyd 
Given a n e t w o r k of N n o d e s , numbered a r b i t r a r i l y from 1 t o N, we 
l e t an NxN m a t r i x r e p r e s e n t t h e d i s t a n c e s b e t w e e n e a c h node p a i r . I f 
an a r c e x i s t s b e t w e e n node i and node j , d r e p r e s e n t s t h e l e n g t h of t h e 
a r c . I f no a r c e x i s t s be tween node i and node i , d . . = °°. For a l l i e N , 
d .^ = 0. S t a r t i n g w i t h t h e NxN m a t r i x of d i r e c t d i s t a n c e s , t h e F loyd p r o ­
c e d u r e b u i l d s o p t i m a l p a t h s by i m p r o v i n g t h e m a t r i x N t i m e s . I n each 
i t e r a t i o n i t c o n s i d e r s a new node a s an i n t e r m e d i a t e n o d e . The ( k + l ) t h 
m a t r i x i s c o n s t r u c t e d from t h e k t h m a t r i x by c o n s i d e r i n g node (k+1) a s t h e 
i n t e r m e d i a t e node and s a t i s f y i n g t h e f o l l o w i n g f o r m u l a : 
, ( k + l ) , r , (k) , (k) (k) , _ • X T * AT 
d . . = Mm [ d . . , d . , , , + d. , . . ] f o r a l l i eN , j£N 
i l k + 1 i J 1 . k + 1 k+1, j J 
I f a s h o r t e r p a t h i s d e t e c t e d by c o n s i d e r i n g node (k+1) a s t h e i n t e r ­
m e d i a t e n o d e , t h e back node f o r t h e s h o r t e s t p a t h be tween node p a i r ( i , j ) 
58 
DO k = 1, N 
DO i = 1, N 
DO j = 1, N 
Figure 16. Flow Chart Of The Floyd's Algorithm. 
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i s t h e same a s t h e back node of node p a i r ( k + 1 , j ) . The s h o r t e s t d i s -
(N) 
t a n c e f o r node p a i r ( i , j ) i s d . S i n c e t h e r e a r e N i n t e r m e d i a t e nodes 
t o b e c o n s i d e r e d , f o r each i n t e r m e d i a t e node n , when i = n , j=n o r j = i , no 
i n s p e c t i o n i s n e e d e d . T h e r e f o r e , t h e t o t a l number of a d d i t i o n s and com­
p a r i s o n s i s N ( N - l ) ( N - 2 ) . 
The A l g o r i t h m Of D a n t z i g 
D a n t z i g ' s scheme g e n e r a t e s s u c c e s s i v e m a t r i c e s of i n c r e a s i n g s i z e . 
The k t h i t e r a t i o n p r o d u c e s a KxK m a t r i x whose e l e m e n t s a r e t h e s h o r t e s t 
d i s t a n c e s c o n n e c t i n g node i and node j , i = l . . . k , j = l . . . k , w i t h p o s s i ­
b l e i n t e r m e d i a t e node k , k = l . . . k . The ( k + 1 ) t h i t e r a t i o n c o n s i d e r s 
node (k+1) a s t h e i n t e r m e d i a t e n o d e . The e l e m e n t s of t h e (k+1)x (k+1) 
m a t r i x a r e u p d a t e d a s f o l l o w s : 
1 . Compute f ° r • • •> k by 
, (k+1) _ r (k) , , (0) , d . i • i = mm [a. + am , M . 
± i k 1 m = 1 . . . k 1 » m > k + 1 
2. Compute d ^ k + ^ ^ f o r j = l , k by 
d- , . = mm [d. , 1 + d . ] k + 1 , j -| , k + 1 , m m, i ' J m=l . . . k ' J 
(k+1) 
3 . Compute d ^ f o r i = l , k , j = l , k by 
, ( k + l ) . r , ( k ) , (k+1) ( k + 1 ) , 
d i j [ d U ' ' i , k + l + d k + l , j ] 
(N) (k+1) The s h o r t e s t d i s t a n c e f o r node p a i r ( i , j ) i s d . . . The re a r e k d . , ' s , 
X J X , K r r l 
2 
each one n e e d i n g k a d d i t i o n s and c o m p a r i s o n s ; t h e r e f o r e , k a d d i t i o n s 
(k+1) and c o m p a r i s o n s a r e needed f o r t h e d e t e r m i n a t i o n of d . , , , , i = l , . . . k o r x , k+1 
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d k + l , j ' • • • • k * 
(k+1) 
When i = i , d. . does n o t need t o b e i n s p e c t e d . T h e r e a r e 
i , J 
( k ) x ( k - l ) a d d i t i o n s and c o m p a r i s o n s f o r t h e e v a l u a t i o n of d f k +l\ 
i = l . . . k , j = l k . T h e r e f o r e , t h e t o t a l number of a d d i t i o n s and 
c o m p a r i s o n s i s 
N _ 1 ' 2 ) 
Z ^2k + ( k ) ( k - 1)> = N(N - 1) 
k=0 * } 
Hence , t h e a l g o r i t h m s of F loyd and D a n t z i g have t h e same e f f i c i e n c y . 
A New S h o r t e s t P a t h A l g o r i t h m 
The o b j e c t i v e i s t o f i n d t h e s h o r t e s t p a t h s b e t w e e n a l l p a i r s of 
nodes such t h a t : 
1 . D i s t a n c e s a r e n o n n e g a t i v e , d . . > 0 . 
2 . D i s t a n c e s a r e n o t n e c e s s a r i l y s y m m e t r i c , d . . ^ d . . . 
i l J i 
I n s t e a d of d e f i n i n g t h e s h o r t e s t d i s t a n c e a s : 
d. . = Min [ d M + d. . ] , 
1 3 ksN l k k 3 
i n t h e new a l g o r i t h m i t w i l l b e d e f i n e d a s f o l l o w s : 
* * (0) 
d . . = Min [d-v + • ] ^ o r e v e r Y i> j» i ^ j 
1 3 k e K ( j ) l k k 3 
d. . = 0 i f i = j . 
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T h i s d e f i n i t i o n a l s o forms t h e b a s i c o p e r a t i o n f o r comput ing t h e s h o r t ­
e s t p a t h . 
F o l l o w i n g w i l l b e a b r i e f d i s c u s s i o n of t h e deve lopmen t of fou r 
a l g o r i t h m s , e ach one b e i n g an improvement o v e r t h e p r e v i o u s o n e . 
The F i r s t A l g o r i t h m 
S t a r t w i t h t h e NxN d i s t a n c e m a t r i x whose e l e m e n t d . . r e p r e s e n t s 
t h e l e n g t h of t h e a r c . I f t h e r e i s a d i r e c t a r c c o n n e c t i n g node i and 
node i , d . . < 0 0 . I f t h e r e i s no a r c c o n n e c t i n g node i and node i , d . . = 
0 0 and d = 0 , f o r a l l i eN . For each node p a i r ( i , j ) , t r y a l l k , keN 
o o 
as i n t e r m e d i a t e n o d e s . Le t d . . = min ( d . , + d ) . When e v e r y node 
p a i r h a s been examined o n c e , we c l a i m t h a t an i t e r a t i o n h a s been p e r -
1 ° 2 formed. I f any d . . £ d . . a n o t h e r i t e r a t i o n i s n e c e s s a r y . Le t d . . = i j i j J i j 
1 1 2 1 min ( d . , + d ) . I f any d . . ^ d . . , p e r f o r m a n o t h e r i t e r a t i o n . By t h e 
k£N 1 J 1 J 1 J £+1 £ * I t i m e we have d . . = d . . f o r a l l i , i eN, t h e d . . = d . . f o r a l l i , i eN. 
i j i j i j i j 
The s h o r t e s t d i s t a n c e f o r each node p a i r h a s t h u s been d e t e r m i n e d . 
T h i s may b e i l l u s t r a t e d i n t h e f o l l o w i n g example , which shows 
t h a t t h e s h o r t e s t p a t h f o r any node p a i r ( i , j ) can b e o b t a i n e d i n a f i ­
n i t e number of i t e r a t i o n s . 
Suppose t h e s h o r t e s t p a t h f o r node p a i r ( i , j ) i s i - k ^ - k ^ - k . 
I n t h e f i r s t i t e r a t i o n : t h e e x a m i n a t i o n of node p a i r ( i , k 2 ) , w i t h k^ 
a s i n t e r m e d i a t e n o d e , i s one of t h e M ( n - l ) ( N - 2 ) e x a m i n a t i o n s . T h e r e f o r e , 
we o b t a i n d . , = d . . + d. , . 
2 1 1 1 2 
C o n t i n u i n g t h e f i r s t i t e r a t i o n : The e x a m i n a t i o n of node p a i r 
( k 0 , i ) w i t h k 0 a s i n t e r m e d i a t e node i s a l s o one of t h e N ( N - l ) ( N - 2 ) e x a m i -2 J 3 
5% * ii 
n a t i o n s . T h e r e f o r e , we o b t a i n d. . = d, , + d. . . 
i 2 3 k 2 k 3 k 3 J 
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I n t h e s econd i t e r a t i o n : The e x a m i n a t i o n of node p a i r ( i , j ) w i t h 
as i n t e r m e d i a t e node i s one of t h e N ( N - l ) ( N - 2 ) e x a m i n a t i o n s . S i n c e 
d r 1 and d, . a r e known from t h e f i r s t i t e r a t i o n , we o b t a i n d . . = i k ? k J i j 
d . . + d. . . 
i k ^ k ^ j 
In o t h e r w o r d s , t h e s h o r t e s t p a t h f o r node p a i r ( i , j ) can be o b ­
t a i n e d i n 2 i t e r a t i o n s . 
The p r o c e d u r e f o r t h e f i r s t method i s a s f o l l o w s : 
1 . The s e q u e n c e of node p a i r s b e i n g examined i s i n rowwise o r d e r : 
( 1 , 1 ) ( 1 , 2 ) ( 1 , 3 ) . . . ( 1 , N ) , ( 2 , 1 ) ( 2 , 2 ) ( 2 , 3 ) . . . ( 2 , N ) ( 3 , 1 ) . . . 
(3 ,N) . . . ( N , 1 ) ( N , 2 ) . . . (N ,N) . 
2 . S e l e c t t h e f i r s t node p a i r ( i , j ) i n t h e s e q u e n c e . 
3 . Compare d . . w i t h d + d, . f o r a l l keN. 
i j l k kj 
I f d . . > d , + d, . f o r some keN, l e t d = d . , + d, . , 
13 i k kj i j l k k j 
b n ( i , j ) = b n ( k , j ) . 
I f d. . < d . + d, . , d . . r e m a i n s unchanged , i j - i k k j i j 
4 . S e l e c t t h e n e x t node p a i r ( i ' , j ' ) i n t h e s e q u e n c e . 
5 . Do t h e c o m p a r i s o n s a s i n 3 f o r a l l keN. 
6. A f t e r e v e r y node p a i r ( i , j ) h a s been examined , one i t e r a t i o n 
i s c o m p l e t e d . De t e rmine i f any s h o r t e r d i s t a n c e was found f o r any 
node p a i r . I f s o , go b a c k t o 2 . Examine e v e r y node p a i r once 
a g a i n . I f a s h o r t e r d i s t a n c e can n o t be found , t h e d . , f s i n t h e 
IK 
p r e s e n t m a t r i x a r e t h e s h o r t e s t d i s t a n c e s f o r e ach node p a i r . 
The f low c h a r t of t h i s method i s shown i n F i g u r e 1 7 . From F i g u r e 
16 and F i g u r e 17 we can s e e t h a t F l o y d ' s a l g o r i t h m examines a l l ( i , j ) 
p a i r s f o r each k a s an i n t e r m e d i a t e n o d e . T h i s a l g o r i t h m examines a l l k 
i n t e r m e d i a t e nodes f o r each ( i , j ) p a i r . 
Figure 17. Flow Chart Of The First 
Shortest Path Algorithm. 
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An example f o r f i n d i n g t h e s h o r t e s t p a t h i s as f o l l o w s : s u p p o s e 
t h e s h o r t e s t p a t h f o r node p a i r ( 1 , 2 ) i s 1 - 3 - 4 - 5 - 2 . 
The s e q u e n c e of node p a i r s t o be examined i s f i x e d a s ( 1 , 1 ) , ( 1 , 2 ) , 
( 1 , 3 ) , ( 1 , 4 ) , ( 1 , 5 ) , ( 2 , 1 ) , ( 2 , 2 ) , ( 2 , 3 ) , ( 2 , 4 ) , ( 2 , 5 ) , ( 3 , 1 ) , ( 3 , 2 ) , 
( 3 , 3 ) , ( 3 , 4 ) , ( 3 , 5 ) , ( 4 , 1 ) , ( 4 , 2 ) , ( 4 , 3 ) , ( 4 , 4 ) , ( 4 , 5 ) , ( 5 , 1 ) , ( 5 , 2 ) , 
( 5 , 3 ) , ( 5 , 4 ) , ( 5 , 5 ) . S i n c e t h e e x a m i n a t i o n of node p a i r ( 1 , 2 ) comes b e ­
f o r e t h e e x a m i n a t i o n of node p a i r s ( 1 , 3 ) , ( 3 , 2 ) , ( 1 , 4 ) , ( 4 , 2 ) , ( 1 , 5 ) , 
* * * * * * 
( 5 , 2 ) i n each i t e r a t i o n , d ^ , d.^* ^ 4 ' ^ 4 2 ' ^15* ^52 "*"S n C > t k n o w n a t t * i e 
t i m e t h e node p a i r ( 1 , 2 ) i s examined i n t h e f i r s t i t e r a t i o n . 
* * * 
The s h o r t e s t p a t h f o r ( 1 , 2 ) i s e i t h e r e q u a l t o d ^ + d ^ > ^yi + 
* * * * * * * * 
d 0 0 , d_ _ + d _ 0 , d. . + d . „ o r d i c + d c o . T h e r e f o r e , d_ 0 i s n o t o b t a i n e d 22 13 32 14 42 15 52 12 
i n t h e f i r s t i t e r a t i o n . 
* * 
From t h i s e x a m p l e , we can s e e t h a t b o t h d . , and d, . f o r any keN 
i k k j * 
must be known i n advance b e f o r e d . can b e e v a l u a t e d , which i s t h e main 
i j 
r e a s o n why i t i s u s u a l l y n o t p o s s i b l e t o g e t t h e s h o r t e s t p a t h f o r e v e r y 
node p a i r i n t h e f i r s t i t e r a t i o n . The node number i n t h e p a t h a f f e c t s 
t h e s e q u e n c e of e x a m i n a t i o n , and i s t h u s a f a c t o r i n d e t e r m i n i n g t h e 
number of i t e r a t i o n s needed t o f i n d t h e s h o r t e s t p a t h . The t o t a l number 
of a d d i t i o n s and c o m p a r i s o n s i n t h e a l g o r i t h m i s 
N(N - 1) (N - 2 ) (number of i t e r a t i o n s ) . 
I t i s c l e a r t h a t t h e f i r s t method i s d e f i n i t e l y i n f e r i o r t o t h e method of 
F loyd and D a n t z i g . 
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The Second A l g o r i t h m 
S t a r t w i t h t h e NxN d i s t a n c e m a t r i x . For e a c h node p a i r ( i , j ) , 
t r y o n l y t h e n o d e s a d j a c e n t t o j a s i n t e r m e d i a t e n o d e s ; t h a t i s , a l l 
k £ K ( j ) . Check t o s e e i f d . . > d . , + d, . f o r e ach ke :K( j ) . I f any s h o r t e r 
i j i k k j 
r o u t e i s found i n t h i s i t e r a t i o n , a n o t h e r i t e r a t i o n i s n e e d e d . O t h e r w i s e 
t h e s h o r t e s t p a t h f o r a l l node p a i r s h a s b e e n o b t a i n e d . I n f a c t , t h i s a l 
g o r i t h m combines some of t h e i d e a s of t r e e b u i l d i n g a l g o r i t h m and m a t r i x 
a l g o r i t h m . 
The a d v a n t a g e of t h i s a l g o r i t h m depends on an e f f i c i e n t way of 
s e a r c h i n g t h e nodes a d j a c e n t t o each d e s t i n a t i o n node j . T h r e e one-d imen 
s i o n a l a r r a y s , Ml, M2 and MD a r e u s e d t o r e p r e s e n t t h e i n p u t d a t a d e s ­
c r i b i n g t h e n e t w o r k . The f i r s t M l ( l ) p o s i t i o n s i n M2 and MD s t o r e t h e 
nodes a d j a c e n t t o node 1 , and t h e l i n k l e n g t h s be tween t h e s e nodes t o nod 
1 . The n e x t Ml(2) p o s i t i o n s i n M2 and MD s t o r e t h e nodes a d j a c e n t t o nod 
2 and t h e l i n k l e n g t h s be tween t h e s e nodes t o node 2 . The s e q u e n c e of 
node p a i r s t o b e examined i s a s f o l l o w s : ( 1 , 1 ) , ( 1 , 2 ) , ( 1 , 3 ) ( 1 , N ) , 
( 2 , 1 ) ( 2 , N ) , ( 3 , 1 ) ( 3 , N ) , ( N , l ) , (N,2) (N ,N) . The d e s t i ­
n a t i o n nodes i n t h i s s e q u e n c e come ou t i n o r d e r f o r each o r i g i n node i . 
T h e r e f o r e , t h e nodes a d j a c e n t t o t h e s e d e s t i n a t i o n nodes can be p i c k e d 
o u t one by one i n M2. The d i s t a n c e be tween t h e a d j a c e n t node t o t h e d e s ­
t i n a t i o n node can a l s o be p i c k e d o u t s u c c e s s i v e l y i n MD. An i n d e x I I i s 
u s e d t o d e s i g n a t e t h e p o s i t i o n of an a d j a c e n t node i n M2 and i t s c o r r e s ­
p o n d i n g l i n k l e n g t h i n MD. Each t i m e t h e i n d e x I I i s i n c r e a s e d by 1 , 
a n o t h e r a d j a c e n t node and t h e l i n k l e n g t h be tween t h i s node t o t h e d e s t i ­
n a t i o n node i s o b t a i n e d by M2(I I+1) and MD(I I+1) . A p a r a m e t e r k i s u sed 
t o t e l l when t h e nodes a d j a c e n t t o a d e s t i n a t i o n h a v e been c o n s i d e r e d . 
6 6 
10 = 1 
DO I * = 1 , N 
I I = = 0 
DO J = = 1 , N 
K = 0 
K = K + 1 
I I = I I + 1 
I 
K = M 2 ( I I ) 
b . .=M3(I I ) 
b . . = b ^ + b . . 1.1 i k k j 
b n ( i , j ) = K 






Do A n o t h e r 
i t e r a t i o n 
A l l s h o r t e s t 
p a t h s have 
b e e n found . 
F i g u r e 1 8 . Flow C h a r t Of The Second New S h o r t e s t P a t h A l g o r i t h m . 
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When k i s e q u a l t o M l ( j ) , t h e n a l l nodes a d j a c e n t t o node j h a v e b e e n 
c o n s i d e r e d , and j + 1 i s t h e n e x t d e s t i n a t i o n n o d e , where Ml ( j+1 ) a d j a c e n t 
nodes a r e s t o r e d i n p o s i t i o n s from 
M l ( l ) + Ml(2) + . . . + M l ( j ) + 1_ t o 
M l ( l ) + Ml(2) + . . . + M l ( j ) + M l ( j + 1) i n M2. 
The p r o c e d u r e f o r t h e s econd method i s as f o l l o w s : 
1 . The s e q u e n c e of node p a i r s b e i n g examined i s i n rowwise o r d e r 
( 1 , 1 ) , ( 1 , 2 ) , ( 1 , 3 ) . . . ( 1 , N ) , ( 2 , 1 ) , ( 2 , 2 ) . . . ( 2 , N ) , ( 3 , 1 ) . . . 
(3 ,N) . . . ( N , l ) , (N,2) . . . (N ,N) . 
2 . Fo re each node p a i r ( i , j ) , s e a r c h a l l t h e a d j a c e n t nodes of j 
t h a t i s , e v e r y k e K ( j ) . 
3 . Compare d . . w i t h d . , + d^?^ f o r each k e K ( i ) . 
i j i k k j J 
I f d . . > d . , + d , ( 0 ) f o r some k e K ( j ) , l e t d. . = d , + d , ( 0 ) i j i k kj J i j i k k j 
b n ( i , j ) = k . 
I f d . < d , + d r e m a i n s unchanged , 
i j - i k k j i j 
4 . A f t e r e v e r y node p a i r ( i , j ) i , j e N i ^ j h a s been examined , d e ­
t e r m i n e i f any s h o r t e r d i s t a n c e was found f o r any node p a i r . I f 
s o , a n o t h e r i t e r a t i o n i s n e c e s s a r y . I f n o t , t h e d . . ' s i n t h e 
p r e s e n t d i s t a n c e m a t r i x a r e t h e s h o r t e s t d i s t a n c e s f o r each node 
p a i r . 
The f low c h a r t of t h i s method i s shown i n F i g u r e 1 8 . 
P roo f Of O p t i m a l i t y . The a l g o r i t h m s t o p s when d . . < d . , + d, . 
z z. o r i j — i k k j 
keK( j ) f o r e v e r y node p a i r ( i , j ) . 
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1. F i r s t , we p r o v e t h a t t h e s h o r t e s t p a t h s found i n t h i s method 
were r e a l l y t h e s h o r t e s t p a t h s . 
Suppose a s h o r t e s t p a t h f o r node p a i r ( i , j ) h a s been found by ou r 
a l g o r i t h m and t h i s d i s t a n c e i s d . Suppose t h e r e i s a n o t h e r p a t h f o r 
node p a i r ( i , j ) , ( i - k ^ ' - k ^ ' - k ^ ' - . . . - k ^ ' - k ) which i s s h o r t e r b u t h a s n o t 
been found by ou r a l g o r i t h m . The d i s t a n c e i s 
d i - i ' = d i k ' + d k T k ' + d k ' k ' + * 
il l k 0 k 0 1 kl k 2 m 
A c c o r d i n g t o t h e s t o p p i n g c r i t e r i a , t h e f o l l o w i n g r e l a t i o n must be 
t r u e . 
M i n idik + dki ( f o r a 1 1 n o d e p a i r (i>J)> i e N> 
S i n c e , d . . < d , t + d i j - i k ' k ' j m m 
. ' . d . . - d , < d, , . 1 i j i k - k ' j m m 
S i n c e d , < d . . f + d. . , . i k . - i k ' k ' , k ' m m-1 m-1 m 
• ' • d i k - " d i k - i d k - , k 2 
m m-1 m-1 m 
S i n c e d . k , < d . k , + d k , k . 
'• d " i " d " o - \K 
S i n c e d . , , < d + d 
l k 0 " 1 1 i k 0 
• ' • d i k » " 0 1 d m. 
l k o l k 0 
7 0 
Then a d d i n g e q u a t i o n s 1 t h r o u g h m, and c a n c e l i n g l i k e t e r m s , we have 
U l k 0 V l k l k 2 k 2 k 3 V 1 J 
T h e r e f o r e , no p a t h c o n n e c t i n g node i and node j i s s h o r t e r t h a n t h e 
s h o r t e s t p a t h found by o u r a l g o r i t h m . Hence , t h e p a t h s found by our 
a l o g r i t h m a r e i n d e e d t h e s h o r t e s t p a t h s . 
Second , we p r o v e t h a t e v e r y s h o r t e s t p a t h i s a b l e t o be found by 
ou r a l g o r i t h m . For any node p a i r ( i , j ) i n t h e n e t w o r k , s u p p o s e t h e 
s h o r t e s t p a t h f o r t h i s node p a i r i s (k ,k , . ,k._ ,k_ . . . k , j ) . We now p r o v e 
0 1 / m 
t h a t i t w i l l be found b e f o r e our a l g o r i t h m s t o p s . 
The s h o r t e s t p a t h from node i t o node k~ i s d . The s h o r t e s t p a t h 
0 i k Q 
from node k n t o node k i s d , , e t c . I f t h e p r e v i o u s s t a t e m e n t s a r e n o t U 1 k Q k 1 
t r u e t h e n ou r a s s u m p t i o n t h a t ( i j k ^ j k . . . k , j ) i s t h e s h o r t e s t p a t h f o r 
U 1 m 
node p a i r ( i , j ) w i l l be worng . 
By m a t h e m a t i c a l i n d u c t i o n t h e p r o o f f o l l o w s : 
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. * . d* = d* + d, , i s t h e s h o r t e s t p a t h from node i t o node k- t h a t 
l ki l ko koki 1 
can be found i n t h e f i r s t i t e r a t i o n . 
S i n c e t h e r e i s a s h o r t e r r o u t e found i n t h i s i t e r a t i o n , t h e r e w i l l 
be a n o t h e r i t e r a t i o n f o l l o w i n g t h i s i t e r a t i o n . 
When n = 2 : 
d. , = Min Jd + A . 
l k 2 k c K ( k 2 ) | l k k k 2 
and k ^ e K ( k 2 ) . 
S i n c e d* has been found , d* + d, . ( t h e s h o r t e s t d i s t a n c e 
i k ^ ^±2 
from node i t o node k^) w i l l be found b e f o r e t h e end of t h e n e x t i t e r a t i o n 
A f t e r t h e s h o r t e s t r o u t e d*^ i s found , t h e a l g o r i t h m w i l l p e r f o r m one 
more i t e r a t i o n . 
When n=m, m > 2 : 
We know t h a t t h e number of i t e r a t i o n s needed t o f i n d d* i s l e s s 
i k 
m 
t h a n one p l u s t h e number of i t e r a t i o n s needed t o f i n d d* i k .. m-1 
When n=m+l: 
We know t h a t t h e a l g o r i t h m w i l l p e r f o r m one more i t e r a t i o n a f t e r 
d* i s found , i k m 
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. . d = Min d + d d 
* 1 , k m + l k e K ( k . - ) i k k m+l m+1 
and k eK(k , , ) . m m+l 
S i n c e d* . i s found , d . , + d, . ( t h e s h o r t e s d i s t a n c e from i , k IK k k m m m m+l 
node i t o node k w i l l be found b e f o r e t h e end of t h e n e x t i t e r a t i o n , m+l 
Tha t i s t o s a y , d* can b e found b e f o r e t h e a l g o r i t h m s t o p s . T h e r e -
1 , k m + l 
f o r e , t h e s h o r t e s t p a t h from i t o j w i l l be found by t h i s a l g o r i t h m . 
The improvement of t h i s a l g o r i t h m e l i m i n a t e s t h e n e c e s s i t y of 
making a d d i t i o n s and c o m p a r i s o n s f o r many u s e l e s s k ' s . A l though t h e r e 
may be an i n c r e a s e i n t h e number of i t e r a t i o n s , t h e d e c r e a s e i n t h e num­
b e r of a d d i t i o n s and c o m p a r i s o n s makes t h i s a l g o r i t h m more b e n e f i c i a l t h a n 
t h e p r e v i o u s a l g o r i t h m . ( N ) ( N - l ) ( N - 2 ) (number of i t e r a t i o n s ) a d d i t i o n s 
and c o m p a i r s o n s f o r t h e p r e v i o u s method i s f a r more t h a n ( N ) ( N - l ) ( 4 ) ( i n ­
c r e a s e d number of i t e r a t i o n s ) f o r t h i s me thod . I t i s a good a p p r o x i m a t i o n 
t o assume t h a t t h e a v e r a g e number of nodes a d j a c e n t t o some node i s 4 . 
R a r e l y w i l l any p a t h c o n t a i n a s many nodes a s one f o u r t h of t h e t o t a l 
number of nodes i n a t y p i c a l t r a n s p o r t a t i o n n e t w o r k , b e s i d e s , t h e number 
of i t e r a t i o n s c a n n o t exceed t h e maximum number of l i n k s i n any p a t h i n 
t h e n e t w o r k ; t h e r e f o r e , ( N ) ( N - l ) ( 4 ) (number of i t e r a t i o n s ) a d d i t i o n s and 
c o m p a r i s o n s i s l e s s t h a n ( N ) ( N - l ) ( N - 2 ) a d d i t i o n s and c o m p a r i s o n s . 
The e x t r a compute r t i m e i n c u r r e d by t h e s e a r c h of K ( j ) f o r each 
d e s t i n a t i o n node j i s v e r y e c o n o m i c a l w i t h ou r w e l l coded p r o g r a m , t h e r e ­
f o r e , t h i s a l g o r i t h m i s l i k e l y t o be more e f f i c i e n t t h a n F l o y d ' s o r 
D a n t z i g ' s a l g o r i t h m s . 
73 
The T h i r d A l g o r i t h m 
For some d e s t i n a t i o n j s e a r c h f o r one of i t s a d j a c e n t n o d e s , k ^ , 
k ^ e K ( j ) , a s an i n t e r m e d i a t e n o d e . E v a l u a t e t h e s h o r t e r d i s t a n c e from 
e v e r y node i t o node j . N e x t , u s e k^eKCj) a s an i n t e r m e d i a t e node and 
e v a l u a t e f o r a l l i e N . When a l l k e K ( j ) have b e e n u s e d , a n o t h e r d e s t i n a ­
t i o n node j i s c o n s i d e r e d . A f t e r e v e r y d e s t i n a t i o n node j h a s b e e n 
examined , do a n o t h e r i t e r a t i o n i f any improvement i s d e t e c t e d i n t h i s 
i t e r a t i o n . 
The p r o c e d u r e f o r t h e t h i r d method f o l l o w s : 
1 . S e t t h e s e q u e n c e of node p a i r s b e i n g examined i n co lumnwise 
o r d e r : ( 1 , 1 ) , ( 2 , 1 ) , ( 3 , 1 ) . . . ( N , l ) , ( 1 , 2 ) , ( 2 , 2 ) . . . (N,2) . . . 
( 1 , N ) , (2 ,N) . . . (N ,N) . 
2 . S t a r t w i t h t h e d e s t i n a t i o n node j = l . 
3 . F ind t h e f i r s t a d j a c e n t node t o j , k ^ e K ( j ) . 
4 . Compare d . . w i t h d . , + d, . f o r a l l i e N . 
i j i k 1 k x J 
I f d . . > d . , + d, . l e t d . . = d . , + d, . 
i j i k k^ j i j i k 1 k ^ ; 
b n ( i , j ) = k . 
I f d . > d„ + d , . , d . . r e m a i n s u n c h a n g e d , 
i j - i k 1 k±3 i j 
5 . F ind t h e second node a d j a c e n t t o j , k 2 £ K ( j ) . Compare d w i t h 
d . , + d . f o r a l l ( i , j ) p a i r s ieN as i n s t e p 4 u n t i l e v e r y node 
l k 2 k 2 J 
i n k ( j ) h a s been used a s an i n t e r m e d i a t e n o d e . 
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10 = 1 
DO j=l, N 
keK(j) 
DO i=l, N 
No 
i Y e s 
d. . " d . ^ + d . . 
ij ik kj 
bn(i,j)=k 
10 = 0 
Yes 





All shortest routes 
have been found 
Figure 19. Flow Chart Of The Third New Shortest Path Algorithm. 
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6 . Change d e s t i n a t i o n node t o j + 1 . 
7 . R e p e a t s t e p s 3 , 4 , 5 and 6 f o r e v e r y node p a i r i n t h e s e q u e n c e . 
8 . A f t e r e v e r y node p a i r ( i , j ) , i , j e N h a s been examined , d e t e r ­
mine i f any s h o r t e r d i s t a n c e h a s b e e n found f o r any node p a i r . I f 
s o , a n o t h e r i t e r a t i o n i s n e c e s s a r y . I f n o t , t h e d . . ' s i n t h e 
p r e s e n t m a t r i x a r e t h e s h o r t e s t d i s t a n c e s f o r each node p a i r . The 
f low c h a r t f o r t h i s method i s shown i n F i g u r e 1 9 . 
The a d v a n t a g e of t h i s a l g o r i t h m i s t h a t we heed n o t s e a r c h t h e 
nodes a d j a c e n t t o node j f o r e v e r y ( i , j ) p a i r , i . e . , t h e r e a r e as many a s 
( N ) ( N - l ) s e a r c h e s p e r i t e r a t i o n . We s e a r c h K( j ) f o r each jeN o n l y once 
and check a l l ( i , j ) , ieN f o r each k e K ( j ) ; t h e r e f o r e , o n l y N s e a r c h e s of 
K ( j ) a r e n e c e s s a r y i n each i t e r a t i o n . 
The F o u r t h A l g o r i t h m 
So f a r , t h e t o t a l number of a d d i t i o n s and c o m p a r i s o n s needed t o 
d e t e r m i n e t h e s h o r t e s t p a t h s i n t h e p r e v i o u s a l g o r i t h m i s ( N ) ( N - l ) ( 4 ) 
(number of i t e r a t i o n s ) , and t h e t o t a l number of s e a r c h e s f o r t h e nodes 
a d j a c e n t t o each d e s t i n a t i o n node i s (N)*(number of i t e r a t i o n s ) . Now an 
a t t e m p t i s made t o improve t h e a l g o r i t h m by t r y i n g t o r e d u c e t h e number 
of i t e r a t i o n s . Suppose K i s an i n t e r m e d i a t e node from node i t o node j . 
I f node p a i r ( i , j ) i s i n f r o n t of node p a i r ( i , k ) i n t h e examin ing s e ­
quence of node p a i r s , t h e n d can o n l y be d e t e r m i n e d one i t e r a t i o n l a t e r 
t h a n d . , i s d e t e r m i n e d . T h a t i s , one i t e r a t i o n i s needed t o e v a l u a t e d . t ; i k i k 
a n o t h e r i t e r a t i o n i s needed t o e v a l u a t e d . . . T h e r e f o r e , i t would be i d e a l 
i l 
i f t h e node p a i r s b e i n g e v a l u a t e d we re i n such a s e q u e n c e t h a t each t i m e 
d* i s known p r i o r t o t h e e v a l u a t i o n of d * . . i k i j 
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The way t h e nodes a r e numbered h a s a s i g n i f i c a n t i n f l u e n c e on t h e 
number of i t e r a t i o n s needed t o f i n d t h e s h o r t e s t p a t h s . I n a p r o p o s e d 
i d e a l n e t w o r k a s i n F i g u r e 2 1 , t h e node numbers a r e g e t t i n g b i g g e r a s t h e y 
a r e f a r t h e r away from t h e c e n t r a l n o d e . 
F i g u r e 20 . P roposed I d e a l Network . 
The s h o r t e s t p a t h from any o r i g i n t o any d e s t i n a t i o n i n t h i s n e t ­
work i s v e r y l i k e l y t o be i n one of t h e s e p a t t e r n s : 
1 . Node numbers on t h e s h o r t e s t p a t h form a d e s c e n d i n g s e r i e s . 
Fo r example , t h e s h o r t e s t p a t h f o r ( 3 1 , 1 ) i s 3 1 - 1 8 - 8 - 2 - 1 . 
2 . Node numbers on t h e s h o r t e s t p a t h form an a s c e n d i n g s e r i e s . 
For e x a m p l e , t h e s h o r t e s t p a t h f o r ( 2 , 3 7 ) i s 2 - 3 - 1 1 - 2 2 - 3 7 . 
3 . Node numbers on t h e s h o r t e s t p a t h form a s e r i e s t h a t d e s c e n d s 
f i r s t , t h e n a s c e n d s . For example , t h e s h o r t e s t p a t h f o r ( 3 1 , 4 0 ) 
i s 3 1 - 1 8 - 8 - 2 - 1 - 4 - 1 2 - 2 4 - 4 0 . 
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We t a k e t h i s c a s e a s an example u s i n g t h e p r e v i o u s a l g o r i t h m t o 
f i n d t h e s h o r t e s t p a t h . 
The o r d e r of e v a l u a t i n g each node p a i r i s s e t i n t h e m a t r i x i n 
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F i g u r e 2 1 . The P o s i t i o n s Of The Node P a i r s I n The 
Examining Sequence Of A l l Node P a i r s . 
I n i t e r a t i o n 0: 
d 3 1 , 1 8 ~ d 3 1 , 1 8 ' d 1 8 , 8 d 1 8 , 8 ' d 8 , 2 *" d 8 , 2 ' d 2 , 
d l , 4 = d l , 4 ' d 4 , 1 2 = d 4 , 1 2 ' d 1 2 , 2 4 " d 1 2 , 2 4 ' d 2 4 
I n i t e r a t i o n 1 : 
1 . cL- n = °°, s i n c e d* 9 i s n o t y e t known 
2. dg^ 2 = °°» s i n c e d*^ g i s n o t y e t known 
3 . dg^ ^ °°, s i n c e d*^ ^ i s n o t y e t known 
4 # u * = a * + d* 
3 1 , 8 3 1 , 1 8 18, -
5 . d ^ 1 2 = °°, s i n c e d*^ ^ i s n o t y e t known 
6 d = d* * Q 3 1 , 1 8 3 1 , 1 8 
7. d» n = °°, s i n c e d* 1 0 i s n o t y e t known 31,24 31,1Z 
d 0 1 , / 0 = 0 0 , s i n c e d* ~, i s n o t y e t known, 31 40 3 1 , 2 4 
I n i t e r a t i o n 2 : 
1 . ^^l-l = °°' s x n c e 2 ^ S n 0 t ^ e t known 
2 d* = d* + d* ' 3 1 , 2 31-8 Q 8 , 2 
3 . d_ = °°, s i n c e d* _ i s n o t y e t known 
4 d = d* q ' Q 3 1 , 8 Q 3 1 , 
5 . d„^ i o = °°> s i n c e d* , i s n o t y e t known 3 1 , 1 2 31-4 
6 d = d* 
° ' a 3 1 - 1 8 3 1 , 1 8 
7 . ^ 3 i _ 2 4 = 0°» s i n c e d*^ x s n o t y e t known 
d«_ , r > = °°» s i n c e d* 0 / i s n o t y e t known 31-40 31-24 
I n i t e r a t i o n 3 : 
I d * = d* + d* i . a 3 1 _ 1 a 3 1 ^ 2 a 2 j l 
2 d = d* * 3 1 , 2 3 1 , 2 
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3 Ak = d* 
J * a 3 1 , 4 3 1 , 4 
4 d = d* 
* 3 1 , 8 3 1 , 8 
5 ' d 3 1 , 1 2 = d 3 1 , 4 + d 4 , 1 2 
6 - d 3 1 , 8 = d 3 1 , 1 8 
7 Ak = Ak + Ak 
3 1 , 2 4 3 1 , 1 2 a 1 2 , 2 4 
8 d* = d* + d* 
°* a 3 1 , 4 0 ° 3 1 , 2 4 ° 2 4 , 4 0 
I t t a k e s t h r e e i t e r a t i o n s t o f i n d t h e s h o r t e s t p a t h . 
We now modify t h e o r d e r of e v a l u a t i n g node p a i r s i n such a way 
t h a t : 
1 . The node p a i r s i n t h e lower t r i a n g l e of t h e m a t r i x (which a r e 
node p a i r s from l a r g e node numbers t o s m a l l node numbers) a r e 
e v a l u a t e d from r i g h t t o l e f t , t o p t o b o t t o m . 
2 . The node p a i r s i n t h e u p p e r t r i a n g l e of t h e m a t r i x (which a r e 
node p a i r s from s m a l l node numbers t o l a r g e node numbers ) a r e 
e v a l u a t e d from r i g h t t o l e f t , t o p t o b o t t o m . 
3 . T h i s c o m p l e t e s one i t e r a t i o n . 
4 . I n t h e n e x t i t e r a t i o n t h e o r d e r of e v a l u a t i o n i s s w i t c h e d t o 
be t h e o p p o s i t e of t h e f i r s t . 
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Us ing t h i s a l g o r i t h m t o f i n d t h e s h o r t e s t p a t h f o r ( 3 1 , 4 0 ) , t h e 
o r d e r of e v a l u a t i n g t h e node p a i r s i n t h e lower t r i a n g l e of t h e m a t r i x 
i s from r i g h t t o l e f t f o r t h e f i r s t i t e r a t i o n ; t h a t i s ( 3 1 , 1 ) , ( 3 1 , 2 ) , 
. . . ( 3 1 , 4 ) . . . ( 3 1 , 8 ) . . . ( 3 1 , 1 2 ) . . . ( 3 1 , 1 8 ) . . . ( 3 1 , 2 4 ) . . . ( 3 1 , 4 0 ) . 
I n i t e r a t i o n 0 : 
A = d * d = d * d d * d
 = d* 
d 3 1 , 1 8 a 3 1 , 1 8 > Q 1 8 , 8 a l 8 , 8 ' ° 8 , 2 a 8 , 2 ' 2 , 1 2 , 1 ' 
A = A-k A = A* A = d* d* = d * 
d l 4 d 1 4 ' a 4 , 1 2 a 4 , 1 2 , Q 1 2 , 2 4 1 2 , 2 4 ' 2 4 , 4 0 a 2 4 , 4 0 ' 
I n i t e r a t i o n 1 
1. d^^ 2^ = °°> s i n c e d*^ ^ i s n o t y e t known 
2 d = d* 
3 1 , 1 8 3 1 , 1 8 
3 . d „ 1 = 0 0 , s i n c e d* , i s n o t y e t known 
4 d = d* + d * ^ ' d 3 1 , 8 a 3 1 , 1 8 T 1 8 , 8 
5 . d 0 1 . = °°, s i n c e d* - . . . . 
3 1 , 4 3 1 , 1 i s n o t y e t known 
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6 d = d* + d* °* 3 1 , 2 3 1 , 8 3 1 , 2 
7 . d = d * + d* 
3 1 , 1 31,2 2 , 1 
'* ^31 40 = C ° ' s : * - n c e d 3]_ 24 * s n o t ^ e t known, 
In i t e r a t i o n 2 : 
The o r d e r f o r examin ing t h e node p a i r s i s s w i t c h e d ; t h a t i s : 
( 3 1 , 1 ) . . . ( 3 1 , 2 ) . . . ( 3 1 , 4 ) . . . ( 3 1 , 8 ) . . . ( 3 1 , 1 2 ) . . . ( 3 1 , 1 8 ) 
. . . ( 3 1 , 2 4 ) and ( 3 1 , 4 0 ) . 
1 . d = d* 
3 1 , 1 3 1 , 1 
2 . d = d* 
3 1 , 2 3 1 , 2 
3 d = d* + d* J ' 3 1 , 4 Q 3 1 , l 1,4 
4 . d = d* 
3 1 , 8 3 1 , 
5 d = d* + d* 
d 3 1 , 1 2 3 1 , 4 T 4 , 1 2 
6 d = d* 
31,18 31,18 
7. = d* 3 1 , 1 2 + d* 1 2 , 2 4 
8. = d* 31 ,24 + d* 2 4 , 4 0 
I t t a k e s o n l y 2 i t e r a t i o n s t o f i n d t h e s h o r t e s t p a t h . T h u s , we 
can o b t a i n a new a l g o r i t h m u s i n g a d i f f e r e n t o r d e r t o e v a l u a t e t h e node 
p a i r s a s s u g g e s t e d i n t h i s e x a m p l e . 
I n t h i s a l g o r i t h m , t h e p r o c e d u r e f o r t h e 1 s t , 3rd o r ( 2 n + l ) t h 
i t e r a t i o n i s a s f o l l o w s : 
1 . For node p a i r s i n t h e lower t r i a n g l e , f i x t h e s e q u e n c e of node 
p a i r s b e i n g examined a s [ (N, N - l ) ] , [ ( N - l , N - 2 ) , (N, N - 2 ) ] , 
[ ( N - 2 , N - 3 ) , ( N - l , N - 3 ) , (N, N - 3 ) ] , [ ( N - 3 , N - 4 ) , (N, N - 4 ) ] , 
[ ( 2 , 1 ) , ( 3 , 1 ) , ( N , l ) ] . See F i g u r e 22 . 
F i g u r e 2 2 . Sequence Of Node P a i r s Being hxamined ( I ) . 
2 . S t a r t w i t h t h e d e s t i n a t i o n node j = N - l . 
3 . S e a r c h f o r one of i t s a d j a c e n t n o d e s , k e K ( j ) . 
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4 . Compare d . . w i t h d + d . f o r a l l ( i , j ) p a i r s , i > j 
i j 1 1"̂  
I f d . . > d . , + d . , l e t d . . = d f 1 + d. . 
xj x ^ k ^ i j l ^ k j 
b n ( i , j ) = k . 
I f d . . < d . , + d, d . . r ema ins unchanged , xj - x k x k x J xj 
5 . S e a r c h f o r a n o t h e r of i t s a d j a c e n t nodes k^eKCj) and compare 
d . . w i t h d + d . f o r a l l ( i , j ) p a i r s i > j as i n 4 u n t i l e v e r y xj x k 2 k 2 J 
node i n K ( j ) has been used a s an i n t e r m e d i a t e n o d e . 
6. Change d e s t i n a t i o n node t o j - 1 . 
7. R e p e a t s t e p s 3 , 4 , 5 and 6 f o r e v e r y node p a i r from t h e l a r g e s t 
node number t o t h e s m a l l e s t node number . 
8 . For t h e node p a i r s i n t h e u p p e r t r i a n g l e , f i x t h e s e q u e n c e of 
node p a i r s b e i n g examined a s [ ( 1 - N ) ( 2 - N ) ( N - l , N)] [ ( 1 , N - l ) 
( 2 , N - l ) (N-2 , N - l ) ] [ ( 1 , N - 2 ) , ( 2 , N-2) ( N - 3 , N - 2 ) ] 
[ ( 1 , 3 ) , ( 2 , 3 ) ] [ ( 1 , 2 ) ] . See F i g u r e 2 3 . 
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F i g u r e 2 3 . Sequence Of Node P a i r s Being Examined ( I I ) . 
9 . S t a r t w i t h t h e d e s t i n a t i o n node j=N. 
1 0 . S e a r c h f o r one of i t s a d j a c e n t nodes k^eK( j ) 
1 1 . Compare d . . w i t h d . , + d, . f o r a l l i < i . 
I f d . . > d # 1 + d . , l e t d . . = d . n + d, . 
i j i k x k ^ i j i k 1 , 
b n ( i , j ) = k.^. 
I f d < d , + d, . , d . . r e m a i n s unchanged, 
i j - i ^ k 1 i i j 
1 2 . Sea rch f o r a n o t h e r of i t s a d j a c e n t nodes .:k eK.(j) and compare 
d . . w i t h d . , + d, . f o r a l l i < j a s i n 11 u n t i l e v e r y node i n 
i j i k 2 k 2 J 
K ( j ) h a s b e e n u s e d a s an i n t e r m e d i a t e n o d e . 
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1 3 . Change d e s t i n a t i o n node t o j - l . 
1 4 . Repea t s t e p s 9 , 1 0 , 11 and 12 f o r e v e r y node p a i r i n t h e u p p e r 
t r i a n g l e . 
1 5 . A f t e r a l l node p a i r s h a v e b e e n examined , d e t e r m i n e i f any 
s h o r t e r d i s t a n c e h a s been found f o r any node p a i r . I f s o , 
a n o t h e r i t e r a t i o n i s n e c e s s a r y . I f n o t , t h e d . . ' s i n t h e p r e s e n t 
m a t r i x a r e t h e s h o r t e s t d i s t a n c e s f o r each node p a i r . 
The p r o c e d u r e f o r t h e 2nd, 4 t h or 2Nth i t e r a t i o n i s as f o l l o w s : 
1 . For node p a i r s i n t h e l ower t r i a n g l e f i x t h e s e q u e n c e of node 
p a i r s b e i n g examined a s [ ( 2 , 1 ) , ( 3 , 1 ) , ( 4 , 1 ) ( N , 1 ) ] f [ ( 3 , 2 ) , 
( 4 , 2 ) , ( 5 , 2 ) , . . ( N - l , 2 ) , ( N , 2 ) ] , [ ( 4 , 3 ) , ( 5 , 3 ) ( N , 3 ) ] . . . 
[ ( N - l , N - 2 ) ] [ (N, N - l ) ] . See F i g u r e 24 . 
( 2 , 1 ) 
( 3 , 1 ) 
( 4 , 1 ) 
( 5 , 1 ) 
(N- l ) , 
( 3 , 2 ) 
( 4 , 2 ) , ( 4 , 3 r 
( 5 , 2 ) 
( N - l , 2), 
(N,2) y(N,3)V 
( 5 , 3 ) 
( N - l , N - 2 ) ( 
(N,N-2) | ( N , N - i : 
F i g u r e 24 . Sequence Of Node P a i r s Be ing Examined ( I I I ) . 
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2 . S t a r t w i t h t h e d e s t i n a t i o n node j = l . 
3 . S e a r c h f o r one of i t s a d j a c e n t nodes k ^ e K ( j ) . 
4 . Compare d . . w i t h d + d . f o r a l l ( i , j ) p a i r s , i > j 
i j 1 k-^J 
I f d . . >d . , + d, l e t d . . = d . , + d, . , 
i j k±3 i j i k 1 k±3 
b n ( i , j ) = k . 
I f d . . < d . . + d, . , d. . r e m a i n s unchanged i j - i k 1 i j 
5. S e a r c h f o r a n o t h e r of i t s a d j a c e n t nodes k^eKCj) and compare 
d . . w i t h d + d . f o r a l l ( i , j ) p a i r s f o r a l l i > j as i n 4 u n t i l 
i j 2 
e v e r y node i n K ( j ) h a s been used a s an i n t e r m e d i a t e n o d e . 
6 . Change d e s t i n a t i o n node t o j + 1 . 
7. Repea t s t e p s 3 , 4 , 5 and 6 f o r e v e r y node p a i r i n t h e l o w e r 
t r i a n g l e . 
8. For t h e node p a i r s i n t h e u p p e r t r i a n g l e , f i x t h e s e q u e n c e of 
node p a i r s b e i n g examined a s [ ( 1 , 2 ) ] , [ ( 1 , 3 ) ( 2 , 3 ) ] , [ ( 1 , 4 ) ( 2 , 4 ) ( 3 , 
4 ) ] [ ( 1 , N - l ) , ( 2 , N - l ) ( N - 2 , N - l ) ] [ ( 1 , N ) , ( 2 , N ) , (3 ,N) 
. . . ( N - l , N ) ] . See F i g u r e 2 5 . 
F i g u r e 2 5 . Sequence Of Node P a i r s Be ing Examined ( I V ) . 
9 . S t a r t w i t h t h e d e s t i n a t i o n node j = l . 
1 0 . S e a r c h f o r one of i t s a d j a c e n t nodes k^£K( j ) 
1 1 . Compare d . . w i t h d + d . f o r a l l i < j . 
i j 1 1 
I f d . . > d . , + d, l e t d . . = d . . + d. 
i j x k x k±j i j k ^ ' 
b n ( i , j ) = k . 
I f d < d , + d. . , d . r e m a i n s u n c h a n g e d , 
i j - i ^ k ^ i j 
1 2 . S e a r c h f o r a n o t h e r of i t s a d j a c e n t nodes k eK( j ) and compare 
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d . . w i t h d + d. . f o r a l l i j as i n 11 u n t i l e v e r y node i n 
K( j ) h a s been used as an i n t e r m e d i a t e n o d e . 
1 3 . Change d e s t i n a t i o n node t o 
14 . Repea t s t e p s 9 , 1 0 , 11 and 12 f o r e v e r y node p a i r i n t h e u p p e r 
t r i a n g l e . 
1 5 . A f t e r a l l node p a i r s have been examined , d e t e r m i n e i f any 
s h o r t e r d i s t a n c e h a s been found f o r any node p a i r . I f s o , a n o t h e r 
i t e r a t i o n i s n e c e s s a r y . I f n o t , t h e d . . ' s i n t h e p r e s e n t m a t r i x 
a r e t h e s h o r t e s t d i s t a n c e f o r each node p a i r . 
The f low c h a r t of t h e a l g o r i t h m i s g i v e n i n F i g u r e 2 6 . 
The node numbers i n a s h o r t e s t p a t h can be d i v i d e d i n t o s e v e r a l 
a s c e n d i n g and d e s c e n d i n g s e q u e n c e s , a s i n F i g u r e 2 7 . 
d e s c e n d i n g d e s c e n d i n g d e s c e n d i n g 
r ' * \ r \ i —\ 
2 2 - 1 7 - 1 5 - 6 - 1 3 - 3 7 - 6 5 - 5 8 - 6 1 - 7 0 - 4 4 - 3 9 - 3 2 - 2 6 
a s c e n d i n g a s c e n d i n g 
F i g u r e 2 7 . D e s c e n d i n g And A s c e n d i n g Sequences 
Of The Node Numbers In A S h o r t e s t P a t h . 
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Yes 
d . . = d +d 
i j i k k j 
b n ( i , j ) = k 
10 = 0 
10=1 
Yes 
a l l 
s h o r t e s t 
r o u t e s 
i ave been 1 
found 
No 
a l l 
s h o r t e s t 




d . ^ d . ^ + d . . 
U i k k j 
b n ( i , j ) = k 
10 = 0 
F i g u r e 2 6 . Flow C h a r t Of The F o u r t h 
New S h o r t e s t P a t h A l g o r i t h m . 
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The a d v a n t a g e i n s w i t c h i n g t h e e x a m i n a t i o n s e q u e n c e of node p a i r s 
i s t h a t t h e d i s t a n c e s from t h e o r i g i n node t o t h e nodes i n t h e same s e ­
quence can be o b t a i n e d i n t h e same i t e r a t i o n . T h e r e f o r e , t h e number of 
i t e r a t i o n s needed t o f i n d t h e s h o r t e s t p a t h f o r a l l node p a i r s i s abou t 
t h e maximum number of s e q u e n c e s i n any of t h e s h o r t e s t p a t h s . I n t h i s 
manner g e n e r a l l y we r e d u c e t h e number of i t e r a t i o n s n e c e s s a r y t o f i n d t h e 
s h o r t e s t p a t h s . 
C o n c l u s i o n 
Both t h i s a l g o r i t h m and t h e a l g o r i t h m of F loyd have been programmed 
t o r u n on a t e s t n e t w o r k of 97 nodes w i t h 342 one-way l i n k s . The node num­
b e r s i n t h i s n e t w o r k have been a r r a n g e d a c c o r d i n g t o our p r o p o s e d r u l e . 
Only 6 i t e r a t i o n s a r e needed t o f i n d t h e s h o r t e s t p a t h f o r e ach node p a i r . 
I t t a k e s 6 cpu s e c o n d s f o r t h i s new a l g o r i t h m and 15 cpu s e c o n d s f o r 
F l o y d ' s a l g o r i t h m . T h i s s u p p o r t s t h e c l a i m t h a t t h e new a l g o r i t h m i s l i k e ­
l y t o b e more e f f i c i e n t t h a n o t h e r m a t r i x a l g o r i t h m s t h a t f i n d t h e s h o r t e s t 
p a t h f o r a l l node p a i r s . 
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CHAPTER VI 
APPLICATION OF THE STEPWISE ASSIGNMENT MODEL TO 
DERIVE THE TRAFFIC DISTRIBUTION OF COLUMBUS - PHENIX CITY 
The s t e p w i s e a s s i g n m e n t model h a s b e e n d e s c r i b e d t o r e a s o n a b l y 
r e f l e c t t r a f f i c d i s t r i b u t i o n . An e f f i c i e n t a l g o r i t h m h a s a l s o b e e n d e ­
v i s e d f o r t h e i m p l e m e n t a t i o n of t h i s m o d e l . I n o r d e r t o a p p l y t h e s t e p ­
w i s e a s s i g n m e n t t o a r e a l - w o r l d t r a n s p o r t a t i o n s y s t e m , t h e f o l l o w i n g i n ­
f o r m a t i o n a b o u t t h e s y s t e m h a s t o be d e t e r m i n e d : 
1. t h e n e t w o r k of t h e s y s t e m 
2 . t h e t r i p demands 
3 . t h e c o s t f u n c t i o n s . 
The Network 
The e x p r e s s w a y s , c i t y a r t e r i e s and s t r e e t s a r e t o be t r a n s f o r m e d 
i n t o t h e n e t w o r k i n a b s t r a c t form. The r e s u l t i n g n e t w o r k i s d e s c r i b e d 
i n a number of l i n k s and n o d e s . A node may r e p r e s e n t an i n t e r s e c t i o n o r 
an a g g r e g a t i o n of a t r a n s p o r t z o n e ; a l i n k r e p r e s e n t s t h e main t r a f f i c 
a r t e r y i n t h e r o a d n e t w o r k , somet imes r e p r e s e n t i n g t h e c o m b i n a t i o n of 
s e v e r a l r o a d s s e r v i n g t h e same d i r e c t i o n . S i n c e t h e number of nodes o r 
l i n k s h a s d i r e c t i n f l u e n c e on t h e c o m p u t a t i o n t i m e , i t i s d e s i r e d t o 
have a s few nodes and l i n k s a s p o s s i b l e , w h i l e s t i l l b e i n g a b l e t o r e ­
f l e c t t h e t r a f f i c b e h a v i o r r e a l i s t i c a l l y . 
The a g g r e g a t e d n e t w o r k of Columbus, G e o r g i a and P h e n i x C i t y , 
Alabama c o n s i s t s of 97 nodes and 342 one-way l i n k s , a s shown i n F i g u r e 
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28. The major a r t e r i a l r o u t e s of Co lumbus-Phen ix C i t y a r e shown i n 
F i g u r e 29. The a r t e r i a l r o u t e s r e p r e s e n t e d by ou r a g g r e g a t e d n e t w o r k 
a r e shown i n F i g u r e 30. T a b l e 2 l i s t s t h e names of t h e r o a d s on each 
a r t e r i a l r o u t e and t h e c o r r e s p o n d i n g l i n k s i n t h e n e t w o r k . Based on t h e 
p a r t i c u l a r r o a d s y s t e m of Columbus-Phen ix C i t y , we h a v e g rouped t h e r e a l 
r o a d s , r e p r e s e n t e d by each l i n k i n t h e n e t w o r k , i n t o e l e v e n c a t e g o r i e s . 
The number of l a n e s i n each c a t e g o r y i s r e p r e s e n t e d by a o n e - d i m e n s i o n a l 
a r r a y , A9, which has e l e v e n e l e m e n t s . T h i s r e l a t i o n s h i p i s d i s p l a y e d i n 
T a b l e 3. The o n e - d i m e n s i o n a l a r r a y , M8, w i t h 342 e l e m e n t s , r e p r e s e n t s 
t h e c a t e g o r y of r o a d f o r each l i n k i n t h e n e t w o r k . The r o a d t y p e s of a l l 
l i n k s a r e g i v e n g r a p h i c a l l y i n F i g u r e 31. 
The n o d e s i n t h e n e t w o r k have been numbered a c c o r d i n g t o our p r o ­
posed p r i n c i p l e , [See F i g u r e 28]. Node 1 i s a s s i g n e d t o t h e a r e a a b o u t 
t h e c e n t e r of t h e n e t w o r k where many a r t e r i e s c o n v e r g e . As t h e node 
number i n c r e a s e s t h e nodes a r e a s s i g n e d f a r t h e r away from node 1. The 
a s s i g n m e n t of t h e node number i s d e t e r m i n e d by t h e f o l l o w i n g r u l e : t h e 
s e q u e n c e of node numbers i n any p a t h a r e e i t h e r a s c e n d i n g o r d e s c e n d i n g , 
b u t do n o t a l t e r n a t e t oo many t i m e s . See F i g u r e 1. For e x a m p l e , t h e 
s h o r t e s t p a t h from node 96 t o node 86 i n t h e n e t w o r k may b e : 
96-50-28-27-19-8-2-ly6-15-45-46-80-86 t h e s h o r t e s t p a t h from node 84 t o 
d e s c e n d i n g a s c e n d i n g 
91 may b e : 84-74-73-62-42-41-30-16-6-5y4-ll-13-25-35-52-91. I t i s 
d e s c e n d i n g a s c e n d i n g 
b e l i e v e d t h a t t h e s e e f f o r t s w i l l r e d u c e t h e number of i t e r a t i o n s needed 
to f i n d t h e s h o r t e s t p a t h s . 
F i g u r e 28 . The A g g r e g a t e d Network Of Co lumbus -Phen ix C i t y . 
F i g u r e 2 9 . Major A r t e r i a l R o u t e s Of C o l u m b u s - P h e n i x C i t y , 
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Table 2. Route Description And Node Sequences 
Representing The Major Arterial Routes Of Columbus-Phenix City 
Route Route Description 
No. From Broadway & 12th (Mi.) Node Sequence 
1. Broadway - Victory Dr. 
2. Broadway - 10th St. - Brookhaven 
Blvd. - Cusseta Rd. - Fort 
Benning Rd. 
3. Broadway - 10th St. - Brookhaven 
Blvd. - St. Mary's Rd. 
4. Broadway - 10th St. - 10th Ave. 
- Wynnton Rd. - Macon Rd. 
5. Broadway - 13th St. - Buena 
Vista Rd. 
6 . Broadway - 14th St. - 4th Ave. -
Warm Springs Rd. - Ga. 85 
7. Broadway - 14th St. - 4th Ave. -
Warm Springs Rd. 
8. Broadway - 14th St. - 4th Ave. -
Hamilton Rd. - Columbus 
9. Broadway - 14th St. - 4th Ave. -
Ga. 85 - U.S. 27 (Ga. 1) 
10. Broadway - 14th St. - 4th Ave. -
Ga. 85 - U.S. 27 (Ga. 1) - S633 
11. Broadway - 14th St. - 4th Ave. -
Ga. 85 - U.S. 27 (Ga. 1) - S633 
12. Broadway - 14th St. - 4th Ave. -
Ga. 85 - Ga. 103 
13. Broadway - 14th St. - Sommer-
ville Rd. 
14. Broadway - 14th St. - U.S. 431 
15. Broadway - 14th St. - Crawford 

















T a b l e 2 ( C o n t . ) 
Route Route D e s c r i p t i o n 
No. From Broadway & 12 th (Mi . ) Node Sequence 
1 6 . Broadway - 14 th S t . - Crawford 1 2 - 2 6 - 3 8 - 5 6 - 5 7 - 9 2 
Rd. 
1 7 . Broadway - D i l l i n g h a m S t . - 1 2 - 1 3 - 2 5 - 3 7 - 5 4 
S a n d f o r t Rd. 
18 . Broadway - D i l l i n g h a m S t . - 1 2 - 1 3 - 2 5 - 3 5 - 5 2 - 9 1 
S e a l e Rd. 
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T a b l e 3 . Types Of Roads , Numbers Of Zones And Names 
Of Speed-Flow F u n c t i o n s Of Each C a t e g o r y Of R o a d s . 







F u n c t i o n s 
1 2 A 9 ( l ) = 1 F2 
2 2B A9(2) = 1 F2B 
3 4 A9(3) = 2 F4 
4 4B A9(4) = 2 F4B 
5 6 A9(5) = 3 F6 
6 2 , 2 A9(6) = 2 F2 
7 2B, 2B A9(7) = 2 F2B 
8 4 , 4 A9(8) = 4 F4 
9 6 , 2 , 2 A9(9) = 5 F6 
10 4 , 6 A9(10) = 5 F6 
11 2 , 4 A 9 ( l l ) = 3 F6 
MMHHHltlHtlil Min 
F i g u r e 3 1 . Type of Roads T h a t Each L i n k R e p r e s e n t s . 
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The T r i p Demands 
S i n c e t h e f low p a t t e r n i s d i f f e r e n t a t d i f f e r e n t p e r i o d s of t h e 
d a y , d e s c r i b i n g t h e f low d i s t r i b u t i o n i n t e rms of t o t a l d a i l y demand 
would n o t b e l o g i c a l . Assuming t h a t 1/10 of t h e t o t a l d a i l y t r i p i s 
u n i f o r m l y d i s t r i b u t e d i n t h e morn ing peak h o u r a t a s t e a d y s t a t e f low 
r a t e , we can u s e t h e s t e p w i s e a s s i g n m e n t a l g o r i t h m t o f i n d t h e s t e a d y 
s t a t e f low p a t t e r n of t h i s s y s t e m . S i n c e t h e f low r a t e on t h e l i n k i s 
a c c u m u l a t i n g a t each s t e p , and n o t t h e f low volumn, t h e r e l a t i o n s h i p s 
be tween t r a v e l speed and f low r a t e on v a r i o u s l i n k s must b e d e t e r m i n e d . 
The Cos t F u n c t i o n s 
T r a v e l t i m e , o p e r a t i n g e x p e n s e s o r s i m p l y t h e i g n o r a n c e o r p r e ­
j u d i c e of t h e t r a v e l e r s t o t h e r o u t e s a r e p o s s i b l e f a c t o r s i n v o l v e d i n 
t h e r o u t e d e c i s i o n - m a k i n g p r o c e s s . The c o s t d e f i n e d i n t h i s s t u d y r e p r e ­
s e n t s o n l y t h e t r a v e l t i m e , which i s b e l i e v e d t o b e t h e p r e d o m i n a n t 
f a c t o r a f f e c t i n g t r a f f i c d i s t r i b u t i o n . 
Cos t On Nodes 
The d e l a y c a u s e d by t r a f f i c s i g n a l s i n i n t e r s e c t i o n s i s one of t h e 
most i m p o r t a n t f e a t u r e s i n u r b a n t r a n s p o r t a t i o n . The " a v e r a g e d e l a y 
p e r v e h i c l e " p a s s i n g t h r o u g h an i n t e r s e c t i o n i s h e a v i l y d e p e n d e n t on t h e 
g r e e n l i g h t p e r i o d and t h e f low r a t e . 
Our a b s t r a c t n e t w o r k r e p r e s e n t a g g r e g a t e d r o a d s and i n t e r s e c t i o n s . 
Many i n t e r s e c t i o n s which r e a l l y e x i s t i n t h e r o a d n e t w o r k may h a v e b e e n 
n e g l e c t e d by o u t " l i n k . " Somet imes , s e v e r a l i n t e r s e c t i o n s a r e a g g r e ­
g a t e d t o form a " n o d e . " In o r d e r t o r e f l e c t t h e a c t u a l d e l a y e f f e c t i n 
t h e i n t e r s e c t i o n s t h e f o l l o w i n g a s s u m p t i o n s a r e made: 
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1 . A l l nodes i n t h e n e t w o r k r e p r e s e n t i n t e r s e c t i o n s . 
2 . The a v e r a g e d e l a y f o r e ach v e h i c l e i n p a s s i n g t h r o u g h an i n ­
t e r s e c t i o n depends on t h e r e d p e r i o d i n h i s d i r e c t i o n and t h e 
r a t e of f low coining i n t o t h e node i n h i s d i r e c t i o n . 
3 . P r o g r e s s i v e s i g n a l s y s t e m s a r e assumed f o r t h e i n t e r s e c t i o n s 
b e i n g o m i t t e d on t h e l i n k s ; t h e r e f o r e , t h e i r e f f e c t s a r e 
n e g l i g i b l e . 
4 . A l l i n t e r s e c t i o n s have t h i r t y - s e c o n d r e d and g r e e n l i g h t 
p e r i o d s . 
5 . In o r d e r t o i n c r e a s e t h e e f f e c t of t h e node upon t r a f f i c 
f l o w , 10% r i g h t t u r n s and 10% l e f t t u r n s a r e assumed f o r 
each i n t e r s e c t i o n . 
6 . For a 30 second r e d p e r i o d t r a f f i c s y s t e m , 550 v e h i c l e s p e r 
h o u r p e r l a n e i s abou t t h e c a p a c i t y of t h e l i n k . The d e l a y 
f o r f low r a t e s beyond 550 v e h i c l e s p e r h o u r p e r l a n e i s 
assumed t o b e i n f i n i t e . 
[141 
7 . W e b s t e r ' s d e l a y e q u a t i o n i s used t o r e l a t e d e l a y and f low 
r a t e . The g r a p h i c a l r e p r e s e n t a t i o n of t h i s r e l a t i o n s h i p f o r 
v a r i o u s f low r a t e s u n d e r 10% r i g h t and 10% l e f t t u r n s i s i n 
F i g u r e 3 2 . 
Cos t On L i n k s 
U n l i k e t h e c a s e of u n i n t e r r u p t e d f l o w , t h e d a t a a b o u t f l o w - s p e e d 
r e l a t i o n s h i p s f o r u r b a n s t r e e t s a r e v e r y r a r e . A c c o r d i n g t o t h e r e s e a r c h 
[61 
by L. C. E d i e and R. S. F o o t e i n t h e H o l l a n d T u n n e l , a l a r g e sample 
of a p p r o x i m a t e l y 2 4 , 0 0 0 v e h i c l e s was a n a l y z e d t o e s t a b l i s h a r e l a t i o n ­
s h i p be tween s p e e d and s p a c i n g , a s i n T a b l e 4 . The r a t i o n a l e i s t h a t 
Figure 32. Delay On Intersection For 10% 
Right - 10% Left Turns. 
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T a b l e 4 . R e l a t i o n s h i p Among Speed S p a c i n g , 
C o n c e n t r a t i o n And Flow R a t e For S i n g l e - L a n e U n i n t e r r u p t e d Flow. 
Speed 
L ( f t . / s e c . ) 
Speed 
V ( m i l e / h r . ) 
Average 
S p a c i n g 
S ( f t . / c a r ) 
C o n c e n t r a ­
t i o n 
K ( c a r / m i l e ) 
Flow 
R a t e 
q ( c a r / h r . ) 
21 1 4 . 3 6 5 . 6 8 0 . 4 1151 
25 1 7 . 0 7 4 . 0 7 0 . 5 1201 
29 1 9 . 8 8 4 . 6 6 2 . 4 1233 
33 2 2 . 5 9 2 . 4 5 7 . 2 1287 
37 2 5 . 2 1 0 7 . 2 4 9 . 3 1243 
41 2 7 . 9 1 1 2 . 6 4 3 . 1 1205 
45 3 0 . 7 1 4 3 . 4 3 6 . 8 1129 
49 3 3 . 4 1 8 1 . 5 2 9 . 1 972 
53 3 6 . 1 2 0 1 . 5 2 6 . 2 947 
57 3 8 . 9 2 5 0 . 4 2 1 . 1 820 
61 4 1 . 6 2 5 7 . 7 2 3 . 5 853 
65 4 4 . 3 334 .7 1 5 . 8 700 
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t h e s t e a d y s t a t e mean s p a c i n g s e l e c t e d by a d r i v e r i s d e t e r m i n e d p r i ­
m a r i l y on t h e b a s i s of t h e d r i v e r ' s s p e e d . The a v e r a g e s p a c i n g ( f t / c a r ) 
g i v e s t h e a v e r a g e d i s t a n c e be tween each c a r ; t h e r e f o r e , we may d e t e r m i n e 
t h e c o n c e n t r a t i o n ( c a r / m i l e ) . A f t e r t h e speed and t h e c o n c e n t r a t i o n 
a r e known, we may d e t e r m i n e t h e f low r a t e ( c a r / h r . ) . T h u s , we have 
e s t a b l i s h e d t h e r e l a t i o n s h i p be tween s p e e d and f low r a t e , which i s 
p l o t t e d i n F i g u r e 3 3 . The r e l a t i o n s h i p be tween speed and c o n c e n t r a t i o n 
i s g i v e n i n F i g u r e 34. The r e l a t i o n s h i p be tween f low r a t e and c o n c e n ­
t r a t i o n i s g i v e n i n F i g u r e 3 5 . These r e l a t i o n s h i p s a r e u s u a l l y t r u e 
f o r f lows on any s i n g l e l a n d , u r b a n s t r e e t unde r u n i n t e r r u p t e d i d e a l 
c o n d i t i o n s . The c u r v e s assumed f o r t h e s p e e d - f l o w r e l a t i o n s h i p , f o r 
m u l t i l a n e r o a d s a r e g i v e n i n Appendix 1 . 
r g j 
A c c o r d i n g t o t h e 1965 Highway C a p a c i t y Manual , "Red p e r i o d s 
r e d u c e t h e amount of t r a f f i c t h a t can be accomodated i n a c l o c k hour i n 
a p p r o x i m a t e p r o p o r t i o n t o t h e i r p e r c e n t a g e of t h e t o t a l t i m e . " We 
assumed t h a t each i n t e r s e c t i o n h a s t h i r t y second r e d p e r i o d s ; t h e r e f o r e , 
f o r i n t e r r u p t e d s p e e d - f l o w r e l a t i o n s h i p s , t h e s c a l e f o r t h e u n i n t e r r u p t e d 
i d e a l s p e e d - f l o w r e l a t i o n s h i p i s r e d u c e d by o n e - h a l f , w h i l e t h e s h a p e 
r e m a i n s t h e same. 
R e s u l t s And D i s c u s s i o n Of R e s u l t s 
C o m p u t a t i o n Time 
The cpu t i m e f o r a s i n g l e s t e p a s s i g n m e n t i s a b o u t 15 s e c o n d s , 
f o r 5 - s t e p a s s i g n m e n t s a b o u t 45 s e c o n d s , and f o r 1 0 - s t e p a s s i g n m e n t s a b o u t 
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Figure 33. Speed Versus Flow Rate For Single-
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Figure 35. Flow Rate Versus 
Concentration For Single-Lane 
Uninterrupted Flow. 
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Memory R e q u i r e m e n t s 
T h e r e a r e two (97x97) a r r a y s f o r t h e c o s t m a t r i x and back node 
m a t r i x . T h e r e i s one (1x97) a r r a y f o r Ml, one (1x342) a r r a y f o r M2, 
and one (1x342) a r r a y f o r MD t o d e s c r i b e t h e n e t w o r k d a t a . S i m i l a r l y , 
t h e r e i s one (1x97) a r r a y f o r M4, one (1x4128) a r r a y f o r M5, and one 
(1x4128) a r r a y f o r M6 t o d e s c r i b e t h e demand d a t a . T h e r e i s a l s o one 
(1x578) a r r a y f o r a s s i g n i n g f low t o t h e l i n k s and one (1x342) a r r a y f o r 
i n d i c a t i n g t h e t y p e of road i n each l i n k . 
Comparison Of Flow D i s t r i b u t i o n For 1 - S t e p , 5 - S t e p And 
1 0 - S t e p A s s i g n m e n t s 
The f low d i s t r i b u t i o n of 1 - s t e p , 5 - s t e p and 1 0 - s t e p a s s i g n m e n t s 
a r e p r e s e n t e d i n F i g u r e s 3 6 , 37 and 3 8 , r e s p e c t i v e l y . 
The number of l i n k s i n each r a n g e of f low f o r 1 - s t e p , 5 - s t e p and 
1 0 - s t e p a s s i g n m e n t s a r e g i v e n i n T a b l e 5 . 
T a b l e 5 . Number of L i n k s i n Each Range of 
Flow For 1 - S t e p , 5 - S t e p and 1 0 - S t e p A s s i g n m e n t s . 
Range of Flow 
1 -S tep 
Ass ignmen t 
5 - S t e p 
Ass ignment 
1 0 - S t e p 
Ass ignmen t 
800<x 2 0 
700<x<800 2 5 0 
600<x<700 7 12 18 
500<x<600 16 29 29 
400<x<500 19 18 25 
x<400 288 274 268 
* L ink ( 2 7 , 2 8 ) i s a dummy l i n k , t h e f low on i t i s n o t c o n s i d e r e d . 
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F i g u r e 3 6 . Flow D i s t r i b u t i o n of 1 -S tep A s s i g n m e n t , 
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F i g u r e 3 7 . Flow D i s t r i b u t i o n Of 5 - S t e p A s s i g n m e n t . 
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Figure 38, Flow Distribution Of 10-Step Assignment. 
I l l 
For 1 - s t e p a s s i g n m e n t , e i g h t l i n k s exceed 800 ( v e h / h r . l a n e ) . 
For 5 - s t e p a s s i g n m e n t s , o n l y two l i n k s a r e o v e r 800 ( v e h / h 4 . l a n e ) . For 
1 0 - s t e p a s s i g n m e n t s , t h e f low r a t e on each l i n k i s be low 700 ( v e h / h r . 
l a n e ) . The r e s u l t s show t h a t t h e e f f e c t of c a p a c i t y r e s t r a i n t works w e l l 
a s t h e s t e p s i n c r e a s e . 
The number of l i n k s i n t h e r a n g e 600<x<700 f o r 1 0 - s t e p , 5 - s t e p 
and 1 - s t e p a s s i g n m e n t s s a t i s f y 18>12>7. For 500<x<600, t h e r e l a t i o n i s 
29>_29>16. For 400<x<500, t h e r e l a t i o n i s 25>18, 25>19. For t h e 1 0 - s t e p 
a s s i g n m e n t s more l i n k s a r e t o be a s s i g n e d t o t h e r a n g e of 400<x<700, 
which i s a p p r o x i m a t e l y t h e c a p a c i t y of each l i n k . 
The number of l i n k s i n t h e r a n g e x<400, which i s f a r be low t h e 
c a p a c i t y , s a t i s f i e s t h e r e l a t i o n 268<274<288. For 1 0 - s t e p , 5 - s t e p and 
1 - s t e p a s s i g n m e n t s t h e number of l i n k s i n t h i s r a n g e i s g e t t i n g l e s s a s 
t h e number of s t e p s i n c r e a s e . I t i s t h e p u r p o s e of s t e p w i s e a s s i g n m e n t s 
t o a s s i g n f lows t o t h e n e t w o r k w i t h i n t h e l i m i t of e ach l i n k ' s c a p a c i t y . 
Flow which i s o v e r t h e c a p a c i t y of some l i n k s i s a s s i g n e d t o t h o s e u n -
c o n g e s t e d l i n k s ; t h e r e f o r e , more l i n k s a r e i n t h e r a n g e n e a r c a p a c i t y 
and fewer l i n k s i n t h e r a n g e f a r be low o r f a r above t h e c a p a c i t y . 
D i s c u s s i o n Of The T r i p D i s t r i b u t i o n Among The T h r e e 
B r i d g e s C o n n e c t i n g Columbus and P h e n i x C i t y 
I n t h e morn ing peak h o u r , t r a f f i c demand i n c l u d e d a t o t a l of 1672 
t r i p s from P h e n i x C i t y t o Columbus and 1818 t r i p s from Columbus t o 
P h e n i x C i t y . Only t h r e e b r i d g e s c r o s s t h e C h a t t a h o o c h e e R i v e r : l o c a t e d 
a t F o u r t e e n t h S t r e e t , D i l l i n g Ham and F o u r t h S t r e e t . F o u r t h S t r e e t i s a 
f o u r - l a n e r o a d b u t w i t h f low r e s t r i c t i o n s . F o u r t e e n t h S t r e e t and D i l l i n g 
Ham a r e t w o - l a n e r o a d s w i t h f low r e s t r i c t i o n s . A l l t r i p s a r e d i s t r i b u t e d 
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on t h e t h r e e l i n k s of ( 2 6 , 1 2 ) , ( 2 5 , 13) and ( 3 5 , 2 4 ) f o r each s t e p of 
a s s i g n m e n t . 
The t r i p s from P h e n i x C i t y t o Columbus a r e d i s t r i b u t e d among 
l i n k s ( 2 6 , 1 2 ) , ( 2 5 , 1 3 ) and ( 3 5 , 2 4 ) a s g i v e n i n T a b l e 6 . The t r i p s from 
Columbus t o P h e n i x C i t y a r e d i s t r i b u t e d among l i n k s ( 1 2 , 2 6 ) , ( 1 3 , 2 5 ) and 
( 2 4 , 3 5 ) a s g i v e n i n T a b l e 7 . 
T a b l e 6. Flow D i s t r i b u t i o n . Among L ink ( 2 6 , 1 2 ) , ( 2 5 , 1 3 ) 
And ( 3 5 , 2 4 ) Under 1 - S t e p , 5 - S t e p And 1 0 - S t e p A s s i g n m e n t s . 
1 -S tep Ass ignment 5 - S t e p Ass ignment 1 0 - S t e p 
Ass ignmen t 
L ink v e h lu 
/ h r . 
l a n e 
veh . / h r . v e h / , h r . 
l a n e 
v e h / , h r . v e h / , h r . 
l a n e 
v e h / 
h r . 
( 2 6 , 1 2 ) 1231 1231 737 737 615 615 
( 2 5 , 1 3 ) 250 250 687 687 625 625 
( 3 5 , 2 4 ) 96 192 124 248 216 432 
T o t a l T r i p 1673 1672 1672 
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T a b l e 7 . Flow D i s t r i b u t i o n Among L i n k s ( 1 2 , 2 6 ) , ( 1 3 , 2 5 ) 
and ( 2 4 , 3 5 ) Under 1 - S t e p , 5 - S t e p And 1 0 - S t e p A s s i g n m e n t s 
L ink 
1 -S tep Ass ignment 5 - S t e p Ass ignment 1 0 - S t e p Ass ignment 
/ h r . 
l a n e 
/ h r . v e h , / h r . 
l a n e 
v e h IX. 
/ h r . 
veh . / h r . 
l a n e 
veh . / h r . 
( 1 2 , 2 6 ) 1317 1317 740 740 634 634 
( 1 3 , 2 5 ) 255 255 705 705 557 557 
( 2 4 , 3 5 ) 123 246 186 372 314 628 
T o t a l T r i p 1818 1817 1819 
For t h e o n e - s t e p a s s i g n m e n t , most t r a v e l e r s would u s e l i n k ( 2 6 , 1 2 ) 
b e c a u s e i t i s on t h e s h o r t e s t p a t h of many O-D p a i r s . As t h e s t e p s i n ­
c r e a s e , t h e t r i p s a r e s u p p r e s s e d t o u s e l i n k ( 2 5 , 1 3 ) and ( 2 5 , 2 4 ) , which 
makes t h e f low on t h e s e t h r e e l i n k s w i t h i n t h e r e a s o n a b l e r a n g e of t h e i r 
c a p a c i t y . 
Number of I t e r a t i o n s To F i n d The S h o r t e s t P a t h 
The number of i t e r a t i o n s needed t o f i n d t h e s h o r t e s t p a t h s f o r each 
s t e p of t h e a s s i g n m e n t i s l i s t e d i n T a b l e 8 . 
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T a b l e 8 . The Number of I t e r a t i o n s Needed To F ind The 
S h o r t e s t P a t h s For Each S t ep Of The 1 - S t e p , 5 - S t e p And 
1 0 - S t e p A s s i g n m e n t s . 
1 -S tep 
Ass ignment 5 - S t e p A s s i g n m e n t s 
S t e p 1 s t 
No. of 
I t e r a t i o n 7 
S t e p 1 s t 2nd 3rd 4 t h 5 t h 
No. of 
I t e r a t i o n 7 7 6 8 8 
1 0 - S t e p A s s i g n m e n t s 
S t e p 1 s t 2nd 3rd 4 t h 5 t h 6 t h 7 t h 8 t h 9 t h 1 0 t h 
No. of 
I t e r a t i o n 7 7 7 7 6 
CO 
CO 
CO 9 9 
Based on t h e i r g e o g r a p h i c r e l a t i o n s h i p s , t h e nodes a r e nubmered 
i n a c c o r d a n c e w i t h our p r o p o s e d r u l e . Only a few a d d i t i o n a l i t e r a t i o n s 
a r e needed a f t e r t h e c o s t on t h e l i n k s have b e e n c h a n g e d . 
C r i t i c i s m Of Assumpt ions 
I t i s n o t a r e a l i s t i c r e s u l t t o have so many l i n k s a s s i g n e d t o t h e 
m a r g i n of t h e i r c a p a c i t y . One f a c t o r f o r t h i s r e s u l t i s t h a t ou r a s s u m p ­
t i o n of 1/10 t o t a l d a i l y demand f o r t h e f low r a t e i n t h e morn ing peak 
h o u r i s o v e r e s t i m a t e d . Ano the r f a c t o r can b e t h a t ou r a s s u m p t i o n of 
t h i r t y s econd r e d and g r e e n p e r i o d s f o r each i n t e r s e c t i o n r e d u c e s t h e 
c a p a c i t y of many a r t e r i e s , wh ich u s u a l l y h a v e r e d p e r i o d s l e s s t h a n t h i r t y 
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s e c o n d s , and i n c r e a s e s t h e c a p a c i t y of many s e c o n d a r y s t r e e t s , which 
u s u a l l y have r e d p e r i o d s more t h a n t h i r t y s e c o n d s . 
Comparison Of The R e s u l t s From T e n - S t e p Ass ignment 
[31 
And The Columbus-Phen ix C i t y T r a n s p o r t a t i o n S tudy 
T h i s s t u d y h a s b e e n modeled a s a n e t w o r k of 440 nodes and 3050 o n e ­
way l i n k s . 
Compar ison Of C o n g e s t i o n C o n d i t i o n s . Most c o n g e s t e d l i n k s i n t h e 
Columbus-Phen ix C i t y T r a n s p o r t a t i o n S tudy (CPTS) a r e c o n g e s t e d i n t h e t e n -
s t e p a s s i g n m e n t , e . g . , two-way l i n k s ( 1 2 , 2 6 ) , ( 1 3 , 2 5 ) , ( 4 , 5 ) , ( 1 , 4 ) , ( 6 , 1 ) , 
( 1 7 , 7 ) , ( 1 8 , 2 7 ) , ( 2 9 , 2 1 ) and ( 1 8 , 2 9 ) . 
Those l i n k s which a r e c o n g e s t e d i n ou r r e s u l t s b u t a r e n o t con ­
g e s t e d i n CPTS a r e two-way l i n k s such a s ( 2 9 , 2 4 ) , ( 2 0 , 2 1 ) , ( 7 , 9 ) , ( 1 8 , 9 ) 
and ( 3 0 , 1 6 ) . We b e l i e v e t h a t an i m p o r t a n t f a c t o r migh t be t h a t our d e ­
mand d a t a a r e s l i g h t l y d i f f e r e n t from t h o s e u s e d i n CPTS. For e x a m p l e , 
l i n k s ( 2 9 , 3 4 ) , ( 2 0 , 2 1 ) and ( 3 0 , 1 6 ) a r e o v e r - a s s i g n e d i n t h e o n e - s t e p 
a s s i g n m e n t , which means t h a t t h e s e l i n k s a r e on t h e s h o r t e s t p a t h s of 
many O-D p a i r s . T h e r e f o r e , t h e y a r e v e r y l i k e l y t o be c o n g e s t e d u n d e r 
our demand i n f o r m a t i o n . 
L i n k s ( 4 7 , 4 4 ) , ( 4 4 , 1 5 ) , ( 1 5 , 5 ) , ( 4 5 , 1 5 ) , ( 4 4 , 4 3 ) and ( 4 7 , 1 8 ) a r e 
somewhat c o n g e s t e d i n CPTS b u t n o t c o n g e s t e d i n our r e s u l t s . 
Compar i son of T r a v e l Time. I n our a l g o r i t h m , when t r a f f i c f low 
i s more t h a n 550 ( v e h / h r . l a n e ) on some l i n k , an i n f i n i t e c o s t i s i n c u r r e d 
i n t h i s l i n k t o p r e v e n t any f u r t h e r a s s i g n m e n t . T h e r e f o r e , t h e t r a v e l 
t i m e on t h e s e c o n g e s t e d l i n k s i s n o t s i g n i f i c a n t . A few n o n - c o n g e s t e d 
l i n k s a r e compared fo r t h e t r a v e l t i m e s and p r e s e n t e d i n T a b l e 9 . 
• — L i n k s 
Travel Time~"~~^^^_ (27,20) 
(20,10) 
(27,19) (35,24) (16,6) (18,17) (19,8) (8,10) (8,2) (52,53) (91,52) (97,95) 
CPTS 2.07 3.31 2.95 0.88 1.66 2.59 2.01 1.69 1.32 2.2 1.46 1.33 
10-Step Assignment 1.6 2.2 2.2 1.4 1.1 2.1 1.20 1.2 1.1 2.07 2.1 1.2 
Difference 0.47 1.11 0.75 -0.52 0.56 0.49 0.81 0.49 0.22 0.13 -0.64 0.13 
• 
Table 9. Comparison Of Travel Time On Some Uncongested Links 
Obtained From The 10-Step Assignment And CPTS. 
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1 . L ink ( 3 5 , 2 4 ) i s a f o u r - l a n e b r i d g e from P h e n i x C i t y t o 
Columbus. The t r a v e l speed on t h i s l i n k r e p o r t e d by CPTS i s 55 
mph, which must assume t h a t t h e t r a v e l i s u n i n t e r r u p t e d on t h e 
b r i d g e . I n our a s s i g n m e n t a l g o r i t h m , t h e maximum t r a v e l s p e e d i s 
t h e a s s i g n e d speed l i m i t , i . e . 35 mph. Because of t h i s , t h e 
t r a v e l t i m e i n our a s s i g n m e n t i s h i g h e r . 
2 . L ink ( 9 1 , 5 2 ) i s a f o u r - l a n e road w i t h f low r e s t r i c t i o n s . The 
flow r a t e i s o n l y 94 v e h i c l e s p e r h o u r p e r l a n e i n our a s s i g n m e n t , 
t h u s t h e t r a v e l speed i s t h e speed l i m i t (35 mph) . However, t h e 
t r a v e l speed i n CPTS was 50 mph, so t h e t r a v e l t i m e i n o u r e x p e r i ­
ment i s h i g h e r . 
3 . L ink ( 2 0 , 1 0 ) i s a 4 - l a n e r o a d . Flow r a t e i n our a s s i g n m e n t i s 
o n l y 153 v e h i c l e s p e r hour p e r l a n e , t h u s t h e t r a v e l speed i s 40 
mph. Due t o t h e h i g h e r f low r a t e i n t h e s t u d y , t h e t r a v e l s p e e d 
i s a b o u t 30 mph i n t h e r e p o r t ; t h u s , our t r a v e l t i m e i s l e s s t h a n 
t h e i r s . 
4 . L inks ( 2 7 , 1 9 ) and ( 1 9 , 8 ) a r e b o t h c o n g e s t e d i n t h e r e p o r t b u t 
n o t i n ou r a s s i g n m e n t . T h e r e a r e o n l y 211 and 266 v e h i c l e s p e r 
h o u r p e r l a n e a s s i g n e d t o t h e s e l i n k s i n our a s s i g n m e n t . T h i s i s 
t h e r e a s o n f o r t h e d i f f e r e n c e i n t r a v e l t i m e . 
5 . I n t h e r e m a i n i n g l i n k s t h e d i f f e r e n c e i n t r a v e l t i m e i s l e s s 
t h a n 0 . 5 m i n u t e s from t h a t c a l c u l a t e d i n CPTS. T h i s s i m i l a r i t y 
may be due t o t h e f a c t t h a t we coun t o n l y one i n t e r s e c t i o n f o r t h e 
t r a v e l t i m e on any l i n k , w h i l e t h e t r a v e l t i m e c a l c u l a t e d from 
CPTS c o u n t s d e l a y i n b o t h i n t e r s e c t i o n s of t h e l i n k . 
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S t e p w i s e Ass ignment With D i m i n i s h i n g S t e p s i z e s 
An 1 1 - s t e p a s s i g n m e n t was a l s o pe r fo rmed w i t h d i m i n i s h i n g s t e p -
s i z e s . One h a l f of t h e demand i s a s s i g n e d t o t h e n e t w o r k i n t h e f i r s t 
s t e p , w i t h one t w e n t i e t h of t h e demand a s s i g n e d t o t h e r e m a i n i n g t e n 
s t e p s . The f i n a l f low d i s t r i b u t i o n i s p r e s e n t e d i n F i g u r e 3 9 . The num­
b e r of l i n k s i n each r a n g e of f low f o r 1 0 - s t e p e q u a l s t e p s i z e a s s i g n m e n t s 
and t h i s 1 1 - s t e p a s s i g n m e n t a r e g i v e n i n T a b l e 1 0 . 
T a b l e 1 0 . Number Of L i n k s I n Each Range Of Flow For 
1 0 - S t e p Equa l S t e p s i z e A s s i g n m e n t s And 1 1 - S t e p D i m i n i s h i n g 
S t e p s i z e A s s i g n m e n t s 
Range 1 0 - S t e p 1 1 - S t e p 
of Flow Ass ignment Ass ignmen t 
800<x 0 0 
700<x<800 0 0 
600<x<700 18 11 
500<x<600 29 42 
400<x<500 25 21 
x<400 268 266 
The r e s u l t s show t h a t l e s s l i n k s a r e a s s i g n e d o v e r o r be low t h e i r 
c a p a c i t y , w h i l e more l i n k s a r e a s s i g n e d n e a r t h e i r c a p a c i t y . T h e r e f o r e , 
s t e p w i s e a s s i g n m e n t w i t h d i m i n i s h i n g s t e p s i z e s seems t o a c c e l e r a t e t h e 
c o n v e r g e n c e and f o r c e t h e l i n k s t o be r e s t r i c t e d by t h e i r c a p a c i t y . 
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F i g u r e 39 . Flow D i s t r i b u t i o n Of 1 1 - S t e p A s s i g n m e n t , 
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CHAPTER V I I 
CONCLUSIONS AND RECOMMENDATIONS 
FOR FUTURE STUDY 
C o n c l u s i o n s 
In c o n c l u s i o n , t h e f o l l o w i n g f e a t u r e s a r e o b s e r v e d : 
1. To a g r e a t e x t e n t t h e a g g r e g a t e d ne tw or k can r e f l e c t r e a l i s ­
t i c phenomena a s w e l l a s any l a r g e complex n e t w o r k . 
2. The p r i n c i p l e of a s s i g n m e n t i n l i g h t of t h e i n d i v i d u a l 
t r a v e l e r ' s v i e w p o i n t i s r e a s s e s s e d . 
3 . S h o r t c o m p u t a t i o n t i m e , e c o n o m i c a l memory u s e , and e f f i c i e n t 
d a t a i n p u t a r e f e a t u r e s i n t h e s t e p w i s e a s s i g n m e n t a l g o r i t h m d e ­
v i s e d i n t h i s s t u d y . 
4 . Flow d i s t r i b u t i o n s u c c e s s f u l l y r e f l e c t s t h e r e l a t i v e c o n g e s ­
t i o n c o n d i t i o n s i n t h e n e t w o r k . 
5 . T r a v e l t i m e c a l c u l a t e d from flow on l i n k s and nodes a r e i n 
t h e r e a s o n a b l e r a n g e of r e a l i s t i c t r a v e l t i m e . 
6. The s h o r t e s t p a t h a l g o r i t h m d e v i s e d i n t h i s s t u d y i s l i k e l y 
t o be more e f f i c i e n t t h a n o t h e r m a t r i x m e t h o d s , s h o r t e s t p a t h 
a l g o r i t h m s . T h i s f a c t a r i s e s from t h e method of node n u m b e r i n g , 
combined w i t h t h e a l t e r n a t i n g s e a r c h i n g s e q u e n c e , which r e q u i r e s 
fewer i t e r a t i o n s ; and from t h e t e c h n i q u e of c o n s i d e r i n g a s i n t e r ­
m e d i a t e nodes o n l y t h e nodes a d j a c e n t t o t h e d e s t i n a t i o n n o d e . 
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Recommendat ions For F u t u r e S tudy 
Improvement On The Network 
E f f o r t s s h o u l d be made t o d e v e l o p r u l e s f o r a g g r e g a t i n g t h e r e a l 
r o a d n e t w o r k i n t o a s i m p l i f i e d n e t w o r k which can s t i l l r e f l e c t . s i g n i f i ­
c a n t t r a f f i c phenomena. 
Improvement On The Demand 
The s t a t i c f low r a t e s on each l i n k d e t e r m i n e t h e e q u i l i b r i u m f low 
d i s t r i b u t i o n . R e a s o n a b l e p e r c e n t a g e s of t h e t o t a l demand s h o u l d be d e ­
t e r m i n e d t o r e f l e c t t h e a v e r a g e f low r a t e f o r t h e p e r i o d t h e f low d i s t r i ­
b u t i o n i s t o be i n v e s t i g a t e d . 
Improvement On The Speed-Flow R e l a t i o n s h i p s I n The L ink 
Speed - f low r e l a t i o n s h i p s s h o u l d be made more r e a l i s t i c f o r each 
c a t e g o r y of r o a d by c o n s i d e r i n g more f a c t o r s which a r e i m p o r t a n t , such 
a s t h e number of i n t e r s e c t i o n s w i t h i n t h e l i n k o r t h e c h a r a c t e r i s t i c s of 
e ach c a t e g o r y of r o a d . 
Improvement On The De lay -F low R e l a t i o n s h i p I n The Node 
I n s t e a d of assuming 30 second r e d and g r e e n p e r i o d s , t h e r e d and 
g r e e n p e r i o d from each d i r e c t i o n coming i n t o t h e node s h o u l d r e p r e s e n t i t s 
a c t u a l v a l u e f o r each i n t e r s e c t i o n . T h u s , s e v e r a l d e l a y f u n c t i o n s unde r 
d i f f e r e n t r e d p e r i o d s a r e n e c e s s a r y f o r each n o d e . Flows coming from a 
s p e c i f i c l i n k t o t h e node w i l l be s u b j e c t e d t o a s p e c i f i c d e l a y f u n c t i o n 
d e p e n d i n g on t h e r e d p e r i o d i n t h e l i n k l e a d i n g t o t h e n o d e . 
Improvement On The S t e p s Of Ass ignment 
D i m i n i s h i n g s t e p s of a s s i g n m e n t a r e recommended t o t e s t t h e o p t i m a l 
number of s t e p s n e c e s s a r y t o g e t r e a s o n a b l e r e s u l t s . 
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Improvement On The S h o r t e s t P a t h F i n d i n g T e c h n i q u e 
For The S t e p w i s e Ass ignment A l g o r i t h m 
Using a t r e e b u i l d i n g a l g o r i t h m t o f i n d t h e s h o r t e s t p a t h f o r t h e 
node p a i r s would have r e s u l t e d i n d i f f e r e n t f e a t u r e s f o r i m p l e m e n t i n g t h e 
s t e p w i s e a s s i g n m e n t a l g o r i t h m . T h e r e f o r e , i t would be w o r t h w h i l e t o com­
p a r e t h e a d v a n t a g e s of u s i n g t h e t r e e b u i l d i n g a l g o r i t h m s w i t h t h o s e of 
t h e new m a t r i x a l g o r i t h m i n s u p p o r t i n g t h e s t e p w i s e a s s i g n m e n t . 
APPENDIX I 
SPEED-FLOW RELATIONSHIPS 
FOR MULTILANE ROADS 
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Function F2. Speed-Flow Relationship For 
2-Lane Road. 
800 1000 1200 1300 
(400) (500) (600) (650) 
Flow Rate (veh/hr. lane) 
Function F2B. Speed-Flow Relationship For 
2-Lane Road With Flow Restrictions. 
800 
(400) 
1000 1200 1300 
(500) (600) (650) 
Flow Rate, (veh/hr. lane) 
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Function F4. Speed-Flow Relationship 
For 4-Lane Road. 
i I I L_ 
800 1000 1200 1300 
(400) (500) (600) (650) 
Flow Rate (veh/hr. lane) 
Function 4B. Speed-Flow Relationship 
For 4-Lane Road With Flow Restrictions. 
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Function F6. Speed-Flow Relationship 
For 6-Lane Road. 
800 1000 1200 1300 
(400) (500) (600) (650) 
Flow Rate (veh/hr. lane) 
APPENDIX II 
FORTRAN LISTING OF 
STEPWISE ASSIGNMENT ALGORITHM 
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r,r tp m 10 AS=Ffc(£FF) 
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G O T O 2 5 
\S=UUJJUA A A ( M 2 ( I I ) , j ) = M D I I I ) / A S * ' l . i . 3 & 2 f c ^ * F i a ( * F l l 
I F ( K . L 1 . H 1 ( J ) ) G C T O Z U 
: 0 UJ JJLLE 
c I F U . S l s P «.i.C_t.l 1 ) . G O T O 2 5 c A S S I G N F L C i» 7 0 TT = P E A O L I M < O N T H E S H O R T E S T P A T H C F E V E R Y D E M A N D F A I R 
C O 2 5 1 = 1 , N 
Kfc = n 2 2 K b - K M 1 
I F ( K ^ . G T . M « 4 ( T J ) G C T O 2 5 1 1 = 1 1 * 1 K1 = K «5 ( 7 T 1 
2 3 J 1 = K 1 . 7 7 7 R 1 f M = S h I F T < A N C ( ^ N ( I , J l ) , 7 o C G 8 ) , - 9 J 
K 2 = s » _ l ^ 1 - 1 ) J.XJA1 A F ( K 2 * = A F { K 2 ) + P 6 ( I I ) / 1 C . I F . 1 K 1 . . £ Q . J _ l i C * 2J 2 5 C O N T I N U E 
X I S T E P = I S T E F * 1 . b C _ l C _ i 3 
I d C C N T I N L E KilU-£-I E , 1 C 11 IX. 
F O R M A 1 ( 1 1 0 ) rT C C t 2 S ) ( A F < I ) 1 1 = 1 . * 7 3 L F O S F A T C « . X , f c F f c . 0 . 6 X f 6 F 6 . 0 t f c X , e F e . 0 . / » 
11=0 D C < < 2 I = l » « 7 
J C = Q 4 » < t K = K * 1 
LULLLLL J = 6 * ( I - 1 ) + K 
_ J l = t & l J J J A G ( J ) = r F ( J ) / A 9 ( J l ) 
J XM-K^L-I^UT)) G T TO K M -K Z C C N T I N L E hHTTc <ft?c> I MIL} t T = l . c7fiL E N D 
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S U C R C n i N E S t - O F A T C A A , M M 
CCr.AT. h / S l / JO-i9-2J-.il2 L u A L I . , 1 3 . l 2 J i Z ) _ . 4 J 
D I M E N S I O N ^ A I 9 / , c 7 , f M N ( 9 7 t c 7 , t M 7 ( e ) K K s K J U 4 N 1 = N - 1 C 4 4 - 4 - J - 4 V 3 * 
0 0 1 J = i , 9 7 
_1 KfcLil, J ) = I 
c ICCUKI = 0 5 I C C U M = I C 0 1 N 7 + 1 10 = 1 
c J J U i k J D C 1 8 J 1 = 1 . M j =_k=ui : K1 = 0 _4 <J K1—X1 * 4 1 1 = 1 1 - 3 
x ^ a z x m -I = J -Z J ' i f 4 I . E C . J U C C _ T C _ 2 I 1 = 1 * 1 ——IF < Ai. 4 I • -J ) * L-1. A A-4 I .K4-+JU3-111) * 0 . 3 0X51)._GQ—JG—2-0-A A ( I . j ) = A A < I . K ) f * 2 ( I I ) fcJiXI i j I s K 10 = 0 G C - J C — 2 4 ) 2 1 I F I K i . L T . M l ( J ) ) G O T C 1 9 - 1 3 C £ M 4 V L £ 
C 
U^2'+2 C O ti3 J 1 = 1 . M 
J-U-^i l-*4 K 1 = 0 A S K 1 - K 1 • 1 1 1 = 1 1 - 1 K= tt 2 f 11) 1 = 0 -543 I F 1 1 ^ EX.J^-1)£0-IX SI — I « I * 1 I f -IAA-J I ^ U 4 . lT-^AA-i 1 - ^ X 4 > - A 3 4 - I I ) < 0 0 C 1 1 G 0-43-50-A A ( I . , J ) = A A ( I , K ) t - A 3 « I I » I^i-C-J-.^UJC I O = 0 G . c _ i . c - s a 5 1 I F C K l . t T . K l ( o l ) G C T O h<i A-fi CO N 14-N-Lt : = 
C 
I f - 4 I C . E Q . l ) G O T C E 3 
10 = 1 
1C -C U KI - I CO L -N 1 * 4 
c 1.1^43 : C O 3 8 « = 1 , M K4-=J3 3 S K l = K l * i 
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JlD IF-TXUEC^M-C C TC _U 
1*1*1 
LF_XAA 12, J L_AX_L._A.A_F I, K l ^ U U . l ± . t JL._I.3-Q _JU_XJ_L__XCL________ 
AA(I,J) = /IA(I,K)FFI3(IIL 
III 1111- ' - r_ 
IO = 0 R,c TR TO 
IF <K1,IT,C1 (JJ) GC TO 39 
( J f l M J M r F c 
CO fi J=2,H 




eo IFU.ECJ-L)C-0 TC 61 
I = T *1 
I F F A A U . J ) .LT.AA _I,K)**3LL__.4«.,CG0UL_ GO TC 80 
4A(I,JJ:i5M]»LFL*«.. -IT* K M I » J ) = K 
GO TC £3 
_ _ _ _ _ L E . I K l , i l - ̂ _ i f J J J _ _ £ C-_10_7_3L 
8 C C N U M E 
_C IF(IC.FVE.L) GO TC 5 
XCXLIIM.1. 
HRITE (6,82 ) ICCLNT 
-hi EQjEJI AJ-U JC _> -ITV I .—Q-F —XT FEJ-XT 11- HI_- ". I IT. / . 1_ 
IF(KK.HE.LI) GC 10 81* -VRI ICX 6^1CJ LI.LIV (J.^I) t J=X,_KI.4^_L^_UJ-
10 FC«HA1 UX, A'KN(T FJJ_:** F/ V|_ >X,4CI2/I<<X V4CI2/*AIX >17I3FL/J) 
KILIJ-__-!£_» .C -, ) ( (AA-XI-.-.X. J=L. KI__X=_L__L-J 
C3 FORMAT (£FX, 2 5 F5. 1/k X, 2 5F5. I/*+X ,25 F 5. 1/-T > , 2 2F5.1 ,/) 
_JJ_LI CX?N I-IIXX 




M7(K1) = H2 (II) 
-HUJCL-XT-_>ILL-(^> ) GO TO 11 
CO 17 1=1,«7 
XF (I_-I_.R. ,I> R-R TH 17 
IF (KN(1,J) .NE.K7 (1)) GC TO l£ 
{I.^L-CR TILJM 1_,JJ_,10 0 OBI 
GC TC 17 
IF_(H)AX, JL-.VE,.U.7-12J 1 GC TP 13 
H M I . J - = CFT-HMI.J>.ZO?GB> 
GC. TG 17 
IF ( H M 1 ,J) .NE.M7 (3)1 GC TO I<« 
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K N C l f J ) = O F < f » M I , J I , 3 Q 0 0 B I G C T C 1 7 1 4 I F < C M ] , J ) . N E . K 7 < < • > > G C T O 1 5 .— — K N M . f „ . ) - O E 4 f 1 . ( 1 + , ^ , - 4 i 4 U B ) -G C T O 1 7 — 1 - 5 I F 4 K M I . J ) ^ , - r 7 - 4 & l l _ G C - T X i - l - e M N I I , J ) = O f i < K M I , J ) , 5 0 0 G G > 
^ _ J X _ 1 7 _ _ . 
i e K N a . j i s O R O ' M i t J ) t 6 G O o e > 1 7 X C N . T J K L £ R E U R N e n o : 
FUNCT1CN F 2 { / I F F ) I F ( A F F . G T . 1 C 0 0 . ) G O T C 1 F 2 = 3 5 . K J E J t U R b 1 I F ( A F F . G T . 1 2 J 0 . ) G C T O 2 F 2 = 3 5 . - ( A F F " 3 Q G 0 . 1 * 0 . 0 2 5 F E T U R N _ 2 l F t A F L ^ G J . . 4 J . 5 . Q . . , 4 _ G C _ . L 0 _ 3 _ _ F 2 = 3 0 . - ( A F F - 1 2 0 Q . ) * Q . l 
fiElU__ 
3 F 2 = l . R E T U R N E N O 
F U h C T I C N F 1 0 JAF1) I Ll.A£jU.GJ.^<JL£j.l^fi_Ifl \ . 
F 1 0 = 3 . 1 7 




I F ( A F F . G T . l J . D. f_ J__LQ_ J_C_ JL 
F2B=3G. 
JS£TURN 
1 I F ( A F F . G T • i 2 CO•J GC TC 2 
F 2 B = l C . - ( A.F.£r._.C Q.0 - J • f l . . J25 . 
RETURN 
2 I F_( A F_F.. GT • 1IC 0_. JL._G.C_ .T.O_ 3_ 
F28=2 5 . - ( A F F - 1 2 . C . ) * U . l 
F£ TLLRJ. 
3 F2 f i= l . 
RETURN 
ENO 
FUNCTICN F'-* I AFF ) 
. J F J A F F_._GT_I_g.CJ_.«J__G_Q_. TJ2_JL 
F<; - .C . 
_R£X.LR__. 
IF . AFF.GT.12CL.._ GC TO 2 
J L . = M I __£ __J___JL__C.. H 2 -
FET URN 
J L L I A FJLIGJLI 1.3 J._-_,.l_JS_C_JLCi__3_ 
F<. = 30 .-CAFF -12C0.1 *0.1 
_R E J U___N 
F*T = l . 
..FJIJUJSIN 
FUNCTICN! F^E (AFF 1 
. j F _ A_TJL-.GT. E A _, L__ __J:C_-1. 
F*.8 = 3 5 . 
F£TUR_.__ I F t A F F . G T . l 2 C 0 . I GC TO 2 
FA B = 3 £ __.IA___E__.flX D . )___*Q___ ________ 
RETURN 
1 E . U F F. »GT__X3 t i L - J _ G CL T.Q_-_ 
F<«8 = 2 ? . - ( A F F - 1 2 0 C . l » G . l 
_ R£XUi.J_ 




FUNCTION F 6(AF F J 
I F . A F F . G T . B O S . I GO TO 1 
F6=*«3. 
FEIU.RN 
1 I F ( A F F . G T . 1 2 . 0 . 1 GC TO 2 
F_6 =__2__L__ .A F_£_J 0_J_L_____F_D_.J__._5_ 
RE 7URN 
2 I F .A_FF._GTJI 13C0.1 GO TO 3 
F6=33.-<AFF-120 0 • ) * d . l 2 
RETURN 
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An example w i l l be p r e s e n t e d summar iz ing t h e d e r i v a t i o n of t h e 
t o t a l c o s t of t r a v e l i n g on a p a t h . 
n o d e s : N , , N_, N 3 
l i n k s : L^ , L ^ , L^ 
F . : t h e f low on l i n k L i , i = i , 2 , 3 x ' ' 
S^: t h e s p e e d - f l o w r e l a t i o n s h i p f o r l i n k L i . i = 1 , 2 , 3 
f: t h e d e l a y r e l a t i o n s h i p f o r a l l n o d e s , i . e . t i m e d e l a y v e r s u s t h e 
r a t e of f low coming i n t o t h e n o d e . 
D . : t h e d i s t a n c e of l i n k L . . i = 1 - 2 - 3 . l l 
The t o t a l c o s t f o r t r a v e l i n g from t o t h r o u g h L ink L^, L ^ , 
L 3 i s : 
s ^ y + f <V + + f ( V + + f <V 
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