Conway's theory of partizan games is both a theory of games and a theory of numbers. An extension of this theory to classify partizan games with an arbitrary finite number of players is presented.
Introduction
Combinatorial game theory [1] is a mathematical theory that studies perfect-information games where typically two players are involved. However, a real-world economical, social or political conflict involves more than two parties, and a winning strategy is often the result of coalitions. It is therefore a challenging and fascinating problem to extend the field of combinatorial game theory to allow more than two players.
Past efforts to classify impartial three-player combinatorial games (the theories of Li [5] and Straffin [8] ) have made various restrictive assumptions about the rationality of one's opponents and the formation and behavior of coalitions. Loeb [6] introduces the notion of a stable winning coalition in a multi-player game as a new system of classification of games. Differently, Propp [7] adopts in his work an agnostic attitude toward such issues, and seeks only to understand in what circumstances one player has a winning strategy against the combined forces of the other two.
Cincotti [2] presents a theoretical framework to classify three-player partizan games. This framework represents an extension of Conway's theory of partizan games [3, 4] and it has been applied to classify the instances of three-player Hackenbush, a three-player version of a classical combinatorial game. Here we present a further extension of the previous work to classify partizan games with an arbitrary finite number of players.
This work has been strongly inspired by Conway's theory of partizan games and, as a consequence, the presentation of the arguments is very close to corresponding parts in Conway's book.
In Section 3 we discuss some properties of order, equality, and addition. The main difference between numbers and games is that numbers are totally ordered with respect to every relation introduced in Section 2, whereas games are not. Section 4 shows that it is possible to classify n-player cold games (numbers) with n ≥ 3 in (n 2 + 3n + 4)/2 sub-classes representing a partition of our set of numbers.
Section 5 shows what happens when we sum two numbers, and when it is possible to determine the sub-class of the sum.
The relation between numbers and games is discussed in Section 6. In other words, we try to understand when it is possible to determine the outcome of a game represented by a number that belongs to a specific sub-class. Knowing the outcome of a game means that we are able to determine the winner, once we have decided which player starts the game. Moreover, we prove that there exists only one zero-game, i.e., a game that does not affect the outcome of another game when we take the sum of these two.
In the last section we investigate the relation between Conway's surreal numbers and the n-player extension presented in this paper. Moreover, we calculate how many numbers are born on day 1 and day 2, for an n-player partizan game.
Basic definitions
Definition 1. If X 1 , X 2 , . . . , X n are any n sets of games previously defined, then {X 1 |X 2 | . . . |X n } is a game. All games are constructed in this way.
Convention. Let x = {X 1 |X 2 | . . . |X n } be a game. We denote by x 1 , x 2 , . . . , x n , respectively, the typical elements of X 1 , X 2 , . . . , X n . Therefore, the game can be written as
. . are the typical elements of X 2 , . . . , and a n , b n , c n , . . . are the typical elements of X n . Definition 2. Let x and y be two games. We say that
where i ∈ {1, . . . , n}. We write x ≤ i y to mean that x ≤ i y does not hold.
where X 1 , X 2 , . . . , X n are n sets of earlier constructed numbers. At day zero, we have only the empty set ∅. Therefore the earliest constructed number could only be {X 1 |X 2 | . . . |X n } with X 1 = X 2 = · · · = X n = ∅, or in the simplified notation { | | . . . | }. We denote it by 0.
Is 0 a number? The answer is yes, since we cannot have any inequality of the form
For the same reason we can observe that
We can now use the sets {}, i.e. the empty set, and {0} for X 1 , X 2 , . . . , X n to obtain n new numbers, which we call
It can easily be checked that all the other possibilities are not numbers. The previous notation can be generalized as follows:
Of course, these are not the only numbers that we are able to create.
The following properties hold
Relations and operations
Almost all our proofs are inductive, so that, for instance, in proving something for the pair (x, y) we may assume that this property holds for all pairs (x 1 , y), (x 2 , y), . . . , (x n , y), (x, y 1 ), (x, y 2 ), . . . , (x, y n ). The games x 1 , x 2 , . . . , x n will be called respectively the 1st, 2nd, . . . , nth option of x.
Properties of order and equality
Recall that x ≥ i y if we have no inequality of the form
Theorem 1.
For all games x we have
Proof. 1. Let us assume that x i ≥ i x is true. By Definition 2, we have no inequalities of the form x i ≥ i x i which contradicts the induction hypothesis. Therefore, x i ≥ i x does not hold. The same reasoning holds for the other cases.
2. It follows from (1). 3. It follows from (2).
As a corollary of the above theorem we have 
Proof. To show that x ≥ i z we have to show that there is no inequality of the form z i ≥ i x, z ≥ i x j , j = i. Let us assume that z i ≥ i x is true. By the hypothesis, x ≥ i y and by the induction hypothesis, z i ≥ i y which is false because y ≥ i z. Therefore, z i ≥ i x does not hold. Analogously, let us assume that z ≥ i x j , j = i is true. By the hypothesis, y ≥ i z and by the induction hypothesis, y ≥ i x j , j = i, which is false because x ≥ i y. Therefore, z ≥ i x j , j = i does not hold.
Summarizing, we can claim that ≥ i , i ∈ {1, . . . , n} are partial order relations on games. Here, we also apply Definition 3.1.
Theorem 3.
For any number x,
and, for any two numbers x and y,
Proof. 1. We know that x i ≥ i x so we only have to show that 2. Analogous to (1).
Thus we can claim that numbers are totally ordered with respect to ≤ i , i ∈ {1, . . . , n}, but every relation determines a different order. Two-player cold games can be considered as a special case where only two relations (≤ 1 , ≤ 2 ) are defined. In a typical two-player zero-sum game an advantage of one player is a disadvantage for his/her opponent and, as a consequence,
In other words, the order determined by the first relation is exactly the inverse of the order determined by the second relation. This is the reason that, in Conway's theory, it is sufficient to define only one relation. In n-player games (n > 2) this simplification is not possible because, in general, x ≤ i y ⇒ y ≤ j x, j = i.
Properties of addition
Theorem 4. For all games x, y, z we have
In each case the middle identity follows by the induction hypothesis.
Properties of addition and order

Theorem 5. If x and y are numbers, then y
Proof. If x + y ≥ i x + z then the following inequalities are false
and therefore, by the induction hypothesis, the following inequalities are also false
Conversely, let us assume that x + y ≥ i x + z. It follows that at least one of the following inequalities must be true
By the hypothesis y ≥ i z, therefore by transitivity we have the fact that at least one of the following inequalities must be true
Each of the previous inequalities contradicts the order relation (by the induction hypothesis). Therefore, x + y ≥ i x + z does not hold.
As a corollary of the above theorem, we have Proof. By Theorems 3 and 5 we have that
. . , n}, j = i and, by the induction hypothesis, x 1 + y, x + y 1 , etc., are numbers. Therefore, x + y is a number.
The simplicity theorem
Theorem 7. Let x = {x 1 |x 2 | . . . |x n } be a number and let the number z satisfy the property x i ≥ i z ≥ i x j , i, j ∈ {1, . . . , n}, j = i, while no option of z satisfies the same condition. Then x = z. Proof. Let us assume that x ≥ i z. It follows that at least one of the following inequalities must be true
The first group of inequalities are false, by the hypothesis. If x ≤ i z i , then
and it would follow 
Proof. By Theorem 3, < i a 1 , b 1 , . . . , a i−1 , b i−1 , . . . , a i+1 , b i+1 , . . . , a n , b n , . . . 
and by transitivity
By Definitions 2 and 3.1 we have
By Eqs. (1) and (2), it follows that x = y. Table 2 Possible cases, comparing a number x with 0.
=0
Right wins Left wins
≷0
Left wins Right wins
1 < 1 , < 2 , . . . , < n−1 , < n 2 < 1 , < 2 , . . . , < n−1 , = n 3 < 1 , < 2 , . . . , < n−1 , > n 4 < 1 , < 2 , . . . , = n−1 , < n 5 < 1 , < 2 , . . . , = n−1 , = n 6 < 1 , < 2 , . . . , = n−1 , > n . . . . . . 3 n − 5 > 1 , > 2 , . . . , = n−1 , < n 3 n − 4 > 1 , > 2 , . . . , = n−1 , = n 3 n − 3 > 1 , > 2 , . . . , = n−1 , > n 3 n − 2 > 1 , > 2 , . . . , > n−1 , < n 3 n − 1 > 1 , > 2 , . . . , > n−1 , = n 3 n > 1 , > 2 , . . . , > n−1 , > n
Classifying cold games
We recall that in two-player combinatorial game theory we can classify all games into four outcome classes, which specify who has the winning strategy when Left starts and who has the winning strategy when Right starts, as shown in Table 1 . If we consider n-player games, the situation is more complicated, because we have to consider 3 n possible cases. We will classify only cold games, i.e. games which are numbers. We know that numbers are totally ordered. Therefore if we compare (for the first player) a generic number x with 0 we have one of the three following cases: x < 1 0, x = 1 0, or x > 1 0. Analogously, we have three different cases for the second player, the third player and so on. Therefore, when we compare a number x with 0 we have 3 n possible cases, which are represented in Table 2 .
Theorem 9.
There exists no number x such that x > i 0 and x ≥ j 0, i, j ∈ {1, . . . , n}, i = j. Proof. Let us suppose that there exists a number x such that x > i 0 and x ≥ j 0, i = j. We have
which contradict the induction hypothesis.
Theorem 10. If x
Proof. Let us assume that X k = ∅. By Theorem 3, x k > i 0 and x k > j 0 which is a contradiction of Theorem 9. Therefore, X k = ∅. Corollary 3. Let x be a number such that x = i 0 and x = j 0. We can distinguish two different cases:
. It follows that 0 is the only element in the class
Proof. 1. By Theorem 10 we have x ∼ = 0. 2. Without loss of generality, let us assume that X i = ∅. By the hypothesis, x = j 0 and by Theorem 3, x i > j 0. It follows that x i < k 0, otherwise we would have a contradiction of Theorem 9. Therefore, we have
Summarizing we have
• The class (= 1 , = 2 , . . . , = n ) containing only 0.
• n classes (< 1 , . . . , < i−1 , > i , < i+1 , . . . , < n ), where i ∈ {1, . . . , n}. The numbers 1 1 , . . . , 1 i , . . . , 1 n are examples of these classes.
• n 2 classes (< 1 , . . . , < i−1 , = i , < i+1 , . . . , < j−1 , = j , < j+1 , . . . , < n ), where i, j ∈ {1, . . . , n}, i = j. The numbers 1 1 + 1 2 , . . . , 1 i + 1 j , . . . , 1 n−1 + 1 n are examples of these classes.
• n classes (< 1 , . . . , < i−1 , = i , < i+1 , . . . , < n ), where i ∈ {1, . . . , n} The numbers (n − 1) 1 + 1 2 + · · · + 1 n , . . . ,
n are examples of these classes.
• The class (< 1 , . . . , < n ). The number 1 1 + · · · + 1 n is an example of this class. In total, for n ≥ 3 we have 1 + n + n 2 + n + 1 = (n 2 + 3n + 4)/2 classes, as shown in Table 3 . Table 3 Outcome classes in n-player combinatorial games.
Class
Short notation
Sum of cold games
In this section, we first give some results that will help us sum two cold games. Subsequently, we will give the complete table for all possible cases.
Theorem 11. If x, y are numbers, then
Proof. We recall that
1. By the hypothesis,
By the induction hypothesis, the following inequalities are true
By the hypothesis,
By the induction hypothesis,
We also have Theorem 12. If x, y are numbers, then
Proof. The proof is analogous to that for Theorem 11.
As a corollary of the above theorems, we have Proof. By Theorem 11, we have x + y ≥ i 0, and by Theorem 12, we have x + y ≤ i 0. By Definition 3.1, it follows that x + y = i 0. Table 4 shows all the possibilities when we sum two numbers. The entries '?' are unrestricted, and indicate that we can have more than one result, e.g., if x = {1 1 | | . . . | } = 2 1 and y = 1 2 , then x + y > 1 0, but if x = 1 1 and y = 1 2 then x + y = 1,2 0. To prove the last statement, it is sufficient to recall that 1 2 < 1 0, 1 1 > 1 0, and symmetrically, that 1 1 < 2 0, 1 2 > 2 0. Table 5 Outcome classes and winning strategies. 
Winning strategies
In this section we give some results that help us in better understanding the relations between a number and the possible winning strategies in the game represented by this number. Players take turns making legal moves in a cyclic fashion where (p 1 , p 2 , . . . , p n ) is a permutation of (1, 2, . . . , n). p i = j means that the i-th move is made by player j, e.g, p 1 = 3 means that the first move is made by player 3. When one of the n players is unable to move, then that player leaves the game, and the remaining n − 1 players continue playing in the same mutual order as before. The last remaining player is the winner. The following theorems hold. We conclude by remarking that, obviously, even if player p 2 is unable to move, player i still has a winning strategy, because (p 1 , p 2 , . . . , p n ).
Proof. By the hypothesis, x k > i 0 and x k > j 0. Therefore, by Theorem 9, X k = ∅, k = i, k = j. Moreover, we can observe that
• If player i moves before player j, then player j has a winning strategy, because x i > j 0.
• If player j moves before player i, then player i has a winning strategy, because x j > i 0.
The following theorem also holds. We can summarize all the previous results in Table 5 . The results so far obtained do not permit a generalization of outcome indistinguishability to n-player games. Roughly speaking, ≤ i represents just an underestimation of the real advantage of player i. This is the reason why different outcomes are possible if the game is < i 0. For example, 2 1 + 1 2 + 1 3 + 1 4 < i 0, but player i still has a winning strategy. A fine classification of n-player games, in which to each class there corresponds a specific outcome, is a topic for further investigations.
About zero-games
Definition 7.
A game which does not affect the outcome of another game when added to it, is called a zero-game. Formally, z is a zero-game if and only if for every game x, the games x and x + z have the same outcome.
We recall that for every game x, x + 0 ∼ = x. Therefore, 0 is a zero-game. The following theorem holds.
Theorem 17. There exists no zero-game z 0.
Proof. Let z = {z 1 |z 2 | . . . |z n } 0 be a zero-game, and, without loss of generality, let us assume that player 1 has at least one legal move. Let m be the maximum number of moves that player n can make in z 1 in the best case. Let us now consider the number x = {1 n |(m + 2) 1 | | . . . | } = (1) 0. We observe that player n has a winning strategy when player 1 makes the first move. Let us consider the game x + z and assume that player 1 makes the first move. If player 1 moves in z and player 2 moves in x, then we have the game z 1 + (m + 2) 1 where player 1 can make at least two more moves than player n. Therefore, player n does not have a winning strategy, the outcome of the game x has been affected, and z is not a zero-game.
As a corollary of the above theorem, we have • S n to indicate the n-player extension of S 2 .
• S n [d] to indicate the numbers in S n born by day d. Definition 9. We define n different maps π : S n → S 2 as follows:
. . . By the induction hypothesis, we also have no inequality of the form
Therefore, π i (x) ≤ π i (y), i ∈ {1, . . . , n}. If π i (x) ≤ π i (y), then we have no inequality of the form
By the induction hypothesis, we also have no inequality of the form
Therefore, x ≤ i y.
As corollaries of the above theorem, we have
