A "$v$-operation free" approach to Pr\"ufer $v$-multiplication domains by Fontana, Marco & Zafrullah, Muhammad
ar
X
iv
:0
91
1.
28
87
v1
  [
ma
th.
AC
]  
15
 N
ov
 20
09
A “v-OPERATION FREE” APPROACH TO PRU¨FER
v-MULTIPLICATION DOMAINS
MARCO FONTANA AND MUHAMMAD ZAFRULLAH
Abstract. The so called Pru¨fer v-multiplication domains (PvMD’s) are usu-
ally defined as domains whose finitely generated nonzero ideals are t-invertible.
These domains generalize Pru¨fer domains and Krull domains. The PvMD’s
are relatively obscure compared to their very well known special cases. One of
the reasons could be that the study of PvMD’s uses the jargon of star opera-
tions, such as the v-operation and the t-operation. In this paper, we provide
characterizations of and basic results on PvMD’s and related notions without
star operations.
1. Introduction and Preliminaries
Pru¨fer v-multiplication domains, explicitly introduced in [10, Griffin (1967)] un-
der the name of v-multiplication rings, have been studied a great deal as a gener-
alization of Pru¨fer domains and Krull domains. One of the attractions of Pru¨fer
v-multiplication domains is that they share many properties with Pru¨fer domains
and, furthermore, they are stable in passing to polynomials, unlike Pru¨fer domains
(since a polynomial ring D[X ] is a Pru¨fer domain only in the trivial case, i.e., when
D is a field). On the other hand, Pru¨fer v-multiplication domains are a special
case of v-domains, a class of integrally closed domains which has recently attracted
new attention [1, Anderson-Anderson-Fontana-Zafrullah (2008)], [11, Halter-Koch
(2009)] and [6, Fontana-Zafrullah (2009)]. The paper [4, Dieudonne´ (1941)] pro-
vides a clue to where v-domains arose as a separate class of rings, though they were
not called v-domains there.
The notions of v-domain and of several of its specializations may be obscured
by the jargon of Krull’s star operations used in the “official” definitions and stan-
dard characterizations (the best source available for star operations and for this
type of approach to v-domains is Sections 32 and 34 of [9, Gilmer (1972)]). The
overhanging presence of star operations seems to have limited the popularization of
these distinguished classes of integral domains and, perhaps, has prevented the use
of other powerful techniques, such as those of homological algebra, in their study.
The aim of this note is to provide “star operation free” definitions and characteri-
zations of the above mentioned classes of integral domains. In particular, we prove
statements that, when used as definitions, do not mention any star operations,
leading to new characterizations of various special classes of v-domains.
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2Let D be an integral domain with quotient field K. Let F (D) be the set of all
nonzeroD–submodules of K and let F (D) be the set of all nonzero fractional ideals
of D, i.e., A ∈ F (D) if A ∈ F (D) and there exists an element 0 6= d ∈ D with
dA ⊆ D. Let f(D) be the set of all nonzero finitely generated D–submodules of
K. Then, obviously f(D) ⊆ F (D) ⊆ F (D).
For D-submodules A,B ∈ F (D), we use the notation (A : B) to denote the set
{x ∈ K | xB ⊆ A}. If (A : B) 6= (0), clearly, (A : B) ∈ F (D) and if A ∈ F (D), then
(A : B) ∈ F (D). Denote (D : A) by A−1, which belongs to F (D)) whenever A does,
and (D : A) = (0) if A ∈ F (D)\F (D). If A ⊆ B then A−1 ⊇ B−1. Moreover, from
the definition, it follows that AA−1 ⊆ D and D−1 = D. Recall that, for A ∈ F (D),
Av := (A−1)−1 = (D : (D : A)) and note that, if A ∈ F (D) \ F (D), then Av = K,
since (D : A) = (0). Set At :=
⋃
{F v | F ⊆ A and F ∈ f (D)}. It can be easily
shown that (Av)−1 = A−1 = (A−1)v. If A ∈ F (D)) is such that A = Av (resp.,
A = At) we say that A is a fractional v-ideal (resp., a fractional t-ideal) of D.
Note that, if A ∈ F (D) \ F (D), then A = Av if and only if A = K; on the other
hand, it is possible that A = At ( K for A ∈ F (D) \ F (D) (for instance, if D is
a fgv-domain, i.e., an integral domain such that every nonzero finitely generated
ideal is a v-ideal [22, Zafrullah (1985)], then A = At for every A ∈ F (D)).
A fractional v-ideal is also called a fractional divisorial ideal. If A ∈ F (D), A−1
is a fractional v-ideal, and every fractional invertible ideal (i.e., every fractional
ideal A such that AA−1 = D) is both a fractional v-ideal and a fractional t-ideal.
If there is a finitely generated fractional ideal F such that Av = F v, we say that Av
is a fractional v-ideal of finite type. Note that, in this definition, we do not require
that F ⊆ A; if there is a finitely generated fractional ideal F such that Av = F v
and F ⊆ A, we say that Av is a fractional v-ideal of strict finite type. Examples
of v-ideals of finite type that are not v-ideals of strict finite type are given in [8,
Gabelli-Houston (1997), Section (4c)]. If ∗ provides here a general notation for the
v- and t-operation, then call A ∈ F (D) ∗-invertible if there is B ∈ F (D) such that
(AB)∗ = D. It can be shown that in this case B∗ = A−1. It is obvious that an
invertible ideal is t-invertible and a t-invertible ideal is also v-invertible. So, D is
called a v-domain (resp., a Pru¨fer v-multiplication domain (for short, PvMD)) if
every F ∈ f(D) is v-invertible (resp., t-invertible). Both these notions generalize
the concept of Pru¨fer domain, since a Pru¨fer domain can be characterized by the
fact that every F ∈ f(D) is invertible, and, at the same time, the concept of Krull
domain because, as we mention later, a domain D is a Krull domain if and only if
every nonzero ideal of D is t-invertible.
It can be shown that F ∈ f(D) is t-invertible if and only if F is v-invertible and
F−1 is a v-ideal of finite type [27, Zafrullah (2000), Theorem 1.1(c)]. In particular,
from the previous considerations, we deduce:
Pru¨fer domain ⇒ PvMD ⇒ v-domain.
It is well known that the converse of each of the previous implications does not
hold in general. For instance, a Krull domain which is not Dedekind (e.g., the
polynomial ring Z[X ]) shows the irreversibility of the first implication. An example
of a v-domain which is not a PvMD was given in [4, Dieudonne´ (1941)].
32. Results
The following result maybe in the folklore. We have taken it from [28, HelpDesk
0802], where the second named author of the present paper made a limited attempt
to define PvMd’s without the v-operation.
Lemma 1. Given an integral domain D, a fractional ideal A ∈ F (D) is v-invertible
if and only if (A−1 : A−1) = D.
Proof. Suppose that (A−1 : A−1) = D. Let x ∈ (AA−1)−1 ⊇ D. Then, x(AA−1) ⊆
D or xA−1 ⊆ A−1 or x ∈ (A−1 : A−1) = D. So, (AA−1)−1 ⊆ D and we have
(AA−1)−1 = D. This gives (AA−1)v = D.
Conversely, if A is v-invertible, then (AA−1)−1 = D. Let x ∈ (A−1 : A−1) ⊇ D.
Then, xA−1 ⊆ A−1. Multiplying both sides by A and applying the v-operation, we
get x ∈ D. So, D ⊆ (A−1 : A−1) ⊆ D and the equality follows. 
Theorem 2. The following are equivalent for an integral domain D.
(i) D is a v-domain.
(ii) (F−1 : F−1) = D for each F ∈ f (D).
(iii) (F v : F v) = D for each F ∈ f(D).
(iv) ((a, b)−1 : (a, b)−1) = D for each two generated fractional ideal (a, b) ∈
f (D).
(v) ((a) ∩ (b)) : ((a) ∩ (b)) = D for all a, b ∈ D\{0}.
Proof. (i)⇔(ii) follows from Lemma 1 and from the definition of a v-domain.
(i)⇒(iii). Let F ∈ f(D) and x ∈ (F v : F v) ⊇ D. Then, xF v ⊆ F v. Multiplying
both sides by F−1 and applying the v-operation, we get x(F vF−1)v ⊆ (F vF−1)v.
But, by (i), (F vF−1)v = (FF−1)v = D and so x ∈ D. This forces D ⊆ (F v : F v) ⊆
D.
(iii)⇒(i). Let F ∈ f(D) and x ∈ (F vF−1)−1 ⊇ D. Then, x(F vF−1) ⊆ D. But
then xF v ⊆ F v, which gives x ∈ (F v : F v) = D. Therefore D ⊆ (F vF−1)−1 ⊆ D,
which means that every F ∈ f(D) is v-invertible.
(ii)⇒(iv) is obvious.
(iv)⇒(v). Let a, b ∈ D be two nonzero elements and, by (iv), let ((a, b)−1 :
(a, b)−1) = D. Since (a, b)−1 = (D : (a, b)) = (D : (a)) ∩ (D : (b)) = (a−1) ∩
(b−1) = a−1b−1((a) ∩ (b)), then from the assumption we have (a−1b−1((a) ∩ (b)) :
a−1b−1((a) ∩ (b))) = D which is the same as ((a) ∩ (b)) : ((a) ∩ (b)) = D, for all
a, b ∈ D\{0}.
(v)⇒(i). Recall that D is a v-domain if and only if every two generated nonzero
ideal of D is v-invertible [15, Mott-Nashier-Zafrullah (1990), Lemma 2.6]. (Note
that H. Pru¨fer proved that every F ∈ f(D) is invertible if and only if every two gen-
erated nonzero ideal ofD is invertible [20, Pru¨fer (1932), page 7]; a similar result, for
the t-invertibility case, was proved in [15, Mott-Nashier-Zafrullah (1990), Lemma
1.7].) Now, let a, b ∈ D\{0} and x ∈ ((a, b)(a, b)−1)−1 ⊇ D. Then x(a, b)(a, b)−1 ⊆
D, or x(a, b)−1 ⊆ (a, b)−1, or xa−1b−1((a) ∩ (b)) ⊆ a−1b−1((a) ∩ (b)). This is equiv-
alent to x((a) ∩ (b)) ⊆ (a) ∩ (b) or x ∈ (((a) ∩ (b)) : ((a) ∩ (b))) = D. This forces
D ⊆ ((a, b)(a, b)−1)−1 ⊆ D. 
4Call an integral domain D a v-finite conductor (for short, a v-FC-) domain if
(a) ∩ (b) is a v-ideal of finite type, for every pair a, b ∈ D\{0} [5, Dumitrescu-
Zafrullah (2008), Section 2].
The above definition of v-FC-domain makes use of the v-operation. We have a
somewhat contrived solution for this, in the form of the following characterization
of v-FC-domains.
Proposition 3. An integral domain D with quotient field K is a v-FC-domain if
and only if for each pair a, b in D\{0} there exist y1, y2, ..., yn ∈ K\{0}, with n ≥ 1,
such that (a, b)v =
⋂
{yiD | 1 ≤ i ≤ n}. Consequently, D is a v-FC-domain if and
only if for each pair a, b in D\{0} there exist z1, z2, ..., zm ∈ K\{0}, with m ≥ 1,
such that ((a) ∩ (b))−1 =
⋂
{zjD | 1 ≤ j ≤ m}.
Proof. Let D be a v-FC-domain and let a, b ∈ D\{0}. Then, there are a1, a2, ..., an ∈
D such that (a)∩(b) = (a1, a2, ..., an)
v. Dividing both sides by ab, we get (a, b)−1 =
a−1b−1((a) ∩ (b)) = (a1/ab, a2/ab, ..., an/ab)
v. This gives
(a, b)v = ((a1/ab, a2/ab, ..., an/ab)
v)−1 =
⋂{ab
ai
D | 1 ≤ i ≤ n
}
.
Conversely, if for each pair a, b in D\{0} there exist y1, y2, ..., yn ∈ K\{0} such
that (a, b)v =
⋂
{yiD | 1 ≤ i ≤ n}, then
a−1b−1((a) ∩ (b)) = (a, b)−1 = ((a, b)v)−1 =
(⋂
{yiD | 1 ≤ i ≤ n}
)
−1
.
On the other hand, (
⋂
{yiD | 1 ≤ i ≤ n})
−1 = (y−1
1
D, y−1
2
D, ..., y−1n D)
v [12,
Houston-Zafrullah (1988), Lemma 1.1], and this gives (a)∩(b) =
(
ab
y1
D, ab
y2
D, ..., ab
yn
D
)v
.
For the “consequently” part, note that ((a) ∩ (b))−1 = a−1b−1(a, b)v. 
An immediate consequence of the above results is the following characterization
of PvMD’s, in which statements (iii) and (iv) are “v-operation free”.
Corollary 4. The following are equivalent for an integral domain D.
(i) D is a PvMD.
(ii) D is a v-domain and a v-FC-domain,
(iii) for all a, b ∈ D\(0), ((a) ∩ (b))−1 is a finite intersection of principal frac-
tional ideals and ((a) ∩ (b)) : ((a) ∩ (b)) = D.
(iv) for all a, b ∈ D\(0), ((a) ∩ (b))−1 is a finite intersection of principal frac-
tional ideals and ((a, b)−1 : (a, b)−1) = D.
Proof. (i)⇔(ii) stems from the fact that D is a PvMD (resp., a v-domain) if and
only if every two generated nonzero ideal of D is t-invertible (resp., v-invertible)
[14, Malik-Mott-Zafrullah (1988), Lemma 1.7] (resp., [15, Mott-Nashier-Zafrullah
(1990), Lemma 2.6]). Moreover, every two generated ideal of D is t-invertible
if and only if every two generated ideal (a, b) of D is v-invertible and such that
(a, b)−1 = (x1, x2, ..., xr)
v where r ≥ 1 and x1, x2, ..., xr ∈ K [27, Zafrullah (2000),
Theorem 1.1(c)]. Finally, since (a, b)−1 = a−1b−1((a) ∩ (b)), (a, b)−1 is a fractional
v-ideal of finite type if and only if (a) ∩ (b) is a v-ideal of finite type.
(ii)⇔(iii) and (ii)⇔(iv) are straightforward consequences of Theorem 2 and
Proposition 3. 
5Recall that an integral domain D is called a finite conductor (for short, FC-)
domain if ((a) ∩ (b)) is finitely generated for each pair a, b ∈ D. Just to show how
far we have traveled since 1978, when this notion was introduced, we state and
provide an easy proof the following statement, which appeared as the main result
(Theorem 2) in [21, Zafrullah (1978)].
Corollary 5. An integrally closed FC-domain is a PvMD.
Proof. First note that, since D is integrally closed (F : F ) = D for every finitely
generated ideal F of D [9, Gilmer (1972), Theorem 34.7]. So, for each pair a, b ∈
D\{0}, since D is a FC-domain, ((a) ∩ (b)) : ((a) ∩ (b)) = D. But this makes D a
v-domain by Theorem 2 and, so, a PvMD by Corollary 4. 
Lemma 1 can also be instrumental in characterizing completely integrally closed
(for short, CIC-) domains (see, for instance, [9, Gilmer (1972), Theorem 34.3]).
Also the previous approach leads to a characterization of Krull domains in a man-
ner similar to the characterization of v-domains leading to the characterization of
PvMD’s.
Proposition 6. The following are equivalent for an integral domain D.
(i) D is a CIC-domain.
(ii) (A−1 : A−1) = D for all A ∈ F (D).
In particular, a CIC-domain is a v-domain.
Proof. Note that D is CIC if and only if every A ∈ F (D) is v-invertible [9, Gilmer
(1972), Proposition 34.2 and Theorem 34.3]. Now, the equivalence (i)⇔(ii) is an
immediate consequence of Lemma 1. The last statement is a straightforward con-
sequence of the equivalence (i)⇔(ii) of Theorem 2. 
Remark 7. We have been informed by the referee that he/she has used Proposition
6 while teaching a course on multiplicative ideal theory. So, like Lemma 1, this is
another folklore result in need of a standard reference.
Theorem 8. The following are equivalent for an integral domain D.
(i) D is a Krull domain.
(ii) D is a Mori v-domain.
(iii) For each A ∈ F (D), there exist y1, y2, ..., yn ∈ A such that A
−1 =
⋂
{yi
−1D |
1 ≤ i ≤ n} and, for all a, b ∈ D\{0}, ((a) ∩ (b)) : ((a) ∩ (b)) = D.
(iv) For each A ∈ F (D), there exist x, y ∈ A such that A−1 = x−1D ∩ y−1D
and for all a, b ∈ D\{0}, ((a) ∩ (b)) : ((a) ∩ (b)) = D.
Before we prove Theorem 8, it seems pertinent to give some introduction. For
a quick review of Krull domains, the reader may consult the first few pages of [7,
Fossum (1973)]. A number of characterizations of Krull domains can be also found
in [12, Houston-Zafrullah (1988), Theorem 2.3]. The one that we can use here is:
D is a Krull domain if and only if each A ∈ F (D) is t-invertible. Which means, as
observed above, that D is a Krull domain if and only if for each A ∈ F (D), A is
v-invertible and A−1 is a fractional v-ideal of finite type. In particular, we reobtain
that a Krull domain is a a PvMD (and so, in particular, a v-domain).
6An integral domain D is called a Mori domain if D satisfies the ascending chain
condition on integral divisorial ideals (see, for instance, [2, Barucci (2000)]). Differ-
ent aspects of Mori domains were studied by Toshio Nishimura in a series of papers.
For instance, in [19, Nishimura (1967), Theorem, page 2], he showed that a domain
D is a Krull domain if and only if D is a Mori domain and completely integrally
closed. For another proof of this result, see [26, Zafrullah (1989), Corollary 2.2].
On the other hand, an integral domain D is a Mori domain if and only if, for
each A ∈ F (D), Av is a fractional v-ideal of strict finite type [18, Nishimura (1962),
Lemma 1]. A variation of this characterization is given next.
Lemma 9. Let D be an integral domain. Then, D is Mori if and only if for
each A ∈ F (D) there exist y1, y2, ..., yn ∈ A\{0}, with n ≥ 1, such that A
−1 =⋂
{yi
−1D | 1 ≤ i ≤ n}.
Proof. As we observed above, D is a Mori domain if and only if for each A ∈ F (D)
there exist y1, y2, ..., yn ∈ A\{0} such that A
v = (y1, y2, ..., yn)
v. This last equality
is equivalent to A−1 = (y1, y2, ..., yn)
−1 =
⋂
{yi
−1D | 1 ≤ i ≤ n}, since, by [12,
Houston-Zafrullah (1988), Lemma 1.1], we have
(⋂
{y−1i D | 1 ≤ i ≤ n}
)
−1
=
(
(y−1
1
)−1, (y−1
2
)−1, ..., (y−1n )
−1
)v
= (y1, y2, ..., yn)
v .

Proof of Theorem 8. (i)⇒(ii) because we already observed that a Krull domain
is a CIC Mori domain. Moreover, a CIC-domain is a v-domain (Proposition 6).
(ii)⇒(i) We want to prove that, for each A ∈ F (D), A is v-invertible and A−1
is a fractional v-ideal of finite type. The second property is a particular case of the
assumption that every fractional divisorial ideal of D is a v-ideal of finite type. For
the first property, we have that, for each A ∈ F (D), there exist F ∈ f(D), with
F ⊆ A, such that Av = F v (or, equivalently, A−1 = F−1). Since D is a v-domain,
we have D = (FF−1)v = (F vF−1)v = (AvF−1)v = (AA−1)v.
(ii)⇔(iii) is a straightforward consequence of Lemma 9 and Theorem 2((i)⇔(v)).
(iii)⇒(iv) follows form the fact that (iii)⇔(i) and, if D is a Krull domain, then
for every A ∈ F (D) there exist x, y ∈ A such that Av = (x, y)v [17, Mott-Zafrullah
(1991), Proposition 1.3]. Therefore, A−1 = (x, y)−1 = x−1D ∩ y−1D.
(iv)⇒(iii) is trivial. 
Remark 10. (a) In (iii) of Theorem 8, we cannot say that for every A ∈ F (D)
the inverse A−1 is expressible as a finite intersection of principal fractional ideals,
because this would be equivalent to Av being of finite type for each A ∈ F (D). But
there do exist non-Mori domains D such that Av is of finite type for all A ∈ F (D).
For a discussion of those examples you may consult [23, Zafrullah (1986), Section
2] and [8, Gabelli-Houston (1997), Section (4c)].
(b) Note that a Mori domain is obviously a v-FC-domain, since in a Mori domain
every divisorial ideal is a v-ideal of (strict) finite type. Therefore, the equivalences
(i)⇔(ii) of Theorem 8 and of Corollary 4 shed new light on the relations between
PvMD’s and Krull domains in the class of v-domains.
7While several of the above results provide characterizations of Pru¨fer v-multiplica-
tion domains, v-domains, Mori and Krull domains, without using Krull’s theory
of star operations, they do not diminish the importance of star operations in any
way. After all, it was the star operations that developed the notions mentioned
above this far. An interested reader will have to extend this work further so that
mainstream techniques could be used. To make a start in that direction, we give
below some further “star operation free” characterizations of PvMD’s, besides the
ones we have already given above.
Given an integral domain D, a prime ideal P is called essential for D if DP
is a valuation domain and the domain D is called essential if there is a family of
essential primes {Pα} for D such that D =
⋂
DPα . Also, call a prime ideal P of
D an associated prime of a principal ideal if P is a minimal prime over a proper
nonzero ideal of the type ((a) :D (b)), for some a, b ∈ D. The associated primes of
principal ideals have been discussed in [3, Brewer-Heinzer (1974)], where it was also
shown that if S is a multiplicative set in D then DS =
⋂
DP where P ranges over
the associated primes of principal ideals disjoint from S [3, Brewer-Heinzer (1974),
Proposition 4]. For brevity, we call here an associate prime of a principal ideal of
D simply an associated prime of D.
Following [16, Mott-Zafrullah (1981)], call D a P-domain if every associated
prime of D is essential. It is easy to see that a P-domain is an essential domain.
More precisely, it was shown in [16, Mott-Zafrullah (1981), Proposition 1.1] that D
is a P-domain if and only if D is essential and every quotient ring of D is essential.
Also, if D is a P-domain then so are the rings of fractions of D and the rings of
polynomials over D [16, Mott-Zafrullah (1981), Corollary 1.2]. From [16, Mott-
Zafrullah (1981), Corollary 1.4 and Example 2.1] one can also get the information
that a PvMD is a P-domain, but not conversely.
We now state a result that is already known but that can be of use if someone
wants to deal with PvMD’s without having to use, in statements (ii) and (iii), the
star operations.
Proposition 11. The following are equivalent for an integral domain D.
(i) D is a PvMD.
(ii) D is a P-domain-domain such that, for every pair a, b ∈ D\{0}, ((a)∩(b))−1
is a finite intersection of principal fractional ideals.
(ii′) D is a P-domain-domain and a v-FC-domain.
(iii) D is an essential domain such that, for every pair a, b ∈ D\{0}, ((a)∩(b))−1
is a finite intersection of principal fractional ideals.
(iii′) D is an essential v-FC-domain.
Proof. As we already mentioned above, from [16, Mott-Zafrullah (1981)] we know
that a PvMD is a P-domain and that a P-domain is essential. Moreover, from
Corollary 4, if D is a PvMD, we have, for every pair a, b ∈ D\{0}, that ((a)∩(b))−1
is a finite intersection of principal fractional ideals (or, equivalently, D is a v-FC-
domain, by Proposition 3). Therefore, (i)⇒(ii) ⇒(iii), (ii)⇔(ii′) and (iii)⇔(iii′).
(iii)⇒(ii). Recall that, from [13, Kang (1989), Lemma 3.1], we have that an
essential domain is a v-domain (the reader may also want to consult the survey
8paper [6, Fontana-Zafrullah (2009), Proposition 2.1] and, for stricly related results,
[25, Zafrullah (1988), Lemma 4.5] and [24, Zafrullah (1987), Theorem 3.1 and
Corollary 3.2]). The conclusion follows from Corollary 4((ii)⇒(i)) (and Proposition
3). 
Remark 12. Note that, from the proof of Proposition 11((iii)⇒(ii)), we have that
each of the statements of Proposition 11 is equivalent to
(iv) D is a v-domain such that, for every pair a, b ∈ D\{0}, ((a) ∩ (b))−1 is a
finite intersection of principal fractional ideals.
which is obviously also equivalent to (ii) of Corollary 4.
Acknowledgment. We are thankful to the referee for his/her contribution to the
improvement of the presentation of this paper.
References
[1] D.D. Anderson, D.F. Anderson, M. Fontana and M. Zafrullah, On v–domains and star op-
erations, Comm. Algebra 37 (2009), 1-26.
[2] V. Barucci, Mori domains, in “Non-Noetherian commutative ring theory” (S.T. Chapman
and S. Glaz Editors), 57-73, Math. Appl., 520, Kluwer Acad. Publ., Dordrecht, 2000.
[3] J. Brewer and W. Heinzer, Associated primes of principal ideals, Duke Math. J. 41 (1974),
1-7.
[4] J. Dieudonne´, Sur la the´orie de la divisibilite´, Bull. Soc. Math. France 69 (1941), 133-144.
[5] T. Dumitrescu and M. Zafrullah, t-Schreier domains, Preprint, 2009.
[6] M. Fontana and M. Zafrullah, On v-domains: a survey, in “Commutative Algebra: Noether-
ian and non-Noetherian perspectives”, (M. Fontana, S. Kabbaj, B. Olberding, and I. Swanson
Editors) Springer, Berlin (to appear).
[7] R. Fossum, The Divisor Class Group of a Krull Domain, Springer, New York, 1973.
[8] S. Gabelli and E. Houston, Coherentlike conditions in pullbacks, Michigan Math. J. 44 (1997),
99-123.
[9] R. Gilmer, Multiplicative Ideal Theory, Marcel Dekker, New York, 1972.
[10] M. Griffin, Some results on v-multiplication rings, Canad. Math. 19 (1967), 710-722.
[11] F. Halter-Koch, Mixed invertibility and Pru¨fer-like monoids and domains, in “Commutative
Algebra and Its Applications”, Proceedings of the Fez Conference 2008, W. de Gruyter,
Berlin, 2009, pp. 247-258.
[12] E. Houston and M. Zafrullah, Integral domains in which each t-ideal is divisorial, Michigan
Math. J. 35 (1988), 291-300.
[13] B.G. Kang, On the converse of a well-known fact about Krull domains, J. Algebra 124
(1989), 284-299.
[14] S. Malik, J. Mott, and M. Zafrullah, On t-invertibility, Comm. Algebra 16 (1988), 149-170.
[15] J. Mott, B. Nashier, and M. Zafrullah, Contents of polynomials and invertibility, Comm.
Algebra 18 (1990), 1569-1583.
[16] J. Mott and M. Zafrullah, On Pru¨fer v-multiplication domains, Manuscripta Math. 35 (1981),
1-26.
[17] J. Mott and M. Zafrullah, On Krull domains, Arch. Math. 56 (1991), 559-568.
[18] T. Nishimura, Unique factorization of ideals in the sense of quasi equality, J. Math. Kyoto
University 3 (1963), 115-125.
[19] T. Nishimura, On regularly integrally closed domains, Bull. Kyoto Univ. Education Ser. B,
30 (1967), 1-2.
[20] H. Pru¨fer, Untersuchungen u¨ber Teilbarkeitseigenschaften in Ko¨rpern, J. reine angew. Math.
168 (1932), 1-36.
[21] M. Zafrullah, On finite conductor domains, Manuscripta Math. 24 (1978), 191-204.
9[22] M. Zafrullah, The v-operation and intersections of quotient rings of integral domains, Comm.
Algebra 13 (1985), 1699-1712.
[23] M. Zafrullah, Generalized Dedekind domains, Mathematika 33 (1986), 285-295.
[24] M. Zafrullah, On a property of pre-Schreier domains, Comm. Algebra 15 (1987), 1895-1920.
[25] M. Zafrullah, The D+XDS [X] construction from GCD-domains, J. Pure Appl. Algebra 50
(1988), 93-107.
[26] M. Zafrullah, Ascending chain conditions and star operations, Comm. Algebra 17 (1989),
1523-1533.
[27] M. Zafrullah, Putting t-invertibility to use, in “Non-Noetherian commutative ring theory”
(S.T. Chapman and S. Glaz Editors), 429-457, Math. Appl., 520, Kluwer Acad. Publ., Dor-
drecht, 2000.
[28] M. Zafrullah, HelpDesk 0802, www.lohar.com/mithelpdesk/HD0802.pdf.
M.F.: Dipartimento di Matematica, Universita` degli Studi “Roma Tre”, 00146 Rome,
Italy.
E-mail address: fontana@mat.uniroma3.it
M.Z.: 57 Colgate Street, Pocatello, ID 83201-34, Idaho, USA.
E-mail address: zafrullah@lohar.com
