ABSTRACT Routing technology is an indispensable part of wireless sensor networks (WSNs) in contemporary studies. Considerable attention is being given to the energy problem and the delay of data transmission. However, a few studies have explored routing algorithms in wireless rechargeable sensor networks (WRSNs) using mobile charging equipment. In this paper, we propose a clustering hierarchical routing algorithm for WRSNs based on K -means method (K-CHRA), which takes the energy distribution and data transmission into consideration under the influence of mobile equipment (ME) while combining mobile sink and mobile charger in WRSNs. The mobile sink is responsible for data collection and mobile charger replenishes energy for sensor nodes. The simulations demonstrate that K-CHRA can reduce energy consumption and the data transmission delay. Thus, K-CHRA has excellent equilibrium characteristics with balanced energy dissipation throughout all sensor nodes in the networks. Finally, a large number of experiments demonstrate that our proposed algorithm K-CHRA suits for many kinds of scenarios of networks. 
The t th Un-Clustered sensor node in charging round r R Charging radius of ME V Driving velocity of ME Wireless Sensor Networks (WSNs) are widely applied in the military, industry, and agriculture [1] . The requirements for lifespan and performance of networks impose higher overheads on WSNs. However, WSNs have a drawback, which is that sensor nodes will die when their energies run out. Recently, sensor nodes can be replenished by wireless power transfer [2] in Wireless Rechargeable Sensor Networks (WRSNs) [3] , providing a new paradigm to solve the problem. WRSNs has a bright future and can be extensively used in various monitoring applications [4] . Well-known examples of energy replenishing include rechargeable sensor nodes that can be powered by solar, wind, vibration, and biochemical processes [5] . Chargers provide another effective way to replenish sensor nodes and are not affected by environmental factors. Therefore, a network with chargers has more stable and reliable performance in maintaining the operation of sensor nodes. Chargers can be divided into two categories used in different situations: static chargers and mobile chargers. Static chargers replenish the network in complicated environments such as jungles. Mobile chargers [6] can move within networks to charge sensor nodes within their proximity and have been considered for applications such as environmental sensing and bridge monitoring [7] . Comparing with static chargers, mobile chargers have more flexibility. Many researchers concentrate on the charging path of mobile chargers so that prolong the lifespan of WRSNs.
From the perspective of communication, the loads of sensor nodes closer to the Base Station are always higher than others. In fact, many environment monitoring applications do not have a strict real-time requirement [8] . For applications such as temperature and urban noise monitoring, collecting data from sensor nodes using mobile sinks is an effective solution as these are delay-tolerant networks.
We consider a WRSN with a Mobile Equipment (ME). The ME combines a mobile charger and a mobile sink, which contains a charging module and communication module. It can move in the network to charge the sensor nodes while collecting data. Such WRSNs are suitable for applications with a long lifespan and delay-tolerant characteristics. In such WRSNs, how the ME communicates with the networks and how sensor nodes communicate with each other are the problems to be addressed.
Routing technique, which improves the communicating function and minimizes the overhead in the networks, are a hot topic in WSNs. Routing technique can prolong the lifespan and improve the communication efficiency of networks.
Conventional routing algorithms for WSNs do not consider the energy changes caused by the mobile charger or the routing changes caused by the mobile sink. Therefore, we concentrate on the clustering hierarchical routing protocol, which considers the cluster number and the Cluster Head distribution, so as to reduce the energy consumption and improve the equilibrium characteristics of residual energy in WRSNs. Our contributions are as follows.
1) A new routing problem in WRSNs is investigated. In the network, there is an ME mounted with a mobile sink and a mobile charger, which moves in the network to replenish energy and collect data. 2) To address the new routing problem, we propose a novel cluster hierarchical routing algorithm K-CHRA, which consists of two steps: cluster construction and hierarchical routing. 3) In the process of cluster construction, the sensor nodes are clustered and according to the network scale and charging radius of the ME. In the process of hierarchical routing, the intra-transmission and inter-transmission data are proposed to improve the communication efficiency in WRSNs.
4) Experiments demonstrate that K-CHRA reduces the energy consumption and data transmission delay effectively. In addition, K-CHRA has excellent equilibrium characteristics with balanced energy dissipation throughout all sensor nodes in the networks and is suitable for many kinds of WRSNs. The remainder of this paper is structured as follows. Section II introduces the backgrounds. The routing problem formulation and modeling in WRSNs with an ME is described in Section III. The details of the proposed algorithm are provided in Section IV. Simulations are analyzed in Section V. The last section concludes this paper.
II. BACKGROUNDS
In this section, backgrounds about routing algorithms are introduced, including routing algorithms in WSNs, routing algorithms in WRSNs. Finally, data transmission delay is introduced in routing algorithms.
A. ROUTING ALGORITHMS IN WSNS
In WSNs, routing algorithms are used to communicate among sensor nodes. According to different topologies, routing protocols can be roughly classified into flat and hierarchical routing protocols [9] . Flat routing protocols are suitable for small-scale networks with homogenous sensor nodes [10] . Reference [11] proposed a distance-aware routing (DAR) algorithm to quickly guide a mobile sink on a shorter moving path distance than conventional routing methods. And they will consider the obstacles and walls in the environment. Sensor nodes closer to the base station, called ''hot spots'', shoulder more responsibility for data transmission tasks in addition to the data collection tasks. Therefore, in large-scale networks, the high communication load may lead to the death of ''hot spots''.
However, using the hierarchical routing protocols, sensor nodes play different roles in case of the death of the ''hot spots''. For example, some sensor nodes are responsible for data collection, and some are responsible for data fusion and transmission. A hierarchical network can be obtained by clustering methods. In each cluster, the Cluster Head, which carries out data fusion and transmission, will most likely be the bottleneck node [12] in the network.
To address the above problem, Heinzelman et al. [13] proposed a Low Energy Adaptive Clustering Hierarchy (LEACH) algorithm, where the sensor node decides whether to be elected as a Cluster Head according to a random number. However, the energy equilibrium has not been considered, and so the cluster number of clusters varies considerably and the distribution of Cluster Heads is not balanced. The energy problem is considered in the selection of the Cluster Head in the Deterministic Cluster-Head Selection algorithm [14] , where experiments show that the lifespan has been prolonged by 20-30% compared to LEACH. Reference [15] proposed a LEACH-MF algorithm to eliminate the redundant information by multi-layer clustering, which is suitable for large-scale networks. The Cluster Head is selected such that it is spatially close enough to the base station and sensor nodes [16] . Thus, the energy efficiency of networks and the lifespan of sensor nodes are maximized. A cooperative clustering protocol based on LEACH enhances the longevity of energy-harvesting-based wireless sensor networks (EH-WSNs) [17] . The particle swarm optimization is used for energy-effective clustering in WSNs in [18] . Suganthi et al. presented two multi-swarm generalizations of particle swarms and contrasted the performance of both in benchmark dynamic multi-modal environments. The multiswarm-optimization-based clustering had higher lifetime through the simulations. The proposed algorithm improved the energy efficiency and prolonged the lifetime of networks.
B. ROUTING ALGORITHMS IN WRSNS
Different from routing algorithms in WSNs, networks can be replenished in WRSNs so that the routing algorithms focus on targets differently.
If the networks are charged by static chargers in [19] , the authors considered a WSN replenished by multiple wireless chargers. They investigated the problem of maximizing the minimum sampling rate of sensor nodes, jointly considering the routing problems. However, this paper did not consider the wireless chargers' locations.
When it comes to mobile chargers, the routing algorithms are studied as follows. A mobile charger chooses the appropriate arrest point to charge the center node, and meanwhile, the center node will transfer the energy to other nodes of the partition by the multi-hop way [20] . By jointly optimizing traveling path, relay routing, and charging time, [20] proposed a multi-hop charging scheme to improve the charging efficiency of mobile charger.
Reference [21] used mathematical method to formulate the energy replenishment optimization problem into an MINLP problem. Wireless Charging Vehicle (WCV) can not only recharge the nodes selectively, but also collect data back to the sink. Reference [22] designed an opportunistic routing protocol (EHOR) for WRSNs that are powered solely using energy harvesting devices. However, the protocol was on a 1D topology that the application scenarios are greatly limited. Guo et al. [23] studied a problem of joint wireless energy replenishment and mobile data gathering for WRSNs. They proposed a distributed cross-layer WerMDG algorithm to maximize the entire network utility. However, this work did not consider the combination of static data transmission and data collection so that the data collection latency cannot be reduced.
C. DATA TRANSMISSION DELAY IN ROUTING ALGORITHMS
Routing algorithms help in conserving the energy of sensor nodes and thus result in an enhanced network lifetime. The routing algorithm mentioned above is suitable for traditional WSNs without an ME to charge sensor nodes or collect data, but not for WRSNs in this study. VOLUME 7, 2019 All sensor nodes are exactly identical, so the maximum battery capacities of the sensor nodes are the same, denoted as E max . The sensor node works while its energy is above E min and dies while its energy is below E min . In this study, the death of the network is defined as the first death of a sensor node.
To describe the data transmission in WRSNs with an ME collecting data from the sensor nodes, the communication model for the networks, including the data flow equation and data transmission delays, must be constructed.
The set of sensor nodes in the networks is denoted as N = {n 1 , n 2 , · · · , n N }, where N represents the number of sensor nodes in the network. Assume that each sensor node n i has a data collection rate R i . The data transmission rates from sensor node n i to n j , the BS, and the ME are denoted as R i,j , R i,B , and R i,ME respectively. The data transmission rate from sensor node to sensor node n h to sensor node n i is denoted as R h,i (i, j, h ∈ {1, 2, · · · , N }). Therefore, the data flow equation is given as
The distances between sensor node n i and n j ,the BS, and the ME are denoted as D i,j , D i,B , and D i,ME . The data transmission delay Delay i,j from sensor node n i to sensor node n j is as (2) . Likewise, the data transmission delays from sensor node n i to the BS and the ME follow the same equation as Delay i,j [24] .
where C is the channel capacity, and v e represents the transmission velocity of the electromagnetic wave. Assume that each sensor node requests for data transmission every t. If sensor node n d communicates with n s in the multi-hop way, the data transmission delay Delay d,s follows (3) [24] .
where count represents the hop count in the route from sensor node n d to n s , and l i,j = 1 denotes that the link from sensor node n i to n j is in the chain of the route from sensor node n d to n s . Therefore, the data transmission delay is determined by the hop count, where the higher the hop count, the larger the data transmission delay.
III. ROUTING PROBLEMS AND MODELING IN WRSNS
In this section, we introduce our routing problems in WRSNs. Then, the models including the role model and the charging model are constructed.
A. CONSIDERED ROUTING PROBLEMS
The network scenario of the WRSNs studied in this research is shown in Fig. 1 . N sensor nodes, one Service Station (SS), one Base Station (BS), and one ME are distributed over a 2D monitored area P with length L and width W . The locations of the sensor nodes, the SS, and the BS are fixed and known. The ME moving in the networks has two main responsibilities: charging the sensor nodes and collecting data from sensor nodes. The energy of the ME is replenished at the SS. The sensor nodes are mainly responsible for data collecting, transmitting, processing and receiving, which are powered by rechargeable batteries through wireless charging technology.
Definition 1: Energy Equilibrium One of the characteristics of the energy status of networks. It measures the energy fluctuation of all the sensor nodes in the networks.
In this study, we solve the problem of clustering hierarchical routing in WRSNs with an ME combining the mobile charger and the mobile sink. It is expected that the energy consumption and the data transmission delay to be reduced and the energy equilibrium to be improved.
Definition 2: Charging Round This duration starts when the ME leaves from the SS and lasts until it returns to the SS after fulfilling the task of charging and data collection.
To measure the performances of reducing energy consumption and improving energy equilibrium, more remaining energy of sensor nodes is expected at the end of a charging round. The average remaining energy of all the sensor nodes in the networks is shown in (4) .
where E r i is denoted as the remaining energy of sensor node n i in charging round r.
The energy equilibrium is measured by variance of remaining energy of all the sensor nodes.
Assume that every sensor node requests c times of data transmission in a charging round. Therefore, every sensor node transmits c times of data in a charging round. Based on (3), the average time taken for the data to be transmitted to the BS or the ME after collecting is defined as the data transmission delay for one sensor node, making sensor node n i as sensor node n d in (3) and the BS (the ME) as sensor node n s in (3). For each sensor node n i , the average data transmission delay Delay r i in charging round r is as follows.
where Delay r,w i is denoted as the data transmission delay at the w th time for sensor node n i in charging round r.
B. MODELING
To accurately describe the process of clustering of the sensor network, we construct a role model for sensor nodes, which distinguishes the sensor nodes according to their responsibilities before and after the network clustering. The energy distribution is under the influence of the charging strategy of the ME so that the charging model of the ME must be established. Moreover, the path of the ME has an influence on the routing in the networks, where the ME gathers data from the sensor nodes. Therefore, the role model for sensor nodes and the charging model for the ME are constructed.
1) ROLE MODEL FOR SENSOR NODES
To clearly describe the process of clustering, we called the clustered networks as hierarchical networks, and the networks which have not clustered is called uncompletedhierarchical networks. Thus, Role Model for sensor nodes is constructed as following two classes.
First class: The sensor nodes in the hierarchical networks are defined as two types of roles, namely, Cluster Heads and Member Nodes. Every Member Node belongs to one cluster with a Cluster Head.
• In charging round r, the set of Cluster Heads (CHs) is denoted as
where k is denoted as the number of clusters (see IV-B).
• The set of Member Nodes (MNs) in the cluster with Cluster Head ch r u in charging round r is denoted as
The sensor nodes in the uncompletedhierarchical networks are classified into two types of roles, Clustering Centers and Un-Clustered sensor nodes.
• Clustering Centers (CCs) are candidates of the Cluster Heads. In charging round r, the set of CCs is denoted as
• Un-Clustered sensor nodes (UCs) are the sensor nodes who did not become a CC in the uncompleted-hierarchical networks. The set of UCs is denoted as UC r = uc r 1 , uc r 2 , · · · , uc r t , · · · (t 1).
2) CHARGING MODEL FOR ME
Suppose that the energy carried by the ME satisfies the demands for all the tasks in a charging round. The charging model for the ME contains three features, the charging mode, the traveling path and the sojourn time of the ME at each anchor. As illustrated in Fig. 2 , the ME stops at an anchor and charges all of the sensor nodes within the charging radius R, and the Cluster Heads are selected as the anchors.
FIGURE 2.
The ME visits part of the sensor nodes in order and returns to SS.
In this study, the ME drives at velocity V between Cluster Heads. Therefore, the traveling path can be expressed as the order of Cluster Heads that an ME visited in a charging round. A Hamiltonian path [3] is obtained to describe the order of all the Cluster Heads, where the starting point and terminal point are both SS. In the period of uncompleted-hierarchical networks, the set of the visiting order of CCs in charging round r is denoted as (7) .
where q r w represents that cc r w is the q r w th CC to be visited by the ME.
Assume that the longest distance from the Cluster Head to the Member Nodes in a cluster is shorter than the charging radius so that the ME can charge all of the sensor nodes in a cluster while the ME is at the Cluster Head. The wireless transmitting power of the ME is denoted as U . Therefore, the wireless receiving power [25] U r,u v of the Member Nodes mn r,u v in charging round r is shown in (8) .
where η is the factor of charging efficiency. Assume that the ME will never leave a Cluster Head until all the sensor nodes in the cluster are fully charged. The sojourn time to fully charge Cluster Head ch r u is as given in (9) , and the sojourn time to fully charge all the Member Nodes in the cluster with ch r u in charging round r is as given in (10) . (11) Thus, the sojourn time in a charging round can be obtained according to (12) . A clustering hierarchical routing algorithm is considered to address the energy problem and data transmission delay problem in WRSNs. In this WRSN, an ME has the functions of the mobile charger and the mobile sink. The energy distribution and route selection are both under the influence of the ME's charging strategy and communication mechanism, where the ME can charge and communicate with the sensor nodes in WRSNs.
Therefore, the algorithm generally has two stages, namely, the clustering strategy and the data transmission mechanism. K-means is a classic clustering method. Its main idea is clustering the dots according to the distances after finding a cluster number k. In this study, instead of the artificial definition of cluster number, we obtain the number according to the size of the network area and the number of the sensor nodes and other components. Besides the distances among the sensor nodes, the energy factor is also considered in clustering. More importantly, clustering is also under the influence of the charging strategy of the ME.
Then, after clustering, an orderly data transmission mechanism is also needed in a routing algorithm to reduce the data transmission delay in WRSNs. Because the ME can communicate with the sensor nodes, the data transmission loads of the bottleneck node will be reduced. Therefore, the lifespan of the network will also be prolonged.
This section is organized as follows. The framework of the proposed algorithm K-CHRA is first described in Section IV-B. In the following two subsections, the clustering strategy and the data transmission mechanism are described in detail.
B. FRAMEWORK OF THE PROPOSED ALGORITHM K-CHRA
In a charging round, the clustering hierarchical routing algorithm K-CHRA consists of two steps, cluster construction and hierarchical routing.
In the process of constructing clusters, the number of clusters k should be calculated along with the proposed cluster strategy, considering the ME replenishing energy for the network and communication with the sensor nodes at the same time. Then, a hierarchical network with k clusters, where each sensor node belongs to a cluster, is achieved according to the cluster strategy (as shown in Section IV-C).
In the hierarchical routing period, the Member Node mn r,u v transmits data to its Cluster Head ch r u in a time slot by TDMA and sleeps during other time slots periodically to save energy. Cluster heads should keep listening all the time to receive data from their Member Nodes, until their Member Nodes have finished transmitting data or the Cluster Head is visited by the ME. When the ME stops by the Cluster Head, the Cluster Head transmits data among clusters (as shown in Section IV-D) after fusing the data received and collected. Details of K-CHRA can be found in Algorithm 1.
The part parameters of a WRSN with an ME output: A hierarchical network and a routing path 1: initialization: Factor α and β (0 < α 1, 0 < β 1), the single-hop critical distance d 0 , maximum capacity of each sensor node E max , number of sensor nodes N N ∈ Z + , charging radius of the ME R, initial energy of each sensor node E i = E max , charging round r = 1; 2: Calculate the number of clusters k according to (15) Clustering process (conduct Alg. 5); 7: Data transmission mechanism (conduct Alg. 6) 8: until the ME has visited all the Cluster Heads in the hierarchical network 9: The ME returns to the service station;
C. CLUSTERING STRATEGY
Conventional clustering strategies in WRSNs are mainly designed to deal with the selection of Cluster Heads, the formation of clusters and the data transmission, in which the Cluster Heads are supposed to communicate with the BS directly whereas Member Nodes are expected to communicate with their Cluster Heads. When the number of the sensor nodes communicating with the BS decreases, the communication efficiency of the networks improves accordingly. K-means is a classic clustering method in which the basic idea is to choose points randomly as the initial Cluster Heads. The clusters are obtained and the Cluster Heads are updated according to the locations of the sensor nodes by iteration. In this study, K-means is introduced into the clustering strategies in WRSNs.
1) NUMBER OF CLUSTERS
If the number of clusters is small, some sensor nodes may not be charged by the ME for the nodes beyond the charging radius. The energy consumption of communication may increase because of the longer distance between Cluster Heads. Moreover, the overlapping regions between the clusters become larger, thereby decreasing the charging efficiency. Therefore, the number of clusters is of considerable importance to the performance of the clustering strategy.
To ensure a well-functioning hierarchical network, two folds should be considered as follows.
• Each sensor node should belong to only one cluster when the hierarchical network is achieved. If a sensor node does not belong to and cluster, its data transmission will be difficult. If a sensor node belongs to more than one cluster, which Cluster Head to choose to transmit data is also a contradictory problem.
• All the sensor nodes in clusters can be charged while ME arrives at the Cluster Head. The reason is that sensor nodes will die if they cannot be charged all the time. Therefore, to achieve the above two goals, the number of clusters is designed as follows.
• L×W N means the average area occupied by each sensor node in the networks, which has positive correlation with k. It contributes to the first point above.
• π R 2 means the charging coverage area of ME, which has negative correlation with k. It contributes to the second point above. When the area of the networks is deployed, the number of the sensor nodes in the networks and the charging radius of the ME are considered to calculate the number of clusters k, defined in (13) .
where α is the factor. L and W are the length and width of the rectangular region, respectively. N represents the number of the sensor nodes in the networks. R represents the charging radius of the ME. If some sensor nodes are not in any cluster and are out of touch with others, more clusters are needed to cover the rectangular area. The larger the charging range R is, the fewer the clusters needed. The sensor nodes in this area are in high density if N is large when L and W are fixed, and the energy consumption of single-hop communication is lower than multi-hop communication (detailed in Section II-B). Therefore, it is hoped that more sensor nodes can take the single-hop way in the clusters so that k is smaller when N is larger.
2) CLUSTER-BASED RADIUS (CBR)
We introduce the Cluster-based Radius (CBR) to describe the clustering range of one CC, considering its working intensity.
In this research, working intensity of CC can be reflected by its energy consumption. If the energy consumption of CC is higher, its working intensity is higher. The energy consumption is caused by the following three conditions.
• The data receiving consumption from all of the sensor nodes in this cluster.
• The data transmission consumption to the BS or the ME by single-hop or multi-hop way.
• The data relaying consumption in a route from other CCs to the BS. The CBR of cc r w will be set lower while its working intensity is higher, and there will be fewer sensor nodes in this cluster. Otherwise, if the working intensity of cc r w is low, its CBR will be set large.
• If cc r w has more remaining energy, its working intensity is not so heavy that it can take higher working intensity. • If cc r w is far away from the BS, the probability of relaying data for other CCs becomes lower so that it can take high working intensity. D r w,BS is used to measure that how far the CC is away from the BS, and it has positive correlation with its CBR. (D r w,BS represents the distance from cc r w to the BS.)
w is visited at the end of the traveling path in a charging round, its energy would be replenished late so that it cannot work more. 
where R r w represents the CBR of cc r w , and β is the factor. The procedure for updating CBR of each CC is shown in Algorithm 2, where R is denoted as the charging radius of the ME and d 0 is denoted as the single-hop critical distance of sensor nodes and the ME. 
R r w ← R; 8: end if 9: w ← w + 1; 10: until D r w,t R r w or w = k
3) CLUSTERING PROCESS
The whole network can be divided into k areas according to 1) in this subsection. To cover the whole network at the beginning of the first charging round, k sensor nodes nearest to k coordinates of uniform distribution are selected VOLUME 7, 2019 as the CCs, and the other sensor nodes become the UCs. When the charging round r 2, the Cluster Heads ch r−1 u (u = 1, 2, · · · , k) at the last charging round become the CCs cc r w (w = 1, 2, · · · , k) at this charging round. The remaining energy of cc r w at each charging round is as given in (15) .
where P w represents the energy consumption power of cc r w . t r−1 w represents the time that the cc r w is fully charged by the ME, and t r−1 represents the time that the ME arrives at the SS after achieving all of the charging tasks.
The c ← c + 1;
10:
end if 11: w ← w + 1; 12: until w = k 13: t ← t + 1; 14: until t = N − k One or more candidate CCs can be obtained for a UC, and the nearest one is selected to be the CC of the sensor node. Therefore, a network with k clusters is achieved when all of the UCs find their CC. The procedure for selecting CCs of UCs is detailed in Algorithm 4.
At last, the Cluster Heads are updated according to the average coordinates of the sensor nodes in the clusters. The nearest sensor node to the average coordinate becomes the new Cluster Head in each cluster. The clustering process is detailed in Algorithm 5.
To reflect the clustering process more clearly, an example is showed as Fig. 3 . We obtains a hierarchical network with six clusters in charging round (r − 1), shown in Inset (a). Over time, the remaining energy of each sensor node has changed. According to the clustering process in Algorithm 5, we use the CHs in charging round (r − 1) as the CCs in charging round r, and then cc r 1 to cc r 6 are obtained. The six CCs' CBRs R r 1 to R r 6 are calculated according to Algorithm 2. 
D. DATA TRANSMISSION MECHANISM
In this subsection, a data transmission mechanism adapted to considered WRSNs is proposed, including intra-transmission and inter-transmission.
1) INTRA-TRANSMISSION
Sensor nodes can communicate with BS or ME by single-hop or multi-hop, where we regard the single-hop critical distances of sensor nodes and the ME as the same namely d 0 . The energy consumption of single-hop communication within d 0 is low. Furthermore, with the single-hop communication, the Member Nodes transmit data during the TDMA time slot [15] and sleep at all other times instead. If the data transmission is not accomplished in a cluster while the ME arrives at the Cluster Head, the data transmission will be suspended until the ME leaves.
2) INTER-TRANSMISSION
We introduce the concept of isolated cluster, defined as the Cluster Head where the distances from this Cluster Head to other Cluster Heads are farther than the distance from this Cluster Head to the BS.
As shown in Fig. 4 , a communication link, rising in the farthest Cluster Head from the BS, is built based on the idea of the greedy algorithm [16] . That is, the farthest Cluster Head finds its nearest Cluster Head among CH r = ch r 1 , ch r 2 , · · · , ch r u , · · · , ch r k to be the next hop, and as for the isolated Cluster Head in set CH r , its next hop is the BS. Cluster Heads transmit data to the BS or the ME after fusing data. A judgment condition J , illustrated in Fig. 5 , is proposed for each Cluster Head ch r u to decide whether VOLUME 7, 2019 the data is transmitted to BS or the ME. The condition J is described to meet three conditions at the same time.
Equation (16) denotes that the ME left the SS. Equation (17) ensures low energy consumption of the single-hop communication between Cluster Head ch r u and the ME. Equation (18) guarantees that the distance from Cluster Head ch r u to the ME is shorter than the distance from ch r u to the BS. Sensor node ch r u transmits data to the ME if condition J is satisfied. Otherwise, ch r u transmits data according to the predefined communication link. The process of data transmission is described in detail in Algorithm 6.
Algorithm 6 Data Transmission Process
1: Construct the communication link; 2: The ME leaves from the service station; 3: The Member Nodes in a cluster transmit data to the Cluster Head by single-hop way; 4: if condition J satisfied then 5: Cluster Head ch r u transmits data to the ME by single-hop way; 6: else 7: Cluster Head ch r u transmits data according to the communication link; 8: 
end if

V. SIMULATION
To analyze the performance of our algorithm, we propose a baseline to verify the performance of K-CHRA: Partition Greedy algorithm (P-greedy). P-greedy divides the whole network into k rectangular cells, which equals to the number of clusters in K-CHRA. The sensor nodes in each cell form a cluster, where the sensor node nearest to the center of each cell acts as the Cluster Head. The other settings are the same as those in K-CHRA.
Besides, ERDC algorithm [21] is introduced to compare with ours. In [21] , a Wireless Charging Vehicle (WCV) is used to travel in WRSNs to replenish the energy of Aggregation and Forwarding Nodes (AFNs), and also collect data from chosen AFNs. Different from our study, they did not take other sensor nodes which are not AFNs into account so that the clustering process was not designed.
The Simulations are designed to four aspects. First, we compare the energy consumption (shown in Section V-A) and the data transmission delay (shown in Section V-B). Then, the influences of factor α on the number of clusters and factor β on energy consumption are analyzed (shown in Section V-C). Finally, to analyze the performances of K-CHRA in different scenarios, we design eight kind of networks to compare K-CHRA and P-greedy (shown in Section V-D). We concludes the simulations in Section V-E.
A. ENERGY CONSUMPTION
One hundred sensor nodes are randomly deployed over an area of 100m×100m, the BS is located at (50m,50m) and the SS at (0m,0m). The network of the size can be applied to some places with small area and intensive information demands, such as museums. The parameter settings are listed in Table 1 [13] , [17] . The factors used in K-CHRA α and β equal to 0.14 and 0.2, respectively. The mean value, variance, and minimum of the average remaining energy of all sensor nodes in the network are illustrated in Fig. 6 . From Fig. 6 (a) and (c), we can see that the average remaining energy fluctuated between 10300J and 10800J when using K-CHRA in each charging round. However, the average remaining energy decreased with the increase in the number of charging rounds using P-greedy. In the 100 charging rounds, the lowest average remaining energy is 10259.2J in the 54 th charging round using K-CHRA, but 8928.8J in the 89 th charging round using P-greedy, i.e., the former one is 14.9% higher than the later one. It can be observed that K-CHRA can reduce the energy consumption of sensor nodes tremendously and thus extend lifespan of networks. Fig. 6 (b) is the diagram of the relationship between the variance of the average remaining energy and the charging rounds. The variance fluctuated within 10 to the power of 4 using K-CHRA, whereas the result in P-greedy is 10 2 more than the result in K-CHRA. It can be seen that K-CHRA performs better from the perspective of the energy equilibrium in networks.
Experiments with the two algorithms were carried out fifty times with the same parameter settings, and the results of energy states in the networks in the 100 th charging round are shown in Fig. 7 . The red line shows the median of the results for each algorithm, and the black horizontal lines at the top and bottom indicate the maximum and minimum of FIGURE 6. Remaining energy of all the sensor nodes in the networks using K-CHRA and P-greedy, Inset (a), (b), and (c) are the mean value, variance, and minimum of the average remaining energy, respectively.
FIGURE 7.
In the 100 th charging round using K-CHRA and P-greedy for fifty times experiments, Inset (a), (b), and (c) are the box-plots of the mean value, variance, and minimum of remaining energy, respectively; Inset (d) and (e) are the hops and data transmission delay, respectively. the results, respectively. From Fig. 7 (a) and (c), it can be seen that in the 100 th charging round, both the median and most results of the mean value and the minimum of remaining energy using K-CHRA are higher than those in P-greedy. From Fig. 7 (b) , both the median and most results of the variance of remaining energy using K-CHRA are lower than those in P-greedy.
In ERDC algorithm, sensor nodes other than the AFNs, were not considered from the perspective of charging and the clustering process was not designed. It only analyzed the effect of the number of AFNs on the remaining energy of AFNs instead. However, ME visited the Cluster Heads and charged all the Member Nodes in the cluster in our study. The AFNs is corresponding to the Cluster Heads in our paper. The number of Cluster Heads is set as 1 to 20. The result is shown as Fig. 10 .
As for ERDC algorithm, the average remaining energy of AFNs gets closed to 7kJ when the number of AFNs is 20, while the average remaining energy of sensor nodes gets closed to 9.5kJ using K-CHRA. When the number of AFNs is 5 to 15, the average energy of AFNs decreases rapidly. In most cases, the energies are lower than those using K-CHRA. Meanwhile, how the sensor nodes communicate with AFNs is not detailed in ERDC. For our algorithm K-CHRA, the mean value of energy drops slowly so that K-CHRA performs better than ERDC in this situation.
Experimental results thus demonstrate that our algorithm K-CHRA can effectively prolong the lifespan of the network and simultaneously improve the equilibrium property of the sensor nodes' remaining energy.
B. DATA TRANSMISSION DELAY
We implement K-CHRA and P-greedy independently for fifty times to compare the performances of data transmission delay between these two algorithms. The results of the data VOLUME 7, 2019 transmission hops and data transmission delay are shown in Fig. 7 (d) and (e).
From Fig. 7 (d) , the largest number of hops is 4 in both two algorithms, whereas the smallest number of hops are 1 and 2 using K-CHRA and P-greedy, respectively. Fig. 7 (e) illustrates that the data transmission delay fluctuated around 0.8 × 10 −3 s when using K-CHRA, whereas this delay is around 1.2 × 10 −3 s when P-greedy is employed, that is to say, the performance of the former is 33.3% better than that of the later.
C. INFLUENCE OF FACTOR α AND β
According to (15) , the number of the clusters k is under the influence of factor α. We set α as 0.1 − 1.0, and k changes as shown in Fig. 8 (a) . We can see that k = 1 when α 0.6, and there is a significant difference in the value of k between α = 0.1 and α = 0.3. Therefore, α is set as 0.1 − 0.3 with the precision 0.01 shown in Fig. 8 (b) . k turns to be smaller while α becomes larger, and k is near to the mean value when α equals to around 0.14 to 0.15.
According to (16) , the CBR of each Cluster Head becomes larger when the value of β increases. β affects the CBRs of Cluster Heads and, as a consequence, affects the result of clustering. We perform an analysis concerning the influences of β on the energy consumption in K-CHRA through FIGURE 11. The topology structure with a uniform distribution among these clusters using K-CHRA in the 100 th charging round. 500 times of experiments, in which β is selected among 0.2, 0.4, 0.6, 0.8, and 1.0 while α remains unchanged at 0.14. Fig. 9 (a) (b) (c) shows the mean value, variance, and minimum of the average remaining energy of all sensor nodes in the network using K-CHRA with different values of β. The results shown in Fig. 9 indicate that K-CHRA performs better when β = 0.2 and β = 0.4.
The clustering result of K-CHRA in the 100 th charging round is shown in Fig. 11 , where α = 0.14, β = 0.2. The network becomes a hierarchical network with 16 clusters, where the Cluster Heads are distributed evenly, according to the remaining energy, charging orders and locations of sensor nodes.
D. COMPARISONS IN EIGHT SCENARIOS
To analyze the performances of K-CHRA in different kinds of networks, three aspects are taken into consideration:
1) The location of Base Station (BS).
2) The location of Service Station (SS).
FIGURE 12.
In the 100 th charging round using K-CHRA and P-greedy, the energy consumptions and data transmission delays in the eight scenarios.
3) Whether the initial energy of sensor nodes equals to E max . Therefore, eight scenarios are formed as Table 2 . It represents the networks with a BS in the among the sensor nodes when the location of BS is (50m,50m), and the BS is outside the sensor nodes when BS is at (0m,0m). The location of SS is the same as the BS. In C1, C2, C3, and C4, the initial energies of all the sensor nodes are set to E max , and the initial energies are set to random values between 6000J to 10800J to represent for an arbitrary round. The other parameters are set the same as the above. In Table 3 , in the 100 th charging round, the mean values, the minimums, the variances of energy consumption, the average hops, and the average delays are shown to compare our algorithm K-CHRA with the baseline P-greedy. We can find some items as follows.
1) The mean values of remaining energy using K-CHRA are all more than those using P-greedy in Scenario C1 to C7. 2) The minimum energies of all the sensor nodes using K-CHRA are more than those using P-greedy in scenarios except Scenario C2 and C8.
3) The variances of remaining energy using K-CHRA in Scenario C1, C3, C4, C5 and C6 are much smaller than those using P-greedy. 4) The average hops using K-CHRA are no more than those using P-greedy in eight scenarios. 5) The average delays are all less than those using P-greedy in eight scenarios. To directly compare the two algorithms in eight scenarios in 100 charging rounds, a large number of experiments are conducted, and the results is shown in Fig. 12 . In the first three insets in each scenarios, the red lines represents for the fluctuations using K-CHRA and the blue lines represents for those using P-greedy. To sum up, our proposed algorithm TABLE 3. In the 100 th charging round using K-CHRA and P-greedy, the energy consumption and data transmission delay results in the eight scenarios.
K-CHRA outperforms in most scenarios so that it suits for most applications.
E. FINDINGS
The findings from our experiments are summarized as follows:
1) We analyze the energy performances among our algorithm, P-greedy, and ERDC algorithm. The average remaining energy of sensor nodes using K-CHRA is higher than those using P-greedy and ERDC algorithm in most cases. 2) Data transmission delay is compared between K-CHRA and P-greedy with reasonable factor settings.
The results show that the data transmission delay using K-CHRA is about 33.3% smaller compared with Pgreedy. 3) Then, the influences of factors α and β using K-CHRA are analyzed. We find that a number of clusters around the mean value can be obtained when we set α as 0.1−0.2. And K-CHRA works well in reducing energy consumption while β = 0.2 or β = 0.4. 4) Finally, we set eight scenarios to represent for the different networks in applications. A large number of experiments verify the excellent performance of our proposed algorithm K-CHRA.
VI. CONCLUSION AND FUTURE WORK
In this paper, we propose a clustering hierarchical routing algorithm based on K-means in WRSNs, called K-CHRA, where there is an ME combining the mobile sink and the mobile charger. Considering the influence of the ME on energy distribution and data transmission, the network is clustered to a hierarchical network according to the clustering strategy in K-CHRA. In addition, we design a CBR in the clustering strategy. Then, a data transmission mechanism is constructed, including the intra-transmission and the intertransmission. A large number of experiments are conducted to verify the performance of K-CHRA, compared with ERDC and Pgreedy. The experimental results demonstrate that K-CHRA can effectively prolong the lifespan of networks and improve the energy equilibrium of sensor nodes in networks, and also decrease the data transmission delay. We further analyze how the factors α and β affect K-CHRA. Finally, we construct eight scenarios to demonstrate that K-CHRA is suitable for kinds of networks.
In future we are planning to extend this work by using multiple MEs. It may lead to more cooperative works among them to address the routing problem in WRSNs. 
