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Előszó 
 
2013. január 7-8-án kilencedik alkalommal rendezzük meg Szegeden a Magyar Szá-
mítógépes Nyelvészeti Konferenciát. A konferencia fő célja – a hagyományokhoz 
hűen – a nyelv- és beszédtechnológia területén végzett legújabb, illetve folyamatban 
levő kutatások eredményeinek ismertetése és megvitatása, mindemellett lehetőség 
nyílik különféle hallgatói projektek, illetve ipari alkalmazások bemutatására is. A 
korábbi évekhez hasonlóan, a rendezvény fokozott érdeklődést váltott ki az ország 
nyelv- és beszédtechnológiai szakembereinek körében. 
 
A konferenciafelhívásra szép számban beérkezett tudományos előadások közül a 
programbizottság 42-t fogadott el az idei évben, így 26 előadás és 16 poszter-, illetve 
laptopos bemutató gazdagítja a konferencia programját. A programban a magyar 
számítógépes nyelvészet rendkívül széles skálájáról találhatunk előadásokat a be-
szédtechnológiától kezdve a számítógépes morfológia és szintaxis területén át az 
információkinyerésig és gépi fordításig. 
 
Nagy örömet jelent számomra az is, hogy Gósy Mária, a Nyelvtudományi Intézet 
Fonetikai Osztályának tudományos osztályvezetője, az ELTE BTK Fonetika Tanszé-
kének tanszékvezető egyetemi tanára elfogadta meghívásunkat, és Spontán beszéd: 
szabályok és szabálytalanságok című plenáris előadása is a konferenciaprogram 
részét képezi. 
 
Ahogy az már hagyománnyá vált, idén is tervezzük a „Legjobb Ifjú Kutatói Díj” oda-
ítélését, mellyel a fiatal korosztály tagjait kívánjuk ösztönözni arra, hogy kiemelkedő 
eredményekkel járuljanak hozzá a magyarországi nyelv- és beszédtechnológiai kuta-
tásokhoz. A díj felajánlásáért az MTA Számítástechnikai és Automatizálási Kutatóin-
tézetének tartozunk köszönettel. 
 
Szeretnék köszönetet mondani a programbizottságnak: Vámos Tibor programbizott-
sági elnöknek, valamint Alberti Gábor, Gordos Géza, Kornai András, László János, 
Prószéky Gábor és Váradi Tamás programbizottsági tagoknak. Szeretném továbbá 
megköszönni a rendezőbizottság és a kötetszerkesztők munkáját is. 
 
Csirik János, a rendezőbizottság elnöke 
 
Szeged, 2012. december 
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Hogyan tanuljunk keve´s informa´cio´bo´l is?
A RIP-algoritmus tova´bbfejlesztett va´ltozatai
Biro´ Tama´s
Amszterdami Egyetem (UvA)
Spuistraat 210, Amszterdam, Hollandia, e-mail: birot@nytud.hu
Kivonat A nyelvtanulo´ gyakran nem fe´r hozza´ olyan informa´cio´hoz,
amely a nyelve´szeti elme´letekben ko¨zponti szerepet ja´tszik. Ez az in-
forma´cio´hia´ny a sza´mı´to´ge´pes szimula´cio´k szerint ha´tra´ltathatja a nyelv-
elsaja´t´ıta´st. Kutata´som sora´n az OT tanulo´algoritmusok sikeresse´ge´t jav´ı-
tom Prince e´s Smolensky RIP-elja´ra´sa´nak tova´bbfejleszte´se´vel.1
Kulcsszavak: Optimalita´selme´let (OT), Robust Interpretive Parsing,
szimula´lt ho˝kezele´s/lehu˝te´s, genetikai algoritmusok, tanulo´algoritmusok.
1. Bevezete´s: hia´nyzo´ informa´cio´ a tanula´s sora´n
Vajon a John loves Mary mondat egy SVO vagy egy OVS nyelvbo˝l sza´rmazik?
Helyezzu¨k magunkat a nyelvtanulo´ helye´be, aki hallja ezt a nyelvi adatot, e´s
megfelelo˝ ismerettel is rendelkezik a vila´gro´l (vagyis tud a ke´t szeme´ly ko¨zo¨tti
ko¨lcso¨no¨s szerelemro˝l): vajon milyen ko¨vetkeztete´st vonjon le a nyelvtanulo´ az el-
saja´t´ıtando´ ce´lnyelv szo´rendje´re vonatkozo´an? Amennyiben ezen a ponton (hely-
telenu¨l) ta´rgy-ige-alany szo´rendet felte´telez, akkor ez a nyelvi adat megero˝s´ıtheti
a nyelvtanulo´t te´ves hipote´zise´ben, e´s a tanula´si folyamat fe´lrecsu´szhat. Ha azon-
ban egy ma´s, o´vatosabb algoritmust ko¨vet, e´s sza´mol azzal, hogy jelenlegi hi-
pote´zise aka´r hiba´s is lehet, miko¨zben a nyelvi adat to¨bb mo´don interpreta´lhato´,
akkor a tanula´s sikerrel ja´rhat – mint azt ro¨videsen bemutatom.
A mondattanban az alany e´s a ta´rgy megku¨lo¨nbo¨ztete´se ko¨zponti szerepet
ja´tszik, de az angol nyelvet e´ppen elsaja´t´ıto´ nyelvtanulo´ sza´ma´ra nem hozza´-
fe´rheto˝ informa´cio´ az, hogy az informa´ns (tan´ıto´) mely fo˝ne´vi csoportot sza´nta
alanynak, e´s melyiket ta´rgynak. A nyelvtan sza´mos ma´s pontja´n is hasonlo´
proble´ma´k meru¨lnek fel. Tizenegy ho´napos kisla´nyom megsimogatott a [Mu-
tasd meg, hol van] apa szeme! utas´ıta´sra, mert me´g nem saja´t´ıtotta el a [s]∼[ˇs],
valamint az [e]∼[i] ko¨zo¨tti fonolo´giai ku¨lo¨nbse´geket. Eze´rt a szeme∼simi pa´rt
szabad alterna´cio´ke´nt, nem pedig minima´lpa´rke´nt e´rtelmezte. Apake´nt b´ızom
benne, hogy kisla´nyom esete´ben ez az egyszeri eset nem tereli vakva´ga´nyra a
magyar fonolo´gia elsaja´t´ıta´sa´t.
1 A szerzo˝ ko¨szo¨nete´t fejezi ki a Holland Tudoma´nyos Kutata´si Alapnak (NWO), amely
a 275-89-004 sza´mu´ Veni-projekt kerete´ben az ismertetett kutata´st ta´mogatta.
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Sza´mı´to´ge´pes nyelve´szke´nt ce´lom a megle´vo˝ tanulo´algoritmusok tova´bbfej-
leszte´se ugyanezen proble´ma´k elkeru¨le´se ve´gett. Kutata´som ta´rgya az egyik leg-
gazdagabb tanulhato´sa´gi irodalommal rendelkezo˝ korta´rs nyelve´szeti keret, az
Optimalita´selme´let (OT) [1]. Az elo˝bbiekben bemutatott proble´ma´ra az OT ha-
gyoma´nyos megolda´sa a Robusztus Interpretat´ıv Parszola´s (RIP) [2], amelyet a
3. fejezetben ta´rgyalok. A RIP teljes´ıtme´nye azonban k´ıva´nnivalo´t hagy maga
uta´n. Eze´rt a 4. fejezetben ke´t alternat´ıva´t mutatok be, amelyek teljes´ıtme´nye´t
az 5. fejezetben tesztelem.
Az elso˝ javaslat [3] a szimula´lt ho˝kezele´s technika´ja´bo´l mer´ıt, e´s Boltzmann-
eloszla´st vezet be a megfigyelt nyelvi adat lehetse´ges interpreta´cio´in. A ma´sodik
javaslatot [4] a genetikai algoritmusok ihlette´k: pa´rhuzamosan to¨bb, fu¨ggetlen
tanulo´algoritmus fut, amelyek ko¨zo¨sen interpreta´lja´k a bejo¨vo˝ nyelvi adatokat.
Mielo˝tt azonban ezekre ra´te´rne´nk, foglaljuk o¨ssze az OT-val e´s tanulo´algorit-
musaival kapcsolatos tudnivalo´kat.
2. Az optimalita´selme´let e´s tanulo´algoritmusai
Az optimalita´selme´let (Optimality Theory, OT) [1] alapgondolata az, hogy egy u
bemenet (pe´lda´ul mo¨go¨ttes reprezenta´cio´) arra a kimenetre (felsz´ıni reprezenta´-
cio´ra) ke´pezo˝dik le, amely optimaliza´l egy ce´lfu¨ggve´nyt. A gondolat o¨nmaga´ban
nem u´j, hiszen sza´mos tudoma´nyteru¨let a fizika´to´l a ko¨zgazdasa´gtanig – ko¨zo¨ttu¨k
sok sza´mı´to´ge´pes kognit´ıv modell is – ce´lfu¨ggve´nyek optimaliza´cio´ja´val magya-
ra´zza jelense´geit. A nyelve´szetben is gyakran hivatkozunk a
”
mine´l jobb” alakra.
A nyolcvanas e´vekben a generat´ıv nyelve´szetben (ku¨lo¨no¨sen a fonolo´gia´ban)
megno˝tt a teleolo´gikus e´rvele´s szerepe: az u´jra´ıro´ szaba´lyok ce´lja az, hogy vala-
milyen elveknek megfeleljen – vagy
”
jobban” megfeleljen – a nyelvtani alak. Az
optimalita´selme´let ezeket a nyelve´szeti trendeket formaliza´lja, e´s ı´gy a forma´lis
OT a sza´mı´to´ge´pes elme´leti nyelve´szet egyik legdinamikusabban fejlo˝do˝ a´ga lett.
Hasonlo´an a nyelve´szeten k´ıvu¨li – pe´lda´ul fizikai, ko¨zgazdasa´gtani vagy pszi-
cholo´giai – optimaliza´cio´s modellekhez, valamint ko¨zeli rokona´hoz, a harmo´nia-
nyelvtanhoz is [5], az OT ku¨lo¨nbo¨zo˝ szempontokat (constraints, magyarul meg-
szor´ıta´sok vagy korla´tok, vo¨. [6])
”
gyu´r o¨ssze” egyetlen ce´lfu¨ggve´nnye´. Ezek
a megszor´ıta´sok gyakran egyma´ssal o¨sszeegyeztethetetlen e´s o¨sszeme´rhetetlen
elva´ra´sokat ta´masztanak a grammatikus alakkal szemben. A chomskya´nus fel-
foga´ssal ellente´tben, a grammatikus alakok megse´rthetnek egyes megszor´ıta´sokat,
azonban a ce´l az, hogy
”
o¨sszesse´gben mine´l jobban teljes´ıtsenek”.
Forma´lisan megfogalmazva: Egy u bemenetet (mo¨go¨ttes alakot) a Gen gene-
ra´torfu¨ggve´ny a jelo¨ltek (candidates: potencia´lis felsz´ıni alakok) Gen(u) hal-
maza´ra ke´pezi le. Majd az optimalita´selme´let alapaxio´ma´ja azt mondja ki, hogy
az u bemenethez tartozo´ SF(u) grammatikus felsz´ıni alak optimaliza´lja a H(c)
ce´lfu¨ggve´nyt, a Harmo´niafu¨ggve´nyt :
SF(u) = arg opt
c∈Gen(u)
H(c) (1)
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Az optimalita´selme´let a nyelvek (nyelvt´ıpusok) ko¨zo¨tti ku¨lo¨nbse´geket elte´ro˝
ce´lfu¨ggve´nyekkel modellezi, melyeket ma´s e´s ma´s jelo¨ltek optimaliza´lnak. Hogy
az optimaliza´la´s mit is jelent – maximaliza´la´st vagy minimaliza´la´st –, atto´l fu¨gg,
hogy hogyan reprezenta´ljuk a ce´lfu¨ggve´nyt. Hagyoma´nyosan a H(c) harmo´nia
maximaliza´la´sa´ro´l szoka´s besze´lni. De az ala´bbiakban mi inka´bb megspo´rolunk
magunknak egy negat´ıv elo˝jelet: a megszor´ıta´sok se´rte´seinek a minimaliza´la´sa,
e´s ı´gy a megszor´ıta´sokbo´l o¨sszerakott ce´lfu¨ggve´ny minimaliza´la´sa lesz a ce´lunk.
Ha az egyes Ci megszor´ıta´sokat a constraintek Con univerza´lis halmaza´bo´l
vett valo´s e´rte´ku˝ fu¨ggve´nyeknek tekintju¨k,2 akkor ezek linea´ris kombina´cio´ja egy
valo´se´rte´ku˝ ce´lfu¨ggve´nyt eredme´nyez:
H(c) =
n−1∑
i=0
gi · Ci(c) (2)
Ezt nevezzu¨k harmo´nianyelvtannak, e´s itt az (1)-beli optimum egyszeru˝en a
valo´s sza´mok halmaza´n vett minimumot jelenti. A linea´ris kombina´cio´ gi su´lyai
hata´rozza´k meg azt, hogy melyik megszor´ıta´s milyen ere´llyel szo´l bele a gram-
matikus alak meghata´roza´sa´ba. A legto¨bb nyelve´szeten k´ıvu¨li modell (pe´lda´ul a
ko¨zgazdasa´gtudoma´nyban e´s a kognit´ıv tudoma´nyokban) hasonlo´ optimaliza´cio´s
elveket ko¨vet.
Ezzel ellente´tben, az optimalita´selme´let nem valo´se´rte´ku˝ fu¨ggve´nnye´
”
gyu´rja
o¨ssze” a megszor´ıta´sokat, hanem egy hierarchia´ba rangsorolja o˝ket. A magasabb-
ra rangsorolt megszor´ıta´s perdo¨nto˝: ha azt egy jelo¨lt ma´s jelo¨ltekne´l su´lyosabban
se´rti meg, akkor ve´gke´pp elbukik, hia´ba viselkedik amu´gy kitu˝no˝en az alacso-
nyabbra rendezett megszor´ıta´sok szempontja´bo´l. Az ezen elvet (szigoru´ domi-
nancia, strict domination) teljes´ıto˝ harmo´niafu¨ggve´nyt to¨bbfe´le mo´don is repre-
zenta´lhatjuk: megszor´ıta´sse´rte´sek csomagjake´nt (multihalmazake´nt) [1], polino-
mokke´nt vagy halmazelme´leti rendsza´mokke´nt [7]. A legegyszeru˝bb a vektorke´nt
to¨rte´no˝ reprezenta´cio´, amelyeket lexikografikusan rendezhetu¨nk az optimaliza´la´s
sora´n:3
H(c) =
(
Cn−1(c), . . . , C1(c), C0(c)
)
(3)
A constraintek indexe tu¨kro¨zi a rangsorola´sukat: Cn−1  . . .  C1  C0. A
c jelo¨ltho¨z rendelt H(c) vektor n − i-ik komponense a Ci megszor´ıta´snak felel
meg, jelente´se pedig az, hogy milyen me´rte´kben (a legto¨bb nyelve´szeti modellben:
ha´nyszor) se´rti meg a c jelo¨lt a Ci megszor´ıta´st. A H(c) vektor nem ma´s, mint
c sora az ismert OT-ta´bla´zatban, a csillagokat azok sza´ma´val helyettes´ıtve.
2 Az optimalita´selme´let matematikailag helyes defin´ıcio´ja´hoz azt is felte´teleznu¨nk
kell, hogy az egyes megszor´ıta´sok e´rte´kke´szlete egy-egy jo´lrendezett halmaz [7].
A nyelve´szeti gyakorlatban ez teljesu¨l, hiszen a megszor´ıta´sok a´ltala´ban nem-
negat´ıv ege´sz e´rte´ket vesznek fel: nulla´t, ha a jelo¨lt megfelel a megszor´ıta´sbeli ko¨ve-
telme´nynek, vagy egy pozit´ıv ege´sz sza´mot, ha valaha´nyszorosan megse´rti azt.
3 La´sd pe´lda´ul [8]-t. [9, p. 1009] ko¨rbe´ırja a vektorreprezenta´cio´t, de nem nevezi ne´ven.
Tudtommal [10] hivatkozik elo˝szo¨r vektorokra, mı´g [11] a lexikografikus rendeze´sre.
A ke´t kifejeze´s [12]-ben tala´lkozik elo˝szo¨r egyma´ssal.
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Ha H(c1) lexikografikusan kisebb H(c2)-ne´l, akkor c1 harmonikusabb c2-
ne´l. Nevezzu¨k fata´lis megszor´ıta´snak azt a Cf megszor´ıta´st, amelyre Cf (c1) 6=
Cf (c2), de minden magasabbra rendezett megszor´ıta´s azonosan e´rte´keli ezt a
ke´t jelo¨ltet. A fata´lis megszor´ıta´s felel meg a H(c1)−H(c2) ku¨lo¨nbse´gvektor elso˝
nem-nulla eleme´nek. Ez az elem hata´rozza meg H(c1) e´s H(c2) lexikografikus
rendeze´se´t: Cf (c1) < Cf (c2) akkor e´s csak akkor, ha H(c1) lexikografikusan
kisebb, mint H(c2). A´tfogalmazva olyan forma´ba, ahogy azt ro¨videsen haszna´lni
fogjuk: ha c1 harmonikusabb, mint c2, akkor a fata´lis megszor´ıta´s c1-et prefera´lja.
Mivel a H harmo´niafu¨ggve´ny e´rte´kke´szlete n jo´lrendezett halmaz Descartes-
szorzata, eze´rt maga az e´rte´kke´szlet is jo´lrendezett halmaz a lexikografikus ren-
deze´s mellett. Ko¨vetkeze´ske´ppen, valo´ban jo´l definia´lt az OT alapaxio´ma´ja:
SF(u) = arg opt
c∈Gen(u)
H(c) (4)
azaz az u bemenethez (mo¨go¨ttes reprezenta´cio´hoz) tartozo´ SF(u) grammatikus
felsz´ıni reprezenta´cio´ optimaliza´lja a harmo´niafu¨ggve´nyt. Elvileg lehetse´ges, hogy
ke´t felsz´ıni reprezenta´cio´ ugyanu´gy se´rtse valamennyi megszor´ıta´st, e´s egyara´nt
optimaliza´lja´k a harmo´niafu¨ggve´nyt: ebben az extre´m esetben az OT mindke´t
alakot grammatikusnak jo´solja. A (4) egyenlo˝se´gben az optimaliza´la´s lexikogra-
fikus minimaliza´la´st jelent a fenti gondolatmenetu¨nk e´rtelme´ben. Azonban a
szakirodalom, egy negat´ıv elo˝jelet helyezve H(c) ele´, a harmo´niafu¨ggve´ny maxi-
maliza´la´sa´ro´l besze´l. E ke´t megko¨zel´ıte´s ko¨zo¨tt nincs e´rdemi ku¨lo¨nbse´g.
Az optimalita´selme´let fo˝sodra szerint mind a Gen fu¨ggve´ny, mind a Con hal-
maz univerza´lis. A nyelvtanok ko¨zo¨tti elte´re´st kiza´ro´lag a Con-beli megszor´ıta´sok
rangsorola´sa okozza. Ke´t terme´szetes nyelv nyelvtana a harmo´niafu¨ggve´nyu¨kben
ku¨lo¨nbo¨zik egyma´sto´l, me´gpedig abban, hogy a (3)-beli vektor komponenseit ho-
gyan permuta´lja´k.
Optimalita´selme´leti keretben a tanulo´ algoritmus feladata teha´t a ko¨vetkezo˝:
adott (uk, sk) bemenet–kimenet pa´rokhoz megtala´lni azt a H fu¨ggve´nyt, a kom-
ponensek azon permuta´cio´ja´t, a megszor´ıta´sok azon rangsorola´sa´t, amely mel-
lett minden k-ra teljesu¨l sk = arg optc∈Gen(uk)H(c). Az oﬄine algoritmusokban,
mint amilyen [13] Recursive Constraint Demotion algoritmusa, a tan´ıto´adatokat,
a mo¨go¨ttes alak–felsz´ıni alak pa´rokat, egyszerre kapja meg a tanulo´, mielo˝tt
ezekbo˝l kiko¨vetkeztetne´ a ce´lnyelvtant. Ezek az algoritmusok azonban nyelvel-
saja´t´ıta´si modellke´nt keve´sse´ plauzibilisek. I´gy ford´ıtsuk a figyelmu¨nket inka´bb
az online algoritmusokra, amelyek az adatokat folyamatosan adagolja´k a nyelv-
tanulo´nak.
Ez uto´bbiak hibaveze´relt (error-driven) megko¨zel´ıte´sek. A tanulo´ egy H(0)
nyelvtannal (harmo´niafu¨ggve´nnyel, megszor´ıta´s-rangsorola´ssal) indul, amelyet
fokozatosan mo´dos´ıt a megfigyele´sei fu¨ggve´nye´ben. H(0) lehet egy ve´letlen hi-
erarchia, vagy valamely
”
veleszu¨letettnek” gondolt rangsorola´s. Pe´lda´ul a gyer-
meknyelvi adatok alapja´n szoka´s amellett e´rvelni, hogy kezdetben a jelo¨ltse´gi
(markedness) megszor´ıta´sok magasabbra vannak rendezve, mint a hu˝se´gi (faith-
fulness) megszor´ıta´sok. A tanula´s egy pontja´n a tanulo´ a´ltal felte´telezett H(k−1)
nyelvtan predikcio´ja az uk-hoz tartozo´ jelo¨ltre: l = arg optc∈Gen(uk)H
(k−1)(c).
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Ha ez az l (loser form a szakirodalomban) megegyezik a megfigyelt sk-val (az
ala´bbiakban w, mint winner form), akkor tanulo´nk o¨ru¨l a sikernek, e´s reme´ny-
kedik, hogy elsaja´t´ıtotta a ce´lnyelvtant, minden ma´s bemenetre is eltala´lna´ a
kimenetet. Amennyiben azonban l ku¨lo¨nbo¨zik sk-to´l, a tanulo´ annak o¨ru¨l, hogy
leheto˝se´ge van tanula´sra: igyekszik u´gy mo´dos´ıtani a nyelvtana´t, hogy legko¨ze-
lebb H(k) ma´r a helyes alakot jo´solja. De legala´bbis egy olyan nyelvtan fele´
ko¨zel´ıtsen, amely a helyes w (azaz sk) alakokat produka´lja. A sikeres tanula´s
ve´ge´n H∞ megegyezik a tan´ıto´ Ht nyelvtana´val, vagy legala´bb ekvivalens vele:
minden (megfigyelheto˝) bemenetre azonos kimenetet jo´sol.
Hogyan mo´dos´ıtja a tanulo´ a nyelvtana´t, amikor hiba´t e´szlel? Egyes meg-
szor´ıta´sokat feljebb, ma´sokat lejjebb rangsorol annak e´rdeke´ben, hogy ko¨zelebb
keru¨ljo¨n a ce´lnyelvtanhoz. A tan´ıto´ Ht nyelvtana, a ce´lnyelvtan, az uk mo¨go¨ttes
alakhoz a w = sk = arg optc∈Gen(uk)Ht(c) jelo¨ltet rendeli. Mit jelent az, hogy l
ku¨lo¨nbo¨zik w-to˝l? Azt, hogy Ht szerint w harmonikusabb l-ne´l, de H
(k−1) sze-
rint l harmonikusabb w-ne´l. Teha´t, mint fentebb la´ttuk, a Ht-beli fata´lis meg-
szor´ıta´s w-t kedveli, mı´g a H(k−1)-beli fata´lis megszor´ıta´s l-t. A tanulo´ ebbo˝l azt
a ko¨vetkeztete´st vonja le, hogy valamelyik w-t kedvelo˝ megszor´ıta´st az l-t ked-
velo˝ megszor´ıta´sok fo¨le´ kell rendeznie. Eze´rt az online OT tanulo´algoritmusok
ve´gigtekintik a Con-beli megszor´ıta´sokat. Az l-t kedvelo˝ket (vagy azok egy re´sze´t)
lejjebb rendezik, a w-t kedvelo˝ket pedig (esetleg) feljebb. Hogy pontosan hogyan
teszik ezt, abban elte´rnek egyma´sto´l a ku¨lo¨nbo¨zo˝ algoritmusok [14,2,15,16,17,18].
3. Amikor a tanulo´ nem kap meg minden informa´cio´t
Eddig felte´teleztu¨k, hogy a tanulo´ sza´ma´ra vila´gos, melyik w jelo¨lttel kell o¨ssze-
vetnie az aktua´lis nyelvtana a´ltal genera´lt l jelo¨ltet. Ez azonban nincs mindig
ı´gy, amint azt a bevezeto˝ fejezetben ma´r la´ttuk. A megfigyelt nyelvi adat (overt
form) nem felte´tlenu¨l jelo¨lt OT e´rtelemben (candidate). Uto´bbi tartalmazhat
olyan nyelvtani informa´cio´t (pe´lda´ul a szintaktikai fra´zisok e´s a fonolo´giai la´bak
hata´rait jelzo˝ za´ro´jeleket), amelyek az elo˝bbibo˝l hia´nyoznak. A hallhato´ nyelvi
adat nem felte´tlenu¨l felel meg egyetlen w jelo¨ltnek, hanem jelo¨ltek egy ta´gabb
W halmaza´ra ke´pezheto˝ csak le (pe´lda´ul az azonos linea´ris szerkezetet le´ıro´ fa´k
erdeje´re). A W -beli jelo¨ltek azonban egyma´sto´l elte´ro˝ mo´don se´rtik az egyes
megszor´ıta´sokat, e´s ı´gy a tanulo´ sza´ma´ra ke´rde´ses marad, hogy mely megszor´ıta´st
kell lejjebb, melyeket pedig feljebb rangsorolnia.
Egy kora´bbi kutata´sban pe´lda´ul a tagado´ mondatok tipolo´gia´ja´t e´s to¨rte´neti
fejlo˝de´se´t vizsga´ltuk [19]. A tagado´szo´ (SN) megelo˝zheti az ige´t (SN V szo´rend,
mint a magyarban, az olaszban e´s az o´francia´ban), ko¨vetheti azt (V SN, mint
a to¨ro¨kben vagy az e´lo˝nyelvi francia´ban), e´s ko¨rbe is veheti (SN V SN, mint az
irodalmi francia´ban e´s az o´angolban). Az uto´bbi szo´rend azonban ke´t ku¨lo¨nbo¨zo˝
fastruktu´ra´nak is megfelelhet: [SN [V SN]] vagy [[SN V] SN]. A fra´zishata´rok
a szintaktikai elme´leteknek szerves re´szei, de nem hallhato´ak, nincsenek jelen
a nyelvtanulo´ sza´ma´ra hozza´fe´rheto˝ nyelvi adatban. Az a nyelvtanulo´ gyermek,
aki azt figyeli meg, hogy a ce´lnyelv ke´t re´szbo˝l a´llo´ tagado´szerkezetet tartal-
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maz (SN V SN), vajon mibo˝l fog ra´jo¨nni, hogy a fenti ke´t jelo¨lt ko¨zu¨l melyik
grammatikus jo¨vendo˝beli anyanyelve´ben?
Tekintsu¨k a ko¨vetkezo˝ (leegyszeru˝s´ıtett) pe´lda´t. A Gen fu¨ggve´ny a ko¨vetkezo˝
ha´rom jelo¨ltet genera´lja (vagy a to¨bbi jelo¨ltet ma´r ma´s megszor´ıta´sok kiszu˝rte´k):
[SN V], [[SN V] SN] e´s [SN [V SN]]. Ha´rom megszor´ıta´sunk ko¨zu¨l a *Neg minden
egyes SN tagado´szo´t egy megszor´ıta´sse´rte´ssel bu¨nteti. A V-right e´s a V-left
megszor´ıta´sok pedig a V-t ko¨zvetlenu¨l tartalmazo´ fra´zis (mondjuk V’ vagy VP)
szerkezete´re vonatkoznak: akkor teljesu¨lnek, ha a V ennek a fra´zisnak a jobb-
oldali, ill. baloldali eleme. Teha´t a ko¨vetkezo˝ OT-ta´bla´zatot kapjuk:
Tanulo´ → ← Tan´ıto´
*Neg V-right V-left
l [SN V] 1 0 1
w [[SN V] SN] 2 0 1
[SN [V SN]] 2 1 0
(5)
Ke´pzelju¨k el, hogy a ce´lnyelvtan V-left  V-right  *Neg, vagyis a
tan´ıto´ (informa´ns) jobbro´l balra olvassa a fenti ta´bla´zatot. Sza´ma´ra az [SN [V SN]]
alak a grammatikus, ami SN V SN-ke´nt hangzik. Tegyu¨k fel azt is, hogy a ta-
nulo´, pechje´re, e´ppen az ellenkezo˝ hierarchia´t felte´telezi, a fenti ta´bla´zatot balro´l
jobbra olvassa: *Neg V-right V-left. O˝, ha rajta mu´lna, [SN V]-t mon-
dana, de ez az l forma ma´ske´nt hangzik. Amint hallja a tan´ıto´ a´ltal produka´lt
alakot, e´szleli az elte´re´st, e´s beindul a hibaveze´relt online tanulo´ algoritmusa. A
nyelvtana´t u´gy szeretne´ mo´dos´ıtani, hogy SN V helyett legko¨zelebb SN V SN-t
mondjon. Azaz a nyelvtana egy ma´sik jelo¨ltet hozzon ki optima´lisnak... Jo´, de
melyiket? [[SN V] SN]-t vagy [SN [V SN]]?
Tesar e´s Smolensky [14,2] azt javasolta´k, hogy a tanulo´ haszna´lja a saja´t
nyelvtana´t arra, hogy kiva´lassza az SN V SN ke´t lehetse´ges e´rtelmeze´se ko¨zu¨l
azt a w alakot, amellyel o¨ssze fogja vetni a saja´t maga a´ltal produka´lt l alakot.
A tanulo´ nyelvtana felo˝l (balro´l jobbra) ne´zve a ta´bla´zatot la´tjuk, hogy o˝ az
[[SN V] SN] jelo¨ltet jobbnak tala´lja, mint az [SN [V SN]] jelo¨ltet. Vagyis arra
fog to¨rekedni, hogy l helyett w-t hozza ki legko¨zelebb optima´lisnak. To¨bb online
OT tanulo´algoritmus le´tezik, amelyek re´szleteikben ku¨lo¨nbo¨znek egyma´sto´l, de
az alapgondolatuk azonos: ha egy megszor´ıta´s l-t jobbnak tala´lja, mint w-t,
akkor lejjebb kell rendezni (legala´bbis, ha magasra volt eredetileg rangsorolva),
ha pedig w-t tala´lja jobbnak l-ne´l, akkor (bizonyos algoritmusban) feljebb.
Esetu¨nkben egyetlen megszor´ıta´s van, amelyik elte´ro˝en e´rte´keli l-t e´s w-t:
a *Neg megszor´ıta´s l-t prefera´lja, e´s eze´rt lejjebb kell rangsorolni. A tanulo´
ı´gy eljuthat a V-right  *Neg  V-left, majd a V-right  V-left 
*Neg hierarchia´khoz. Azonban, figyelju¨k meg, a tanulo´ mindve´gig az [SN V]
jelo¨ltet fogja grammatikusnak tartani, a megfigyelt SN V SN alakot pedig min-
dig [[SN V] SN]-ke´nt fogja e´rtelmezni. Elo˝bb-uto´bb *Neg a rangsorola´s alja´ra, a
tanulo´ pedig patthelyzetbe keru¨l: az algoritmus elakad, az egyetlen a´trangsoro-
lando´ megszor´ıta´st nincs ma´r hova tova´bb a´trangsorolni. A gondot az okozza,
hogy a megolda´s V-left e´s V-right rangsorola´sa´nak a felcsere´le´se lenne, de
erre az algoritmus
”
nem jo¨n ra´”. Mindve´gig, amı´g ez a csere nem to¨rte´nik meg, a
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tanulo´ [SN V]-t tekinti l-nek e´s [[SN V] SN]-t w-nek, uto´bbi produka´la´sa´ra to¨rek-
szik. Ekkor valo´ja´ban lehetetlent tu˝z ki ce´lul: az [[SN V] SN] jelo¨lt harmonikusan
korla´tolt (harmonically bounded [20]), egyetlen megszor´ıta´s szempontja´bo´l sem
jobb, mint [SN V], e´s eze´rt nem le´tezik olyan rangsorola´s, amely [[SN V] SN]-t
hozna´ ki gyo˝ztesnek. Hogyan lehet kito¨rni ebbo˝l a patthelyzetbo˝l?
Foglaljuk o¨ssze az eddigieket: a hibaveze´relt online OT tanulo´algoritmusok
(1) o¨sszehasonl´ıtja´k a megfigyelt w jelo¨ltet – vagy a megfigyelt alak egyik lehet-
se´ges w interpreta´cio´ja´t – a tanulo´ a´ltal hiba´san grammatikusnak ve´lt l jelo¨lttel,
e´s ha ezek egyma´sto´l elte´rnek (
”
hiba” le´p fel), akkor (2) meghata´rozza´k, hogy
melyik megszor´ıta´s prefera´lja l-t, e´s melyik w-t, ve´gu¨l (3) elo˝bbieket lejjebb,
uto´bbiakat feljebb rendezik. A sze´tva´laszta´s menetrendje:
Minden Ci ∈ Con megszor´ıta´sra,
1. ha Ci(w) > Ci(l), akkor a Ci megszor´ıta´s l-t prefera´lja;
2. ha Ci(w) < Ci(l), akkor a Ci megszor´ıta´s w-t prefera´lja.
Az l jelo¨lt meghata´roza´sa, hibaveze´relt algoritmusro´l le´ve´n szo´, terme´szetesen
a tanulo´ (egyelo˝re me´g) hiba´s nyelvtana´to´l fu¨gg. A proble´ma abbo´l sza´rmazik,
hogy szinte´n erre a hiba´s hierarchia´ra ta´maszkodunk w meghata´roza´sa´na´l, azaz
a megfigyele´s interpreta´la´sa sora´n. Ba´r mindegyik W -beli jelo¨lt ugyanu´gy hang-
zik, de egyetlen w jelo¨ltet va´lasztunk ki ko¨zu¨lu¨k a tanulo´ hiba´s nyelvtana seg´ıt-
se´ge´vel. Egy rossz do¨nte´s ezen a ponton fe´lreviheti az ege´sz tanula´si folyamatot.
Milyen alapon b´ızzuk a tan´ıto´ adatok e´rtelmeze´se´t egy nyilva´nvalo´an te´ves hi-
pote´zisre? Tesar e´s Smolensky, amikor az eddigiekben le´ırt, Robust Interpretive
Parsing (RIP, ‘Robusztus Interpretat´ıv Parszola´s’) nevu˝ elja´ra´sukat javasolta´k,
az Expectation–Maximization-mo´dszerek konvergencia´ja´t la´tva azt reme´lte´k, hogy
iterat´ıv mo´don, elo˝bb-uto´bb, a tanulo´ eljuthat a ce´lnyelvtanhoz. Sajnos azonban
a k´ıse´rleteik azt mutatta´k, hogy ez nincs mindig ı´gy: ne´ha ve´gtelen ciklusba fut
a tanulo´, ne´ha pedig – aka´rcsak a fenti pe´lda´nkban – zsa´kutca´ba.
4. Ke´t kiu´t a zsa´kutca´bo´l: A´ltala´nos´ıtott RIP
Figyelju¨k meg, hogy a sze´tva´laszta´s fenti menetrendje sora´n valo´ja´ban e´rdektelen,
hogy pontosan melyik jelo¨ltet is va´lasztjuk w-nak. Ami sza´mı´t, az w viselkede´se
az egyes megszor´ıta´sok szempontja´bo´l. Nem szu¨kse´ges ra´mutatnunk valamelyik
jelo¨ltre: elegendo˝ meghata´roznunk azt a hata´re´rte´ket, amellyel Ci(l)-t o¨sszeha-
sonl´ıtjuk. Ha Ci(l) kevesebb a hata´re´rte´kne´l, akkor a Ci megszor´ıta´s ”
l-et pre-
fera´lja”, e´s alacsonyabbra kell rangsorolni. Ha pedig Ci(l) to¨bb, akkor Ci ”
w-t
prefera´lja”, e´s (az algoritmus re´szleteito˝l fu¨ggo˝en) magasabbra rangsorolando´.
Az ala´bbiakban ezt a Ci(W ) hata´rt az ege´sz W halmazbo´l sza´moljuk ki.
A fenti pe´lda´nkban a tanulo´, ba´r [SN V]-t mondana, de a hallott SN V SN
alakro´l nem tudja eldo¨nteni, hogy az hogyan interpreta´lando´: vajon a tan´ıto´
nyelvtana szerint [[SN V] SN] vagy [SN [V SN]] a grammatikus? A maximum-
entro´pia mo´dszerek azt javasolja´k, ha nem tudunk do¨nteni ke´t leheto˝se´g ko¨zu¨l,
akkor adjunk mindketto˝nek egyenlo˝ ese´lyt. Tegyu¨nk ı´gy most is, e´s a´tlagoljuk a
ta´bla´zat ke´t sora´t:
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*Neg V-right V-left
l [SN V] 1 0 1
w1 [[SN V] SN] 2 0 1
w2 [SN [V SN]] 2 1 0
W w1 e´s w2 a´tlaga 2 0,5 0,5
(6)
A megfigyelt SN V SN alaknak potencia´lisan ke´t w felelhet meg. O˝k alkotja´k
a W halmazt. Az egyes megszor´ıta´sok su´lyozott a´tlaga e´rtelmezheto˝ ezen a W
halmazon: valamely pw su´lyok mellett
Ci(W ) =
∑
w∈W
pw · Ci(w), ahol
∑
w∈W
pw = 1. (7)
A (6) ta´bla´zatban a W halmaz mindke´t eleme´re pw = 0, 5. Ha ezt az utolso´,
a´tlagolt sort hasonl´ıtjuk o¨ssze l sora´val, arra a ko¨vetkeztete´sre jutunk, hogy
*Neg mellett V-right is l-t prefera´lja, e´s mindketto˝t lejjebb kell rangsorolni.
Ra´ada´sul V-left szempontja´bo´l pedig W a jobb, magasabban lenne a helye. I´gy
teha´t az algoritmus imma´r fel fogja tudni csere´lni V-right e´s V-right rang-
sorola´sa´t. Vagyis a tanulo´ eljuthat a tan´ıto´ nyelvtana´hoz; de legala´bbis egy azzal
ekvivalens rangsorola´shoz, amelyben ba´r a megszor´ıta´sok sorrendje elte´rhet, de
amely a ce´lnyelvvel azonos nyelvet hata´roz meg.
A sze´tva´laszta´s menetrendje a ko¨vetkezo˝ke´ppen mo´dosul az ily mo´don beve-
zetett A´ltala´nos´ıtott Robusztus Interpretat´ıv Parszola´s nevu˝ elja´ra´sban [3]:
Minden Ci ∈ Con megszor´ıta´sra, e´s valamely pw e´rte´kek mellett,
1. ha Ci(W ) > Ci(l), akkor a Ci megszor´ıta´s l-t prefera´lja;
2. ha Ci(W ) < Ci(l), akkor a Ci megszor´ıta´s W -t prefera´lja.
Egyetlen ke´rde´s maradt megva´laszolatlanul: mi hata´rozza meg a pw e´rte´keket
a (7) ke´pletben? Ke´t ko¨zelmu´ltbeli cikkemben ke´t ku¨lo¨nbo¨zo˝ megolda´st javasol-
tam. Egyiket a szimula´lt ho˝kezele´s (szimula´lt lehu˝te´s; simulated annealing), a
ma´sikat pedig a genetikai algoritmusok (genetic algorithms) ihlette´k.
4.1. GRIP: szimula´lt ho˝kezele´s
A tanula´s eleje´n nem b´ızhatunk a tanulo´ nyelvtana´ban, mert az megleheto˝sen
ku¨lo¨nbo¨zhet a ce´lnyelvtanto´l. Ha azonban hiszu¨nk a tanula´s sikere´ben, akkor
fokozatosan no¨velhetju¨k a tanulo´ nyelvtana´ba vetett bizalmunkat. Eze´rt a ta-
nula´s eleje´n a pw su´lyokat egyenlo˝en szeretne´nk elosztani W elemei ko¨zo¨tt, a
maximum-entro´pia mo´dszerek minta´ja´ra. A tanula´s ve´ge´n pedig oly mo´don, hogy
csak a tanulo´ nyelvtana a´ltal legjobbnak tartott W -beli elem kapjon nulla´to´l
ku¨lo¨nbo¨zo˝ su´lyt. Az uto´bbi eset azonos a Tesar e´s Smolensky-fe´le eredeti RIP
elja´ra´ssal.
A GRIP algoritmusnak nevezett javaslatom [3] le´nyege az, hogy vezessu¨nk be
egy Boltzmann-eloszla´st W -n. Ha H(w) valo´s e´rte´ku˝, mint pe´lda´ul a harmo´nia-
nyelvtanban, akkor a Boltzmann-eloszla´s alakja jo´l ismert:
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pw =
e−H(w)/T
Z(T )
, ahol Z(T ) =
∑
w∈W
e−H(w)/T (8)
A termodinamika´bo´l ko¨lcso¨nzo¨tt Boltzmann–Gibbs eloszla´st egy pozit´ıv T
parame´ter (
”
ho˝me´rse´klet”) jellemzi. Ha T nagyon magas (T  H(w) minden
w ∈ W -re), akkor a pw su´lyok (ko¨zel) egyenlo˝en oszlanak el W elemei ko¨zo¨tt.
Ha viszont T nagyon alacsony (0 < T  H(w)), akkor a su´ly nagy re´sze a leg-
alacsonyabb H(w)
”
energia´ju´” elem(ek)re koncentra´lo´dik. Az optima´listo´l elte´ro˝
W -beli elemek pw e´rte´kei nulla´hoz tartanak. A szimula´lt ho˝kezele´s (szimula´lt
lehu˝te´s) ne´v alatt ismert elja´ra´sok le´nyege az, hogy az algoritmus T parame´tere
nagyon magas e´rte´kro˝l nagyon alacsony e´rte´kre fokozatosan cso¨kken le.
A szimula´lt ho˝kezele´s optimaliza´cio´s elja´ra´ske´nt ismert, e´s kora´bban ekke´nt
alkalmaztam az OT-ban is. Az SA-OT algoritmus egy performancia-modell: egy
heurisztikus mo´dszer az optima´lis jelo¨lt megkerese´se´re [21,8,7]. Most azonban
nem az optima´lis jelo¨ltet keressu¨k, hanem nyelvtant tanulunk.
Az A´ltala´nos´ıtott Robusztus Interpretat´ıv Parszola´s elja´ra´s u´j´ıta´sa az, hogy
nem egyetlen w viselkede´se´t veti o¨ssze az l viselkede´se´vel megszor´ıta´sonke´nt,
hanem az o¨sszes lehetse´ges W -beli jelo¨lt viselkede´se´nek su´lyozott a´tlaga´t. A pw
su´lyokat kell teha´t meghata´roznunk, e´s erre haszna´ljuk a Boltzmann-eloszla´s (8)
ke´plete´t. Arra teha´t, hogy az egyes megszor´ıta´sok W -n vett su´lyozott a´tlaga´t
definia´lo´ (7) ke´pletben szereplo˝ pw su´lyokat kisza´mı´tsuk. Majd, a tanula´s sora´n
fokozatosan cso¨kkentju¨k a (8)-ban haszna´lt T e´rte´ke´t, e´s eza´ltal mo´dosulnak a
su´lyok is. Kezdetben W minden eleme hozza´ja´rul a megszor´ıta´sok a´trangsoro-
la´sa´nak meghata´roza´sa´hoz. Ke´so˝bb azonban csak azok a jelo¨ltek, amelyek a ta-
nulo´ nyelvtana szerint a legharmonikusabbak W -ben.
Az algoritmusbo´l azonban egy csavar me´g hia´nyzik. A (8) ke´plet valo´se´rte´ku˝
H(w) fu¨ggve´nyt felte´telez. De az optimalita´selme´letben H(w) vektore´rte´ku˝, amint
azt (3) alatt la´ttuk. Eze´rt az ide´zett cikkemben a (8) Boltzmann-eloszla´st vek-
tore´rte´ku˝ H(w)-ra is e´rtelmeznem kellett. Az eredme´ny formailag sok szem-
pontbo´l hasonl´ıt az SA-OT algoritmusra. A Boltzmann-eloszla´s T
”
ho˝me´rse´klet”
parame´tere´nek szerepe´t egy (K, t) parame´terpa´r veszi a´t, e´s ezek hata´rozza´k meg
a pw su´lyokat. Az elja´ra´s mo¨go¨tt hu´zo´do´ matematikai gondolatmenet, valamint
a pszeudoko´d e´s annak elemze´se megtala´lhato´ [3]-ben – itt hely hia´nya´ban nem
te´rhetu¨nk ki ezekre a re´szletekre.
Ha a (K, t) parame´ter ma´r a tanula´si folyamat eleje´n is nagyon alacsony,
akkor visszajutunk a hagyoma´nyos RIP elja´ra´shoz. Vajon a GRIP algoritmussal,
magasabb (K, t) kezdo˝e´rte´kek mellett, jav´ıthato´ a tanula´s sikeresse´ge?
4.2. JRIP:
”
genetikai algoritmus”
[4] egy ma´sik – matematikailag egyszeru˝bb – megko¨zel´ıte´st mutat be a pw su´lyok
meghata´roza´sa´ra. Az alfejezet c´ıme´ben szereplo˝ ide´zo˝jelek arra utalnak, hogy
az ala´bbiakban le´ırtak csak ta´volro´l emle´keztetnek a genetikai algoritmusokra:
nincs muta´cio´ e´s szelekcio´, csupa´n egy va´ltozo´ o¨sszete´telu˝ rangsorola´s-popula´cio´,
amely, reme´lheto˝leg, konverga´l a
”
megolda´s” fele´.
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Yang [22] gondolata´t ko¨vetve, a javaslat le´nyege az, hogy a tanulo´ nem egy,
hanem r darab nyelvtannal (esetu¨nkben megszor´ıta´s-rangsorola´ssal) rendelke-
zik. Ezeket ku¨lo¨n-ku¨lo¨n, ve´letlenszeru˝en inicializa´ljuk, e´s ku¨lo¨n-ku¨lo¨n tanulnak
a RIP algoritmus szerint. A k-ik hierarchia (1 ≤ k ≤ r) minden egyes bejo¨vo˝
adat uta´n kisza´mı´tja a maga lk e´s wk jelo¨ltjeit: o˝ maga mely jelo¨ltet va´lasztana´,
illetve a megfigyelt alak mely interpreta´cio´ja´t tala´lja optima´lisnak. Ha ezek uta´n
a k-ik hierarchia o¨sszehasonl´ıtja lk-t wk-val, lejjebb sorolja az lk-t prefera´lo´
megszor´ıta´sokat, e´s feljebb sorolja a wk-t kedvelo˝ket, akkor visszajutunk a ha-
gyoma´nyos RIP algoritmushoz. Ha nem is mindegyik nyelvtan, de valamelyik
ko¨zu¨lu¨k elo˝bb-uto´bb a ce´lnyelvtanhoz fog konverga´lni.
Ez a megko¨zel´ıte´s azonban nem lenne plauzibilis gyermeknyelv-elsaja´t´ıta´si
modell. Mind a k hierarchia csak kis valo´sz´ınu˝se´ggel fog egyszerre sikerrel ja´rni [4].
Ha pedig a nyelvtanok egy re´sze nem jut el a ce´lnyelvtanhoz, akkor a felno˝ttek
honnan tudja´k, hogy melyik nyelvtant kell haszna´lniuk? A teljes nyelven tesz-
telik valamennyi nyelvtant? Sza´mı´to´ge´pes k´ıse´rletek ja´te´knyelvtanai esete´n egy
ilyen teszt me´g elke´pzelheto˝ lenne, de nem valo´di nyelv esete´n.
Eze´rt javasolom, hogy az egyes hiararchia´k a saja´t maguk a´ltal optima´lisnak
tartott lk jelo¨ltet ne a saja´t maguk a´ltal meghata´rozott wk jelo¨ltho¨z hasonl´ıtsa´k,
hanem valamennyi wk ”
a´tlaga´hoz”. A rangsorola´sok a hierarchia´k popula´cio´ja´ban
ko¨zo¨sen interpreta´lja´k a bejo¨vo˝ alakot, ha´tha ko¨zo¨s ero˝vel sikeresebbek, mint
egyenke´nt. Ko¨zo¨sen hata´rozza´k meg azt a Ci(W ) hata´re´rte´ket, amellyel uta´na
mindenki ku¨lo¨n-ku¨lo¨n o¨sszeveti a saja´t Ci(lk)-ja´t, hogy eldo¨ntse, lejjebb vagy
feljebb rangsorolja-e a Ci megszor´ıta´st a saja´t hierarchia´ja´ban. Sikeres tanula´s
esete´n mind az r rangsor a ce´lnyelvtanhoz konverga´l.
I´gy jutunk el a JRIP algoritmushoz. A (7) ke´plet a ko¨vetkezo˝ alakot veszi fel:
Ci(W ) =
1
r
r∑
k=1
Ci(wk) (9)
Ma´ske´pp megfogalmazva, a (7) egyenletbeli pw ara´nyos azon popula´cio´beli nyelv-
tanok sza´ma´val, amelyek w-t va´lasztotta´k wk gyana´nt a W halmazbo´l.
Az r = 1 eset megfelel a hagyoma´nyos RIP algoritmusnak. Vajon no¨velheto˝
a tanula´s sikere JRIP-pel, ha magasabb r-t va´lasztunk?
5. Szo´hangsu´ly
A tagado´ mondat eddig ta´rgyalt szo´rendje´hez hasonlo´ proble´ma´val szembesu¨l
a tanulo´ (algoritmus) a hangsu´ly elsaja´t´ıta´sa´na´l is. A szo´hangsu´ly kurrens fo-
nolo´giai elme´letei a szo´tagokat la´bakba szervezik, de ezek nem
”
hallhato´ak”.
Ko¨vetkeze´ske´pp a tanulo´ nem tudhatja, hogy pe´lda´ul a ho´kusz-po`kusz ne´gy-
szo´tagu´ szo´ jambikus vagy trochaikus nyelvre bizony´ıte´k-e. Elemezheto˝ aka´r
[ho´k ][uszpo`k ]usz -ke´nt, aka´r [ho´kusz ][po`kusz ]-ke´nt. A szo´hangsu´ly pe´lda´ja´n mu-
tatta be [2] a RIP algoritmust, e´s eze´rt e´n is ezen a pe´lda´n illuszta´lom, hogy az
a´ltalam javasolt ke´t u´j mo´dszer mennyit ke´pes jav´ıtani a RIP algoritmuson.
A metrikus fonolo´gia szerint a szo´tagok metrikus la´bakba szervezo˝dhetnek.
Egy la´b egy vagy ke´t szo´tagbo´l a´llhat. Az egyik la´b kiemelt: a
”
feje” kapja a szo´
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fo˝hangsu´lya´t. A to¨bbi la´b feje melle´khangsu´lyt kap. A ke´t szo´tagbo´l a´llo´ la´bak
ma´sik szo´tagja, valamint a la´bakon k´ıvu¨l eso˝ szo´tagok nem kapnak hangsu´lyt. A
metrikus fonolo´gia OT modelljeiben a megszor´ıta´sok vonatkozhatnak a szo´tagok-
ra (pe´lda´ul nehe´z szo´tag kapjon hangsu´lyt; ne keru¨ljo¨n szo´tag a la´bakon k´ıvu¨lre),
a la´bakra (pe´lda´ul a la´b legyen ke´tszo´tagu´; a la´b legyen jambikus) e´s az ege´sz
szo´ szerkezete´re (pe´lda´ul a szo´ bal hata´ra essen egybe egy la´b bal hata´ra´val).
Kı´se´rleteim sora´n ugyanazt az OT metrikus fonolo´giai szakirodalomban sze´les
ko¨rben elterjedt tizenke´t megszor´ıta´st haszna´ltam, mint Tesar e´s Smolensky [2].
A k´ıse´rlet eleje´n mind a tan´ıto´, mind a tanulo´ nyelvtana´t ve´letlenszeru˝en
inicializa´ltam. A tizenke´t megszor´ıta´shoz egy-egy 0 e´s 50 ko¨zo¨tti lebego˝pontos
rangsore´rte´ket rendeltem, Boersma e´s Magri algoritmusainak megfelelo˝en [16,18],
elte´ro˝en az eredeti EDCD algoritmusto´l [14,2]. Mine´l magasabb egy megszor´ıta´s
rangsore´rte´ke, anna´l magasabbra keru¨l a hierarchia´ban. Ne´gy algoritmust vizs-
ga´ltam: Boersma GLA-je az l-t prefera´lo´ megszor´ıta´sok rangsore´rte´ke´t 1-gyel
cso¨kkenti, e´s a W -t prefera´lo´ megszor´ıta´soke´t 1-gyel no¨veli. Magri algoritmusa a
legmagasabbra rangsorolt, l-t prefera´lo´ megszor´ıta´s rangsore´rte´ke´t 1-gyel cso¨k-
kenti, e´s az o¨sszes – n darab – W -t prefera´lo´ megszor´ıta´se´t 1/n-nel no¨veli. Az
Alldem algoritmus csak az l-t prefera´lo´ megszor´ıta´sokhoz nyu´l, mı´g a Topdem
algoritmus kiza´ro´lag a legmagasabbra rangsorolt, l-t prefera´lo´ megszor´ıta´s rang-
sore´rte´ke´t cso¨kkenti (szinte´n 1-gyel).
A nyelvtanulo´ feladata egy ne´gy szo´bo´l a´llo´ lexikon helyes hangsu´lyoza´sa´nak
a megtanula´sa volt. A lexikon szavai ne´gy e´s o¨t, ko¨nnyu˝ e´s nehe´z szo´tagokbo´l
a´lltak: ab.ra.ka.dab.ra, a.bra.ka.da.bra, ho.kusz.po.kusz e´s hok.kusz.pok.kusz. A
tan´ıto´ ezeket la´tta el szo´hangsu´llyal a saja´t nyelvtana szerint, majd to¨ro¨lte a
la´bhata´rokat, e´s az ı´gy genera´lt nyelvi adatokat isme´telgette a tanulo´nak. A
tanula´s akkor volt sikeres, ha a tanulo´ tala´lt olyan hierarchia´t, amellyel repro-
duka´lta az a´ltala megfigyelt nyelvi adatokat. Egy-egy parame´terbea´ll´ıta´s mellett
a k´ıse´rletet to¨bb ezerszer megisme´teltem, e´s me´rtem a sikeres tanula´sok ara´nya´t.
Amikor a GRIP e´s a JRIP parame´terei a hagyoma´nyos RIP-nek feleltek meg,
a sikeres tanula´s ara´nya 76-78% ko¨ru¨l volt, az algoritmus re´szleteito˝l fu¨ggo˝en.
Megfelelo˝ parame´terbea´ll´ıta´sokkal azonban ez az ara´ny jo´val 90% fo¨le´ – ne´ha´ny
tova´bbi tru¨kkel pedig aka´r 95% fo¨le´ is – emelkedett [3,4]. A ku¨lo¨nbse´g statiszti-
kailag ero˝sen szignifika´ns, bizony´ıtva´n a GRIP e´s JRIP algoritmusok sikere´t.
6. O¨sszefoglala´s e´s uto´szo´
Bemutattam, hogy az OT tanulo´algoritmusok milyen proble´ma´val szembesu¨lnek,
ha a tan´ıto´adatok nem tartalmaznak minden fontos informa´cio´t. A megfigyelheto˝
adat lehetse´ges e´rtelmeze´sei ko¨zu¨l a hagyoma´nyos RIP elja´ra´s a tanulo´ nyelvtana
szempontja´bo´l legjobbat va´lasztja. Ehelyett az e´rtelmeze´sek megszor´ıta´sse´rte´sei
a´tlagola´sa´t javasoltam, ke´t ku¨lo¨nbo¨zo˝ mo´dszerrel. A szo´hangsu´llyal folytatott
k´ıse´rletek sora´n mindke´t mo´dszer szignifika´nsan jav´ıtott a RIP hate´konysa´ga´n.
A konferenciaabsztrakt meg´ıra´sa o´ta eltelt ke´t ho´nap. Kisla´nyom ido˝ko¨zben
elsaja´t´ıtotta az /e/ e´s az /i/ ko¨zo¨tti fonemikus ku¨lo¨nbse´get a magyar nyelv
nyelvtana´ban. Vajon milyen tanulo´algoritmust haszna´lt?
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