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Abstract
We examine some novel physical consequences of the general structure of moduli
spaces of string vacua. These include (1) finiteness of the volume of the moduli space
and (2) chaotic motion of the moduli in the early universe. To fix ideas we examine in
detail the example of the (conjectural) dilaton-axion “S-duality” of four-dimensional string
compactifications. The facts (1) and (2) together might help to solve some problems with
the standard scenarios for supersymmetry breaking and vacuum selection in string theory.
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1. Duality in string theory
Many moduli spaces of vacua in string theory are of the form
M = K \ G / Γ (1.1)
where G is a noncompact semisimple Lie group, K ⊂ G is a compact subgroup, and Γ ⊂ G
is a discrete subgroup. From a physical point of view K\G is a moduli space of nonlinear
sigma model actions. When the spacetime fields of the action are related by the discrete
group Γ the sigma models describe identical conformal field theories. This phenomenon
is referred to as “T -duality.” (See [1] for a recent review.) These spaces are noncompact,
the “ends” corresponding to weak coupling or decompactification limits. Nevertheless, for
some purposes, the spacesM behave like compact spaces. For example, in all orbifold and
toroidal compactifications the subgroup Γ ⊂ G turns out to be a lattice subgroup. This
means that the quotient G/Γ has finite volume in the Haar measure. Furthermore, the
typical geodesic flow on spaces of the form M is chaotic [2,3].
The above facts have played a role in investigations of fundamental symmetry prop-
erties of strings [4]. The purpose of this note is to remark that these general facts also
have profound implications for the behavior of string moduli in the early universe. We will
illustrate this remark by focusing on one special case, namely the behavior of the axion-
dilaton modulus (the “axiodil”1) in four-dimensional string compactifications. Recall that
in four dimensions (and only in four dimensions), the naturally occurring three-form H
can be replaced by a scalar field a (the “model independent axion”) using
Hµνλ =
1
2κ
e4φǫµνλρ∂
ρa , (1.2)
where φ is the string dilaton and κ2 = 8πG. The axion can then be combined with φ into
a single complex scalar field
τ ≡ a+ ie−2φ = θ
2π
+ α−1i ≡ x+ i y , (1.3)
where θ is the vacuum angle, α is the string coupling constant, and x, y ∈ IR. With this
definition, the low energy effective action of string theory (in the Einstein metric) is
I =
1
2κ2
∫
d4x
√−g
[
R − 1
2
∂µτ∂
µτ¯
(Im τ)2
− κ2V (τ)
− κ
2
4π
Tr
(
aFµνF˜
µν − e−2φFµνFµν
)
+ · · ·
]
,
(1.4)
1 ,ak-se¯-’yo-dil
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where R is the scalar curvature, V (τ) is a potential for τ , Fµν is the Yang-Mills field
strength, F˜µν =
1
2ǫµνλρF
λρ, and Tr(tatb) = −12δab. Note that Im τ > 0, that is, τ takes its
values in the upper half plane H = SO(2)\SL(2, IR). Moreover, the kinetic term for the
axiodil defines a sigma-model on H with the Poincare´ metric.
The duality symmetry we will explore is known as “S-duality” [5–10]. The S-duality
group is Γ = PSL(2,ZZ) and acts on τ via fractional linear transformations:
τ → aτ + b
cτ + d
where a, b, c, d ∈ ZZ, ad− bc = 1 . (1.5)
If the gauge group is abelian a suitable transformation law for AIµ renders the entire
action (1.4) S-duality invariant [7–9]. If Γ is a symmetry of the theory then we learn that
the axiodil is in fact described by a nonlinear sigma model with target space
F = SO(2)\SL(2, IR)/SL(2,ZZ) (1.6)
which may be thought of as the famous keyhole region in the upper half-plane with bound-
aries suitably identified. It is important to stress that while T -duality is a well established
fact of string theory, S-duality remains conjectural.2 Nevertheless, we focus on this exam-
ple because it is conceptually simple, and because the consequences of such a symmetry
would be dramatic.
In section 2 we describe in more detail how the restriction of τ to F implies that
the simplest time development of τ is chaotic. In order to explore the implications of
this fact for the early universe we must form some idea of what nonperturbative potential
might be generated for the axiodil. In section 3, we will show how modular invariance
greatly constrains the form of V (τ). A few simple examples of allowed superpotentials
are presented in section 4. The space (1.6) has a finite volume, π/3. In section five we
argue that this implies that in the presence of chaotic motion some problems with existing
models of supersymmetry breaking are naturally eliminated. We conclude in section 6.
2. The ergodic axiodil
In the very early universe there is no potential for the axiodil (above the scale of
gaugino condensation) or the kinetic energy of τ is so large that the potential energy
can be ignored. Under these circumstances the time-development of the axiodil is very
2 The strongest evidence for S-duality comes from backgrounds with N = 4 supersymmetry.
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simple. Let us assume that τ(xµ) is spatially homogeneous in an expanding Friedmann-
Robertson-Walker spacetime with scale factor R(t). Hence τ is described by a single mode
τ(t). Moreover, as long as the volume of the universe is large in Planck units (so that
h¯/V ≪ h¯), we describe the development of τ(t) as the motion of a classical particle.
Neglecting the other fields and the potential V , the equation of motion for τ and
Einstein’s equation derived from the action (1.4) are
∇2τ + i(∇τ)
2
Im τ
= 0 ,
Rab − 1
2
∂aτ∂bτ¯
(Im τ)2
= 0 .
(2.1)
Specializing to a flat FRW universe with spatially homogeneous τ reduces (2.1) to
τ¨ +
i
Im τ
τ˙2 + 3Hτ˙ = 0 , (2.2a)
H2 =
1
12
|τ˙ |2
(Im τ)2
, (2.2b)
H˙ + 3H2 = 0 , (2.2c)
where H = R˙/R. If Mpl →∞, we set H = 0 in (2.2a).
It is easy to find the most general solution of (2.2). The equations are SL(2, IR)
invariant. Moreover, if one makes the ansatz τ(t) = ief(t), then (2.2) reduces to
f¨ + 3Hf˙ = 0 ⇒ f˙(t) ∝ 1/R3(t) ⇒ f(t) = f(0) ± 2√
3
log
(
1 + tt0
)
. Applying an SL(2, IR)
transformation to this solution we obtain the most general solution:
τ(t) = a+ reiφ(t) (2.3a)
eiφ(t) =
iβ(t)− 1
iβ(t) + 1
(2.3b)
β(t) = β(0)
(
1 + t/t0
)± 2√
3
(2.3c)
where 0 ≤ t < +∞, a ∈ IR, 0 < t0, r, β(0) < ∞. Eq. (2.3) is the most general solu-
tion since there are four independent parameters. The initial kinetic energy determines
E(0) = 1/(9t20), the slope of the initial velocity determines cot(φ(0)) = −y˙/x˙, and hence
fixes β(0) = cot( 1
2
φ(0)). The initial position then fixes r and a. In the limit Mpl → ∞,
(2.3) still holds except (2.3c) becomes
β(t) = β(0)e
± 2√
3
(t/t0) . (2.4)
3
It follows from (2.3) and (2.4) that in the absence of gravity the trajectory of τ in
the upper half plane is a semicircle of radius r centered at a. In the presence of gravity
the Hubble friction affects the rate at which the semicircle is traversed and restricts the
trajectory to an arc with one endpoint on the x-axis.
It is well-known that motion on compact manifolds of constant negative curvature
is chaotic. Indeed, in the hierarchy of chaotic systems it is the “most chaotic” type of
dynamical system. More technically, these dynamical systems are “K-systems.” Roughly
speaking, this means that there exists a timescale, t0, such that a typical motion samples
the entire space on the timescale t0 and such that nearby initial conditions lead to tra-
jectories which diverge on timescale t0 (i.e., 1/t0 is a Lyapunov exponent). See [11–15]
for details. In the present case although F = SO(2)\SL(2, IR)/SL(2,ZZ) is noncompact
(because of the region at weak coupling), in many ways it behaves like a compact space.
For example, F has finite volume in the Poincare´ metric. The motion described by (2.4)
is still chaotic. Indeed, it is still a K-system [12].3
It is useful to understand the general nature of the motion of τ(t) in heuristic terms.
As the semicircle approaches the x-axis the trajectory passes through an infinite number
of fundamental domains. Mapping the semicircle trajectory back into the fundamental
domain one sees that τ spirals out to weak coupling, bounces back (when it reaches the
crest of the semicircle), then bounces in a “random” way around the region of strong
coupling, then spirals out to weak coupling, then bounces back again, and so on. The
result is, typically, a dense orbit. We have illustrated this in fig. 1.
In the presence of gravity the trajectory (2.3) of the axiodil in the upper half plane
still lies along a semicircle. Since one end of the arc descends to the x-axis we can use the
standard result about chaotic motion of geodesics on F to conclude that the motion of τ
in the early universe is chaotic, albeit on logarithmically changing timescales.
3. S-Dual Potentials
In order to study motion when V 6= 0 we first discuss some general aspects of the
kinds of potentials we expect.
3 For an explanation of the ergodicity, which goes back to J. Hadamard and E. Artin, in the
string literature see, e.g., [4].
4
Weak Coupling
Fig. 1: Part of a typical geodesic of the axiodil on F .
3.1. Constraints on the superpotential W (τ)
As in the case of T -duality [16,17], S-duality strongly restricts the form of the poten-
tials that can appear in the effective action [5]. Since the effective potential for moduli in
the effective low-energy N = 1, D = 4 supergravity theory arises entirely from uncalcu-
lable nonperturbative effects this is useful information. In this subsection we isolate the
general class of potentials allowed by
Condition 1: Validity of weak coupling perturbation theory.
and
Condition 2: S-duality.
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We impose condition 1 since, after all, the only truly solid basis for string theory is
its perturbative series! Weak coupling corresponds to Im τ → ∞ or q ≡ e2piiτ → 0. Our
discussion will be subject to several caveats listed at the end of this section.
We ignore other moduli and concentrate on the dynamics of the axiodil alone. The
potential of N = 1 supergravity has the form [18]
V (τ) = eG(τ)
[ |∂τG(τ)|2
∂τ∂τ¯G(τ)
− 3
]
, (3.1)
where G(τ) is given by
G(τ) = K(τ, τ¯) + log |W (τ)|2
= − log(Im τ) + log |W (τ)|2
(3.2)
and hence:
V (τ) =
|W (τ)|2
Im τ
(|1− 2i Im τ∂τ logW |2 − 3) . (3.3)
We first impose S-duality. This symmetry implies that τ is a coordinate on the space
F = SO(2)\SL(2, IR)/SL(2,ZZ). It is a general result that the superpotential W must be
a section of a holomorphic line bundle L → F [19]. The Chern class of L is determined by
the metric on L which follows from K: ‖W ‖2= eG. It follows that W can be written as:
W (τ) =
f(J(τ))
η(τ)2
, (3.4)
where η(τ) is the Dedekind η-function, J(τ) is the generator of modular functions of
weight 0,4 and f defines a section of a flat holomorphic line bundle over F .
The group of flat holomorphic line bundles over F is ZZ/6ZZ [20,21]. A section of a
flat holomorphic bundle satisfies the modular transformation law f(J) → eiφf(J) where
eiφ is a one-dimensional representation of the modular group. The modular group may be
presented in terms of generators and relations as: PSL(2,ZZ) = 〈S, T |S2 = 1, (ST )3 = 1〉
so S, T are represented by complex numbers S, T which must satisfy: S2 = S3T 3 = 1. It
follows that S is a square root of unity and T is a sixth root of unity. The orbifold points
of ST, S are τ = e2pii/3, i of order 3, 2, respectively, so that if f transforms nontrivially
under ST, S it must either vanish or have a pole at τ = e2pii/3, i. Thus the general form
of f following from S-duality is f(J) = Jn/3(J − 1728)m/2R(J) where R(J) is a rational
function of J and n,m are integral. Note that the behavior of f under τ → τ + 1 near
τ ∼ i∞ fixes nmod3, mmod2.
4 Some relevant facts about J are collected in appendix A.
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Now we insist that weak coupling perturbation theory is a good approximation. In
particular W → 0 for q → 0. Since J ∼ 1/q for q → 0, we deduce that the general form of
the superpotential must be
W (τ) =
1
η(τ)2
Jn/3(J − 1728)m/2P1(J)
P2(J)
, (3.5)
where n,m ∈ ZZ, the Pi are polynomials, and degP2 > degP1+n/3+m/2+1/12. Duality
invariant potentials have been discussed in [16,17] for T -duality and in [5] for S-duality, but
without imposing condition 1. Instead, [5] imposed the condition that the superpotentials
be regular everywhere except for the q → 0 limit. This condition forces the superpotential
to be singular in the weak coupling limit, and not vanishing. Thus the allowed potentials
in [5] are different from the general form (3.5).
3.2. Application: Gaugino Condensation
It is widely believed that the source of the effective potential for τ (and other mod-
uli) which will stabilize the dilaton, and, perhaps, break supersymmetry lies in gaugino
condensation in a strongly interacting hidden gauge sector [22–27]. One interesting set of
models [28] is based on a hidden sector with gauge group SU(N)k where k is the level of
the affine Lie algebra that generates the symmetry. The hidden sector has matter consist-
ing ofM quark families and a gauge singlet A coupled to the quarks via mass terms and to
itself via a tree-level superpotential W ∼ A3. In addition to the tree-level superpotential
a nonperturbative superpotential is generated by gaugino condensation. Integrating out
A leads to the effective superpotential (to leading order in q)
W (τ) = d e6piiτk/(3N−M) = d q3k/(3N−M), (3.6)
where d is independent of τ , but depends on M , N , and the compactification moduli.
Let us assume that S-duality is unbroken in the models of [28] and that (3.6) is the
first term of a series which must be promoted to an S-dual expression. Given the general
form (3.5) this can be done if and only if
3k
3N −M = −
1
12
+
ℓ
6
where ℓ > 0 . (3.7)
Writing ℓ = 2n+ 3m, one natural S-dual completion of (3.6) is:
W =
d
η2
J−n/3(J − 1728)−m/2 . (3.8)
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The higher powers of q might arise from instanton sums or from condensates of heavy fields
or from both sources.
A potential based on (3.6) cannot give a stable minimum to τ at weak cou-
pling5 so models with two or more condensates (“racetrack models”) are usually con-
sidered [24,25,28]. They have superpotentials of the form
W (q) = d1q
3k1/(3N1−M1) + d2q3k2/(3N2−M2) . (3.9)
A potential of this type can also be easily accommodated in a manner that preserves
S-duality as in (3.8):
f(J) = d1J
−n1/3(J − 1728)−m1/2 + d2J−n2/3(J − 1728)−m2/2 . (3.10)
Note that this can only agree with the general expression (3.5) if in addition to (3.7) we
have
3k1
3N1 −M1 −
3k2
3N2 −M2 ∈ ZZ . (3.11)
In particular, a minimum at weak coupling only exists when the ratio d1/d2 is very large
or small.
In a four-dimensional heterotic string compactification, the total central charge of the
hidden sector must satisfy
chidden =
∑
Gi
ci =
∑
i
ki(N
2
i − 1)
ki +Ni
≤ 18 , (3.12)
where the sum is over the different gauge groups. The constraint (3.12) for a single con-
densate can be combined with the S-duality constraint (3.7) to limit the possible S-dual
gaugino condensates. The various possible one condensate models can then be combined
in a variety of ways to form two condensate models, subject to the constraints (3.7), (3.11),
and (3.12). Note that S-duality is incompatible with all the two condensate models of [28].
Evidently, unbroken S-duality is a powerful principle!
Warnings and Caveats
1. We have assumed that it is reasonable to consider the axiodil τ in the absence of
other moduli. It is not clear that this is reasonable. As has been stressed in [10] it is
impossible, with our current understanding, to prove or disprove S-duality by examining
5 Although an S-dual promotion can have a minimum at strong coupling. See the next section.
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quantities which are corrected in string perturbation theory. It might well be that one
must transform all the moduli together [10]. Indeed, the 1-loop correction to the Ka¨hler
potential for τ [29,30] mixes τ with other moduli in a nontrivial way, is not obviously
S-dual and, unlike the superpotential, does not have a natural S-dual nonperturbative
extension. These results do not disprove, but do weaken the case for S-duality in the
absence of N = 4 spacetime supersymmetry.
2. The constraint (3.11) can be violated by the existence of vev’s of heavy string modes
which transform under the S-duality group.6 For example, it might be that a relative
phase between the two terms in (3.10) under τ → τ+1 merely indicates that some massive
string mode gets a vev spontaneously breaking S-duality: d2 ∼ 〈ω〉 where ω is a heavy
field transforming as ω → ωe2pii(α2−α1) under τ → τ + 1. An example of such phenomena
can be found in [31].
4. Some examples of the potential
We will examine two simple cases of potentials of the type isolated in the previous
section.
4.1. J−1/3 potential
One of the simplest superpotentials has f(J) = 1/J1/3, or
W (τ) =
1
η(τ)2J(τ)1/3
. (4.1)
With a bit of algebra, we can derive a useful formula for V (τ). First, define
E˜4(q) =
3
2πi
∂τE4(q) = 720
∞∑
n=1
nσ3(n)q
n , (4.2)
and split η(τ) into its fractional power and its integer powers using
η(q) = q1/24
∞∏
n=1
(1− qn) ≡ q1/24η˜(q) . (4.3)
Now some algebra reduces V (τ) from (3.3) to
V (τ) =
e−piy|η˜(q)|12
y|E4(q)|4
[∣∣∣E4(q) + π
3
y
(
3E2(q)E4(q)− 4E˜4(q)
)∣∣∣2 − 3|E4(q)|2
]
(4.4)
6 This possibility was pointed out to us by T. Banks and N. Seiberg.
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(remember that y = Im τ).
The motivation for this form of V (τ) is as follows: the upper half plane contains an
infinite number of copies of the fundamental domain F . We are free to choose the standard
fundamental region D = {z| Im z > 0,Re z ≤ 12 , |z| ≥ 1} (the “keyhole” domain), which
has corners at ρ ≡ eipi/3 ∼ e2ipi/3. In the standard fundamental region D, q = e2piiτ is a
small parameter, and q shrinks rapidly as Im τ → ∞. The functions η˜(q), E2(q), E4(q),
and E˜4(q) all have Taylor series expansions around q = 0 that converge for all of D, as can
easily be seen from the equations in the appendix and eqs. (4.2) and (4.3). The radius of
convergence in all cases is |q| = 1, or y = 0, which is well outside D [32]. Thus, V (τ), as
written in (4.4), can be expressed as the ratio of two Taylor expansions, each carried out
to some desired degree of accuracy by including sufficiently high order powers of q. None
of the functions η˜(q), E2(q), E4(q), or E˜4(q) have poles in D. The first order zero of E4(q)
at τ = ρ causes V (τ) to have a pole at τ = ρ, which is why V (τ) must be calculated as
the ratio of two expansions. Since E4(q) is the only function in the denominator of V (τ),
this is the only pole of V (τ).
A plot of V (τ) is shown in fig. 2. As mentioned, it has a pole at τ = ρ, the two corners
of D. Because eipi/3 is identified with e2ipi/3 in D, this is only one pole, not two as it may
appear. The exp(−πy) factor causes V (τ) to fall off rapidly away from the pole. For large
y,
V (τ)→ π2ye−piy , (4.5)
so the potential does vanish at weak coupling, as desired. V (τ) also has a minimum at
τ = i. This is actually the global minimum, since the first absolute value in (4.4) vanishes
there, causing V (τ) to become negative in a small region near τ = i. To be precise,
V (τ = i) = −5.98142 × 10−2. This region is separated by a potential barrier from the
region towards large Im τ . These are the main features of the potential.
The numerics of the calculation of V (τ) in fig. 2 are quite good. The potential in fig. 2
was produced by keeping the first 20 terms in q in the power series expansion of both the
numerator and denominator of (4.4). The main source of numerical error is in the precise
position of the pole. We choose to include the first 20 terms so that the position of the pole
is correct to 10−5. Stability improves instantly away from the pole. Including 21 terms
in the q expansions changes V (τ) by at most one part in 1016 for y < 1 and by even less
as y increases. Recall that q20 = 2.66 × 10−55 for y = 1. The extra accuracy gained by
including the twenty-first term at τ = i is one part in 1023.
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Fig. 2: A contour plot of log(V (τ) − Vmin) with f(J) = 1/J
1/3. Darker shades
mean lower values. There is a pole at τ = ρ and a global minimum Vmin at τ = i.
V (τ) → 0 as y → ∞. The thick line at |z| = 1 marks the boundary of the
fundamental region D.
Let us examine the physical implications of (4.4). Consider an expanding and cooling
universe which develops a potential (4.4). As the axiodil cools, its energy drops below the
level of the barrier separating the minimum at τ = i and the region near ∞ (more about
this in the next section). If it falls outside the region near τ = i, it will continue rolling
out to ∞. Otherwise, τ will eventually settle into its minimum at τ = i, or θ = 0 and
α−1 = e−2φ = 1. This minimum has two properties that are in conflict with the observed
universe. First, the effective axiodil vacuum energy at τ = i is −5.98142 × 10−2M4pl.
Since other moduli also contribute effective vacuum energies, this is not necessarily a fatal
flaw. Second, recent experimental results indicate that α−1 ≈ 25 at the GUT scale (see,
for example, ref. [33]), and so physics should be weakly coupled, not strongly coupled
(α−1 = 1) as this potential predicts. Finally, at this minimum ∂τG = 0 so supersymmetry
must be broken by other fields, e.g., the F -terms of compactification moduli.
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4.2. A “two condensate” model
As discussed in the previous section, a model with two condensates will have a super-
potential of the form
W (τ) =
c
η(τ)2J(τ)n/3(J(τ)− 1728)m/2
(
1 +
β
J(τ)p
)
, (4.6)
where n3 +
m
2 − 112 > 0, p ∈ ZZ+, and c, β are (possibly complex) constants, and for the
purpose at hand we can take c = 1. To simplify notation, define r ≡ 4n + 6m − 1 and
E˜6(q) =
1
2pii∂τE6(q). Some work then reveals that
V (τ) =
e−
r
3
piy|η˜(q)|4r
y|E4(q)|2(n+3p+1)|E6(q)|2(m+1)×{∣∣∣∣E3p4
[
E4E6 +
pi
3
y
(
rE2E4E6 − 4nE˜4E6 − 12mE4E˜6
)]
+
βqpη˜24p
[
E4E6 +
pi
3
y
(
(r + 12p)E2E4E6 − 4(n+ 3p)E˜4E6 − 12mE4E˜6
)] ∣∣∣∣
2
− 3
∣∣∣E4E6
(
E3p4 + βq
pη˜24p
)∣∣∣2
}
.
(4.7)
Although (4.7) seems complicated, in practice its salient features can be determined
with only a little more work. For simplicity, for the rest of this section set p = 1, and
take β to be real and positive. To agree with experiment, the potential should have a
minimum with α−1 = y > 5 or so. Thus, q = e2piix−2piy will be extremely small near the
minimum and most of the higher order terms in (4.7) can be neglected. However, since q
is small, to have a minimum β must be approximately 1/qmin, and this will be very large.
A mechanism for producing large values of β was described in [28]. We can expand (4.7),
keeping only the lowest order terms in q, the next order terms in q if they contain β (since
we assume β is large), and at each level in q keep only the terms with the highest power
of y. This gives
V (τ) ≈ r
3
π2ye−
r
3
piy
( r
3
+ 2
(
4 +
r
3
)
βe−2piy cos(2πx)
)
. (4.8)
This has a local minimum at x = ±12 and
y =
1
2π
log
(
2β
(
1 +
6
r
)(
1 +
12
r
))
. (4.9)
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Thus, we see that for sufficiently large β, a local minimum occurs at large y. Qualitatively,
the basic picture of a two condensate model is as follows: For large enough β, the second
term in (4.6) will dominate for small y. Therefore, near the unit circle the two condensate
potential will behave just like a one condensate potential. As y increases, the second term
in (4.6) falls off more rapidly than the first, which eventually comes to dominate when
βqp ≈ 1. Since β is positive, a minimum occurs when x = ±12 which causes the two terms
to have opposite sign.
Let us now work out a specific example of a two gaugino condensate model. In (4.6),
take c = 1, m = 0, n = 4, p = 1, and β = 1.62× 1017. With these choices, the potential is
V (τ) =
e−5piy|η˜(q)|60
y|E4(q)|16
{∣∣∣∣E4(q)3
[
E4(q) +
π
3
y
(
15E2(q)E4(q)− 16E˜4(q)
)]
+ βqη˜(q)24
[
E4(q) +
π
3
y
(
27E2(q)E4(q)− 28E˜4(q)
)] ∣∣∣∣
2
− 3 ∣∣E4(q) (E4(q)3 + βqη˜(q)24)∣∣2
}
.
(4.10)
This choice of parameters corresponds to a two condensate model of the type mentioned
earlier in (3.9), with one sector having k1 = 3, N1 = 5, M1 = 11, and d1 = 7.56 × 1014,
and the other sector having k2 = 5, N2 = 4, M2 = 0, and d2 = 4.66× 10−3 (we have used
the formula for di from [28]). The approximation (4.9) indicates that this potential should
have a minimum at y = 6.5. This value of α−1min is somewhat lower than the α
−1 ≈ 25
indicated by LEP, but not enough to be completely ruled out.
A contour plot (on a logarithmic scale) of the region of (4.10) between y = 6.2 and
y = 6.8 is shown in fig. 3. The plot was created by keeping the first ten terms in the q
expansion of (4.10), but keeping even 20 terms in the q expansion changes the result by
less than one part in 1018 at any point in the region shown. The potential has a local
minimum at y = 6.3996, x = ±12 (since, in D, x = +12 is identified with x = −12 , this
is only a single minimum). Because m = 0, the region near y = 1 (except for an overall
scale) is similar to that for the single condensate fig. 2, with a global minimum at τ = i.
Just like at the minimum at τ = i, the minimum of the potential (4.10) at y = 6.3996
is negative, V (τmin) = −2.02 × 10−45. Since we have not discussed the overall scaling of
V (τ), a more meaningful number is the ratio of the value of V (τ) at this local minimum
to that at the global minimum at τ = i. This ratio is
V (τ = ±12 + 6.3996i)
V (τ = i)
= 1.15× 10−65 . (4.11)
Thus it may be possible to say that even though V (τmin) is negative, it is not very negative.
13
-0.4 -0.2 0 0.2 0.4
6.2
6.3
6.4
6.5
6.6
6.7
6.8
Fig. 3: A contour plot of the potential (4.10). The contour levels are on a loga-
rithmic scale, and darker regions mean lower values of V (τ). The potential has a
local minimum at τmin = ±
1
2
+ 6.3996i. The potential V (τ) is negative near τmin,
but only for a region too small to be apparent.
5. Problems solved by chaotic motion and S-duality
5.1. Fine Tuning
One of the major objections to the standard string supersymmetry breaking scenario
is the problem of fine tuning of initial conditions [34]. Since the potential has a variety of
minima (including the one at τ = +i∞), there is no a priori reason for τ to fall into the
desired minimum instead of falling into one at strong coupling or rolling off towards ∞.
Thus one is forced to fine tune the initial conditions so that τ lies in the desired minimum
after supersymmetry breaking. The ideas of this paper provide a potential solution to this
problem.
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Fig. 4: The potential (4.4) along the y-axis.
As discussed in section 2, in the very early universe τ moves chaotically through the
fundamental region. Thus, its initial conditions will be erased after a few e-folding times,
and the value of τ at any time is best described by a probability distribution inherited from
the Poincare´ metric. Thus, we may expect that the probability of finding τ in a region A
is given by
P (A) =
3
π
∫
A
dx dy
y2
. (5.1)
This has the great virtue that the region at weak coupling has finite volume so that the
probability of getting trapped at a nontrivial minimum can be nonvanishing.
Now imagine that a potential V (τ) forms and supersymmetry breaks. To get a rough
idea of what will happen we estimate that the probability that τ will get trapped in a
region containing a certain minimum is given by the distribution (5.1) where we take A to
be the basin of attraction for motion at small velocity for that minimum. As an example
the plot of V (τ) along the y-axis is shown in fig. 4 for the case of a single condensate (4.4).
If τ is to the left of the maximum at y ∼= 1.4, then it will roll towards the minimum at
τ = i. Otherwise it will roll towards ∞. Even though it may seem that just a small area
of the infinite region will fall into the minimum, the 3
piy2
measure increases the probability
that τ will be at low y, so the probability that τ will fall into the minimum near τ = i
is approximately 14%. Thus the probability, though not unity, is certainly not a small
number, and no fine tuning is necessary.
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The two condensate example (4.10) is more complicated, but an optimistic estimate
for the probability of settling into the weak coupling minimum can be made as follows.
First, the basin around minimum of (4.10) at τ = i is smaller than that of (4.4), so there
is a 6% chance that τ will fall into that minimum. Second, 14.7% of the time τ will have
y > 6.5, and so will not fall into the minimum at τmin = ±12 + 6.3996i. About .03% of
the time, τ will appear initially in the basin around τmin. Now suppose y < 6 when the
potential forms. If we assume that when this happens τ will slowly roll out towards weak
coupling, then τ will fall into the minimum when |x| >∼ .42. If it then stays in the minimum,
the total probability that τ will settle into the minimum is approximately 12%. Again this
is not unity, but is not small. Thus no fine tuning is required in the two condensate model
either.
The above discussion is heuristic and preliminary. The dynamics of τ (and of other
moduli) are under active investigation and will be described in a future publication [35].
5.2. Strong coupling pathologies
S-duality provides a natural cutoff at strong coupling. Ref. [34] raises the problem
that most potentials normally considered in supersymmetry breaking contain regions where
V (τ) becomes rather large and negative. In general the behavior of V for Im τ → 0 depends
sensitively on the values of all the other moduli (and their potentials). One typically finds
V → +∞ or V → −∞ for the general potentials studied in [28] and [34]. For example, if
W (τ, ρ) = Ω(τ)/η(ρ)6 where ρ is a breathing mode, then as y → 0 we have
V → +∞ if 3 |1 + 4i Im ρ∂ρ(log η(ρ))|2 > 2 (5.2a)
V → −∞ if 3 |1 + 4i Im ρ∂ρ(log η(ρ))|2 < 2 (5.2b)
(assuming ∂τΩ(τ) is regular at y → 0). A strong coupling cutoff eliminates the pathology
of (5.2b).
5.3. Validity of perturbative/instanton expansions
Racetrack models with hidden matter typically require large coefficients of the com-
peting powers of q. (For example, in [28] one encounters relative coefficients like β ∼ 1030.)
This raises the problem that higher powers of q might come with higher coefficients so that
it is not justified to keep the two leading powers of q in a racetrack-like potential. One
needs a nonperturbative calculation, or a nonperturbative principle like S-duality to fix
the entire q expansion. Only with such a principle should one contemplate such large
coefficients (if then).
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6. Conclusion
In this note we have focused attention on one example of a moduli space of string
vacua of the general form (1.1). It is natural to ask what will happen with moduli of
Calabi-Yau compactification. Although the analysis will be much more complicated, the
essential properties of M are also present in the CY example. The volume of Calabi-Yau
moduli spaces in the Weil-Petersson-Zamolodchikov (WPZ) metric is finite [36]. Moreover,
A. Todorov has proved that the WPZ metric has non-positive sectional curvature [37].
Since compact manifolds with negative sectional curvature exhibit chaotic motion under
geodesic flow we may expect that generic motions on CY moduli space will be chaotic.
Given the above two facts we can expect that in weak coupling regions the qualitative
aspects of the motion of moduli described in this paper will survive.
Clearly our discussion has not probed the motion of moduli and the cosmological con-
sequences of such motion in any great detail. We intend to return to a deeper investigation
of the physics of moving moduli in a future publication [35].
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Appendix A. Some facts about modular functions/forms
We need a number of facts about modular forms (reviews of modular functions for
physicists can be found in [38]). First, define
q = e2piiτ , (A.1)
and the Dedekind η-function
η(q) = q1/24
∞∏
n=1
(1− qn) . (A.2)
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We will need the Eisenstein functions
E2(q) = 1− 24
∞∑
n=1
nqn
1− qn = 1− 24
∞∑
n=1
σ1(n)q
n , (A.3)
E4(q) = 1 + 240
∞∑
n=1
n3qn
1− qn = 1 + 240
∞∑
n=1
σ3(n)q
n , (A.4)
and
E6(q) = 1− 504
∞∑
n=1
n5qn
1− qn = 1− 504
∞∑
n=1
σ5(n)q
n , (A.5)
where
σk(n) =
∑
d|n
dk (A.6)
is the sum of the kth powers of the divisors of n. We should note that E4(q) has a first
order zero at τ = ρ ≡ eipi/3 ∼ e2ipi/3, and E6(q) has a first order zero at τ = i.
With these definitions in hand, we can write J(q) explicitly as
J(q) =
E4(q)
3
η(q)24
=
E6(q)
2
η(q)24
+ 1728 . (A.7)
J is the generator of modular forms of weight zero, and is a one-to-one mapping from the
fundamental region F into C ∪ {∞}. It has a third order zero at τ = ρ, and J(q) − 1728
has a second order zero at τ = i. For small q (large Im τ or weak coupling), J(q) has a
Laurent expansion
J(q) =
1
q
+ 744 + 196884 q + . . . (A.8)
so J(q) has a simple pole at τ = i∞.
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