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Abstract
This thesis addresses the need to have calibrated cameras in surgery rooms. Data can then
be collected during surgeries to assist the surgeons and it can later be used for postoperation analysis. Typical techniques for camera calibration are not adequate for a
medical environment due to the cameras constantly moving and with no rigid area always
in the cameras’ view. The proposed approach is to calibrate cameras attached to surgical
lights by utilizing extra cameras placed on the ceiling. The ceiling cameras find the
position of the light cameras and calibrate their extrinsic parameters. This indirect
calibration method provides an accurate method of camera calibration without limiting
the normal operations of the surgeons. On average the indirect calibration was able to
locate the light camera to 4.81 mm of the position found by a standard camera
calibration. The indirect calibration was also able to perform simple tracking to within
1.28 mm of the location given by direct calibration. Finally, an error equation was created
that is able to provide a rough estimate of the error expected from the system with a
custom setup.
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Chapter 1

Introduction and Background

1.1. Need for Camera Calibration in a Medical Environment
Camera Calibration is a well-studied topic where new contributions are limited to
new environments which create new difficulties with standard camera calibration
methods. The subject was researched heavily from 1950 to 1970 due to high demand for
accurate aerial photography. During this time new problems were discovered and solved
such as asymmetric and tangential distortions that are due to the misalignment of the lens
components relative to the optical axis [1].
The objective of this thesis is to design a system that is able to perform camera
calibration in an unconstrained medical environment, such as a surgery room. Camera
Calibration will be the first step in creating a system that can do surgery tracking, as it
will be able to provide precise locations of the cameras in the surgery room. This system
could help surgeons become more efficient during surgery and may benefit patients since
the less time a patient has to be under the effects of anesthesia the better the recovery
time.

1.2. Intrinsic and Extrinsic Parameters
Camera calibration is a technique that is used to identify key values about a
camera that can be used to create a mathematical model for that camera. Note that camera
calibration does not recreate the camera perfectly; it is only able to create a model of the
camera due to the image plane being discrete and the lens distortion being impossible to
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perfectly reproduce. Camera calibration is usually split up into two distinct parts, the
intrinsic and the extrinsic parameters.
The intrinsic parameters are those that describe the internal workings of the
camera and consist of the focal length, the principal point, the skew coefficients and
radial and tangential distortions. These values are needed to help describe imperfections
in the lens of the camera and give a mapping from camera reference frame to the image
plane. For visual examples, see Figure 1.

Figure 1: Intrinsic Parameters - Focal Length (upper left), Skew (upper right),
Principal Point (bottom left), Distortion (bottom right)

The intrinsic parameters only need to be found once per camera (assuming that the focal
length does not change due to a zoom lens). This is due to the fact that all the intrinsic
parameters depend directly on the camera itself and not the environment. Therefore, this
calibration can be performed anywhere, and if the environment changes, it will not affect
the intrinsic parameters. A camera calibration toolbox has been created for MATLAB®.
The following section, including Equations (1) through (8) explaining the calibration
parameters, comes directly from [2] [3]. To further understand the intrinsic parameters
consider a point on the camera reference frame made up of X C , YC and Z C (the camera
2

reference frame is using the camera as an origin point vs. the world origin point), by
applying Equation (1) a normalized x n term is created.

 X / Z  x
xn =  c c  =  
 Yc / Z c   y 

(1)

The x n term represents the basic pinhole camera model; to add in a 6th degree polynomial
model of distortion, Equation (2) can be used

 x (1) 
x d =  d  = 1 + kc(1)r 2 + kc(2)r 4 + kc(5)r 6 xn + dx
 xd (2) 

(

)

(2)

Where the kc values are terms of the distortion model and r and dx are shown below in
Equations (3) and (4).
r 2 = x2 + y 2

(3)

(

)

 2kc(3) xy + kc(4) r 2 + 2 x 2 

dx = 
 kc(3) r 2 + 2 y 2 + 2kc(4) xy 



(

)

(4)

Finally the focal length, skew coefficients and principal point are factored into the
equation. There are two focal length values, one for the x direction and one for the y
direction, so that non-square pixels can be represented; fc(2) / fc(1) is called the aspect
ratio.
x p = fc(1) ( xd (1) + alpha _ c * xd (2) ) + cc(1)
y p = fc(2) xd (2) + cc(2)
This can all be represented in matrix form such that Equation (6) is satisfied.
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(5)

 xp 
 xd (1) 
 y  = KK  x (2) 
 p
 d 
 1 
 1 

(6)

 fc(1) alpha _ c * fc(1) cc(1) 
KK =  0
fc(2)
cc(2) 
 0
0
1 

(7)

This is only one way to represent the intrinsic parameters (used by MATLAB®). Other
ways such as Heikkila’s and Willson’s representations [3] exist where different distortion
models are used, changing the KK matrix.
The extrinsic parameters are those that are dependent on the environment. To
relate an object’s coordinate system to the world’s coordinate system, a translation and a
rotation matrix are needed. See Figure 2 for a visual example.

Figure 2: Extrinsic Parameters - Rotation (left), Translation (right)

Therefore, the extrinsic parameters consist of these two matrices, so that a mapping from
the world coordinate system to the camera reference frame can be found. Since the
extrinsic parameters for the camera explain how the camera relates to the environment, if
the camera changes position the parameters have to be recalculated. The relation between
4

world coordinate system and the camera reference frame can be described by Equation
(8).
XXc = R c ⋅ XX + Tc

(8)

Where XX is a 3x1 vector that represents a point in the world’s coordinate space, Tc is
the extrinsic translation matrix, R c is the extrinsic rotation matrix and XXc is a 3x1
vector in camera reference frame. The rotation matrix is constructed by combining three
single axis (seen in Equations (9) through (11)) rotation matrices together.

1
0
0 


R x (θ ) = 0 cos (θ ) sin (θ ) 
0 − sin (θ ) cos (θ ) 



(9)

 cos (φ ) 0 − sin (φ ) 


R y (φ ) =  0
1
0 
 sin (φ ) 0 cos (φ ) 



(10)

 cos (ϕ ) sin (ϕ ) 0 


R z (ϕ ) =  − sin (ϕ ) cos (ϕ ) 0 
 0
0
1 


(11)

The final form of the extrinsic parameters is a specialized matrix called a
homogenous matrix. This matrix has the following format seen in Equation (12),
where R is a rotational matrix and t is a translation matrix. One of the benefits of this
setup is that they can be multiplied together to create a new origin location and setup.
Therefore, to get from a world origin coordinate to a camera orientation coordinate
system only a single homogenous matrix needs to be used.
R
0T


t
1

5

(12)

1.3. Standard Camera Calibration Models
There are multiple ways to calibrate cameras. The most common way to perform
the calibration is to have multiple points that have known relationships to each other in
the world’s coordinate system captured in an image from the camera. For the intrinsic
parameters it does not matter how the points are related to the world coordinates; it is
only important how they are related to each other. Since the relationships are known, a
mapping can be created to describe how the camera represents the data. Generally as
more data points are used, the accuracy of the mapping improves. Many different
techniques have been created to obtain accurate mappings, such as 1-D, 2-D and 3-D
targets, as well as techniques such as vanishing points for orthogonal directions and
calibration from pure rotation [4] [5]. The most common way is to use a 2-D grid of
boxes, like a checkered board, with known dimensions [5]. Using multiple images of the
target, the intrinsic parameters can be found. Similarly the extrinsic parameters can be
found from an image of the board as long as the board’s relation to the world’s origin is
known and the intrinsic parameters are known. If multiple cameras are used, a different
method can be used where an LED is waved in front of the two (or more) cameras [6].
Although the camera’s mapping to the world’s coordinate system will not be found, the
relationship between the cameras can be solved. This is useful for object tracking where
the user wants to know the location in reference to the cameras and not to the world’s
coordinate system.
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Chapter 2

Limitations of Standard Approaches

2.1. 2-D Grid/LVDT Model/LED Approach
A proposed idea is to place cameras within surgery lights used during operations.
This provides many benefits such as a constant view of the area of interest, good lighting
and no occlusions. However, as the surgery room is a new environment for camera
calibration, it also offers many new barriers that must be overcome to accomplish a
complete calibration. Estimation of intrinsic parameters is simple since they don’t depend
on the new environment, but some problems do occur when trying to estimate the
extrinsic parameters. These problems are camera movement, non-flat surfaces, lighting,
and uncertain viewing locations. Due to these problems, the typical methods for extrinsic
parameters will not work. Since the camera will be repositioned during surgery, the
calibration technique needs to be done automatically so the surgeons don’t spend time
doing it. This means that the LED method will not work because surgery cannot be
interrupted to recalibrate the cameras. A surgeon will likely be more concerned with the
status of his patient than the calibration of a camera system. Also the 2-D grid method
will not work because there is no flat constant area that will always be in the cameras
view for the grid to be located. Therefore, a new method has to be created.
Other methods that were considered to determine the position of the camera were
a mechanical approach and radio frequency triangulation approach. The radio frequency
approach was determined to be too inaccurate and has a possibility for interference [7].
This is because the technique would require two radio frequency emitters placed in the
surgery room so the cameras can triangulate their location. Since it is unknown what

7

forms of wireless signals might already be in use from the medical equipment there is a
possibility of interference, which is unacceptable. The mechanical approach was to place
linear variable differential transformer also known as a LVDT sensors on all the joints in
the light’s arms. A LVDT is a device that is able to measure distance very accurately by
measuring the amount of current that a metal rod with an electrical charge produces as it
is moves through a metal cylinder. The error on a LVDT sensor is roughly 0.15% the
length of the sensor [8]. This is comparable to the 2-D grid method, however, two
problems occur. First, the error rapidly grows larger after each successive joint due to the
previous error and even worse, the sensors limit the freedom of the lights which is also
unacceptable.

2.2. Magnet Approach
A mechanical approach was found that is able to solve the extrinsic parameters
for the camera by using sensors placed on a camera and a magnet placed in a static
location. The sensor is able to locate where the magnet is relative to itself [9]. In this
approach the camera needs to be moved to calibrate the sensor to the image plane. A
different approach is proposed that uses additional cameras to solve the problem with the
bonus of avoiding camera movement during the initial calibration for the camera.

2.3. Indirect Camera Calibration Approach
2.3.1 Indirect Camera Calibration Approach
The proposed solution is to use additional cameras to find the external parameters
of the cameras that are positioned on the surgical lights. Extra cameras will be stationed
at the corners of the ceiling with known positions. These stationary cameras will be
8

pointing at the “light” cameras that are attached to the surgery lights. The job of the
“ceiling” cameras will to be to find the “light” cameras position and orientation by using
a variation of the hand-eye calibration technique. To make this easier, the cameras
attached to the lights will have a 2-D grid attached to them to help the “calibration”
cameras find their locations and calibrate them.
The hand-eye calibration technique was created to find the 3-D location of robot
gripper using a camera mounted to the gripper [10],[11],[12]. It attempts to find a rotation
matrix and a translation matrix to create a rigid relationship between the camera and the
gripper. This technique will be explained in greater detail in section 3.1 of this paper. The
approach used in this thesis will be similar, but will be used to relate the calibration grid
on the “light” camera to the “light” camera image plane. This in essence is the reverse
process of the standard hand-eye calibration technique.

2.3.2 Strengths and Weaknesses
This approach has many benefits, such as the space that it uses is very small and
out of the way of the surgeons, ability to find the extrinsic parameters of the cameras
after they have been moved without human interference, ability to allow full usage of the
lights, which the mechanical approach restricts, and avoiding interference with other
equipment. The drawback is that it will not be as accurate as the 2-D grid method because
two calibrations will be needed and the errors will be compounded. Also, the monetary
cost of the system along with the processing power needed will both increase due to the
extra cameras.
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2.3.3 System Setup
There is an initial setup that must be run for the system to work prior to it being
used in a surgery room. All of the following steps need to be performed once, as long as
the relationship between the “light” camera and “light” camera calibration grid remain
constant and none of the intrinsic parameters of any of the cameras change. Finally the
“calibration” cameras must not be moved. If the world’s origin needs to be changed, steps
5 through 8 below need to be performed again. The steps are the following (see Figure 3
for a sample setup):
1. Mount “calibration” cameras at the corners of the ceiling
2. Mount “light” cameras on the movable lights in the room
3. Mount “light” calibration grids on all the movable lights in such a way that they
are visible to the “calibration” cameras
4. Find the intrinsic parameters of all the cameras
5. Place a 2-D grid within the view of the “light” and “calibration” cameras to mark
the world’s origin
6. Calibrate all the cameras to the 2-D grid placed in step 5
7. Calibrate the “calibration” camera to the calibration grid on the lights
8. Find the relationship between the light calibration grids and the “light” cameras
With the relationship found in step 8, the “light” cameras can be moved and the 2-D
world’s origin grid can be removed. The “light” cameras will still be able to recalculate
their 3-D location without the world’s origin grid in view.

10

Figure 3: Sample Room Setup
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Chapter 3

Indirect Camera Calibration Approach

3.1. A*X=X*B
The approach to solve the calibration between sensor and camera used in the
magnet technique [9] that was mentioned in Section 2.2 is to solve an equation that takes
the form A * X = X * B . Arriving at this equation warrants an explanation.

Figure 4: Sensor Calibration using hand-eye calibration technique

From Figure 4, it becomes apparent that a homogeneous transformation matrix
exists that satisfies the movement from the magnet to the sensor marked by N1 as well as
the rest of the transformations indicated in Figure 1. All the homogeneous
R
transformations take the form of  T
0

t
where R is a 3 by 3 rotation matrix and t is a
1

3 by 1 translation matrix. All the homogenous matrices sub marked with a 1 are found
first then the camera is moved and matrices sub marked with a 2 are found in the near
position (it is performed by the same camera). N1 and N 2 are found by having the
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magnet perform an extrinsic calibration on the sensor, whereas E1 and E 2 are found by
doing an extrinsic calibration from the camera to the 2-D calibration grid. The X matrix
is unknown. From Figure 4 the following formulation can be found

−1

N1 ⋅ X ⋅ E1 = N 2 ⋅ X ⋅ E2

(13)

N 2 −1 ⋅ N1 ⋅ X = X ⋅ E2 ⋅ E1−1

(14)

N⋅X = X⋅E

(15)

The matrices N = N 2 N 1 and E = E 2 E1

−1

can be interpreted as relative motions between

sensor and camera poses. Because a trivial solution to Equation (15) exists, where X is a
zero-filled matrix and this is clearly incorrect, other approaches are used.

R N ⋅ R X = R X ⋅ RE

(16)

( R N − I ) ⋅ t X = R X ⋅ tE − t N

(17)

The majority of approaches attempt to solve for the rotation and translation separately
[11], [12], [13]. This solution can be applied directly to the camera calibration needed for
this thesis. Note the similarities between Figure 4 and Figure 5.
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Figure 5: Hand-Eye Indirect Camera Calibration Approach

In each of the attempts used to solve Equations (16) and (17) constraints have to
be added to the system to force a non-zero result. These constraints either consist of
limiting the cameras to certain locations for calibration or adding in extra images to
obtain a unique solution. Therefore, a more robust way to find X was created.

3.2. CO=CL*X*LO
Since the “calibration” camera is able to see the origin calibration grid, a new path
is created from “calibration” camera to origin (see Figure 6). In this approach the camera
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does not need to be moved. The only requirement is that the “light” camera can view the
origin grid and that the “calibration” camera can view all the calibration grids.

Figure 6: Indirect Camera Calibration Approach

From Figure 6, the following Equation is found

CO = C L ⋅ X ⋅ L O

(18)

Where CO is the “calibration” camera to origin grid extrinsic parameters, CL is the
“calibration” camera to “light” camera grid extrinsic parameters, LO is the “light” camera
to origin grid extrinsic parameters and X is the homogeneous transformation between
15

the “light” camera grid and the “light” camera image plane. All matrices are of the
R
form  T
0

t
. To solve for the unknown X matrix the following equation is used.
1
X = CL −1 ⋅ CO ⋅ LO −1

(19)

This results in a unique solution for X without the problems encountered in Section 3.1.
All homogenous matrices can be inverted to satisfy this equation. The naïve approach to
this is that all paths in 3D can be traversed backwards. A proof is included in Appendix I.
This allows for a very fast approach to inverting the homogenous matrix.

16

Chapter 4

Limitations of Standard Approaches

4.1. Test Environment
4.1.1 Blender
A virtual 3-D program named Blender was used to reconstruct the environment
and cameras in order to verify that the camera placement in a physical test environment
would allow for all the cameras to view the needed calibration grids. The camera’s FOV
was found for use in Blender. To find the FOV a ruler was placed directly in front of the
camera. The distance on the ruler that appeared in the image was found and the distance
from the ruler to the camera was also found. The results from the lengths can be seen in
Figure 7 and Equations (20) and (21) are used to calculate the FOV.

Figure 7: FOV
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 5 
X = tan −1 
 = 21.8°
 12.5 

(20)

FOV = 2 * X = 43.6°

(21)

A FOV of 42º was used for the Blender calculations in case any error occurred
during measurement or slightly off centered lens on the camera. The cameras were
positioned in Blender so it could view an object the size of the calibration grid. The
“light” cameras had a grid placed on top of it and a “calibration” camera was added and
positioned in such a way that it could view all calibration grids. Wooden 2 by 4’s were
added to represent how the cameras would be held in position. See Figure 8 for the 3-D
creation in Blender.

Figure 8: Blender Model
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Test images were used again to verify the correct position of Blender’s cameras in the
virtual 3-D environment. An image was rendered in Blender from one of the “light”
cameras and then the position was reproduced in the physical environment and an image
was taken of the calibration grid. As you can see from Figure 9, Blender does an accurate
job in simulating the cameras.

Figure 9: Blender Image Simulation (left: Blender Model, right: Physical Environment)

Finally the “calibration” camera was placed roughly 1.2 meters out and 1.6 meters
up away from the calibration grid. To verify that MATLAB was still able to find all the
corners of the grid a test image was used and checked, see Figure 10. From this image it
becomes apparent that MATLAB is still able to find the corners within the grid.

Figure 10: Test Corner Find for "Calibration" Camera
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4.1.2 Actual environment

4.1.2.1

The Cameras

The cameras used for this thesis are Digi watchport/V3 cameras (see Figure 11).
The reason they were picked was for their non-interlacing 640 by 480 resolution as well
as USB connection. They also have standard mounting hole in the bottom of their case
for easy mounting. Finally they have manual focus, this means that when a camera
changes position, it will not auto-focus. If this feature were used, then the intrinsic
parameters of the camera would change.

Figure 11: Digi Watchport/V3 Camera

4.1.2.2

Mounting the Cameras

To mount the camera to the calibration grid a clipboard was used having a metal
jacket riveted to it that would hold the camera. A hole was drilled in the metal jacket to
allow the mounting screw access to the camera body. On the reverse side, a calibration
grid was added. This setup provided a rigid transformation between camera and
calibration grid. See Figure 12.
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Figure 12: Calibration board mounting

4.1.2.3

The Wooden Structure

The physical test environment was created from wooden 2 by 4’s. Each upright
arm had a mounting screw attached to it to allow for the camera’s attachment (see Figure
15). The “calibration” camera had extra support added to it to help reduce movement of
the camera, (see Figure 13). Finally the two camera arms were added. Each arm was
moveable to three locations with a peg locking system for each location (total of six
locations), (see Figure 14).
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Figure 13: Calibration Arm

Figure 14: Light Camera Arms
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Figure 15: Mounting Screws

4.1.3 Indirect Camera Calibration in MATLAB
Using sample images from the test image in MATLAB, the X matrix was found
using Equation (19). Using the X matrix and a new collection of sample images (from a
different location), the light camera’s location was estimated. The camera was then
moved to its third location and estimated again. The same procedure was done for the
second camera arm. The equation used to estimate the “light” camera’s relative location
to the origin calibration grid is seen in Equation (22).

L O = ( CL ⋅ X ) ⋅ CO
−1

(22)

Figure 16 is MATLAB representation of the “light” camera’s location. The blue
cameras are the actual locations determined by the 2-D grid method, where as the red
cameras are the estimated values from the indirect camera calibration method. Note that
only four estimated values were used, since two of the six locations were used to
determine the X matrix. Also note how the red and blue cameras nearly overlap. The units
in Figure 16 are in mm.
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Figure 16: MATLAB sample representation of the Light camera locations

4.1.4 Creation of Indirect Calibration Estimation Equation
An equation was constructed to help estimate how well the indirect system would
perform with a different setup. The equation results in a translation and rotation error that
the light camera would have when calibrated from the indirect calibration setup. Multiple
variables have to be considered when constructing the equation. To help find what
variables produce error, a simple flow chart was created (see Figure 17).
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Figure 17: Error Variable Flow Chart

From the flow chart it is quite obvious that a camera’s 3D location depends on the
intrinsic and extrinsic parameters, as these two sets of parameters completely describe the
camera. The intrinsic parameters have many variables that produce error, however to
simplify the process only the number of pictures used for the intrinsic parameters will be
calculated. These will give a rough estimate of how the intrinsic parameters affect the
error. As for the extrinsic parameters, it depends on how many data points are used (how
many corners in the grid) and how accurately they can be located within the image.
Therefore, a lot of variables such as square size, resolution, etc. need to be found. The
variables that were used to estimate error were:

•

The number of intrinsic pictures used to form the intrinsic parameters

•

The distance of the calibration camera to the light camera grid

•

The distance of the calibration camera to the origin grid

•

The number of corners on the origin grid

•

The number of corners on the light grid
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•

Size of the squares on the origin grid

•

Size of the squares on the light grid

•

The field of view of the calibration camera

•

The resolution of the calibration camera

•

Rotation of the calibration camera

•

Rotation of the light camera

The process performed to find the error due to each one of the variables listed above was
to setup multiple experiments, where during each experiment one variable was changed,
while all others were kept constant. See Figure 18 through Figure 29 for examples of
some of the images used to find the error for each variable. Each variable had roughly 20
images/data points used to help create the formula used to produce the error for that
variable.

Figure 18: Distance Experiment 350mm

Figure 19: Distance Experiment 1500mm
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Figure 20: Distance Experiment 4000mm

Figure 21: POI Experiment - 18
Points

Figure 22: POI Experiment - 30
Points

Figure 25: Resolution
Experiment - 320 x 240

Figure 23: POI Experiment - 48
Points

Figure 26: Resolution
Experiment - 160 x 120

Figure 24: Resolution Experiment
- 640 x 480

Figure 27: Rotation Experiment 0 degrees

Figure 28: Rotation Experiment 40 degrees
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Figure 29: Rotation Experiment 75 degrees

Figure 30: Rotation Experiment
Redone - 0 degrees

Figure 31: Rotation Experiment
Redone - 40 degrees

Figure 32: Rotation Experiment
Redone - 75 degrees

It was also found that multiple variables had the same effect on the error. For
example, doubling the distance of the camera to the calibration grid has the same result as
reducing the resolution of the camera by a factor of two or by decreasing the size of the
squares in the grid by a factor of two. Therefore, camera distance, camera resolution,
field of view and grid square size were all combined into the same formula. During the
experiment it was noticed that rotational experiment had a flaw in it. The axis of rotation
was the center of the calibration grid that moved the distance to the origin, therefore two
variables were being changed as the grid was rotated.
A second experiment was setup in which the rotation axis went through the origin
point so it would remain constant. Sample images of this experiment can be seen in
Figure 30 through Figure 32. With the error formulas the estimated error on the path H1
and on the path H2 seen in Figure 33 can be found. Using the data from the user, two
homogenous matrices can be formed that represent the pathway of H1 and H2. Therefore,
an estimation position of the light camera grid can be found along with an estimated
position that has had the error added in. By taking the difference between the two
positions, the error of the system can be found. The translation error is the distance of the
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position without error to the position with error; whereas the rotation error is the
maximum of the three rotation values.

Figure 33: Error Formula Diagram

4.1.5 Tracking
To show that the indirect camera calibration is a viable option for a tracking
system in a medical environment, an experiment was setup to determine how well the
indirect system could locate the 3D location of a red dot. Two camera positions with
known direct calibration and indirect calibration locations were used to locate the red dot.
Figure 34 shows some of the images used for the experiment. See Figure 35 for a
graphical representation of the setup where the red “x” is the location of the point
determined from the direct camera calibration and the black “x” is the location of the
point determined from the indirect camera calibration. For numerical results, see Chapter
5.
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Figure 34: Tracking Experiment Setup

Figure 35: Tracking Example
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Chapter 5

Results

5.1.1 Indirect Camera Calibration Results
The summary of results from the test environment can be seen below in Table 1.
On average the indirect camera calibration was able to locate the light camera on a single
axis to 2.35 mm from where the direct camera calibration positioned the camera. The
overall distance that the indirect camera calibrations placed the light camera was
4.81 mm on average from where the standard camera calibration positioned the camera.
Furthermore, the rotational error, which is more important because it can result in larger
translation errors in tracking, is on average 0.26 degrees different from the standard direct
camera calibration.

Average

Min

Max

Translation Error (mm)

2.35

0.19

6.23

Rotation Error (degrees)

0.26

0.0071

0.962

Distance Error (mm)

4.81

2.96

7.56

Table 1: Indirect Camera Calibration Results

5.1.2 Individual Equation Error Results
When performing the error calculations, each variable subset had two graphs
associated with it to create the mathematical formula relating to rotational and translation
error. Figure 36 and Figure 37 both show that as the camera increases in distance from
the calibration grid, the error in both translation and rotation grows. This is expected,
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because the corners of the calibration squares become progressively harder to accurately
locate as they get smaller in the image plane.
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Figure 36: Translation Error Due to Distance

Rotation Error (1 SD) - Distance
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Figure 37: Rotational Error Due to Distance

The number of points used to determine the homogenous matrix for the camera
seems to have an impact on the overall error of the system, but their effect is not as large
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as the distance variable. Changing of this variable does not seem to affect the translation
values, but does seem to have an effect on the rotation values. See Figure 38 and Figure
39 for the graphs.
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Figure 38: Translational Error Due to Points of Interest
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Figure 39: Rotational Error Due to Points of Interest
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Finally, the next major contribution to the error is due to the rotation between the
camera and the calibration grid. The rotation error seemed fine because when the
calibration grid increases its angle to the camera, the error in rotation grows. However,
the translation error does not make sense due to the fact that as the grid angle increases to
the camera the translation error decreases. This was due to the flaw discussed in section
4.1.4. When the experiment was redone the results can be seen in Figure 40 and Figure
41. The rotation error remains about the same, however, the translation error does not
decrease anymore, but instead it remains constant. This type of dependence is expected.
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Figure 40: Translation Error Due to Rotation - Redone
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Figure 41: Rotational Error Due to Rotation – Redone

From all these individual experiments, it can be seen that the largest error comes
from distance. Therefore, the grid to camera distance, camera resolution, square size and
FOV has the greatest impact on the error.

5.1.3 Total Equation Error Results
A simplified table was created that requires the distance of the calibration camera
to the light camera and the resolution of the camera, which are the variables that generate
the largest error. All other variables were kept at their nominal value. See Table 2 for the
results. This table was produced from actual measured values. The N/A entries within the
table are due to not having a camera that can reach that resolution.
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Camera Resolution

Distance (mm)
500

1000

1500

2000

2500

3000

3500

4000

4500

[320 240]

12.16

32.24

50.08

72.52

79.91

113.69

136.51 145.36 154.64

[640 480]

1.82

11.38

21.19

32.65

38.33

50.89

59.22

70.82

70.32

[1280 960]

0.78

1.74

5.78

11.04

16.95

22.37

24.31

32.58

33.15

[1920 1080]

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Table 2: Measured Nominal Error Values

The same values were entered into the estimated error equation with nominal
values entered for everything other than distance values and the result can be seen in
Table 3. During this test some of the values returned from the error equation were
negative. This was only seen as the error became very close to zero and can be attributed
to the error equation providing just an estimate for the error.

Camera Resolution

Distance (mm)
500

1000

1500

2000

2500

3000

[320 240]

10.62

35.50

57.28

79.03

83.03

102.78

129.67 136.30 143.94

[640 480]

2.03

11.07

21.83

36.70

40.15

50.28

55.63

77.78

74.26

[1280 960]

.68

1.87

5.13

11.77

18.02

21.55

22.74

36.82

30.50

[1920 1080]

.49

1.13

3.73

8.05

9.31

13.29

15.33

21.19

27.06

Table 3: Estimated Nominal Error Values
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3500

4000

4500

The percent difference between Tables 2 and 3 can be seen in Table 4. The
percent difference seems to fall below 15% with an average absolute error of 7.8%. The
error is not shown for the final resolution where no camera was available.

Distance (mm)

Camera Resolution

500

1000

1500

2000

2500

3000

3500

4000

4500

-3.90%

9.60%

5.01%

6.23%

6.92%

-3.03% -12.40% -4.77%

1.19%

6.05%

-9.84%

-5.59%

-6.32%

3.67%

6.47% -13.00%

8.01%

N/A

N/A

[320 240]

12.69% -10.13% -14.37% -8.97%

[640 480]

-11.48% 2.74%

[1280 960]

12.82% -7.73% 11.21% -6.65%

[1920 1080]

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Table 4: Percent Error Difference for Nominal Error Values

5.1.4 Tracking Results
The final experiment to show that tracking was possible using the indirect camera
calibration resulted in Table 5. This table shows that although the physically measured
results are not very close to the calibration methods, the two camera calibration methods
are close to each other. The indirect camera calibration method was able to find the
location of the red dot to 1.28 mm compared to the direct camera calibration method.

Measured vs. Direct
Distance Error
5.02 mm

Measured vs.
Indirect Distance
Error
6.04 mm

Direct vs. Indirect
Distance Error

Table 5: Tracking Error Results
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1.28 mm

Chapter 6

Conclusion and Future Work

This thesis introduces a novel indirect camera calibration methodology that is
suitable for medical environments. The end result of the indirect camera calibration
performed as expected. This approach is able to accurately estimate a camera’s extrinsic
parameters without wireless transmissions, without a fixed origin calibration grid and
without mechanical sensors. This process has a simple setup process compared to
mechanical sensors. The system is able to perform tracking, which is desired for later
steps in surgery tracking and data fusion.
One problem found with the system is a constant offset in error when the light
camera grid is not properly calibrated. If the error is larger that the 15% error from what
the error equation estimates, then recalibration of the light grid needs to be performed.
Other than this the system is robust, reliable and accurate.
Much future work can be done on this subject. The next step is to integrate the
camera calibration into a system that is able to track different objects in the environment
and merge the data to create 3-D models. To do this, an automatic grid finding algorithm
to locate and find the homogenous matrices needs to be created. Also, an approach to
finding where multiple lines in 3D space are the closest to each other needs to be used
along with an analysis on how error relates to how many cameras and camera position
needs to be completed. Finally an interesting analysis would be to see if completing
multiple light camera grid calibrations and averaging them would create a more accurate
system as well as using see how multiple calibration cameras affect the overall error.

38

Bibliography
[1] T. Clarke and J. Fryer, “The development of camera calibration methods and
models,” in Photogrammetric Record, 1998.
[2] Z. Zhang, “Flexible camera calibration by viewing a plane from unknown
orientations,” in Proceedings of the Seventh IEEE International Conference on Computer

Vision, vol. 1, pp. 666–673, 1999.
[3] J. Heikkila and O. Silven, “A four-step camera calibration procedure with
implicit image correction,” in Proceedings of the IEEE Computer Society Conference on

Computer Vision and Pattern Recognition, pp. 1106–1112, 1997.
[4] G. Medioni and S. Kang, Emerging Topics in Computer Vision, A. Teacher,
Ed., Prentice Hall, 2004.
[5] Z. Zhang, “A flexible new technique for camera calibration,” IEEE

Transactions on Pattern Analysis and Machine Intelligence, vol. 22, no. 11, pp. 1330–
1334, 2000.
[6] S. Beriault, P. Payeur, and G. Comeau, “Flexible multi-camera network
calibration for human gesture monitoring,” in International Workshop on Robotic and

Sensors Environments, ROSE 2007., pp. 1–6, 2007.
[7] L. Ni, Y. Liu, Y. C. Lau, and A. Patil, “Landmarc: indoor location sensing
using active RFID,” in Proceedings of the First IEEE International Conference on

Pervasive Computing and Communications (PerCom 2003), pp. 407–415, 2003.
[8] R. Weissbach, D. Loker, and R. Ford, “Test and comparison of lvdt signal
conditioner performance,” in Proceedings of the 17th IEEE Instrumentation and

Measurement Technology Conference IMTC 2000. vol. 2, pp. 1143–1146, 2000.
39

[9] M. Scheuering, “Fusion of medical video images and tomograpic volumes,”
Ph.D. dissertation, Friedrich-Alexander University Erlangen-Nuremberg, 2003.
[10] R. Lenz and R. Tsai, “Calibrating a cartesian robot with eye-on-hand
configuration independent of eye-to-hand relationship,” IEEE Transactions on Pattern

Analysis and Machine Intelligence, vol. 11, no. 9, pp. 916–928, 1989.
[11] Y. Shiu and S. Ahmad, “Calibration of wrist-mounted robotic sensors by
solving homogeneous transform equations of the form <e1>ax</e1>=<e1>xb</e1>,”

IEEE Transactions on Robotics and Automation, , vol. 5, no. 1, pp. 16–29, 1989.
[12] R. Tsai and R. Lenz, “A new technique for fully autonomous and efficient 3d
robotics hand/eye calibration,” IEEE Transactions on Robotics and Automation, vol. 5,
no. 3, pp. 345–358, 1989.
[13] K. Daniilidis and E. Bayro-Corrochano, “The dual quaternion approach to
hand-eye calibration,” in Proceedings of the 13th International Conference on Pattern

Recognition, vol. 1, pp. 318–322, 1996.

40

Appendix
Appendix I - Homogenous Matrix Inversion Proof
According to Matrix Inversion Lemma the following formula holds true.

(

)

 A−1 + A−1 B D − CA−1 B −1 CA−1
−1
A B

C D  = 
−1


− D − CA−1B CA−1


(

)

(

− A−1 B D − CA−1 B

( D − CA B )
−1

−1

(

)

−1






)

To invert a homogenous matrix, two parts must be invertible: A and D − CA−1 B . The

A in homogenous matrix is invertible by definition, as it is a rotation matrix and the

(

)

inverse of a rotation matrix is the transpose of that matrix. That leaves D − CA−1 B as
the only part that must be invertible. Since C = [ 0 0 0] for a homogenous matrix, that

(

)

leaves the equation at D − CA−1 B = ( D − 0 ) = D . In a homogenous matrix, D = 1 and is

therefore invertible. Therefore, the inversion of a homogenous matrix is

 AT + AT BD −1CAT

− D −1CAT
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− AT BD −1 

D −1 

