An analogue of the Lindley equation for random walk is studied in the context of the branching random walk, taking up the studies of Karpelevich, Suhov (1993a, 1994a). The main results are: (i) close to necessary conditions for the equation to have a solution, (ii) mild conditions for there to be a one-parameter family of solutions (iii) mild conditions for this family to be the only possible solutions.
is to provide a uni cation and extension of some of the results in these two papers. The branching random walk model considered here is more general than that in those papers; the proofs, which are more probabilistic, draw more heavily on the existing theory of the branching random walk. The approach of this study brings out the close relationship between certain martingales associated with the branching random walk and the Lindley solutions. The most signi cant new result is the identi cation of the full solution set of the Lindley equation; in Theorem 5 of Karpelevich, Kelbert and Suhov (1994a) this is done for a particular example, by drawing on techniques from differential equations which cannot be used for the general case. Ideas from Karpelevich, Suhov (1993a, 1994a ) are used at many places in this discussion and there are numerous points of contact between the two sets of results. A few particular instances are noted explicitly but to detail all points of contact would have made tedious reading. Similar problems have also been examined in related models, see Suhov (1993b, 1994b) , Kelbert and Suhov (1995) , and Suhov (1996, 1997) ; some comments on the possibility of using the ideas developed here in other contexts are included at the end of the paper.
The basic process is easily described. The initial ancestor is at the origin of the real line. She has children with positions given by some point process Z; in their turn each of these has children, with positions relative to their parent's given by independent copies of Z; and so on. One extra ingredient is needed to de ne the object of the present study; a random vector with non-negative components, (V; T), is associated with the initial ancestor. The triple (Z; V; T), whose components may be dependent, is the life-history of the initial ancestor. Individuals in later generations have their own independent copies of (Z; V; T). Denote the position of person x by z x and her life-history by (Z x ; V x ; T x ). Let F (n) contain all information on the life histories of the rst (n ? 1) generations of the branching random walk, so it contains information on the positions of the n th generation but no information on the (T; V )'s attached to the n th generation. The random set of individuals that make up the n th generation is denoted by G n .
A value is associated with each node of the tree formed by the rst n generations; for the moment later generations are ignored. A person's position gives her basic value, so that a child's displacement from her parent represents the value added to the parent's basic value. However, in addition to this, any particular node has a further value, which is given by its copy of V if it is internal or by T if it is a leaf (i.e. in the n th generation). Thus the overall value of x 2 G i is z x + V x when i < n and z x + T x when i = n. Let X n be the maximum value that can be obtained at a node of this (ngeneration) tree. Looking at the independent processes emanating from each rst generation person in the tree to (n + 1) generations gives the following recursion:
X n+1 = maxfV; supfz x + X n;x : x 2 G 1 gg; (1.1) where, given F (1) , fX n;x : x 2 G 1 g are the independent copies of X n associated with the daughter processes. (Throughout, the supremum of the empty set is ?1, empty sums are zero and empty products are 1.) If the branching process is trivial, in that each person always has exactly one child, and V is identically zero, this recursion gives the Lindley process, which has been much studied in queueing theory; see, for example, Asmussen (1987) . This degenerate case (from the present perspective), with exactly one person in each generation, is excluded in all that follows. For clarity of exposition, the discussion is con ned to the supercritical case, even though several of the results hold, rather trivially, when the underlying Galton-Watson process is subcritical or critical. Hence the mean family size, E Z(R)], is assumed to be greater than one. Clearly, when the distribution of X n settles down as n tends to in nity the limit variable, X, must satisfy the following identity: X = maxfV; supfz x + X x : x 2 G 1 gg; (1.2) where fX x : x 2 G 1 g are independent copies of X, given F (1) . In terms of the distribution function F X of X this becomes In Karpelevich, Kelbert and Suhov (1994a) the authors study (1.2) when the family size is xed, V is identically zero and each child receives an independent displacement from their parent; in Karpelevich, Kelbert and Suhov (1993a) a random family size is allowed (with nite exponential moments) and each child in a family has the same displacement from the family's parent. Call V the added value and T the terminal value. The most natural choice for T is that it is identical to V , so that there is no distinction between added and terminal values. However, suppose the tree to n + r generations is to be approximated by the tree to n generations, then the leaves in the smaller tree will carry the values associated with their daughter trees to r generations. This suggests that there are at least good technical reasons for allowing T to di er from V . Of course, when (V; T) is identically zero, so that there are no added or terminal values, X n is the maximum upward displacement in the rst n generations and the limiting equation must be for the maximum over all generations.
The discrete models discussed in Karpelevich, Suhov (1993a, 1994a) provide examples where (1.3) arises and has been studied. However it is worth indicating how the framework described is exible enough to cover many continuous-time models; in particular results of the kind established in Karpelevich, Kelbert and Suhov (1993b) will also be consequences of the results here.
Consider a branching L evy process; a framework which includes branching Brownian motion as a special case. The initial person starts at the origin and moves according to non-degenerate L evy process S(t). To stay within the discussion in Chapter XII of Asmussen (1987) , the process S(t) is assumed to have jumps of locally bounded variation. Let L be an independent exponential variable with mean one. At time L the initial person dies and gives birth to a random number, R, of children, all born at S(L). Supercritical processes are considered, with E R] = r 2 (1; 1). Each child moves according to an independent copy of S, dies after an independent exponential time and produces children in the same way as the initial ancestor, and so on; then, the population size forms a Markov branching process. The all-time maximum of this process can be studied through the results obtained here. To do this let the point process Z consist of R points all at S(L); let V = supfS(t) : 0 6 t 6 Lg; so V has the distribution of the maximum upward displacement of a person during her lifetime; nally take T to be identical to V . (Note that V , T and Z are related, but that is permitted.) Then X n will be the maximum displacement in n generations and X will be the all-time maximum of the process.
Following a similar line to that used by Karpelevich, Kelbert and Suhov (1994a), su cient conditions for the equation (1.2) to have a solution are given, and, by constructing a one-parameter family of solutions, it is established that the solution is not necessarily unique. The method employed here brings out exactly how the non-uniqueness of the solution of (1.2) arises, and gives a simple characterization of a one-parameter family of solutions. It is then shown that, under mild conditions, this one-parameter family provides all the solutions. The next section establishes su cient notation to state formally a result of this type. At the end of that section an outline of the rest of the paper is given. Then m ( ) is the Laplace transform of , so log m is a convex function. The results concern supercritical processes, that is those with m(0) > 1. However, it is worth noting that m(0) is not assumed to be nite. Unless an explicit statement to the contrary is made it is assumed that there is some < 0 with m( ) < 1: (2.1) (Roughly, this condition stops Z having too many large positive values.) The generating point process, Z, is called centred-lattice if it is concentrated on bZfor some b > 0. The centred-lattice case has an additional complication, so it is excluded from this initial discussion.
When the added value V is non-zero but the terminal value T is identically zero denote X n by M n ; thus M 1 = maxfV; supfz x : x 2 G 1 gg. By construction M n " M almost surely, where M = supfz x + V x : x 2 G n for some n = 0; 1; 2 : : :g; and M will solve (1.2). It is clear that the branching random walk needs a strong tendency to move downwards if there are to be any nite solutions to (1.2). In fact, when V is identically zero, it su ces (see Theorem 4) for there to be a < 0 with m( ) 6 1; since log m is convex and log m(0) > 0 a sketch shows that when there is such a it will be usual that there is a (unique) < 0 satisfying m( ) = 1 and c := m 0 ( ) 2 (0; 1): (2. 2) This will be called the regular case; whenever is used it is assumed (2.2) holds with that . The results obtained on the solutions to (1.2) are much more complete for the regular case. It is worth mentioning that if Z were concentrated on (?1; 0), which is not a natural assumption for the problems considered here, would correspond to the Malthusian parameter of the general (Crump-Mode-Jagers) branching process (after a time-reversal to make birth-times positive rather than negative).
It The rst of these implies that S(t) drifts downwards. Now Theorem XII.5.1 of Asmussen (1987) gives that P(V > t) 6 e lt where l < 0 solves (l) = 0. Since (1?r) < 0 the convexity of implies that l < . Thus the tail condition on V in Theorem 1(i) holds automatically. (In the language of Karpelevich and Suhov (1996) , quasiboundedness implies boundedness for this model.) Translating Theorem 1 into this framework yields the following result, which settles some questions on the identi cation of all Lindley-solutions raised for Branching Brownian motion in Karpelevich, Kelbert and Suhov (1993b). The next section describes the main known results about the branching random walk that will be needed and establishes a couple of useful variations on these. In the following section the niteness and tail behaviour of M are studied. Including terminal values can lead to additional solutions to (1.2) and allows deductions to be made about the tail behaviour of any nite solutions; these topics are covered in Sections 5 and 6 respectively. The information on tail behaviour plays an important part in Section 7, where, under suitable conditions, the complete solution set to (1.2) is identi ed. Finally, Section 8 looks at possible extensions.
3 Background on branching random walk.
Let the position of the rightmost n th generation person be denoted by B n , so that B n = supfz x : x 2 G n g and let S be the survival set of the process. Standard theory for the branching random walk, from Hammersley (1974) , Kingman (1975) , Biggins (1976 Biggins ( , 1977b , provides the following result on the limiting behaviour of B n when assumption (2.1) holds. The following consequence of this result will be relevant here; the possibility that m ( ) is in nite for all is allowed, so, in particular, (2.1) is not assumed. is strictly positive. A truncation of the original process can be obtained by discarding all children displaced by more than N from their parent and all children past the N th in any family. Together these ensure that m( ) for the truncated process is nite for all . Now, as N tends to in nity, m( ) for the truncated process, converges to that for the original one. Choose a <?, so P(Z(a; 1) > 0) > 0. Provided N is large enough, the truncated process satis es 1 < e a m( ) < 1 for all < 0 and so has ? > a. Letting N go to in nity now gives the required result. (Examples of the formalities needed to nish the argument, by showing that the survival sets of the truncated processes increase to that of the original one, can be found in Kingman (1975) and Biggins (1976 Biggins ( , 1977b Hence EY must be zero, implying that lim supB n = ?1 almost surely. Necessity follows from Corollary 1 when P(Z(0; 1) > 0) > 0.
The martingale limit W( ) appears in the solutions to (1.2) identi ed in Theorem 1(ii); however, there is less to this than at rst appears if the limit W( ) is degenerate at zero. The next result, which deals with when the limit is non-trivial, is contained in Lyons (1997 Remark (ii). As stated, the result is only true if the intensity measure of Z is non-lattice. In the lattice case the factor multiplying W( ) is replaced by a sum over the (varying) number of lattice points contained in the interval of interest. Provided h is big enough to ensure that the interval always catches one of the lattice points the growth rate is unchanged, which is what is needed for what follows. Remark (iii). In later results, only convergence in probability is needed, for which a weaker moment condition should su ce. However, as the moment condition is already weak, no e ort has been made to weaken it further. It also seems likely that the condition that is in the interior of f : m( ) < 1g can be relaxed.
The specialization of these two results to the regular case is summarised in the following corollary. (ii) There is a nite < 0 with m( ) 6 1.
When the conditions fail M y is in nite on the survival set of the process.
(Assumption (2.1) is not needed.)
Proof. For su ciency, case (i) needs no discussion and (4.1) deals with (ii). Since M y = sup n B n , necessity follows from Corollary 1, as does the fact that M y is in nite on the survival set when the conditions fail.
The technique of bounding e ? M y through the martingale W n ( ) can be exploited further to provide information on the convergence set of the Laplace transform of M y and hence on the rate of decay of its tail. Remark (ii). In part (ii) the full strength of the fact that m 0 ( ) 2 (0; 1) in the regular case is not used. The proof still works if m 0 ( ) = 1.
Proof. For the second half of the proof extra notation is useful that will also occur later. In the regular case let be the probability measure given by (dz) = e ? z (dz): (4.
2) It is easily veri ed by induction (and well known) that
where n is the n-fold convolution of . Let be the renewal measure corresponding to . Let C n = supfz x + V x : x 2 G n g:
Assume the conditions in the rst part of (i) holds. Then P(C n > yjF The inclusion of terminal values leads to the identi cation of additional solutions to (1.2). Recall that when the tree to n generations is considered the members of the n th generation have values fz x + T x : x 2 G n g. To simplify discussion, let L n be the largest of these values, so that L n = supfz x + T x : x 2 G n g: Then, by de nition, X n = maxfM n?1 ; L n g so X n = M n?1 + (L n ? , L n is the supremum of shifted independent copies of T, so it is plausible that taking T to have an extreme value distribution will allow L n to settle down as n goes to in nity. Following this idea, the next result shows that, in contrast to the Lindley equation for the random walk, (1.2) may have solutions besides M in the regular case; these other solutions are closely related to the martingale limit W( ). The theorem only gives multiple solutions when W( ) is non-zero; the conditions in the second part combine with Corollary 2 to guarantee this. Using a particular form for T makes the proof of the previous result easier but in fact it is only the tail behaviour of T that really matters, as the following extension shows. In the next result tails that decay faster than e x are covered (by the case = 0); they correspond to the cases where M gives the solution to (1.2). (i) Let the terminal values T have the distribution X. Then, for any n > 0, X n is distributed like X.
(ii) M is the minimal solution to (1.2) in that X satis es P(X 6 y) 6 P(M 6 y) for all y.
Conditions on the tail behaviour of T that lead to X n converging to in nity along some subsequence will, through the proposition above, produce restrictions on the possible tail behaviour of any nite solution to (1.2). Since X n > L n = supfz x + T x : x 2 G n g; it is plausible that if the tail of T is too heavy there is a subsequence along which L n " 1 and then X n cannot have a nite limit. The next two results are of this form. Since P(L n 6 yjF
some knowledge of the spatial distribution of G n will be needed to capitalize on information on the tail of F T . The condition (6.1) in the rst result plays this role; it is not restrictive, Corollary 3 gave mild conditions for it to hold. De ne n(r) to be the smallest integer such that (n(r) + 1)c > s r . Fix y > 0. Now focus on generation n(r) and on P n(r) , the set of individuals in that generation with positions in (?n(r)c + y; ?n(r)c + y + h). Then p s r e sr jP n(r) j > p n(r)ce n(r)c jP n(r) j;
which is bounded below in probability by some random variable U that is strictly positive on the survival set.
For any s 6 s r , ? log F T (s) > ? log F T (s r ) > r p s r e sr : If x 2 P n(r) then y ? z x 2 (n(r)c ? h; n(r)c) and ? log F T (y ? z x ) > r p s r e sr because n(r)c 6 s r . Hence ? log P(L n(r) 6 yjF Then L n " 1 almost surely along a suitable subsequence when the process survives, so X n cannot converge to a nite limit. Proof. Suppose rst that this is a regular case with both and in the interior of f : m( ) < 1g. Take a sequence fs r g such that log F T (s r ) 6 ?Ke sr and take n(r) to be the smallest integer such that (n(r) + 1)c > s r .
Now focus on generation n(r) and on P n(r) , which is now the set of individuals 6 exp(jP n(r) j log F T (n(r)c)) 6 exp(?KjP n(r) j exp( (n(r)c))) exp(?K exp(( ? )n(r)c));
which has a nite sum over r since < .
To prove the stated result, the original process is truncated much as in Karpelevich, Kelbert and Suhov (1993a) and in Corollary 1. Speci cally, in Z and all its copies, discard all children displaced by more than N from their parent and all children past the N th in any family. Denote quantities in the truncated process with a subscript N. This truncation ensures that m N ( ) is nite for all , and fm N ( )g forms a sequence of convex functions converging up to m( ). For N su ciently large, there is an N satisfying < N < with m( N ) = 1 and m 0 N ( N ) > 0. The proof already given shows that the required result holds for the truncated process, on its survival set. By making the truncation su ciently light, the survival set of the truncated process can be made arbitrarily close to the original one. Since the truncation makes X n smaller, a diagonal selection argument completes the proof.
It is possible to rely on Proposition 4, Theorem 11 and truncation to prove this result without supplying the rst part of the present proof. However that route would make the derivation dependent on the rather delicate Proposition 4 which would act as an obstruction to generalization to other models.
Applying Theorems 11 and 12 with V = T gives conditions for M to be in nite that complement Theorem 6. The following result about the tail of the distribution of X is now an immediate consequence of Proposition 5(i), Theorem 11 and Theorem 12.
Corollary 5 Suppose that X is a nite solution to (1.2) in the regular case.
Then, for any > sup y>0 e ? y F X (y) < 1:
If, in addition, for h su ciently large and large y, (6.1) is bounded below in probability by a random variable that is strictly positive on the survival set then sup y>0 (y + 1) ?1=2 e ? y F X (y) < 1:
7 Identi cation of the solutions.
Under mild conditions, the solutions to (1.2) identi ed in Theorem 7, or Theorem 10 in the centred-lattice case, are the only ones. The following strategy is used in proving this. Corollary 5 provides a tail bound on X; using this bound allows a good approximation of the di erence between the non-linear equation for the distribution function of X given at (1.3) and its linearization; this approximation leads to a renewal equation for e ? y F X (y); then, by showing that the renewal theorem applies, it can be deduced that the tail of X must be such that Theorem 8 holds, or Theorem 10 in the centredlattice case; hence X can be identi ed with one of the solutions given in Theorems 7 or 10. Let (y) = e ? y F X (y)I(y > 0); note that is discontinuous at y = 0 with this de nition. In this notation the nal conclusion of Corollary 5, which will occur as a condition in the three of the next four lemmas, becomes K := sup y>0 (y + 1) ?1=2 (y) < 1:
When (y) converges to a nite limit as y goes to in nity Theorem 8 will identify X with one of the solutions already found. Why might behave in this way is discussed next.
Since F X (y ? z x ) = 0 when z x > y, the basic equation ( so that it is automatic that = + . To apply the renewal theorem must be directly Riemann integrable. The proof of this has two parts. First is shown to be integrable, then it is shown to be Riemann integrable. Recall that the non-negative random variable A is de ned by A = e ? V + It is possible to use the tail estimate from the rst part of Corollary 5 in Lemmas 1, 3 and 4 in place of (7.1). Doing this might simplify the proofs, at the cost of increasing the moment conditions. Since = + , little remains to be done to justify the application of the renewal theorem to yield the following result. Hence is a combination of monotonic functions and so has only countably many discontinuities and is bounded on compact sets. Drawing on Lemmas 1, 2, 3 and 4, j (y)j is also bounded at both ?1 and +1 and R j (y)jdy is nite. Thus, applying Proposition IV.4.1(iv) of Asmussen (1987) Note that W 1 ( ) 6 A, so EA log A < 1 implies that EW 1 ( ) log + W 1 ( ) is nite; hence, the second half of Theorem 7 applies to guarantee that the identi ed solutions are all di erent. As has been noted previously, Corollary 3 in Section 3 provides su cient conditions for (i) to hold. Inserting the conditions of that proposition immediately yields the following Corollary. Corollary 6 In the regular case, suppose that is in the interior of f : m( ) < 1g, that EA(log A) is nite for some > 5=2 and that M is nite almost surely. Then the conclusion of Theorem 13 holds. The main defect with this corollary is the implicit assumption that the interior of f : m( ) < 1g is not empty. This is unlikely to be necessary for condition (i) in Theorem 13 to hold; note however that it does ensure that condition (ii) in Theorem 13 holds automatically. The formulation of Theorem 13 has been chosen to allow space for Corollary 3 to be improved.
Extensions
One question that arises naturally from Theorem 7 is whether, in the regular case, there is still a one parameter family of solutions to (1.2) when EW 1 ( ) log + W 1 ( ) = 1:
The following result, based on Lemma 5.1 of Biggins and Kyprianou (1997) allows this question to be settled. Proposition 7 In the regular case suppose is in the interior of f : m( ) < 1g and P(Z(R) = 1) = 0. There is a function L varying slowly at zero such that yL(y) is monotone decreasing and X x2Gn L(e ? zx )e ? zx converges almost surely to a limit that is nite and non-zero when the process survives. Consequently, taking F T (y) = exp(? L(e y )e y ); for large y and following the argument of Theorem 8 produces a genuine one-parameter family without the need for a moment condition. (When the moment condition holds the slowly varying function L can be identically one.) Presumably these are the only possible solutions, but a proof of this seems some way o .
The works of Karpelevich, Kelbert and Suhov suggests several other directions for extensions. In particular, they have considered multitype processes and spatially inhomogeneous ones. Some of the ideas here can be applied in these situations. There is a su ciently developed theory of the multitype branching random walk to make it very plausible that a suitable treatment will lead to a version of Theorem 1. The proof that there is only a one parameter family of solutions will now have to use Markov renewal theory. Also, no result of the generality of Proposition 4 is known but the multitype analogue of the weaker result in Proposition 3 is indicated in Section 4.1 of Biggins (1997) . (Bramson, Ney and Tao (1992) give a result similar in form to Proposition 4 for processes con ned to the integer lattice, but with stronger conditions.) Hence, in constructing the analogue of Proposition 6 a tail estimate based on a result like Theorem 12 will be used in place of (7.1), which will cause an increase in the moment conditions.
The inhomogeneous case presents more challenge. Now the distribution of the point process Z will depend on the parent's position, so for a parent at y the corresponding intensity measure will be denoted by (y; dz). For the regular homogeneous case the essential feature of e ? z is that it is an eigenfunction of the mean measure with eigenvalue one. So the analogue much as in the homogeneous case. Natural general conditions for the martingale limit to have a non-trivial limit are not obvious, though a moment calculation may well yield the result in particular cases. Neither is it clear how far the analysis identifying the full solution set can be extended to this framework. Presumably the most tractable case will be when the process looks homogeneous`at minus in nity', as would be true if for example Z is created by taking a homogeneous process and killing all people born to the right of the origin and their descendants.
