This paper presents a new approach for solving binary quantification problems based on nearest neighbor (NN) algorithms. Our main objective is to study the behavior of these methods in the context of prevalence estimation. We seek for NN-based quantifiers able to provide competitive performance while balancing simplicity and effectiveness. We propose two simple weighting strategies, PWK and PWK α , which stand out among state-of-the-art quantifiers. These proposed methods are the only ones that offer statistical differences with respect to less robust algorithms, like CC or AC. The second contribution of the paper is to introduce a new experiment methodology for quantification.
Introduction
There is growing interest within the machine learning community regarding the accurate estimation of the distribution of classes from a sample. This relatively new task, termed quantification, deals with the prediction of the prevalence of the positive class over a specific dataset. In practical terms, the key objective is to estimate the class distribution of a test set, provided that we have a training set in which this distribution may be noticeably different. Intuitively, this task is directly related to tracking of trends over time, such as early detection of epidemics, endangered species, market and ecosystem evolution, and other kinds of distribution changes in general.
However, quantification has been an unattractive problem that has barely been addressed in machine learning research due to the mistaken belief that it is somewhat trivial. Nevertheless, this is not necessarily true, because different distributions of training and test data can have a huge impact on the performance of traditional machine learning algorithms, which usually assume that both samples are obtained from identical populations.
In this paper we present an extensive study, analyzing the experimental results from alternative perspectives. The aim is to explore the applicability of nearest neighbor (NN) algorithms for binary quantification, using standard benchmark datasets from different domains [1] . Similar NN approaches have been successfully applied in a wide range of learning tasks, providing simple and competitive algorithms for classification [2] , regression [3] , ordinal regression [4] , clustering [5] , preference learning [6] and multi-label [7] problems, among others.
The motivational intuition beyond this work is that the inherent behavior of NN algorithms should yield appropriate quantification results based on the assumption that they may be able to remember details of the topology of the data, independently of the presence of distribution changes between training and test.
Moreover, bearing in mind that once the distance matrix has been constructed we are able to compute many different estimations in a straightforward way, we shall 2 explain why we consider that these methods offer a cost-effective alternative for this problem. At the very least, they reveal themselves to be competitive baseline approaches, providing performance results that challenge more complex methods proposed in previous papers.
In summary, we seek for a quantification approach with competitive performance that could offer simplicity and robustness. Earlier proposals are mostly based on SVM classifiers [8, 9] , which are one of the most effective state-of-theart learners. These previous quantification methods showed promising empirical results due to theoretical developments aimed at correcting the aggregation of individual classifier outputs. Thus, our main hypothesis is whether we could apply the aforementioned theoretical foundations with simpler classifiers, such as NNbased algorithms, in order to stress the relevance of corrections of this kind over the use of any specific family of classifiers as base learners for quantification. The second objective of the paper is to develop a new experiment methodology for the task of quantification based on the widespread 10-fold cross-validation (CV) procedure and the two step Friedman-Nemenyi statistical test. This methodology is adapted to the inherent requirements of quantification, which demand evaluating performance over whole sets rather than by means of individual classification outputs. Moreover, quantification assessment also requires evaluating performance over a broad spectrum of test distributions in order for it to be representative.
Quantification is introduced in Section 2 and the NN algorithms used in this paper are presented in Section 3. We describe our experiment setup and the empirical results in Section 4, analyzing these in detail. Finally, we discuss the main conclusions and future research paths in Section 5.
Binary quantification
From a statistical point of view, this task is aimed at estimating the prevalence of an event or feature within a sample. During learning stage, we have a training set with examples labeled as positive or negative, showing a specific distribution that can be summarized with the proportion of positives or prevalence (p). The learning objective is to obtain a model being able to predict the prevalence of other samples that may show a remarkably different distribution of classes. Thus, the input data is equivalent to that of traditional classification problems, but the focus is stressed over the estimated prevalence of the sample (p ), rather than the predicted class of each example.
It is worth noting that quantification methods are currently based on classification algorithms. After a surface exploration of the problem, the first intuition tends to emerge as a straightforward solution based on counting the predictions of each class. This method is identified as Classify & Count (CC) by George Forman [8] . Provided that we use a classifier offering state-of-the-art performance, we could be tempted to consider this method to be both effective and competitive. However, this is not the case unless we have access to a perfect classifier, providing zero misclassified outputs. Unfortunately, the fact is that this scenario is unrealistic for real-world problems.
For instance, given a binary quantification task in which the learned classifier tends to misclassify some examples mostly from the positive class, then the derived quantifier will certainly underestimate the proportion of that class. Furthermore, when the prevalence of the positive class increases uniformly in a test set, then the number of misclassified positive instances also increases and the quantifier will yield a greater negative bias in the estimation of the proportion of positive 4 class. This effect becomes even more troublesome in a changing environment, in which the test distribution is usually substantially different from that of the training set. Appropriately addressing this issue is crucial for solving quantification problems. Forman pointed out and studied this behavior for binary quantification, proposing several methods to undertake this classification bias [8] .
The notation that we shall employ throughout the paper is as follows: given a test sample, S represents its size, P the count of actual positives and N the count of actual negatives. Once trained a classifier, we have that P is the count of individuals of that sample predicted as positives, N the count of predicted negatives, while T P , F N , T N and F P represent the count of true positives, false negatives, true negatives and false positives of that model, respectively.
There are two main issues to note about the equations behind the actual prevalence and the predicted prevalence:
On the one hand, they only differ with respect to one term, being F N and F P respectively. This means that both F N and F P values may play an important role during performance evaluation, as we shall cover in Section 4.1.2. On the other hand, p comprises both T P and F P , closely related to the true positive rate and the false positive rate, defined as
These two rates are crucial in understanding quantification methods as proposed by Forman; because they are designed under the assumption that the a priori class distribution, P (y), changes, but the within-class densities, P (x|y), do not.
This implies in turn that tpr and fpr are independent of shifts in class distribution.
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These assumptions are fulfilled, for instance, when the changes in class priors are obtained by means of stratified sampling [10, 11] .
Quantification via adjusted classification
From (1), we know that p depends exclusively on T P and F P . Thus, due to (2) , only the tpr fraction of any change in P will be perceived by the classifier.
Moreover, the fpr fraction of N will be misclassified by CC as positives. According to these observations, Forman [8] states the following theorem and proof:
Theorem 1 (Forman's Theorem). For an imperfect classifier, the CC method will underestimate the true proportion of positives p in a test set for p > p * , and overestimate for p < p * , where p * is the particular proportion at which the CC method estimates correctly; i.e., the CC method estimates exactly p * for a test set having p * positives.
Proof. The expected prevalence p of classifier outputs over the test set, written as a function of the actual positive prevalence p, is
Given that p (p * ) = p * , then for a strictly different prevalence p * + ∆, where ∆ = 0, CC does not produce the correct prevalence
Moreover, since Forman's theorem assumes an imperfect classifier, then we have that (tpr − fpr ) < 1, and thus 
Since tpr and fpr are estimated through cross-validation, we obtain an approximation of the actual proportion. Hence, the accuracy of this adjusted estimation is strongly influenced by the accuracy in the estimation of these rates. In some cases, this leads to infeasible estimates of p, requiring a final step in order to clip the estimation into the range [0, 1].
Threshold selection policies
A key problem related to the AC method is that its performance depends mostly on the degree of imbalance of the training set, degrading when the positive class is scarce [13] . This happens because its natural threshold usually tries to minimize the false positive errors by keeping a very low tpr , resulting in a small denominator in Equation (4) . This fact produces a high vulnerability to variations in the estimation of tpr or fpr .
Therefore, Forman also proposed alternative imbalance-tolerant methods based on the selection of classifier thresholds. The main intuition is that selecting a threshold that allows more true positives, at the cost of many more false positives, could provide better corrections and hence more accurate quantification. The objective is to choose those thresholds where the estimates of tpr and fpr present less variance or where the denominator in Equation (4) is big enough to be more robust with respect to estimation errors. In this study we assess the same threshold selection policies as in Forman's experiment [8] . The first one is Max, which chooses the threshold where the denominator (tpr − fpr ) is maximized. The second one is the X policy, which takes the threshold where fpr equals 1 − tpr , avoiding the tails of both curves. Finally, T50 eludes the tails of the tpr curve by selecting the threshold where 50% of positives are correctly estimated.
However, there is a drawback underlying all these threshold selection policies related to the fact that the estimation of tpr and fpr may differ significantly from the actual values. Hence, with the aim of enhancing the robustness of these approaches, Forman proposed the Median Sweep (MS) method. In this case, rather than selecting a specific threshold, the tpr and fpr information from all thresholds is exploited. During testing, this ensemble model is used to estimate the corrected prevalence with all available thresholds, using their median as the final output.
Learning methodology
The learning procedure established by Forman does not involve the calibration of the underlying SVM parameters. He states [8] that the focus is no longer on the accuracy of individual outputs, but on the correctness of the aggregated estimations. Thus, in some sense, the goodness of the original classifier is not relevant, as long as its predictions are correctly adjusted.
However, the estimations of tpr and fpr obtained from calibrated SVM models, previously adjusting the regularization parameter C, are more robust and provide better quantification results in practice. Moreover, this improvement is also noticed for the CC method, which does not involve any kind of correction. Therefore, our proposed learning process starts by selecting the best value for the regularization parameter through a grid-search procedure (see Section 4.1.3). Once this optimized model has been obtained, its default threshold is varied over the spectrum of raw training outputs, and the tpr and fpr values for each of these thresholds are estimated through cross-validation. After collecting all this information, several threshold selection policies can be applied in order to prepare the classifier for the following step, as already set out in Section 2.2. Each of these strategies provides a derived model which is ready to be used and compared.
Nearest neighbor quantification
The goal of the paper is to study the behavior of nearest neighbor (NN) algorithms for prevalence estimation in binary problems. It is well-known that each learning paradigm presents a specific learning bias, which is best suited for some particular domains. As it happens in other machine learning tasks, we expect that NN approaches should outperform other methods in some quantification domains.
Our first intuition is that the inherent behavior of NN algorithms should yield appropriate quantification results based on the assumption that they may be able to remember details of the topology of the data.
Furthermore, NN approaches present significative advantages in order to build an AC-based quantifier. In fact, they allow to implement more efficient methods for estimating tpr and fpr , which are required to compute the quantification correction defined in Equation (4). The standard procedure for the computations of these rates is cross-validation [8] . When working with SVM as base-learner for AC, we have to re-train a model for each partition, while NN approaches allow us to compute the distance matrix once and use it for all partitions. Thus, we can estimate tpr and fpr at a small computational cost, even applying a leave-one-out (LOO) procedure, which may provide a better estimation for some domains.
k-nearest neighbor algorithm
One of the best known NN-based methods is the k-nearest neighbor (KNN)
algorithm. Despite its simplicity, it has been demonstrated to yield very competitive results in many real world situations. In fact, Cover and Hart [2] pointed out that the probability of error of the NN rule is upper bounded by twice the Bayes probability of error.
Given a binary problem, represented by a collection of labels Y = (y 1 , ..., y n )
and their corresponding predictor features X = (x 1 , ..., x n ), with y i ∈ {+1, −1}, then, for a test example x j , the resulting outputŷ j for KNN is computed aŝ
where i ∼ j denotes the k-nearest neighbors of the test example x j .
Regarding the selection of k, Hand and Vinciotti [14] pointed out that, as the number of neighbors determines the bias versus variance tradeoff of the model, the value assigned to k should be smaller than the smallest class. This is especially relevant with unbalanced datasets, which is the common case in many domains. Another widely cited study, by Enas and Choi [15] , proposes n 2/8 or n 3/8 as heuristic values, arguing that the optimal k is a function of the dimension of the sample space, the size of the space, the covariance structure and the sample proportions. In practice, however, this optimal value is usually determined empirically through a standard cross-validation procedure. Moreover, the selection of an appropriate metric or distance is also decisive and complex, in which the Euclidean norm is usually the default option (known as vanilla KNN). For our study we decided to simplify all these decisions where possible, limiting our search to selecting the k value that leads to better empirical performance through a grid-search procedure (see Section 4.1.3), and using the Euclidean distance.
Weight-based k-nearest neighbor
Although KNN has provided competitive quantification results in our experiments, Forman states that quantification models should be ready to learn from highly imbalanced datasets, like in one-vs-all multiclass scenarios or in narrowly defined categories. This gave us the idea of complementing it with weighting policies, mainly those depending on class proportions, in order to counteract the bias towards the majority class.
The main drawback when addressing the definition of a suitable strategy for any weight-based method is the broad range of weighting alternatives depending on the focus of each problem or application. Two major directions for assigning weights in NN-based approaches are identified by Kang and Cho [16] . On the one hand, we can assign weights to features or attributes before distance calculation, usually through specific kernel functions or flexible metrics [17] . On the other hand, we can assign weights to each neighbor after distance calculation. We have focused our efforts on the latter approach.
This problem has already been studied by Tan [18] , as the core of neighborweighted k-nearest neighbor (NWKNN) algorithm, mostly aimed at unbalanced text problems. Tan's method is based on assigning two complementary weights for each test document: one based on neighbour distributions and another based on similarities between documents. The former assigns higher relevance to smaller classes and the latter adjusts the contribution of each neighbor by means of its relative distance to the test document. Similarly as in (5), for a binary problem and given a test example x j , the estimated output can be obtained aŝ
We discarded similarity score for our study,
simplifying the notation and the guidelines for computing the class weights described by Tan. In summary, he proposes class weights that balance the relevance between classes, compensating the natural influence bias of bigger classes in multi-class scenarios. He also includes an additional parameter, which can be interpreted as a shrink factor: when this parameter grows, the penalization of bigger classes is softened progressively. In this paper, we use α to identify this parameter. We compute each class weight during training as the adjusted quotient between the cardinalities of that class (N c ) and the minority class (M )
Therefore, the bigger the class size observed during training, the smaller its weight. To illustrate this fact, Table 1 shows the weights assigned to one of the classes, varying its prevalence from 1% to 99% for different values of α. Note that when we compute the weight of the minority class, or when the problem is balanced (50%), we always get a weight of 1; i.e., there is no penalization.
However, when we compute the weight for the majority class, we get a penalizing weight ranging from 0 to less than 1. The simplified algorithm defined by (7) and (8) is renamed as the proportion-weighted k-nearest neighbor (PWK α ) algorithm. As an alternative to Equation (8), we propose the following class weight
which produces equivalent weights for α = 1. This expression makes it easier to see that each weight w c is inversely proportional to the size of the class c, with respect to the total size of the sample, denoted by S.
Theorem 2. For any binary problem, the prediction rule in Equation (7) produces the same results regardless of whether class weights are calculated using Equation (8) or Equation (9), fixing α = 1.
Proof. Let c 1 be the minority class and c 2 the majority class, then the idea is to prove that weights w 
c 2 , computed by means of (8) , are equal to their respective w c 1 and w c 2 , computed by means of (9), when they are divided by a unique constant, which happens to be equal to w c 1 . For the majority class:
Given that by definition w
c 1 = 1, we can rewrite it as w
(1)
if we fix α = 1 in (8) and divide all the weights obtained from (9) by the minority class weight, w c 1 , the weights obtained from both equations are equivalent and prediction results are found to be equal.
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The combination of (7) and (9) is identified as PWK in our experiments. We initially considered this simplified PWK method as a naïve baseline for weighted NN approaches. However, despite their simplicity, the resulting models have
shown competitive results in our experiments.
The key benefit of PWK α over PWK is that the former provides additional flexibility to further adapt the model to each dataset through its α parameter, usually increasing precision when α grows, but decreasing recall. Conversely, PWK α requires a more expensive training procedure due to the calibration of this free parameter. Our experiments in Section 4 suggest no statistical difference between both, so the final decision for a real-world application should be taken in terms of the specific needs of the problem, the constraints of the environment, or the complexity of the data, among others.
It is worth noting that for binary problems when α tends to infinity Equation (8) produces a weight of 1 for both classes, and given that PWK α is equivalent to PWK when α = 1, then KNN and PWK can be interpreted as particular cases of PWK α . The parameter α can be thus reinterpreted as a tradeoff between traditional KNN and PWK.
The exhaustive analysis of alternative weighting approaches for KNN is beyond the scope of our study. A succinct review of weight-based KNN proposals is given in [16] , including attractive approaches for quantification like weighting examples in terms of their classification history [19] , or accumulating the distances to k neighbors from each of the classes in order to assign the class with the smallest sum of distances [20] . Tan has also proposed further evolutions of his NWKNN, such as the DragPushing strategy [21] , in which the weights are iteratively refined taking into account the classification accuracy of previous iterations.
Empirical assessment
The required experiment methodology for quantification is relatively uncommon and has yet to be properly standardized. It differs significantly from traditional classification methodology because we have to evaluate performance over whole sets, rather than by means of individual classification outputs. Moreover, quantification assessment requires evaluating performance over a broad spectrum of test sets with different class distributions, instead of using a single test set. In this regard, we follow the global guidelines already established by Forman [8] .
Experiment methodology
For performance measurement and comparison purposes we selected standard datasets with known positive prevalence for our experiments. We also adapted the stratified 10-fold cross-validation procedure, taking into account specific requirements for quantification, while preserving the original prevalence in all training iterations. In summary, once a model is trained with nine of the folds, the remaining one is used to generate 11 different random test sets with specific positive proportions ranging from 0% to 100%, in steps of 10%. Notice that this approach guarantees that all the examples are tested at least once, because when we test for 0% and 100% positive proportions, we are using all the negative and positive test examples of that fold, respectively. This setup also guarantees that the withinclass distributions P (x|y) are maintained between training and test, as stated in Section 2, due to the fact that resampling processes are uniformly randomized and stratified [10, 11] .
We presume that this variation in the testing conditions may be rather unnatural, requiring more appropriate collections of data. Changes in training and test conditions should be extracted directly from different snapshots of the same population, showing natural shifts in their distribution. However, for the time being we have not been able to find suitable collections of datasets offering these features.
Datasets
The main objective is to evaluate state-of-the-art quantification techniques, comparing them with simpler quantification models based on classical NN rules over different training distributions. In order to compare these models fairly, we selected a collection of datasets from the UCI Machine Learning Repository [1] , taking problems with ordinal or continuous features with at the most three classes, and ranges from 100 to 2,500 examples. The summary of the 24 datasets meeting these criteria is presented in Table 2 .
Notice that the percentage of positive examples goes from 8% to 78%. This fact offers the possibility of evaluating the methods over significantly different training conditions. For datasets that originally have more than two classes, we followed a one-vs-all decomposition approach. We also extracted two different datasets from acute, which provides two alternative binary labels.
For datasets with positive class over 50%, ctg.1 in this experiment, an alternative approach when using T50 method is to reverse the labels between both classes. We have tried both setups, but we have found no significant differences.
Therefore, we decided to preserve the actual labeling, because we consider that it is crucial to perform the comparisons between systems under the same conditions.
Evaluation of quantification performance
Forman proposed the Absolute Error (AE) between actual and predicted positive prevalence as default loss function for quantification [8] , which is simple, interpretable and directly applicable:
Moreover, as Esuli and Sebastiani [9] suggest, a function must simply deteriorate with |F P − F N | in order to be considered an appropriate quantification metric, which is fulfilled by AE.
Kullback-Leibler Divergence (KLD) or normalized cross-entropy is also used for evaluating quantifiers in some contexts [8, 9] . This metric determines the error made in estimating the predicted distribution (P /S, N /S) with respect to the true distribution (P/S, N/S):
However, KLD is recommended when used to average across different test distributions, which is not the focus of our current experiments. This is because, predicting 7% for a test set with 10% positives is not equivalent to predicting 42%
for a test set with 45% positives, although both cases yield 3% for AE. Averaging AE values in those cases is discouraged.
On the other hand, a clear advantage of using AE is that it has a real meaning for the practitioner. Moreover, KLD is not properly bounded, obtaining undesirable results, like infinity or indeterminate values, when the actual or estimated proportions are near 0% or 100%, needing further corrections to be applicable [8] .
Algorithms and parameters
As one of the experiment baselines, we selected a dummy method that always predicts the distribution observed in training data, irrespective of the test distribution, which is denoted by BL. This allows us to verify the degree of improvement provided by other methods, that is, the point upon which they learn something significant. Although this baseline can be considered a non-method, it is able to highlight deficiencies in some algorithms. As we shall discuss later in Section 4.2.1, there are no significant differences between BL and other methods.
We chose CC, AC, Max, X, T50 and MS as state-of-the-art quantifiers from
Forman's proposals, considering CC as primary baseline. The underlying classifier for all these algorithms is a linear SVM from the LibSVM library [22] . The process of learning and threshold characterization, discussed in Section 2.3, is common to all these models, reducing the total experiment time and guaranteeing an equivalent base SVM for them all. As regards the MS method, we found cases in which there exists no threshold providing a denominator greater than 1/4.
Since Forman does not make any recommendation to overcome this problem, we decided to fix these missing values with the Max method, which provides the threshold with the greatest value for that difference.
The group of NN-based algorithms consists of KNN, PWK and PWK α . For the sake of simplicity, we always use the standard Euclidean distance and perform a grid-search procedure to select the best k value, as discussed in Section 3. It is worth noting that we apply Forman's correction defined in (4) for all these NN algorithms. The main objective is to verify whether we can obtain competitive results with instance-based methods, while taking into account the formalisms already introduced by Forman. In contrast with threshold quantifiers, those based on NN rules do not calibrate any threshold after learning the classification model.
We use a grid-search procedure for parameter configuration, consisting of a 2×5 cross-validation [23, 24] . The loss function applied for discriminating the best values is the geometric mean (GM ) of tpr and tnr (true negative rate, defined as T N/N ), i.e., sensitivity and specificity. This measure is particularly useful when dealing with unbalanced problems in order to alleviate the bias towards the majority class during learning [25] . For those algorithms that use SVM as base learner, the search space for the regularizer parameter C is {0.01, 0.1, 1, 10, 100}.
For NN-based quantifiers, the range for k parameter is {1, 3, 5, 7, 11, 15, 25, 35, 45}.
In the case of PWK α , we also adjust parameter α over the integer range from 1 to 5. The grid-search for NN models is easily optimizable, because once the distance matrix has been constructed and sorted, the computations with different values of k can be obtained almost straightforwardly.
The estimations of tpr and fpr for quantification corrections are obtained through a standard 10-fold cross-validation in all cases. Other alternatives like 50-fold CV or LOO are discarded because they are much more computation-ally expensive for SVM-based models. In the case of NN-based algorithms, the straightforward method for estimating these rates is by means of the distance matrix, applying a LOO procedure. However, we finally decided to use only one common estimation method for all competing algorithms for fairer comparisons.
Experimental results
In summary, we collected results from 24 datasets, applying a stratified 10-fold cross-validation for them all, preserving their original class distribution. After each training, we always assess the performance of the resulting model with 11 test sets generated from the remaining fold, varying the positive prevalence as described in Section 4.1. We therefore performed 240 training processes and 2,640 tests for every system we evaluated. All quantification outputs are adjusted by means of Equation (4), except for BL and CC. This setup generates 264 crossvalidated results for each algorithm, that is, 24 datasets × 11 test distributions.
We obtained equivalent results with AE and KLD (see supplementary material).
For the sake of readability this section only analyzes AE scores.
One of the key drawbacks that we encountered during the analysis of these experiments is the broad range of standpoints that can be adopted, in addition to the information overload with respect to traditional classification methodologies.
Therefore, we consider that coherent and meaningful summaries of this information are crucial to understand, analyze and discuss the results properly.
Overview analysis
The first approach that we followed is to represent the AE results for all 11 test conditions in all 24 datasets by means of a box-plot of each system under study. Thus, in Figure 1a we can observe the range of errors for every system. The whiskers extend to the most extreme results that are not considered outliers, while the outliers are plotted individually with crosses. In this case, we consider as outliers any point greater than the third quartile plus 1.5 times the inter-quartile range. Note that we are not discarding the outliers for any computation, we are simply plotting them individually.
We distinguish four main groups in Figure 1a according to the learning procedure followed. The first one comprises only BL, covering a wide range of the spectrum of possible errors. This is probably due to the varying training conditions of each dataset, given that this system always predicts the proportion observed during training. The second group, including CC and AC, shows strong discrepancies between actual and estimated prevalences of up to 100% in some outlier In order to take into account the differences between algorithms over several test prevalences from the same dataset, we first obtain their ranks for each test prevalence and then compute an average rank per dataset, which is used to rank algorithms on that domain. As an alternative, averaging the AE results over the 11 prevalences that are tested for each dataset suffers the problem of how to handle large outliers and the inconsistency of averaging AE values from different test prevalences (see Section 4.1.2), so we do not average AE results. Therefore, we only consider the original number of datasets to calculate the critical difference (CD), rather than using all test cases, resulting in a more conservative value. The reason for this is not only that the assumption of independence is not fulfilled, but also that the number of test cases is not bound. Otherwise, simply taking a wider range of prevalences to test would imply a lower CD value, which appears to be unjustified from a statistical point of view and can be prone to distorted conclusions. Thus, we consider that the algorithms are compared over 24 domains, regardless of the number of prevalences that are tested for each of them. comparison for Nemenyi's test. In this setting, we have no statistical evidence of differences between the two approaches. Neither do they show clear differences with KNN, Max or X. We can only appreciate that PWK α and PWK are significantly better than CC, AC, MS, T50 and BL; Max is still connected with CC and MS, while X and KNN are also connected with AC. It is worth noting that neither AC nor T50 show clear differences with respect to BL, suggesting a lack of consistency in the results provided by the former systems.
Pair-wise comparisons with PWK α
Since PWK α appears to be the algorithm that yields the lowest values for AE in general, obtaining the best average rank in the Nemenyi test, from now on we shall use it as a pivot model so as to compare it to all the other systems under study.
Thus, in Figure 2 we present pair-wise comparisons of each system with respect to PWK α . Each point represents the cross-validated AE values of the compared system on the y-axis and of PWK α on the x-axis, for the same dataset and test prevalence. The red diagonal depicts the boundary where both systems perform equally. Therefore, when the points are located above the diagonal, PWK α yields a lower AE value, and vice-versa. It should be noted that as we are using PWK This means that systems with an M DAE value close to zero are less differentiable in terms of differences of errors.
From the shape drawn by the plots in Figure 2 , we can observe some interesting interactions between models, always with respect to PWK α . As expected, the comparison with PWK, for example, shows a clear connection between both systems; all points present a strong trend towards the diagonal. Moreover, DW L
indicates that PWK is the most competitive approach, while M DAE shows that the average difference of errors is only 0.26, being highly symmetric.
The points in KNN's plot are not so close to the diagonal, being mainly situated slightly upwards. This behavior suggests that KNN is less competitive (78) and less symmetric (2.28) than PWK. Nevertheless, in general, NN-based algorithms present the best performance.
Although Max, X, MS and T50 are all based on threshold selection policies, the DW L and M DAE values differ noticeably among them. As already observed in Figure 1b , Max seems to outperform the others, both in competitiveness (29) and symmetry (2.09), while T50 stands out as the less competitive approach among these quantification models.
The distribution of errors in Figure 1a for BL, CC and AC is once again evidenced in Figure 2 The average training prevalence among all datasets is 34.22%; hence, test prevalences at 30% and 40% are the closest to the original training distribution for the average case. This can be observed in Figure 3 DW L below 30% with respect to SVM-based models. Actually, both CC and KNN are the most competitive models over lowest prevalences, probably because they tend to misclassify the minority class, so that they are biased to overestimate the majority class. Thus, when the minority class shrinks, the quantification error also decreases. Notwithstanding, KNN behaves more consistently, providing stable M DAE results over higher prevalences. Comparing KNN with AC, we also observe that, in general, KNN also appears to be more robust in terms of M DAE.
This suggests that KNN produces AE results with lower variance and less outliers than CC and AC, as previously observed in Figures 1a and 2 .
As already mentioned, the red (black) color in Figure 3 represent cases where the compared system yields better (worse) DW L than PWK α , while ties are depicted in gray. Hence, these plots reinforce the conclusion that PWK α is usually the algorithm that performs best, with a noticeable dominance in terms of M DAE. Apparently, adding relatively simple weights offers an appreciable improvement, which is clearly observable when compared with traditional KNN.
With the exception of PWK, there exists only one case where both DW L and M DAE produce negative values in Figure 3 , corresponding to CC at a test prevalence of 10%. This is probably caused by the fact that CC is supposed to yield exact results over a specific prevalence, identified as p * in Forman's theorem. Therefore, this result is not relevant in terms of global behavior. Furthermore, except for PWK over prevalences higher than 50%, the values for the M DAE metric are positive in all cases. This implies that AE values provided by PWK α and PWK are generally lower and have less variance than those of all the other systems.
The resemblance between PWK α and PWK is once again emphasized through low values of M DAE over all test prevalences. However, previous figures failed to shed light on a very important issue. Observing the last column in Figure 3 , it appears that PWK α is more conservative and robust over lower prevalences, while PWK is more competitive over higher ones. These differences are softened towards intermediate prevalences. This behavior is supported by the fact that, although PWK α and PWK use weights based on equivalent formulations, the parameter α in PWK α tends to weaken the influence of these weights when it increases. Moreover, as already stated in Section 3.2, since these weights are designed to compensate the bias towards the majority class, when the parameter α grows, the recall decreases, and vice-versa.
Conclusions
This paper establishes a new approach for dealing with prevalence estimation in binary problems. The main objective is to study the behavior of NN methods in the context of quantification. We seek for an instance-based approach able to provide competitive performance while balancing simplicity and effectiveness.
Although other potential alternatives exist, we have limited our experiments to those settings conforming to this scope.
After a brief discussion of the general background related to quantification, as established by Forman in [8] , we describe our main proposals based on traditional NN rules. These NN-based algorithms include the well-known KNN and two simple weighting strategies, identified as PWK and PWK α .
We have found that, in general, weighted NN-based algorithms offer the best performance. The conclusions drawn from the Nemenyi test summary presented in Figure 1b suggest that PWK and PWK α stand out as the best approaches, without statistical differences between the two, but offering clear statistical differences with respect to less robust models. Thus, these experiments do not provide any discriminative indicator regarding which of these two algorithms is more recommendable for real-world applications. The final decision should be taken in terms of the specific needs of the problem, the constraints of the environment, or the complexity of the data, among other factors. Notwithstanding, taking into account the observations discussed in Section 4.2.4, it appears that PWK could be more appropriate when the minority class is much more relevant, while PWK α seems to behave more conservatively with respect to the majority class. Furthermore, PWK is simpler, its weights are more easily interpretable and it only requires calibrating the number of neighbors.
Possible future directions for NN-based quantification could involve the selection of parameters through grid-search procedures, optimizing metrics with respect to equivalent rules as those applied for Max, X or T50, or even using these rules to calibrate the weights of each class during learning. 
