Abstract. The purpose of this paper is to investigate the spectra of the Dirac operator H = H 0 + V = −icα · ∇ + βmc 2 + V . The local compactness of H is shown under some assumption on V . This method enables us to prove that if
Introduction
Recently the behavior of spectra of the Dirac operator has been investigated by several authors. In such investigation the concept of local compactness of an operator in L 2 (R l ) plays an important role and is well matched with the Kato perturbation theory [9] . This concept was first emphasized by Enss [6] , adopted by Thaller [14] and incorporated in the work of Hislop and Sigal [7] . It also has a close relation to the Zhislin spectrum [17] , which allows us to derive the behavior of essential spectra in a simpler way. This spectrum is also useful in investigating under what condition the Dirac operator has a purely discrete spectrum.
In §2, the concept of local compactness is defined and the basic properties of a locally compact operator are newly summarized in three theorems. Subsequently, the Zhislin sequence is introduced as a special case of the Weyl sequence. It leads to the fundamental theorem which states the relation between the Zhislin spectrum and the essential spectrum of the operator concerned.
In §3, the free Dirac operator H 0 is briefly outlined and its spectrum is definitely described. The local compactness of H 0 is shown by using that of the Laplacian −∆.
In §4, our study is to research the spectra of a perturbed Dirac operator H = H 0 + V with a 4 × 4 Hermitian matrix potential V . It is shown that if V is H 0 -bounded with a bound less than 1 and lim |x|→∞ |V (x) − aβ| = 0, then the essential spectrum is shifted away from the origin, that is, σ ess (H) = (−∞, −mc
functions, it is proved that if some components of V diverge to +∞ and the other to −∞ as |x| → ∞, then each H ± (:= H ± 0 + V ± ) has a purely discrete spectrum. The three theorems in §4 are our main ones in this paper.
Locally compact operators in
For any bounded measurable subset K of R l let χ K be the characteristic function of K. We will use the same notation as the multiplication operator in L 2 (R l ). This is an orthogonal projection operator. With the help of the operator χ K we introduce the concept of local compactness of an operator in L 2 (R l ).
Definition 2.1 (locally compact operator). Let
Then A is said to be locally compact if for each bounded measurable set K, the product of χ K and the resolvent of A, χ K (A − z) −1 , is compact for some (and hence all) z ∈ ρ(A) (ρ(A) denotes the resolvent set of A). 
It follows immediately that if
For s ∈ N, f ∈ H s (R l ) if and only if, for all multi-indices α with |α| ≤ s, the distributional derivative 
Proof. The self-adjointness of A + B is an immediate result of the Kato-Rellich theorem. Our aim is to show the local compactness of A + B. We obtain
by the second resolvent identity, for all z ∈ ρ(A + B) ∩ ρ(A). Our assumption implies that there are two positive constants a, b with a < 1 for which we have 
Hence the local-compactness of A 2 implies that B * B is compact. Now let {u n } be a sequence in L 2 (R l ) which converges weakly to 0. Clearly, { u n } is bounded and {B * Bu n } converges strongly to 0. At once the inequality
leads to the strong convergence of {Bu n } to 0. Hence B is compact and so is B * . This means that A is locally compact.
where |A| is the absolute value of A. Then A + is non-negative and
because ε|A| is A-bounded with A-bound 0. By the second resolvent identity we obtain
in the sense of operator norm as ε tends to 1. Therefore
Now, to analyze the essential spectra of a locally compact and self-adjoint operator, it is important to introduce the Weyl sequence and the Zhislin sequence. By B r (0) we denote the closed ball with center 0 and radius r.
Definition 2.6 (Weyl sequence [15]). Let
A be a closed operator in L 2 (R l ). A sequence {u n } in D(A) is called a Weyl sequence for A and λ ∈ C if (2.2) u n = 1, w-lim n→∞ u n = 0 and s-lim n→∞ (A − λ)u n = 0.
Definition 2.7 (Zhislin sequence [17]). Let
It is clear that a Zhislin sequence for a closed operator A and λ ∈ C is a Weyl sequence for the same A and λ. It should be remarked that if there exists a Zhislin sequence for a self-adjoint operator A and λ ∈ C, then λ is an essential spectrum of A (the precise definition of essential spectrum is given in Definition 2.9).
Definition 2.8 (Zhislin spectrum and Weyl spectrum). Let
Then the set of all λ ∈ C such that there exists a Weyl sequence for A and λ is called the Weyl spectrum, which is denoted by W (A). Similarly, the Zhislin spectrum is the set of all λ ∈ C such that there exists a Zhislin sequence for A and λ, which is denoted by Z(A). The following theorem states that σ ess (A) = Z(A) under some condition. Since Z(A) is easier to determine than σ ess (A), the theorem is useful to investigate σ ess (A).
Theorem 2.10. Let A be a locally compact operator in L
2 (R l ) and suppose that for some z ∈ ρ(A), A also satisfies
where [7] ).
Remark 2.11. This theorem will be used in §4 in a slightly extended form. The direct sum of r times
r , use the following expression:
instead of (2.4).
Free Dirac operator
The free Dirac operator H 0 in the Hilbert space
is given by
where α j (j = 1, 2, 3), β = α 0 are 4 × 4 constant Hermitian matrices satisfying the anti-commutator relations
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(I k denotes a k × k identity matrix) and m, c are positive constants. In this paper, we put
The inner product in H is given by
The free Dirac operator has the following properties (see e.g. [14, 15] 
(1) H 0 is essentially self-adjoint on the dense domain
We are now in a position to prove the local compactness of H 0 by using that of the Laplacian −∆.
Theorem 3.1. The free Dirac operator H 0 is locally compact on
H 1 (R 3 ) 4 .
Proof. Note that the domain of H
) and the inverse inclusion relation follows from the fact that if
The above statement shows that H
Therefore, H 0 is also locally compact by Theorem 2.4.
Dirac operators with matrix potential
In this section, we consider a perturbed Hamiltonian H = H 0 + V , where V is a 4 × 4 Hermitian matrix and investigate the behavior of the spectrum of H. For this purpose, it is convenient to introduce the absolute value of V as follows: 
where p = −i∇ and e j is the 4-component column vector with 1 at the jth place and zero otherwise. This implies Z(H) = σ ess (H) and Z(T ) = σ ess (T ) by (2.5).
We first show that σ ess (H) ⊂ σ ess (T ). Let λ ∈ σ ess (H) and {u n } be a Zhislin sequence for H and λ. We remark that
by (4.2) and hence we get
Therefore, u n is also a Zhislin sequence for T and λ, that is, λ ∈ Z(T ) = σ ess (T ).
To prove the converse, let λ ∈ σ ess (T ) = Z(T ). Then there exists a Zhislin sequence {u n } for T and λ. Again, the vanishing of V − aβ at infinity implies that (V − aβ)u n → 0 as n → ∞, so we obtain
This proves that {u n } is a Zhislin sequence for H and λ. Hence λ ∈ Z(H) = σ ess (H).
Subsequently we must investigate what condition upon V makes H possess a purely discrete spectrum, but this is a difficult problem in comparison with the Schrödinger operator, −∆ + V . Here we shall study a sufficient condition that H ± := H ± 0 + V ± has a purely discrete spectrum. To do so, it is necessary to check the local compactness of H ± . is. These imply that 
Suppose that each V j is a continuous function on R 3 and has a definite sign outside B r (0) for a sufficiently large r. Proof. We prove a special case when V 1 , V 2 ≥ 0 and V 3 , V 4 ≤ 0 for sufficiently large |x|. Then we have 
The left most side of (4.5) converges to 0 as n → ∞, while C n → ∞ and the integrated part converges to 0 by our assumption. This is a contradiction. Hence we must have σ ess (H
with the Zhislin sequence {v n } for H − and λ. The other cases are similarly proved. This is similar to Yamada's result [16] , but we cannot assert which result has a wider application. Theorem 3.1 was referred to by Thaller [14] . We have proved it concisely by reducing it to the local compactness of −∆.
Corollary 4.5. In case the four components are non-negative (respectively nonpositive), we have σ(H
+ ) = σ d (H + ) and σ(H − ) = (−∞, −mc 2 ] ∪ {0} (respectively σ(H + ) = {0} ∪ [mc 2 , ∞) and σ(H − ) = σ d (H − )).
