Recently, there has been a growing interest in the problem of learning rich implicit models -those from which we can sample, but can not evaluate their density. These models apply some parametric function, such as a deep network, to a base measure, and are learned end-to-end using stochastic optimization. One strategy of devising a loss function is through the statistics of two sample tests -if we can fool a statistical test, the learned distribution should be a good model of the true data. However, not all tests can easily fit into this framework, as they might not be differentiable with respect to the data points, and hence with respect to the parameters of the implicit model. Motivated by this problem, in this paper we show how two such classical tests, the FriedmanRafsky and k-nearest neighbour tests, can be effectively smoothed using ideas from undirected graphical models -the matrix tree theorem and cardinality potentials. Moreover, as we show experimentally, smoothing can significantly increase the power of the test, which might of of independent interest. Finally, we apply our method to learn implicit models.
Introduction
The main motivation for our work is that of learning implicit models, i.e., those from which we can easily sample, but can not evaluate their density. Formally, we can generate a sample from an implicit distribution Q by first drawing z from some known and fixed distribution Q 0 , typically Gaussian or uniform, and then passing it through some differentiable function f θ parametrized by some vector θ to generate x = f θ (z) ∼ Q. The goal is then to optimize the parameters θ of the mapping θ so that Q is as close as possible to some target distribution P, which we can access only via iid samples. The approach that we undertake in this paper is that of defeating statistical two-sample tests. These tests operate in the following setting -given two sets of iid samples, X 1 = {x 1 , x 2 , . . . , x n 1 } from P, and X 2 = {x n 1 +1 , x n 1 +2 , . . . , x n 1 +n 2 } from Q, we have to distinguish between the following hypotheses H 0 : P = Q vs H 1 : P = Q.
The tests that we consider start by defining a function T : (R d ) n 1 × (R d ) n 2 → R that should result in a low value if the two samples come from different distributions. Then, the hypothesis H 0 is rejected at significance level α ∈ [0, 1] if T(X 1 , X 2 ) is lower than some threshold t α , which is computed using a permutation test, as explained in Section 2. Going back the original problem, one intuitive approach would be to maximize the expected statistic
)] using stochastic optimization over the parameters of the mapping f θ . However, this requires the availability of the derivatives ∂T/∂x i , which is unfortunately not always possible. For example, the Friedman-Rafsky (FR) and k-nearest neighbours (k-NN) tests, which have very desirable statistical properties (including consistency and convergence of their statistics to f -used by Bellemare et al. [14] .
Other approaches for learning implicit models that do not depend on two sample tests have been developed as well. For example, one approach is by estimating the log-ratio of the distributions [15] . Another approach, that has recently sparked significant interest, and can be also seen as estimating the log-ratio of the distributions, are the generative adversarial networks (GAN) of Goodfellow et al. [16] , who pose the problem as a two player game. One can, as done in [12] , combine GANs with two sample tests by using them as feature matchers at some layer of the generating network [17] . Nowozin et al. [18] minimize an arbitrary f -divergence [19] using a GAN framework, which can be related to our approach, because the limit of our tests converge to specific f -divergences, as explained in Section 2. For an overview of various approaches to learning implicit models we direct the reader to Mohamed and Lakshminarayanan [20] .
Classical Graph Tests
Let us start by introducing some notation. For any set X = {x 1 , x 2 , . . . , x n } of points in R d , we will denote by G(X) = (X, E) the complete directed graph 1 defined over the vertex set X with edges E. We will moreover weigh this graph using some function
Similarly, we will use d(e) for the weight of the edge e under d(·, ·). For any labelling of the vertices π : X → {1, 2}, and any edge e ∈ E with adjacent vertices i and j we define 2 ∆ π (e) = π(i) = π(j) , i.e., ∆ π (e) indicates if its end points of e have different labels under π. Remember that we are given n 1 points X 1 = {x 1 , x 2 , . . . , x n 1 } from P, and n 2 points X 2 = {x n 1 +1 , x n 1 +2 , . . . , x n 1 +n 2 } from Q. In the remaining of the paper we will use n = n 1 + n 2 for the total number of points. The tests are based on the following four-step strategy.
(i) Pool the samples X 1 and X 2 together into X = X 1 ∪ X 2 = {x 1 , x 2 , . . . , x n 1 +n 2 }, and create the graph G(X). Define the mapping π * : X → {1, 2} evaluating to 1 on X 1 and to 2 on X 2 .
(ii) Using some well-defined algorithm A choose a subset U * = A(G(X)) of the edges of this graph with the underlying motivation that it defines some neighbourhood structure.
(iii) Count how many edges in U * connect points from X 1 with points from X 2 , i.e., compute the statistic T π * (U * ) = ∑ e∈U * ∆ π * (e).
(iv) Reject H 0 for small values of T π * (U * ).
These tests condition on the data and are executed as permutation tests, so that the critical value in step (iv) is computed using the quantiles of E π∼H 0 T π (U * ), where π : X → {1, 2} is drawn uniformly at random from the set of (
) labellings that map exactly n 1 points from X to 1. Formally, the p-value is given as
We are now ready to introduce the two tests that we consider in this paper, which are obtained by using a different neighbourhood selection algorithm A in step (ii).
Friedman-Rafsky (FR). This test, developed by
Friedman and Rafsky [2] , uses the minimumspanning tree (MST) of G(X) as the neighbourhood structure U * , which can be computed using the classical algorithms of Prim [21] and Kruskal [22] in time O(n 2 log n). If we use d(x i , x j ) = x i − x j , the problem is also known as the Euclidean spanning tree problem, and in this case Henze and Penrose [4] have proven that the test is consistent and has the following asymptotic limit.
where p and q are the densities of P and Q.
As noted by Berisha and Hero [23] , after some algebraic manipulation of the right hand side of the above equation, we obtain that 1 − T π * (U * ) n 1 +n 2 2n 1 n 2 converges almost surely to the following f -divergence [19] 
In [23] it is also noted that if n 1 = n 2 , then α = 1/2 and in that case D 1/2 is equal to 2
which is known as the symmetric χ 2 divergence.
k-nearest-neighbours (k-NN). Maybe the most intuitive way to construct a neighbourhood structure is to connect each point x j ∈ X to its k nearest neighbours. Specifically, we will add the edge x i → x j to U * iff x i is one of the k closest neighbours of x j as measured by d(x, x ). If one uses the Euclidean norm, then the asymptotic distribution and the consistency of the test have been proven by Schilling [6] . These results has been extended to arbitrary norms by Henze [5] , who also proved the limiting behaviour of the statistic as n → ∞.
converges in probability to
where p and q are the continuous densities of P and Q.
As for the FR test, we can also re-write the limit as an f -divergence 3 corresponding to f (t) = (α 2 t 2 + (1 − α))/(αt + (1 − α) ). Moreover, if we compare the integrands in D FR α and D NN α , we see that they are related and they differ by the term 2α(1 − α)p(x)q(x) in the numerator. The fact that they are closely related can be also seen from Figure 1 , where we plot the corresponding f -functions for the n 1 = n 2 case.
Differentiable Graph Tests
While the tests from the previous section have been studied from a statistical perspective, we can not use them to train implicit models because the derivatives ∂T/∂x i are either zero or do not exist, as T takes on finitely many values. The strategy that we undertake in this paper is to smooth them into continuously differentiable functions by relaxing them to expectations in natural probabilistic models. To motivate the models we will introduce, note that for both the k-NN and the FR test, the optimal neighbourhood is the solution to the following optimization problem
where ν : 2 E → {0, 1} indicates if the set of edges is valid, i.e., if every vertex has exactly k neighbours in the k-NN case, or if the set of edges forms a poly-tree in the MST case. Moreover, note that once we fix n 1 and n 2 , the optimization problem (1) depends only on the edge weights d(e), which we will concatenate in an arbitrary order and store in the vector d ∈ R |E| . We want to design a probability distribution over U that focuses on those configurations U that are both feasible and have a low cost for problem (1) . One such natural choice is the following Gibbs measure
where λ is the so-called temperature parameter, and A(−d/λ) is the log-partition function that ensures that the distribution is normalized. Note that U * is a MAP configuration of this distribution (2) , and the 3 This f does not vanish at one, but we can simply shift it.
distribution will concentrate on the MAP configurations as λ → 0. Once we have fixed the model, the strategy is clear -replace the statistic T π * (U * ) with its expectation E U [T π * (U)], which results in the following smooth statistic
where µ(d/λ) are the marginal probabilities of the
. Hence, we can compute the statistic as long as we can perform inference in (2) . To compute its derivatives we can use the fact that (2) is a member of the exponential family. Namely, leveraging the classical properties of the log-partition function [24, Prop. 3 .1], we obtain the following identities
Thus, if we can compute both first-and second-order moments under (2), we get both the smoothed statistic and its derivative. We show how to do this for the k-NN and FR tests in Section 4.
A smooth p-value. Even though one can directly use the smoothed test statistic T λ π * as an objective when learning implicit models, it does not necessarily mean that lower values of this statistic result in higher p-values. Remember that to compute a p-value, one has to run a permutation test by computing quantiles of T λ π under random draws of the permutation π ∼ H 0 . However, as this procedure is not smooth and can be costly to compute, we suggest as an alternative that does not suffer from these problems the following t-statistic
The same strategy has been undertaken for the FR and k-NN tests in [2, 4, 6] . Before we show to compute the first two moments under H 0 , we need to define the matrix Π holding the second moments of the variables ∆ π (e).
Lemma 1 ([2]
). The matrix Π ∈ R |E|×|E| with entries
where δ(e) is the set of vertices incident to the edge e ∈ E.
Theorem 3.
Assume that all valid configurations U satisfy |U| = m, i.e. that ν(U) = 0 implies |U| = m. 4 Then, the first two moments of the statistic under H 0 are
, and
While the computation of the mean is trivial, it seems that the computation of the variance needs O(|E| 2 ) operations. However, we can simplify its computation to O(|E|) using the following result.
and χ 2 = 4(n 1 −1)(n 2 −1) (n−2)(n−3)
. Then, the variance can be computed as
where ∑ e e sums over all pairs of parallel edges, i.e., those connecting the same end-points.
Approximate normality of t λ π * . To better motivate the use of a t-statistic, we can, similarly to the arguments in [2, 4, 6] , show that it is is close to a normal distribution by casting it as a generalized correlation coefficient [25, 3] . Namely, these are tests whose statistics are the form form κ = ∑ n i=1 ∑ n j=1 µ i,j b i,j , and whose critical values are computed using the dis-
, where π is a random permutation on {1, 2, . . . , n}. It is easily seen 4 Note that we have m = kn for k-NN and m = n − 1 for FR.
that we can fit the suggested tests in this framework if we set , j}) . Then, using the conditions of Barbour and Eagleson [26] , we obtain the following bound on the deviation from normality. Theorem 4. Let n 1 /(n 1 + n 2 ) → α ∈ (0, 1), and define
, the expected number of edges sharing a vertex,
, the expected number of 3 stars, and 
Let us analyze the above bound in the setting that we will use it -when n 1 = n 2 . First, let us look at the variance, as formulated in Lemma 2. The last term can be ignored as it is always non-negative because χ 2 ≥ 4χ 1 (shown in the appendix). Because ∑ e∈δ(v) µ e ≥ 1, it follows that the variance grows as Ω(n). Thus, without any additional assumption on the growth of the neighbourhoods, we have asymptotic normality as n → ∞ if the numerator is of order o(n 1.5 ). For example, that would be satisfied if the largest neighbourhood max i ∑ e∈δ(i) µ e grows as o(n 1/6 ). Note that in the low temperature setting (when λ → 0), the coordinates of µ will be very close to either zero or one. As observed by Friedman and Rafsky [2] , in this case S 2 = O(1) as the nodes of both the k-NN and MST graphs have nodes whose degree is bounded by a constant independent of n as n → ∞ [27] . We also observe experimentally in Section 5 that the distribution gets closer to normality as λ decreases.
The Differentiable k-NN and Friedman-Rafsky Tests
In this section, we discuss these two tests in more detail and show to efficiently compute their statistics.
Remember that to compute and optimize both T λ π * and t λ π * we have to be able to perform inference in the model P(U) = exp(− ∑ e d(e)/λ − A(−d/λ))ν(U), by computing the first and-second-order moments of the edge indicator variables. We would stress that, in the learning setting that we consider n refers to the number of data-points in a mini-batch.
k-NN. The constraint ν(·) in this case requires the total number of edges in U incoming at each node to be exactly k. First, note that the problem completely separates per node, i.e., the marginals of edges with different target vertices are independent. Formally, if we denote by U i the set of edges incoming at vertex i, then U i and U j are independent for i = j. Hence, for each node i separately, have to perform inference in
which is a special case of the cardinality potentials considered by Tarlow et al. [28] , Swersky et al. [29] . Swersky et al. [29] consider the same model, and note that we can compute all marginals in time O(nk) using the algorithm in [28] , which works by re-writing the model as a chain CRF and running the classical forward-backward algorithm. Hence, the total time complexity to compute the vector µ(d/λ) is O(n 2 k). Moreover, as marginalization requires only simple operations, we can compute the derivatives with any automatic differentiation software, and we thus do not provide formulas for the second-order moments. In [29] the authors provide an approximation for the Jacobian, which we did not use in our experiments, but instead we differentiate through the messages of the forward-backward algorithm.
As a concrete example, let us work out the simplest case -the k-NN test with k = 1. In this case, the smoothed statistic reduces to
where s i (x 1 , . . . , x n ) = softmax(− ⊗ l =i x i − x l /λ). In other words, for each i you compute the softmax of the distances to all other points using s i , and then sum up only those positions that correspond to points from the other sample. One interpretation of the loss is the following -maximize the number of incorrect predictions if we are to estimate the label π(i) from x i using a soft 1-nearest neighbour approach.
Furthermore, we can also make a clear connection between the smooth 1-NN test and neighbourhood component analysis (NCA) [30] . Namely, we can see NCA as learning a mapping h : x → Ax so that the test distinguishes (by minimizing T λ π * ) the two samples as best as possible after applying h on them. The extension of NCA to k-NN [31] can be also seen as minimizing the test statistic for a particular instance of their loss function.
Friedman-Rafsky.
The model that we have to perform inference in for this test seems extremely complicated and intractable at first because the constraint has the form ν(U) = U forms a spanning tree . First, note that if d/λ had all entries equal to a constant γ, we have that A(−d/λ) = (1 − n)γ + log c G(X) , where c G(X) is the number of spanning trees in the graph G(X), and can be computed using Kirchoff's (also known as the matrix-tree) theorem. To treat the weighted case, we use the approach of Lyons [32] , who has showed that the above model is a determinantal point process (DPP), so that marginalization can be done exactly as follows. First, create the incidence matrix A ∈ {−1, 0, +1} (n−1)×|E| of the graph G(X) after removing an arbitrary vertex, and construct its Laplacian
where K W is the |W| × |W| submatrix of K formed by the rows and columns indexed by W. Thus, we can easily compute all marginals and the smoothed test statistic and its derivatives using (3) as
where u i is the vector with coordinates equal to zero, except the i-th coordinate which is one. Note that if we first compute the inverse L −1 , all quantities of the form L −1 (u i − u j ) can be computed in time O(n) as the vectors u i have a single non-zero entry, for a total complexity of O(n 3 ).
To speed up this computation we can leverage the existing theory on fast solvers of Laplacian systems. Let us first create from G(X) the graph e G (X) that has the same structure as G(X), but with edge weights e −d(e)/λ instead of d(e). Hence, in this graph, a large weight between x and x indicates that these two points are similar to one another. In e G (X), the marginals µ e are also known as effective resistances 5 . Spielman and Srivastava [34] provide a method to compute all marginals at once in time that isÕ(rn 2 /ε 2 ), where ε is the desired relative precision and r = 1 λ (max e d(e) − min e d(e)). The idea is to first solve for Z T = L −1 Adiag exp(−d/2λ) R where R ∈ {−1/ √ k, +1/ √ k} |E|×p is a random projection matrix with elements chosen uniformly from {−1/ √ k, +1/ √ k} and p = O(log n/ε 2 ). Then, the suggested approximation is µ i→j ≈ Z(u i − u j ) 2 . While computing Z naïvely would take O(n 3 + n 2 p), one achieves the claimed bound with the Laplacian solver of Spielman and Teng [35] .
As an extra benefit, the above connection provides an alternative interpretation of the smoothed FR test. Namely, assume that we want to create a spectral sparsifier [36] of e G (X), which should contain significantly less edges, but be a good summary of the graph by having a similar spectrum. Spielman and Srivastava [34] provide a strategy to create such a sparsifier by sampling edges randomly, where edge e is sampled proportional to µ e . Hence, by optimizing T λ π * we are encouraging the constructed sparsifier of e G (X) to have in expectation as many edges as possible connecting points from X 1 with points from X 2 . 5 For additional properties of the effective resistances see [33] .
Experiments
We implemented our methods in Python using the PyTorch library. For the k-NN test, we have adapted the code accompanying [29] . Throughout this section we used a 10 dimensional normal as Q 0 , drew samples of equal size n 1 = n 2 , and used the 2 norm d(x, x ) = x − x 2 as a weighting function. We provide additional details in Appendix B.
Power as a function of λ and d. In our first experiment we analyze the effect of the smoothing strength on the power of our differentiable tests. In addition to the classical FR and k-NN tests, we have considered the unbiased MMD test [9] with the squared exponential kernel (as implemented in Shogun [37] using the code from [12] ), and the energy test [13] . The problem that we consider, which is challenging in high dimensions, is that of differentiating the distribution N (0, I) from N ((µ, 0, . . . , 0), diag(σ 2 , 1, . . . , 1)). This setting was considered to be fair in [38] , as the KL divergence between the distribution is constant irrespective of the dimension. To set the smoothing strength and the bandwidth of the MMD kernel (in addition to the median heuristic) we used the same strategy as in [38] by setting λ = d γ for varying γ ∈ [0, 1]. The results are presented in Figure 2 , where can observe that (i) our test have similar results with MMD for shift-alternatives, while performing significantly better for scale alternatives, and (ii) by varying the smoothing parameter we can significantly increase the power of the test. In the third column we present only the best performing MMD, while we present the remaining results in Appendix B. Note that we expect the power to go to zero as the dimension increases [7, 38] .
Learning. As we have already hinted in the introduction, we stochastically optimize
using the Adam [39] optimizer. To optimize, we draw at each round n 1 samples from the true distribution P, n 2 = n 1 samples from the base measure Q 0 , and then plug them in into the smoothed t-statistic.
The first experiment we perform, with the goal of understanding the effects of λ, is on the toy two moons dataset from scikit-learn [40] . We show the results in Figure 3 . From the second row, showing the estimated p-value versus the correct one (from 1000 random permutations) at several points during training, we can indeed see that the permutation null gets closer to normality as λ decreases. Most importantly, note that the relationship is monotone, so that we would expect the optimization to not be significantly harmed if we use the approximation. Qualitatively, we can observe that the solutions have the general structure of P, and that they improve as we decrease λ -the symmetry is better captured and the two moons get better separated.
MNIST. Finally, we have trained several models on the MNIST [41] dataset, which we present in Figure 4 . We can observe that despite the high (784) dimensional data and the fact that we use the distance directly on the pixels, the learned models generate digits that look mostly realistic and are competitive with those obtained using MMD [10, 11] .
Conclusion
We have developed smoothed two-sample graph tests that can be used for learning implicit models. These tests moreover outperform their classical equivalents on the problem of two sample testing. We have shown how to compute them by performing inference in undirected models, and presented alternative interpretations by drawing connections to neighbourhood component analysis and spectral graph sparsifiers. In the last section we have experimentally showcased the benefits of our approach, and presented results from a learned model. 
A Proofs
Proof of theorem 3. The expectation of the statistic under H 0 is (when π is a uniformly random labelling)
2n 1 n 2 /n(n−1)
where the inner expectation E π [∆ π (e)] has been computed in [2] . We can also easily compute the variance as 
Proof of lemma 2. We can split the sum in the variance formula over all edge pairs into three groups as follows
where ∑ e ∼e sums over all edges e that share at least one vertex with e, and ∑ e ⊥e sums over those edges that share no vertex with e, and e denote the reverse edge of e (if it exist, zero otherwise). Note that each term µ e µ e appears twice if e = e , as in the formula for the variance (5). Moreover, note that if δ(e) = δ(e ), then in the above formula the term µ e µ e (same for µ e µ e ) gets multiplied by 2χ 1 = Π e,e , as it appears in both the first and the third term. Given that assumption that |U| = m under ν(·), we also know that To understand why this holds, let us count how many times each term µ e µ e appears on both sides of the equality if we expand the lhs. If e = e and they share exactly one vertex, then the lhs will have two µ e µ e terms, as µ e and µ e will be multiplied only at the term corresponding to the shared vertex. On the other hand, if e = e we will again have two µ e µ e = µ 2 e terms, as we get one contribution from each end-point of e.
Finally, if e = e, we have a total of four µ e µ e terms, as we get two µ e µ e from each end-point. Thus, eq. (6) is equal to Finally, if we subtract 4χ 2 1 m 2 and simplify the expression we have
which is exactly what is claimed in the theorem, if we observe that e and e are the only edges parallel to e.
Proof that χ 2 − 4χ 1 ≥ 0 when n 1 = n 2 = n/2. First, note that
n−2 , if and only if n 1 n − 2n 1 ≤ nn 1 − n, which is equivalent to n 1 ≥ 1 2 n. Similarly, we have
n−3 iff nn 2 − 3n 2 ≤ nn 2 − n − n 2 + 1, which can be re-written as −2n 2 ≤ −n + 1, i.e., n 2 ≥ n 2 − 1 2 . Combining these two inequalities proves the result.
Proof of Theorem 4. Let us compute an upper bound on the quantities in [26] . , which can be simplified to O( 1
which is what is claimed in the theorem. 
B Experiments

B.2 Architecture
We have used the same architecture as in [10, 12] , which using the modules from PyTorch can be written as follows. For MNIST we have also added a terminal nn.Tanh layer.
B.3 Data
We have used the MNIST data as packaged by torchvision, with the additional processing of scaling the output to [−1, 1] as we are using a final Tanh layer. For the two moons data, we have used a noise level of 0.05.
B.4 Optimization
All details are provided in the table below. In some cases we have optimized with a larger step for a number of epochs, and then reduced it for the remaining epochs -in the table below these are separated by commas.
Model
Step size Batch size Epochs 
