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This paper deals with the problem of Stein-rule prediction in a general linear
model. Our study extends the work of Gotway and Cressie (1993) by assuming that
the covariance matrix of the model’s disturbances is unknown. Also, predictions are
based on a composite target function that incorporates allowance for the simulta-
neous predictions of the actual and average values of the target variable. We
employ large sample asymptotic theory and derive and compare expressions for the
bias vectors, mean squared error matrices, and risks based on a quadratic loss
structure of the Stein-rule and the feasible best linear unbiased predictors. The
results are applied to a model with first order autoregressive disturbances. More-
over, a Monte-Carlo experiment is conducted to explore the performance of the
predictors in finite samples. © 2002 Elsevier Science (USA)
AMS 1991 subject classification: 62J05.
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1. INTRODUCTION
Gotway and Cressie (1993) considered a class of linear and nonlinear
predictors in the context of a general linear model. Their work was
motivated by earlier works of Copas (1983) and Copas and Jones (1987).
The former is related to the prediction of a single random variable in
regression using a Stein-rule predictor, whereas the latter work considers
Stein-rule prediction in an autoregressive model. Gotway and Cressie
(1993) discussed a class of nonlinear predictors that is found to have uni-
formly smaller risk than the best linear unbiased predictor (BLUP) and
constructed a range of predictors including the Stein-rule predictor as
special cases of this class of nonlinear predictors.
A problem with Gotway and Cressie’s (1993) work is that they assumed,
except for a scalar multiple, that the parameters in the covariance structure
of the linear model’s disturbances are known. On a practical level it is not
clear as to how often the assumption just described can be satisfied. Indeed,
despite the amount of research that has been carried out in Stein-rule
estimation over the past 30 years, much of the analysis has focused upon
regression models with spherical disturbances or those that assume a
known covariance structure of the disturbances. See, for example, Judge
and Bock (1978) for a comprehensive discussion of the relevant literature.
By way of comparison, only scant attention has been given to Stein-rule
estimation in a model where the disturbance covariance matrix is of an
unknown form. Chaturvedi and Shukla (1990) considered a Stein-rule
estimator based on the feasible generalized least squares estimator
(FGLSE) and obtained Edgeworth-type asymptotic expansion for its
distribution when the sample size is large (see also Wan and Chaturvedi
(2000, 2001)).
In this paper, we consider a Stein-rule predictor in a model where the
disturbances’ covariance matrix is unknown. This work is motivated in part
by recent studies of Kariya and Toyooka (1992) and Usami and Toyooka
(1997), who derived the normal approximations for the feasible BLUP
(FBLUP) and the FGLSE when the sample size is large, but is best thought
of as an extension of Gotway and Cressie (1993). Although, unlike Gotway
and Cressie (1993) who considered the class of optimal heterogeneous
linear predictors given in Toutenburg (1982, p. 140), we consider predictors
based on a composite target function that incorporates allowance for the
simultaneous predictions of the actual and average values of the target
variable (see Shalabh (1995), Toutenburg and Shalabh (1996, 2000), and
Toutenburg et al. (2000)). We derive the large sample asymptotic distribu-
tion of a class of predictors based on the target function and compare the
risk of the Stein-rule predictor with that of the FBLUP based on a
quadratic loss structure. Furthermore, the findings are elaborated by con-
sidering a model with first order autoregressive disturbances. Finally, a
Monte-Carlo experiment is conducted to explore the performance of the
predictors in finite samples.
2. THE MODEL AND PREDICTORS
Consider the general linear model,
Y=Xb+u, (2.1)
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where Y is a n×1 vector of observations on the dependent or target vari-
able, X is an n×p nonstochastic matrix of observations on p explanatory
variables, b is a p×1 vector of unknown coefficients, and u is a n×1 vector
of disturbances.
Let Yf be a T×1 vector of unobserved values of the dependent variable
for T forecast periods generated by the model
Yf=Xfb+uf, (2.2)
where Xf is a T×p matrix of prespecified values on the explanatory
variables for T forecast periods and uf is a T×1 vector of disturbances.
Further, we assume that the disturbance vector (uŒ, u −f)Œ follows a normal
distribution with mean vector 0 and covariance matrix s2S where
S=R F V
VŒ Y
S . (2.3)
So, s2F is a n×n covariance matrix of u, s2Y is a T×T covariance
matrix of uf, and s2V is a n×T matrix of covariances between u and uf.
Working on the assumption that S is known, Gotway and Cressie (1993)
considered a Stein-rule predictor of Yf and examined its risk under a
quadratic loss structure. Here, we assume, instead, that S=S(h) is a
function of an unknown q×1 vector h that belongs to an open subset of the
q-dimensional Euclidean space, and h is estimated by an estimator hˆ.
In predicting the dependent variable of a regression model, a traditional
practice is to obtain the prediction for the actual values of the dependent
variable or its average value but not both simultaneously. In some circum-
stances, it may be desirable to consider the simultaneous predictions of
both the actual and the average values of a variable. Consider the situation
of a real estate agent being engaged by vendors to provide market valua-
tion of houses. In assessing the merit of the agent, considerations should be
given to the average absolute errors that result from the agent’s valuations.
On the other hand, a vendor will be concerned entirely with the accuracy of
the appraisal of his or her own house. By virtue of the above considera-
tions, both the average and the actual values of the absolute errors are of
importance. Shalabh (1995) gave other examples of practical situations
where one is required to predict both the average and the actual values of a
variable. In these circumstances, one should use a prediction function that
reflects more than one desideratum. Shalabh (1995) and Toutenburg and
Shalabh (1996) considered the target function
y=lYf+(1−l) E(Yf)
=Xfb+luf, (2.4)
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which allows the prediction of both Yf and E(Yf), where l (0 [ l [ 1) is a
nonstochastic scalar which assigns weights to the actual and expected
values of Yf, respectively. Shalabh (1995) further established the bias and
mean squared error matrix of the predictor of y based on (2.4) for the
special case of S=I.
For convenience purposes we write W=F−1. If h is known, then the
BLUP for y is given by
y˜=lY˜f+(1−l) Xfb˜, (2.5)
where
Y˜f=Xfb˜+VŒW(Y−Xb˜) (2.6)
is the BLUP of Yf (see Toutenburg (1982, p. 138)) and
b˜=(XŒWX)−1 XŒWY (2.7)
is the generalized least squares estimator of b. Now, substituting (2.6) in
(2.5), we obtain
y˜=Xfb˜+lVŒW(Y−Xb˜). (2.8)
On the other hand, if h is unknown and estimated by an estimator hˆ,
then the replacement of h by hˆ in (2.8) leads to the feasible BLUP,
yˆ=Xfbˆ+lVˆŒWˆ(Y−Xbˆ), (2.9)
for y, where Wˆ and Vˆ are obtained by replacing h by hˆ in W and V,
respectively, and
bˆ=(XŒWˆX)−1 XŒWˆY (2.10)
is the FGLSE of b. Note that the first term on the r.h.s. of (2.9) is an
estimator of the nonstochastic part Xfb of y, whereas VˆŒWˆ(Y−Xbˆ) is
an estimator of the disturbance term uf.
Now, the Stein-rule estimator considered in Chaturvedi and Shukla
(1990) is given by
bˆsr=11− an−p+2 (y−Xbˆ)Œ Wˆ(y−Xbˆ)bˆŒXŒWˆXbˆ 2 , (2.11)
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where a( \ 0) is a characterizing scalar. Chaturvedi and Shukla (1990)
derived Edgeworth-type asymptotic expansion for the distribution of bˆsr
and the condition of the dominance of bˆsr over bˆ under the criteria of risk
under quadratic loss and concentration of distribution around the true
values of the parameters.
If bˆ is replaced by bˆsr in (2.9), then we obtain the Stein-rule predictor
yˆsr=Xfbˆsr+lVˆŒWˆ(Y−Xbˆsr). (2.12)
Obviously, for a=0, the predictor yˆsr reduces to yˆ.
3. ASYMPTOTIC DISTRIBUTION AND DOMINANCE
CONDITIONS
In this section, we consider the asymptotic distribution of the predictor
yˆsr when the sample size is large. We assume that,
(i) for any n×n finite matrix C with elements of order O(1), the
quantity XŒCX/n is of order O(1) as nQ.;
(ii) for any arbitrary matrix with elements of order O(1), the
quantity XŒCu/`n is of order Op(1); and
(iii) the estimator hˆ of h is an even function of Mu, where M=
In−X(XŒX)−1 XŒ and `n (hˆ−h) is of order Op(1) as nQ..
Now, for purposes of analysis, we write
B=XŒWX/n, Bˆ=XŒWˆX/n, a=XŒWˆu/(s`n)
and
c=(yˆsr−y)`n/s.
Since M is an idempotent matrix with rank n−p, there exists a n×(n−p)
matrix P such that PŒP=In−p and PPŒ=M. Consider the transformation,
e1=XŒWu/(s`n) and e2=PŒu/s. Further, from the normality of u and
observing that PŒX=0, it follows that e1 and e2 are independently distrib-
uted, e1 ’N(0, B) and e2 ’N(0, PŒW−1P). Also, note that assumption (iii)
implies that hˆ is also an even function of e2.
In what follows, we derive the conditional asymptotic distribution of c
given e2.
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Theorem 3.1. The conditional asymptotic distribution of c given e2, up to
order Op(n−1), is normal with mean vector m(e2) and variance covariance
matrix X, where
m(e2)=−
asu
`n bŒBˆb
(Xf−lVˆŒWˆX) b
+[(Xf−lVˆŒWˆX) Bˆ−1XŒWˆ/`n+l`n (VˆŒWˆ−VŒW)]
×W−1P(PŒW−1P)−1 e2, (3.1)
u=s2e −2(PŒW−1P)−1 PŒW−1(Wˆ− WˆŒX(XŒWˆX)−1 XŒWˆ)
×W−1P(PŒW−1P)−1 e2/n, (3.2)
and
X=l2n(Y−VŒWV)+(Xf−lVŒWX) B−1(Xf−lVŒWX)Œ
−
2as2
nbŒBb
5(Xf−lVŒWX) 1B−1− 2bbŒ
bŒBb
2 (Xf−lVŒWX)Œ6 (3.3)
Proof. We can write c as
c=
`n
s
(yˆsr−y)
=
`n
s
(yˆsr−Xfb−luf)
=
`n
s
[Xf(bˆsr−b)+lVˆŒWˆ(Y−Xbˆsr)−luf]
=
`n
s
5(Xf−lVˆŒWˆX)(bˆ−b)− a(n−p+2) (Y−Xbˆ)Œ Wˆ(Y−Xbˆ)bˆŒXŒWˆXbˆ
×(Xf−lVˆŒWˆX) bˆ+lVˆŒWˆu−luf6 . (3.4)
Furthermore, we have
Wˆ−W=Op(n−1/2), (3.5)
Vˆ−V=Op(n−1/2), (3.6)
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and
a− e1=Op(n−1/2). (3.7)
Now, following Kariya and Toyooka (1992), we observe that
X(XŒWX)−1 XŒW+W−1P(PŒW−1P)−1 PŒ=In, (3.8)
so that
u=[X(XŒWX)−1 XŒW+W−1P(PŒW−1P)−1 PŒ] u
=s 5XB−1e1
`n
+W−1P(PŒW−1P)−1 e26 . (3.9)
Hence,
1
n−p+2
(Y−Xbˆ)Œ Wˆ(Y−Xbˆ)
=
s2
n
11−p−2
n
2−1 e −2(PŒW−1P)−1×PŒW−1(Wˆ− WˆX(XŒWˆX)−1 XŒWˆ)
×W−1P(PŒWP)−1 e2+Op(n−1)
=s2u+Op(n−1). (3.10)
Further, up to order Op(n−1/2),
bˆ
bˆŒBˆbˆ
=51b+ s
`n
Bˆ−1a2Œ Bˆ 1b+ s
`n
Bˆ−1a26−1 1b+ s
`n
Bˆ−1a2
=
1
bŒBˆb
11− 2sbŒa
`n bŒBˆb
2 1b+ s
`n
Bˆ−1a2
=
b
bŒBˆb
+
s
`n
1B−1− 2bbŒ
bŒBb
2 e1. (3.11)
Hence, up to order Op(n−1), c can be written as
c=(Xf−lVˆŒWˆX) Bˆ−1a−
asu
`n bŒBˆb
(Xf−lVˆŒWˆX) b−
as2
nbŒBb (Xf−lVŒWX)
×1B−1− 2bbŒ
bŒBb
2 e1+l`n
s
(VˆŒWˆu−uf). (3.12)
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Now, let us consider the transformation
R u
uf
S=R In 0
VŒW IT
S R u
se0
S . (3.13)
Further, we observe from the normality assumption of (uŒ, u −f)Œ that e0 is
distributed independent of u (and hence independent of e1 and e2) and
follows a normal distribution with mean vector 0 and covariance matrix
Y−VŒWV. Making use of this transformation, c can be written, to the
order of our approximation, as
c=(Xf−lVˆŒWˆX) Bˆ−1a−
asu
`n bBˆb
(Xf−lVˆŒWˆX) b−
as2
nbŒBb (Xf−lVŒWX)
×1B−1− 2
bŒBb bbŒ
2 e1+`n l
s
(VˆŒWˆ−VŒW) u−`n le0. (3.14)
Now, recognizing that Bˆ−1a=(X
−
WˆX
n )
−1 (X
−
Wˆu
s`n
), making using of (3.8), and
after some manipulations, we can write
c=−l`n e0−
asu
`n bŒBˆb
(Xf−lVˆŒWˆX) b
+5(Xf−lVˆŒWˆX) Bˆ−1 XŒWˆ`n+l`n (VˆŒWˆ−VŒW)6
×W−1P(PŒW−1P)−1 e2
+5(Xf−lVŒWX) B−1− as2nbŒBb (Xf−lVŒWX) 1B−1− 2bbŒbŒBb26 e1.
(3.15)
Since, e0, e1, and e2 are independently distributed and u, Bˆ, Wˆ, and Vˆ are
functions of e2, we observe that, up to order O(n−1), the conditional dis-
tribution of c given e2 is normal with mean vector m(e2) and variance–
covariance matrix X.
Corollary 3.1. Let f(m(e2), X) denote the p.d.f. of a normal distribu-
tion with mean vector m(e2) and variance–covariance matrix X. Then, up to
order Op(n−1), the asymptotic unconditional distribution of c is given by
f(c)=Ee2[f(m(e2), X)].
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Proof. Notice that, to the order of our approximation, the conditional
variance–covariance matrix of c, i.e., X, does not depend on e2. Therefore,
the unconditional variance–covariance matrix of c is also X.
Corollary 3.2. The bias vector of the predictor yˆsr, up to order O(n−1),
is given by
E(yˆsr−y)=−
as2
n
Ee2 5 u
bŒBˆb
(Xf−lVŒWX) b6+ s`n Ee2
×35(Xf−lVˆŒWˆX) Bˆ−1 XŒWˆ`n+l`n (VˆŒWˆ−VŒW)6
×W−1P(PŒW−1P)−1 e2 4 . (3.16)
Proof. The proof follows directly from Theorem 2.1.
Note that if we assume hˆ is an even function of e2, then the second term
in Eq. (3.16) vanishes and the expression for the bias vector of yˆsr reduces
to
E(yˆsr−y)=−
as2
n
Ee2 5 u
bŒBˆb
(Xf−lVŒWX) b6
=−
as2
nbŒBb (Xf−lVŒWX) b+O(n
−3/2). (3.17)
From (3.17), we observe that the bias of yˆsr increases in magnitude as
(bŒBb/s2) decreases. The bias, in magnitude, is also a decreasing function
of n. Obviously, yˆ, the feasible BLUP, is unbiased to order O(n−1).
Corollary 3.3. The MSE matrix of the predictor yˆsr, up to order
O(n−2), is obtained as
E[(yˆsr−y)(yˆsr− y)Œ]
=
s2
n
3l2n(Y−VŒWV)+(Xf−lVŒWX) B−1(Xf−lVŒWX)Œ− 2as2nbŒBb
×(Xf−lVŒWX) 1B−1− 2bbŒ
bŒBb
2 (Xf−lVŒWX)Œ+ a2s2n(bŒBb)2
×(Xf−lVŒWX) bbŒ(Xf−lVŒWX)Œ4 . (3.18)
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Proof. The proof follows directly from Theorem 2.1 and by observing
that E[(yˆsr−y)(yˆsr−y)Œ]=s
2
X
n +[E(yˆsr− y)][E(yˆsr− y)]Œ.
Substituting a=0 in (3.18) leads to the expression for the MSE matrix of
the FBLUP. Further, to order O(n−2), the difference between the MSE
matrices of the predictors yˆ and yˆsr is given by
E[(yˆ−y)(yˆ− y)Œ]−E[(yˆsr−y)(yˆsr−y)Œ]
=
2as4
n2bŒBb (Xf−lVŒWX)
5B−1−1 4+a
2bŒBb
2 bbŒ6 (Xf−lVŒWX)Œ. (3.19)
Now, for establishing the dominance of yˆsr over yˆ under the MSE matrix
criterion, we observe that (3.18) is positive semidefinite if and only if
B−1−( 4+a2b −Bb) bbŒ is positive semidefinite. However, by utilizing Rao and
Toutenburg (1995, Theorem A.57, p. 303), we find that B−1−( 4+a2b −Bb) bbŒ is
positive semidefinite if and only if (4+a)/2 [ 1, which is impossible as
a \ 0. Hence the predictor yˆsr cannot uniformly dominate yˆ under the MSE
matrix criterion. Similarly, from (3.15), yˆ dominates yˆsr if and only if
( 4+a2b −Bb) bbŒ−B
−1 is positive semidefinite. But from Rao and Toutenburg
(1995, Theorem A.59, p. 304), the matrix ( 4+a2b −Bb) bbŒ−B
−1 also cannot be
positive semidefinite for p > 1. This leads to the conclusion that neither of
the predictors yˆ and yˆsr uniformly dominate the other under the MSE
matrix criterion, at least to order O(n−2). Now, the question arises whether
some weaker condition exists that ensures yˆsr to be better than yˆ. It turns
out that a dominance condition can be derived if the predictors are
compared in terms of risk under the quadratic loss function
L(y˜, y)=(y˜−y)Œ Q(y˜−y), (3.20)
where y˜ is an estimator of y and Q is a positive definite, symmetric matrix
of order O(1).
Corollary 3.4. The risk of the predictor yˆsr, up to order O(n−2), is
given by
R(yˆsr)=
s2
n
[l2n.tr(Q(Y−VŒWV))+tr(Q(Xf−lVŒWX) B−1(Xf−lVŒWX)Œ)]
−
as4
n2bŒBb
52 tr(Q(Xf−VŒWX) B−1(Xf−lVŒWX)Œ)
−(4+a)
bŒ(Xf−lVŒWX)Œ Q(Xf−lVŒWX) b
bŒBb
6 . (3.21)
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Proof. The proof follows by taking the trace of Q times the MSE
matrix expression given in (3.19).
Corollary 3.5. Under the quadratic loss function of (3.20), a sufficient
condition for the dominance of the predictor yˆs over yˆ is given by
0 [ a [ 2(w−2), w > 2, (3.22)
where
w=
tr{B−1(Xf−lVŒWX)Œ Q(Xf−lVŒWX)}
ml{B−1(Xf−lVŒWX)Œ Q(Xf−lVŒWX)}
,
and ml(.) is the maximum characteristic root of (.).
Proof. Note that R(yˆ) is obtainable by substituting a=0 in (3.21).
Hence,
R(yˆ)−R(yˆsr)=
as4
n2bŒBb
52 tr{Q(Xf−lVŒWX) B−1(Xf−lVŒWX)Œ}−(4+a)
×
bŒ(Xf−lVŒWX)Œ Q(Xf−lVŒWX) b
bŒBb
6
\
as4
n2bŒBb [2 tr{B
−1(Xf−lVŒWX)Œ Q(Xf−lVŒWX)}−(4+a)
×ml{B−1(Xf−lVŒWX)Œ Q(Xf−lVŒWX)}]. (3.23)
Given (3.23), it is straightforward to obtain Corollary 3.5.
4. AN ILLUSTRATIVE EXAMPLE AND MONTE-CARLO RESULTS
The results presented in the preceding section are confined to the situa-
tion of large samples. Further, the analysis does not include a (numerical)
measure of the risk magnitudes of estimators. The main purpose of this
section is to extend the analysis of Section 3 to sample sizes that are more
typical of those faced in practice. Unfortunately, given our present knowl-
edge, finite sample properties cannot be determined analytically and thus
we have to rely on the results of simulations. Another purpose of this
section is to compare the simulation results with those obtained using large
n approximations, so that the accuracy of the findings based on the latter
approach can be evaluated.
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In what follows, we focus on the case where the elements of u are
assumed to be generated by a stationary first-order autoregressive process,
ut=rut−1+Jt, |r| < 1, t=1, ..., n, (4.1)
where the Jt’s are i.i.d. from N(0, s
2
J) so that var(ut)=s
2
J/(1−r
2).
Further,
V=
1
1−r2
R rn rn+1 . . rn+T−1rn−1 rn . . rn+T−2. . . . .
. . . . .
r r2 . . rT
S
and
W=R 1 −r 0 . . 0 0 0−r 1+r2 −r . . 0 0 0. . . . . . . .
. . . . . . . .
0 0 0 . . −r 1+r2 −r
0 0 0 . . 0 −r 1
S
so that
VŒW=R0 0 . . . 0 r0 0 . . . 0 r2. . . . . . .
. . . . . . .
0 0 . . . 0 rT
S=(0 v), (4.2)
where v=(r r2...rT)Œ. So, the expression for the predictor yˆsr becomes
yˆsr=Xfbˆsr+l(yn−x
−
nbˆsr) vˆ, (4.3)
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where yn is the nth element of Y, x
−
n=(xn1, xn2, ..., xnp)Œ is the nth row of X,
and vˆ=(rˆ rˆ2...rˆT)Œ is an estimator of v. In this case, the risk difference of
the predictors yˆ and yˆsr, to order O(n−2), is given by
R(yˆ)−R(yˆsr)=
as4
n2bŒBb
52 tr 3Q(Xf−lvx −n) B−1(Xf−lvx −n)Œ
−
(4+a)
bŒBb bŒ(Xf−lvx
−
n)Œ Q(Xf−lvx −n)46 . (4.4)
Next, we numerically evaluate (4.4) and compare the results with those
obtained by Monte-Carlo simulations. We consider a transformed model
where the regressors are orthogonal; i.e., HŒH=I, where H=(X | Xf).
Also, we consider n=16, 96; T=4, p=4, 10; l=0, 0.3, 0.5, 0.8, 1.0;
r=−0.90, ..., 0.90 and s2=1. In addition, the parameter vector b is
chosen so that bŒb=5 or 15 and the matrix Wˆ is constructed using the
Prais–Winsten (1954) transformation. Each part of the experiment is based
on 5000 repetitions and the estimators’ risk performance is compared by
setting Q=XŒWX. Further, we choose a=p−2 as the characterizing scalar
of bˆsr. Chaturvedi and Shukla (1990) showed that this choice of a mini-
mizes the risk of bˆsr if Q is set to XŒWX. A selection of the representative
results from the study is given in Table I, which illustrates, in addition to
the Monte-Carlo risks of the estimators, a measure of relative efficiency,
defined as re=R¯(yˆsr)/R¯(yˆ), where R¯(yˆsr) and R¯(yˆ) are the Monte-Carlo
risks of yˆsr and yˆ, respectively. So, yˆsr is deemed to be more efficient than yˆ
if re < 1, and vice-versa. The numerical values of (4.4) and the correspond-
ing values obtained by simulations are denoted by Da and Ds, respectively,
in the table.
Three general patterns in the simulation results may be noted to begin
with. First, the results indicate that, without exception, yˆsr has smaller risk
than yˆ in all regions of the parameter space. Second, as l increases, that is,
more weight is assigned to the prediction of the actual unobserved values
of the dependent variable, re and the risks of both yˆ and yˆsr increase, ceteris
paribus. In other words, the predictor based on the Stein-rule estimator is
relatively more efficient when l is small than when it is large. Third, other
things being equal, increasing p always results in a smaller value of re, and
hence an improvement in the efficiency of yˆsr relative to yˆ, although the
risks of both yˆ and yˆsr also increase as p increases. So, one broad conclu-
sion that can be drawn from the study is that in general, the risk reduction
from using yˆsr over yˆ (as measured by re) is most pronounced when p is
large and relatively more weight is given to the prediction of the mean
value of the dependent variable. Broadly speaking, yˆsr is relatively more
efficient for small values than for large values of bŒb, and the behaviour of
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the predictors’ risks for varying choices of r depends largely on the values
of the model’s other parameters. However, on a practical level, little
prescriptions can be offered based on the latter two findings as both bŒb
and r are unknown in practice.
Now, comparing Ds and Da, we observe that the large n approximation
approach is reasonably reliable when the sample size is relatively large and
that it works better when p is small than when it is large and when bŒb is
large than when it is small. On the other hand, if |r| is large, then Da differs
from Ds frequently by over 50%. As expected, the reliability of the large
sample approximation results declines as n decreases.
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