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МАТЕМАТИКО-СТАТИСТИЧЕСКИЕ   МЕТОДЫ   В   АНАЛИЗЕ 
И   ПРОГНОЗИРОВАНИИ
Применение метода объединения прогнозов уже зарекомендовало себя как простой и практичный метод повышения качества 
прогнозирования. Использование всей доступной информации о процессе из различных методов прогнозирования позволяет повы-
шать точность прогнозирования даже в условиях, когда индивидуальные методы являются не достаточно точными. 
Авторы данной статьи продолжают и развивают положения ранее опубликованных обзоров различных подходов и методов 
построения весовых коэффициентов для объединения прогнозов. В последние несколько десятилетий в зарубежной литературе 
появилось множество работ по сравнительному анализу  и обоснованию различных методов объединения прогнозов. К сожалению, 
в отечественной литературе авторы уделяют мало внимания этому направлению совершенствования методологии прогнозиро-
вания, в частности не осуществляют сравнения разных методов объединения прогнозов. А те работы, которые все же проводят 
сравнение, ограничиваются в таком сравнении всего лишь несколькими простыми методами. Многие методы объединения про-
гнозов, которые широко используются за рубежом, не рассматриваются отечественными учеными. Это продолжение обзоров и 
прошлые обзоры ставят перед собой задачи рассмотреть различные подходы к получению весовых коэффициентов при объединении 
прогнозов и ознакомить с ними отечественных ученых и исследователей.
Итогом статьи является дополнение к ранее предложенной классификации (Вопросы статистики, 2015, № 8) основных 
и наиболее часто используемых методов объединения прогнозов с описанием полученных результатов по данным методам и с 
указанием научных публикаций как отечественных, так и иностранных авторов по рассматриваемому вопросу с включением в 
список литературных источников работ, ранее не вошедших в предыдущие обзоры авторов.
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лению, отечественные ученые долгое время не 
уделяли должного внимания этой проблеме. До 
последнего времени никто не занимался вопро-
сами методологии практического применения 
объединения прогнозов. Ранее уже была попытка 
рассмотрения различных подходов получения 
весовых коэффициентов при объединении про-
гнозов [7, 8] с целью выявления их преимуществ 
и недостатков. 
В настоящее время существует множество ме-
тодов объединения индивидуальных прогнозов 
[9-12]. Учитывая, что объединение прогнозов, по 
сути, является взвешенной суммой индивидуаль-
ных прогнозов, при выборе метода объединения 
главным является вопрос о нахождении весовых 
коэффициентов, с которыми частные прогнозные 
значения будут объединяться в общем прогнозе. 
От выбора метода объединения прогнозов зависит 
повышение точности прогнозирования, так как 
Прогнозирование сегодня используется во всех 
областях знания и является одним из наиболее 
значимых этапов исследования протекающих 
процессов. В этой связи возрастает значимость 
повышения точности прогнозирования. Про-
гнозирование экономических процессов основы-
вается на определенных подходах и методах, ис-
пользование которых дает далеко не однозначные 
результаты. В условиях, когда прогнозист не мо-
жет отдать предпочтение какому-то конкретному 
методу прогнозирования, а также в случаях, когда 
необходимо повысить точность прогнозирования, 
объедение прогнозов может быть наиболее эф-
фективным механизмом решения стоящих перед 
исследователем проблем. 
За рубежом, начиная с конца 60-х годов про-
шлого века, объединение прогнозов сформиро-
валось в новое, бурно развивающееся направ-
ление в теории прогнозирования [1-6]. К сожа-
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различные методы объединения прогнозов могут 
по-разному влиять на точность прогнозирова-
ния. Определение весовых коэффициентов для 
индивидуальных прогнозов и обоснование числа 
этих прогнозов при их объединении являются 
основными проблемами, которые до сих пор не 
решены.
Настоящий обзор является дополнением к про-
шлым обзорам [7, 8] методов построения весовых 
коэффициентов в объединенных прогнозах. В нем 
рассматриваются новые методы построения объ-
единенных прогнозов, которые могут быть при-
менены на практике. Обзор дополняет прошлую 
группировку методов объединения прогнозов, 
сформированную в вышеупомянутых обзорах. 
В то же время в нее включены новые методы по-
строения весовых коэффициентов.
Данный обзор не может претендовать на пол-
ный охват всех работ по тематике объединения 
прогноза. Но в нем делается попытка дополнить 
и расширить наиболее распространенные идеи 
и методы построения весовых коэффициентов 
объединенного прогноза.
В подавляющем большинстве рассматривае-
мых работ по объединению прогнозов авторами 
не приводятся исходные данные, служащие для 
разработки предлагаемых методов. Также не разо-
браны и условия применения методов, взятых для 
сравнения. В связи с этим проверить сделанные 
в статьях выводы не всегда представляется воз-
можным. Видимо, следует только надеяться на 
добросовестность авторов в обоснованности 
применения тех или иных  методов построения 
индивидуальных прогнозов. Кроме того, в неко-
торых статьях даются названия методов, которые 
можно трактовать достаточно широко.
В предыдущих обзорах авторов все методы по-
строения весовых коэффициентов объединенных 
прогнозов разбивались на семь групп:
- методы на основе среднего арифметического;
- методы с использованием МНК (метода наи-
меньших квадратов);
- методы Granger и соавторов;
- методы на основе ретроспективных про-
гнозов;
- методы с применением факторного анализа;
- метод попарных предпочтений;
- методы, использующие квадратичное про-
граммирование.
В обзоре сохраняется эта группировка мето-
дов по определению весовых коэффициентов. 
При этом значительно расширяется последняя 
группа методов, где кроме квадратичного про-
граммирования используются и другие методы 
математического программирования.
В каждой группе методов рассматриваются 
статьи, в которых либо предлагаются новые ме-
тоды объединения прогнозов, либо рассматрива-
ются конкретные исследования в экономической 
области с применением объединения прогнозов.
Методы, основанные на ретроспективных 
прогнозах
По существу, еще с начала развития методоло-
гии объединения прогнозов и представления пер-
вых методов построения весовых коэффициентов 
К. Грейнджер и соавторы предложили методы, 
основанные на минимизации дисперсии ошибки 
прогнозирования.
Дж. Бейтс и К. Грейнджер [13] предложили 
ряд методов для получения весовых коэффи-
циентов при объединении двух прогнозов. Суть 
их предложения сводится к минимизации дис-
персии ошибки объединенного прогноза. Выбор 
весового коэффициента необходимо произвести 
таким образом, чтобы ошибки объединения были 
минимальными. 
Учитывая основные требования к весовым 
коэффициентам и невозможность определить 
оптимальное значение весов на начальных этапах 
объединения, Дж. Бейтс и К. Грейнджер пред-
ставили пять различных вариантов нахождения 
весовых коэффициентов. В предыдущих обзорах 
они были выделены в отдельную группу методов 
объединения.
Но методы на основе ретроспективных прогно-
зов не ограничиваются методами, предложенны-
ми Дж. Бейтсом и К. Грейнджером. Достаточно 
часто используются методы на основе оценки 
точности прошлых индивидуальных прогнозов 
[14-16], в которых более точному индивидуально-
му методу прогнозирования придается больший 
вес в объединении. В качестве весовых коэффи-
циентов можно использовать различные оценки 
точности индивидуальных прогнозов.
Самым простым способом будет применение 
в качестве весовых коэффициентов величины, 
обратно пропорциональной величине отклонения 
прогнозного от фактического значения времен-
ного ряда: 
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где y
i
 - фактическое значение временного ряда, а f
i 
- про-
гнозное значение.
Как было отмечено ранее в обзорах, основ-
ными условиями для весовых коэффициентов 
является их положительность и равенство суммы 
коэффициентов единице [17, 18]. Положитель-
ность весовых коэффициентов достигается или 
через использование модуля разностей, или 
квадрата разностей. А для выполнения второго 
условия коэффициенты для частных прогнозов 
нормируются по сумме всех весовых коэффици-
ентов объединенного прогноза:
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где k - число индивидуальных прогнозов.
Кроме расхождения прогнозного и фактиче-
ского значений временного ряда, за основу по-
строения весовых коэффициентов можно брать 
и другие показатели точности прогнозирования: 
среднеквадратическое отклонение или среднюю 
абсолютную ошибку [19-22].
А. Андреев [23] при прогнозировании инфля-
ции для Банка России использовал объединение 
прогнозов на основе обратной величины средне-
квадратического отклонения:
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где T - количество прогнозных периодов, на котором 
определяется точность прогнозов, а k - число индивиду-
альных прогнозов.
Для объединения прогнозов автор использовал 
ряд индивидуальных методов, разделенных на 
две группы. В первую группу вошли методы на 
основе прошлой тенденции ряда:  модель слу-
чайного блуждания, авторегрессия с линейным 
трендом и модель ненаблюдаемой компоненты. 
Вторую группу составляли модели, в которых ис-
пользуются различные экзогенные переменные: 
модели векторной авторегрессии (стандартной и 
байесовской) и линейной регрессии. В дальней-
шем по смежным группам индивидуальных ме-
тодов строились объединенные модели, которые 
впоследствии повторно объединялись в единый 
прогноз. В результате прогнозирования инфляции 
в России по разным горизонтам прогнозирования 
(от одного до шести месяцев) методы, использу-
ющие объединение прогнозов как один из этапов 
в прогнозировании, показали, что объединение 
прогнозов показывает лучшие результаты по 
сравнению с индивидуальными методами про-
гнозирования.
С.Н. Пантазопоулос и С.П. Паппис [24] также 
описали ряд методов, основанных на разности 
между прогнозным и фактическим значениями 
временных рядов.
Первый и третий методы, представленные 
С.Н. Пантазопоулос и С.П. Паппис, совпадают 
с вышеописанными методами - первый метод 
основан на использовании в качестве весового 
коэффициента обратной величины отклонения 
фактических значений временного ряда от про-
гнозных, а третий метод - на основе тех же от-
клонений, но взятых в квадрате:
( )21 1
1
i
i i
w
f y− −
=
−
                      
Представляют интерес второй и четвертый 
методы - в них предлагается экспоненциально 
сглаживать значение обратной величины откло-
нений на предыдущем шаге прогнозирования. 
Для второго метода:
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или для четвертого метода:
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В дальнейшем полученные веса на (i-1)-м шаге 
экспоненциально сглаживаются одинаково для 
второго и четвертого методов:
( )'1 11i i iw w wα α− −= + − .               (8)
Дж. Сток и М. Уотсон [25] предложили метод, 
согласно которому веса являются пропорцио-
нальными с точностью до обратной среднеква-
дратической ошибки (MSE):
1
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 ,                 (9)
где k - число индивидуальных прогнозов.
Этот же метод использовался для прогнози-
рования инфляции в ЕС в работе К. Хубрич и Ф. 
Скадельни [26] и в ряде других работ [27]. Авторы 
отметили, что прогнозы инфляции, построенные 
(5)
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А.А. Бойко [31] применил на практике метод 
А.А. Кузнецова и А.В. Журова и  сравнил его с 
методом попарных предпочтений, а также с мето-
дом, полученным по среднему арифметическому 
индивидуальных прогнозов. Автор применил 
объединение прогнозов для прогнозирования 
курсов доллара и евро относительно рубля. При 
этом автор использовал данные по курсам валют 
месячных значений в период с 2015 по 2016 г. В 
объединении участвовали модель экспоненци-
ального сглаживания, модель ARIMA (1,1,0) и 
модель на основе нечетких множеств. В результа-
те, хотя метод на основе средней относительной 
ошибки и уступил методу минимизации MAPE, 
разница по точности была в десятых долях про-
цента ошибки. При этом данный метод превзо-
шел как метод попарных предпочтений, так и 
индивидуальные методы прогнозирования. Зна-
чения средней относительной ошибки (MAPE) 
представлены в таблице 1.
Таблица 1
Средняя относительная ошибка для различных моделей 
прогнозов курсов доллара и евро к рублю
(в процентах)
Модель Доллар к рублю Евро к рублю 
2015 2016 2015 2016 
Экспоненциальное 
сглаживание 6,909 3,431 6,822 3,801 
ARIMA 7,288 4,311 7,890 4,766 
Модель с использова-
нием нечетких мно-
жеств 6,938 3,501 7,732 3,469 
Метод попарных пред-
почтений 8,186 3,441 6,385 3,405 
Объединение с исполь-
зованием ошибок 
ретроспективных 
прогнозов 6,386 3,442 6,551 3,355 
Минимизация MAPE 6,201 3,384 5,873 3,508 
Среднее арифмети-
ческое 6,281 3,422 6,237 3,419 
 
Источник: [31].
Кроме ошибок прогнозирования, в качестве 
определения весовых коэффициентов можно 
использовать и информационные критерии. 
Так, в работах Б. Хенсен [32], С. Бакланд и др. 
[33] и К. Бурнхам и Д. Андерсон [34], Е. Фер-
нандез-Вазгес и Б. Морено [35] описывается 
на основе объединения прогнозов, были точнее, 
чем прогнозы на основе индивидуальных мето-
дов. При этом при сравнении данного метода со 
средним арифметическим значением нескольких 
прогнозов точность прогнозирования указанного 
метода не сильно отличалась от среднеарифмети-
ческого индивидуальных методов прогнозирова-
ния. Также авторы отметили, что объединение 
прогнозов позволяет избегать влияния поворот-
ных точек в рассматриваемом процессе.
В дальнейшем Дж. Сток и М. Уотсон [28] изме-
нили предлагаемый подход, добавив в расчет весо-
вых коэффициентов дисконтирующий фактор δ:
1
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.         (10)
При этом δ принимает только три значения: 
δ=1,0; 0,95; 0,9. Случай δ =1,0 соответствует слу-
чаю с некоррелированными индивидуальными 
прогнозами; остальные два значения применя-
ются в случаях, если в индивидуальных прогнозах 
присутствует корреляция.
При прогнозировании ВВП отдельных стран, 
авторы отметили, что объединение прогнозов 
имеет меньшую ошибку при коэффициенте 
дисконтирования, равном единице. Для объеди-
нения использовались прогнозы, построенные 
на основе авторегрессионной модели и модели 
случайного блуждания. Более подробно об ин-
дивидуальных методах и данных, используемых 
в статье, можно ознакомиться в работе Дж. Сток 
и М. Уотсон [29].
А.А. Кузнецов и А.В. Журов в своей работе [30] 
также представили вариант построения весовых 
коэффициентов для объединения прогнозов, ос-
новываясь на суммарной относительной ошибке 
(MAPE). Они предложили следующий метод:
( )1
i
iw k
δ δ
δ
−
=
−
;                   (11)
1
k
i
i
δ δ
=
= ∑ ,                         (12)
где δ
i
 - относительная ошибка для i-го индивидуального 
прогноза; k - число индивидуальных прогнозов. 
К сожалению, авторы не рассматривали в ра-
боте практическое применение представленного 
метода.
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определение весовых коэффициентов на основе 
Байесовского информационного критерия:
( )
( )1
1exp
2
1exp( )
2
i n
j
BIK i
w
BIK j
=
 −  
=
−∑
,          (13)
где i и j - определяет номер индивидуальной модели про-
гноза, а n - число индивидуальных моделей; 
аналогично, на основе информационного кри-
терия Акаике:
( )
( )1
1exp
2
1exp( )
2
i n
j
AIK i
w
AIK j
=
 −  
=
−∑
          (14)
В сравнении с другими методами прогнозиро-
вания методы на основе информационных кри-
териев не были лучшими, но не уступили по точ-
ности другим методам объединения прогнозов.
Описанные выше методы тесно связаны с 
ранее представленными методами на основе 
ретроспективы; по этой причине эти методы до-
полнили соответствующую группу.
Методы объединения, основанные на минимиза-
ции дисперсии ошибки объединенного прогноза
В 1969 г. Дж. Бейтс и К. Грейнджер предложили 
первые сложные методы определения весовых 
коэффициентов [13]. Эти методы подробно 
описывались в наших предыдущих обзорах [7, 8]. 
Отметим, что авторы представили методы опре-
деления весовых коэффициентов только для двух 
прогнозов. Ряд исследований по объединению 
прогнозов определили, что оптимальное объ-
единение прогнозов должно включать от трех до 
пяти индивидуальных методов прогнозирования. 
Учитывая это, остается актуальным нахождение 
методов объединения прогнозов, которые позво-
ляли бы объединять не только два метода прогно-
зирования, но и большее число индивидуальных 
прогнозов. Основываясь на высказывании Дж. 
Бейтс и К. Грейнджер, что их подходы могут быть 
расширены на объединение более двух индиви-
дуальных прогнозов, была предпринята попытка 
расширить эти методы на объединение более чем 
двух индивидуальных прогнозов.
А.А. Сурков [36] представил расширение ме-
тодов Дж. Бейтс и К. Грейнджер на объединение 
более двух индивидуальных методов прогнози-
рования. Эти результаты приведены в таблице 2.
Таблица 2
Объединение n методов по вариантам расчета весов Дж. 
Бейтс и К. Грейнджер [13] и П. Ньюболд и К. Грейнджер [37]
№ 
п/п 
Выражение для вычисления 
1 
𝑤𝑤𝑖𝑖,𝑇𝑇 = ∑ ∏ 𝑒𝑒𝑗𝑗 ,𝑡𝑡2𝑛𝑛𝑗𝑗=1,𝑗𝑗≠𝑖𝑖𝑇𝑇−1𝑡𝑡=𝑇𝑇−𝑣𝑣∑ ∑ ∏ 𝑒𝑒𝑗𝑗 ,𝑡𝑡2𝑛𝑛𝑗𝑗=1,𝑗𝑗≠𝑖𝑖𝑇𝑇−1𝑡𝑡=𝑇𝑇−𝜈𝜈𝑛𝑛𝑖𝑖=1 , 𝑖𝑖 = 1,… ,𝑛𝑛 
2 
𝑤𝑤𝑖𝑖,𝑇𝑇 = 𝛼𝛼𝑤𝑤𝑇𝑇−1 + (1− 𝛼𝛼) ∑ ∏ 𝑒𝑒𝑗𝑗 ,𝑡𝑡2𝑛𝑛𝑗𝑗=1,𝑗𝑗≠𝑖𝑖𝑇𝑇−1𝑡𝑡=𝑇𝑇−𝑣𝑣∑ ∑ ∏ 𝑒𝑒𝑗𝑗 ,𝑡𝑡2𝑛𝑛𝑗𝑗=1,𝑗𝑗≠𝑖𝑖𝑇𝑇−1𝑡𝑡=𝑇𝑇−𝜈𝜈𝑛𝑛𝑖𝑖=1 , 𝑖𝑖 = 1,… ,𝑛𝑛 
3 
𝑤𝑤𝑖𝑖,𝑇𝑇 = ∑ (𝛽𝛽𝑡𝑡 ∏ 𝑒𝑒𝑗𝑗 ,𝑡𝑡2𝑛𝑛𝑗𝑗=1,𝑗𝑗≠𝑖𝑖 )𝑇𝑇−1𝑡𝑡=1∑ ∑ (𝛽𝛽𝑡𝑡 ∏ 𝑒𝑒𝑗𝑗 ,𝑡𝑡2𝑛𝑛𝑗𝑗=1,𝑗𝑗≠𝑖𝑖 )𝑇𝑇−1𝑡𝑡=1𝑛𝑛𝑖𝑖=1 , 𝑖𝑖 = 1,… ,𝑛𝑛 
4 
𝑤𝑤𝑖𝑖,𝑇𝑇 = ∑ �𝛽𝛽𝑡𝑡 ∏ 𝑒𝑒𝑗𝑗 ,𝑡𝑡2𝑛𝑛𝑗𝑗=1,𝑗𝑗≠𝑖𝑖 �𝑇𝑇−1𝑡𝑡=1 − ∑ 𝛽𝛽𝑡𝑡 ∏ 𝑒𝑒𝑗𝑗 ,𝑡𝑡𝑛𝑛𝑗𝑗=1𝑇𝑇−1𝑡𝑡=1∑ ∑ �𝛽𝛽𝑡𝑡 ∏ 𝑒𝑒𝑗𝑗 ,𝑡𝑡2𝑛𝑛𝑗𝑗=1,𝑗𝑗≠𝑖𝑖 �𝑇𝑇−1𝑡𝑡=1𝑛𝑛𝑖𝑖=1 − 𝑛𝑛∑ 𝛽𝛽𝑡𝑡 ∏ 𝑒𝑒𝑗𝑗 ,𝑡𝑡𝑛𝑛𝑗𝑗=1𝑇𝑇−1𝑡𝑡=1 , 𝑖𝑖 = 1,… ,𝑛𝑛 
5 
𝑤𝑤𝑖𝑖,𝑇𝑇 = 𝛼𝛼𝑤𝑤𝑇𝑇−1 + (1− 𝛼𝛼)∏ �𝑒𝑒𝑗𝑗 ,𝑇𝑇−1�𝑛𝑛𝑗𝑗=1,𝑗𝑗≠𝑖𝑖∑ �𝑒𝑒𝑖𝑖 ,𝑇𝑇−1�𝑛𝑛𝑖𝑖=1 , 𝑖𝑖 = 1,… ,𝑛𝑛 
 
Для проверки предложенных формул А.А. 
Сурков рассмотрел четыре индивидуальных 
метода прогнозирования: метод гармонических 
весов, метод адаптивного экспоненциального 
сглаживания с использованием трэкинг-сигнала, 
метод обычного экспоненциального сглаживания 
и модель Бокса-Дженкинса (ARIMA). Прогнозы 
строились по семи рядам ключевых для экономи-
ки Российской Федерации товаров в натуральном 
выражении:
- производство электроэнергии;
- добыча каменного угля;
- добыча сырой нефти; 
- добыча природного газа; 
- производство металлорежущих станков;
- производство мяса;
- производство растительного  масла.
Используемые показатели были представлены 
годовыми данными за период с 1950 по 2016 г. 
Для сравнения с фактическими данными про-
гнозы по временным рядам строились на 2016 г. 
и на 2017 г.
Автор отметил, что в целом описываемые 
методы предлагают близкие весовые коэффици-
енты для индивидуальных прогнозов. Явные же 
.
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расхождения были связаны с методикой постро-
ения весовых коэффициентов. Так, в первых двух 
методах использовалась часть последних ошибок 
индивидуальных прогнозов, в третьем и четвертом 
методах - ошибки на всем периоде построения 
прогнозов, а в последнем методе - только преды-
дущая ошибка перед прогнозным периодом по 
каждому индивидуальному методу прогнозирова-
ния. В связи с этим последний метод не учитывал 
всю информацию о точности индивидуальных 
прогнозов и мог оказаться менее точным относи-
тельно других методов объединения, что и было 
показано на практике. Наиболее точным методом 
объединения прогнозов оказался третий метод, 
предложенный Дж. Бейтсом и К. Грейнджером.
Предлагаемые методы более адаптивны к из-
меняющимся событиям на практике, хорошо 
реагируя на поворотные точки в динамике вре-
менных рядов. Они используют прошлые резуль-
таты прогнозирования и перестраиваются в зави-
симости от точности последних индивидуальных 
прогнозов, что не происходит при использовании 
других методов объединения, которые определя-
ют фиксированные весовые коэффициенты.
В среднем, среднеквадратическая ошибка по 
первым четырем методам была меньше в полтора, 
а то и в три раза, чем у наиболее точного инди-
видуального прогноза, построенного по методу 
гармонических весов. Пятый метод объединения 
прогнозов также был точнее, чем индивидуальные 
методы прогнозирования, но точность прогноза, 
как ни странно, незначительно уступала методу 
гармонических весов.
Методы на основе математического 
программирования
Ранее в обзорах использовались методы, осно-
ванные на квадратичном программировании. Это, 
в частности, подход, описанный у Бейлинсона и 
Мотовой [38] и у Остапюк и Мотовой [39]. Для 
минимизации ретроспективных относительных 
ошибок прогнозирования они применяли аппа-
рат квадратичного программирования. Авторы 
поставили задачу, эквивалентную задаче метода 
наименьших квадратов с ограничениями типа 
уравнений и неравенств одновременно:
; minHw Hw = ; (w;e)=1; 0≤w≤e,        (15)
где w - вектор весовых коэффициентов для объединенного 
прогноза; e - единичный вектор; H - матрица ретроспек-
тивных относительных ошибок прогнозирования. 
Такая задача, по мнению авторов, должна ре-
шаться специальными методами квадратичного 
программирования.
Но использование математического програм-
мирования для поиска весовых коэффициентов 
объединенного прогноза не ограничивается 
использованием только методов квадратичного 
программирования. Ранее в статье была описана 
работа А.А. Бойко, где одним из рассматривае-
мых методов построения весовых коэффициен-
тов представлен метод на основе минимизации 
ошибки прогнозирования. Для этих целей автор 
использовал инструментарий нелинейного про-
граммирования.
В общем виде минимизация сводилась к сле-
дующему уравнению:
1
1
1
k j
n i j ij
i i
y w f
MAPE
n y
=
=
−
=
∑
∑ ,      (16)
где n - число наблюдений в ретроспективном ряде, ис-
пользующихся для расчета оптимальных весовых ко-
эффициентов; k - число индивидуальных прогнозных 
моделей, используемых в объединении; y - фактическое 
значение ряда; f - прогнозное значение ряда, рассчи-
танное по конкретному индивидуальному методу про-
гнозирования.
Минимизация функционала осуществлялась 
в системе ограничений, которая включает в себя 
неравенства и равенство. Неравенства обеспечи-
вались принадлежностью коэффициентов интер-
валу [0; 1]. Оставшееся ограничение определяло 
равенство суммы коэффициентов единице. Для 
практических расчетов в работе использовался 
прикладной пакет программ MATLAB.
Как отмечалось выше, данный метод на 
практике превзошел по точности метод на ос-
нове ретроспективы, описанный ранее, среднее 
арифметическое индивидуальных методов про-
гнозирования и метод попарных предпочтений.
Выводы
В качестве вывода предлагается перерабо-
танная таблица рассмотренных в обзорах [7, 8] 
методов построения весовых коэффициентов 
для объединенного прогноза (см. таблицу 3). 
Методология построения весовых коэффици-
ентов для объединения прогнозов продолжает 
свое развитие и сегодня. Описанные методы 
являются только частью используемых мето-
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Таблица 3
Методы объединения прогнозов
Метод Основные результаты Литература Применение 
Методы на основе среднего арифметического 
Взвешенное среднее 
Практика показала, что обычное среднее 
нескольких прогнозов не хуже, чем частные 
прогнозы по точности, а более чем в 60% даже 
точнее. Но среднее арифметическое не 
учитывает возможные аномальные прогнозы. 
На его основе было определено, что наиболее 
эффективно использовать пять-шесть частных 
прогнозов для объединения 
Бейтс и Грейнджер  (1969) 
[13], 
Макридакис и Винклер (1983) 
[40], 
Винклер и Клемен (1992) [41], 
Макридакис и Хибон (2000) 
[42] 
Среднее арифметическое было 
использовано для различных методов 
прогнозирования и различного числа 
частных прогнозов. Определение 
оптимального количества частных 
прогнозов для последующего их 
объединения 
Усеченное среднее 
Усечение на 5-7%  может увеличить точность 
прогнозирования по сравнению со средним 
арифметическим в 50% случаев 
Жозе и Винклер 
(2008) [43], 
Гудвин (2009) [44], 
Винклер и Клемен (1992) [45] 
Представление вариантов с 
усечениями наибольших и 
наименьших прогнозных значений. 
Выявление неэффективности 
простого среднего арифметического 
Методы на основе МНК 
Методы  Грейнджера  и  
Раманатхана 
Представление вариантов с вводом ограничений 
на сумму весовых коэффициентов и 
комбинацию с использованием постоянного 
коэффициента. Результатом стало 
доказательство оправданности вводимых 
ограничений на веса и неэффективность 
включения постоянного коэффициента 
Грейнджер  и  
Раманатхан (1984) [18], 
Клемен (1986) [17], 
Тренклер и Лиски (1986) [46] 
Определение преимущества в 
точности прогнозирования 
предложенных методов по 
сравнению со средним 
арифметическим частных прогнозов. 
Характеристика ограничений для 
весовых коэффициентов 
Метод Ершова 
Альтернативные гипотезы построения 
комбинированного прогноза с использованием 
регрессионных моделей. Независимое 
подтверждение увеличения точности 
прогнозирования через объединение прогнозов 
Ершов 
(1973) [47] 
Теоретическое обоснование метода. 
Сравнительный анализ различных 
подходов к объединению прогнозов. 
Формулировка предпосылок для 
практического применения методов 
Минимизация дисперсии ошибок 
Пять различных  
методов 
Предлагаемые методы показали, что 
объединение прогнозов может значительно 
превосходить самые точные частные прогнозы. 
Но для этого необходимо подобрать 
оптимальные значения весовых коэффициентов. 
Представлены результаты по эффективности 
объединения прогнозов 
Бейтс и Грейнджер (1969) 
[13], 
Ньюболд и Грейнджер  (1974) 
[37], 
Макридакис и Винклер (1983) 
[40] 
Сравнение объединенного прогноза с 
методами Хольта-Винтерса и Бокса-
Дженкинса, определение их 
преимуществ по сравнению с 
данными методами. Подбор 
оптимальных коэффициентов для 
методов. Выработка общих правил 
для прогнозирования одномерных 
рядов 
Расширение пяти 
методов для n прогнозов 
Предложенные методы Bates and Granger были 
расширены для использования объединения 
прогнозов по n индивиуальным методам 
прогнозирования 
Сурков (2017) [36] 
Сравнение объединенного прогноза с 
индивидуальными методами 
прогнозирования основных 
макроэкономических показателей 
России. Практическая реализация 
расширенных методов. 
Аддитивная свертка 
Определение весовых коэффициентов 
объединенного прогноза через оценку значений 
дисперсий частных прогнозов. Сведение 
нахождения весовых коэффициентов к задаче на 
условный экстремум 
Балтрушевич 
(1991) [48] 
Применение объединенного прогноза 
при оценке эффективности гибких 
производственных систем 
Методы на основе ретроспективы 
Простые методы 
Построение весовых коэффициентов на основе 
величины, обратной ошибкам прогнозирования 
(MAPE, RSS) 
Андреев (2016) [23] 
Прогнозирование динамики 
инфляции в рамках ЦБ на основе 
использования комбинирования 
индивидуальных методов 
прогнозирования. Сравнение 
результатов с индивидуальными 
прогнозами 
AFTER 
Выделение нескольких способов задания весов 
при комбинировании прогнозов в зависимости 
от того, известна ли условная дисперсия 
временного ряда, или оценка дисперсии, или же 
дисперсия вообще не учитывается 
Янг (2001) [49], 
Зоу и Янг (2004) [50] 
Сравнение метода с экспертными 
оценками для определения уровня 
увеличения точности предлагаемого 
метода 
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Окончание таблицы 3
дов объединения. Но при всем их разнообра-
зии сегодня уже не возникает сомнений в том, 
что методы объединения прогнозов являются 
эффективным способом повышения точности 
прогнозирования.
Литература
1. Gooijer Jan G. De, Rob J.H. 25 years of time series 
forecasting // International Journal of Forecasting. 2006. 
Vol. 22 (3). P. 443-473.
Метод Основные результаты Литература Применение 
Метод Бунна 
Представление ретроспективного метода на 
основе сравнения точности прогнозов на 
предыдущем этапе прогнозирования. 
Нахождение весовых коэффициентов через 
бета-распределение 
Бунн (1975) [51], 
Бунн (1977) [52] 
Определение большей точности 
прогнозирования для предлагаемого 
метода объединения прогнозов. 
Попытка добавить экспертную 
информацию в объединенный 
прогноз 
Адаптивный метод 
Использование экспоненциального сглаживания 
для построения весовых коэффициентов. 
Использование последних значений прогноза 
для адаптации объединения к изменениям 
прогнозной ситуации 
Лукашин (2003) [53], 
Дуброва (2012) [54] 
Использование метода для 
практических целей. Определение 
эффективности объединения 
прогнозов с использованием данного 
метода построения весовых 
коэффициентов в краткосрочной 
перспективе 
Четыре метода на 
основе ретроспективы 
Построение весовых коэффициентов на основе 
величины, обратно пропорциональной ошибке 
прогнозирования, и попытка применения 
экспоненциального сглаживания 
Пантазопоулос и Паппис  
(1998) [24] 
Применение ошибок 
прогнозирования для построения 
весовых коэффициентов и попытка 
использования экспоненциального 
сглаживания 
Метод суммарной 
ошибки 
Расчет весовых коэффициентов с 
использованием суммарной и индивидуальных 
относительных ошибок прогнозирования 
Кузнецов и Журов (2007) 
[30], 
Бойко (2017) [31] 
Сравнение на практике методов 
объединения прогнозов с различным 
подходом. Применение объединения 
прогнозов для прогнозирования 
валютных курсов 
Методы с применением факторного анализа 
Метод Горелика и 
Френкеля 
Использование инструментария факторного 
анализа для построения комбинированного 
прогноза. Сравнительный анализ 
существующих методов объединения  
прогнозов 
Горелик и Френкель 
(1983) [55], 
Френкель (1989) [56] 
Сравнение предложенного метода с 
несколькими частными прогнозами 
на основе прогнозирования 
производительности труда в 
цементной  промышленности 
Метод попарных предпочтений 
Метод Гупта и Вилтона 
Для определения весовых коэффициентов на 
основе матрицы, элементами которой являются 
отношения вероятностей того, что один прогноз 
будет лучше в плане значения дисперсии. 
Метод показал хорошие результаты в точности 
для прогнозов с короткими временными рядами 
и позволяет использовать в объединенном 
прогнозе экспертную информацию 
Гупта и Вилтон (1987) [57], 
Гупта и Вилтон (1988) [58] 
Сравнение метода со средним 
арифметическим и некоторыми 
другими методами объединения 
прогнозов 
Методы на основе математического программирования 
Метод Бейлинсон и 
Мотовой 
Построение весовых коэффициентов 
объединенного прогноза через минимизацию 
ретроспективных относительных ошибок 
частных прогнозов. Совместно с ограничениями 
на весовые коэффициенты метод сводится к 
задаче квадратичного программирования 
Бейлинсон и Мотова 
(1990) [38], 
Остапюк и Мотова 
(2004) [39] 
Применение метода для 
практических целей. Сравнение 
объединенного прогноза с частными 
прогнозами. Выявление уменьшения 
средней абсолютной и средней 
относительной ошибок для 
объединенного прогноза 
Метод минимизации 
функционала (MAPE) 
Использование нелинейного программирования 
для построения весовых коэффициентов 
объединенного прогноза 
Бойко (2017) [31] 
Сравнение нескольких методов 
объединения прогнозов между собой 
и с индивидуальными прогнозами. 
Оценка используемых методов. 
Применение объединения прогнозов 
для прогнозирования валютных 
курсов 
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Combining forecasts has already proven to be a simple and practical method for improving the quality of forecasting. The use of all 
available information from various prediction methods makes it possible to increase the accuracy of forecasting even when individual 
methods are not accurate enough.
This article is a continuation of previously published reviews of different approaches and methods for constructing weighting 
factors to combine forecasts. In the last several decades, in the foreign literature a lot of studies have been published on comparative 
analysis and establishing various methods of combining forecasts. Unfortunately, Russian authors pay little attention to this trend in 
improving forecasting methodology, e.g. they do not compare various methods of combining forecasts. Those studies that do make 
such comparisons are limited only to a few simple methods. Many methods of combining forecasts that are widely used abroad are 
disregarded by the Russian scientists. This paper along with the previous reviews have been tasked with examining different approaches 
to obtaining weighting factors in combining forecasts, and introducing them to Russian scientists and researchers.
As a result, this article adds to the previously proposed classification (Voprosy statistiki, 2015, № 8) of basic and most frequently 
used methods of combining forecasts with a description of the obtained results and indicating scientific publications authored by both 
Russian and foreign researchers on the issue in question, with those studies that were excluded from the authors’ previous reviews.
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