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Abstract
We examine the efficiency of pure, nondegenerate quantum-error correction-codes for Pauli chan-
nels. Specifically, we investigate if correction of multiple errors in a block is more efficient than
using a code that only corrects one error per block. Block coding with multiple-error correction
cannot increase the efficiency when the qubit error-probability is below a certain value and the
code size fixed. More surprisingly, existing multiple-error correction codes with a code length
≤ 256 qubits have lower efficiency than the optimal single-error correcting codes for any value
of the qubit error-probability. We also investigate how efficient various proposed nondegenerate
single-error correcting codes are compared to the limit set by the code redundancy and by the
necessary conditions for hypothetically existing nondegenerate codes. We find that existing codes
are close to optimal.
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I. INTRODUCTION
Quantum computers hold great promise for efficient computing, at least for certain classes
of problems [1]. However, similarly to ordinary computers, quantum computers are subject
to noise (unwanted interaction with the environment). Hence, the state of a quantum
computer needs to be monitored and subject to “restoring forces” to keep the computation
on track. Fortunately, it has been shown that it is possible to implement such forces, e.g.,
quantum error correction, that will ensure that errors do not lead to computational failures
if the qubit error-probability is kept within certain limits.
Quantum-error correcting codes were discovered by Shor [2] and by Steane [3, 4]. Soon
thereafter a more conceptual understanding of quantum-error correction-codes developed
[5, 6, 7, 8], and recently a generalized approach to different kinds of error control, including
decoherence-free subspaces has been developed [9]. A large number of quantum-error cor-
recting codes have been proposed [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24,
25, 26, 27, 28, 29, 30]. Recently, work has also been undertaken to develop algorithms for
code optimization [31, 32, 33, 34]. Quantum-error correction-coding is based on a mapping
of k logical qubits onto n > k physical qubits. If such a code can correct up to t qubit
errors of some restricted class, then the code is denoted a [[n, k, 2t+1]] code. The parameter
2t+1 = d is the codeword space distance, and the distance will have to be 2t+1 to uniquely
identify every error, as a distance of 2t would lead to different errors resulting in the same
state. The numbers n, k, t are of course not independent, but bounds for codes maximizing
the ratio k/n for a given t have been derived [5, 21, 35, 36] It has, e.g., been established
that error correcting codes exist with the asymptotic rate [5]
k/n = 1− 2H2(2t/n), (1)
where H2 is the binary entropy function H2(p) = −p log2(p) − (1 − p) log2(1 − p). Hence,
the redundancy (overhead) is rather small for long codes.
In this work, we will consider errors induced by so-called Pauli channels. The error
operators in this case either flip the qubit value |0〉 ↔ |1〉, flip the qubit phase α |0〉+β |1〉 ↔
α |0〉 − β |1〉, or do a combination of both operations. The errors can be operationally
described by the Pauli operators, hence the name. For simplicity (and quite realistically) we
shall assume that each qubit in the code are affected by each of these errors independently,
each with a probability p/3. Hence, we shall consider a depolarizing channel, which is a
2
special case of a Pauli channel. However, the codes we shall discuss can handle any Pauli
channel, although if the possible errors did not occur with the same probability, somewhat
more efficient codes could be constructed [37]. However, we are confident that an analysis
of such codes would qualitatively lead to the same conclusions.
Originally, it was thought that every error must be uniquely identifiable by the code’s
error syndrome vector, that is the ensuing vector after at most t errors have occurred. If for
every error (up to t errors) the resulting syndrome vectors are all different, the code is called
nondegenerate. If, in addition, all these vectors are mutually orthogonal, the code is called
pure. However, in 1996 codes were discovered where some errors led to the same syndrome
[17, 38]. Such a code is called a degenerate code. Since, a number of different suggestions for
degenerate codes have been put forward, and it has been shown that they provide a higher
communication rate than nondegenerate codes [39], at least for Pauli channels. However,
the best such codes use concatenation which is resource demanding. In this work we will
therefore take a step back and analyze pure, nondegenerate codes, and specifically try to
answer the question whether or not it ”pays” to correct more than one error per codeword.
II. THE QUANTUM HAMMING BOUND AND OTHER RESTRICTIONS
A nondegenerate quantum-error correcting code is constructed in such a way that every
detectable error results in a unique syndrome. For a Pauli channel each qubit can be affected
by three different errors, a bit flip, a phase flip, or both. If k logical qubits are coded onto n
physical qubits, and up to t errors are to be uniquely detected, then the quantum Hamming
bound must be fulfilled [10]:
2n−k ≥
t∑
i=0
3i

 n
i

 . (2)
This bound gives a necessary condition on the size of the syndrome Hilbert space to accom-
modate an orthogonal vector for each detectable error. However, there is no guarantee that
a code can be found for every triplet n, k, t that satisfies the inequality. In the following
we shall use the designation “hypothetical code” for a code labeled [[n, k, 2t+ 1]] where the
triplet fulfills the quantum Hamming bound and other known bounds (see below). Such
triplets [[n, k, 2t+1]] for which a code is known to exist we shall call existing codes. Hence,
the set of existing codes is a subset of the set of hypothetical codes. For certain triplets,
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such as [[5, 1, 3]] the Hamming bound is fulfilled with equality. If a code exists for such a
triplet, then the code is called a perfect code [7, 11]. It is also known that codes can be
constructed for triplets within the Gilbert-Varshamov bound
2n−k ≤
2t∑
i=0
3i

 n
i

 . (3)
That is, the Gilbert-Varshamov bound gives a lower limit for the needed ratio k/n for a
given t, just like the bound (1). These bounds, along with several others [21], hence give
sufficient bounds. However, they tend to give ratios k/n quite a bit below the ratios k/n
achievable with the best existing codes.
The quantum Hamming bound is not the only necessary bound. Knill and Laflamme [8]
have shown that all quantum codes must fulfill the quantum Singleton bound
k ≤ n− 4t. (4)
A similar and related bound is derived in [21]. It is shown that a pure code needs to satisfy
k ≤ n− 2d+ 2, (5)
where d is the code-word distance. Since an error-correcting, nondegenerate code requires
d = 2t+1, the bounds (4) and (5) coincide for this case. Unfortunately these are rather lax
bounds. In fact, any code satisfying the quantum Hamming bound (2) will also satisfy the
bound (4).
A stricter but unfortunately more complicated bound for Pauli-channel codes was derived
in [21] (as Theorem 21). The bound is expressed in a set of equations, whose solution can
typically only be found through a computer search via linear programming. The authors of
[21] have searched through all the possible codes for n ≤ 30 and tabulated possible values
for k and d. In Ref. [40], an updated table including codes up to n ≤ 128 can be found.
We have used the tabulated bounds whenever they are stricter than the Hamming bound
for any hypothetical code with n ≤ 128, but above this value we have used the quantum
Hamming bound and in some cases extrapolated values. Hence, the reader should be warned
that with all likelihood, some codes we have hypothetically assumed to exist may violate
the stricter Theorem 21 in [21].
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III. EFFICIENCY MEASURES
If one has a block of m ≫ 1 logical qubits one has many possibilities to code the block.
One could code each qubit separately, using some [[n1, 1, 2t1+1]] code, one could code them
pairwise using some [[n2, 2, 2t2 + 1]], code, or in the extreme case, code the whole block
using an [[nm, m, 2tm+1]] code. In this paper we shall specifically study how nondegenerate
codes’ efficiency vary with the correction depth t under the restriction that n ≤ 256. We
shall always consider the asymptotic rate, that is, when the number of qubits m one wants
to transmit fulfills m≫ 256.
There are several possibilities to define the efficiency of a code. The best method, from
an information-theoretic viewpoint, would be to define the efficiency as the worst case, or
the average, over all n-qubit density operators (possibly with the restriction to pure density
operators) of
1
n
Ic(Rˆ ◦ Eˆρˆn, ρˆn), (6)
where Ic is the mutual information, Eˆ denotes the statistical error operator, and Rˆ represents
the syndrome measurement and recovery operator. However, such a measure is difficult
to compute. It, e.g., requires that one makes a priori assumptions about the statistical
distribution of the logical qubit block and then computes the average mutual information
for this weighted ensemble. Such a calculation would be computationally “heavy” even for
rather small k or n.
Another measure would be to look for a worst case scenario of transmitting an entangled
qubit-block. One could then take the ratio between the original entanglement and the resi-
dual entanglement after coding, Pauli errors, syndrome measurement, and error correction
and multiply with k/n. Here one would be up to the daunting task of first defining a sensible
quantitative measure of multiparty entanglement, and then search over the 2m-dimensional
Hilbert space for the worst case. Methods for doing this even for a rather small number of
logical qubits (say, k > 5) are presently missing.
Yet another measure is the computed worst case, or average, fidelity between the original
logical qubits and the qubits after coding them, introducing qubit errors with probability p
per qubit, making a syndrome measurement, and error correcting the ensuing states. One
should subsequently multiply this average fidelity with the ratio k/n. A good code would
give a high fidelity for an n not greatly exceeding k. Again, it will be difficult to compute
5
both the worst case and the average fidelity.
We have opted to to base our efficiency measure on the lower bound of the probability
P for correctly coding, transmitting, and recovering each block of k logical qubits. Suppose
that with probability P no more that t errors occurred in an n qubit string, coded by a
[[n, k, 2t+ 1]] code, where, under the assumption of independent errors P is given by
P =
t∑
i=0
(1− p)n−ipi

 n
i

 . (7)
In this case the code will enable us to restore the string to its correct state. If more than t
errors occurred, then in spite of the code, we cannot correct the string, so on average it is fair
to assume that we cannot do better than guessing the correct state. In the (logical) Hilbert
space of dimension k, this would lead to an average fidelity of 2−k. Hence, the average fidelity
after correction would thus be ≈ P ·1+(1−P )/2k. However, for long codes and small qubit
error probabilities p, both 1 − P and 2−k are small, or even very small, compared to P , so
P would give a lower bound to the fidelity, and moreover, be a rather close estimate. (We
shall return to this topic in Sec. VII.) Our wish is to transmit the maximum information
per used physical qubit. Hence, our efficiency measure will be defined
E =
Pk
n
. (8)
which essentially tells us how many logical qubits per physical qubit the code can transmit
at a certain error probability p per qubit. Inserting Eq. (7) in Eq. (8) gives our efficiency
measure explicitly. In accordance with the law of large numbers, if the number of logical
qubits to be transmitted is K ≫ k, one can expect to receive PK correct qubits if one is
willing to transmit PK/E physical qubits.
IV. MULTIPLE ERROR CORRECTION
In this section the advantages and disadvantages with multiple error correcting codes
will be discussed. We shall mostly take existing codes as our examples for simplicity. Below
we shall see that existing codes come very close to hypothetical codes in performance, so
possible gains with codes invented in the future will be small. By the way of example we
shall initially study codes 64 qubits long. Using the Hamming bound (2) and [40], one
can show that the codes [[64, 56, 3]], [[64, 48, 5]] exist, and that [[64, 43, 7]] is a hypothetical
6
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FIG. 1: The probability that the error-corrected state is identical to the original state for different
codes. The codes are assumed to have the parameters [[64, 56, 3]] (solid), [[64, 48, 5]] (dashed), and
[[64, 43, 7]] (dot-dashed). Inset the codes’ efficiency E is plotted.
code. Actually, the Hamming bound (2) also allows, e.g., the code [[64, 49, 5]], but the more
restrictive conditions applied in [40] show that such code, in fact, does not exist. In Fig. 1
we have plotted the probability P of transmitting the state correctly, v.s. the single qubit
error probability p. A code that corrects single qubit errors has a 1−O(p2) behavior whereas
a code correcting t errors will scale as 1−O(pt+1) close to p = 0. Hence as t grows, the code
becomes more and more tolerant to errors while for a fixed code length it can code fewer
and fewer logical qubits, decreasing the efficiency when p is close to zero. This makes sense
as strings with few multiple errors will not gain much from multiple error correction.
In Fig. (1) we have also plotted, as an inset, the efficiency E v.s. the the single qubit
error probability p. Here we see that as expected, for a fixed code length the smaller the
error correction depth t, the more efficient the code is close to p = 0. The codes with larger
error correction depth t are only more efficient than the codes with smaller t when the error
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FIG. 2: The efficiency for codes with assumed parameters [[5, 1, 3]] (solid), [[8, 3, 3]] (dashed),
[[17, 11, 3]] (dot-dashed), [[40, 33, 3]] (small dashed), and [[85, 77, 3]] (dot-dot-dashed).
probability p is substantial.
It has been known for some time now that efficient nondegenerate quantum codes exist
for small errors. The efficiency increases with increased block length k for a fixed error
correcting depth t. In Fig. 2 we have plotted the efficiency E v.s. the single qubit error
probability p for existing codes correcting a single error, where, moreover, the codes [[5, 1, 3]]
and [[85, 77, 3]] are perfect codes. This shows that long codes have the best efficiency, but
only for a small range of error probabilities p close to zero. The envelope of such a set of
functions is actually the real point of interest, because it gives a bound for the efficiency
of any depolarizing-channel, pure, nondegenerate code that is correcting only a single error
per block.
Let us now compare the efficiency envelope functions of existing and hypothetical codes
with an error correction depth of 1, 2, and 3, all having n ≤ 256 in Fig. 3. To obtain
these envelopes we plot the largest efficiency of the hypothetical codes fulfilling (2) and for
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n ≤ 128 also the tabulated bounds in [40]. It is trivially true that very close to p = 0
the codes with the largest ratio k/n for a given difference n − k will have the highest
efficiency. For larger p this no longer holds true, so one needs to search trough a large
number of hypothetical codes to make sure that one has found the most efficient code for
any given p. A guiding principle in this search is that codes coming close to the Hamming
bound are efficient as they use the code’s redundancy nearly optimally. The most efficient
(each for some range of probabilities p), existing, single error correcting codes with t = 1
and n ≤ 256 are [[5, 1, 3]] (perfect), [[8, 3, 3]], [[15, 9, 3]], [[16, 10, 3]], [[17, 11, 3]], [[21, 15, 3]]
(perfect), [[40, 33, 3]], [[74, 66, 3]], [[85, 77, 3]] (perfect), [[128, 119, 3]], and [[256, 246, 3]]. The
implementation of these codes (and the codes below) can be found in [21, 40], where the
latter reference is the more extensive. The only hypothetical t = 1 code we have found that
could possibly beat any of these codes (but only in a small range of p) is a [[170, 161, 3]]
code, as shown in the Fig. 3 inset.
The n ≤ 256 codes with t = 2 which have the highest efficiencies are [[11, 1, 5]],
[[16, 4, 5]], [[18, 6, 5]], [[27, 13, 5]], [[30, 16, 5]], [[35, 20, 5]], [[58, 42, 5]], [[70, 54, 5]], [[128, 110, 5]]
and [[256, 231, 5]]. Hypothetically, codes with the following parameters will be even more
efficient: [[14, 3, 5]], [[16, 5, 5]], [[17, 6, 5]], [[27, 15, 5]], [[39, 26, 5]], [[83, 68, 5]], [[118, 102, 5]],
[[170, 151, 5]], and [[256, 233, 5]]. The last two codes need an additional comment. The Ham-
ming bound allows [[170, 153, 5]] and [[256, 236, 5]] codes, but an analysis of both existing
and hypothetical codes with n ≤ 128 shows that neither set of codes come close to saturating
the Hamming bound. Both sets of codes have a nearly linear relationship between k and
n, so we have been a little bit conservative and estimated the last two hypothetical codes
by linear extrapolation of the rest of the “hypothetical” set, and used these extrapolated
parameters in plotting Fig. 3.
The most efficient, existing t = 3 codes are [[17, 1, 7]], [[25, 5, 7]], [[35, 13, 7]], [[42, 20, 7]],
[[64, 38, 7]], [[113, 85, 7]], [[128, 98, 7]], and [[255, 215, 7]]. The hypothetical codes with
higher efficiency are [[20, 3, 7]], [[22, 5, 7]], [[28, 11, 7]], [[36, 18, 7]], [[59, 39, 7]], [[94, 72, 7]],
[[121, 98, 7]], and [[256, 223, 7]], where the last code again is inferred through linear extra-
polation from the n ≤ 128 codes in the corresponding set, whereas the quantum Hamming
bound permits the code [[256, 229, 7]].
In Fig. 3 one sees that, as expected, for sufficiently small errors p, the single-error
correcting code is most efficient, whereas for larger p it is conceivable that t = 2 or t = 3
9
0.000 0.002 0.004 0.006 0.008 0.010 0.012 0.014
0.70
0.75
0.80
0.85
0.90
0.95
1.00
Errorprobability p
E
ff
ic
ie
n
cy
E
Error probability p
E
ff
ic
ie
n
cy
E
0.0000 0.0005 0.0010 0.0015 0.0020
0.90
0.92
0.94
0.96
0.98
1.00
FIG. 3: The maximum efficiency for hypothetical codes with assumed parameters t = 1 (short-
dashed), t = 2 (dashed), t = 3 (dot-dashed), and the most efficient existing codes with t = 1
(solid). An enlargement of the plotted efficiency of existing and hypothetical codes with t = 1 in
the only region they differ is inset for clarity.
codes could be more efficient. (Remember that so far we are considering hypothetical codes
for t > 1.)
It is interesting to see for what interval of qubit error probabilities 0 < p ≤ pc it is
impossible to find t > 1 codes that outperform the t = 1 codes, given ≤ 256. To find
the interval we need to compute the qubit error probability pc for which the efficiency of
the most efficient, existing [[n, k1, 3]] and the best hypothetical [[n, k2, 5]] codes are equal.
To give an analytical estimate of the range 0 ≤ p ≤ pc where single error correcting codes
are the most efficient we use Eqs. (7) and (8) and set E(n, k1, 3, pc) = E(n, k2, 5, pc). If we
expand the ensuing expression to second order in pc and solve the equation, we find that
pc ≈
√
2(k1 − k2)
k1n(n− 1)
. (9)
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Since the difference k1 − k2 grows only very slowly with n, but k1 grows approximately
linearly with n, we conclude that for 0 < p ≤ pc, where pc ∼ n
−3/2, there will exist a
nondegenerate, length n, single qubit correcting code with higher efficiency than any length
n, two-qubit correcting code. Using the values of n, k1 for the existing code [[256, 246, 3]] and
k2 for the hypothetical code [[256, 233, 5]], we find that the range of error probabilities where
the former code outperforms the latter is 0 < p ≤ 0.0013. A more conservative estimate
through the quantum Hamming bound, which allows a [[256, 237, 5]] code, gives the bound
0 < p ≤ 0.0011. This range of probabilities is surprisingly large.
However, as seen in Fig. 3, before the respective curves for the [[256, 246, 3]] and
[[256, 233, 5]] codes above cross, the existing [[128, 119, 3]] code becomes more efficient.
Therefore, it is only for approximately p ≥ 0.0025 any (so far hypothetical) t > 1 code
become more efficient than any (existing) t = 1 code.
V. HOW GOOD ARE EXISTING CODES?
In Fig. 3, inset, the efficiency of the most efficient, existing, nondegenerate codes cor-
recting one-qubit errors and the efficiency of the most efficient similar hypothetical codes
is plotted. As mentioned above we have found only one hypothetical code that in a small
range of error probabilities could outperform the existing codes, so there is little hope for
improvement for the t = 1 codes. One may ask why this is, and the answer is that the
existing t = 1 codes listed in the previous section all lie very close to the quantum Ham-
ming bound which provides the least restrictive necessary condition for nondegenerate codes.
E.g., the [[256, 246, 3]] code uses 769 out of the possible 1024 syndrome vectors to correct all
single qubit errors. That is, the code uses most of its redundancy to perform the task it is
intended for – to correct the most frequent errors. We shall see below that in the range of
error probabilities where a specific code is the most efficient, it is impossible to design more
than a marginally more efficient code, even under the most optimistic assumptions. The
nondegenerate perfect codes are simply perfect. They use all redundancy for the intended
purpose.
In Fig. 4 we plot the maximum efficiency of n ≤ 256 existing nondegenerate codes, listed
in the previous section. Whereas it is quite trivial that for hypothetical codes, there must
always be some small range of p were a single-qubit correcting code must be more efficient
11
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FIG. 4: The efficiency for some existing codes with n ≤ 256 vs. the qubit error probability p for
t = 1 (solid), t = 2 (dashed), and t = 3 (dash-dotted).
than any t > 1 code, given that they all have a maximum code length nMax, the result for
existing codes is nontrivial. For the existing n ≤ 256 codes we have analyzed, one can always
find among them a t = 1 code that has equal or higher efficiency for any value of the qubit
error probability p than any existing t > 1 code. The reason for this counterintuitive result,
that contradicts our experience from classical codes, is that the number of errors increases
a factor 3t faster for the Pauli channel than for e.g., a classical flip channel. Therefore, the
redundancy must also grow much faster for a Pauli-channel code than for a classical bit-flip
code. This makes the efficiency smaller for the t > 1 than for the t = 1 codes.
VI. CAN EXISTING CODES BE IMPROVED?
We have seen above that, excluding the three perfect codes, even the optimal codes do not
use all possible syndromes. One may then ask how much could be gained if, hypothetically,
the whole syndrome vector space could be used for correcting errors. One should remember
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that quite obviously the most frequent errors should be corrected with the highest priority, so
before attempting to correct any double errors, one should correct all single errors etc., and it
is on this premise codes are designed. However, in order to argue that existing codes cannot
be much better, let us assume for the moment that codes that are pure, nondegenerate and
that uses every syndrome to correct errors can be constructed. The number r of “left over”
syndrome vectors of a [[n, k, 2t+ 1]] code is
r = 2(n−k) −
t∑
i=0
3i

 n
i

 (10)
and only for perfect codes this number is zero. The number q of unique errors of order t+1
is
3t+1

 n
t + 1

 . (11)
Hence we can correct a ratio r/q of the t + 1 order errors. If we corrected all such errors,
the success probability P would be boosted by the term
 n
t + 1

 (1− p)(n−t−1)p(t+1). (12)
Because the number of leftover syndromes r is smaller than the number of t+1 order errors
(if not, the code is ill designed as it has sufficient length and redundancy to correct all errors
of order t + 1) we can not, even in the best case, correct all of them, and therefore the
additional contribution to the success probability P will be
r
q

 n
t + 1

 (1− p)(n−t−1)p(t+1) = r
3(t+1)
(1− p)(n−t−1)p(t+1) (13)
and the additional contribution to the efficiency E will be k/n times this number.
To put these equations in context, let us take the [[128, 110, 5]] code over GF(2*2) [40] as
an example. The code allows 2(128−110) = 262144 syndromes, whereof 1 is needed to identify
the no error case, 3 · 128 = 384 are needed to identify all single errors, and 32 · 128 · 127/2 =
73152 are needed to identify all double errors. Remain r = 262144 − 73537 = 188607
syndrome vectors that can be used to correct some of the the m = 9217152 triple errors.
13
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FIG. 5: The efficiency for existing t = 2 codes with n ≤ 256 (dashed), and for assumed codes
of the same lengths that uses every syndrome for error correction (solid), vs. the qubit error
probability p. Inset the performance of the existing [[128, 110, 5]] code (dashed) and an assumed
pure, nondegenerate code with the same n and k that uses every syndrome for error correction
(solid) are plotted.
Hence, the efficiency can be boosted by a term 188607 ·110(1−p)125p3/(128 ·33) ≈ 6003(1−
p)125p3 which looks large, but which vanishes quickly when p < (6003)−1/3 ≈ 0.055. This
result is intuitive, because if already the probability for single errors is small, it will certainly
not pay to correct triple errors (which will have a vanishingly small probability to occur).
In Fig. 5, inset, we have plotted the efficiency of the code [[128, 110, 5]] used as intended to
correct up to double errors (dashed), and the efficiency of a similar length code where we
have assumed that, in addition to all errors up to second order, we could use the 188 607 “left
over” syndrome vectors to identify and correct this number of triple errors. However, as both
the fraction of correctable triple errors is small, and for small values of p the probability of
triple errors is small, the two curves are almost identical and the difference can hardly been
seen within the resolution of the figure. Moreover, as can be deduced from Fig. 4, inset, the
[[128, 110, 5]] code is no longer the most efficient code for error probabilities p > 0.01, but
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the shorter code [[70, 54, 5]] is more efficient. In Fig. 5 we have plotted most efficient t = 2
existing codes with (dashed) and without (solid) the (with all likelihood overoptimistic)
assumption that all r “left over” syndrome vectors can all somehow be used to correct triple
errors. There is little difference between the two curves, in particular for p < 0.01. This
suggests that current nondegenerate codes cannot be improved more than very marginally.
VII. A COMMENT ON FIDELITY, EFFICIENCY AND MUTUAL INFORMA-
TION
As mentioned in Sec. III the best measure of a code’s efficiency would be based on the
mutual information between the original and the corrected qubits. However, the mutual
information is cumbersome to compute, so instead, the fidelity is often used. We have
instead used a measure based on the success probability, and the reason therefore warrants
a short comment.
After coding, and depolarization, a coded qubit block will belong to one of three cate-
gories: (1) It may have suffered ≤ t errors and therefore have a syndrome which will be
recognized as correctable. After the recovery operation one will have the desired, original
qubit block. (2) It may have suffered > t errors and have a syndrome that is orthogonal to
all syndromes of recoverable errors. (3) It may have suffered > t errors but have a syndrome
that is nonorthogonal to some syndromes of recoverable errors. The syndrome vectors will
then occasionally be recognized as correctable. However, the recovery operator, intended
for syndromes from group (1), will then in general not “generate” the desired qubit block
but an erroneous one.
If we want to optimize the fidelity we should process the noncorrectable errors belonging
both to group (2) and (3) in some manner and produce a proper length qubit block. While
it is probably not the optimum operation, we could, e.g., project all these state onto the
k qubit (properly normalized) identity operator. This operator has a fidelity 2−k to any
pure initial k qubit block, so the states in both group (2) and (3) will increase the fidelity
if processed this way (if not by much), both from a mathematical and an experimental
viewpoint.
On the contrary, neither of the groups (2) or (3) contribute to the success probability, as
defined. In an experiment, one should therefore “throw away” any state with a syndrome
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orthogonal to those that signals a correctable error. This will rid us of group (2). Those times
the syndromes of states belonging to group (3) are measured as recoverable, one must go
ahead with the procedure, for there is no way one can decide if such an outcome is triggered
by a state from group from (1) or from group (3). If it is from the latter group, the thus
“recovered” state will with high likelihood be incorrect but such events will still contribute
(very, very marginally) to the measured (but not to the computed) success probability.
However, whereas all states in group (1) contribute positively to the mutual information,
the states in group (2) and those events that yields a ‘nonrecoverable” syndrome measure-
ment in group (3) will with all likelihood contribute negatively because in general they will
result in an incorrect qubit block. Therefore, it seems like the best strategy will be to discard
these states. If so, they don’t contribute to the mutual information. However, the group (3)
states that leads to a measurement event signalling a recoverable error are inevitably going
to contribute negatively to the mutual information because they will result in a small portion
of erroneous qubit blocks randomly mixed with the successfully recovered qubit blocks from
group (1). We believe that this negative contribution will be small, in particular for long
codes, for two reasons. The first reason is that even for quite large qubit error probabilities
p, most states will belong to group (1), that is come out as the desired qubit blocks, provided
that one uses a code that has the optimal efficiency for the particular error probability. E.g.
the success probability of the code [[128, 119, 3]] is 0.93 at p = 0.0035 (at which point its
efficiency is superseded by the [[85, 77, 3]] code). Hence, “false corrections” at this error
probability can come only from a (small) fraction of the 7 percent of blocks that have two
or more errors. The second reason is that for long codes, the code qubit space dimension 2n
is much larger than the correctable syndrome sub-space with dimension ≤ 2k. Therefore,
the overlap between a state in group (1) in the latter space and a state in group (3) in the
former but not in the latter space will with all likelihood be very small. “False corrections”
should hence be very rare for long codes.
From the considerations above we see that some strategies that serve to increase the
fidelity actually decreases the mutual information. This is not so with success probability.
We conjecture that the estimate of mutual information that can be derived from the success
probability is rather close to the actual mutual information, although we have been unable
quantify this conjecture. At any rate, it seems like fidelity, in spite of its popularity, is the
worst of these three measures from this point of view.
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VIII. CONCLUSIONS
We have looked at pure, nondegenerate quantum-error correction codes for blocks of
qubits subjected to statistically independent noise in a depolarizing channel. For a fixed
maximum code length n and a probability of error below a certain level, the codes that
correct only a single error per block are the most efficient in the “steady state”, i.e., when
the number of qubits to be transmitted is≫ n. We believe that in analogy with classical error
correction, the hardware-implementation penalty in cost and complexity will be prohibitive
for long codes. Therefore it is reasonable to compare codes of the same maximum length.
We have subsequently derived an approximate expression for the maximum qubit error
rate where single quantum-error correcting codes will have the highest efficiency for a given
length n and found that if the error probability is at most p ≈ 10−3, then for a code
length n ≤ 256 it is not efficient to correct more than a single error even if more efficient
nondegenerate, multiple-error correction codes will be invented. The range is surprisingly
wide. Moreover, if the efficiency of nondegenerate, multiple error correcting codes will not
improve by the invention of new codes, then the single-error correcting codes are most
efficient regardless of the qubit error probability if one restricts the code length. This
came as a surprise for us, but is good news for quantum information technology because as
mentioned above, the number of errors, and hence the needed correction apparatus, grows
exponentially with the correction depth. For example, the number of single errors per block
grows as 3n, whereas the number of double errors grows as 9n(n− 1)/2.
We have also provided evidence that the existing codes are close to optimal in perfor-
mance. It hence seems unlikely that work on optimization of the codes considered (pure and
nondegenerate for Pauli channels) will lead to more than very marginal improvements.
It is interesting to ask if the conclusions we have drawn above spill over to other channel
models and to degenerate codes. To the best of our knowledge the answers to these questions
are not known. We should suspect that for nondegenerate codes the result should hold even
for other channels, for the general scaling behavior of such codes for n, k, and t is similar.
How the efficiency of degenerate codes behaves as a function of error correction ability is
still an open question.
We have also not coupled the codes’ efficiency with its fault tolerance, and to the best
of our knowledge the efficiency v.s. the fault-tolerance threshold is still an open question.
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Rather fault-tolerant codes are known [41], but at the price of a significant overhead (a ratio
k/n≪ 1). To make such a study, it is necessary to couple the qubit error probability to the
gate error rate and the gate number, for codes of different correction depth t. So far, the
investigated codes for fault-tolerant quantum computing typically has a rather small number
of coded qubits k, and efficiency has been sacrificed for achieving a high fault tolerance.
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