Abstract: Climate change can have a significant impact on the hydrological cycle. This article focuses on the comparison of the statistical down scaling model (SDSM) and the automated statistical downscaling model (ASD), which are applied to global climate model (GCM) predictions for the Beijing region. Through the analysis of the evaluation indices in the calibration and validation periods, the results show that both downscaling models simulate the temperature and evapotranspiration well, but the simulation of precipitation is not as good as that of other climate factors. The overall performance of ASD model is slightly superior to that of SDSM model, especially in the process of predictor's selection. The future climate change downscaled by the two models shows an analogous trend as well. The temperature and evapotranspiration show a general increasing trend. The precipitation shows a different trend with an increasing trend in the south and a decreasing trend in the north.
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Introduction
The impact of climate change on hydrology and water resources is an important global issue receiving widespread attention from international community. Climate change will affect the hydrological drivers (such as the precipitation, evapotranspiration and runoff, etc.) directly or indirectly, which is one of the most vital driving factors that affect circulation and evolution of the hydrology and water resources (IPCC, 2013) . In the studies of climate change, global climate model (GCM) is a reliable tool for estimating large-scale aspects of climate change. However, the GCM model's coarse spatial revolution makes it difficult to estimate regional climate change, and as a result, downscaling technique is often used to compensate for this deficiency (Xia et al., 2011; Nan et al., 2011) .
There are mainly two types of downscaling models: statistical downscaling and dynamic downscaling models. Dynamic downscaling has been used in regional climate models (RCM) to generate finer resolution maps of rainfall, however, which has been accompanied with a heavy computation burden. As a consequence, statistical downscaling (with a quality to generate unique meteorological characteristics in each single station) is widely used in hydrology studies to assess the impact from regional climate change (Liu et al., 2012; Wilby et al., 2013) . Chu et al. (2008 Chu et al. ( , 2010 found that the statistical downscaling model (SDSM) was a proper tool for simulating temperature and precipitation in the Haihe River Basin, China. Farajzadeh et al. (2015) applied several SDSMs, including statistical downscaling model-decision centric (SDSM-DC), to evaluate the indices of climate extremes under the effect of global warming in the Midwest of Iran. Wang et al. (2015) used SDSM output from Hadley Centre Coupled Model, version 3 (HADCM3) as an input of hydrological models to assess the impact of climate change on flood in an alpine catchment. Hassan et al. (2015) assessed climate change impact on river runoff using SDSM and artificial neural network (ANN). Kabiri et al. (2015) assessed the hydrological impacts of climate change on the runoff trend in Klang Watershed of Pakistan Region using SDSM model. Tatsumi et al. (2015) studied the Effects of climate change on daily minimum and maximum temperatures and cloudiness with SDSM model in the Shikoku region. Zuo et al. (2011 Zuo et al. ( , 2015 studied the spatio-temporal characteristics of potential evapotranspiration and the response of runoff to climate change in the Wei River basin of China using SDSM model. Babel and Turyatunga (2015) used SDSM to evaluate the climate change impacts on maize cultivation in the western Uganda agro-ecological zone. Zhou et al. (2015) coupled SDSM model and soil and water assessment tool (SWAT) model to estimate the streamflow response to future climate change in the Lake Dianchi watershed of China. Sigdel and Ma (2016) evaluate the future precipitation scenario of Nepal using SDSM model. The automated statistical downscaling (ASD) model has been applied in an equatorial climate region (Malaysian Peninsular) by Amin et al. (2014) . Göncü and Albek (2016) combining the SDSM model with ASD model (to select predictors) in the study of the meteorological time series and climatic projections in a watershed in Turkey.
In this study, SDSM and ASD were selected to compare their applicability in Beijing region of China. The National Center for Environmental Prediction (NCEP) reanalysed data performing data assimilation using past data from the past to the present and GCM's data projecting the future scenarios data are often treated as predictors. The two models were compared by constructing the statistical downscaling relations between predictors (NCEP or GCMs) and predictand [(such as the daily maximum (T max ) and minimum (T min ) air temperature, precipitation (PRCP) and evapotranspiration (ET) of ten meteorological stations around Beijing]. The projected daily T max , T min , PRCP and ET of GCMs will be downscaled to each meteorological station using the better of the two downscaling models tested here to provide the future climate scenario data for subsequent research on hydrological response to future climate change.
Study site and dataset

Site description
The study area (39°26'N~41°03'N, 115°25'E~117°30'E) lies in the Northwest of the North China Plain, surrounded by an offshoot of the Taihang mountains in the west and the Yanshan Mountains in the north. The climate of Beijing area belongs to the typical continental monsoon climate; featuring hot and humid summers and cold and dry winters. Average annual rainfall is about 600 mm and 74% of the annual rainfall is concentrated in June, July and August; with a spatial variability from 400 mm to 750 mm. In the past 60 years (1951~2009), the annual average temperature rose 2.2°C with a higher increase in winter (2.9°C) than that in summer (1.6°C). Precipitation has showed an obvious decreasing trend in summer and has remained steady in winter.
Data collection
In order to forecast future climate change scenarios, three types of data are necessary in the study: 1 meteorological observation data 2 GCM (HadCM3) output data 3 NCEP reanalysed data.
In this study, ten meteorological stations (as shown in Table 1 ) were selected to provide ground-based historical data, which were obtained from China Meteorological Data Sharing Service System. The ten meteorological stations are distributed as shown in Figure 1 . The available data are daily T max , T min , PRCP, and ET from the year of 1961 to 2000. Table 1 The basic information of the ten meteorological stations for downscaling in the study area Quality control was implemented to ensure a proper dataset for the study. Abnormal values were removed and missing values were patched using interpolation from adjacent dates. Table 2 shows that the observed T max , T min and PRCP data (1961 to 2000) of the ten meteorological stations are relatively intact, while the ET data have a significant number of missing values. The GCM outputs used in this study come from the United Kingdom Meteorological Office Hadley Centre's coupled ocean/atmosphere climate model, version 3 (HadCM3), which includes the A2 (high greenhouse gas emission) and B2 (low greenhouse gas emission) scenarios; and are daily time-series from the year 1961 to 2099 with a grid size of 2.5° × 3.75°. The NCEP reanalysed dataset is daily time-series from the year 1961 to 2000, including 26 large-scale weather factors. These data are available from the Canadian Climate Impact Scenarios (CCIS) website (http://www.cics.uvic.ca/scenarios/ index.cgi). Table 3 shows the variable number, the abbreviation and the description of the 26 GCM or NCEP weather factors. The Beijing region occupies four cells in the HadCM3 grid, as shown in Figure 1 .
Methodology
Statistical downscaling model
Daily time-series of the HadCM3 GCM outputs (1961 to 2099) were downscaled to each meteorological station in the study region using the two SDSMs and ASD. The SDSM, developed by Wilby et al. (1999) , has been widely used in regional climate change studies. It is a hybrid model which incorporates both multi-linear regression methods and a stochastic weather generator. The multi-linear regression methods represent the determinacy of the weather while the stochastic weather generator captures the randomness of the weather. The SDSM model is able to capture the frequency of extreme weather events and long-term variation in the influence of large-scale climate processes on regional climate variables (Kabiri et al., 2015) . ASD developed by Hessami et al. (2008) (running in MATLAB), is based on SDSM principles, and is able to make achieve predictor selection, model calibration, generation and analysis of future climate scenarios automatically.
The statistical downscaling method achieves scale conversion through the establishment of an empirical statistical relationship between the large-scale predictors and the regional or site scale predictand. The SDSMs (SDSM or ASD) combine multiple regression and a weather generator. Application of each model has two steps:
1 Establishing the statistical relationship between the predictand (regional or meteorological station data) and predictors (atmospheric circulation factors)
2 Generating future daily time-series of predictand through GCM outputs and downscaling model (SDSM or ASD).
The basic formulation of SDSMs is as follows: 
in which i is the time step (days), O i is the conditional probability of precipitation, R i is the precipitation, T i is temperature variable, P ij is the normalised predictor, n is the number of predictors, α, β) and γ are model parameters, and e i is assumed to be a normally distributed random error. For each time step i, the probability of precipitation O i is calculated to determine whether precipitation occurs, and then the precipitation R i is calculated by the stochastic weather generator. To determine if the precipitation occurrence on day i, a uniform distributed random number δ i (0 ≤ δ i ≤ 1) is designed in the stochastic weather generator part. The precipitation would happen if O i ≤ δ i on day i.
The precipitation probability of SDSM is determined by the large-scaled predictor on that day, which is different from common weather generator that lack specific physical interpretation. As to other predictands beside precipitation (such as temperature, evapotranspiration, etc.), since these climate variables consider the variation in the value only, formula (2) can be used in the model calculation directly (Wilby et al., 2002 (Wilby et al., , 2003 .
The selection of large-scaled predictor
The selection of large-scaled predictors is a key step in the statistical downscaling modelling process. The selection of predictors should follow four principles as below (Amin et al., 2014) :
1 There is a clear physical link between predictor and predictand.
2 There is a strong correlation and agreement between predictor and predictand.
3 The selected predictor can be simulated by the GCM.
4 The selected predictors should maintain independence or at worst weak dependence.
The selection of large-scaled predictor is both critical and time-consuming in the process of establishing SDSM.
The predictors of the SDSM model are selected by screening of possible predictor variables. Correlation analysis, scatter plots, and seasonal variance tools of the SDSM model are used to screen the predictors that were strongly correlated with the predictands. The number of control predictors is limited to 12 in the recursive algorithm adopted by SDSM, while the predictors in GCM (or NCEP) is usually more than 20, which makes the correlation screening analysis more complex and cannot be accomplished in one step.
As to the predictors' selection for the ASD model, two methods (backward stepwise regression method and partial correlation coefficients method) were available in the process. The backward stepwise regression method starts with all the candidate predictors in the regression equation, then the least significant predictor whose test value F is less than the threshold value is removed at each step, reconstructing the regression equation again, and repeating this process until no insignificant variables remain.
In the process of stepwise regression, partial F test determined the importing or eliminating of predictors. The formula of test statistics F is as follows:
in which n is quantity of observation value, R q and R q-1 are the correlation coefficients between the criterion variable and a prediction equation having q and q -1 variables, respectively. If the predictor test value F is larger than threshold value F α , then the predictor is selected in the regression equation. Otherwise, the predictor is removed from the regression equation. The threshold value F α is determined by the required significance level (given by α).
After the selection of the large-scaled predictor, the selected predictors from the reanalysis data (NCEP or ERA) and observed station data (predictand) were used to establish the statistical relationships for the study area.
Model calibration and validation
The models of the study area were established and calibrated through the observed station data (predictand) and selected NCEP predictors from the year 1961 to 1990, setting up a quantitative statistical function relations between the selected predictors and each predictand. Next, the two models were validated using the daily time-series from year 1991 to 2000 (Kazmi et al., 2015) . Although calibrating a downscaling model through NCEP data and then generating downscaling climate change data through importing GCM data to the calibrated model may produce data that are biased relative to NCEP data, this bias is little bias in the result.
In the study, the explained variance (E), correlation coefficient (r), standard error (SE) and Nash-Sutcliffe (E ns ) were chosen as evaluation index to assess the model applicability. The explained variance (E) indicates the degree of correlation between predictands and predictors, and is generated automatically by the models.
Relative formulas of correlation coefficient (r), standard error (SE) and Nash-Sutcliffe (E ns ) are as follows: 
Q m is observed value, Q p is simulated value, Q avg is the mean of observed value, n is observed times. Nash-Sutcliffe (E ns ) index ranges from -∞ to 1，the closer the model efficiency is to 1, the more accurate the model is.
Results and discussion
Result of selected predictors
Using the correlation analysis and scatter plots between each observed climate date predictor and the 26 atmospheric circulation factors; the automatic stepwise regression method was adopted in the SDSM model applications to screen the predictors. Screening suitable predictors for each predictors and meteorological stations. In this study, the selected predictors of the SDSM model for each predictand at each station are shown in Table 4 . For the ASD model, the reverse stepwise regression method was adopted to screen the predictors. The selected predictors of ASD model for each predictand at each station are shown in Table 5 . Note: The meaning of each code is described in Table 3 .
As the tables show, the number of predictors selected for SDSM model is more than that for the ASD model. As the ASD model adopts the backward stepwise regression method, the number of selected predictors is limited to five. The selected predictors for the SDSM model contain most of predictors for the ASD model. The ASD model predictors for maximum and minimum temperature did not include the mean temperature at two metres , while this predictor was included for most sites for the SDSM model. However, this did not make a significant difference between the downscaling results of the two models. The selected predictors for SDSM model include a little too much redundancy to estimate the least squares regression parameters stably, so this may lead to an increased variance due to conjugation between predictors. Note: The meaning of each code is described in Table 3 . Table 6 illustrates the two models' explained variance (E) in simulating T max and T min are above 90%, with the explained variance for T max a little larger than that for T min . The models' explained variance in simulating ET is acceptable (above 65%). The two models' explained variance in simulating PRCP are 15.8% (SDSM) and 21.7% (ASD), which is considerably worse than the performance for T max , T min and ET. Overall, the explained variance of the ASD model is a little higher than that of the SDSM model. The two models' correlation coefficient (r), standard error (SE) and Nash-Sutcliffe efficiency (E ns ) for the calibration and validation periods are shown in Table 7 . The value of r produced by the two models for the maximum and minimum temperature ranged from 0.96 to 0.98 and that of ET ranged from 0.71 to 0.88; while the value of r for PRCP is smaller, ranging from 0.33 to 0.46. The correlation coefficient of the SDSM model and the ASD model are basically consistent.
Result of evaluation index
The two models' standard error (SE) for maximum temperature is smaller than for minimum temperature. The SE of the SDSM and the ASD model are consistent, as well. The SE for the maximum temperature and minimum temperature ranged from 2.45 to 2.76 and 2.70 to 3.15, respectively, while the SE for PRCP and ET ranged from 5.71 to 6.11 and 1.83 to 2.43, respectively. Note: The unit of explained variance is %.
The two models' Nash-Sutcliffe (E ns ) for maximum and minimum temperature is above 0.93. The E ns mean value for simulating ET is 0.69 (SDSM) and 0.68 (ASD) in the calibration period. While in the validation period, the ASD model performs better than SDSM model with E ns of 0.45 (SDSM) and 0.70 (ASD), respectively. Therefore, both the SDSM and the ASD models performed well in simulating maximum, minimum temperature and ET. Although the models' performance in modelling PRCP is not as good as the other meteorological factors, it is still acceptable. Comparing the two models performance, the ASD model performed a little better than the SDSM model due to improved selection of the predictands.
After calibration and validation of the two models, the HadCM3 daily time-series outputs from the year 1961 to 2099 were used as input to the SDSM and ASD models, generating future daily maximum and minimum temperature, PRCP and ET time-series for each station under the A2 and B2 scenarios, respectively.
A popular climatological baseline period from 1961 to 1990 is selected in the study of future climate change in Beijing region. Analysing the change trend under future climate change is based on the relative changes to the baseline period. The relative change of future temperature, precipitation and evapotranspiration in 2020s, 2050s and 2080s to baseline data were calculated. The relative changes of each predictands and stations were interpolated using the kriging method and the spatial distribution of these changes were displayed and analysed. Table 9 shows the regional average change of daily maximum and minimum temperatures compared with the baseline data from 1961 to 1990 modelled using the SDSM and ASD models. The results predict that daily maximum and minimum air temperatures show a reasonable upward trend in the next 90 years under both the A2 and B2 scenarios. The increasing extent of maximum and minimum temperature modelled by the SDSM model is bigger than that from the ASD model. The increasing extent of maximum and minimum temperature under the A2 emission scenario is larger than that under the B2 emission scenario. According to the outputs of the ASD model, the rate of increase in the daily maximum temperature in northwest region is greater than that in southeast region. According to the ASD model outputs under the A2 and B2 scenarios, the distribution map for relative change of maximum and minimum temperature in 2050s (2041 to 2070) to that of baseline period is shown as Figures 2(a) and 2(b). The relative change for future maximum and minimum temperature, precipitation and evapotranspiration in 2020s, 2050s and 2080s compared to the baseline period is calculated by the kriging interpolation of the relative change in each meteorological stations. The future precipitation and evapotranspiration outputs of the SDSM model and the ASD model were basically consistent. The precipitation shows a decreasing trend in the north area (for example, Yanqing or Miyun) while an increasing trend in other areas. In the north area, the reduction for the A2 scenario is greater than that for the B2 scenario. In the south area, the augmentation of the precipitation for the B2 scenario is greater than for the A2 scenario. The ET shows an increasing trend in most regions except the Huailai region in the west and the Baodi region in the south. The increase in ET for the A2 scenario is greater than that for the B2 scenario. According to the ASD model outputs under the A2 and B2 scenarios, the distribution map for relative change of precipitation and ET in 2050s (2041 to 2070) to that of baseline period is shown as Figures 2(c) and 2(d).
Owing to the sparse distribution of the meteorological stations, the kriging interpolation result only reflects the general trend of future climate change in the region, and cannot predict well the changes in other locations. As such, these will lead to large uncertainty in the output of hydrological models used for studies on hydrological response under future climate changes. Table 9 Regional averages of daily T max , T min for their increment in the 2020s, 2050s and 2080s 
Conclusions
This study compared modelled maximum and minimum temperature, precipitation and evapotranspiration from two SDSMs in Beijing region of China. The main researches and findings are as follows:
