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Resumo
Trabalhamos com func¸o˜es definidas em IRn que tomam valores numa C∗-a´lgebra A.
Consideramos o conjunto SA(IRn) das func¸o˜es de Schwartz, (de decrescimento ra´pido),
com norma dada por ‖f‖2 = ‖
∫
f(x)∗f(x)dx‖
1
2 . Denotamos por CB∞(IR2n, A) o con-
junto das func¸o˜es C∞ com todas as suas derivadas limitadas. Provamos que os oper-
adores pseudo-diferenciais com s´ımbolo em CB∞(IR2n, A) sa˜o cont´ınuos em SA(IRn) com
a norma ‖·‖2, fazendo uma generalizac¸a˜o de [10]. Rieffel prova em [1] que CB
∞(IRn, A)
age em SA(IRn) por meio de um produto deformado, induzido por uma matriz anti-
sime´trica, J , como segue: LF g(x) = F ×J g(x) =
∫
e2piiuvF (x + Ju)g(x + v)dudv,
(integral oscilato´ria).
Dizemos que um operador S e´ Heisenberg-suave se as aplicac¸o˜es z 7→ T−zSTz e
ζ 7→ M−ζSMζ , z, ζ ∈ IR
n, sa˜o C∞; onde Tzg(x) = g(x − z) e Mζg(x) = e
iζxg(x). No
final do cap´ıtulo 4 de [1], Rieffel propo˜e uma conjectura: que todos os operadores ”ad-
junta´veis” em SA(IRn), Heisenberg-suaves, que comutam com a representac¸a˜o regular
a` direita de CB∞(IRn, A), RGf = f ×J G, sa˜o os operadores do tipo LF . Provamos
este resultado para o caso A = |C, [14], usando a caracterizac¸a˜o de Cordes [17] dos
operadores Heisenberg-suaves em L2(IRn) como sendo os operadores pseudo-diferenciais
com s´ımbolo em CB∞(IR2n). Tambe´m e´ provado neste trabalho que, se vale uma gen-
eralizac¸a˜o natural da caracterizac¸a˜o de Cordes, a conjectura de Rieffel e´ verdadeira.
Abstract
We work with functions defined on IRn with values in a C∗-algebra A. We consider
the set SA(IRn) of Schwartz functions (rapidly decreasing), with norm given by ‖f‖2 =
‖
∫
f(x)∗f(x)dx‖
1
2 . We denote CB∞(IR2n, A) the set of functions which are C∞ and have
all their derivatives bounded. We prove that pseudo-differential operators with symbol
in CB∞(IR2n, A) are continuous on SA(IRn) with the norm ‖ · ‖2, thus generalizing the
result in [10]. Rieffel proves in [1] that CB∞(IRn, A) acts on SA(IRn) through a deformed
product induced by an anti-symmetric matrix, J, as follows: LF g(x) = F ×J g(x) =∫
e2piiuvF (x+ Ju)g(x+ v)dudv (an oscillatory integral).
We say that an operator S is Heisenberg-smooth if the maps z 7→ T−zSTz and
ζ 7→ M−ζSMζ , z, ζ ∈ IR
n are C∞; where Tzg(x) = g(x − z) and where Mζg(x) =
eiζxg(x). At the end of chapter 4 of [1], Rieffel proposes a conjecture: that all ”ad-
jointable”operators in SA(IRn) that are Heisenberg-smooth and that commute with the
right-regular representation of CB∞(IRn, A), RGf = f ×J G, are operators of type LF .
We proved this result for the case A = |C in [14], using Cordes´ characterization of
Heisenberg-smooth operators on L2(IRn) as being the pseudo-differential operators with
symbol in CB∞(IR2n). It is also proved in this thesis that, if a natural generalization of
Cordes´ characterization is valid, then the Rieffel conjecture is true.
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Introduc¸a˜o
Consideramos uma C∗-a´lgebra, A, e func¸o˜es de IRn em A. Em particular, tra-
balhamos com o conjunto das func¸o˜es de Schwartz, SA(IRn), que consiste nas func¸o˜es
f : IRn → A, C∞, tais que sup
x∈IRn ‖x
α∂βf(x)‖ e´ limitado para quaisquer multi-
ı´ndices α e β, [1, cap´ıtulo 3]. Neste conjunto definimos o ”produto interno”< f, g >=∫
f(x)∗g(x)dx, [1, (4.1)]. SA(IRn), com a norma induzida por este produto interno,
‖f‖2 = ‖ < f, f > ‖
1
2 , e´ um pre´-mo´dulo de Hilbert (ver definic¸a˜o 1.2). Denotamos por
SA(IRn) o mo´dulo de Hilbert correspondente, isto e´ o completamento de SA(IRn) com
respeito a esta norma.
Observamos que o espac¸o de Fre´chet CB∞(IRn, A), das func¸o˜es C∞ limitadas,
com todas as derivadas limitadas, age em SA(IRn) do seguinte modo: dadas F ∈
CB∞(IRn, A) e g ∈ SA(IRn), LF (g) = F ×J g ∈ S
A(IRn), como vemos em [1, (3.3)].
Aqui Rieffel define o produto deformado, ×J , para uma matriz, J, n×n, anti-sime´trica,
em CB∞(IRn, A), como segue: F ×J G(x) =
∫ ∫
F (x+ Ju)G(x+ v)e(u · v)dudv, onde
e(u·v) = exp(2piiu·v) e a integral acima e´ uma integral oscilato´ria, [1, (1.3)]. O operador
LF definido acima possui ”adjunto”, [1, (4.2)], (com respeito ao ”produto interno”acima
definido), e e´ cont´ınuo no mo´dulo de Hilbert SA(IRn), [1, (4.7)].
Seja B∗(SA(IRn)) o conjunto dos operadores lineares cont´ınuos em SA(IRn) que
possuem adjunto. Como no caso escalar, [2, cap´ıtulo 8], consideramos em B∗(SA(IRn)) a
ac¸a˜o do grupo de Heisenberg como segue: (z, ζ, ϕ) 7→ Ez,ζ,ϕΛE
−1
z,ζ,ϕ, z, ζ ∈ IR
n, ϕ ∈ IR,
para Λ ∈ B∗(SA(IRn)), onde Ez,ζ,ϕ = e
iϕMζTz, com Tzu(x) = u(x − z), Mζu(x) =
eζxu(x), u ∈ SA(IRn). Notamos que E−1z,ζϕΛEz,ζ,ϕ independe de ϕ. Tomamos, enta˜o,
ϕ = 0 e usamos a notac¸a˜o Ez,ζ = Ez,ζ,0 e Λz,ζ = E
−1
z,ζΛEz,ζ. Dizemos que o operador Λ
e´ Heisenberg-suave se a aplicac¸a˜o (z, ζ) 7→ Λz,ζ ((z, ζ) ∈ IR
2n) e´ C∞.
Assim como definimos a ac¸a˜o a` esquerda de CB∞(IRn, A) em SA(IRn) por LF (g) =
F ×J g, podemos definir a ac¸a˜o a` direita de CB
∞(IRn, A) em SA(IRn) por RG(f) =
f ×J G, G ∈ CB
∞(IRn, A) e f ∈ SA(IRn). RG e´ um operador cont´ınuo no espac¸o de
Banach SA(IRn), embora na˜o seja homomorfismo de mo´dulos a` direita.
No final do cap´ıtulo 4 de [1], Rieffel propo˜e uma questa˜o que podemos enunciar
do seguinte modo: o conjunto dos operadores em B∗(SA(IRn)), Heisenberg-suaves, que
comutam com RG, para toda G ∈ CB
∞(IRn, A), e´ o conjunto dos operadores LF , F ∈
CB∞(IRn, A).
No primeiro cap´ıtulo deste trabalho demonstramos esta conjectura para o caso em
que A e´ a C∗-a´lgebra dos nu´meros complexos, [14]. Para isto, usamos a caracterizac¸a˜o
feita por Cordes em [17] dos operadores lineares cont´ınuos em L2(IRn) (no caso em
que A = |C, SA(IRn) = L2(IRn)) que sa˜o Heisenberg-suaves. Cordes prova que estes
sa˜o os operadores a(x,D), dados por um s´ımbolo, uma func¸a˜o a ∈ CB∞(IR2n), do
seguinte modo: a(x,D)u(x) =
∫ ∫
(2pi)−nei(x−y)ξa(x, ξ)u(y)dydξ, onde u ∈ C∞0 (IR
n).
Provamos, enta˜o, que, se a(x,D) comuta com RG para toda G em CB
∞(IRn), enta˜o se
F (x) = a(x, 0), a(x,D) = LF .
No cap´ıtulo 2, precisamos supor que A e´ separa´vel para provar um resultado
interessante. Na verdade, se A tiver unidade, a separabilidade na˜o e´ necessa´ria, pois so´
a necessitamos para ter uma aproximac¸a˜o da unidade em A dada por uma sequ¨eˆncia.
Dizemos que um operador Λ em B∗(SA(IRn)) e´ suave por translac¸o˜es se a aplicac¸a˜o
z 7→ Λz, z ∈ IR
n e´ C∞, onde temos que Λz = T
−1
z ΛTz, usando a notac¸a˜o anterior. Neste
cap´ıtulo, provamos que se Λ e´ suave por translac¸o˜es e comuta com Rg para qualquer g
em SA(IRn), enta˜o Λ e´ Heisenberg-suave.
O cap´ıtulo 3 consiste em uma generalizac¸a˜o do teorema de Caldero´n-Vaillancourt,
[10], baseada no teorema 3.14 de [11]. Provamos que um operador no mo´dulo SA(IRn)
dado por um s´ımbolo (como no caso escalar, [2]) e´ cont´ınuo. Aqui estamos nos referindo
aos operadores a(x,D), a ∈ CB∞(IR2n, A) dados por a(x,D)u(x) =
∫ ∫
(2pi)−nei(x−y)ξa(x, ξ)
u(y)dydξ, para u ∈ SA(IRn). A integral acima e´ uma integral oscilato´ria. Novamente
supomos que A e´ separa´vel, para poder aplicar o Teorema de Convergeˆncia Dominada,
e outras propriedades, para a integral de Bochner, [13, (E.6)], e tambe´m para usar que
a transformada de Fourier e´ um operador ”unita´rio”em SA(IRn) (ver apeˆndice B) e que
SA(IRn) e´ denso em L2(IRn, A) (ver apeˆndice A).
Usando os resultados dos cap´ıtulos 2 e 3, no cap´ıtulo 4, provamos que uma gene -
ralizac¸a˜o natural, para uma C∗-a´lgebra separa´vel qualquer, A, da caracterizac¸a˜o de
Cordes implicaria que a conjectura de Rieffel e´ verdadeira. Isto generaliza os resultados
de [14]; la´ no´s provamos que a caracterizac¸a˜o de Cordes implica a conjectura de Rieffel,
no caso A = |C, atrave´s de um argumento que usa o nu´cleo de Schwartz de um operador
pseudo-diferencial. No cap´ıtulo 4, os argumentos que envolvem distribuic¸o˜es temperadas
no cap´ıtulo 1, sera˜o substitu´ıdos pela proposic¸a˜o 4.11, que se trata, na verdade, de
uma extensa˜o imediata, para o caso A qualquer, de um trecho da demonstrac¸a˜o na
caracterizac¸a˜o de Cordes.
Cap´ıtulo 1
Neste cap´ıtulo vamos apresentar a conjectura proposta por Rieffel no final de [1, Cap´ıtulo
4] para uma C∗-a´lgebra qualquer e veremos uma resposta para o caso da C∗-a´lgebra dos
nu´meros complexos.
Seja A uma C∗-a´lgebra. Consideremos o espac¸o das func¸o˜es cont´ınuas e limitadas
de IRn em A, que possuem derivadas de todas as ordens que sa˜o cont´ınuas e limitadas.
CB∞(IRn, A) = {F : IRn −→ A; ‖∂αF‖∞ ≤ ∞, ∀α},
onde α e´ um multi-´ındice, α = (α1, α2, · · · , αn) ∈ IN
n e
∂αF = ∂α1∂α2 · · ·∂αnF,
‖∂αF‖∞ = sup
x∈IRn
‖∂αF (x)‖,
onde esta u´ltima e´ a norma em A.
Consideremos em CB∞(IRn, A) as seminormas
‖F‖j = sup
|α| ≤ j
‖∂αF‖∞,
onde |α| = α1 + α2 + · · ·+ αn.
Deste modo vemos que CB∞(IRn, A) e´ um espac¸o de Fre´chet.
4
Dada J , uma matriz anti-sime´trica n× n, definimos o produto deformado ×J em
CB∞(IRn, A) como segue:
F ×J G(x) =
∫
F (x+ Ju)G(x+ v)eiu·vd/ud/v,
onde d/u = (2pi)−
n
2 du, d/v = (2pi)−
n
2 dv. Notemos que a rigor, considerando a definic¸a˜o
de Rieffel do cap´ıtulo 3 de [1], nosso ×J e´ seu ×2piJ .
A integral acima e´ uma integral oscilato´ria. Isto e´, se temos ψm ∈ C
∞
c (IR
n), que
satisfaz
(i) sup
x∈IRn |∂
αψm(x)| < cα, para cada multi-´ındice α, para todo m ∈ IN ,
onde cα ∈ IR
+ e´ uma constante que depende so´ de α.
(ii) ψm(x) = 1, se x pertence a` bola de centro na origem e raio rm, B(O, rm),
onde rm cresce para infinito;
e tambe´m ψ′k ∈ C
∞
c (IR
n), que satisfaz (i) e (ii), enta˜o∫
F (x+ Ju)G(x+ v)eiu·vd/ud/v = lim
k,m→∞
∫ ∫
F (x+ Ju)G(x+ v)ψm(u)ψ
′
k(v)e
iu·vd/ud/v.
Prova-se que o limite existe e e´ independente da escolha de ψm e ψ
′
k ([1, (2.4)]).
O produto deformado esta´ bem definido em CB∞(IRn, A) ([1, 2.2]).
Proposic¸a˜o 1.1. Dadas F,G ∈ CB∞(IRn, A), temos que
F ×J G(x) =
∫
eiu(x−v)F (x− Ju)G(v)d/vd/u.
Demonstrac¸a˜o. Pelo visto acima, temos que
F ×J G(x) = lim
m,k
∫ ∫
eiuwF (x+ Ju)G(x+ w)ψm(u)ψ
′
k(w)d/ud/w =
= lim
m,k→∞
∫ ∫
eiu(v−x)F (x+ Ju)G(v)ψm(u)ψ
′
k(v − x)d/ud/v =
= lim
m,k→∞
∫ ∫
e−iu(v−x)F (x− Ju)G(v)ψm(−u)ψ
′
k(v − x)d/vd/u
pela proposic¸a˜o A.18 e pelo Teorema de Fubini. Para x fixo, ψm(−u) e ψ
′
k(v − x)
satisfazem as condic¸o˜es (i) e (ii) acima, enta˜o temos:
F ×J G(x) =
∫
eiu(x−v)F (x− Ju)G(v)d/ud/v.
Interessa-nos CB∞(IRn, A) agindo num espac¸o com produto interno. Assim, vamos
considerar as func¸o˜es de Schwartz. Seja SA(IRn) o subespac¸o de CB∞(IRn, A) das
func¸o˜es tais que o produto de suas derivadas por polinoˆmios em IRn sa˜o limitadas.
SA(IRn) = {f : IRn → A/ ‖xα∂βf‖∞ <∞}
para α e β multi-´ındices.
Dadas F ∈ CB∞(IRn, A) e g ∈ SA(IRn), prova-se que F ×J g e g ×J F esta˜o em
SA(IRn) ([1, 3.3]).
Definic¸a˜o 1.2. Um pre´-mo´dulo de Hilbert sobre A e´ um espac¸o vetorial sobre |C, E, que
e´ tambe´m um mo´dulo a` direita equipado com uma aplicac¸a˜o < ·, · >: E × E → A que
e´ linear na segunda varia´vel e satisfaz, para a ∈ A, x, y ∈ E, as seguintes propriedades:
(i) < x, ya >=< x, y > a
(ii) < x, y >∗=< y, x >
(iii) < x, x >≥ 0
(iv) se < x, x >= 0, enta˜o x = 0.
Em E definimos ‖x‖ = ‖ < x, x > ‖
1
2 , x ∈ E.
Prova-se que assim E e´ um espac¸o normado ([7, lema 1.1.2]). Se E e´ completo
com respeito a esta norma, dizemos que E e´ um mo´dulo de Hilbert.
Nota 1.3. Podemos ler mais sobre mo´dulos de Hilbert em [7, cap´ıtulo 1].
Consideremos em SA(IRn) o produto interno
< f, g >=
∫
f(x)∗g(x)dx.
E´ fa´cil ver que SA(IRn) com este produto interno e´ um pre´-mo´dulo de Hilbert sobre A.
A norma correspondente e´
‖f‖2 = ‖ < f, f > ‖
1
2 , f ∈ SA(IRn).
Denotemos por L a ac¸a˜o a` esquerda de CB∞(IRn, A) em SA(IRn) dada pelo pro-
duto deformado como segue:
LF g = F ×J g F ∈ CB
∞(IRn, A), g ∈ SA(IRn).
Vemos em [1, (4.7)] que LF e´ um operador cont´ınuo em S
A(IRn) como pre´-mo´dulo
de Hilbert. No cap´ıtulo 3 deste trabalho, veremos uma demonstrac¸a˜o do Teorema de
Caldero´n-Vaillancourt [10] para operadores pseudo-diferenciais com s´ımbolo tomando
valores em A, que tambe´m implica que LF e´ cont´ınuo.
Ale´m disso, o operador LF e´ ”adjunta´vel”, isto e´, existe (LF )
∗, operador limitado
em SA(IRn), tal que < LFu, v >=< u, (LF )
∗v >, para todo u, v ∈ SA(IRn). De fato,
denotando por F ∗ a func¸a˜o F ∗(x) = F (x)∗, demonstra-se (ver [1, (4.2)]) que (LF )∗ =
LF ∗ .
Do mesmo modo, denotemos por R a ac¸a˜o a` direita de CB∞(IRn, A) em SA(IRn):
RGf = f ×J G f ∈ S
A(IRn), G ∈ CB∞(IRn, A).
Observemos que RG na˜o e´ um homomorfismo no mo´dulo de Hilbert S
A(IRn), pois,
dado a ∈ A,
RG(fa)(x) =
∫
f(x+ Ju)aG(x+ v)eiu·vd/ud/v
RG(f)a(x) =
∫
f(x+ Ju)G(u+ v)aeiu·vd/ud/v.
Ou seja, se A na˜o e´ comutativa, na˜o vale necessa´riamente que RG(f)a = RG(fa).
Como feito em [1, (4.4)], temos que, dada g ∈ SA(IRn), o operador Rg e´ cont´ınuo
no espac¸o de Banach SA(IRn), o completamento de SA(IRn) com a norma ‖ · ‖2.
Denotemos com B∗(SA(IRn)) os operadores em SA(IRn) que possuem adjunto.
Como feito por Cordes, para o caso A = |C ([2, Cap.8,Sec.2]), consideremos a ac¸a˜o
do grupo de Heisenberg em B∗(SA(IRn)). O Grupo de Heisenberg e´ o espac¸o IR2n+1
equipado com a operac¸a˜o
(z, ζ, ϕ) ◦ (z′, ζ ′, ϕ′) = (z + z′, ζ + ζ ′, ϕ+ ϕ′ − ζ ′z),
unidade =(0, 0, 0).
Para z, ζ ∈ IRn, sejam os operadores Tz,Mζ ∈ B
∗(SA(IRn)) dados por
Tzf(x) = f(x− z)
Mζf(x) = e
iζxf(x)
para f ∈ SA(IRn). Notemos que Tz e Mζ sa˜o ”unita´rios” com respeito ao ”produto
interno” < ·, · >.
Observemos que vale
T−zMζTzM−ζ = e
izζ M∗ζ =M−ζ T
∗
z = T−z
Assim, o sub-grupo dos operadores unita´rios em B∗(SA(IRn)) gerado pelos oper-
adores Tz e Mζ , GH , consiste no conjunto dos operadores
Ez,ζ,ϕ = e
iϕMζTz, ϕ ∈ IR, z, ζ ∈ IR
n.
Deste modo, temos uma aplicac¸a˜o do grupo de Heisenberg em GH , bem definida
(na˜o injetora), que a cada (z, ζ, ϕ) ∈ IR2n+1 associa o operador Ez,ζ,ϕ. A partir de agora,
estaremos pensando no grupo GH quando mencionarmos o grupo de Heisenberg.
Consideremos enta˜o a ac¸a˜o do grupo de Heisenberg em B∗(SA(IRn)) por conju-
gac¸a˜o. Para T ∈ B∗(SA(IRn)) seja Tz,ζ = E
−1
z,ζ,ϕTEz,ζ,ϕ.
Observemos que Tz,ζ independe de ϕ. De agora em diante tomemos ϕ = 0 e
denotemos por Ez,ζ o operador Ez,ζ,0. No final de [1, Cap.4], Rieffel faz uma conjectura
que, no presente contexto, pode ser enunciada como segue:
O conjunto dos operadores LF com F em CB
∞(IRn, A) e´ o conjunto
dos operadores adjunta´veis em SA(IRn) que sa˜o suaves pela ac¸a˜o do grupo
de Heisenberg e comutam com RG para toda G em CB
∞(IRn, A), ou seja os
operadores T ∈ B∗(SA(IRn)) tais que a aplicac¸a˜o (z, ζ) → Tz,ζ e´ C
∞ para
(z, ζ) ∈ IR2n e [T,RG] = 0, ∀G ∈ CB
∞(IRn, A).
Definic¸a˜o 1.4. Dado T ∈ B∗(SA(IRn)), dizemos que T e´ Heisenberg-suave se a aplicac¸a˜o
(z, ζ)→ Tz,ζ e´ C
∞, para (z, ζ) ∈ IR2n.
Proposic¸a˜o 1.5. Dada F ∈ CB∞(IRn, A), o operador LF e´ Heisenberg-suave.
Demonstrac¸a˜o. Dada g ∈ SA(IRn), temos, pela proposic¸a˜o 1.1
LF g(x) =
∫
eiu(x−v)F (x− Ju)g(v)d/vd/u.
Para z, ζ ∈ IRn, por argumentos similares aos usados na proposic¸a˜o 1.1,
E−1z,ζLFEz,ζg(x) = T−zM−ζLFEz,ζg(x) = e
−iζ(x+z)LFEz,ζg(x+ z) =
= e−iζ(x+z)LFEx,ζg(x+ z) = e
−iζ(x+z)
∫
eiu(x+z−v)F (x+ z − Ju)Ez,ζg(v)d/vd/u =
= e−iζ(x+z)
∫
eiu(x+z−v)F (x+ z − Ju)eiζvg(v − z)d/vd/u =
= e−iζ(x+z)
∫
eiu(x−w)F (x+ z − Ju)eiζ(w+z)g(w)d/wd/u =
= e−iζx
∫
eiuxe−iw(u−ζ)F (x+ z − Ju)g(w)d/wd/u =
= e−iζx
∫
ei(ξ+ζ)xe−iwξF (x+ z − J(ξ + ζ))g(w)d/wd/ξ =
=
∫
eiξ(x−w)F (x+ z − J(ξ + ζ))g(w)d/wd/ξ.
(Notemos que esta manipulac¸a˜o formal e´ va´lida tambe´m para integrais oscilato´rias.)
Consideremos o quociente:
(LF )x+tej ,ζ − (LF )z,ζ
t
=
E−1z,ζ (LF )tej ,0Ez,ζ − E
−1
z,ζLFEz,ζ
t
= E−1z,ζ
[
(LF )tej ,0 − LF
t
]
Ez,ζ,
onde ej = (0, · · · , 1, 0, · · · , 0) ∈ IR
n.
E, pelo visto acima,
[
(LF )tej ,0 − LF
t
]
(g)(x) =
=
∫
eiξ(x−w)
[
F (x+ tej − Jξ)− F (x− Jξ)
t
]
g(w)d/wd/ξ.
Por [1, (4.7)] temos que existem k ∈ IN e uma constante ck ∈ IR
+, tais que
‖LG‖ ≤ ck‖G‖2k, para toda G ∈ CB
∞(IRn, A). Sejam Ht(y) =
F (y+tej)−F (y)
t
e ∂ejF (y) =
limt→0Ht(y). Como F ∈ CB
∞(IRn, A), temos que para todo l ∈ IN , limt→0 ‖Ht −
∂ejF‖l = 0. De fato, dado l ∈ IN , ‖Ht− ∂ejF‖l = sup
|α|≤l
‖∂α(Ht− ∂ejF )‖∞. Pelo Teorema
Fundamental do Ca´lculo, A.14,
Ht(y)− ∂ejF (y) =
F (y + tej)− F (y)
t
− ∂ejF (y) =
=
∫
[0,t]
[
∂ejF (y + hej)
t
− ∂ejF (y)
]
dh =
∫
[0,t]
1
t
[∂ejF (y + hej)− ∂ejF (y)]dh =
=
∫
[0,t]
1
t
∫
[0,h]
∂2ejF (y + sej)dsdh.
Logo, ‖Ht(y)− ∂ejF (y)‖ ≤ t‖∂
2
ej
F‖∞, ∀y ∈ IR
n.
De modo ana´logo, temos que
‖∂α(Ht − ∂ejF )‖∞ ≤ t‖∂
2
ej
∂αF‖∞, |α| ≤ l,
e, assim, lim
t→0
‖Ht − ∂ejF‖l = 0, ∀l ∈ IN .
Deste modo, ‖LHt−L∂ejF‖ ≤ ck‖Ht−∂ejF‖2k e, portanto, limt→0 ‖LHt−L∂ejF‖ =
0, o que implica que existe a derivada parcial ∂zj (LF )z,ζ = L∂ejF . Como obtivemos um
operador do mesmo tipo, o processo pode ser repetido indefinidamente. Logo, LF e´
Heisenberg-suave.
Proposic¸a˜o 1.6. Dadas F,G ∈ CB∞(IRn, A), quaisquer, [LF , RG] = 0.
Demonstrac¸a˜o. Consideremos u ∈ SA(IRn).
LFRGu = F ×J RGu = F ×J (u×J G)
RGLFu = LFu×J G = (F ×J u)×J G.
Como o producto deformado e´ associativo ([1, 2.14]), temos [LF , RG] = 0.
1.7. Deste modo, dado F ∈ CB∞(IRn, A), temos que LF e´ um operador Heisenberg-
suave que comuta com RG para todo G ∈ CB
∞(IRn, A).
Observac¸a˜o 1.8. Pelo visto na proposic¸a˜o 1.1, LF g(x) =
∫
eiu(x−v)F (x−Ju)g(v)d/vd/u
Demonstraremos a seguir a conjectura proposta por Rieffel para o caso em que a
C∗-a´lgebra e´ o conjunto dos nu´meros complexos.
Observemos que se A = |C, S|C(IRn) e´ o conjunto das func¸o˜es de Schwartz S(IRn),
a norma ‖ · ‖2 e´ a norma de L
2(IRn) e S(IRn) = L2(IRn).
Notac¸a˜o 1.9. H = L2(IRn).
Teorema 1.10. . Dadas A ∈ B(H) e J , matriz n × n anti-sime´trica, A e´ Heisenberg-
suave e [A,RG] = 0 ∀G ∈ CB
∞(IRn) se e somente se existe F ∈ CB∞(IRn) tal que
A = LF .
Cordes fez uma caracterizac¸a˜o dos operadores suaves pela ac¸a˜o do grupo de Heisen-
berg ([17]): A ∈ B(H) e´ Heisenberg-suave se, e somente se, existe uma func¸a˜o a ∈
CB∞(IR2n) tal que Au(x) =
∫
ei(x−y)ξa(x, ξ)u(y)d/yd/ξ, onde d/y = (2pi)−n/2dy e u ∈
C∞0 (IR
n). A func¸a˜o a e´ chamada de s´ımbolo de A e o operador A e´ um operador pseudo-
diferencial. Ressaltamos que a integral acima e´ uma integral oscilato´ria. Ale´m disso,
prova-se facilmente que Au ∈ S(IRn). O teorema de Caldero´n-Vaillancourt [10] mostra
que A pode ser estendido a um operador em B(H), [2, Cap´ıtulo 8, secc¸a˜o 1].
Pelo visto na observac¸a˜o 1.8, e´ fa´cil ver que o operador LF , onde F ∈ CB
∞(IRn), e´
um operador pseudo-diferencial com s´ımbolo F˜ ∈ CB∞(IR2n) com F˜ (x, ξ) = F (x−Jξ).
Vejamos agora um resultado que estabelece uma relac¸a˜o entre um operador pseudo-
diferencial e seu s´ımbolo.
Observemos primeiramente que podemos ver S(IRn) como um sub-conjunto de
S ′(IRn), o conjunto das distribuic¸o˜es temperadas, como segue: cada f ∈ S(IRn) deter-
mina um funcional linear cont´ınuo em S(IRn), F , dado por:
< F, g >=
∫
fg para g ∈ S(IRn)
([3, cap.8,sec.5(i)]).
Definic¸a˜o 1.11. Uma func¸a˜o f ∈ C(IRn) e´ dita de crescimento polinomial se existe
N ≥ 0 tal que (1 + |x|)−Nf e´ limitada.
Proposic¸a˜o 1.12. Existe um isomorfismo T em S ′(IR2n) tal que todo A ∈ B(H),
opera -dor pseudo-diferencial com s´ımbolo a ∈ CB∞(IR2n), satisfaz
< T (a), u⊗ v >=< Av, u > u, v ∈ S(IRn),
onde u⊗ v denota a func¸a˜o u⊗ v(x, y) = u(x)v(y).
Demonstrac¸a˜o. Sejam ϕ, ψ : S(IR2n)→ S(IR2n) dadas por
ϕ(f)(x, y) = f(x, x− y)
ψ(f)(x, y) = (2pi)−n
∫
eiyξf(x, ξ)dξ.
ϕ, ψ sa˜o isomorfismos.
Seja T = ϕ ◦ ψ.
< T (f), g >=
∫
ϕ ◦ ψ(f)(x, y)g(x, y)dxdy =
=
∫
ψ(f)(x, x− y)g(x, y)dxdy =
∫
ψ(f)(x, z)g(x, x− z)dxdz =
=
∫
(2pi)−n
(∫
eiz·ξf(x, ξ)dξ
)
ϕ(g)(x, z)dxdz =
=
∫
f(x, ξ)
(
(2pi)−n
∫
eizξϕ(g)(x, z)dz
)
dxdξ =
=
∫
f(x, ξ)ψ ◦ ϕ(g)(x, ξ)dxdξ =< f, ψ ◦ ϕ(g) > .
Se T˜ = ψ ◦ ϕ, temos < T (f), g >=< f, T˜ (g) > . Enta˜o, T se estende a um
isomorfismo em S ′(IR2n) (ver [3, cap.8,sec.5]), que tambe´m chamamos T , definido como
segue. Para Q ∈ S ′(IR2n),
< T (Q), g >=< Q, T˜ (g) > .
Notemos que T e´ um operador cont´ınuo em S ′(IR2n) com a topologia fraca *.
Dada a ∈ CB∞(IR2n), a tem crescimento polinomial; logo a define uma dis-
tribuic¸a˜o em S ′(IR2n) ([4, V.3]).
Para u, v ∈ S(IRn),
< T (a), u⊗ v >=< a, T˜ (u⊗ v) > .
E
T˜ (u⊗ v)(x, y) = ψ ◦ ϕ(u⊗ v)(x, y) = (2pi)−n
∫
eiyξϕ(u⊗ v)(x, ξ)dξ =
= (2pi)−n
∫
eiyξ(u⊗ v)(x, x− ξ)dξ = (2pi)−n
∫
eiy(x−ξ)(u⊗ v)(x, ξ)dξ =
= (2pi)−neiyxu(x)
∫
e−iyξv(ξ)dξ.
Enta˜o
< a, T˜ (u⊗ v) >=
∫
a(x, y)(2pi)−neiyxu(x)
∫
e−iyξv(ξ)dξdxdy =
=
∫ (∫
eiy(x−ξ)a(x, y)v(ξ)d/ξd/y
)
u(x)dx =< Av, u > .
Corola´rio 1.13. DadoA ∈ B(H), operador pseudo-diferencial com s´ımbolo a ∈ CB∞(IRn),
a aplicac¸a˜o a→ A e´ injetora.
Demonstrac¸a˜o. Pela proposic¸a˜o (1.12) , temos que existe um isomorfismo T em
S ′(IR2n) tal que, para u, v ∈ S(IRn) vale < T (a), u ⊗ v >=< Av, u > . Logo, se A = 0,
< T (a), u⊗v >= 0. Como S(IRn)⊗S(IRn) e´ denso em S(IR2n), [8, teorema 51.6], enta˜o
temos que T (a) = 0, o que implica a = 0.
Nota 1.14. Citaremos a seguir, na proposic¸a˜o (1.16) , o lema 2 de [14], que afirma
que existe uma sequ¨eˆncia (ek)k∈IN em S(IR
n) tal que Lek converge para a identidade na
topologia forte de operadores.
Notac¸a˜o 1.15. Seja A o conjunto dos operadores Heisenberg-suaves, A, tais que
[A,RG] = 0 ∀G ∈ CB
∞(IRn).
Pela caracterizac¸a˜o de Cordes, todo A ∈ A e´ da forma A = a(x,D) para alguma
a ∈ CB∞(IR2n).
Proposic¸a˜o 1.16. Dado A ∈ A, existe uma sequ¨eˆncia (fk)k∈IN em S(IR
n) de modo
que Lfk convege para A na topologia forte de operadores.
Demonstrac¸a˜o. Seja (ek)k∈IN uma sequ¨eˆncia em S(IR
n) tal que Lek converge para
a identidade na topologia forte de operadores [14, Lema 2]. Como A mante´m S(IRn)
invariante, A(ek) ∈ S(IR
n). Seja fk = A(ek).
Dada u ∈ S(IRn),
Lfku = fk ×J u = Aek ×J u = RuAek = ARuek = ALeku.
Assim, Lfk = ALek , pois S(IR
n) e´ denso emH; e, como Lek converge para I ∈ B(H)
na topologia forte de operadores, enta˜o Lfk converge para A nesta topologia.
Proposic¸a˜o 1.17. Dado A ∈ A, seja (Fk) uma sequ¨eˆncia de func¸o˜es em CB
∞(IRn) de
modo que A e´ limite de LFk na topologia forte de operadores. Se a e´ o s´ımbolo de A e
ak e´ o s´ımbolo de LFk , enta˜o temos ak −→ a em S
′(IR2n).
Demonstrac¸a˜o. Por hipo´tese vale que
LFkv −→ Av ∀v ∈ H.
Logo,
< LFkv, u >−→< Av, u > ∀u, v ∈ S(IR
n).
Logo, pela proposic¸a˜o (1.12)
< T (ak), u⊗ v >−→< T (a), u⊗ v > .
ou seja, < T (ak)− T (a), u⊗ v >−→k→∞ 0.
Queremos provar que, para toda h ∈ S(IR2n), < T (ak)− T (a), h >−→k→∞ 0.
Primeiramente, observemos que, pelo Princ´ıpio da Limitac¸a˜o Uniforme, sup‖LFk‖ <
∞ (ver [6, teorema 2.6]).
Ale´m disso, vemos em [8, teorema 51.6] que S(IRn)⊗ S(IRn) e´ denso em S(IR2n).
Pelo corola´rio anterior ao teorema 51.6, temos que S(IRn) e´ nuclear; logo, pelo feito na
segunda pa´gina do cap´ıtulo 50, temos que S(IRn) ⊗ S(IRn) = S(IRn) ⊗pi S(IR
n), onde
⊗pi e´ definido em [8, cap´ıtulo 43, definic¸a˜o 43.2].
Assim, pelo teorema 45.1 de [8], temos que dada h ∈ S(IR2n), existem sequ¨eˆncias
(uj)j∈IN e (vj)j∈IN em S(IR
2n), convergindo a zero, e (λj)j∈IN, λj ∈ |C, tal que
∑
j |λj| <
∞, que satisfazem
h =
∑
j
λjuj ⊗ vj .
Como visto acima, temos que, para todo j,
lim
k→∞
< T (ak)− T (a), uj ⊗ vj > = 0.
E, considerando que:
1. < T (ak)− T (a), uj ⊗ vj >=< (LFk −A)vj , uj >,
2. (uj) e (vj) convergem a zero em S(IR
n) e, portanto, convergem a zero em L2(IRn),
3. supk‖LFk‖ <∞,
temos que supk,j |< T (ak)− T (a), uj ⊗ vj >| < ∞. Portanto, pelo Teorema da Con-
vergeˆncia Dominada para se´ries, limk→∞
∑
j λj < T (ak)− T (a), uj ⊗ vj > = 0.
Isto e´, limk→∞ < T (ak) − T (a), h > = 0. Como T e´ isomorfismo em S
′(IR2n),
temos enta˜o que (ak) converge para a em S
′(IR2n).
Definic¸a˜o 1.18. Dadas func¸o˜es a, b ∈ C∞(IR2n), definimos seu colchete de Poisson
como segue:
{a, b} =
n∑
j=1
(
∂a
∂xj
∂b
∂ξj
−
∂a
∂ξj
∂b
∂xj
)
.
Proposic¸a˜o 1.19. Dadas F,G ∈ CB∞(IRn) e J matriz anti-sime´trica n× n, sejam
a(x, ξ) = F (x− Jξ)
e
b(x, ξ) = G(x+ Jξ).
Enta˜o, {a, b} = 0.
Demonstrac¸a˜o. Fazendo contas, temos que:
∂a
∂xi
= ∂iF
∂a
∂ξi
=
n∑
j=1
Jij∂jF
∂b
∂xi
= ∂iG
∂b
∂ξi
= −
n∑
j=1
Jij∂jG
∂a
∂xi
∂b
∂ξi
−
∂a
∂ξi
∂b
∂xi
= −∂iF
n∑
j=1
Jij∂jG−∂iG
n∑
j=1
Jij∂jF = ∂iF
n∑
j=1
Jji∂jG+∂iG
n∑
j=1
Jji∂jF.
Assim,
{a, b} =
n∑
j=1
n∑
j=1
(Jji∂iF∂jG+ Jji∂iG∂jF )
e {a, b} = 0 pois J e´ anti-sime´trica.
Notac¸a˜o 1.20. Seja PB(IR
n) o conjunto das func¸o˜es em C∞(IRn) tais que elas e todas
as suas derivadas sa˜o de crescimento polinomial.
Proposic¸a˜o 1.21. Dadas A ∈ A, com s´ımbolo a ∈ CB∞(IRn), e a func¸a˜o b(x, ξ) =
G(x+ Jξ), com G ∈ PB(IR
2n), enta˜o {a, b} = 0.
Demonstrac¸a˜o. Dado A ∈ A, existe uma sequ¨eˆncia(Ak)k∈IN , onde Ak = LFk , com
Fk ∈ S(IR
n), de modo que (Ak)k∈IN converge para A na topologia forte de operadores,
1.16. Se ak e´ o s´ımbolo de Ak, vimos que (ak)k∈IN converge para a em S
′(IR2n) (1.17) .
Como o s´ımbolo de Ak e´ Fk(x − Jξ), temos pela proposic¸a˜o anterior que {ak, b} =
0, ∀k.
Como b ∈ PB(IR
2n), {ak, b} ∈ S
′(IR2n), ∀k. Como ak −→ a em S
′(IR2n), e como
a multiplicac¸a˜o por uma derivada qualquer da func¸a˜o b e´ uma operac¸a˜o cont´ınua em
S ′(IR2n) ([4, V.3]), temos que :
∂b
∂ξi
∂ak
∂xi
−→
∂b
∂ξi
∂a
∂xi
e
∂b
∂xi
∂ak
∂ξi
−→
∂b
∂xi
∂a
∂ξi
em S ′(IR2n), e vale que {ak, b} −→ {a, b} em S
′(IR2n). Como {ak, b} = 0 ∀k temos
que {a, b} = 0.
Lema 1.22. Seja a ∈ CB∞(IR2n) que satisfaz {a, b} = 0 para qualquer b ∈ PB(IR
2n)
com b(x, ξ) = G(x+ Jξ). Enta˜o existe F ∈ CB∞(IRn) tal que a(x, ξ) = F (x− Jξ).
Demonstrac¸a˜o. Seja bi a projec¸a˜o de x+ Jξ na coordenada i,
bi(x, ξ) = xi +
n∑
k=1
Jikξk.
Assim definida, bi ∈ PB(IR
2n) e, pela proposic¸a˜o anterior, temos {a, bi} = 0, para todo
i = 1, · · · , n. Logo,
n∑
j=1
(
∂a
∂xj
Jij −
∂a
∂ξj
δij) =
n∑
j=1
Jij
∂a
∂xj
−
∂a
∂ξi
= 0.
Ou seja,
∂a
∂ξi
=
n∑
j=1
Jij
∂a
∂xj
i = 1, · · · , n. (∗)
Portanto, aplicando as ide´ias de [16, 2.1], temos que
a(x, ξ) = a((x, ξ) + s(−Ji1, · · · ,−Jin, ei)), (∗∗)
para todo (x, ξ) ∈ IR2n, para todo s ∈ IR, para qualquer i ∈ {1, 2, · · · , n}, onde {ei} e´
uma base ortonormal de IRn, ei = (0, · · · , 0, 1, 0, · · · , 0).
Agora, em (∗∗), consideremos s1 em lugar de s, i = 1, e (x.ξ) = (x0, 0):
a(x0, 0) = a((x0, 0) + s1(−J11, · · · ,−J1n, e1)) = a((x0, 0) + (−J11s1, · · · ,−J1ns1, s1e1)).
Apliquemos (∗∗) novamente para s2 no lugar de s, i = 2 e (x, ξ) = (x0−(J11s1, · · · , J1ns1),
s1e1). Assim, temos
a(x0, 0) = a(x0 + (−J11s1, · · · ,−J1ns1) + (−J21s2, · · · ,−J2ns2), s1e1 + s2e2).
Repetindo o racioc´ınio para i = 3, · · · , n, temos
a(x0, 0) = a(x0 − (
n∑
i=1
Ji1si, · · · ,
n∑
i=1
Jinsn),
n∑
i=1
siei).
Como J e´ anti-sime´trica, tomando ξ = (s1, · · · , sn), temos:
a(x0, 0) = a(x0 + Jξ, ξ).
Seja F (x) = a(x, 0). Enta˜o a(x, ξ) = F (x− Jξ).
Corola´rio 1.23. Dado A ∈ A, existe F ∈ CB∞(IRn) tal que A = LF .
Demonstrac¸a˜o. Dado A ∈ A, pela caracterizac¸a˜o feita por Cordes dos operadores
Heisenberg-suaves, A e´ um operador pseudo-diferencial. Seja a ∈ CB∞(IR2n) seu
s´ımbolo. Pela proposic¸a˜o (1.21) , dada b(x, ξ) = G(x + Jξ), com G ∈ PB(IR
n), temos
{a, b} = 0. Assim, pelo lema (1.22) , existe F ∈ CB∞(IRn) tal que a(x.ξ) = F (x− Jξ).
Temos, enta˜o, que o operador A tem s´ımbolo F (x− Jξ), ou seja, A = LF .
Com isto fica provado o Teorema (1.10) e portanto a questa˜o proposta por Rieffel,
no caso da C∗-a´lgebra ser o conjunto dos nu´meros complexos.
Cap´ıtulo 2
Seja A uma C*-a´lgebra separa´vel ao longo deste cap´ıtulo. Consideremos, novamente, a
ac¸a˜o do grupo de Heisenberg em B∗(SA(IRn)) ,
(z, ζ)→ E−1z,ζTEz,ζ
onde T ∈ B∗(SA(IRn)) e Ez,ζu(x) = e
iζxu(x− z) se u ∈ SA(IRn).
Notac¸a˜o 2.1. Tz,ζ = E
−1
z,ζTEz,ζ.
Definic¸a˜o 2.2. Dizemos que T ∈ B∗(SA(IRn)) e´Heisenberg-suave se a aplicac¸a˜o (z, ζ) 7→
Tz,ζ e´ C
∞. Dizemos que T ∈ B∗(SA(IRn)) e´ suave por translac¸o˜es se a aplicac¸a˜o z 7→ Tz,0
e´ C∞.
Neste cap´ıtulo veremos que dado um operador T em B∗(SA(IRn)) que comuta com
qualquer operador Rg para g em S
A(IRn) (ver cap´ıtulo 1), se T e´ suave por translac¸o˜es
enta˜o e´ Heisenberg-suave.
Lema 2.3. Seja f : IRn → A uma func¸a˜o cont´ınua tal que sup
x∈IRn |x|
l‖f(x)‖ < ∞
para todo inteiro positivo l. Enta˜o, dada J , matriz anti-sime´trica n × n, para cada
l ∈ ZZ+ e para todo ε > 0, existe δ > 0 de modo que
|x|l‖f(x+ Jξ)eixξ − f(x)‖ < ε
para quaisquer x, ξ ∈ IRn com |ξ| < δ.
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Demonstrac¸a˜o. Dados ε > 0, l ∈ ZZ+, existe Rl ∈ IN tal que se |x| > Rl,
|x|l‖f(x)‖ <
ε
2
. (1)
Seja dJ , 0 < dJ ≤ 1, tal que se |ξ| < dJ , |Jξ| < 1. Consideremos
Xf,l = {(x, ξ) ∈ IR
2n, |x| ≤ Rl + 1, |ξ| ≤ dJ}.
Embora a notac¸a˜o fique um pouco ”carregada”, consideramos que e´ necessa´rio para
situar mais facilmente o leitor.
1o passo: l = 0.
Se g(x, ξ) = f(x + Jξ)eixξ, g e´ uniformemente cont´ınua em Xf,0, pois Xf,0 e´
compacto. Logo, dado ε > 0 existe δ > 0, δ ≤ dJ , tal que se |(x, ξ) − (x
′, ξ′)| < δ e
(x, ξ), (x′, ξ′) ∈ Xf,0, temos ‖g(x, ξ)− g(x
′, ξ′)‖ < ε. Seja, agora, (x′, ξ′) = (x, 0). Assim
|(x, ξ)−(x′, ξ′)| = |ξ|. Portanto, se |ξ| < δ, ‖f(x+Jξ)eixξ−f(x)‖ < ε para todo x ∈ IRn
com |x| ≤ R0 + 1.
Se |x| > R0 + 1 e |ξ| < δ, |x+ Jξ| > R0 pois |Jξ| < 1, e temos, por (1):
‖f(x+ Jξ)eixξ − f(x)‖ ≤ ‖f(x+ Jξ)‖+ ‖f(x)‖ <
ε
2
+
ε
2
= ε.
2o passo: l qualquer.
Seja h(x) = |x|lf(x). Pelo primeiro passo, aplicado a h, temos que existe σl ≤ dJ
tal que, se |ξ| < σl, enta˜o
‖|x+ Jξ|lf(x+ Jξ)eixξ − |x|lf(x)‖ < ε. (2)
E notemos que, por (2), se |ξ| < σl,
|x|l‖f(x+ Jξ)eixξ − f(x)‖ ≤ ‖|x+ Jξ|lf(x+ Jξ)eixξ − |x|lf(x)‖+ ‖|x|lf(x+ Jξ)eixξ−
|x+ Jξ|lf(x+ Jξ)eixξ‖ < ε+ ||x|l − |x+ Jξ|l|‖f(x+ Jξ)‖. (3)
Se (x, ξ) ∈ Xf,l, |x+ Jξ| ≤ Rl + 2, pois |Jξ| < 1.
Seja K = sup|y|≤Rl+2‖f(y)‖. Se p(x, ξ) = |x + Jξ|
l, p e´ uniformemente cont´ınua
em Xf,l. Assim, dado ε > 0, existe δl > 0, δl ≤ σl (δl depende de l), tal que se
(x, ξ), (x′, ξ′) ∈ Xf,l e |(x, ξ) − (x
′, ξ′)| < δl enta˜o |p(x, ξ) − p(x
′, ξ′)| < ε
K
. Tomando
(x′, ξ′) = (x, 0), temos ||x+ Jξ|l − |x|l| < ε
K
para |ξ| < δl e |x| ≤ Rl + 1.
Logo, se |ξ| < δl, temos |x|
l‖f(x+ Jξ)eixξ − f(x)‖ < 2ε para |x| ≤ Rl + 1.
Se |x| > Rl+1, e |ξ| < δl ≤ σl ≤ dJ , temos que |x+Jξ| > Rl pois |Jξ| < 1. Sem
perda de generalidade, consideremos Rl > 1 e teremos: |Jξ| < 1 < Rl < |x+ Jξ|.
Assim
|x| = |x+ Jξ − Jξ| ≤ |x+ Jξ|+ |Jξ| ≤ 2|x+ Jξ|. (4)
O lado direito de (3) e´, portanto, menor ou igual a
ε+ |x|l‖f(x+ Jξ)‖+ |x+ Jξ|l‖f(x+ Jξ)‖ ≤
≤ ε+ 2l|x+ Jξ|l‖f(x+ Jξ)‖+ |x+ Jξ|l‖f(x+ Jξ)‖ < ε+ (2l + 1)
ε
2
,
por (1), ja´ que |x+ Jξ| > Rl.
Ou seja, dado ε > 0, existe δl > 0 tal que
|x|l‖f(x+ Jξ)‖eixξ − f(x)‖ < ε(2l−1 +
3
2
)
para x, ξ ∈ IRn com |x| > Rl + 1 e |ξ| < δl.
Para todo ε′ > 0, seja ε > 0 de modo que ε(2l−1 + 3
2
) < ε′, e 2ε < ε′.
Assim, temos que, para qualquer ε′ > 0, existe δl > 0 tal que |x|
l‖f(x+ Jξ)eixξ −
f(x)‖ < ε′, para todo x ∈ IRn e ξ ∈ IRn com |ξ| < δl, tendo fixado l ∈ IN .
Observac¸a˜o 2.4. Usaremos o lema (2.3) na demonstrac¸a˜o da proposic¸a˜o (2.5) do
seguinte modo: estaremos considerando a func¸a˜o s(x) = (1 + |x|)n e vamos provar que,
dado ε1 > 0, existe δ > 0 tal que, se |ξ| < δ, s(x)‖f(x+ Jξ)e
ixξ − f(x)‖ < ε1. Notemos
que s(x) e´ uma soma finita de termos do tipo cl|x|
l, onde cl ∈ ZZ
+ e´ uma constante, e
l ∈ {0, 1, · · · , n}. Dado qualquer ε1 > 0, escolhemos ε > 0 de modo que
∑
clε < ε1.
Para cada valor de l, aplicamos o lema (2.3) . Isto demonstra a afirmac¸a˜o.
Proposic¸a˜o 2.5. Dada J , matriz anti-sime´trica n × n, existe uma sequ¨eˆncia (ek) em
SA(IRn) tal que, para toda f ∈ SA(IRn), temos limk→0Lek(f) = f em S
A(IRn) com ‖ ‖2.
Demonstrac¸a˜o. Como A e´ separa´vel, admite uma aproximac¸a˜o da unidade que e´ uma
sequ¨eˆncia ([5, Remark(3.11)]). Seja (uk)k∈IN uma aproximac¸a˜o da unidade para A, com
uk ≥ 0 e ‖uk‖ ≤ 1 para todo k ∈ IN .
Seja ψ ∈ C∞c (IR
n), ψ ≥ 0 tal que o suporte de ψ esta´ contido na bola unita´ria,
(supp(ψ) ⊆ B(0, 1)), e
∫
IRn
ψ(ξ)dξ = 1. Para k ∈ ZZ+, seja ψk(ξ) = k
nψ(kξ); assim
supp(ψk) ⊆ B(0,
1
k
). Seja φk = ψkuk. Assim supp(φk) ⊆ B(0,
1
k
) e
∫
IRn
φk(ξ)dξ = uk.
Seja ϕk dada por
∫
IRn
e−iyξϕk(y)d/y = φk(ξ). Como φk ∈ C
∞
c (IR
n, A), ϕk ∈ S
A(IRn). Co-
mo feito na proposic¸a˜o, 1.1, e, por [1, (1.13)], para f ∈ SA(IRn) temos que Rf (ϕk)(x) =∫
eixξφk(ξ)f(x+ Jξ)d/ξ.
Como
∫
φk(ξ)f(x)dξ = ukf(x), temos:
‖(2pi)
n
2Rf (ϕk)(x)− ukf(x)‖ ≤
∫
‖eixξφk(ξ)f(x+ Jξ)− φk(ξ)f(x)‖dξ ≤
≤
∫
‖φk(ξ)‖‖e
ixξf(x+ Jξ)− f(x)‖dξ.
Pela observac¸a˜o (2.4) temos que, para todo ε > 0 existe δ > 0 tal que, se k > 1
δ
:
s(x)‖(2pi)
n
2Rf (ϕk)(x)− ukf(x)‖ ≤ ε
∫
B(0, 1
k
)
‖φk(ξ)‖dξ < ε,
pois ∫
B(0, 1
k
)
‖φk(ξ)‖dξ =
∫
B(0, 1
k
)
ψk(ξ)dξ‖uk‖ ≤ 1, para k >
1
δ
.
Portanto
‖(2pi)
n
2Rf (ϕk)−ukf‖
2
2 ≤
∫
IRn
‖(2pi)
n
2Rf (ϕk)(x)−ukf(x)‖
2dx ≤ ε2
∫
IRn
1
s(x)2
dx. (1)
Por outro lado, ‖f − ukf‖
2
2 ≤
∫
‖(f − ukf)(x)‖
2dx. Como uk e´ aproximac¸a˜o da
unidade em A, para cada x ∈ IRn temos que limk→∞ ‖f(x)− ukf(x)‖ = 0. Ale´m disso,
‖f(x)− ukf(x)‖ ≤ 2‖f(x)‖. Como 2‖f(x)‖ ∈ L
1(IRn), pelo Teorema da Convergeˆncia
Dominada, temos que limk→∞
∫
‖(f − ukf)(x)‖
2dx = 0, o que implica que
lim
k→∞
‖f − ukf‖2 = 0. (2)
Portanto, por (1) e (2), limk→∞ ‖(2pi)
n
2Rf (ϕk)− f‖2 = 0.
Tomando ek = (2pi)
−n
2ϕk, temos que limk→∞ ‖Rf(ek)− f‖2 = 0.
Observamos que Rf (ek) = ek ×J f = Lek(f). Portanto, temos que para toda f ∈
SA(IRn), limk→∞ Lek(f) = f em (S
A(IRn), ‖ · ‖2).
Usamos agora argumentos semelhantes a [9, secc¸a˜o 1].
Definic¸a˜o 2.6. Dada F ∈ SA(IRn), para cada g ∈ SA(IRn) definimos LF (g) = Rg(F ).
Como Rg e´ cont´ınuo em (S
A(IRn),‖·‖2), se estende a SA(IR
n), logo LF esta´ bem definido,
como operador de SA(IRn) em SA(IRn).
Corola´rio 2.7. Dado T ∈ B∗(SA(IRn)) que comuta com Rg para qualquer g ∈ S
A(IRn),
existe (Fk) em SA(IR
n) tal que limk→∞ LFk(g) = T (g), ∀g ∈ S
A(IRn).
Demonstrac¸a˜o. Pela proposic¸a˜o (2.5) existe uma sequ¨eˆncia (ek) em S
A(IRn) tal que
limk→∞Lek(g) = g, ∀g ∈ S
A(IRn).
Por outro lado, temos que LTekg = RgTek = TRgek = TLekg. Portanto,
lim
k→∞
LTek (g) = T (g), ∀g ∈ S
A(IRn).
Tomando Fk = Tek temos a tese.
Observac¸a˜o 2.8. Notemos que o operador LFk acima e´ cont´ınuo para todo k ∈ ZZ
+,
pois ‖LFk‖ = ‖LTek‖ = ‖TLek‖ ≤ ‖T‖‖Lek‖.
Proposic¸a˜o 2.9. Sejam U, V ∈ B∗(SA(IRn)) operadores que preservam SA(IRn). Supo-
nhamos que para toda h ∈ SA(IRn) vale U∗LhU = V
∗LhV . Enta˜o, dada F ∈ SA(IR
n),
temos U∗LFU = V
∗LFV. Aqui estamos vendo os operadores U
∗LFU e V
∗LFV como
operadores de SA(IRn) em SA(IRn), na˜o necessariamente limitados.
Demonstrac¸a˜o. Dada F ∈ SA(IRn), existe uma sequ¨eˆncia (hk) em S
A(IRn) tal que
limk→∞ hk = F em SA(IR
n). Dada g ∈ SA(IRn), como Rg e´ cont´ınuo em SA(IR
n), temos
LF (g) = Rg(F ) = lim
k→∞
Rg(hk).
Calculemos (lembrando que U(g) ∈ SA(IRn) e V (g) ∈ SA(IRn)):
U∗LFU(g) = U
∗ lim
k→∞
RU(g)(hk) = lim
k→∞
U∗RU(g)(hk) =
= lim
k→∞
U∗LhkU(g) = lim
k→∞
V ∗LhkV (g) = V
∗ lim
k→∞
RV (g)(hk) = V
∗LFV (g).
Lema 2.10. Dada h ∈ SA(IRn) vale que (Lh)z,ζ = (Lh)z−Jζ,0.
Demonstrac¸a˜o. Lembremos que (Lh)z,ζ = E
−1
z,ζLhEz,ζ, onde Ez,ζ = MζTz, com
Mζu(x) = e
iζxu(x), Tz(u)(x) = u(x − z) para u ∈ S
A(IRn) (ver cap´ıtulo 1 e notac¸a˜o
(2.1)). Ale´m disso,
E−1z,ζu(x) = T−zM−ζu(x) = e
−iζ(x+z)u(x+ z).
Dada g ∈ SA(IRn),
Êz,ζ(g)(ξ) =
∫
e−iξyEz,ζg(y)d/y =
=
∫
e−iξyeiζyg(y − z)d/y =
∫
e−i(ξ−ζ)(y+z)g(y)d/y = e−iz(ξ−ζ)gˆ(ξ − ζ).
Portanto, por [1, (3.1)]
(Lh)z,ζg(x) = e
−iζ(x+z)LhEz,ζg(x+ z) = e
−iζ(x+z)
∫
ei(x+z)ξh(x+ z − Jξ)Êz,ζg(ξ) =
= e−iζ(x+z)
∫
eixξeiζzh(x+z−Jξ)gˆ(ξ−ζ)d/ξ = e−iζx
∫
eix(ξ+ζ)h(x+z−J(ξ+ζ))gˆ(ξ)d/ξ =
=
∫
eixξh (x+ z − Jζ − Jξ) gˆ(ξ)d/ξ.
Isto e´,
(Lh)z,ζg(x) =
∫
eixξh(x+ z − Jζ − Jξ)gˆ(ξ)d/ξ
para qualquer (z, ζ) ∈ IR2n.
Logo,
(Lh)z−Jζ,0g(x) =
∫
eixξh(x+ (z − Jζ)− Jξ)gˆ(ξ)d/ξ.
Portanto, para qualquer g ∈ SA(IRn), (Lh)z,ζ(g) = (Lh)z−Jζ,0(g). Como Lh e´
cont´ınua em SA(IRn), temos (Lh)z,ζ = (Lh)z−Jζ,0.
Corola´rio 2.11. Dada F ∈ SA(IRn), temos (LF )z,ζ = (LF )z−Jζ,0, como operadores de
SA(IRn) em SA(IRn).
Demonstrac¸a˜o. Sejam U = Ez,ζ e V = Ez−Jζ,0. Notemos que, dada h ∈ S
A(IRn),
U(h) e V (h) pertencem a SA(IRn). Logo, por (2.9) e (2.10) , temos
(LF )z,ζ = (LF )z−Jζ,0.
Teorema 2.12. Seja T ∈ B∗(SA(IRn)) com TRg = RgT para toda g ∈ S
A(IRn). Se T
e´ suave por translac¸o˜es, enta˜o T e´ Heisenberg-suave.
Demonstrac¸a˜o. Pelo corola´rio (2.7) , temos que existe uma sequ¨eˆncia (Fk) em SA(IR
n)
tal que limk→∞ LFk(g) = T (g), ∀g ∈ S
A(IRn). Isto implica que para (z, ζ) ∈ IR2n
temos limk→∞(LFk)z,ζ(g) = Tz,ζ(g), ∀g ∈ S
A(IRn). Ale´m disso, pelo (2.11) , temos que
limk→∞(LFk)z,ζ(g) = limk→∞(LFk)z−Jζ,0(g), ∀g ∈ S
A(IRn). Assim, Tz,ζ(g) = Tz−Jζ,0(g),
∀g ∈ SA(IRn) e, como T e´ cont´ınua, temos Tz,ζ = Tz−Jζ,0.
Como T e´ suave por translac¸o˜es, a aplicac¸a˜o
(z, ζ) −→ z − Jζ −→ Tz−Jζ,0
e´ C∞, ou seja (z, ζ) −→ Tz,ζ e´ C
∞.
Cap´ıtulo 3
Neste cap´ıtulo veremos uma generalizac¸a˜o do teorema de Caldero´n-Vaillancourt
[10] para operadores pseudo-diferenciais com s´ımbolos tomando valores numa C∗-a´lgebra
separa´vel, baseada na demonstrac¸a˜o feita por Seiler em [11].
Dadas uma C∗-a´lgebra separa´vel A e uma func¸a˜o a em CB∞(IR2n, A), veremos
que o operador a(x,D) dado por
(I) a(x,D)u(x) =
∫
ei(x−y)ξa(x, ξ)u(y)d/yd/ξ para u em SA(IRn)
e´ cont´ınuo com a norma ‖ ‖2; ‖u‖2 = ‖
∫
u(x)∗u(x)dx‖
1
2 .
A integral em (I) deve ser entendida como uma integral oscilato´ria. Mais precisa-
mente, para cada x ∈ IRn, a(x,D)u(x) = lim
k,m→∞
∫ ∫
ei(x−y)ξa(x, ξ)u(y)ψm(y)ψ
′
k(ξ)d/yd/ξ,
onde ψm, ψ
′
k sa˜o as sequ¨eˆncias introduzidas na segunda pa´gina do cap´ıtulo 1. Demonstra-
se, enta˜o, que a integral oscilato´ria e´ igual a` integral iterada (na˜o necessariamente ab-
solutamente convergente)
∫
eixξa(x, ξ)
[∫
e−iyξu(y)d/y
]
d/ξ.
Observac¸a˜o 3.1. Notemos que o operador dado por
a(x,D)Ru(x) =
∫
ei(x−y)ξu(y)a(x, ξ)d/yd/ξ, u ∈ SA(IRn),
na˜o e´ um homomorfismo de mo´dulos a` direita em SA(IRn), se A na˜o e´ comutativa, pois,
dados b ∈ A, u ∈ SA(IRn), a(x,D)R(ub)(x) =
∫
ei(x−y)ξu(y)ba(x, ξ)d/yd/ξ e a(x,D)R(u)
b(x) =
∫
ei(x−y)ξu(y)a(x, ξ)bd/yd/ξ. Ou seja, em geral, a(x,D)R(ub) e a(x,D)R(u)b na˜o
sa˜o iguais.
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Definic¸a˜o 3.2. Definimos a transformada de Fourier de u em SA(IRn) como segue:
uˆ(ξ) =
∫
e−iyξu(y)d/y.
Observac¸a˜o 3.3. Temos (como no caso escalar) que a transformada de Fourier e´ um
operador cont´ınuo e invers´ıvel em SA(IRn). Ale´m disso, e´ uma isometria com relac¸a˜o a`
norma ‖ ‖2, (corola´rio B.4). Assim, a(x,D)u(x) =
∫
eixξa(x, ξ)uˆ(ξ)d/ξ.
Observac¸a˜o 3.4. Notemos que, pelo Teorema da Convergeˆncia Dominada (A.7), a(x,D)
u e´ uma func¸a˜o cont´ınua, pois ‖eixξa(x, ξ)uˆ(ξ)‖ ≤ ‖a‖∞‖uˆ(ξ)‖ ∈ L
1(IRn).
Definic¸a˜o 3.5. Dada a ∈ CB∞(IR2n, A), seja pi(a) = sup{‖∂βy ∂
γ
η a‖∞, β, γ ≤ (1, 1, · · · , 1)}.
Notac¸a˜o 3.6. α = (1, 1, · · · , 1) ∈ INn.
Lema 3.7. Seja φ ∈ C∞c (IR
2n) com φ ≡ 1 perto do zero. Dada a ∈ CB∞(IR2n, A),
seja aε(y, η) = φ(εy, εη)a(y, η), 0 < ε ≤ 1. Enta˜o existe uma constante c1 ∈ IR
+,
independente de a e ε, tal que pi(aε) ≤ c1pi(a).
Demonstrac¸a˜o. Dados os multi-´ındices β, γ ≤ α,
∂βy ∂
γ
η aε(y, η) = ∂
β
y [∂
γ
ηφ(εy, εη)a(y, η)] = ∂
β
y
[ ∑
γ1+γ2=γ
∂γ1η φ(εy, εη)∂
γ2
η a(y, η)
]
=
=
∑
β1+β2=β
∑
γ1+γ2=γ
∂β1y ∂
γ1
η φ(εy, εη)∂
β2
y ∂
γ2
η a(y, η).
Portanto, se φε(x, y) = φ(εy, εx), temos:
‖∂βy ∂
γ
η aε‖∞ ≤
∑
β1≤β
∑
γ1≤γ
‖∂β1y ∂
γ1
η φε‖∞pi(a).
Assim,
pi(aε) ≤
∑
β,γ≤α
ε|β+γ|‖∂βy ∂
γ
ηφ‖∞pi(a) ≤
∑
β,γ≤α
‖∂βy ∂
γ
ηφ‖∞pi(a).
Nota 3.8. Dadas f, g ∈ L2(IRn, A) (ver A.9), (f |g) =
∫
f(x)∗g(x)dx esta´ bem definido,
pois f ∗g ∈ L1(IRn, A) (ver A.9) por Ho¨lder [3, 6.2]. E temos que (·|·) : L2(IRn, A) ×
L2(IRn, A)→ A e´ cont´ınua como func¸a˜o das duas varia´veis, pois ‖(f |g)‖ ≤ ‖f‖L2‖g‖L2.
Notemos que, se h1, h2 ∈ S
A(IRn), (h1|h2) =< h1, h2 >. E temos que ‖h‖2 ≤ ‖h‖L2,
para h ∈ SA(IRn).
Proposic¸a˜o 3.9. L2(IRn, A) ⊆ SA(IRn) e a inclusa˜o e´ cont´ınua.
Demonstrac¸a˜o. Definamos ι : (SA(IRn), ‖·‖L2)→ S
A(IRn) por ι(h) = h, h ∈ SA(IRn).
Notemos que ‖ι(h)‖2 = ‖h‖2 ≤ ‖h‖L2 . Portanto, ι e´ cont´inua.
Seja I : L2(IRn, A)→ SA(IRn) a u´nica extensa˜o cont´ınua de ι. Provemos que I e´
injetora; ou seja que se I(f) = 0 ⇒ f = 0, para f ∈ L2(IRn, A).
Dada f ∈ L2(IRn, A), seja (fm) uma sequ¨eˆncia em S
A(IRn) tal que limm→∞ ‖fm−
f‖L2 = 0 (ver A.19). Para g ∈ L
2(IRn, A) temos que (por Ho¨lder): ‖(fm − f |g)‖ ≤∫
‖(fm − f)(x)
∗g(x)‖dx ≤ ‖fm − f‖L2‖g‖L2. Logo,
(1) (fm|g) → (f |g), ∀g ∈ L
2(IRn, A).
Se I(f) = 0, como I e` cont`inua, I(fm) → 0, ou seja, ‖fm‖2 → 0. Assim, dada
h ∈ SA(IRn), ‖ < fm, h > ‖ ≤ ‖fm‖2‖h‖2 → 0 por Cauchy-Schwartz [6, lemma 1.1.2].
Ou seja,
(2) I(f) = 0 ⇒ < fm, h >→ 0, ∀h ∈ S
A(IRn).
Suponhamos I(f) = 0. Enta˜o, dada h ∈ SA(IRn), por (1) e (2) temos (f |h) = 0;
em particular, para todo m ∈ IN , (f |fm) = 0. Novamente por (1), tomando g = f ,
temos que (f |fm)→ (f |f) e, portanto, (f |f) = 0, ou seja, f = 0, (A.17) e I e´ injetora.
Corola´rio 3.10. Se f, g ∈ L2(IRn, A), enta˜o < f, g >= (f |g). Em particular, ‖f‖2 =∥∥∥∥∫ f(x)∗f(x)dx∥∥∥∥ 12 .
Demonstrac¸a˜o. Sejam (fm) e (gk) sequ¨eˆncias em S
A(IRn) que convergem em L2(IRn, A)
para f e g, respectivamente. Como a inclusa˜o L2(IRn, A) ⊆ SA(IRn) e´ cont´ınua, (pela
proposic¸a˜o 3.9), (fm) e (gk) convergem em SA(IR
n) para f e g, respectivamente. Por-
tanto, (ver 3.8),
(f |g)←− (fm|gk) =< fm, gk >−→< f, g > .
Isto e´ < f, g >=
∫
f(x)∗g(x)dx.
Observac¸a˜o 3.11. Se Dyj = −i∂yj , vale que (i+ x)
αeixy = (i+Dy)
αeixy, x, y ∈ IRn.
(Escrevemos (i+ x) querendo dizer (iα + x)).
Proposic¸a˜o 3.12. Dadas a ∈ CB∞(IR2n, A) e u ∈ SA(IRn), enta˜o a(x,D)(u) ∈
L2(IRn, A).
Demonstrac¸a˜o. Notemos que, pela observac¸a˜o 3.4, a(x,D)(u)(x) e´ uma func¸a˜o
cont´ınua de IRn em A e, portanto, mensura´vel.
a(x,D)(u)(x) =
∫
eixηa(x, η)uˆ(η)d/η =
∫
(i+ x)−α[(i+ x)αeixη]a(x, η)uˆ(η)d/η =
= (i+ x)−α
∫
[(i+Dη)
αeixη]a(x, η)uˆ(η)d/η = (i+ x)−α
∫
eixη[(i−Dη)
αa(x, η)uˆ(η)]d/η
(para a u´ltima igualdade fizemos integrac¸a˜o por partes, ver A.15).
Como a ∈ CB∞(IR2n, A) e uˆ ∈ SA(IRn), (3.3) , a u´ltima integral e´ limita-
da; digamos que, em norma, e´ menor ou igual que c2 ∈ IR
+. Veremos na obser-
vac¸a˜o (3.14) que c2 depende de a e de u, mas na˜o depende de x. Assim, temos
‖a(x,D)(u)‖2L2 ≤ c
2
2
∫
|i+ x|−2|α|dx e portanto a(x,D)(u) ∈ L2(IRn, A).
Corola´rio 3.13. Pela Proposic¸a˜o (3.9) a(x,D)(u) ∈ SA(IRn).
Observac¸a˜o 3.14. Sobre a constante c2 da proposic¸a˜o (3.12) .∥∥∥∥∫ eixη[(i−Dη)αa(x, η)uˆ(η)]d/η∥∥∥∥ ≤ ∫ ‖(i−Dη)αa(x, η)uˆ(η)‖ d/η
e temos que (i − Dη)
αa(x, η)uˆ(η) e´ soma de termos do tipo Dα1η a(x, η)D
α2
η uˆ(η) (multi-
plicados por uma poteˆncia de i) e vale
‖Dα1η a(x, η)D
α2
η uˆ(η)‖ ≤ pi(a)‖D
α2
η uˆ(η)‖,
onde α1, α2 ≤ α. Assim, ‖
∫
eixη[(i − Dη)
αa(x, η)uˆ(η)]d/η‖ ≤ Mpi(a), onde M ∈ IR+ e´
uma constante (que depende de n e de u) que tem a ver com a soma citada acima (nu´mero
de termos e mo´dulo das constantes) e com a soma das integrais do tipo
∫
‖Dα2η uˆ(η)‖d/η.
Logo, a constante c2 mencionada acima e´ Mpi(a), onde M na˜o depende de a nem de x.
A seguinte proposic¸a˜o foi baseada no lema 3.13 de [11].
Proposic¸a˜o 3.15. Dados a e aε como no lema (3.7) e u, v ∈ S
A(IRn), vale que
< v, aε(x,D)u > −→
ε→0
< v, a(x,D)u > em A.
Demonstrac¸a˜o. Sejam bε = aε − a (bε ∈ CB
∞(IR2n, A)) e Bε = bε(x,D). Provemos
que < v,Bεu > −→
ε→0
0 Bεu(x) =
∫
eixηbε(x, η)uˆ(η)d/η, e temos que ‖e
ixηbε(x, η)uˆ(η)‖ ≤
pi(bε)‖uˆ(η)‖.
Observemos que, pelo lema (3.7) , existe c1 ∈ IR
+, independente de bε, tal que
pi(bε) = pi(aε − a) ≤ pi(aε) + pi(a) ≤ (c1 + 1)pi(a). Portanto, ‖e
ixηbε(x, η)uˆ(η)‖ ≤ (c1 +
1)pi(a)‖uˆ(η)‖.
Como ‖eixηbε(x, η)uˆ(η)‖ → 0 e
∫
‖uˆ(η)‖d/η < ∞, pelo Teorema da Convergeˆncia
Dominada, ‖Bεu(x)‖ → 0, para cada x ∈ IR
n.
Por outro lado, como visto na proposic¸a˜o (3.12) e na observac¸a˜o (3.14) , existe
uma constante M ∈ IR+, independente de ε, tal que∫
‖Bεu(x)‖
2dx ≤M2pi(bε)
2
∫
|i+ x|−2|α|dx ≤M2(c1 + 1)
2pi(a)2
∫
|i+ x|−2|α|dx <∞.
Novamente, pelo Teorema da Convergeˆncia Dominada, ‖Bεu‖L2 → 0. Isto implica que
‖Bεu‖2 → 0 por (3.8) . Finalmente, por Cauchy-Schwarz, como ‖ < v,Bεu > ‖ ≤
‖v‖2‖Bεu‖2, temos que < v, aε(x,D)u >→< v, a(x,D)u > em A.
Nota 3.16. Dada a ∈ CB∞(IR2n, A), pelo visto na proposic¸a˜o (3.12) , a(x,D)(u) ∈
L2(IRn, A), para u ∈ SA(IRn). Assim, pela nota (3.8) , < v, a(x,D)u > esta´ bem
definido para v ∈ SA(IRn).
Lema 3.17. Dada u ∈ SA(IRn) seja f(x, ξ) =
∫
e−iyξ(i + x − y)−αu(y)dy. Enta˜o,
f ∈ L2(IR2n, A).
Demonstrac¸a˜o. Como para qualquer N ∈ IN
(1−∆y)
Ne−iyξ
(1 + |ξ|2)N
= e−iyξ,
temos
f(x, ξ) =
1
(1 + |ξ|2)N
∫ [
(1−∆y)
Ne−iyξ
]
(i+ x− y)−αu(y)dy.
Queremos provar que a integral acima e´ combinac¸a˜o linear de termos do tipo
∫
e−iyξ∂βy u(y)(i+ x− y)
−γdy, β ≥ 0 e γ ≥ α.
Para isto, calculemos, para j = 1, · · · , n, M, P ≤ N :
∫
∂yj
[
(1−∆y)
Me−iyξ
] [
(1−∆y)
Pu(y)(i+ x− y)−α
]
dy = (∗).
Para (x, ξ) fixo, o integrando acima e´ uma func¸a˜o de L1(IRn, A), pois u ∈ SA(IRn).
Sejam g(y) = (1−∆y)
Me−iyξ e h(y) = (1−∆y)
Pu(y)(i+ x− y)−α. Pelo corola´rio A.16,
temos que ∫
[∂y1g(y)] (y)dy = −
∫
g(y)(∂y1h(y))dy.
Pelo Teorema de Fubini (A.13), temos, tomando j = 1 sem perda de generalidade:
(∗) =
∫
IRn−1
(∫ +∞
−∞
∂y1g(y)h(y)dy1
)
dy2 · · · dyn =
=
∫
IRn−1
[
lim
R→+∞
g(R, y2, · · · , yn)h(R, y2, · · · , yn)−
lim
R→−∞
g(R, y2, · · · , yn)h(R, y2, · · · , yn)
]
dy2, · · · , dyn,
pelo Teorema Fundamental do Ca´lculo, A.14.
Cada um dos limites acima e´ igual a zero. Portanto,
∫
[∂y1g(y)]h(y)dy = −
∫
g(y)[∂y1h(y)]dy,
isto e´, podemos fazer a integrac¸a˜o por partes. Deste modo, temos que f(x, ξ) e´ combi-
nac¸a˜o linear de termos do tipo
1
(1 + |ξ|2)N
∫
e−iyξ∂βy u(y)(i+ x− y)
−γdy, β ≥ 0, γ ≥ α,
onde a integral e´ finita pois u ∈ SA(IRn).
Por outro lado, pela desigualdade de Petree ([15, (3.6)]), temos que
|(i+ x− y)−γ| ≤ 4n
√
1 + y21 · · ·
√
1 + y2n√
1 + x21 · · ·
√
1 + x2n
.
E, ale´m disso,
∂y1(i+ x− y)
−γ = −γ1(i+ x1 − y1)
−γ1−1(i+ x2 − y2)
−γ2 · · · (i+ xn − yn)
−γn.
Deste modo, ‖f(x, ξ)‖ e´ menor ou igual que uma combinac¸a˜o linear de termos do
tipo
4n
(1 + |ξ|2)N
√
1 + x21 · · ·
√
1 + x2n
∫
‖∂βy u(y)‖
√
1 + y21 · · ·
√
1 + y2ndy, β ≥ 0,
que pertence a L2(IR2n) para N ≥ n
2
. Enta˜o f ∈ L2(IR2n, A).
Lema 3.18. Dada u ∈ SA(IRn), seja f(x, ξ) =
∫
e−iyξ(i+x− y)−αu(y)d/y. Enta˜o existe
c3 ∈ IR
+, independente de f e de u, tal que ‖f‖2 ≤ c3‖u‖2.
Demonstrac¸a˜o. Sejam h(z) = (i − z)−α e hz(y) = h(y − z); assim, f(x, ξ) =∫
e−iyξhx(y)u(y)d/y = ĥxu(ξ). (Notemos que hxu ∈ S
A(IRn).) Como a transformada
de Fourier e´ um operador ”unita´rio”em SA(IRn) (B.3), temos que, dados g, p ∈ SA(IRn),
< pˆ, gˆ >=< p, g >.
Vimos no lema (3.17) que f ∈ L2(IR2n, A), logo, pelo Teorema de Fubini, (A.13), temos
∫
f(x, ξ)∗f(x, ξ)dxdξ =
∫
[ĥxu(ξ)]
∗ĥxu(ξ)dξdx =
∫
< ĥxu, ĥxu > dx =
=
∫
< hxu, hxu > dx =
∫
u(ξ)∗hx(ξ)hx(ξ)u(ξ)dξdx =
∫
u(ξ)∗
∫
hx(ξ)hx(ξ)dxu(ξ)dξ =
=
∫
u(ξ)∗
∫
h(ξ − x)h(ξ − x)dxu(ξ)dξ =
∫
h(x)h(x)dx
∫
u(ξ)∗u(ξ)dξ.
Logo, se c3 = ‖h‖L2 , (3.9), temos ‖f‖2 ≤ c3‖u‖2.
O pro´ximo teorema foi enunciado e demonstrado baseando-nos no teorema 3.14
de [11].
Teorema 3.19. Dada a ∈ CB∞(IR2n, A), enta˜o a induz um operador cont´ınuo em
SA(IRn) como pre´-mo´dulo de Hilbert. Ale´m disso, existe uma constante k ∈ IR+, inde-
pendente de a, tal que ‖a(x,D)‖ ≤ kpi(a).
Demonstrac¸a˜o. Suponhamos, primeiramente, que a tem suporte compacto. Seja
T = a(x,D). Calculemos, para u, v ∈ SA(IRn), < vˆ, T̂ u >=< v, Tu > .
Tu(x) =
∫
eiξ(x−y)a(x, ξ)u(y)d/yd/ξ
T̂ u(η) =
∫
e−ixηeiξ(x−y)a(x, ξ)u(y)d/yd/ξd/x
< vˆ, T̂ u >=
∫
e−ixηeiξ(x−y)vˆ(η)∗a(x, ξ)u(y)d/yd/ξd/xdη =
=
∫
e−ixη(i+ x− y)−αvˆ(η)∗[(i+ x− y)αeiξ(x−y)]a(x, ξ)u(y)d/ξd/xd/ydη.
Como a tem suporte compacto e u, v ∈ SA(IRn), vale Fubini (A.13), o que justifica as
igualdades acima; ale´m disso, podemos aplicar a integrac¸a˜o por partes e, pela observac¸a˜o
(3.11) , temos:
< vˆ, T̂ u >=
∫
e−ixη(i+ x− y)−αvˆ(η)∗[(i+Dξ)
αeiξ(x−y)]a(x, ξ)u(y)d/ξd/xd/ydη =
=
∫
e−ixη(i+ x− y)−αv(η)∗eiξxe−iξy[(i−Dξ)
αa(x, ξ)]u(y)d/ξd/xd/ydη =
=
∫
e−iyξ(i+x−y)−α(i+ξ−η)−α[(i+ξ−η)αeix(ξ−η)]vˆ(η)∗[(i−Dξ)
αa(x, ξ)]u(y)d/ξd/xd/ydη =
=
∫
e−iyξ(i+x−y)−α(i+ξ−η)−α[(i+Dx)
αeix(ξ−η)]vˆ(η)∗[(i−Dξ)
αa(x, ξ)]u(y)d/xd/ξd/ydη =
=∫
e−iyξ(i+x−y)−αe−ixη(i+ξ−η)−αeixξvˆ(η)∗[(i−Dx)
α(i−Dξ)
αa(x, ξ)]u(y)d/xd/ξd/ydη =
=
∫
eixξ(e−ixηhξ(η)vˆ(η)
∗[(i−Dx)
α(i−Dξ)
αa(x, ξ)](e−iyξhx(y)u(y))d/yd/ηd/xdξ
usando a notac¸a˜o do lema (3.18) .
Sejam
f(x, ξ) =
∫
e−ixηhξ(η)vˆ(η)
∗d/η
g(x, ξ) =
∫
e−iyξhx(y)u(y)d/y.
Enta˜o:
< vˆ, T̂ u >=
∫
eixξf(x, ξ)[(i−Dx)
α(i−Dξ)
αa(x, ξ)]g(x, ξ)d/xdξ.
Abusando da notac¸a˜o, colocando as varia´veis das func¸o˜es, temos:
‖ < vˆ, T̂ u > ‖ =
1
(2pi)
n
2
‖ < e−ixξf ∗(x, ξ), [(i−Dx)
α(i−Dξ)
αa(x, ξ)]g(x, ξ) > ‖.
Seja c(x, ξ) = (i − Dx)
α(i − Dξ)
αa(x, ξ). Como a ∈ CB∞(IR2n, A), temos que
‖c‖∞ = sup(x,ξ)∈IR2n‖c(x, ξ)‖ <∞. Ale´m disso, pela definic¸a˜o de c, existe uma constante
l ∈ IR+, que na˜o depende de a, tal que ‖c‖∞ ≤ lpi(a). E temos, pela demonstrac¸a˜o do
teorema 2.2.5 de [5],
∫
g(x, ξ)∗c(x, ξ)∗c(x, ξ)g(x, ξ)dxdξ ≤
∫
‖c(x, ξ)‖2g(x, ξ)∗g(x, ξ)dxdξ ≤
≤ ‖c‖2∞
∫
g(x, ξ)∗g(x, ξ)dxdξ.
Portanto, pelo lema (3.18) , ‖cg‖2 ≤ lpi(a)c3‖u‖2.
Como f ∗(x, ξ) =
∫
eixηhξ(η)vˆ(η)d/η, de ummodo ana´logo ao feito na demonstrac¸a˜o
do lema (3.18) , temos ‖f ∗‖2 ≤ c3‖vˆ‖2 = c3‖v‖2 (ver observac¸a˜o (3.3) ). Logo, por
Cauchy-Schwarz,
‖ < vˆ, T̂ u > ‖ ≤
lc23
(2pi)
n
2
pi(a)‖u‖2‖v‖2.
Tomando k1 =
lc23
(2pi)
n
2
, temos que ‖ < v, a(x,D)u > ‖ ≤ k1pi(a)‖u‖2‖v‖2, onde k1
na˜o depende de a, e enta˜o a(x,D) e´ cont´ınuo em SA(IRn).
Para o caso geral, consideremos aε como na proposic¸a˜o (3.15) . Enta˜o, pelo feito
acima, temos:
‖ < v, a(x,D)u > ‖ ←−
ε→0
‖ < v, aε(x,D)u > ‖ ≤ k1pi(aε)‖u‖2‖v‖2.
Portanto, pelo lema (3.7) , ‖ < v, a(x,D)u > ‖ ≤ k1c1pi(a)‖u‖2‖v‖2. E, assim, ex-
iste k ∈ IR+, k = k1c1, independente de a, tal que ‖ < v, a(x,D)u > ‖ ≤ kpi(a)‖u‖2‖v‖2.
Tomemos v = a(x,D)(u). Como v ∈ L2(IRn, A), proposic¸a˜o (3.12) , pela nota
(3.8) , a seguinte desigualdade faz sentido:
‖ < a(x,D)(u), a(x,D)(u) > ‖ ≤ kpi(a)‖u‖2‖a(x,D)(u)‖2, ∀u ∈ S
A(IRn).
Portanto, ‖a(x,D)(u)‖2 ≤ kpi(a)‖u‖2, e temos ‖a(x,D)‖ ≤ kpi(a).
Corola´rio 3.20. Nas condic¸o˜es do teorema, vemos que a(x,D) se estende ao mo´dulo
de Hilbert SA(IRn), continuamente.
Cap´ıtulo 4
No cap´ıtulo 1, vimos a demonstrac¸a˜o da conjectura proposta por Rieffel no final do
cap´ıtulo 4 de [1] para o caso da C∗-a´lgebra dos nu´meros complexos. Foi necessa´ria
a caracterizac¸a˜o feita por Cordes ([2, cap´ıtulo 8]) dos operadores suaves pela ac¸a˜o do
grupo de Heisenberg, os operadores pseudo-diferenciais. Neste cap´ıtulo, veremos que
uma generalizac¸a˜o da caracterizac¸a˜o de Cordes para uma C∗- a´lgebra, A, qualquer,
implicaria que a conjectura proposta por Rieffel e´ verdadeira.
Suponhamos enta˜o que vale a seguinte generalizac¸a˜o da caracterizac¸a˜o de Cordes:
4.1. Seja HS o conjunto dos operadores Heisenberg-suaves em B∗(SA(IRn)). Enta˜o
a aplicac¸a˜o O : CB∞(IR2n, A) → HS, dada por O(a) = a(x,D) e´ uma bijec¸a˜o, onde
a(x,D) e´ o operador definido em (I) do cap´ıtulo 3.
Vejamos que O (acima) esta´ bem definida.
Lema 4.2. Dado a ∈ CB∞(IR2n, A), de suporte compacto, o operador O(a) possui
adjunto; ou seja, existe um operador T em SA(IRn), cont´ınuo, tal que
< O(a)u, v >=< u, Tv >, se u, v ∈ SA(IRn).
Demonstrac¸a˜o.
< O(a)u, v >=
∫ [∫
ei(x−y)ξa(x, ξ)u(y)d/yd/ξ
]∗
v(x)dx =
=
∫ ∫
ei(y−x)ξu(y)∗a(x, ξ)∗d/yd/ξv(x)dx =
∫
u(y)∗
[∫
ei(y−x)ξa(x, ξ)∗v(x)d/xd/ξ
]
dy,
36
para a u´ltima igualdade aplicamos o Teorema de Fubini, A.13, pois a tem suporte
compacto e u, v ∈ SA(IRn).
Como a tem suporte compacto, a ∈ SA(IR2n). Seja F2 a transformada de Fourier,
na segunda varia´vel, definido em SA(IR2n). Com esta notac¸a˜o, seja
c(y, z) =
∫
eizξa(y − z, ξ)∗d/ξ = F−12 a
∗(y − z, z) (1).
e temos c ∈ SA(IR2n).
Seja p(y, z) = F2c(y, z), (p ∈ S
A(IR2n), ver in´ıcio do Apeˆndice B), enta˜o
c(y, z) = F−12 p(y, z) (2)
Por (1), temos c(y, y−x) =
∫
ei(y−x)ξa(x, ξ)∗d/ξ e, por (2), c(y, y−x) =
∫
ei(y−x)ξp(y, ξ)d/ξ.
Portanto,
∫
ei(y−x)ξa(x, ξ)∗v(x)d/ξd/x =
∫
ei(y−x)ξp(y, ξ)v(x)d/ξd/x.
Assim,∫
u(y)∗
[∫
ei(y−x)ξa(x, ξ)∗v(x)d/xd/ξ
]
dy =
∫
u(y)∗
[∫
ei(y−x)p(y, ξ)v(x)d/xd/ξ
]
dy
ou seja, < O(a)u, v >=< u,O(p)v >, ∀u, v ∈ SA(IRn).
Observac¸a˜o 4.3. Sobre a func¸a˜o p do lema 4.2,
p(y, ξ) = F2c(y, ξ) =
∫
e−iξzc(y, z)d/z =
∫
e−iξz
∫
eizζa(y − z, ζ)∗d/ζd/z =
=
∫
e−iz(ξ−ζ)a(y − z, ζ)∗d/ζd/z =
∫
e−izηa(y − z, ξ − η)∗d/ηd/z.
Observac¸a˜o 4.4. Notemos que, como visto no cap´ıtulo 1, CB∞(IR2n, A) e´ um espac¸o
de Fre´chet, com as semi-normas
‖F‖j = sup
|α|≤j
‖∂αF‖∞,
onde F ∈ CB∞(IR2n, A), j ∈ IN, α e´ um multi-´ındice e ‖∂αF‖∞ = sup
(x,ξ)∈IR2n
‖∂αF (x, ξ)‖.
Temos tambe´m que CB∞(IR2n, CB∞(IR2n, A)) e´ um espac¸o de Fre´chet com as
semi-normas
‖G‖jk = sup
i≤j
sup
|β|≤k
‖∂βG‖i,
G ∈ CB∞(IR2n, CB∞(IR2n, A)), onde
‖G‖i = sup
(z,η)∈IR2n
‖G(z, η)‖i;
lembremos que, para cada (z, η) ∈ IR2n, G(z, η) e´ uma func¸a˜o em CB∞(IR2n, A).
Aplicaremos no pro´ximo lema os resultados de [1] sobre integrais oscilato´rias, para
func¸o˜es tomando valores no espac¸o de Fre´chet CB∞(IR2n, A).
Lema 4.5. Dada a ∈ CB∞(IR2n, A), se p(y, ξ) =
∫
e−izηa(y − z, ξ − η)∗d/zd/η, enta˜o
p ∈ CB∞(IR2n, A).
Demonstrac¸a˜o. Seja G : IR2n → CB∞(IR2n, A) dada por G(z, η)(y, ξ) = a(y−z, ξ−η).
Provemos que G ∈ CB∞(IR2n, CB∞(IR2n, A)).
Dado ε > 0, existe δ > 0 tal que, se ‖(z, η)−(z′, η′)‖ < δ, (⇔ ‖(y − z, ξ − η)− (y−
z′, ξ − η′)‖ < δ, ∀(y, ξ) ∈ IR2n
)
, enta˜o ‖(∂αa)(y− z, ξ − η)− (∂αa)(y− z′, ξ − η′)‖ < ε,
pois ∂αa e´ uniformemente cont´ınua.
Como, para cada (z, η) ∈ IR2n, G(z, η) e´ uma func¸a˜o de varia´vel (y, ξ) ∈ IR2n,
escrevemos ∂α(G(z, η)) para denotar a derivada de multi-´ındice α da func¸a˜o G(z, η) ∈
CB∞(IR2n, A), para (z, η) fixado. E, como ∂α(G(z, η))(y, ξ) = (∂αa)(y−z, ξ−η), temos
‖∂α(G(z, η))− ∂α(G(z′, η′))‖∞ < ε. Logo, dados j ∈ IN e ε > 0, existe δ > 0 tal que, se
‖(z, η)− (z′, η′)‖ < δ, ‖G(z, η)−G(z′, η′)‖j < ε, e G e´ cont´ınua.
Ale´m disso, e´ fa´cil ver que ∀j ∈ IN, ∀(z, η) ∈ IR2n, ‖G(z, η)‖j ≤ ‖a‖j , i.e. G e´
limitada.
Vejamos agora que G e´ deriva´vel. Para isto, provemos que G possui derivadas
parciais de primeira ordem.
Se ej = (0, · · · , 1, 0, · · · , 0) ∈ IR
n, provemos que
lim
t→0
G(z + tej, η)−G(z, η)
t
= H(z, η), (z, η) ∈ IR2n,
onde
H(z, η)(y, ξ) = lim
k→0
a(y − z − kej , ξ − η)− a(y − z, ξ − η)
k
.
Notemos que H(z, η) ∈ CB∞(IR2n, A).
Consideraremos t ≥ 0, o caso t ≤ 0 e´ ana´logo.
Dado (y, ξ) ∈ IR2n, pelo Teorema Fundamental do Ca´lculo A.14, temos:
G(z + tej , η)(y, ξ)−G(z, η)(y, ξ)
t
−H(z, η)(y, ξ) =
=
a(y − z − tej , ξ − η)− a(y − z, ξ − η)
t
+ ∂ja(y − z, ξ − η) =
=
∫
[0,t]
−∂ja(y − z − hej , ξ − η)
t
+ ∂ja(y − z, ξ − η)dh =
= −
∫
[0,t]
∂ja(y − z − hej , ξ − η)− ∂ja(y − z, ξ − η)
t
dh =
=
∫
[0,t]
∫
[0,h]
∂2j a(y − z − sej, ξ − η)
t
dsdh, h ∈ [0, t].
Aqui estamos usando a notac¸a˜o ∂ja(y, ζ) = lim
k→0
a(y + kej , ξ)− a(y, ξ)
k
.
Logo, para todo (y, ξ) ∈ IR2n,∥∥∥∥G(z + tej , η)(y, ξ)−G(z, η)(y, ξ)t −H(z, η)(y, ξ)
∥∥∥∥ ≤
≤
∫
[0,t]
∫
[0,h]
‖a‖2
t
dsdh ≤ t‖a‖2,
o que implica que, para qualquer (z, η) ∈ IR2n,
sup
(y,ξ)∈IR2n
∥∥∥∥G(z + tej , η)(y, ξ)−G(z, η)(y, ξ)t −H(z, η)(y, ξ)
∥∥∥∥ ≤ t‖a‖2.
Aplicando o mesmo resultado para ∂α(G(z, η)), |α| ≤ j, a derivada de ordem α
da func¸a˜o G(z, η), temos:
lim
t→0
∥∥∥∥G(z + tej , η)−G(z, η)t −H(z, η)
∥∥∥∥
j
≤
≤ lim
t→0
sup
|α|≤j
∥∥∥∥∂α(G(z + tej , η))− ∂α(G(z, η))t − ∂α(H(z, η))
∥∥∥∥
∞
≤
≤ lim
t→0
sup
|α|≤j
‖∂αa‖2.t = 0, ∀j ∈ IN.
Do mesmo modo, vemos que existem todas as derivadas parciais de G e por-
tanto G e´ C∞. Como antes, vemos que estas derivadas sa˜o limitadas e, portanto,
G ∈ CB∞(IR2n, CB∞(IR2n, A)).
Assim, pela definic¸a˜o de integral oscilato´ria ([1, (1.3)]),∫
eizηG(z, η)d/zd/η ∈ CB∞(IR2n, A)
e, portanto,
(∫
eizηG(z, η)d/zd/η
)∗
∈ CB∞(IR2n, A), ou seja
p(y, ξ) =
∫
e−izηa(y − z, ξ − η)∗d/zd/η ∈ CB∞(IR2n, A).
Proposic¸a˜o 4.6. Dada a ∈ CB∞(IR2n, A), existe p ∈ CB∞(IR2n, A) tal que, se u, v ∈
SA(IRn), < O(a)u, v >=< u,O(p)v > .
Demonstrac¸a˜o. Seja p(y, ξ) =
∫
e−izηa(y − z, ξ − η)∗d/zd/η. Vimos no lema 4.5 que
p ∈ CB∞(IR2n, A). A integral acima e´ uma integral oscilato´ria.
Sejam ψm, ψ
′
k ∈ C
∞
c (IR
n), como no cap´ıtulo 1 e sejam am,k(x, w) = ψm(x)ψ
′
k(w)a(x, w)
e pm,k(y, ξ) =
∫
e−izηam,k(y − z, ξ − η)
∗d/zd/η. Segue da proposic¸a˜o 1.6 de [1] que, para
cada (y, ξ) ∈ IR2n, lim
m,k
pm,k(y, ξ) = p(y, ξ).
Dadas u, v ∈ SA(IRn),
< u,O(p)v >=
∫
u(y)∗
[∫
eiyξp(y, ξ)vˆ(ξ)d/ξ
]
dy =
=
∫
u(y)∗
[∫
eiyξ lim
m,k
pm,k(y, ξ)vˆ(ξ)d/ξ
]
dy
E´ fa´cil ver que decorre da desigualdade ba´sica 1.4 de [1] (e da definic¸a˜o de ψm e
ψ′k) que existem j ∈ IN e uma constante M ∈ IR
+, que na˜o depende de a nem de ψm
ou ψ′k (e´ poss´ıvel escolher ψm tais que supα,m|ψ
(α)
m | <∞, e analogamente para ψ
′
k), tais
que ‖pmk(y, ξ)‖ ≤M‖a‖2j .
Assim, ‖u(y)∗pm,k(y, ξ)vˆ(ξ)‖ ≤ M‖a‖2j‖u(y)‖‖vˆ(ξ)‖ ∈ L
1(IR2n).
Pelo Teorema de Fubini (A.15) temos:∫
u(y)∗
[∫
eiyξpm,k(y, ξ)vˆ(ξ)d/ξ
]
dy =
∫ ∫
u(y)∗eiyξpm,k(y, ξ)vˆ(ξ)d/ξdy.
Pelo Teorema da Convergeˆncia Dominada (A.7), temos:
lim
m,k
∫ ∫
u(y)∗eiyξpm,k(y, ξ)vˆ(ξ)d/ξdy =
∫ ∫
u(y)∗eiyξ lim
m,k
pm,k(y, ξ)vˆ(ξ)d/ξdy =
=
∫
u(y)∗
[∫
eiyξ lim
m,k
pm,k(y, ξ)vˆ(ξ)d/ξ
]
dy
(novamente pelo Teorema de Fubini).
Portanto, < u,O(p)v >= lim
m,k
< u,O(pm,k)v > .
Pelo lema 4.2 e pela observac¸a˜o 4.3, < O(am,k)u, v >=< u,O(pm,k)v > . Ale´m
disso, como am,k(x, ξ) = ψm(x)ψ
′
k(ξ)a(x, ξ), temos ‖am,k(x, ξ)‖ ≤ ‖a(x, ξ)||, ∀m, ∀k.
Portanto, ‖uˆ(ξ)∗a(x, ξ)∗v(x)‖ ≤ ‖a‖∞‖uˆ(ξ)‖‖v(x)‖ ∈ L
1(IR2n).
Aplicando Fubini e o Teorema da Convergeˆncia Dominada, temos
lim
m,k
< O(am,k)u, v >= lim
m,k
∫ [∫
e−ixξuˆ(ξ)∗am,k(x, ξ)
∗d/ξ
]
v(x)dx =
=
∫ [∫
e−ixξuˆ(ξ)∗a(x, ξ)∗d/ξ
]
v(x)dx =< O(a)u, v > .
Ou seja, < O(a)u, v >=< u,O(p)v > .
Proposic¸a˜o 4.7. Dada a ∈ CB∞(IR2n, A), O(a) e´ Heisenberg-suave.
Demonstrac¸a˜o.
Seja T = a(x,D) e Tz,ζ = E
−1
z,ζTEz,ζ (como no cap´ıtulo 1). Vemos que o s´ımbolo
de Tz,ζ e´ az,ζ , com az,ζ(x, ξ) = a(x+ z, ξ + ζ), (da mesma maneira como no caso A = |C
[2, 2.20]). Queremos provar que a aplicac¸a˜o (z, ζ) 7→ Tz,ζ e´ C
∞.
Vejamos que (z, ζ) 7→ Tz,ζ e´ cont´ınua em (z0, ζ0), i.e., que ∀ε > 0, ∃δ > 0, tal que,
se ‖(z, ζ)− (zo.ζo)‖ < δ, enta˜o ‖Tz,ζ − Tz0.ζ0‖ < ε.
Vimos no cap´ıtulo 3 (3.19) que existe uma constante k ∈ IR+, independente de a,
tal que ‖O(a)‖ ≤ kpi(a), onde pi(a) = sup{‖∂βx∂
γ
ξ a‖∞, β, γ ≤ (1, · · · , 1)}.
Como Tz,ζ − Tz0,ζ0 tem s´ımbolo az,ζ − az0,ζ0, temos que ‖Tz,ζ − Tz0,ζ0‖ ≤ kpi(az,ζ −
az0,ζ0).
Dados β, γ ≤ (1, · · · , 1),
‖∂βx∂
γ
ξ (az,ζ − az0,ζ0)‖∞ = sup
(x,ξ)∈IR2n
‖∂βx∂
γ
ξ az,ζ(x, ξ)− ∂
β
x∂
γ
ξ az0,ζ0(x, ξ)‖ =
= sup
(x,ξ)∈IR2n
‖(∂βx∂
γ
ξ a)(x+ z.ξ + ζ)− (∂
β
x∂
γ
ξ )(x+ z0, ξ + ζ0)‖.
Como ∂βx∂
γ
ξ a e´ uniformemente cont´ınua, ∀ε > 0, ∃σ > 0 tal que, se
‖(y, η)− (y′, η′)‖ < σ ⇒ ‖∂βx∂
γ
ξ a(y, η)− ∂
β
x∂
γ
ξ a(y
′, η′)‖ < ε
se
‖(z, ζ)− (z0, ζ0)‖ < σ ⇒ ‖(z + x, ζ + ξ)− (z0 + x, ζ0 + ξ)‖ < σ, ∀(x, ξ) ∈ IR
2n ⇒
⇒ ‖(∂βx∂
γ
ξ a)(x+ z, ξ + ζ)− (∂
β
x∂
γ
ξ a)(x+ z0, ξ + ζ0)‖ < ε, ∀(x, ξ) ∈ IR
2n.
Portanto, ‖∂βx∂
γ
ξ (az,ζ − az0,ζ0)‖∞ < ε, se ‖(z, ζ)− (z0, ζ0)‖ < σ.
Notemos que σ depende de β e γ. Como β, γ sa˜o finitos, tomamos δ > 0 como
sendo o mı´nimo dos σ acima e temos que ∀ε > 0, ∃δ > 0 tal que, ‖(z, ζ)− (z0, ζ0)‖ <
δ ⇒ pi(az,ζ − az0,ζ0) < ε. Logo, ‖Tz,ζ − Tz0,ζ0‖ < ε e (z, ζ) 7→ Tz,ζ e´ cont´ınua em IR
2n.
Por outro lado, se {ei} e´ a base canoˆnica de IR
n, seja
∂iTz,ζ = lim
h→0
Tz+hei,ζ − Tz,ζ
h
= lim
h→0
O(az+hei,ζ)− O(az,ζ)
h
.
Provemos que ∂iTz,ζ = O(∂iaz,ζ), onde ∂iaz,ζ(x, ξ) = lim
h→0
az,ζ(x+ hei, ξ)− az,ζ(x, ξ)
h
e az,ζ(x, ξ) = a(x+ z, ξ + ζ).
Temos, como antes, que∥∥∥∥Tz+hei,ζ − Tz,ζh − O(∂iaz,ζ)
∥∥∥∥ = ∥∥∥∥O(az+hei,ζ − az,ζ − h∂iaz,ζ)h
∥∥∥∥
≤
k
h
pi(az+hei,ζ − az,ζ − h∂iaz,ζ).
Dados (x, ξ) ∈ IR2n, h ≥ 0 (o caso h ≤ 0 e´ ana´logo), pelo Teorema Fundamental do
Ca´lculo, (A.14),
a(x+ hei + z, ξ + ζ)− a(x+ z, ξ + ζ)− h∂ia(x+ z, ξ + ζ) =
=
∫
[0,h]
∂ia(x+ z + tei, ξ + ζ)dt− h∂ia(x+ z, ξ + ζ) =
=
∫
[0,h]
[∂ia(x+ z + tei, ξ + ζ)− ∂ia(x+ z, ξ + ζ)] dt =
=
∫
[0,h]
∫
[0,t]
∂i(∂ia)(x+ z + sei, ξ + ζ)dsdt =
=
∫
[0,h]
∫
[0,t]
∂2i a(x+ z + sei, ξ + ζ)dsdt.
A u´ltima igualdade determina o significado da notac¸a˜o ∂2i a.
Logo,
‖a(x+ hei + z, ξ + ζ)− a(x+ z, ξ + ζ)− h∂ia(x+ x, ξ + ζ)‖ ≤
≤ h2 sup
(x,ξ)∈IR2n
‖∂2i az,ζ(x, ξ)‖.
De modo ana´logo, dados β, γ ≤ (1, 1, · · · , 1), temos que
‖(∂βx∂
γ
ξ a)(x+ z + hei, ξ + ζ)− ∂
β
x∂
γ
ξ a)(x+ z, ξ + ζ)−
−h(∂βx∂
γ
ξ a)(x+ z, ξ + ζ)‖ ≤
h2 sup
(x,ξ)∈IR2n
‖∂2i ∂
β
x∂
γ
ξ az,ζ(x, ξ)‖ ≤ h
2pi(∂2i az,ζ).
Portanto,
lim
h→0
∥∥∥∥O(az+hei,ζ)−O(az,ζ)h −O(∂iaz,ζ)
∥∥∥∥ ≤ limh→0 k.hpi(∂2i az,ζ) = 0.
ou seja, ∂iTz,ζ = O(∂iaz,ζ).
Do mesmo modo, temos que ∂βz ∂
γ
ζ Tz,ζ = O
(
∂βz ∂
γ
ζ az,ζ
)
, e temos, como antes, que
(z, ζ) 7→ ∂βz ∂
γ
ζ Tz,ζ e´ cont´ınua, i.e., (z, ζ) 7→ Tz,ζ e´ C
∞.
Corola´rio 4.8. Dada a ∈ CB∞(IR2n, A), O(a) ∈ HS.
Nosso objetivo agora e´ provar que, se vale 4.1, dado um operador T ∈ HS tal que
para toda G ∈ CB∞(IRn, A) comuta com RG, enta˜o existe F ∈ CB
∞(IRn, A) de modo
que T = LF .
Na verdade, provaremos o resultado acima com uma hipo´tese mais fraca, que o
operador T ∈ HS comuta com Rg, para toda g ∈ S
A(IRn).
Consideraremos primeiramente o caso n = 1.
Lema 4.9. Dada f ∈ CB∞(IR,A) temos que∫
γ(t)(1− ∂t)
2f(t)dt = f(0),
onde
γ(t) =
{
te−t se t ≥ 0
0 se t < 0
.
Demonstrac¸a˜o. Como f ∈ CB∞(IR,A), γ(t)(1− ∂t)
2f(t) ∈ L1(IR,A).∫
γ(t)(1− ∂t)
2f(t)dt =
∫
IR+
te−t(f(t)− 2∂tf(t) + ∂
2
t f(t))dt.
Fazendo integrac¸a˜o por partes (ver A.15), para R ∈ IR+,∫
[0,R]
te−t∂tf(t)dt = Re
−Rf(R)−
∫
[0,R]
∂t(te
−t)f(t)dt.
∫
[0,R]
te−t∂2t f(t)dt = Re
−R∂tf(R)−
∫
[0,R]
∂t(te
−t)∂tf(t)dt =
= Re−R∂tf(R)−
[
(e−R −Re−R)f(R)− f(0)−
∫
[0,R]
∂2t (te
−t)f(t)dt
]
.
Assim, como
∫
R+
te−t(1 − ∂t)
2f(t)dt = lim
R→∞
∫
[0,R]
te−t(1 − ∂t)
2f(t)dt, pela observac¸a˜o
A.6, temos:∫
γ(t)(1− ∂t)
2f(t)dt =
∫
R+
[
te−t + 2∂t(te
−t) + ∂2t (te
−t)
]
f(t)dt+ f(0) = f(0).
Nota 4.10. Para o caso geral, consideramos γ(x) =
n∏
j=1
γ(xj), onde x = (x1, x2, · · · , xn)
e temos, de modo ana´logo, que
∫
γ(x)
n∏
j=1
(1−∂xj)
2f(x)dx = f(0), se f ∈ CB∞(IRn, A).
De fato, pelo Teorema de Fubini (A.13), temos∫
γ(x)
n∏
j=1
(1− ∂xj )
2f(x)dx =
=
∫ n∏
j=2
γ(xj)
(∫
γ(x1)(1− ∂x1)
2
[
n∏
j=2
(1− ∂xj )
2f(x1, x2, · · · , xn)
]
dx1
)
dx2 · · ·dxn =
=
∫ n∏
j=3
γ(xj)
(∫
γx2(1− ∂x2)
2
[
n∏
j=3
(1− ∂xj )
2f(0, x2, · · · , xn)
]
dx2
)
dx3 · · ·dxn =
= · · · = f(0, · · · , 0) = f(0).
A proposic¸a˜o seguinte, para o caso A = |C, foi provada por Cordes em [2, corola´rio
2.4].
Proposic¸a˜o 4.11. Dadas a ∈ CB∞(IR2, A) e b = (1 + ∂y)
2(1 + ∂η)
2a enta˜o temos que
a(x, ξ) =
∫
γ(y)γ(η)b(x− y, ξ − η)dydη.
Demonstrac¸a˜o. Notemos que
b(x− y, ξ − η) = [(1 + ∂y)
2(1 + ∂η)
2a](x− y, ξ − η) = (1− ∂y)
2(1− ∂η)
2[a(x− y, ξ− η)].
Logo,∫
γ(y)γ(η)b(x− y, ξ − η)dydη =
∫
γ(y)γ(η)(1− ∂y)
2(1− ∂η)
2a(x− y, ξ − η)dydη.
Como γ(y)γ(η)(1−∂y)
2(1−∂η)
2a(x−y, ξ−η) ∈ L1(IR2, A), podemos aplicar o Teorema
de Fubini e, considerando que (1−∂η)
2a(x−y, ξ−η) ∈ CB∞(IR,A) para x, ξ, η fixados,
aplicamos o lema 4.9:∫
γ(η)
∫
γ(y)(1− ∂y)
2(1− ∂η)
2a(x− y, ξ − η)dydη =
∫
γ(η)(1− ∂y)
2a(x, ξ − η)dη.
Novamente, para x, ξ fixos, pelo lema 4.9,
∫
γ(η)(1− ∂η)
2a(x, ξ − η)dη = a(x, ξ)
Corola´rio 4.12. Nas hipo´teses da proposic¸a˜o 4.11, temos
a(z, ζ) =
∫
γ(−x)γ(−ξ)b(x + z, ξ + ζ)dxdξ.
Nota 4.13. Para o caso geral, dada a ∈ CB∞(IR2n, A), seja b =
n∏
j=1
(1+∂yj )
2(1+∂ηj )
2a,
e temos, de modo ana´logo, que a(z, ζ) =
∫
γ(−x)γ(−ξ)b(x + z, ξ + ζ)dxdξ, usando a
notac¸a˜o da nota 4.10.
Lema 4.14. Sejam F a transformada de Fourier e Ez,ζ definido como no cap´ıtulo 1.
Enta˜o temos:
1. FEz,ζ = (E−ζ,z)
−1F
2. F (Ez,ζ)
−1 = E−ζ,zF .
Demonstrac¸a˜o.
Dada u ∈ SA(IRn),
1. FEz,ζu(x) =
∫
e−ixyEz,ζu(y)d/y =
∫
e−ixyeiζyu(y − z)d/y =
=
∫
e−i(y+z)(x−ζ)u(y)d/y = e−iz(x−ζ)Fu(x− ζ) = TζM−zFu(x) = (E−ζ,z)
−1Fu(x).
2. FE−1z,ζu(x) =
∫
e−ixyT−zM−ζu(y)d/y =
∫
e−ixye−iζ(y+z)u(y + z)d/y =
∫
e−ix(y−z)e−iζyu(y)d/y = eixz
∫
e−iy(x+ζ)u(y)d/y = eixzFu(x+ ζ) =MzT−ζFu(x) =
E−ζ,zFu(x).
Observac¸a˜o 4.15. Lembremos que, como vimos na demonstrac¸a˜o da proposic¸a˜o 2.5,
dadas g, u ∈ SA(IRn), temos que Rgu(x) =
∫
eixξFu(ξ)g(x+ Jξ)d/ξ
Lema 4.16. Dada g ∈ S(IRn), vale que
1. E−1z,ζRg = RT−z−JζgE
−1
z,ζ
2. Ez,ζRg = RTz+JζgEz,ζ.
Demonstrac¸a˜o.
1. Dada u ∈ S(IRn), pelo lema 4.14,
E−1z,ζRgu(x) = e
−iζ(x+z)Rgu(x+ z) = e
−iζ(x+z)
∫
ei(x+z)ξFu(ξ)g(x+ z + Jξ)d/ξ.
RT−z−JζgE
−1
z,ζu(x) =
∫
eixξF (E−1z,ζu)(ξ)T−z−Jζg(x+ Jξ)d/ξ =
=
∫
eixξE−ζ,zFu(ξ)g(x+ z + J(ξ + ζ)d/ξ =
∫
eixξeizξFu(ξ + ζ)g(x+ z + J(ξ + ζ))d/ξ =
=
∫
ei(x+z)(ξ−ζ)Fu(ξ)g(x+ z + Jξ)d/ξ = E−1z,ζRgu(x).
2. Ez,ζRgu(x) = e
iζxRgu(x− z) = e
iζx
∫
ei(x−z)ξFu(ξ)g(x− z + Jζ)d/ξ.
RTz+JζgEz,ζu(x) =
∫
eixξF (Ez,ζu)(ξ)Tz+Jζg(x+ Jξ)d/ξ =
=
∫
eixξ(E−ζ,z)
−1Fu(ξ)g(x−z+J(ξ−ζ))d/ξ =
∫
eixξe−iz(ξ−ζ)Fu(ξ−ζ)g(x−z+J(ξ−ζ))d/ξ =
=
∫
eix(ξ+ζ)e−izξFu(ξ)g(x− z + Jξ)d/ξ = Ez,ζRgu(x).
Proposic¸a˜o 4.17. Dado T ∈ B∗(SA(IRn)), se [T,Rg] = 0, ∀g ∈ S
A(IRn), enta˜o [Tz,ζ, Rg] =
0, ∀g ∈ SA(IRn).
Demonstrac¸a˜o. Pelo lema 4.16, temos
Tz,ζRg = E
−1
z,ζTEz,ζRg = E
−1
z,ζTRTz+JζgEz,ζ = E
−1
z,ζRTz+JζgTEz,ζ = RgE
−1
z,ζTEz,ζ = RgTz,ζ.
Proposic¸a˜o 4.18. Dadas a ∈ CB∞(IR2n, A) e b =
n∏
j=1
(1+∂xj)
2(1+∂ξj )
2a, se O(a) ∈ HS
e [O(a), Rg] = 0, para todo g ∈ S
A(IRn), enta˜o O(b) ∈ HS e [O(b), Rg] = 0, ∀g ∈
SA(IRn).
Demonstrac¸a˜o. Notemos que, como visto na demonstrac¸a˜o de 4.7, se T = O(a) e
B = O(b), Bz,ζ =
n∏
j=1
(1 + ∂zj )
2(1 + ∂ζj )
2Tz,ζ .
Logo, se (z, ζ) 7→ Tz,ζ e´ C
∞, (z, ζ) 7→ Bz,ζ e´ C
∞.
Vimos na proposic¸a˜o 4.17 que se [T,Rg] = 0, ∀g ∈ S
A(IRn), enta˜o [Tz,ζ, Rg] =
0, ∀g ∈ SA(IRn). Assim, se {ej} e´ a base canoˆnica de IR
n,
(∂zjTz,ζ)Rg = lim
h→0
Tz+hej ,ζ − Tz,ζ
h
Rg =
lim
h→0
Tz+hej ,ζRg − Tz,ζRg
h
= lim
h→0
Rg
Tz+hej ,ζ − Tz,ζ
h
= Rg(∂zjTz,ζ).
De modo ana´logo, provamos que [Rg, B] = 0, ∀g ∈ S
A(IRn).
Teorema 4.19. Dado T ∈ B∗(SA(IRn)), Heisenberg-suave, tal que para toda g ∈
SA(IRn), [T,Rg] = 0. Supondo que vale 4.1, enta˜o existe F ∈ CB
∞(IRn, A) de mo-
do que T = LF .
Demonstrac¸a˜o. Por 4.1 temos que existe a ∈ CB∞(IR2n, A) de modo que T = O(a).
Sejam b =
n∏
j=1
(1 + ∂xj )
2(1 + ∂ξj )
2a e B = O(b). Pela proposic¸a˜o 4.18, temos que
[B,Rg] = 0, ∀g ∈ S
A(IRn). Logo, [Bz,ζ, Rg] = 0, ∀g ∈ S
A(IRn), pela proposic¸a˜o 4.17.
Assim, pelo visto na demonstrac¸a˜o do teorema 2.12, Bz,ζ = Bz−Jζ,0.
Por outro lado, o s´ımbolo de Bz,ζ e´ b(x + z, ξ + ζ) e o s´ımbolo de Bz−Jζ,0 e´
b(x+ z− Jζ, ξ). Portanto, por 4.1, temos que b(x+ z, ξ + ζ) = b(x+ z− Jζ, ξ). Assim,
pela nota 4.13, temos:
a(z, ζ) =
∫
γ(−x)γ(−ξ)b(x+ z, ξ + ζ)dxdξ =
=
∫
γ(−x)γ(−ξ)b(x+ z − Jζ, ξ)dxdξ = a(z − Jζ, 0).
Tomando F (z) = a(z, 0), temos F ∈ CB∞(IRn, A) e a(z, ζ) = F (z − Jζ), e, pela
observac¸a˜o 1.8, portanto, T = LF .
Apeˆndice A
Veremos agora alguns resultados sobre integrais de func¸o˜es que chegam num espac¸o de
Banach, Integral de Bochner. Para isto, nos baseamos fundamentalmente no apeˆndice
E de [13].
Seja E um espac¸o de Banach separa´vel e seja B(E) a σ-a´lgebra gerada pelos sub-
conjuntos abertos de E.
Definic¸a˜o A.1. Dizemos que uma func¸a˜o f : IRn → E e´ mensura´vel se e´ mensura´vel
com respeito a B(IRn) e a B(E).
E´ fa´cil ver que, se f e´ mensura´vel, enta˜o x 7→ ‖f(x)‖ e´ mensura´vel.
Definic¸a˜o A.2. Uma func¸a˜o mensura´vel f : IRn → E e´ dita simples se f(IRn) e´ um
subconjnto finito de E. Na verdade, se f(IRn) = {a1, · · · , ap}, seja Jl = f
−1(al); enta˜o,
f(x) =
p∑
l=1
alχJl(x), onde χJl e´ a func¸a˜o caracter´ıstica de Jl e onde os conjuntos Jl sa˜o
disjuntos e pertencem a B(IRn).
Lema A.3. Dada f : IRn → E, seja D ⊆ E enumera´vel denso em f(IRn). Enta˜o,
∀ε > 0, ∀a ∈ f(IRn), existem d ∈ D e r ∈ IQ, tais que ‖rd‖ ≤ ‖a‖ e ‖rd− a‖ < ε.
Demonstrac¸a˜o. Dado 1 > ε > 0, como D e´ denso em f(IRn), existe d ∈ D tal que
‖a− d‖ < ε. Seja r ∈ IQ+ tal que 1− ε < r < 1 e r ≤ ‖a‖
‖d‖
. Assim, ‖rd‖ ≤ ‖a‖ e temos
‖rd− a‖ ≤ ‖d− rd‖+ ‖a− d‖ ≤ ‖d‖(1− r) + ε ≤
‖a‖
r
ε+ ε ≤ ‖a‖
ε
1− ε
+ ε.
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Dado ε1 > 0, escolhemos ε > 0 de modo que ‖a‖
ε
1−ε
+ε ≤ ε1 e temos ‖rd−a‖ < ε1
e ‖d‖ ≤ ‖a‖
Proposic¸a˜o A.4. Dada f : IRn → E, mensura´vel, existe uma sequ¨eˆncia (fk)k∈N de
func¸o˜es simples tal que ∀x ∈ IRn, f(x) = lim
k→∞
fk(x), e ‖fk(x)‖ ≤ ‖f(x)‖, ∀k ∈ IN.
Demonstrac¸a˜o. Suponhamos que f e´ na˜o nula.
Seja D ⊆ E enumera´vel, denso em f(IRn). Seja D′ o conjunto dos mu´ltiplos
racionais de D, D′ = {ck}k∈IN . Podemos assumir que c1 = 0.
Para cada x ∈ IRn, e cada k ∈ IN , seja Ek(x) ⊆ E dado por:
Ek(x) = {cj ∈ D
′, j ≤ k e ‖cj‖ ≤ ‖f(x)‖}.
Como c1 = 0, Ek(x) e´ na˜o vazio.
Vamos construir a sequ¨eˆncia (fk)k∈IN , tomando fk(x) o elemento de Ek(x) que
esta´ mais pro´ximo de f(x).
Consideremos
Ak(x) = {ci ∈ Ek(x)/‖f(x)− ci‖ = inf{‖f(x)− cj‖, cj ∈ Ek(x)}}.
Seja Ik(x) o conjunto dos ı´ndices dos ci ∈ Ak(x) e seja i0 = min Ik(x) e fk(x) = ci0 .
Como os conjuntos {x ∈ IRn, fk(x) = ci0} podem ser descritos por meio de de-
sigualdades envolvendo ‖f(x)‖, ‖cj‖, j = 1, · · · , k, e ‖f(x) − cj‖, j = 1, · · · , k, cada fk
e´ mensura´vel. E´ fa´cil ver, enta˜o, que fk e´ simples, ∀k ∈ IN . Ale´m disso, por construc¸a˜o
de fk e de Ek(x), temos que ‖fk(x)‖ ≤ ‖f(x)‖, ∀x ∈ IR, ∀k ∈ IN .
Vejamos agora que (fk)k∈IN converge pontualmente para f . Consideremos:
1. Pelo lema A.3, para todo ε > 0, para todo x ∈ IRn, existe ch0 ∈ D
′ tal que
‖ch0‖ ≤ ‖f(x)‖ (isto implica ch0 ∈ Eh0(x)) e ‖ch0 − f(x)‖ < ε.
2. Se k ≥ h0, Eh0(x) ⊆ Ek(x).
3. ‖f(x)− fk(x)‖ ≤ ‖f(x)− ck‖, para qualquer ck ∈ Ek(x).
Assim, dado ε > 0, seja h0 ∈ IN como em (1). Enta˜o temos, ∀k ≥ h0, ‖f(x) −
fk(x)‖ ≤ ‖f(x)− ch0‖ < ε.
Definic¸a˜o A.5. Seja f : IRn → E, mensura´vel. Dizemos que f e´ Bochner integra´vel
(integra´vel) se a func¸a˜o x 7→ ‖f(x)‖ e´ integra´vel.
Dada f : IRn → E, simples e integra´vel, com f(x) =
p∑
l=1
alχJl, al ∈ E e Jl ∈
B(IRn), definimos a integral de f como segue:
∫
f(x)dx =
p∑
l=1
alµ(Jl),
onde µ e´ a medida de Lebesgue em IRn. E´ claro que f integra´vel implica que µ(Jl) <
∞, l = 1, · · · , p.
E´ fa´cil ver que ∥∥∥∥∫ f(x)dx∥∥∥∥ ≤ ∫ ‖f(x)‖dx
e que, se α, β ∈ |C e g uma func¸a˜o simples integra´vel,
∫
(αf + βg)(x)dx = α
∫
f(x)dx+ β
∫
g(x)dx.
Dada f : IRn → E integra´vel, seja (fk)k∈IN uma sequ¨eˆncia de func¸o˜es simples
tal que f(x) = lim
k→∞
fk(x), ∀x ∈ IR
n e tal que x 7→ sup
k
‖fk(x)‖ = ‖f(x)‖ e´ integra´vel
(ver A.4). Como ‖fk(x)− f(x)‖ ≤ 2‖f(x)‖, pelo Teorema da Convergeˆncia Dominada,∫
‖fk(x)− f(x)‖dx −→
x→∞
0. Logo, a sequ¨eˆncia (
∫
fk)k∈IN e´ de Cauchy em E e portanto
converge.
Definimos
∫
f(x)dx = lim
k→∞
∫
fk(x)dx.
E´ fa´cil ver que esta definic¸a˜o na˜o depende da escolha da sequ¨eˆncia (fk)k∈IN [13, pg.352].
Proposic¸a˜o A.6. Seja f : IRn → E, integra´vel. Enta˜o
∥∥∥∥∫ f(x)dx∥∥∥∥ ≤ ∫ ‖f(x)‖dx.
Demonstrac¸a˜o. Seja (fk)k∈IN uma sequ¨eˆncia de func¸o˜es simples (como na proposic¸a˜o
A.5), tal que ∀x ∈ IRn, sup
k
‖fk(x)‖ ≤ ‖f(x)‖ e f(x) = lim
k
fk(x).
Logo,
∥∥∥∥∫ fk(x)dx∥∥∥∥ ≤ ∫ ‖fk(x)‖dx ≤ ∫ ‖f(x)‖dx. Como ∫ f(x)dx = limk→∞
∫
fk(x)dx,
vale a tese.
Teorema da Convergeˆncia Dominada A.7. Sejam f, f1, f2, · · · func¸o˜es de IR
n em E,
mensura´veis, tais que f(x) = lim
k→∞
fk(x) para quase todo x ∈ IR
n e ‖fk(x)‖ ≤ g(x), q.s.,
para todo k ∈ IN , onde g : IRn → [0,+∞], integra´vel. Enta˜o, f, f1, · · · sa˜o integra´veis e∫
f(x)dx = lim
k→∞
∫
fk(x)dx.
Demonstrac¸a˜o. Como ‖fk(x)‖ ≤ g(x) q.s., ∀k ∈ IN , a integrabilidade de f1, f2, · · ·
e´ imediata. Ale´m disso, temos ‖f(x)‖ ≤ g(x) q.s. e f e´ integra´vel. Portanto, ‖(fk −
f)(x)‖ ≤ 2g(x) q.s.. Pelo Teorema da Convergeˆncia Dominada (caso escalar) temos
enta˜o que lim
k→∞
∫
‖(fk−f)(x)‖dx = 0, e, pela proposic¸a˜o A.6, temos ‖
∫
(fk−f)(x)dx‖ ≤∫
‖(fk − f)(x)‖dx →
k→∞
0.
Observac¸a˜o A.8. Se f : IRn → E e´ integra´vel e J ∈ B(IRn), definimos
∫
J
f(x)dx =
∫
IRn
f(x)χJ(x)dx.
Se g : IR → E e´ integra´vel, notemos que
∫
IR
g(t)dt = lim
R→∞
∫
[−R,R]
g(t)dt, pois, se
(Rk)k∈IN e´ uma sequ¨eˆncia em IR
+, crescente, com lim
k→∞
Rk = +∞, e se gk(t) = g(t)χ[−Rk,Rk](t),
temos que, para cada t ∈ IR, lim
k→∞
gk(t) = g(t) e sup
k
‖gk(t)‖ ≤ ‖g(t)‖; portanto, pelo
Teorema da Convergeˆncia Dominada A.7∫
IR
g(t)dt = lim
k→∞
∫
IR
gk(t)dt = lim
k→∞
∫
[−Rk,Rk]
g(t)dt.
Definic¸a˜o A.9. Seja L1(IRn, E) o conjunto das func¸o˜es de IRn em E integra´veis. Defini-
mos
‖f‖L1 =
∫
‖f(x)‖dx, para f ∈ L1(IRn, E).
E´ claro que ‖ · ‖L1 e´ semi-norma. E´ fa´cil ver que o conjunto L
1(IRn, E) das classes
de equivaleˆncia de L1(IRn, E), com respeito a` igualdade quase sempre, e´ um espac¸o
vetorial normado onde ‖ · ‖L1 e´ a norma ([13, proposic¸a˜o E.4]). Tambe´m podemos
provar que L1(IRn, E) e´ completo adaptando a demonstrac¸a˜o de [13, teorema 3.4.1].
De um modo ana´logo, definimos os espac¸os de Banach Lp(IRn, E) das classes de
equivaleˆncia de func¸o˜es iguais q.s. que tem a propriedade
∫
‖f(x)‖pdx <∞. A norma
e´ dada por ‖f‖Lp =
(∫
‖f(x)‖pdx
) 1
p
, para f ∈ Lp(IRn, E).
Proposic¸a˜o A.10. As func¸o˜es simples do tipo
q∑
l=1
alχJl, µ(Jl) <∞, al ∈ E, sa˜o densas
em Lp(IRn, E).
Demonstrac¸a˜o. E´ fa´cil ver, pela definic¸a˜o A.5, que as func¸o˜es simples do enunciado
pertencem a Lp(IRn, E). Dada uma func¸a˜o f ∈ Lp(IRn, E), seja uma sequ¨eˆncia de
func¸o˜es simples (fk)k∈IN , como na proposic¸a˜o A.4, tal que, para quase todo x ∈ IR
n,
vale que f(x) = lim
k→∞
fk(x) e ‖fk(x)‖ ≤ ‖f(x)‖. Assim, ‖(fk − f)(x)‖
p ≤ 2p‖f(x)‖p.
Logo, pelo Teorema da Convergeˆncia Dominada, (A.7), lim
k→∞
∫
‖(fk − f)(x)‖
pdx = 0, o
que implica ‖f − fk‖Lp →
k→∞
0.
Um resultado u´til, mas que na˜o provaremos aqui, e´ o teorema E.9 de [13], que diz
o seguinte:
Teorema A.11. Uma func¸a˜o f : IRn → E e´ mensura´vel se e somente se, para todo
funcional linear cont´ınuo ϕ em E∗, a func¸a˜o ϕ ◦ f e´ mensura´val.
Proposic¸a˜o A.12. Dada f : IRn → E, integra´vel, enta˜o, para qualquer funcional linear
cont´ınuo ϕ ∈ E∗ vale que
∫
ϕ ◦ f(x)dx = ϕ
(∫
f(x)dx
)
(∗)
Ale´m disso, se existe a0 ∈ E tal que ∀ϕ ∈ E
∗, ϕ(a0) =
∫
ϕ ◦ f(x)dx, enta˜o a0 =∫
f(x)dx.
Demonstrac¸a˜o. Dado qualquer ϕ ∈ E∗, por (A.11), sabemos que ϕ ◦ f e´ mensura´vel.
Vejamos que ϕ ◦ f e´ integra´vel.
∫
|ϕ ◦ f(x)|dx ≤
∫
‖ϕ‖‖f(x)‖dx = ‖ϕ‖
∫
‖f(x)‖dx.
Como f e´ integra´vel, ϕ ◦ f e´ integra´vel.
Suponhamos que f e´ simples, f(x) =
p∑
l=1
alχJl(x), al ∈ E e µ(Jl) < ∞, onde
Jl sa˜o disjuntos, l = 1, · · · , p.
ϕ
(∫
f(x)dx
)
= ϕ
(
p∑
l=1
alµ(Jl)
)
=
p∑
l=1
ϕ(al)µ(Jl).
∫
ϕ ◦ f(x)dx =
∫
ϕ
(
p∑
l=1
alχJl(x)
)
dx =
∫ p∑
l=1
ϕ(al)χJl(x)dx =
p∑
l=1
ϕ(al)µ(Jl).
Portanto, vale (∗) para func¸o˜es simples.
Seja agora f : IRn → E integra´vel e (fk)k∈IN uma sequ¨eˆncia de func¸o˜es simples
tal que, para quase todo x ∈ IRn, f(x) = lim
k→∞
fk(x) e sup
k
‖fk(x)‖ ≤ ‖f(x)‖. Desta
maneira, e´ claro que fk e´ integra´vel para todo k ∈ IN e temos que
ϕ
(∫
fk(x)dx
)
=
∫
ϕ ◦ fk(x)dx. (1)
Ale´m disso, ‖fk(x)‖ ≤ ‖f(x)‖ ∈ L
1(IRn), para quase todo x ∈ IRn; enta˜o, pelo Teorema
da Convergeˆncia Dominada (A.7), lim
k→∞
∫
fk(x)dx =
∫
f(x)dx e, portanto,
lim
k→∞
ϕ
(∫
fk(x)dx
)
= ϕ
(∫
f(x)dx
)
. (2)
Por outro lado, |ϕ ◦ fk(x)| ≤ ‖ϕ‖‖fk(x)‖ ≤ ‖ϕ‖‖f(x)‖ ∈ L
1(IRn), para quase
todo x ∈ IRn e ∀k ∈ IN . Como lim
k→∞
ϕ ◦ fk(x) = ϕ ◦ f(x) q.s., pelo Teorema da Con-
vergeˆncia Dominada, ϕ
(∫
f(x)dx
)
=
(2)
lim
k→∞
ϕ
(∫
fk(x)dx
)
=
(1)
lim
k→∞
∫
ϕ ◦ fk(x)dx =∫
ϕ ◦ f(x)dx, e vale (∗).
Suponhamos que existe a0 ∈ E tal que ϕ(a0) =
∫
ϕ ◦ fdx, ∀ϕ ∈ E∗. Deste
modo, temos que ϕ
(
a0 −
∫
f(x)dx
)
= 0, ∀ϕ ∈ E∗. Logo, pelo Teorema de Hahn-
Banach, (ver tambe´m [13, corola´rio E.8]), existe ψ ∈ E∗ tal que ψ
(
a0 −
∫
f(x)dx
)
=∥∥∥∥a0 − ∫ f(x)dx∥∥∥∥ , ou seja, ∥∥∥∥a0 − ∫ f(x)dx∥∥∥∥ = 0 e portanto a0 = ∫ f(x)dx.
Tendo este resultado, podemos ver que va´rias propriedades que sa˜o va´lidas para
integrac¸a˜o de func¸o˜es complexas sa˜o va´lidas tambe´m para func¸o˜es que tomam valores
num espac¸o de Banach separa´vel.
Teorema de Fubini A.13. Se f ∈ L1(IR2n, E), enta˜o y 7→ f(x, y) pertence a L1(IRn, E)
para quase todo x ∈ IRn e x 7→ f(x, y) pertence a L1(IRn, E) para quase todo y ∈
IRn. Ale´m disso, as func¸o˜es h(x) =
∫
f(x, y)dy e k(y) =
∫
f(x, y)dx definidas q.s.
pertencem a L1(IRn, E) e vale:
∫
f(x, y)dxdy =
∫ [∫
f(x, y)dy
]
dx =
∫ [∫
f(x, y)dx
]
dy.
Demonstrac¸a˜o. Por definic¸a˜o, temos que ‖f‖ ∈ L1(IR2n). Logo, pelo Teorema de
Fubini, [13, (2.37)], temos que, para quase todo x ∈ IRn, y 7→ ‖f(x, y)‖ pertence a
L1(IRn), isto e´, y 7→ f(x, y) ∈ L1(IRn, E) q.s.. Analogamente para x 7→ f(x, y).
Tambe´m temos que, se h(x) =
∫
‖f(x, y)‖dy, h ∈ L1(IRn). E, como ‖h(x)‖ ≤
h(x), h ∈ L1(IRn, E). Do mesmo modo, k ∈ L1(IRn, E).
Por outro lado, dado qualquer ϕ ∈ E∗, temos ϕ ◦ f ∈ L1(IR2n), pois
∫
‖ϕ ◦
f(x, y)‖dxdy ≤ ‖ϕ‖
∫
‖f(x, y)‖dxdy < ∞. Tambe´m ϕ ◦ k, ϕ ◦ h ∈ L1(IRn). Enta˜o,
apliquemos [3, 2.37]:
∫
ϕ ◦ h(x)dx =
∫ [
ϕ
(∫
f(x, y)dy
)]
dx =
∫ [∫
ϕ ◦ f(x, y)dy
]
dx =
=
∫ [∫
ϕ ◦ f(x, y)dx
]
dy =
∫
ϕ ◦ k(y)dy.
Logo, pela proposic¸a˜o A.12, ϕ
(∫
h(x)dx
)
= ϕ
(∫
k(y)dy
)
, ∀ϕ ∈ E∗, e enta˜o∫
h(x)dx =
∫
k(y)dy, ou seja,
∫ [∫
f(x, y)dy
]
dx =
∫ [∫
f(x, y)dx
]
dy.
Do mesmo modo, temos
∫
ϕ ◦ f(x, y)dxdy =
∫
ϕ ◦ k(y)dy, ∀ϕ ∈ E∗ ⇒
⇒
∫
f(x, y)dxdy =
∫
k(y)dy =
∫ [∫
f(x, y)dx
]
dy.
Teorema Fundamental do Ca´lculo A.14. Seja f : [a, b] → E uma func¸a˜o cont´ınua
e diferencia´vel tal que f ′ (a func¸a˜o derivada de f) e´ limitada. Enta˜o:
∫
[a,b]
f ′(t)dt = f(b)− f(a).
Demonstrac¸a˜o. Dado ϕ ∈ E∗, qualquer, consideremos a func¸a˜o ϕ ◦ f : [a, b] → |C.
Seja F (t) = ϕ ◦ f(t). Notemos que
F ′(t0) = lim
h→0
F (t0 + h)− F (t0)
h
= lim
h→0
ϕ
(
f(t0 + h)− f(t0)
h
)
= ϕ ◦ f ′(t0).
Logo, F e´ cont´ınua, diferencia´vel, com derivada limitada. Ale´m disso, como F ′
e´ mensura´vel, isto e´, ϕ ◦ f ′ e´ mensura´vel para todo ϕ ∈ E∗, pelo teorema A.11 temos
que f ′ e´ mensura´vel. Assim, por [3, (3.36)], temos:
∫ b
a
F ′(t)dt = F (b) − F (a), isto e´,
ϕ
(∫
[a,b]
f ′(t)dt
)
= ϕ(f(b)− f(a)), ∀ϕ ∈ E∗ e, portanto,
∫
[a,b]
f ′(t)dt = f(b)− f(a).
Corola´rio A.15. Integrac¸a˜o por partes. Dadas f, g ∈ C∞c (IR
n, E), enta˜o, para
−∞ < a < b <∞, vale que
∫
[a,b]
f(x)g′(x)dx+
∫
[a,b]
f ′(x)g(x)dx = f(b)g(b)− f(a)g(a).
Demonstrac¸a˜o. Notemos que fg ∈ C∞c (IR
n, E). Ale´m disso, (fg)′(x) = f(x)g′(x) +
f ′(x)g(x). Logo, pelo Teorema Fundamental do Ca´lculo A.14 aplicado a` func¸a˜o fg,∫
[a,b]
f(x)g′(x)dx+
∫
[a,b]
f ′(x)g(x)dx = f(b)g(b)− f(a)g(a).
Corola´rio A.16. Seja A uma C∗-a´lgebra separa´vel. Dadas f ∈ C∞(IRn, A), com f(x) =
xγeixξ, γ ∈ INn dado, e g ∈ SA(IRn), enta˜o temos que∫ [
∂xjf(x)
]
g(x)dx = −
∫
f(x)
[
∂xjg(x)
]
dx.
Demonstrac¸a˜o. Suponhamos, sem perda da generalidade, que j = 1. Como fg ∈
L1(IRn, A), temos, pelo Teorema de Fubini A.13, que∫
∂x1 [f(x)g(x)] dx =
∫
IRn−1
(∫
IR
∂x1 [f(x)g(x)] dx1
)
dx2 · · · dxn =
=
∫
IRn−1
(
lim
R→∞
∫
[−R,R]
∂x1 [f(x)g(x)] dx1
)
dx2 · · · dxn =
=
∫
IRn−1
(
lim
R→∞
[f(R, x2, · · · , xn)g(R, x2, · · · , xn)− f(R, x2, · · · , xn)g(R, x2, · · · , xn)]
)
dx2 · · · dxn = 0
(ver Observac¸a˜o A.8), pelo corola´rio A.15. Portanto,∫
[∂x1f(x)] g(x)dx = −
∫
f(x) [∂x1g(x)] dx.
Proposic¸a˜o A.17. Seja A uma C∗-a´lgebra separa´vel e seja f ∈ L2(IRn, A). Enta˜o, se∫
f(x)∗f(x)dx = 0, f(x) = 0, para quase todo x ∈ IRn.
Demonstrac¸a˜o. Dado um funcional positivo, ψ ∈ A∗, temos que ψ (f(x)∗f(x)) ≥
0. Por outro lado, pela proposic¸a˜o (A.12) ,
∫
ψ (f(x)∗f(x)) dx = 0, o que implica
ψ (f(x)∗f(x)) = 0 q.s.. Como qualquer funcional linear ϕ ∈ A∗ e´ dado por ϕ = (ψ+1 −
ψ−1 ) + i(ψ
+
2 − ψ
−
2 ), onde ψ
+
i , ψ
−
i sa˜o funcionais lineares positivos, i = 1, 2 ([5, teorema
3.3.10 e comenta´rios acima]), temos que ϕ (f ∗(x)f(x)) = 0, q.s., ∀ϕ ∈ A∗.
Notemos que a bola unita´ria, B, de A∗ e´ compacta na topologia fraca∗ pelo teo-
rema de Banach-Alaoglu ([6, 3.15]) e portanto, como A e´ separa´vel, B e´ metriza´vel na
topologia fraca∗ ([6, 3.16]). Logo a bola unita´ria de A∗ e´ separa´vel (todo espac¸o me´trico
compacto e´ separa´vel). Seja D ⊆ B um subconjunto enumera´vel denso na topologia
fraca∗.
Vimos que para qualquer ϕm ∈ D, ϕm(f
∗(x)f(x)) = 0 q.s.. Portanto, o conjunto
E = {x ∈ IRn : ϕm(f
∗(x)f(x)) 6= 0, para algum ϕm ∈ D} tem medida nula. Ale´m
disso, se x /∈ E temos que ϕm(f
∗(x)f(x)) = 0 para todo ϕm ∈ D e enta˜o φ(f
∗(x)f(x)) =
0 para todo φ ∈ B. Assim, se x /∈ E, ϕ(f ∗(x)f(x)) = 0, ∀ϕ ∈ A∗. Logo, se x /∈ E,
f(x) = 0; ou seja, f(x) = 0 para quase todo x ∈ IRn.
Proposic¸a˜o A.18. Mudanc¸a de varia´vel. Sejam T : IRn → IRn um difeomorfismo C1
eDxT a transformac¸a˜o linear dada pela matriz
(
∂Ti
∂xj
(x)
)
ij
; e seja detDxT o determinante
da matriz acima. Se f ∈ L1(IRn, A), temos que∫
f(x)dx =
∫
f ◦ T (x)| detDxT |dx.
Demonstrac¸a˜o. Dado qualquer ϕ ∈ A∗, ϕ ◦ f ∈ L1(IRn). Logo, por [3, (2.47)],∫
ϕ ◦ f(x)dx =
∫
ϕ ◦ f ◦ T | detDxT |dx, o que implica que, ∀ϕ ∈ A
∗, ϕ
(∫
f(x)dx
)
=
ϕ
(∫
f ◦ T | detDxT |dx
)
e portanto
∫
f(x)dx =
∫
f ◦ T | detDxT |dx.
Proposic¸a˜o A.19. Dada uma C∗-a´lgebra separa´vel, A, temos que SA(IRn) e´ denso em
L2(IRn, A).
Demonstrac¸a˜o. Vemos em [3, (8.17)] a demonstrac¸a˜o de que S(IRn) e´ denso em
Lp(IRn). A demonstrac¸a˜o de que SA(IRn) e´ denso em L2(IRn, A) e´ feita seguindo os
mesmos passos. Primeiro, provamos que as func¸o˜es cont´ınuas de suporte compacto
sa˜o densas em L2(IRn, A). Depois, a demonstrac¸a˜o de que as func¸o˜es C∞ de suporte
compacto sa˜o densas em L2(IRn, A) segue por convoluc¸a˜o como no caso escalar.
Apeˆndice B
Usaremos aqui va´rios resultados do apeˆndice A e, portanto, consideraremos A uma
C∗-a´lgebra separa´vel.
Definic¸a˜o B.1. Dada u ∈ SA(IRn), definimos a Transformada de Fourier, F , de u,
como segue:
F (u)(x) =
∫
e−ixξu(ξ)d/ξ, onde d/ξ =
1
(2pi)
n
2
dξ.
Temos, como no caso escalar ([12, teorema V.1.1]), que F e´ um operador cont´ınuo
de SA(IRn) em SA(IRn).
Proposic¸a˜o B.2. F e´ continuamente invers´ıvel de SA(IRn) em SA(IRn) e vale que
F−1(u)(x) =
∫
eixξu(ξ)d/ξ, u ∈ SA(IRn). (∗)
Demonstrac¸a˜o. Usaremos a func¸a˜o auxiliar φ(x) = e−
|x|2
2 . Notemos que φˆ(ξ) = φ(ξ)
([12, exemplo V.1.2]), onde φˆ e´ a transformada de Fourier (usual) de φ. Tomemos, em
(∗), u = F (v), para v ∈ SA(IRn).
v(x) =
∫
eixξ
[∫
e−iyξu(y)d/y
]
d/ξ.
Aqui na˜o podemos trocar a ordem de integrac¸a˜o pois ei(x−y)ξv(y) na˜o e´ integra´vel
em ξ se v(y) 6= 0. Por este motivo, vamos usar a func¸a˜o φ do seguinte modo:
Seja φε(x) = φ(εx), para ε > 0, dado. E´ fa´cil ver que φˆε(x) = ε
−nφ(x
ε
). Assim,
aplicando o Teorema de Fubini (A.13),∫
φε(ξ)e
ixξ
[∫
e−iyξv(y)d/y
]
d/ξ =
∫
e−iyξv(y)
[∫
eixξφε(ξ)d/ξ
]
d/y =
59
=∫
v(y)
[∫
e−i(y−x)ξφε(ξ)d/ξ
]
d/y =
∫
v(y)φˆε(y − x)d/y =∫
v(y + x)φˆε(y)d/y =
∫
v(y + x)ε−nφ
(y
ε
)
d/y =
∫
v(x+ εy)φ(y)d/y.
E temos lim
ε→0
φε(x) = 1, lim
ε→0
v(x+ εy) = v(x) e, pelo visto acima:∫
eixξφε(ξ)F (v)(ξ)d/ξ =
∫
v(x+ εy)φ(y)d/y.
Por outro lado, ‖eixξφε(ξ)F (v)(ξ)‖ ≤ ‖F (v)(ξ)‖ ∈ L
1(IRn) e ‖v(x + εy)φ(y)‖ ≤
sup
x∈IRn
‖v(x)‖‖φ(y)‖ ∈ L1(IRn).
Tomando ε→ 0, pelo Teorema da Convergeˆncia Dominada (A.7), temos∫
eixξF (v)(ξ)d/ξ =
∫
v(x)φ(y)d/y.
Como
∫
φ(y)d/y = 1, v(x) =
∫
eixξF (v)(ξ)d/ξ, o que prova (∗).
A continuidade de F−1 se demonstra de modo ana´logo a` continuidade de F , ([12,
teorema V.1.1]).
Proposic¸a˜o B.3. F e´ um operador ”unita´rio”em SA(IRn), com respeito ao produto
interno definido no in´ıcio do cap´ıtulo 1.
Demonstrac¸a˜o. Dadas u, v ∈ SA(IRn), pelo Teorema de Fubini,
< F (u), v >=
∫ [∫
e−ixξu(ξ)d/ξ
]∗
v(x)dx =
∫
u(ξ)∗
[∫
eixξv(x)d/x
]
dξ =< u, F−1(v) > .
Portanto F ∗ = F−1 e F e´ unita´rio em SA(IRn).
Corola´rio B.4. Se u ∈ SA(IRn), enta˜o ‖F (u)‖2 = ‖u‖2.
Demonstrac¸a˜o. < F (u), F (u) >=< u, F−1(F (u)) >=< u, u >, portanto ‖F (u)‖2 =
‖u‖2.
Corola´rio B.5. Dadas f, g ∈ L2(IRn, A), temos que < F (f), F (g) >=< f, g >.
Demonstrac¸a˜o. Sabemos, pela proposic¸a˜o (3.9) que L2(IRn, A) ⊆ SA(IRn). Assim,
existem sequ¨eˆncias (fk)k∈IN e (gl)l∈IN de func¸o˜es em S
A(IRn) tais que lim
k→∞
‖fk−f‖2 = 0
e lim
l→∞
‖gl − g‖2 = 0. Pelo corola´rio B.4, F e´ cont´ınua em SA(IR
n) com a norma ‖ · ‖2.
Assim, pela proposic¸a˜o B.3, < F (f), F (g) >= lim
k,l
< F (fk), F (gl) >= lim
k,l
< fk, gl >=<
f, g > .
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