We study the learnability of sets in R n under the Gaussian distribution, taking Gaussian surface area as the "complexity measure" of the sets being learned. Let 
• Intersections of k halfspaces can be agnostically learned in time n O(log k) (cf. Vempala's n O(k) time algorithm for learning in the noise-free model [36] ).
• Cones (with apex centered at the origin), and spheres with arbitrary radius and center, can be agnostically learned in time poly(n).
Introduction

Motivation: What is the right measure of complexity for learning?
The primary goal of computational learning theory is to understand how the resources required by learning algorithms (running time, number of examples, etc.) scale with the complexity of the functions being learned. For sample complexity our understanding is quite good: it has been known for nearly 20 years that for any class C of Boolean functions, the Vapnik-Chervonenkis dimension of C gives essentially matching upper and lower bounds on the number of examples needed for learning C with respect to an arbitrary (unknown) probability distribution over the space of examples [10, 15] . Unfortunately, it has proved much more difficult to characterize the computational complexity of learning problems. This difficulty is particularly acute in distribution-independent learning models such as Valiant's original PAC learning model [34] ; as one example of this, our current state of knowledge is consistent both with the possibility that learning an intersection of two n-dimensional halfspaces (under arbitrary distributions) can be done in O(n 2 ) time, and with the possibility that this learning problem requires time 2 Ω(n) . In general, research progress on computationally efficient distributionindependent learning has been relatively slow, and for this reason many researchers have considered learning with respect to specific natural distributions such as the uniform distribution on the n-dimensional Boolean hypercube and the uniform distribution on the unit Euclidean sphere in R n . In this work we consider learning with respect to the standard Gaussian distribution on R n . This is arguably the most natural distribution on R n , especially from a machine learning perspective [8, 23, 32, 37] . We note that the commonly studied scenario of learning with respect to the uniform distribution on the n-dimensional Euclidean sphere (see e.g. [9, 36, 27, 28, 17] ) is essentially equivalent to learning under the standard Gaussian distribution when n is large. (As we shall see in Section 4.5, almost all of our learning results actually hold for arbitrary Gaussian distributions on R n ). As our main contribution, we propose a new and very natural complexity measure for geometric concepts A ⊂ R n , their Gaussian surface area, and show that this measure characterizes the computational complexity of learning with respect to the Gaussian distribution in a rather strong sense. We do this by giving essentially matching upper bounds (via an explicit algorithm) and lower bounds (information-theoretic) on the running time of algorithms for learning sets A ⊂ R n in terms of their Gaussian surface area. Furthermore (and perhaps most importantly), this approach yields striking new applications for learning important concept classes such as arbitrary convex sets and intersections of halfspaces.
The new complexity measure: Gaussian Surface
Area. The formal definition of Gaussian surface area is as follows:
Here A δ denotes the δ-neighborhood of A, {x : dist(x, K) ≤ δ}, and vol(A) denotes the probability mass of A with respect to the standard Gaussian distribution on R n . This is very similar to the usual formal definition of surface area, except that Gaussian measure replaces Lebesgue measure. For most "nice" sets A we can take an equivalent definition (see [30] ):
n is sufficiently regular -e.g., has smooth boundary or is convex -then we have
where dσ(x) is the standard surface measure in R n and
It is straightforward to see from Definition 1 that the Gaussian surface area of a set is smaller than its usual surface area by at least an exponential factor:
n is any measurable set and surf(A) denotes its usual surface area, then Γ(A) ≤ 1 (2π) n/2 surf(A). In fact, the Gaussian surface area of A is often far smaller even than this; many natural sets A have infinite surf(A) but small finite Gaussian surface area Γ(A). The most notable example is that of halfspaces:
Fact 4. Every halfspace in R
n has Gaussian surface area at most ϕ(0) = 2/π ≈ 0.8. This is a classical fact because of the "Gaussian isoperimetric inequality" [13, 33] (see also [11] ), which states that halfspaces minimize Γ(A) among all sets A with fixed Gaussian volume.
In the remainder of this paper we will use the phrase "surface area" exclusively to mean Gaussian surface area, Γ. Figure 1 gives the surface area of some basic geometric sets.
We believe that surface area is a very natural complexity measure for sets in R n . First, it is a universal measure: it assigns a complexity to all sets. Second, is a natural geometric notion befitting geometric sets. Third, surface area seems to address the difficulty of learning sets in a fair way: if a set's boundary is very "wiggly", it is reasonable that many examples will be needed to accurately delineate it. Finally, it is a very stringent measure: as discussed above Gaussian surface area is in general very low.
Our main results.
We give upper and lower bounds for learning sets of surface area S under the Gaussian distribution on R n . Our algorithmic result is an agnostic learning algorithm running in time n Our lower bound is information-theoretic and applies even to PAC learning algorithms under the Gaussian distribution (no noise) which have membership query access to the function being learned. We show that there is a universal constant 0 > 0 such that any algorithm for learning sets of surface area at most S to accuracy 0 requires at least 2
examples. This holds for any √ log n/ 0 ≤ S ≤ 0 n 1/4 , and is true even if the sets are promised to be intersections of 2 Θ(S 2 ) halfspaces. We give this lower bound in Section 5.
We believe the main applications of our results are the following two algorithmic consequences, Theorems 5 and 6: We view Theorem 5 as somewhat surprising, since the general class of convex sets is extremely broad. (We recall that simple VC-dimension arguments can be used to show that for distribution-independent learning, no a priori running time bound -2 n , 2 2 n , etc. -can be given for learning arbitrary convex sets, see e.g. Chapter 4 of [18] .) Theorem 5 is the first subexponential time algorithm for either agnostically or PAC learning arbitrary convex sets with respect to a non-trivial class of high-dimensional distributions. We note that Theorem 5 can be extended to learn non-convex concepts such as finite unions of convex sets; we defer statements of these results to Section 4. O(k) time PAC learning algorithm (under nearlyuniform distributions on the sphere). Vempala's dependence on is better than ours if log(1/ ) log k, but otherwise our algorithm has a much better dependence on n, and also works in the agnostic setting.
The fact that Theorems 5 and 6 hold for any Gaussian distribution, as opposed to just the standard one, is an immediate easy consequence of the fact that convex sets and intersections of k halfspaces are closed under linear transformations (see the full version for a complete discussion). We give several other new learning results in Section 4 as well.
Uniform Distribution over {−1, 1}
n . It is natural to ask whether our approach can be translated to the Boolean setting with respect to the uniform distribution on the hypercube. We establish a general connection between Boolean perimeter and learnability, and give tight bounds on the perimeter of Boolean halfspaces (e.g., we show that Boolean halfspaces have Boolean perimeter Θ( √ log n)).
At this stage, however, this approach does not (yet) lead to new learning results for any well-studied concept classes, so we defer this discussion to the full version.
Our techniques.
To broadly outline the proof of our main results, we begin with the result of Kalai et al. [17] , which uses a type of polynomial regression to give an agnostic learning algorithm for functions that can be approximated well by low-degree polynomials. To use this result, we need to understand how well sets in R n can be approximated (in 2 ) by polynomials with respect to the Gaussian distribution. This task can be separated into two parts:
First, we establish a new connection between the Hermite concentration of the characteristic function of a set (which captures the approximability by low-degree polynomials) and the set's Gaussian surface area. This reduction from learning to bounding surface area makes use of some powerful tools in geometry; especially, the use of semigroup tools in the study of isoperimetry.
Secondly, with this reduction in hand, we can translate bounds on Gaussian surface area to learning results. For example, K. Ball [2] (and subsequently F. Nazarov [30] ) has shown that the surface area of any convex set in n dimensions is at most O(n 1/4 ). Ball's result, combined with Theorem 25, gives us Theorem 5. We also prove new results on Gaussian surface area for various classes (see the table above) and obtain corresponding learning results for those classes.
Our lower bound is proved by analyzing geometric properties of intersections of randomly chosen halfspaces via concentration inequalities and may be of independent interest.
Relationship with Fourier-Based Learning.
Our main result can be viewed as a statement regarding the approximability of characteristic functions of sets via lowdegree orthogonal (Hermite) polynomials with respect to Gaussian distributions. More specifically, we prove that every indicator function of a (Borel) set with surface area S can be approximated (in 2 ) by a multivariate polynomial of degree O(S 2 ). Since we are considering approximability in 2 with respect to a family of orthogonal polynomials, our algorithm can be viewed as a Fourier-type algorithm over R n . A relevant paper for comparison is the work of Klivans et al. [19] , which also learned intersections of halfspaces-although with respect to the uniform distribution over {−1, 1} n -by showing that these concepts can be approximated well (in centration of a Boolean function (approximability by lowdegree polynomials) in terms of the noise stability of that function. They then apply (simple) bounds on the Boolean noise stability of halfspaces to obtain their main algorithmic results.
Similar to the strategy of Klivans et al., as one part of our framework here we bound the Hermite concentration of the characteristic function of a set in R n in terms of that function's Gaussian noise stability. In this work, however, we then face a significant stumbling block: we do not know how to directly bound the Gaussian noise stability of any interesting classes of sets in R n . (In contrast, [19] gives direct and elementary proofs of upper bounds on the Boolean noise stability of halfspaces and intersections of halfspaces.) To get around this, we must appeal to deep theorems in convex geometry to show that the Gaussian noise stability of a set's characteristic function can in fact be bounded by the set's Gaussian surface area. Moreover, some of the actual bounds on Gaussian surface area that we subsequently use are highly non-trivial (e.g. [2] ). While we do not establish deep technical results in convex geometry in this paper, we do give the first bounds on Gaussian surface area for simple concept classes, such as balls, that may be of independent interest. We also believe that the link we establish between Gaussian surface area and learnability will likely lead to further algorithmic learning results beyond those presented in this paper.
Comparison with Previous Work.
Let us briefly discuss prior algorithmic results for the specific learning problems we address. We note that learning intersections of halfspaces is one of the most well-studied problems in computational learning theory, see e.g. [3, 9, 22, 19, 20, 21, 36] . In particular, the work of Blum and Kannan [9] and subsequently Vempala [36] specifically addressed the problem of PAC learning an intersection of k halfspaces to accuracy under the uniform distribution on the n-dimensional Euclidean sphere (very similar to the spherical Gaussian distribution). The algorithms of [9] , [36] are not known to work in the agnostic setting. Kalai et al. [17] gave the first polynomial-time algorithm for agnostically learning a single halfspace with respect to any Gaussian distribution in R n . We note here that the Kalai et al. result follows easily from our framework and the classical O(1) bound on the Gaussian surface area of a halfspace.
Learning general convex sets is well known to be a broad and difficult problem, and we are not aware of any prior positive results for learning arbitrary convex sets in R n . As far as we can tell, our result is the first non-trivial algorithm for learning convex sets with respect to an interesting distribution. Baum [4] gave a simple algorithm for learning convex subsets of the unit square [0, 1] 2 under the uniform distribution based on "gridding"; it is possible to extend this to an algorithm for learning convex subsets of [0, 1] n under the uniform distribution, but the resulting algorithm has running time at least 2 n . It is straightforward to see that arbitrary balls (or even ellipsoids) in n dimensions can be PAC learned in polynomial time. The problem of agnostically learning balls, however, is known to be NP-hard if the output hypothesis must also be a ball (that is, the proper agnostic learning problem is NP-hard) [5, 14] . We give the first polynomial-time algorithm for agnostically learning balls (of arbitrary radius and center); our output hypothesis is the sign of a low-degree polynomial.
1.7 Organization. In Section 2 we review Fourier and Hermite analysis, learning models, and Gaussian surface area. In Section 3 we establish a connection between Hermite concentration and Gaussian surface area. In Section 4, we show how to bound the surface area of various convex sets and state our new learning results. In Section 4.5 we extend our results to non-spherical Gaussians, and state our most general positive result establishing agnostic learnability of a class of functions in terms of the surface area of the corresponding sets. In Section 5, we prove our main lower bound which shows that several of our positive results are essentially optimal.
Preliminaries
Gaussian distributions. We will be working with Gaussian probability distributions on R n . For the most part we will restrict attention to the standard n-dimensional Gaussian distribution, N (0, I n ), with mean 0 and independent, variance-1 coordinates. This has density function ϕ n (x) as defined in Section 1.2. As discussed in Section 4.5, most of our results generalize to arbitrary n-variate Gaussian distributions, even with singular covariance matrices. Unless otherwise specified, though, all integrals and expectations in this paper are with respect to the standard distribution, which we abbreviate by N n .
Hermite analysis. We will work within L 2 (R n , N n ), the vector space of all functions f :
This is an inner product space under the inner product
]. This inner product space has a complete orthonormal basis given by the Hermite polynomials. In the case n = 1, these are the polynomials
, . . . For general n, the basis for L 2 (R n , N n ) is formed by all products of these polynomials, one for each coordinate. I.e., for each n-tuple S ∈ N n we define the n-variate Hermite polynomial
h Si (x i ); then the collection (H S ) S∈N n is a complete orthonormal ba-sis for the inner product space. All of the "standard" facts of Fourier analysis hold here: every function f ∈ L 2 can be written uniquely as S∈N nf (S)H S (x) and we have
The parameterization here with e −t is traditionally chosen so that the operators form a semigroup: P t1 • P t2 = P t1+t2 . Since we will not use this property, we prefer to redefine the operators as follows: For ρ ∈ [0, 1],
We thus have P t = T e −r . Alternately stated, T ρ f (x) is the average value of f under the shifted and scaled Gaussian distribution N (ρx, 1 − ρ 2 I n ). The fact that T ρ is a linear operator -i.e., T ρ (f + g) = T ρ f + T ρ g -follows immediately from linearity of expectation.
A key property of T ρ that we will use is how it operates with respect to the Hermite expansion. Specifically, it can be shown that T ρ H S = ρ |S| H S , and hence (by linearity)
For proofs and more details on Hermite analysis and the Ornstein-Uhlenbeck operators, the reader may consult the books of Bakry [1] , Janson [16] or Ledoux and Talagrand [26] .
Gaussian surface area. Given a (Borel) set K ⊆ R n , the Gaussian volume of K is defined to be simply
We will be especially interested in the Gaussian surface area of K, sometimes referred to as Gaussian perimeter, which was defined in Section 1.2. In this paper we will work exclusively with sets K satisfying vol(∂K) = 0, where ∂K denotes the boundary of K. We may then make the convenient assumption that our sets K are also always closed; this is no restriction since K and K have the same boundary and hence surface area.
Learning Models
We now describe the framework of agnostically learning a class C with respect to a fixed distribution D over R n . In this scenario there is an unknown distribution D over R n × {−1, 1} whose marginal distribution
i.e. opt is the minimum error of any function from C in predicting the labels y. The learner must output a hypothesis whose error is within of opt: Definition 7. Let D be an arbitrary distribution on R n × {−1, 1} whose marginal over R n is D, and let C be a class of Boolean functions f : R n → {−1, 1}. We say that algorithm B is an agnostic learning algorithm for C with respect to D if the following holds: for any D as described above, if B is given access to a set of labeled examples (x, y) drawn from D , then with probability at least 1 − δ algorithm B outputs a hypothesis h :
Agnostic learning is a challenging model for which, until recently, few nontrivial learning algorithms were known. Intuitively one can think of the unknown distribution D over labeled examples as corresponding to an unknown function f ∈ C whose outputs are adversarially corrupted with overall probability opt.
The usual (noise-free) model of PAC learning with respect to a distribution D is the special case of the above definition in which we require that opt = 0, i.e. there is an unknown target function f ∈ C such that all examples are labeled according to f.
Agnostic Learning via Hermite Concentration.
Here we explain how to learn concept classes that can be approximated well by low-degree polynomials. Definition 8. Let α( , n) be a function α : (0, 1/2) × N → N. We say that a class of functions C over R n has a Hermite concentration bound of α( , n) if, for all n ≥ 1, all 0 < < 1 2 , and all f ∈ C we have |S|≥α( ,n)f (S) 2 ≤ .
Our main tool for agnostic learning under N n is the L 1 polynomial regression algorithm of Kalai et al. [17] . To agnostically learn a concept class C, their algorithm approximately minimizes E (x,y)∼D [|p(x)−y|] over all multivariate polynomials p of degree d and outputs a thresholded polynomial as its hypothesis. The algorithm runs in time n it approximately minimizes
2 ] over all multivariate polynomials p of degree d and outputs a thresholded polynomial as its hypothesis. To summarize, a concept class C can be both PAC and agnostically learned in time exponential in the Hermite concentration bounds α( /2, n) and α( 2 /2, n) respectively.
Bounding Hermite Concentration in Terms of Surface Area
In this section we give our main connection between Hermite concentration and Surface Area.
Definition 11. We define
In the special case f = g we write S ρ (f ) def = f, T ρ f and call this the "noise stability of f at ρ."
It is easy to check that the above definition is symmetric in f and g; i.e., S ρ (f, g) = S ρ (g, f ). Further, by combining (2) with Plancherel's identity, we have
We are particularly interested in functions which are indicators of sets K ⊆ R n ; as is usual in learning theory, we use ±1 indicators. For notational simplicity, we identify a set with its indicator; i.e.,
+1 if x ∈ K, the "positive region", −1 if x ∈ K c , the "negative region".
In this case, we define:
By definition of T 1−δ , we have that
where
i.e., NS δ (K) is the probability that two "(1 − δ)-correlated" Gaussians land on opposite "sides" of K. From this interpretation, it is intuitive that, at least for small δ, the quantity NS δ (K) should be in some way comparable to the Gaussian surface area of K. The critical theorem we need in this regard was proven by Ledoux [24] (who mentioned it was implicitly proven by Pisier [31] ):
Theorem 13 (Ledoux-Pisier) . Let K ⊆ R be a set with smooth 1 boundary, and let t ≥ 0. Then
We now manipulate Theorem 13 slightly to state it in terms of noise sensitivity. First, we replace P t by T 1−δ and use the fact that
Next, we compute easily by linearity that
Putting these together we conclude:
n be a Borel set, and let δ ≥ 0.
Next, using (3) we have the formula
Using this, and S K(S) 2 = 1 (by Parseval), it is easy to check (see Proposition 16 of [19] ) that
Combining this with Corollary 14 we obtain
and hence we conclude our main Hermite concentration bound based on surface area:
Gaussian Surface Area Calculations and New Learning Results
Theorems 9, 10 and 15 reduce the problem of PAC and agnostically learning a concept class under the standard Gaussian distribution to the problem of bounding the surface area of the corresponding sets. The specific surface area upper bounds stated in this section for different classes of sets yield a wealth of efficient learning results for the corresponding function classes. Up through Section 4.4 we consider only the standard spherical Gaussian distribution. In Section 4.5 we show how our learning results for the standard Gaussian distribution extend to arbitrary Gaussian distributions, and state our most general learning results.
We begin by stating a few basic facts about perimeter and recalling the classical example of halfspaces.
Basic Facts and Examples
Convex sets not containing the origin. In order to upper bound the Gaussian surface area of a convex set, we can always assume it contains the origin, via the following observation (see [30] ): Intersections, unions, etc.
Fact 17. Given sets
This follows from the simple observation that both
Halfspaces. This is the main classical example. Let K ⊆ R n be a halfspace whose boundary is at distance t from the origin. By rotational symmetry of the Gaussian distribution, we may assume that K is the halfspace whose boundary ∂K is the plane x 1 = t. This reduces the calculation to a one-dimensional problem, and we immediately obtain Γ(K) = ϕ(t). In particular, Γ(K) ≤ 1/ √ 2π ≤ O(1) for every halfspace K. The well-known "Gaussian isoperimetric inequality" [13, 33] (see also [11] ) states that among all sets K with vol(K) fixed, halfspaces minimize Γ(K). Applying Theorem 15 and Theorem 9 with the above bound on the surface area of a halfspace, we immediately obtain one of the main results of Kalai et al. [17] , namely that a single halfspace can be agnostically learned with respect to N n in time n O(1/ 4 ) . As we describe in Section 5, Nazarov [30] later showed that the bound in Theorem 18 is tight (up to a constant factor) by considering the intersection of roughly exp( √ n) randomly chosen halfspaces with boundary at distance n 1/4 from the origin.
General Convex
Intersections of k halfspaces.
In addition to showing that Ball's estimate is tight, Nazarov also gave a different proof of Ball's upper bound result (with a better constant), and in doing so he proved an inequality that is useful for bounding the Gaussian surface area of convex sets.
To state this bound we introduce some notation from [30] . Let K ⊆ R n be a convex set containing the origin, and let y ∈ ∂K. We write ν y for the unit normal vector to ∂K at y (which is well-defined except on a set of (n − 2)-dimensional measure 0) We also write α(y) for cos(y · ν y ), and h(y) for y α(y); in other words, h(y) is the distance from the origin of the tangent (to K) hyperplane containing y. Nazarov's bound is
Recalling that Γ(K) = ∂K ϕ n (y) dσ(y), for convex sets K, this bound implies that there is little contribution to Γ(K) from points y where the tangent hyperplane is near to the origin. This formula is useful for bounding the Gaussian surface area of intersections of halfspaces. In particular, the following bound on the surface area of the intersection of k halfspaces and proof was communicated to us by Nazarov [29] :
To prove this, one first observes that K can be assumed to contain the origin. Then one splits up Γ(K) = ∂K ϕ n (y) dσ(y) into the contribution from those y where h(y) > √ 2 ln k and those y where h(y) ≤ √ 2 ln k. The former parts contribute at most k · ϕ( √ 2 ln k) ≤ 1. The latter parts contribute at most √ 2 ln k + 1, using (6) . In particular, Theorem 20 implies that any box or parallelopiped in R n , in any orientation, has Gaussian surface area at most O( √ log n). Ball made a similar observation earlier for boxes. Applying our machinery relating learning to surface area, we obtain As noted in the introduction, compared with Vempala's (n/ )
O(k) -time PAC learning algorithm (with respect to nearly-uniform distributions on the sphere) 2 , his dependence on is better if log(1/ ) log k, but otherwise our algorithm has a much better dependence on n and works in the agnostic setting.
We can also use Nazarov's inequality to bound the Gaussian surface area of certain cones: This follows immediately from Equation (6) since if K is a cone as described then we have h(y) = 0 for every y ∈ ∂K. As a corollary we have that cones with an apex at the origin are PAC and agnostically learnable with respect to N n in time n 2 n/2−1 Γ(n/2)e r 2 /2 . He noted that this is maximized at r = √ n − 1 where the surface area is asymptotic to 1/ √ π. It is tempting to believe that the origin-centered ball has maximum surface area for any radius r, but this is not always true; consider, for example, a ball of radius r(n), where r(n) grows very rapidly relative to n. If such a ball is centered at the origin, its surface area will approach 0 very rapidly (exponentially fast in r(n)
2 ). But, if the ball is displaced so that the origin lies on its surface, then the Gaussian surface area will be nearly that of an origin-centered halfspace, which is an absolute constant 1/ √ 2π independent of n.
2 Vempala [35] claims a running time of poly(n)k k ( 1 ) k for the algorithm but this was amended to (n/ ) O(k) in [36] .
Since Ball's argument uses the radial symmetry of the Gaussian and explicitly computes the integral of the Gaussian density over the surface of the ball, it is not clear how to extend the argument to non-origin centered balls. In the full version, we give an alternate proof of Ball's result for origin-centered balls that does not rely on computing surface integrals. Instead, we maximize a corresponding probability density function; this approach allows us to show that any ball, origin-centered or not, has surface area at most a constant: 
Learning under Arbitrary Gaussian Distributions.
We can show that (almost all of) our learning results extend to arbitrary Gaussian distributions. The arguments of this section, together with Theorems 15, 10, and 9, give Theorem 25, our most general learning result (proof deferred to the full version). 
Lower Bounds for Learning under Gaussian Distributions
In this section we prove a sample complexity lower bound for learning intersections of 2 halfspaces under the standard n-dimensional Gaussian distribution N n (recall that by Theorem 20, any such intersection of 2 halfspaces has Gaussian surface area O( √ )).
Theorem 26.
Let , be parameters such that log n ≤ , 0 < < Discussion. This theorem implies that for a wide range of parameters, our algorithm of Corollary 21, which can learn intersections of 2 halfspaces to accuracy in time n O( / 2 ) , is essentially optimal both in its dependence on the error parameter and on the number of halfspaces. The theorem similarly implies that our positive results for learning general convex sets and learning sets with bounded Gaussian surface area are also essentially optimal. We remind the reader that while the lower bound holds even for learning under the standard Gaussian distribution with membership queries, our positive results for these classes all hold for learning from random examples generated from any Gaussian distribution, without using queries.
We briefly sketch the approach. Given two functions f, g : R n → {0, 1} we write d(f, g) to denote Pr By results of Benedek and Itai [6] , this implies that any algorithm (even allowing membership queries) for learning the class C , under distribution N n with confidence parameter δ = 1/2 and accuracy parameter must have sample complexity at least log M = 2 Ω( / 2 ) . To prove Theorem 26 it thus suffices to prove Theorem 27.
We prove Theorem 27 using the probabilistic method. The idea is to consider an intersection of N halfspaces (we specify N later) in which each halfspace is chosen uniformly at random from all halfspaces tangent to an origincentered ball of a certain radius, chosen so that the resulting convex body is likely to have Gaussian volume bounded away from 0 and 1 by a constant. 4 Using the "method of bounded differences" we show that that two convex bodies that are independently generated in this way are extremely likely to be far from each other; together with a union bound, this gives Theorem 27. The proof is given in the full version.
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