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Abstract. The quality of life of users and energy consumption could be
optimized by a complex network of sensors. Nevertheless, smart environ-
ments depend on their size, so it is expensive to provide enough sensors at
low cost to monitor each part of the environment. We propose a coopera-
tive multi-agent solution to estimate missing environmental information
in smart environment when no ad-hoc sensors are available. We evalu-
ated our proposal on a real dataset and compared the results to standard
state-of-the-art solutions.
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1 Introduction
The concept of Smart City emerged in recent years as a way to exploit Informa-
tion and Communication Technology (ICT) for improving services offered by a 
city and reducing its ecological footprint. Smart city initiatives are implemented 
by coupling Ambient Intelligence (AmI) and Internet Of Things (IoT). The idea 
behind AmI is to provide an environment with an interconnected network of coor-
dinated IoT devices where the boundary between software and society blends 
and often disappears. As such, the environment is enriched with artificial intel-
ligence to support humans in their everyday life [3,9]. The computational power 
of IoT devices coupled with widespread connectivity has increased significantly 
the development of initiatives to support smart cities. Such initiatives usually 
implement a monitoring activity of the environment in order to act on it in order 
to improve the energetic consumption, that is constantly increasing in the recent 
years [10], and ensure comfort to users. Nevertheless, the necessary devices can 
be intermittent, so they cannot guarantee continuous operability. In this case, 
it is necessary to provide accurate estimation of the values that ambient devices 
would provide if they were available. These estimations must be provided at 
real-time so that users can access to the information at any time [7]. In fact, a
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continuous monitoring of the environment can be useful when conceiving system
to support smart city initiatives [6].
In this paper we propose a solution to estimate environmental information
where ad hoc sensors are not available by using mobile and intermittent devices
recurrent as well as historical data. Our proposal addresses the following chal-
lenges: (i) intermittent data: we exploit agents to provide accurate estimations
when intermittent devices are used; (ii) distributed processing : each agent has
its own local view of the environment, so that the estimation processes in differ-
ent parts of the environment are independent and (iii) online learning : agents
are capable of learning the dynamic of the environment at real-time without
pre-processing data.
2 Proposition
To better understand the addressed problematic of estimating missing informa-
tion in smart environments, let us consider a dataset of temperatures perceived
by an ad-hoc device. If the device cannot provide information due to a mal-
function at time i, the historical data perceived from the same device and other
nearby devices can be correlated in order to provide an accurate estimation
for the missing information. In this manner the system is able to evaluate an
information that the device would provide if it worked.
Our proposal is based on a cooperative multi-agent system where each agent
exploits data windows containing consecutive information in time, called Ambi-
ent Context Windows (ACW), in order to find recurrent dynamics in the histori-
cal data. ACWs are used to provide accurate estimations for missing information.
The rest of the section is organized as follow. In Sect. 2.1 we provide the
definitions of the elements composing the proposed system, then in Sect. 2.2 we
describe the general steps of our proposal.
2.1 Definitions
Definition 1 (Ambient Context Window). An Ambient Context Window
(ACW) Ci contains homogeneous environmental information perceived by an
agent in a time window T = [tk, ti], k < i. An ACW has |Ci| = |T | homogeneous
context entries, one for each time instant.
Definition 2 (Context Entry). A Context Entry Eit ∈ IR is a punctual infor-
mation perceived at time t ∈ T , where T is the time window of the ACW Ci.
The value of a context entry can be any type of environmental information such
as temperature, humidity, lightness etc.
Definition 3 (ACW Distance). The distance between two ACWs is defined as
the absolute difference in time between the context entries divided by the number
of entries γ of the two ACWs. The smaller the difference is, the more similar
two ACWs are. The context distance between two ACWs Ci and Ck is defined
by to the following formula:
d (Ci, Ck) =
∑
l∈[1,γ] |E
i
l − E
k
l |
γ
where γ = |Ci| = |Ck|.
The distance d satisfies the following properties: (i) d(Ci, Ck) ≥ 0, (ii)
d(Ci, Ck) = 0 ⇐⇒ Ci = Ck, (iii) d(Ci, Ck) = d(Ck, Ci), (iv) d(Ci, Cp) ≤
d(Ci, Ck) + d(Ck, Cp) where Ci, Ck, Cp are ACWs for information times i, k, p
respectively. Therefore d is a metric.
Definition 4 (Ambient Context Agent). An Ambient Context Agent
(ACAi) identifies an ACW related to the information i in the dataset. Its goal
is to provide environmental information. A cooperative behavior allows ACAs to
provide environmental information even if a real device is unavailable.
2.2 HybridIoT System Overview
In the proposed HybridIoT system, we suppose that data perceived by ambi-
ent devices are stored in a database and that the unavailability of a real device
generates an exception as the ACAs is not able to provide an information. This
exception is solved by exploiting the Adaptive Multi-Agent System Approach
(AMAS) [5]. In this approach, an exception is considered as a Non-Cooperative
Situation (NCS) that has to be solved in a local and cooperative way. In our
problem, an incompetence NCS occurs when an ACA us unable to provide an
environmental information (because no ad hoc sensor is available or it encoun-
tered a problem).
The main steps of the solution we propose are depicted in Fig. 1.
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Fig. 1. The main steps of the proposed technique.
When data are available, ACAs are created on the fly and associated to the
available information (step 1 ). Then the agent determines a context window
that is representative of the information perceived (step 2 ). When data are
not available due to the unavailability of the device or even a missing device,
an exception we denote as Non-Cooperative Situation occurs; in this case the
ACA cooperates with other agents (step 3 ) in order to provide an accurate
estimation for the missing information (step 4 ). Once the information has been
estimated, the ACW is being updated by the agent (step 5 ).
When the information at time i is not available, the ACAi has to cooperate
with other ACAs by comparing their ACWs in order to determine an accurate
estimation. These ACAs are chosen according to the distance between their
ACWs and the ACW related to the agent that encountered a NCS. In this way
the estimation is evaluated using the ACWs that are the most similar to ACAi.
The set ξ contains the ACWs that minimize the distance from the ACW that
contains an information to be estimated.
When the set ξ of ACAs has been evaluated, a weight w is computed by a
cooperative process between the ACAi (that encountered a NCS) and the other
ACAs by using each related ACW Ck ∈ ξ = {Cn, ..., Cp}, n < p < i, for which
the distance d(Ci, Ck) is minimized. The weight w is computed as follow:
w =
∑
Cj∈ξ
(
E
j
k − E
j
k−1
)
· d (Ci, Cj)∑
Cj∈ξ
d (Ci, Ck)
where Ci is the ACW containing the information to be estimated at time i,
Cj ∈ ξ, |ξ| = 10, is the j-th most similar context window to Ci for which the
distance d(Ci, Cj) is minimized and E
j
k and E
j
k−1 are respectively the k
th and
(k − 1)th context entries of the ACW Cj ∈ ξ where k = |Cj |. Finally, let Ck
be the ACW containing an information to be estimated; the estimated context
entry Eki at time i is computed as follows:
Eki = E
k
i−1 + w.
Once the information at time i has been estimated, the ACAi evaluates a
dynamic ACW, containing a number of information that is not specified a priori
(step 5 ). The relevance of dynamic size context windows is motivated by the
fact that their use allows to obtain accurate estimations for missing information
with respect to fixed size windows. More precisely, an ACWi of dynamic size has
a number of context entries that influences the capability of the related agent to
make an accurate estimation at time i.
Consider two temperature datasets, one containing daily data and the other
data perceived every 30 s. In the first case, the variance could be high. Contrary,
in the second case the difference between each sample is relatively low, so as the
variance. In this case the ACW of an ACAi contains many samples while still
providing a good estimation of the value at time i.
For an information at time i our solution creates a set Λi = {Ci,0,
Ci,1, ..., Ci,λ−2} of ACWs, where |Ci,k| = k + 2. We have fixed λ = 16, thus
Λi contains a maximum of 15 contextual windows. Each ACW in Λi has at least
2 entries, that is the minimum number of information that can be used in the
estimation process. The process of evaluation of dynamic size ACWs gives as
output a context window Ci,k ∈ Λi that minimizes the variance between the
information. We verified through experiments that using 15 context windows is
sufficient in order to find an ACW that best represent the information to which
it is related.
Estimating accurate values for missing information depends on the evalua-
tion of appropriate ACWs of variable size that better describe the information
with which they are associated. Moreover, the evaluation of dynamic size ACWs
depends on the availability of data, whether they are estimated or real. For this
reason, our proposal is divided into two interdependent and coupled subsystems.
3 Experimental Results
The proposed framework has been evaluated using a dataset of 196 real temper-
ature samples from 80 weather stations located in the region of Emilia Romagna,
Italy, provided by the ARPAE service [4]. Data from this dataset are acquired
daily by weather stations.
To evaluate our method, we applied a k-fold cross validation, whose partitions
the original sample in k subsamples. Among the k subsamples, a single subsample
is retained as the validation data for testing the classifier, and the remaining k−1
subsamples are used as training data. During the training phase, agents assemble
the contexts windows for each information. The test phase is then repeated
k times, with each of the k subsamples used exactly once as the test data.
The k results from the folds are then averaged to produce a single performance
estimation [8]. In our experiments, we used a k value of 5, 10 and 15.
The proposed solution has been coded in Java and the experiments were car-
ried out on a computer equipped with i7− 7820HQ, 32GB RAM and Windows
10. The estimation of a missing value is practically instantaneous and the eval-
uation of the solution using cross-validation requires about one second for each
station.
The solution has been coded without considering any particular optimization
technique. Since the proposed solution has been tested on a single machine, we
did not consider any computational overhead of agents such as communication.
Moreover, in our proposal the communication between agents is asynchronous
and we consider the communication costs as unitary, thus irrelevant for the
estimations of missing values. Also, we did not use any specific agent-based
technology and our solution is based on a cooperative resolution process between
agents, which is technology independent. This allows us to prove the effectiveness
of the proposed estimation technique rather than focusing on a specific agent-
based architecture to address the estimation problem.
Figure 2 shows the mean error and standard deviation for the regional
dataset. The mean error among the considered stations is −0.092◦, the mean
standard deviation is 1.3043◦.
3.1 Comparison to Standard Solutions
We compared the obtained results to different state-of-the-art solutions by using
the KNIME analytic platform, a modular environment which enables easy visual
assembly and interactive execution of a data pipeline [1].
Fig. 2. Mean error bar and standard deviation of temperatures (degree Celsius) for
the regional dataset.
A k-fold cross validation has been applied, as a specific node is available in
KNIME, using 5, 10 and 15 validation iterations. We verified that when using
such number of validation iterations the test set contains enough variation with
respect to the training set.
For linear regression, the related node does not provide any configuration.
For polynomial regression, we used a maximum polynomial degree of 2. For fuzzy
rules, we used the Best Guess method to handle missing values [2], which com-
putes the optimal replacement value by projecting the fuzzy rule (with missing
value(s)) onto the missing dimension of all other rules. Also, we used Product
Norm as rule to combine the membership values of each fuzzy interval for one
rule and compute a final output across all rules and Volumn Border Based as
shrink method to reduce rules in order to avoid conflicts between rules of differ-
ent classes; this shrink method applies the volume loss in terms of the support or
core region borders. These parameters gave us good results for the used dataset.
In order to compare to the state-of-art we used the four stations that gave the
worst results using our method. The results of the comparison for the regional
dataset are shown in Fig. 3. For the four stations considered, our proposal out-
performs the results obtained by the state-of-the-art solutions.
In order to evaluate the effectiveness of dynamic ACWs, we used the same 4
stations shown in Fig. 3. We applied a k-fold cross validation using dynamic size
ACWs, then we used fixed size ACWs containing a maximum of 3, 7, 10 entries
respectively for each experiment. Figure 4 shows the results of the experiments
using fixed size and dynamic size ACWs.
Even if using fixed size ACWs our proposal is able to make sufficiently good
estimations; the system outperforms the results when using dynamic size ACWs.
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Fig. 3. Comparison of the mean error (degree Celsius) for our solution and standard
techniques obtained from the regional dataset.
Fig. 4. Comparison of the mean error (degree Celsius) from 4 stations of the regional
dataset using ACWs of fixed size (3, 7 and 10) and dynamic size ACWs. The mean
error axis uses a logarithmic scale (base 10) as the error is significantly low.
Dynamic size ACWs have a twofold advantage. As we said in the previous
section, they are able to better describe the dynamics of the information. Fur-
thermore, when using dynamic size ACWs it is not necessary to specify the size
of the context windows. In fact, the system must operate even when considering
devices that have different frequency rate at which they perceive information.
This is important in order to ensure that the system can operate in large-scale,
open environments. In this manner our proposal is able to self-calibrate, thus it
does not require any parameter that depends on specific device configuration,
making the system suitable for deployment at large-scale.
4 Conclusion and Perspectives
This paper proposes a cooperative multi-agent system using ACWs to estimate
missing data from environmental devices whenever no real sensor is available in a
smart environment. Our solution does not require any parameter and is capable
of providing accurate estimation at runtime through a cooperative resolution
process between agents. Our proposal has several advantages over the state-
of-the-art solutions: (i) the system can be deployed at large scale thanks to
the distributed computation of the agents, enabling a seamless integration in
smart cities; (ii) agents have a partial view of the surrounding environment, so
their computation does not interfere with agents which are located in different
and delocalized environments; (iii) the cooperation allows to estimate accurate
information at real-time. Contrary to classical solutions in which data are a
passive entity, in our proposal, data become an active part of the system as
the agents identify them. As such, agents are able to cope with non-availability
of real sensors; (iv) although we considered only a temperatures dataset, the
system is generic enough to work with any kind of environmental information
without any modification.
In our future works we aim at improving the cooperation process between
ACAs by involving ACAs that perceive heterogeneous information.
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