Abstract. We use the vec and other relater operators to carry out inference for structured families of symmetric stochastic matrices M . These are obtained through the sum of the respective mean matrix and a symmetric stochastic matrix with null mean. We consider that the vec operator of the matrix E is normal homoscedastic. The matrices on these families correspond to the treatments of a base design, and the inference is centered on model validation and the action of the factors in the base model on mean matrices.
INTRODUCTION
The models that we consider are based in the spectral decomposition of the mean matrices μ . In this work we propose a new formulation introducing vec operators, which simplify for symmetric stochastic matrices the adjustment and validation. This validation being new, give us a theoretical support for the use of rank one symmetric stochastic matrices. These vectorial operators, besides presenting themselves as an important part in the new formulation for these models, also facilitate the presentation of these results. The models for symmetric stochastic matrices are the basis for inference for isolated matrices and for structured families of matrices see, [7] , [4] , [1] and [3] .
In these families the matrices, all of the same order, correspond to the treatments of base models. Since the matrices have all the same order, we are in the balanced case where we have the same number of degrees of freedom for the error for each treatment.
The ANOVA and related techniques are, in the balanced case, are robust techniques for heteroscedasticity and even more for non-normality, see [8] and [5] .
The These models have been used successfully in several applications, namely the first phase of the STATIS methodology, the inter-structure. Since Hilbert-Schmidt matrices are matrices of cross products, we can use them for the latter, changing to higher-grade models if degree one models do not fit. In what follows we will base ourselves on presenting the main results that we have for this models.
Simulations presented in the next section show that when the first eigenvalue is sufficiently dominant we can conclude that the mean matrix as rank one and that the first eigenvalue and eigenvector can be used to estimate the sole non null eigenvalue of the mean matrix and the corresponding eigenvector.
We intend to extend our treatment to structured families in which for each treatment of a base design. These treatments correspond to the level combinations of the factor in base design.
ADJUSTMENT OF A SINGLE MODEL
The model for M has rank given by the characteristic of the mean matrix μ , with Table 1 we present results for respective mean values and standard deviation for Z . , hence, there will be alternatives in which 1 δ predominates over 2 δ ( 2 δ predominates over 1 δ and in which F tends to take larger (smaller) values than when 0 H holds. A numerical study showed that, with
the quantile for probability p of the central F distribution with 1 and g-1 degrees of freedom, the acceptance region
leads to p level tests with power increasing rapidly with 1 δ and 2 δ , see [6] .
We test this hypothesis for increasing values of k. With k the smallest value for which the hypothesis is not rejected we will have the degree of the adjusted model given by 
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We can now complete the adjustment testing hypothesis that 
