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Abstract
In this paper we establish the connection between measures on a bounded interval and on the unit circle by a
transformation related with the Szego˝ classical transformation. We transform a measure on the interval [−1, 1]
into a measure on [0, 2] in the same form in which the orthogonality measure of the Chebyshev polynomials of
fourth kind becomes the Lebesgue measure. We relate the sequences of orthogonal polynomials with respect to
both measures and we also relate the coefﬁcients of the three-term recurrence relation with the Schur parameters.
When the measures belong to the Szego˝ class, we study the asymptotic behavior of the orthogonal polynomials on
the interval, outside the support of the measure, as well as inside.
We also transform the generalized polynomials and we study the orthogonality properties of the new polynomials,
obtaining new interesting results, and ﬁnally we solve two inverse problems connected with the transformation
studied.
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1. Introduction
It is well known the relation between the polynomials zn and the Chebyshev polynomials of ﬁrst kind,
Tn(x). Indeed, Tn(x)= cos n for x= cos , can be written by Tn(x)= (zn+ z−n)/2, if x= (z+ z−1)/2.
In the book of Szego˝ (see [9]) this situation is generalized, and the relation between the orthogonal
polynomial sequences (OPS) with respect to a measure on a bounded interval and the OPS with respect
to the transformed measure on the unit circle is established.
In [6]we point out the relation between the family {zn} and the Jacobi polynomialswhich are orthogonal
with respect to the measuresw(x)= (1−x)(1+x) with , =±12 , that is, the Chebyshev polynomials
of ﬁrst kind, Tn(x), of second kind, Un(x), of fourth kind, Vn(x), and third kind,Wn(x). Since these four
families can be expressed by the following formulas
Fn,a(x)= z
n+a + z−(n+a)
za + z−a
with a = 0, 12 (case of Tn(x) andWn(x), respectively) and
Gn,a(x)= z
n+a − z−(n+a)
za − z−a
with a = 1, 12 (case of Un(x) and Vn(x), respectively), when x and z are related by the Joukowski
transformation, we pose in [6] the inverse problem, and we prove that these expressions are orthogonal
polynomials on the real axe, only for those values of a.
Following the Szego˝’s scheme we generalize in [6] the relation between the Chebyshev polynomials
of second kind and the polynomials zn and between their corresponding measures. We obtain several
relations between the OPS on the interval and on the circle and we transform the kernel polynomials on
the unit circle, obtaining that the new polynomials have nice orthogonality properties.
In the present paper, in Section 2, we establish the relation between the OPS with respect to a
measure on a bounded interval d(x) = w(x) dx and the OPS with respect to the measure d() =
1
2 w(cos )| cot(/2)| d, deﬁned in the same way in which the Jacobi measure of fourth kind becomes
into the Lebesgue measure.
We relate the coefﬁcients of the three-term recurrence relation with the Schur parameters, and when the
measures satisfy the Szego˝ condition, we study the asymptotic behavior of the orthogonal polynomials
on the interval. We also transform the kernel polynomials and study the orthogonality properties of the
transformed polynomials.
Finally, in the last section, we solve two inverse problems which are connected with the transfor-
mation studied in Section 2. In [5,9] it was solved the following inverse problem. Given the measures
on [−1, 1], d(x) = w(x) dx, and its polynomial modiﬁcation, d˜(x) = (1 − x2)w(x) dx, and their
orthogonal polynomial sequences, determine the OPS on the unit circle with respect to the measure
d()= 12 w(cos )| sin | d, obtained through the Szego˝ transformation.
In thepresent paperwe solve the following similar inverse problems.Given ameasure on [−1, 1], d(x)
= w(x) dx and its polynomial modiﬁcation d1(x)= (1− x) d(x) with OPS {Pn(x)} and {Rn(x)}, re-
spectively, determine the OPS on the unit circle with respect to the measure  obtained applying our
transformation to the measure 1. For the second problem we consider the measure d(x)=w(x) dx and
its rational modiﬁcation d2(x)= [2w(x)/(1+ x)] dx with OPS {Pn(x)} and {Qn(x)}, respectively, and
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we determine the OPS on the unit circle with respect to the measure 1 obtained from the transformation
of 2.
2. Transformation interval-unit circle
Transformation of fourth kind: We consider the Jacobi measure in [−1, 1] for =−= 12 , that is
d(x)= 1

√
1− x
1+ x dx
and we denote by {Vn(x)} the corresponding sequence of orthogonal polynomials, which is called se-
quence of Chebyshev polynomials of fourth kind.
It is known that it satisﬁes the following recurrence relation Vn(x) = 2xV n−1(x) − Vn−2(x) n2,
with V0 = 1, and V1(x)= 2x + 1, and using the Chebyshev polynomials of ﬁrst kind, it holds that Vn(x)
has the following expression Vn(x)= 2∑n−1i=0 Tn−i(x)+ T0(x) from which it follows that
Vn(cos )= sin(n+
1
2 )
sin (/2)
, for x = cos .
On the other hand, taking into account the transformation x = (z + z−1)/2, we have the following
expression for
Vn(x)=
z
−n+12 z2n − zn−12 1
z2n
z
1
2 − z−12
,
in terms of the Szego˝ polynomials.
In the present paperwebase on this last relation aswell as in the form inwhich themeasure ofChebyshev
of fourth kind becomes into the Lebesgue measure. Hence we are going to transform arbitrary measures
in the same way, that is, by doing the change of variable suggested by the Joukowsky transformation and
multiplying by 1/(4 sin2 (/2)), and also we are going to relate the corresponding OPS.
Thus the present section is devoted to the study of the relation between the OPS with respect to an
arbitrary measure on [−1, 1] and the OPS with respect to the transformed measure on the circle, in the
following way. Let  be a ﬁnite positive Borel measure on [−1, 1] such that
d(x)= w(x) dx, (1)
and let  be the transformed positive Borel measure on [0, 2] deﬁned by
d()= 1
4 sin2 (/2)
w(cos )| sin | d= 1
2
w(cos )
∣∣∣∣cot 2
∣∣∣∣ d. (2)
If
∫ 1
−1[w(x)/(1− x)] dx <+∞, then the measure  is ﬁnite. Throughout this paper we assume this last
condition holds.
Notice that the measure  has real moments.
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Note 1. Themeasure d()= 12 w(cos )| cot (/2)| d can be obtained applying the Szego˝ transformation
to the rational modiﬁcation of , d(x)= [w(x)/(1− x)] dx, see [9]. Thus we could relate the OPS()
with the OPS(). Since the OPS() and the OPS() can be connected through well known relations,
then we can obtain the relation between the OPS() and the OPS(). These relations are complicated and
therefore our aim is to relate directly and in a single way the OPS() with the OPS().
Next, we consider in the Hilbert spaces L2() and L2() the inner products
〈f (x), g(x)〉 =
∫ 1
−1
f (x)g(x)w(x) dx, (3)
〈f (z), g(z)〉 =
∫ 2
0
f (z)g(z)
1
2
w(cos )
∣∣∣∣cot 2
∣∣∣∣ d, (4)
that we relate in the next result.
Theorem 1. Let  and  be the measures given by (1) and (2).
(i) If {Vn(x)} is the sequence of Chebyshev polynomials of fourth kind then
〈Vk(x), Vl(x)〉 = 〈zk+
1
2 , zl+
1
2 − z−(l+12 )〉 = 〈zk+
1
2 − z−(k+12 ), zl+12 〉.
(ii) If P(x)=∑ni=0 aiVi(x) andQ(z)=∑ni=0 aizi, ai ∈ R, i = 0, 1, . . . , n, then
〈P(x), Vl(x)〉 = 〈z
1
2Q(z), zl+
1
2 − z−(l+12 )〉 = 〈z
1
2Q(z)− z−12Q(z−1), zl+12 〉.
(iii) If P(x)= a2nVn(x)+ (a2n−1− a0)Vn−1(x)+· · ·+ (an− an−1)V0(x) andH(z)=∑2ni=0 aizi, ai ∈
R, i = 0, 1, . . . , 2n, then
〈P(x), Vl(x)〉 = 〈z−n+
1
2H(z)− zn−12H(z−1), zl+12 〉. (5)
(iv) IfP(x)=(a2n+1−a0)Vn(x)+(a2n−a1)Vn−1(x)+· · ·+(an+1−an)V0(x) andH(z)=∑2n+1i=0 aizi,
ai ∈ R, i = 0, 1, . . . , 2n+ 1, then
〈P(x), Vl(x)〉 = 〈z−(n+1)+
1
2H(z)− zn+1−12H(z−1), zl+12 〉. (6)
Proof. (i) If x = cos  then
〈Vk(x), Vl(x)〉 =
∫ 
0
Vk(cos )Vl(cos )w(cos )| sin | d
= 1
2
∫ 2
0
sin(k + 12 ) sin(l + 12 )
sin2 (/2)
w(cos )| sin | d
= 1
2
〈−(zk+12 − z−(k+12 )), zl+12 − z−(l+12 )〉
= 〈zk+12 , zl+12 − z−(l+12 )〉.
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On the other hand, since 〈zk+12 , z−(l+12 〉 = 〈z−(k+
1
2 ), zl+
1
2 〉, then we have
〈Vk(x), Vl(x)〉 = 〈zk+
1
2 − z−(k+12 ), zl+12 〉.
(ii) It is an immediate consequence of the preceding item.
(iii) If Q(z) = a2nzn + (a2n−1 − a0)zn−1 + · · · + (an − an−1), then, by using item (ii), it holds
〈P(x), Vl(x)〉 = 〈z
1
2Q(z) − z−12Q(z−1), zl+12 〉. Since we also have z
1
2Q(z) − z−12Q(z−1) =
z
−n+12H(z)− zn−12H(z−1), (5) yields.
(iv) From item (ii), ifQ(z)=(a2n+1−a0)zn+(a2n−a1)zn−1+· · ·+(an+1−an), then 〈P(x), Vl(x)〉=
〈z 12Q(z)−z−12Q(z−1), zl+12 〉. Finally, since z
1
2Q(z)−z−12Q(z−1)=z−(n+1)+12H(z)−zn+1−12H(z−1),
we complete the proof. 
Corollary 1. The Gram matrixG′n of the inner product 〈 , 〉, restricted to the space Pn of polynomials
of degree n, and corresponding to the basis {Vk(x)}nk=0, can be obtained from the Gram matrix, Gn,
of the inner product 〈 , 〉 related to the basis {zk}nk=0.
If we denote by G= (ci−j ), with ci−j = 〈zi, zj 〉, (taking into account that ci−j = cj−i), then
G′n =


c0 c1 c2 · · · cn
c1 c0 c1 · · · cn−1
c2 c1 c0 · · · cn−2
...
...
...
. . .
...
cn cn−1 cn−2 · · · c0

−


c1 c2 c3 · · · cn+1
c2 c3 c4 · · · cn+2
c3 c4 c5 · · · cn+3
...
...
...
. . .
...
cn+1 cn+2 cn+3 · · · c2n+1

 ,
i.e., the difference between the real Toeplitz matrixGn and the Hankel matrix obtained if we suppress the
moment c0.
Proof. It is straightforward from the ﬁrst item of the preceding theorem. 
Theorem 2. Let {Pn(x)} be the monic orthogonal polynomial sequence with respect to measure  given
in (1), (MOPS()), and let {n(z)} be the MOPS(),with  given by (2). Let us denote the corresponding
orthonormal polynomial sequences by {pn(x)} and {	n(z)} respectively. If n(z) = zn +
∑n−1
k=0 an,kzk ,
and x = (z+ z−1)/2, then the following relations hold:
(i)
z
−n+122n(z)− zn−
1
22n(z
−1)
z
1
2 − z−12
= Vn(x)+ (a2n,2n−1 − a2n,0)Vn−1(x)
+ · · · + (a2n,n+1 − a2n,n−2)V1(x)
+ (a2n,n − a2n,n−1)V0(x), (7)
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z
−(n+1)+122n+1(z)− zn+1−
1
22n+1(z−1)
z
1
2 − z−12
= (1− a2n+1,0)Vn(x)+ (a2n+1,2n − a2n+1,1)Vn−1(x)
+ · · · + (a2n+1,n+1 − a2n+1,n)V0(x). (8)
(ii)
2
〈
z
−n+122n(z)− zn−
1
22n(z
−1)
z
1
2 − z−12
, Vk(x)
〉

= 〈z−n+122n(z)− zn−
1
22n(z
−1), zk+
1
2 − z−(k+12 )〉
= 2〈z−n+122n(z)− zn−
1
22n(z
−1), zk+
1
2 〉,
2
〈
z
−(n+1)+122n+1(z)− zn+1−
1
22n+1(z−1)
z
1
2 − z−12
, Vk(x)
〉

= 〈z−(n+1)+122n+1(z)− zn+1−
1
22n+1(z−1), zk+
1
2 − z−(k+12 )〉
= 2〈z−(n+1)+122n+1(z)− zn+1−
1
22n+1(z−1), zk+
1
2 〉.
(iii)
pn(x)= 1√1+ 2n+1(0)
z
−n+12	2n(z)− zn−
1
2	2n(z
−1)
z
1
2 − z−12
,
Pn(x)= 12n
z
−n+122n(z)− zn−
1
22n(z
−1)
z
1
2 − z−12
. (9)
(iv)
‖Pn(x)‖ =
√
1+ 2n+1(0)
2n
‖2n(z)‖. (10)
(v)
Pn(x)= 12n(1− 2n+1(0))
z
−(n+1)+122n+1(z)− zn+1−
1
22n+1(z−1)
z
1
2 − z−12
,
pn(x)= 1√1− 2n+1(0)
z
−(n+1)+12	2n+1(z)− zn+1−
1
2	2n+1(z−1)
z
1
2 − z−12
. (11)
(vi) The zeros of the polynomial 2n+1(z)− ∗2n+1(z) are in |z| = 1.Moreover, the zeros different from
z0= 1 are simple and conjugated, and each pair of conjugated roots has associated a zero of Pn(x)
given by their common real part.
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Proof. (i) If we substitute 2n(z) by its expression in powers of z, and take into account that Vk(x) =
z
k+12−z−
(
k+12
)
z
1
2−z−
1
2
, we can write
z
−n+122n(z)− zn−
1
22n(z
−1)
z
1
2 − z−12
= 1
z
1
2 − z−12
[z−n+12 (z2n + a2n,2n−1z2n−1 + · · · + a2n,n+1zn+1 + · · · + a2n,0)
− zn−12 (z−2n + a2n,2n−1z−(2n−1) + · · · + a2n,n+1z−(n+1) + · · · + a2n,0)]
= Vn(x)+ (a2n,2n−1 − a2n,0)Vn−1(x)+ · · · + (a2n,n − a2n,n−1)V0(x).
The second formula (8) is obtained in the same way.
(ii) Using (5) and expression (7) we get
〈
z
−n+122n(z)− zn−
1
22n(z
−1)
z
1
2 − z−12
, Vk(x)
〉

= 〈z−n+122n(z)− zn−
1
22n(z
−1), zk+
1
2 〉.
Since
〈z−n+122n(z)− zn−
1
22n(z
−1), zk+
1
2 〉 = 〈z−(k+
1
2 ), z−n+
1
22n(z)− zn−
1
22n(z
−1)〉
= 〈z−n+122n(z)− zn−
1
22n(z
−1),−z−(k+12 )〉,
we obtain
2
〈
z
−n+122n(z)− zn−
1
22n(z
−1)
z
1
2 − z−12
, Vk(x)
〉

= 〈z−n+122n(z)− zn−
1
22n(z
−1), zk+
1
2 − z−(k+12 )〉,
from which it follows the ﬁrst identity.
For the second formula we take into account (6) and proceed in the same way as before.
(iii) Using the preceding item (ii) we have
〈
z
−n+122n(z)− zn−
1
22n(z
−1)
z
1
2 − z−12
, Vk(x)
〉

= 〈z−n+122n(z)− zn−
1
22n(z
−1), zk+
1
2 〉
= 〈2n(z), zn+k〉 − 〈zn−k−1,2n(z)〉
= 0, if k = 0, 1, 2, . . . , n− 1,
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〈
z
−n+122n(z)− zn−
1
22n(z
−1)
z
1
2 − z−12
, Vn(x)
〉

= ‖2n(z)‖2 − 〈1, z2n(z)〉
=‖2n(z)‖2(1+ 2n+1(0)).
Therefore
z
−n+122n(z)− zn−
1
22n(z
−1)
z
1
2 − z−12
is a multiple of pn(x). Moreover, applying (7)∥∥∥∥∥∥
z
−n+122n(z)− zn−
1
22n(z
−1)
z
1
2 − z−12
∥∥∥∥∥∥
2

=
〈
z
−n+122n(z)− zn−
1
22n(z
−1)
z
1
2 − z−12
, Vn(x)
〉

= (1+ 2n+1(0))‖2n(z)‖2 .
Then it is immediate the ﬁrst formula of (9).
The expression for the monic polynomial is also an immediate consequence, using that the leading
coefﬁcient of Vn(x) is 2n.
(iv) It is straightforward from (9).
(v) Applying the recurrence relation of the sequence {n(z)},
n+1(z)= zn(z)+ n+1(0)∗n(z), for n0 and 0(z)= 1, (12)
(see [9]), we have
z
−(n+1)+122n+1(z)− zn+1−
1
22n+1(z−1)= z−(n+1)+
1
2 (z2n(z)+ 2n+1(0)∗2n(z))
− zn+1−12 (z−12n(z−1)+ 2n+1(0)∗2n(z−1))
= (1− 2n+1(0))(z−n+
1
22n(z)− zn−
1
22n(z
−1)).
Recall that the ∗ operator is deﬁned by P ∗(z)= znP (1
z
) if degree of P(z) is n.
Now if we divide by z
1
2 − z−12 and use (iii), the ﬁrst formula in (11) yields.
To compute the orthonormal polynomial we take norms and use (10)∥∥∥∥∥∥
z
−(n+1)+122n+1(z)− zn+1−
1
22n+1(z−1)
z
1
2 − z−12
∥∥∥∥∥∥

= (1− 2n+1(0))2n‖Pn(x)‖
= (1− 2n+1(0))
√
1+ 2n+1(0)‖2n(z)‖.
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Finally, the relation 1− 22n+1(0)= ‖2n+1(z)‖
2

‖2n(z)‖2 allows us to deduce
(1− 2n+1(0))
√
1+ 2n+1(0)‖2n(z)‖ =
√
1− 2n+1(0)‖2n+1(z)‖,
and hence we obtain the expression of pn(x).
(vi) It is well known that the zeros of n(z)− ∗n(z) are in |z| = 1 (see [8]). When n is odd it is clear
that z0 = 1 is a zero of 2n+1(z)− ∗2n+1(z), and since its coefﬁcients are real numbers, the other zeros
are conjugated. Moreover, since
Pn(x)= z
−(n+1)+12
2n(1− 2n+1(0))(z
1
2 − z−12 )
(2n+1(z)− ∗2n+1(z)),
if  ∈ (−1, 1) is a zero of Pn(x), then z0= ei, with = z0+z
−1
0
2 , is a zero of 2n+1(z)−∗2n+1(z). Finally,
due to the fact that the zeros of Pn(x) are simple we get that the zeros of 2n+1(z)−∗2n+1(z) are simple
too. 
As it is well known the MOPS() satisﬁes the following recurrence relation (see [4]):
Pn+1(x)= (x − bn)Pn(x)− a2nPn−1(x), n0,
P0(x)= 1, P−1(x)= 0, (13)
and the MOPS() satisﬁes the recurrence relation given by (12).
In the next theorem we relate the coefﬁcients of relation (13) with the Schur parameters in (12), when
the measures  and  are given by (1) and (2).
Theorem 3. The coefﬁcients of relation (13) and the Schur parameters in (12) are related as follows:
2an =
√
(1+ 2n+1(0))(1− 22n(0))(1− 2n−1(0)), n1,
2bn =−2n+1(0)(2n(0)+ 2n+2(0))+ 2n+2(0)− 2n(0), n0.
Proof. If pn(x)= 
nxn + nxn−1 + . . . , we know that an = 
n−1/
n and bn = n/
n − n+1/
n+1 (see
[4]).
From (9) and (7)
pn(x)= 1√1+ 2n+1(0)‖2n(z)‖ [Vn(x)+ (a2n,2n−1 − a2n,0)Vn−1(x)+ · · ·]
= 1√
1+ 2n+1(0)‖2n(z)‖
[2Tn(x)+ 2Tn−1(x)
+ · · · + (a2n,2n−1 − a2n,0)(2Tn−1(x)+ 2Tn−2(x)+ · · ·)+ · · ·],
and therefore

n =
2n√
1+ 2n+1(0)‖2n(z)‖
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and
n = 2
n−1√
1+ 2n+1(0)‖2n(z)‖
(1+ a2n,2n−1 − a2n,0).
Then
an = 2
n−1‖2n(z)‖
√
1+ 2n+1(0)
2n‖2n−2(z)‖
√
1+ 2n−1(0)
= 1
2
√
1+ 2n+1(0)
1+ 2n−1(0)
‖2n−1(z)‖
‖2n−2(z)‖
‖2n(z)‖
‖2n−1(z)‖
= 1
2
√
(1+ 2n+1(0))(1− 22n(0))(1− 2n−1(0)),
and
bn = 12 (a2n,2n−1 − a2n,0 − (a2n+2,2n+1 − a2n+2,0)). (14)
Next, in order to compute bn we are going to obtain an explicit expression of a2n,2n−1 and a2n+2,2n+1 in
terms of the Schur parameters.
From the recurrence relation (12) it is easy to obtain the equivalent recurrence relation∗n(z)=∗n−1(z)+
n(0)zn−1(z). By taking derivatives and evaluating at z=0 it follows∗n′(0)=∗n−1′(0)+n(0)n−1(0),
that can be rewritten
(n−1n (0)
(n− 1)! =
(n−2n−1 (0)
(n− 2)! + n(0)n−1(0),
that is, an,n−1 = an−1,n−2 + an,0an−1,0. Hence
an,n−1 = an−2,n−3 + an−1,0an−2,0 + an,0an−1,0. (15)
Therefore, by substituting (15) in (14) we obtain the following expression for bn,
2bn = − (a2n+2,2n+1 − a2n,2n−1)+ a2n+2,0 − a2n,0
= − a2n+1,0(a2n+2,0 + a2n,0)+ a2n+2,0 − a2n,0,
which completes the proof. 
From the relations given in Theorem 3 we can also obtain the Schur parameters n(0) if we know the
ﬁrst one, 1(0), and the coefﬁcients of the recurrence relation (13).
Alternatively, in the next result we give, in a recurrent way, 2n+1(0) and 2n(0) in terms of 2n−1(z),
Pn(1) and the norm of Pn(x).
Theorem 4. Let ‖0(z)‖ be given. Then the reﬂection coefﬁcients, n(0), can be computed as follows
in terms of the sequence {Pn(x)} and their norms,
2n(0)=
2nPn(1)− 2′2n−1(1)+ (2n− 3)2n−1(1)
(2n− 1)2n−1(1)− 2′2n−1(1)
, n1
and
2n+1(0)=
22n‖Pn(x)‖2
‖2n(z)‖2
− 1, n0.
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Proof. We consider expression (11) for the monic orthogonal polynomial Pn(x). Then
2nPn(x)(1− 2n+1(0))=
G(z)−G(z−1)
z
1
2 − z−12
, (16)
with G(z)= z−(n+1)+122n+1(z).
Since x= 1 becomes, through the Joukowsky transformation, into z= 1, if we evaluate Pn(x) at x= 1
by evaluating the right-hand side of (16) at z = 1, we have an indetermination that we solve applying
L’Hôpital’s rule.
Using the recurrence relation for the sequence {n(z)} we obtain that
G(z)= 2n−1(z)(z−n+
3
2 + z−n+122n(0)2n+1(0))
+ 2n−1(z−1)(zn−
1
22n(0)+ zn−
3
22n+1(0)),
and therefore
G′(z)= ′2n−1(z)
[
z
−n+32 + z−n+122n(0)2n+1(0)
]
+ 2n−1(z)
[(
−n+ 3
2
)
z
−n+12 +
(
−n+ 1
2
)
z
−n−122n(0)2n+1(0)
]
− 1
z2
′2n−1(z−1)
[
z
n−122n(0)+ zn−
3
22n+1(0)
]
+ 2n−1(z−1)
[(
n− 1
2
)
z
n−322n(0)+
(
n− 3
2
)
z
n−522n+1(0)
]
.
Now, in (16) we have
2nPn(1)(1− 2n+1(0))= 2G′(1)
= 2(1− 2n+1(0))
[
′2n−1(1)(1− 2n(0))+ 2n−1(1)
((
n− 12
)
2n(0)− n+ 32
)]
,
i.e.,
2nPn(1)= 2′2n−1(1)(1− 2n(0))+ 2n−1(1)((2n− 1)2n(0)− 2n+ 3),
from which we deduce the expression for 2n(0).
Notice that (2n−1)2n−1(1)−2′2n−1(1) = 0 because z0=1 is a simple zero of 2n−1(z)−∗2n−1(z).
The formula for 2n+1(0) is an immediate consequence of (10). 
Following the ideas in chapter XII of classical Szego˝’s book [9], next we obtain the asymptotic behavior
of the sequence of orthogonal polynomials when the measures are in the Szego˝ class. First we recall some
deﬁnitions and results connected with the Szego˝ class.
Let  and  be the measures given by (1) and (2), respectively. If we denote by h() = w(cos )
| cot (/2)|, we can write d()= (1/2)h() d.
We say that  satisﬁes the Szego˝ condition if∫ 2
0
log h() d=
∫ 2
0
log
(
w(cos )
∣∣∣∣cot 2
∣∣∣∣
)
d>−∞. (17)
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We denote the Szego˝ function of measure  by D(w(cos )| cot(/2)|; z). It is well known that it is an
analytic function in the open unit disk, which has the following expression:
D
(
w(cos )
∣∣∣∣cot 2
∣∣∣∣ ; z
)
= exp
(
1
4
∫ 2
0
log
(
w(cos )
∣∣∣∣cot 2
∣∣∣∣
)
ei + z
ei − z d
)
, |z|< 1.
If x = (z+ z−1)/2, then (17) is equivalent to
∫ 1
−1
log(w(x))
1√
1− x2 dx >−∞. (18)
This last condition is called the Szego˝ condition for the measure .
Theorem 5. Let  be the measure given in (1) and assume that it satisﬁes condition (18). Then
(i)
lim
n→∞
pn(x)
(x +√x2 − 1)n =
z
z− 1
1√

D
(
w(cos )
∣∣∣∣cot 2
∣∣∣∣ ; z−1
)−1
, (19)
uniformly in |x +√x2 − 1|1+ , for each > 0.
(ii)
lim
n→∞

n
2n
= 1√

D
(
w(cos )
∣∣∣∣cot 2
∣∣∣∣ ; 0
)−1
.
Proof. (i) Since  satisﬁes condition (17), then we can apply the well-known results of the Szego˝’s theory
(see [7,9,10]).
If we use expression (9) for the polynomial pn(x) and take limits, we can write, for x = (z+ z−1)/2,
lim
n→∞
pn(x)
(x +√x2 − 1)n = limn→∞
1√
1+ 2n+1(0)
z
−n+12	2n(z)− zn−
1
2	2n(z
−1)
zn(z
1
2 − z−12 )
= lim
n→∞
z
−n+12	2n(z)− zn−
1
2	2n(z
−1)
zn(z
1
2 − z−12 )
= lim
n→∞

 z 12	2n(z)
z2n(z
1
2 − z−12 )
− z
−12	2n(z−1)
z
1
2 − z− 12


= z
1
2
z
1
2 − z−12
lim
n→∞
	2n(z)
z2n
− z
−12
z
1
2 − z−12
lim
n→∞ 	2n(z
−1)= z
1
2
z
1
2 − z−12
D(h(); z−1)−1
= z
1
2
z
1
2 − z−12
D(h(); z−1)−1 = z
z− 1
1√

D
(
w(cos )
∣∣∣∣cot 2
∣∣∣∣ ; z−1
)−1
, for |z|> 1,
and uniformly for |z|r > 1, i.e., |x +√x2 − 1|1+ , for each > 0.
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(ii) If in both members of the preceding expression (19) we take x → ∞, then we get
lim
n→∞

n
2n
= 1√

D
(
w(cos )
∣∣∣∣cot 2
∣∣∣∣ , 0
)−1
. 
For the asymptotic behavior inside the interval [−1, 1], we take into account that x ∈ [−1, 1] comes
from z=ei, and therefore the orthonormal polynomialpn(x)has the following expression forx ∈ [−1, 1]:
pn(x)= 1√1+ 2n+1(0)
I(z
−n+12	2n(z))
sin (/2)
.
We recall that we use the notation I for the imaginary part. Now we are in conditions to prove the
following result.
Theorem 6. Assume that h()= w(cos )| cot(/2)|m> 0, h is continuous in [0, 2] and h satisﬁes
a Lipschitz–Dini condition of the following type:
|h(+ )− h()|L| log |−, > 0
with L and  positive constants. Then for x ∈ [−1, 1], it holds√
w(x)
√
1− x2pn(x)=
√
2 sin
((
n+ 12
)
+ 
())+ O((log n)−),
with 
()= arg D(h; ei).
Proof. From the hypothesis about the measure  it follows that for |z| = 1,
	n(z)=
zn
D(h; z) + n(z) with limn→∞ n(z)= 0,
uniformly on |z|= 1, and |n(z)|C(log n)−, with C a positive constant which depends on L, , and the
maximum and minimum of h (see [9]). Now if we use the expression of pn(x) obtained above we can
write for |z| = 1
pn(x)= 1√1+ 2n+1(0)
1
sin (/2)
I

 zn+12
D(h; z) + z
−n+12 2n(z)

 .
Following the ideas of Szego˝ (see [9]), we obtain that I(z−n+
1
2 2n(z))= O((log n)−) and it also holds
I

 zn+12
D(h; z)

= sin
((
n+ 12
)
+ arg 
())√
w(cos )| cot (/2)| .
Finally, since 1/(
√
1+ 2n+1(0))= 1+ O((log n)−), we obtain the result. 
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Example 1. Let us consider the rational modiﬁcation of the Chebyshev measure of fourth kind by a
polynomial qk(x) positive in [−1, 1], that is,
d(x)= 1

√
1−x
1+x
qk(x)
dx.
Applying the transformation given by (2) we obtain the Bernstein–Szego˝ measure d() = d/
(2|Ak(ei)|2), where qk(cos ) = |Ak(ei)|2. Using the results in this section one can obtain all the
information about the MOPS() (see [6]).
Nowwe are going to transform some kernel polynomials in the sameway as we did with the orthogonal
polynomials andwe are going to prove that the new polynomials have interesting orthogonality properties.
First we recall some deﬁnitions.
Let f be a linear functional f : Pn −→ R, f /≡ 0, deﬁned on the space Pn. We denote by fn(x) the
polynomial in Pn, such that f (fn)= 1 and 〈fn, P 〉 = 0, ∀P ∈ ker(f ).
In [3] it is proved that fn = K(−,f )n /K(f,f )n , where K(−,f )n =
∑n
k=0 pkf (pk) and K
(f,f )
n =∑n
k=0 |f (pk)|2.
When the functional f is such that ker(f ) = L[Vk(x)]k=0,...,n,k =r , we denote f by f Vr and fn by
Vrn.
With respect to the transformed measure  we are going to consider a family of polynomials rn(z)
which corresponds to a particular f. If rn, we denote by rn(z) the polynomial in the space Pn, such
that 〈rn(z), zj 〉 = 0 for j = 0, . . . , n, j = r and the coefﬁcient of zr is 1, (see [2,3]).
Theorem 7. The polynomials n+r+12n+1(z) and Vrn(x) are related by
Vr
n(x)=
1
1− n−r
z
−(n+1)+12 n+r+12n+1(z)− zn+1−
1
2 n+r+12n+1(z−1)
z
1
2 − z−12
= − 1
1− n−r
z
−(n+1)+12 n−r2n+1(z)− zn+1−
1
2 n−r2n+1(z−1)
z
1
2 − z−12
.
Besides, ‖
Vr
n(x)‖ = (1/
√
1− n−r )‖n+r+12n+1(z)‖, where n−r denotes the coefﬁcient of zn−r in
n+r+12n+1(z).
Proof. Taking into account the transformation x = (z + z−1)/2 and the expression of the polynomial
n+r+12n+1(z), we can do a similar computation to (8), so we can write
z
−(n+1)+12 n+r+12n+1(z)− zn+1−
1
2 n+r+12n+1(z−1)
z
1
2 − z−12
in the basis {Vn(x)}, obtaining that 1− n−r is the coefﬁcient of Vr(x).
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Using (6), we get
〈
z
−(n+1)+12 n+r+12n+1(z)− zn+1−
1
2 n+r+12n+1(z−1)
z
1
2 − z−12
, Vk(x)
〉

= 〈z−(n+1)+12 n+r+12n+1(z)− zn+1−
1
2 n+r+12n+1(z−1), z
k+12 〉
= 〈n+r+12n+1(z), zn+k+1〉 − 〈n+r+12n+1(z), zn−k〉
=
{
0 if k = 0, 1, . . . , r − 1, r + 1, . . . , n,
‖n+r+12n+1(z)‖2 if k = r,
which implies that the polynomial is a multiple of
Vr
n(x).
On the other hand,
f Vr

z−(n+1)+12 n+r+12n+1(z)− zn+1−12 n+r+12n+1(z−1)
z
1
2 − z−12

= (1−n−r )f Vr (Vr)= 1−n−r .
The second expression of
Vr
n(x) is obtained using the properties of the ∗n operator. We recall that
P ∗n(z)= znP (1
z
), for P ∈ Pn, (see [1]). Then
z−(n+1)+
1
2 n+r+12n+1(z)− zn+1−
1
2 n+r+12n+1(z−1)
= z−(n+1)+12 n−r∗2n+12n+1 (z)
− zn+1−12 n−r∗2n+12n+1 (z−1)=−(z−(n+1)+
1
2 n−r2n+1(z)
− zn+1−12 n−r2n+1(z−1)).
Finally, we compute the norm of
Vr
n(x), using the preceding expressions∥∥∥∥∥∥
z
−(n+1)+12 n+r+12n+1(z)− zn+1−
1
2 n+r+12n+1(z−1)
z
1
2 − z−12
∥∥∥∥∥∥
2

=
〈
z
−(n+1)+12 n+r+12n+1(z)− zn+1−
1
2 n+r+12n+1(z−1)
z
1
2 − z−12
, (1− n−r )Vr(x)
〉

= (1− n−r )‖n+r+12n+1(z)‖2 . 
Theorem 8. (i) If Kn(x, y) is the nth reproducing kernel for the inner product 〈 , 〉, then it has the
following expressions:
Kn(x, y)=
n∑
k=0
Vk
n(x)Vk(y)
‖
Vk
n(x)‖2
, (20)
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Kn(x, y)= (V0(y), V1(y), V2(y), . . . , Vn(y))A


V0(x)
V1(x)
V2(x)
...
Vn(x)


= (1, y, y2, . . . , yn)BtAB


1
x
x2
...
xn

 , (21)
where B ∈ M(n+1)×(n+1) is the lower triangular matrix of the coefﬁcients of the polynomials {Vk(x)}nk=0,
andA ∈ M(n+1)×(n+1) is the matrix such that the jth column (j = 1, . . . , n+ 1) is the difference between
the columns n + 1 + j and n + 2 − j of H, where H ∈ M(n+1)×2(n+1) is the matrix whose rows are
the coefﬁcients of the polynomials (1/‖n+1+i2n+1(z)‖2) n+1+i2n+1(z), i=0, 1, . . . , n (in increasing
powers of z).
(ii) The polynomial rn(x), can be written by
rn(x)=
r!

n∑
k=r
Vk
n(x)V
(r
k (0)
‖
Vk
n(x)‖2
with =
n∑
k=r
Vk
(rn (0)V (rk (0)
‖
Vk
n(x)‖2
.
Proof. (i) It sufﬁces to prove that∑nk=0 Vkn(x)Vk(y)/‖Vkn(x)‖2 has the reproducing property on the
basis {Vr(x)}nr=0. Hence we have〈
n∑
k=0
Vk
n(x)Vk(y)
‖
Vk
n(x)‖2
, Vj (x)
〉

= Vj (y),
and then (20) follows from the existence and uniqueness of the nth reproducing kernel.
Expression (21) is straightforward from (20).
(ii) Since rn(x)=K(0,r)n (x, 0)/K(r,r)n (0, 0), then the result is immediate. 
In the next corollary we give a relation between the zeros of the polynomials
Vr
n(x) and
n+r+12n+1(z)−n+r+1∗2n+1(z).
Corollary 2. If  ∈ R is a zero of the polynomial
Vr
n(x) and = (z0 + z−10 )/2, then z0 is a zero of the
polynomial n+r+12n+1(z)−n+r+1∗2n+1(z).
Proof. It is straightforward from Theorem 8 proceeding like in (vi) of Theorem 2. 
3. Inverse problems
Let d(x)=w(x) dx be a ﬁnite positive Borel measure on [−1, 1], and let us consider the transformed
measure d()= 12 w(cos )| sin | d.We denote by {Pn(x)} theMOPS() and by {n(z)} theMOPS().
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We also consider the polynomial transformation of the measure , d1(x) = (1 − x)w(x) dx. If we
transform the measure 1 by (2), it is clear that we obtain the measure  given above. If {Rn(x)} is the
MOPS(1), then we have proved in Section 2 that Rn(x) is given in terms of n(z) by expressions (9)
and (11).
On the other hand, it is known that Pn(x) can be given in terms of n(z) in the following way (see [9]):
Pn(x)= 12n(1+ 2n(0))
(z−n2n(z)+ zn2n(z−1)) (22)
and
Pn(x)= 12n (z
−(n−1)2n−1(z)+ zn−12n−1(z−1)). (23)
Our aim in the present section is to obtain 2n(z) and 2n−1(z) from {Pn(x)} and {Rn(x)}.
Theorem 9. The sequence {n(z)} is determined by the sequences {Pn(x)} and {Rn(x)} as follows:
2n(z)=
(2z)n
z+ 1 ((1+ 2n(0))Pn(x)+ (z− 1)Rn(x)),
2n−1(z)=
(2z)n−1
z+ 1 (2zP n(x)+ (1− 2n−1(0))(z− 1)Rn−1(x)).
Proof. From (9) and (22), if we eliminate zn2n(z−1) we obtain the ﬁrst formula for 2n(z). Since it is
known that
2n(0)=
Pn+1(1)
Pn(1)
− Pn+1(−1)
Pn(−1) − 1,
(see [10]), then 2n(z) is completely determined by {Pn(x)} and {Rn(x)}.
Proceeding in the same way, we consider (11) for n− 1, and (23) and we eliminate zn−12n−1(z−1).
Then we obtain the second formula with the expression of 2n−1(z). Taking into account that
2n−1(0)=
Pn+1(1)
Pn(1) +
Pn+1(−1)
Pn(−1)
Pn+1(1)
Pn(1) −
Pn+1(−1)
Pn(−1)
,
(see [10]), we deduce that 2n−1(z) is completely determined by {Pn(x)} and {Rn(x)}. 
Remark 1. 2n(0) and 2n−1(0) can also be computed from Theorem 4 using the sequence {Rn(x)}.
Next we study another inverse problem. In [6] it was studied the connection between orthogonal
polynomials on the unit circle and on the bounded interval when we transform measures on [−1, 1] in
the following way.
For a measure d(x) = w(x) dx such that ∫ 1−1[w(x)/(1 − x2)] dx < +∞, we consider the measure
d1() = w(cos )/(2| sin |) d. We denote by {Pn(x)} the MOPS() and by n(z; 1) the MOPS(1).
The relations that we obtained between these sequences are the following
Pn(x)= 12n(1− 2n+2(0; 1))
z−(n+1)2n+2(z; 1)− zn+12n+2(z−1; 1)
z− z−1 , (24)
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and
Pn(x)= 12n
z−n2n+2(z; 1)− zn2n+2(z−1; 1)
z− z−1 . (25)
Now, we also consider the rational transformation of the measure , d2(x) = [2w(x)/(1 + x)] dx. If
we transform the measure 2 by (2), it is clear that we obtain the measure 1 given above. Therefore, if
{Qn(x)} is the MOPS(2), then we have proved in Theorem 2 that {Qn(x)} and n(z; 1) are related, like
in relations (9) and (11), as follows:
Qn(x)= 12n
z
−n+122n(z; 1)− zn−
1
22n(z
−1; 1)
z
1
2 − z−12
(26)
and
Qn(x)= 12n(1− 2n+1(0; 1))
z
−(n+1)+122n+1(z; 1)− zn+1−
1
22n+1(z−1; 1)
z
1
2 − z−12
. (27)
Next we solve the inverse problem of determining n(z; 1) by {Qn(x)} and {Pn(x)}.
Theorem 10. It holds that
2n(z; 1)= (2z)n−1(−(1− 2n(0; 1))(z+ 1)Pn−1(x)+ 2zQn(x)),
2n+1(z; 1)= (2z)n((z+ 1)Pn(x)− (1− 2n+1(0; 1))Qn(x)),
with 2n(0; 1) and 2n+1(0; 1) given by Theorem 4, using the sequence {Qn(x)}.
Proof. Proceeding as in the preceding theorem, from (26) and (24) we obtain the ﬁrst identity, and from
(27) and (25) we obtain the second one. 
Remark 2. Since  is a polynomial modiﬁcation of measure 2, then {Pn(x)} and {Qn(x)} are related
by the Christoffel–Darboux formula. Therefore n(z; 1) can be described using only {Qn(x)}.
Remark 3. If instead of the Chebyshev polynomials of fourth kind, Vn(x), we base on the Cheby-
shev polynomials of third kind, Wn(x), and we transform the corresponding measure into the Lebesgue
measure by doing the change of variable given by the Joukowsky transformation and multiplying by
1/(4 cos2 (/2)), we can develop a similar theory. For a complete study of this case see [6].
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