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Abstract V 
Abstract 
Within the framework of risk assessment for dams and dikes the probability of a failure 
as well as failure processes and consequences have to be analysed and evaluated. 
Therefore, this study deals with the computational modelling of breach formation and 
flood wave propagation at dams and dikes including the determination of uncertainties 
connected to the predicted flow depths, flow velocities and damage related factors. 
A hybrid model has been developed, which links the two-dimensional, unsteady simu-
lation of the flow to a one-dimensional, parametric modelling of the breach formation. 
Comparisons to laboratory and field data allow for a detailed calibration and validation 
of the new model. 
Due to the specification of geometrical and geotechnical parameters, the results ob-
tained still incorporate uncertainties. In a first step, decisive factors of influence are 
identified by a sensitivity analysis. In case of a dike-break the outflow is less sensitive 
to defined parameters than the dam-break outflow. In order to investigate the uncer-
tainty, probability density functions of the main influencing factors are derived from 
failures in reality as well as from literature. 
An uncertainty analysis based on the stochastic response surface method is performed 
to quantify the influence of breach formation on the results of the flood wave propaga-
tion for dams and dikes. Thus, probability density functions of the risk relevant results 
are determined allowing for a detailed description of uncertainties. A synthetical test 
case for dike-breaks shows a relatively small uncertainty of the computed water level 
and flood extent. By means of an actual example for dam-breaks the reduction of the 
uncertainties in the results with increasing distance from the dam is determined. For all 
results the obtained probability density functions show an advantageous distribution to 
identify the critical values, which are in demand within risk analysis. 
The significance and effects of the incorporated uncertainties can still vary according to 
the test case conditions and specific land use in the area at risk. The integration of an 
uncertainty analysis for flood propagation modelling in risk analysis is recommended. 
Moreover, for all components of risk assessment procedures, uncertainties should be 
determined in order to compare the quality of the different results and also to obtain 
probability based information about the risk. 
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σ [-] Standardabweichung, Parameter der Normal- und log-
Normalverteilung 
σrel [%] relative Standardabweichung, Variationskoeffizient 
τ [N/mm2] Schubspannung 
ξ [-] Normalverteilte Zufallszahl 
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1 Motivation 
Neben anderen Beispielen verdeutlicht insbesondere das Augusthochwasser von 2002 
im Elbegebiet mit einer Reihe von Deichbrüchen und einem Dammbruch, dass das 
Versagen von Hochwasserschutzeinrichtungen und Stauanlagen bei unvorhergesehener 
Belastung nicht ausgeschlossen werden kann. Dies gilt, obwohl Bemessung, Konstruk-
tion und Unterhalt entsprechend der allgemein anerkannten Regeln der Technik ausge-
führt werden. Aus dieser Erkenntnis folgt die Aufnahme risikoorientierter Aspekte in 
die Betrachtungsweise wasserbaulicher Anlagen in Deutschland. Die Neufassung der 
DIN 19700 T 11 (2004) und die Verabschiedung des GESETZES ZUR VERBESSERUNG DES 
VORBEUGENDEN HOCHWASSERSCHUTZES (2005) veranschaulichen die Erweiterung der 
sicherheitsorientierten Auffassung um risikobasierte Aspekte. Für Talsperren fordert 
die DIN 19700 T 11 (2004):  
Das verbleibende Risiko infolge Überschreitung von BHQ2 oder des Hochwasserstauzie-
les 2 ist - erforderlichenfalls unter Beachtung des PMF (en: Probable Maximum Flood -
Vermutlich größtes Hochwasser) - zu bewerten und notwendigenfalls durch technische 
und/oder organisatorische Maßnahmen ausreichend zu vermindern.
Das verbleibende Risiko infolge Überschreitung von BHQ2 oder des Hochwasserstauzie-
les 2 ist - erforderlichenfalls unter Beachtung des PMF (en: Probable Maximum Flood -
Vermutlich größtes Hochwasser) - zu bewerten und notwendigenfalls durch technische 
und/oder organisatorische Maßnahmen ausreichend zu vermindern.
 
Für Hochwasserschutzeinrichtungen legt das GESETZ ZUR VERBESSERUNG DES VORBEU-
GENDEN HOCHWASSERSCHUTZES (2005) fest: 
Überschwemmungsgefährdete Gebiete, die bei Versagen von öffentlichen Hochwasser-
schutzeinrichtungen, insbesondere Deichen, überschwemmt werden können und in 
denen durch Überschwemmungen erhebliche Schäden entstehen können, sind zu ermit-
teln und in Kartenform darzustellen. Durch Landesrecht werden für die überschwem-
mungsgefährdeten Gebiete die notwendigen Maßnahmen zur Vermeidung oder Vermin-
derung von Schäden durch Überschwemmung geregelt.
Überschwemmungsgefährdete Gebiete, die bei Versagen von öffentlichen Hochwasser-
schutzeinrichtungen, insbesondere Deichen, überschwemmt werden können und in 
denen durch Überschwemmungen erhebliche Schäden entstehen können, sind zu ermit-
teln und in Kartenform darzustellen. Durch Landesrecht werden für die überschwem-
mungsgefährdeten Gebiete die notwendigen Maßnahmen zur Vermeidung oder Vermin-
derung von Schäden durch Überschwemmung geregelt.
 
Die aufgeführten Vorgaben erfordern die Untersuchung der Versagenswahrscheinlich-
keit der wasserbaulichen Anlagen und die Betrachtung der Versagensfolgen. Zur Erfül-
lung der vom Gesetzgeber formulierten Anforderungen gilt es, geeignete Analysewerk-
zeuge zu entwickeln, mit denen die einzelnen Aspekte des Versagensprozesses betrach-
tet werden können. 
In dieser Arbeit werden die Prozesse der Breschenbildung und der Flutwellenausbrei-
tung untersucht, die zur Bestimmung der Folgen eines Damm- oder Deichversagens 
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erfasst werden müssen. Die Breschenbildung umfasst den komplexen, progressiven 
Erosionsprozess des Damm- oder Deichmaterials, der bei Überströmung der Bauwerks-
krone an einer initialen Öffnung beginnt. Aufgrund von anhaltender hydraulischer Be-
lastung und einhergehender Erosion schreitet die Breschenentwicklung in die Tiefe und 
die Breite fort, so dass die zurückgehaltene Wassermenge ausströmen kann. Die com-
putergestützte Modellierung dieses vielschichtigen Vorgangs enthält Unsicherheiten, da 
die Strömung in der Bresche stark instationär und transkritisch ist und die Gültigkeits-
grenzen der gebräuchlichen Transportansätze überschritten werden. Zudem treten in-
nerhalb der Breschenentwicklung an den Böschungen und gegebenenfalls an Dich-
tungselementen diskontinuierliche Prozesse auf, die schwierig mathematisch zu be-
schreiben sind. Da die Breschenmodellierung als Initiierung der Flutwellenausbreitung 
dient, wird auch die Aussagekraft der Überflutungssimulation durch die unsichere Bre-
schenbildung beeinflusst. 
In der vorliegenden Arbeit wird zur Simulation des Gesamtprozesses von Breschenbil-
dung und Flutwellenausbreitung ein gekoppeltes Modell entwickelt. Durch die probabi-
listische Variation einflussreicher Parameter der Breschenmodellierung wird die Prog-
nosegüte der Überflutungsergebnisse quantifiziert. Ziel ist es, den Einfluss der Unsi-
cherheiten aus der Breschenmodellierung auf die Flutwellensimulationsergebnisse zu 
analysieren und zu bewerten. Somit werden die Versagensfolgen fundierter als bislang 
möglich in umfassende Risikoeinschätzungen eingebracht und ein Beitrag zur Entspre-
chung der vom Gesetzgeber gestellten Forderungen geleistet. 
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2 Abgrenzung der Problemstellung 
2.1 Problematik 
Zur Durchführung von Risikobetrachtungen ist die Entwicklung von Verfahren erfor-
derlich, anhand derer das von einer Stauanlage oder von einer Hochwasserschutzein-
richtung ausgehende Risiko bestimmt und beurteilt werden kann. International werden 
Risikobetrachtungen bereits seit längerem gefordert und sind in vielen Ländern etab-
liert. In ersten, grundlegenden Arbeiten zur Risikobetrachtung stellt BOWLES (1987) das 
Verfahren Portfolio Risk Assessment vor, das stetig weiterentwickelt wird (BOWLES, 
2000). Vorgaben zur Durchführung von Risikoanalysen für Stauanlagen enthalten das 
Merkblatt des ANCOLD (1998) sowie das Bulletin on Risk Assessment der Internatio-
nal Commission on Large Dams (1998). MEON (1989) gibt einen Überblick zu Ansät-
zen für Gesamtverfahren und entwickelt aufbauend auf PLATE (1982) eine Sicherheits-
analyse für hydrologische Extremereignisse an Stauanlagen. Aktuelle Zusammenfas-
sungen und Vorgaben zu Risk-Assessment-Verfahren in unterschiedlichen Ländern 
sind bei HARRALD ET AL. (2004) und MCGRATH (2000) zu finden. Zudem werden Risi-
koabschätzungen und die risikobasierte Bemessung auch für Hochwasserschutzmaß-
nahmen an Flüssen entwickelt und umgesetzt (CUR, 1990; DISSE ET AL., 2001; BWK, 
2005; MERZ, 2006). 
Das am Institut für Wasserbau und Wasserwirtschaft der RWTH Aachen (IWW) konzi-
pierte Verfahren RAPID, dargestellt in Abbildung 2.1, dient der Quantifizierung, Beur-
teilung und Handhabung von Risiken wasserbaulicher Anlagen in Deutschland. Es ist 
aufgrund seiner allgemeinen Herangehensweise sowohl zur Untersuchung von Risiken 
für Stauanlagen als auch für Hochwasserschutzeinrichtungen entlang von Flüssen an-
wendbar. In Anlehnung an nationale und internationale Vorgehensweisen im Zusam-
menhang mit wasserbaulichen Anlagen und anderen technischen Einrichtungen wird 
das Risiko als Produkt aus Eintrittswahrscheinlichkeit eines Schaden bringenden Ereig-
nisses und potentiell hervorgerufenem Schaden definiert. Das Verfahren basiert auf der 
dreiteiligen Untergliederung in Risikoanalyse, Risikobeurteilung und Risikomanage-
ment, die beispielsweise auch von FELL & HARTFORD (1997) genutzt wird. 
Eine detaillierte Vorstellung des Gesamtverfahrens und der einzelnen Bausteine erfolgt 
in BACHMANN ET AL. (2006a & 2006b). Im Folgenden werden die Hauptaspekte kurz 
dargestellt. 
4 Kapitel 2 
 
Abbildung 2.1: Ablauf des Verfahrens RAPID – RISK ASSESSMENT: PROBABILITIES, INUNDATION, DAMAGE 
Innerhalb der Risikoanalyse wird für die betrachtete wasserbauliche Anlage eine Ge-
fährdungsanalyse durchgeführt, in der mögliche interne und externe Gefährdungen 
identifiziert werden. Hieraus werden auf der einen Seite bauwerksspezifische 
Versagensmechanismen abgeleitet, die mit Hilfe von Fehlerbäumen logisch verknüpft 
werden. Auf Basis von Monte-Carlo-Simulationen werden sehr viele unterschiedliche 
Systemzustände untersucht und die Versagenswahrscheinlichkeit des Bauwerks be-
stimmt. 
Auf der anderen Seite werden mögliche Folgen eines Versagens betrachtet. In dem 
gegenwärtig am IWW angewendeten Verfahren wird der Versagensablauf bei Dämmen 
und Deichen als progressive Breschenbildung untersucht. Als Folge der Breschenbil-
dung wird eine Flutwelle hoher potentieller und kinetischer Energie ausgelöst, die das 
Gebiet im Unterwasser einer Talsperre oder das zu schützende Hinterland einer 
Deichstrecke überflutet. Ziel der Abbildung dieser Prozesse ist die detaillierte Bestim-
mung von Überflutungsflächen, Fließtiefen, Fließgeschwindigkeiten und Ankunftszei-
ten, um Eingangsgrößen für die Schadenspotentialanalyse zu liefern. Zur Bestimmung 
des im Versagensfall verursachten Schadens an Mensch, Wirtschaft und Umwelt wer-
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den die ermittelten Größen mit Hilfe von Schadensfunktionen sowie unter der Berück-
sichtigung unterschiedlicher Nutzungen in Schäden überführt. Die Risikoanalyse endet 
mit der Bestimmung des Risikos. 
Im nächsten Verfahrensschritt, der Risikobeurteilung, wird das bestehende Risiko auf 
Akzeptanz geprüft. Ist das Risiko nicht akzeptierbar, so sind technische, organisatori-
sche oder administrative Minderungsmaßnahmen einzuführen und hinsichtlich ihrer 
Wirksamkeit auf das Risiko zu bewerten. Dazu ist ein erneutes Durchlaufen der Risiko-
analyse unter Berücksichtung der Maßnahmen notwendig. 
Im Rahmen des Risikomanagement werden die gefundenen Maßnahmen zur Minderung 
des Risikos umgesetzt. Der Umgang mit dem Restrisiko findet dabei Eingang in das 
gesamte Sicherheitskonzept der betrachteten wasserbaulichen Anlage. 
Das vorgestellte Verfahren RAPID wurde als Gesamtverfahren bereits auf Deichab-
schnitte am Niederrhein und in einzelnen Aspekten auf Staudämme angewendet 
(BACHMANN ET AL., 2006a, 2006b; KÖNGETER ET AL., 2005; HUBER ET AL., 2005; 
KÖNGETER ET AL., 2004a). 
Da sich Risikoabschätzungen stets mit Situationen sehr seltenen Auftretens befassen 
und zur Bestimmung des Risikos das Verhalten eines Bauwerks in außergewöhnlichen 
Situationen analysiert wird, liegen für die einzelnen Komponenten des Verfahrens nur 
in sehr geringem Umfang Datengrundlagen realer Ereignisse vor. Jeder Verfahrensbau-
stein wird durch Unsicherheiten in Bezug auf seine Prognosegüte beeinträchtigt. Der 
Fokus der vorliegenden Arbeit liegt innerhalb der Risikoanalyse auf der Modellierung 
von Breschenbildung und Überflutung. 
Infolge eines Damm- oder Deichüberströmens treten aufgrund der hydraulischen Ein-
wirkung starke Schubspannungen an der Oberfläche des Damms auf, die den Erosions-
prozess initiieren. Bei anhaltendem Abfluss durch die initiale Öffnung entwickelt sich 
die Bresche progressiv in die Tiefe und weitet sich auf. Die Breschenbildung ist an 
komplexe physikalische Vorgänge geknüpft, die neben der hydraulischen Belastung 
vom Widerstand des Dammmaterials, dem Aufbau des Bauwerks und der geotechni-
schen Stabilität abhängen. 
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Abbildung 2.2: Schematisierte Breschenbildung und Flutwellenausbreitung am Staudamm 
und am Deich 
In Abbildung 2.2 ist die Breschenbildung und Flutwellenausbreitung an einem Damm 
und an einem Flussdeich schematisch dargestellt. Für den Dammbruch werden die 
Initialbresche und die Flutwelle im Unterwasser der Talsperre zu Beginn der Entwick-
lung gezeigt. Aus dem stehenden Wasser im Stausee breitet sich die transkritische 
Strömung durch die Bresche ins Tal unterhalb des Damms aus. Für den Deichbruch an 
einem Fließgewässer ergibt sich ebenfalls eine transkritische Strömung durch die Bre-
sche auf die zunächst meist trockene Sohle im Hinterland. Die Flutwelle breitet sich 
beim Deichbruch aufgrund des flacheren Geländeverlaufs stärker in der Fläche aus. Auf 
die Unterschiede zwischen Damm- und Deichbrüchen wird in Kapitel 2.3 detailliert 
eingegangen. In der Abbildung des beispielhaft als Trapez schematisierten Breschen-
querschnitts werden zunächst die Größen Breschentiefe, Breschensohle, Breschensohl-
breite und Böschungsneigung definiert, die in der vorliegenden Arbeit verwendet wer-
den. 
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Bedeutende Unsicherheiten der infolge des Versagens initiierten Flutwellenausbreitung 
betreffen die Breschenbildung (WURBS, 1987; SINGH, 1996; MORRIS, 2005). Nach Ab-
schluss der europäischen Forschungsprojekte CADAM: A European Concerted Action on 
Dambreak Modelling (MORRIS, 2000) und IMPACT: Investigation of Extreme Flood 
Processes and Uncertainty (MORRIS, 2005), in denen der Breschenentwicklung an 
Dämmen mittels Modellversuchen, Feldversuchen und mathematischer Modellierungen 
besondere Bedeutung zukam, besteht weiterhin mangelnde Kenntnis bezüglich der 
dabei ablaufenden Prozesse. Damit gehen ungenügende Modellierungsmöglichkeiten 
und zugehörige Unsicherheiten einher. MOHAMED ET AL. (2002) fassen zusammen, dass 
die Breschenmodellierung und die Festlegung der Breschenparameter innerhalb der 
Modellierung die größten Unsicherheiten aller Aspekte in der Vorhersage von Damm-
bruchüberflutungen beinhalten. 
Die Analyse der Unsicherheiten in der Quantifizierung der Überflutungsrisiken an 
Flüssen von APEL ET AL. (2006) zeigt ebenfalls, dass neben der Unsicherheit aus den 
hydrologischen Extremwertstatistiken auch der Einfluss der Breschenbildung auf das 
Ergebnis beträchtlich ist. Der Grund für die starken Unsicherheiten in der Breschenmo-
dellierung liegt vor allem in der Notwendigkeit einer starken Schematisierung bei der 
Modellierung. Demzufolge müssen eine Reihe von Annahmen getroffen werden, die 
Unsicherheiten beinhalten und das Simulationsergebnis der Breschenbildung deutlich 
beeinflussen (WAHL, 2004; SINGH & SNORRASON, 1984). 
Die Problematik, die sich sowohl im Rahmen des Risk-Assessment-Verfahrens für 
Dämme und Deiche als auch bei der Bestimmung überschwemmungsgefährdeter Ge-
biete und bei der Planung von Evakuierungsmaßnahmen ergibt, betrifft die Prognosegü-
te der zu liefernden Ergebnisgrößen:  
Wie zuverlässig sind die Ergebnisse bezüglich überfluteter Flächen, maximaler Fließ-
tiefen, Fließgeschwindigkeiten, der Ankunftszeiten und weiterer schadensrelevanter 
Größen unter der Vorraussetzung einer unsicheren Abbildung der Breschenbildung? 
2.2 Bisherige Untersuchungen 
In den Arbeiten von SINGH & SNORRASON (1984) und PETRASCHECK & SYDLER (1984) 
werden unter der Variation der Eingangsparameter, wie die maximale Breschenbreite 
oder die Versagensdauer, mit vereinfachenden Modellen unterschiedliche Ganglinien 
des Breschendurchflusses entwickelt, die als Randbedingung in die Flutwellenausbrei-
tung auf Basis der eindimensionalen Saint-Venant-Gleichungen eingehen. MEON (1989) 
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setzt ein Breschenmodell ein, das die Unsicherheiten der Breschenmodellierung durch 
eine stochastische Komponente in die Simulation einschließt. PONCE ET AL. (2003) 
nehmen unterschiedliche sinusförmige Verläufe für die Ganglinien des Breschendurch-
flusses an und betrachten mit Hilfe eines analytischen Modells die Auswirkungen auf 
die Wasserspiegellagen im Unterwasser. 
Als maßgebliche Einflussfaktoren auf den Breschendurchfluss werden die Dammhöhe, 
das damit gleichzeitig ansteigende Stauvolumen (PETRASCHECK & SYDLER, 1984) und 
die Breschenbreite (SINGH & SNORRASON, 1984) ermittelt. Zwischen minimal und ma-
ximal ermitteltem Abfluss liegen Faktoren von 1,3 bis 3. Die Versagensdauer hat bei 
Dämmen mit kleinerem Stauvolumen starken Einfluss auf den Abfluss, während sie bei 
großen Dämmen einen vernachlässigbaren Einfluss hat. Der Breschendurchfluss ist 
wenig sensitiv auf eine Veränderung der Überströmhöhe (SINGH & SNORRASON, 1984). 
Aus den aufgeführten Analysen wird zudem deutlich, dass der Einfluss der unterschied-
lichen Breschenabflüsse auf die Durchflüsse und Fließtiefen im Unterwasser trotz star-
ker Unterschiede nahe der Sperrenstelle mit zunehmendem Abstand geringer wird. 
PONCE ET AL. (2003) definieren in Abhängigkeit von der Gerinneneigung und dem 
ausströmenden Volumen einen endgültigen Abfluss (ultimate discharge) und eine end-
gültige Entfernung (ultimate distance), ab der unabhängig von der Breschenbildung 
keine Unterschiede bezüglich der Fließtiefe auftreten. Für geringe Neigungen ergeben 
sich wenige Kilometer Abstand von der Sperre als endgültige Entfernung, für steile 
Neigungen hingegen mehrere hundert Kilometer. Die von PONCE ET AL. (2003) gefun-
denen Werte zeigen jedoch Widersprüche im Vergleich zu den Testfallergebnissen von 
SINGH & SNORRASON (1984). 
Eine Schwachstelle der bisher durchgeführten Analysen besteht darin, dass mit Aus-
nahme des Modells von MEON (1989) sehr stark vereinfachte Modelle zur Abbildung 
der Breschenbildung eingesetzt werden, die nicht dem Stand der Wissenschaft entspre-
chen. Dies kann zu einer Überschätzung der Unsicherheiten führen. Ebenso wird die 
Flutwellenausbreitung vereinfacht und eindimensional modelliert. Die Vorgabe des 
Fließquerschnitts in der eindimensionalen Betrachtungsweise beeinflusst die Ergebnisse 
(SINGH & SNORRASON, 1984). Denn alle zweidimensionalen Effekte der Flutwellenaus-
breitung bleiben in den Analysen unberücksichtigt. Weiter ist anzumerken, dass in den 
Untersuchungen fast ausschließlich die maximalen Wasserspiegellagen betrachtet wer-
den. Der Einfluss der Breschenbildung auf die Ankunftszeiten der Flutwelle, der auch 
in weiterer Entfernung erhalten bleibt (MEON, 1989), ist ebenso wie Auswirkungen auf 
das Ausmaß der Überflutungsflächen, die maximalen Fließgeschwindigkeiten und das 
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Produkt aus Fließtiefe und Geschwindigkeit von Bedeutung. In keiner der vorgestellten 
Sensitivitätsanalysen an Dämmen wird die Lage der Breschensohle variiert, obwohl die 
Betrachtung unterschiedlicher Dammhöhen von PETRASCHECK & SYDLER (1984) einen 
deutlichen Einfluss auf den Breschenabfluss zeigt. Eine stark vereinfachte Analyse der 
Breschenbildung, Überflutung und Schadenspotentialbestimmung an Seedeichen von 
WOOD & BATEMAN (2005) ergibt eine Verdoppelung des Schadens bei der Verringe-
rung der minimalen Breschensohllage um einen Meter. Des Weiteren sind die von 
PONCE ET AL. (2003) angegebenen Abstände bis zu einer Reduktion der Unsicherheiten 
je nach betrachteter Stauanlage relativ groß, da sich bereits unmittelbar im Unterwasser 
schadensrelevante Nutzung befinden kann. 
Ein Arbeitspaket innerhalb des europäischen Forschungsprojekts IMPACT setzt sich mit 
der Analyse der Unsicherheiten bei der Modellierung von Breschenbildung und Flut-
wellenausbreitung bei Dammbrüchen auseinander (MORRIS, 2004a). Für das eingesetz-
te, eindimensionale Breschenbildungsmodell HR BREACH (siehe Kapitel 3.2.2) wer-
den sowohl eine Sensitivitätsanalyse unter Variation der Eingangsparameter Abflussko-
effizient, Manning-Beiwert, Sedimenttransportgleichung, Verhältnis der Breiten- zur 
Tiefenentwicklung, Dichte und Korndurchmesser betrachtet als auch Monte-Carlo-
Simulationen unter Annahme von statistischen Verteilungen dieser Eingangsparameter 
durchgeführt. Während mit Hilfe der Sensitivitätsstudie die Parameter mit dem stärk-
sten Einfluss identifiziert werden, ist der Vorteil des probabilistischen Ansatzes, dass 
sich eine Verteilungsfunktion der Ergebnisgrößen ergibt und die Unsicherheiten detail-
liert quantifiziert werden.  
Die Ergebnisse der Sensitivitätsanalyse sind abhängig vom eingesetzten Modell und 
dessen Grundgleichungen. Für alle variierten Parameter bis auf Manning-Beiwert und 
Korndurchmesser ergibt sich jeweils ein Einfluss von mehr als +/- 25 % auf den Maxi-
malwert des Breschendurchflusses (MORRIS, 2005). Der größte Einfluss geht von der 
Wahl der Sedimenttransportgleichung und dem in diesem Modell eingesetzten Sedi-
menttransportfaktor aus. Die Monte-Carlo-Simulation zeigt für das Fallbeispiel eines 
fünf Meter hohen, homogenen Damms, dass die relative Häufigkeit des maximalen 
Breschenabflusses mit einer relativen Standardabweichung von ca. 20 % in etwa einer 
Normalverteilung folgt (MORRIS, 2004a). 
Es ist mit dem von MORRIS (2004a) gewählten Ansatz nicht möglich, die Auswirkun-
gen der Unsicherheiten der Breschenbildung unmittelbar mit der Strömungssimulation 
zu verbinden, da Monte-Carlo-Simulationen für zweidimensionale Überflutungsstudien 
aufgrund ihrer Komplexität nicht realisierbar sind. Zur Bestimmung einer minimalen, 
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einer mittleren und einer maximalen Eingangsbedingung für die Flutwellenausbreitung 
am Tous-Damm werden Ganglinien ausgewählt, deren Maximalabflüsse den 5 %-, 
50 %- und 95 %-Quantilen entsprechen. Die Strömungssimulation ergibt Abweichun-
gen der prognostizierten maximalen Wasserspiegellagen aufgrund der unsicheren Bre-
schenbildung von +/- 25 %. In Übereinstimmung mit den zuvor genannten Analysen 
zeigt sich, dass die Unterschiede in den Wasserspiegellagen mit zunehmendem Abstand 
von der Bruchstelle abnehmen. Dennoch sind die ermittelten Unsicherheiten nicht ak-
zeptabel (MULET & ALCRUDO, 2004). 
Zum Einfluss der Breschenbildung auf die Bestimmung der Überflutung bei Deichbrü-
chen zeigt eine Sensitivitätsanalyse im Projekt „Grenzüberschreitende Auswirkungen 
von extremem Hochwasser am Niederrhein“ (LAMMERSEN ET AL., 2005) maximale 
Abweichungen von 19-30 % für den maximalen Breschendurchfluss sowie von  
11-13 % bezüglich der Überflutungsfläche infolge der Erhöhung der Breschenbreite um 
50 % und der gleichzeitigen Verringerung der Versagensdauer um ca. 15 %. 
2.3 Vorgaben für die eigene Untersuchung 
In den vorgestellten Untersuchungen werden lediglich innerhalb des IMPACT-Projekts 
detaillierte Breschenmodelle eingesetzt. In der vorliegenden Arbeit wird deshalb eine 
verbesserte Abbildung der Breschenbildung angestrebt. Im Gegensatz zur Konzentrati-
on auf den Vergleich maximaler Wasserspiegellagen wird zudem untersucht, wie groß 
der Einfluss der Breschenbildung auf alle schadensrelevanten Größen, wie Fließtiefe, 
Überflutungsfläche, Fließgeschwindigkeit, Ankunftszeit, Verweildauer und Schadens-
faktor ist. 
Basierend auf einer Sensitivitätsanalyse gehen dazu mehrere unsichere Parameter der 
Breschenbildung entsprechend ihrer statistischen Verteilung in eine gekoppelte Simula-
tion von Breschenentwicklung und Überflutung ein, so dass im Gegensatz zu den bishe-
rigen Untersuchungen probabilistische Aussagen zu den Ergebnisgrößen der Flutwel-
lenausbreitung erzielt werden. Um dies ohne die Durchführung von Monte-Carlo-
Simulationen zu ermöglichen, muss eine Alternative zur Bestimmung der Unsicherhei-
ten gefunden werden. 
Das erste Ziel der Arbeit ist somit die Erstellung eines effizienten Modells zur gekop-
pelten Abbildung von Breschenbildung und Flutwellenausbreitung. Dazu wird ein neu-
es Hybridmodell entwickelt, das die zweidimensionale Strömungssimulation mit dem 
eindimensionalen, parametrischen Breschenbildungsmodul verbindet. Die Kopplung 
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der beiden Modelle erlaubt als numerisch-zeititeratives Programm die zweidimensiona-
le, instationäre Modellierung der Speicherentleerung, des Breschendurchflusses und der 
Flutwellenausbreitung im Untersuchungsgebiet sowie die Abbildung der Breschenbil-
dung unter Berücksichtigung geotechnischer und geometrischer Besonderheiten des 
betrachteten Damms oder Deichs. 
Das zweite Ziel ist der Einsatz des Modells in Verbindung mit der Stochastic-
Response-Surface-Methode (ISUKAPALLI, 1999) zur Bestimmung und Bewertung der 
Unsicherheiten in der Flutwellenausbreitung, die aus den Unsicherheiten in der Bre-
schenbildung resultieren. Somit wird in der vorliegenden Arbeit eine Kombination aus 
deterministischer und probabilistischer Modellierung eingesetzt. Mit Hilfe der Sto-
chastic-Response-Surface-Methode wird bei einer deutlich geringeren Anzahl an Simu-
lationen eine probabilistische Betrachtung der Ergebnisgrößen ermöglicht. Zudem wird 
im Gegensatz zu einer Monte-Carlo-Simulation der Beitrag der einzelnen Eingangspa-
rameter auf die gesamte Unsicherheit deutlich. 
Für die vorliegende Arbeit werden sowohl Damm- als auch Deichbrüche mit dem glei-
chen Simulationswerkzeug abgebildet. Dabei ist grundsätzlich zu berücksichtigen, dass 
sich die Situationen bei Damm- und Deichbrüchen in bestimmten Aspekten voneinan-
der unterscheiden (vgl. Abbildung 2.2). Folgende Verhältnisse sind dabei unterschied-
lich: 
• Bei Deichbrüchen herrscht im Fluss eine Strömung parallel zur Bruchstelle; da-
durch ist die zweidimensionale Betrachtungsweise unentbehrlich. Bei Dammbrü-
chen entsteht die Flutwelle aus einem stehenden Gewässer. 
• Der Potentialunterschied zwischen Ober- und Unterwasser ist bei Staudämmen 
zu Beginn der Breschenbildung größer und nimmt anschließend rascher ab. Bei 
Deichbrüchen bleibt der Potentialunterschied über eine längere Dauer erhalten. 
• Die Breschenbreiten betragen bei Deichen bis zu mehreren hundert Metern; in 
der Bresche ist die Strömung über die Breite veränderlich. Bei Dämmen ergibt 
sich ein kompakterer Breschenquerschnitt. 
• Das Material und der Aufbau von Dämmen und Deichen sind verschiedenartig. 
• Beim Dammbruch wird die Breschenbildung meist weniger durch die Überflu-
tung beeinflusst, da im Breschenquerschnitt schießender Abfluss herrscht. Die 
Breschenbildung beim Deichbruch wird stark durch den Rückstau des Wassers 
aus dem Hinterland beeinflusst. 
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• Der Zufluss ist beim Dammbruch im Vergleich zum Breschendurchfluss ver-
nachlässigbar; beim Deichbruch ist der Abfluss im Fließgewässer größer als der 
Breschendurchfluss. 
Dennoch sind die grundsätzlichen Eigenschaften der Prozesse bei Breschenbildung und 
Flutwellenausbreitung an Dämmen und Deichen identisch, so dass eine gemeinsame 
Betrachtung im Rahmen dieser Arbeit angemessen ist: 
• In beiden Fällen ist die Interaktion zwischen Hydraulik und Erosion als ein sich 
selbst beschleunigender Prozess grundlegend für die Breschenbildung. Die Be-
trachtungen basieren auf den identischen Grundgleichungen (Kapitel 3). 
• Es handelt sich um einen stark instationären, konvektionsdominierten hydrauli-
schen Vorgang. Die Ausbreitung der Flutwelle erfolgt meist auf trockener Sohle 
und auf Flächen, die normalerweise nicht überflutet werden. Zur Strömungssi-
mulation muss ein Modell eingesetzt werden, das diese Eigenschaften abbilden 
kann (Kapitel 4). 
Um den Einfluss der Breschenbildung auf die Flutwellenausbreitung isoliert zu betrach-
ten, wird im Rahmen dieser Arbeit auf eine zusätzliche Variation der hydraulischen 
Randbedingungen wie der Wasserstand im Stausee oder die Ganglinie des Hochwassers 
im Fluss verzichtet. Auch die Lage der Bruchstelle wird als bekannt angenommen. 
Weitere Einflussfaktoren auf die Überflutung, wie die Güte der zur Verfügung stehen-
den Geländedaten, die räumliche Diskretisierung sowie die Möglichkeiten zur Berück-
sichtigung von Reibungsverlusten innerhalb der instationären Strömungssimulation, 
werden im Rahmen der vorliegenden Arbeit nicht untersucht. Zu diesen Einflussfakto-
ren durchgeführte Analysen (WERNER, 2004; UHRICH ET AL., 2002; MULET & ALCRUDO, 
2004) dienen als Vergleich zur abschließenden Bewertung der Unsicherheiten. 
Weiterhin schließt die vorliegende Arbeit Hochwasserschutz- und Staumauern aus und 
konzentriert sich auf die Betrachtung von Staudämmen und Deichen, da nur hier ein 
Erosionsbruch mit Breschenbildung zu beobachten ist. Nach der Statistik der Internati-
onal Commission on Large Dams (ICOLD) von 2003 sind ca. 80 % aller Absperrbau-
werke an Talsperren als Dämme ausgeführt, so dass die Arbeit sich auf den Hauptanteil 
aller Stauanlagen bezieht. Bei Mauern hingegen entspricht der Versagensablauf nahezu 
einem plötzlichen Versagen des gesamten Bauwerks oder von Bauwerksteilen 
(PETRASCHECK & SYDLER, 1984; SINGH, 1996). 
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Abbildung 2.3: Versagensmechanismen bei Dämmen nach FOSTER ET AL. (1998) und Deichen nach 
LTV DES FREISTAATES SACHSEN (2005) 
Der Dammerosionsbruch wird in dieser Arbeit als Folge einer Überströmung des Ab-
sperrbauwerks betrachtet. Abbildung 2.3 verdeutlicht, dass Überströmen gefolgt von 
innerer Erosion der häufigste Versagensmechanismus bei Dammbrüchen ist. Die Statis-
tik des Hochwassers von 2002 an Elbe und Mulde (LTV DES FREISTAATES SACHSEN, 
2005) zeigt, dass dies auch für die dort beobachteten Deichbrüche gilt. Ähnlich hohe 
Anteile des Überströmens werden von NAKAYAMA ET AL. (2004) mit 75 % für Deich-
brüche in Japan und von NAGY (2004) mit 70 % für Deichbrüche in Ungarn angegeben. 
Es wird angenommen, dass andere Versagensarten letztlich in einen dem Überströmen 
ähnlichen Breschenbildungsprozess münden. Beispielsweise entsteht bei innerer Erosi-
on durch die Sackung des Materials oberhalb der Erosionsröhre an der Dammkrone 
eine Initialbresche. Das Versagen schreitet von diesem Zeitpunkt an in der gleichen Art 
und Weise fort wie bei der Überströmung (SINGH, 1996). 
Im Fokus der Modellierung steht die progressive Eintiefung und Aufweitung der Bre-
sche und die damit initiierte Flutwellenausbreitung. Somit konzentriert sich die Arbeit 
auf die Phasen des Feststofftransports und der Entleerung der von BROICH (1997) ge-
gebenen Unterteilung des Versagensablaufs beim Dammerosionsbruch, während die 
erste Phase, der Erosionsbeginn, nicht untersucht wird. In der Simulation der Flutwel-
lenausbreitung werden außerhalb der Bresche weder Erosions- noch Sedimentations-
prozesse betrachtet. 
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2.4 Vorgehensweise 
In Kapitel 3 werden die Prozesse der Breschenbildung analysiert und Grundlagen sowie 
Wege zur Modellierung dargestellt. Abschließend werden die aktuellen Möglichkeiten 
bewertet und Anforderungen an das neue Modell formuliert. 
Kapitel 4 behandelt die Modellierung der Flutwellenausbreitung auf Basis der zweidi-
mensionalen, tiefengemittelten Flachwassergleichungen und ihre numerische Lösung. 
Basierend auf der Auswahl eines geeigneten numerischen Verfahrens wird die Validie-
rung des zur Kopplung eingesetzten Simulationsprogramms gezeigt. 
Die Entwicklung des Hybridmodells aus der eindimensionalen Breschenmodellierung 
und der zweidimensionalen Strömungssimulation wird in Kapitel 5 vorgestellt und 
anhand des Vergleichs mit physikalischen Modellversuchen sowie Feldversuchen kalib-
riert und validiert. 
In Kapitel 6 wird die verwendete Methode zur Durchführung der Unsicherheitsanalyse 
erläutert. Anhand einer Sensitivitätsanalyse werden die maßgeblichen Einflussfaktoren 
auf die Unsicherheit der Breschenmodellierung identifiziert. Zur Realisierung der Unsi-
cherheitsanalyse werden anschließend für die ausgewählten Parameter statistische Ver-
teilungsfunktionen entwickelt. 
Anhand eines synthetischen Beispiels zu Deichbrüchen und eines realen Fallbeispiels 
zum Dammbruch wird in Kapitel 7 der Einfluss der Breschenbildung auf die Flutwel-
lenausbreitung unter Anwendung der Stochastic-Response-Surface-Methode unter-
sucht. Die Kenntnis der statistischen Eigenschaften der Ergebnisgrößen ermöglicht die 
anschließende Bewertung der Unsicherheiten. 
In Kapitel 8 wird aus der durchgeführten Untersuchung Bedarf zukünftiger For-
schungsarbeiten abgeleitet und ein Ausblick zur Berücksichtigung der gewonnenen 
Erkenntnisse in Risk-Assessment-Verfahren gegeben. Eine Zusammenfassung der Ar-
beit gibt Kapitel 9. 
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3 Breschenbildung in Dämmen und Deichen 
3.1 Relevante Prozesse der Breschenbildung und ihre mathematische Be-
schreibung 
3.1.1 Allgemeines 
Das Erosionsversagen infolge der Überströmung eines Damms oder Deichs wird letzt-
lich durch die lokale Überschreitung des Gleichgewichtszustandes mit der Entfernung 
einzelner Partikel aus dem Lagerungsverbund herbeigeführt. Der Versagensbeginn 
kann mit Hilfe einer kritischen Schubspannung (SHIELDS, 1936), einer kritischen Ge-
schwindigkeit (HARTUNG & SCHEUERLEIN, 1970; STEPHENSON, 1979) oder eines kriti-
schen Durchflusses (OLIVIER, 1967) bestimmt werden. Nur einzelne der gegebenen 
Zusammenhänge werden jedoch unmittelbar für die Betrachtung von Dammbrüchen 
entwickelt. EINAR & ODEMARK (2004) zeigen zudem am großskaligen Feldversuch, 
dass das Material einem deutlich höheren Abfluss standhält, als mit Hilfe der in der 
Literatur zur Verfügung stehenden Formeln ermittelt wird. In Modellversuchen von 
SAMETZ (1981) ergeben sich in jedem Versuch sehr unterschiedliche Initiierungszeit-
räume, die er durch die Verschiebung der Zeitachse aus den Vergleichen eliminiert. Da 
diese Initiierungsphase von realen Versagensereignissen zudem sehr selten dokumen-
tiert ist und in den zum Vergleich zur Verfügung stehenden Modellversuchen meist 
eine Initialbresche in den Damm eingefügt wird, bleibt die Abbildung des Initiierungs-
prozesses unberücksichtigt. 
Relevante Prozesse der Breschenentwicklung werden im Folgenden auf Basis von Er-
kenntnissen aus physikalischen Modellversuchen zusammengefasst (Kapitel 3.1.2). Die 
Quantifizierung des Breschendurchflusses und die Betrachtung der Strömungsparame-
ter innerhalb der Bresche (Kapitel 3.1.3) bilden anschließend die Grundlage zur Formu-
lierung physikalischer Bedingungen für den Sedimenttransport und den Erosionspro-
zess in der Bresche (Kapitel 3.1.4). 
3.1.2 Erkenntnisse aus physikalischen Modellversuchen 
Zur Untersuchung von Dammerosionsbrüchen mittels physikalischer Modellversuche 
sind eine Reihe von Analysen bekannt (SAMETZ, 1981; MORRIS, 2004b; PICKERT ET 
AL., 2004; HÖEG ET AL., 2004; FRANCA & ALMEIDA, 2002 & 2004; COLEMAN ET AL., 
2002; BECHTELER ET AL., 1992). Die Erkenntnisse aus den Versuchen dienen dem Ver-
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ständnis der wesentlichen Prozesse der Breschenbildung und der Entwicklung von 
Modellierungsansätzen. 
 
Abbildung 3.1: Ablauf der Breschenbildung (verändert nach HÖEG ET AL., 2004) 
Der Ablauf der Breschenbildung wird von HÖEG ET AL. (2004), COLEMAN ET AL. 
(2002) und MORRIS (2005) basierend auf Feldversuchen und Laborversuchen aus unter-
schiedlichen Materialien und mit sowohl homogenem als auch heterogenem Aufbau 
wie folgt erkannt: Nach einer langsamen Anfangsphase wird die Breschenbildung mit 
Erreichen der wasserseitigen Krone deutlich beschleunigt. Die Breschenöffnung bewegt 
sich zunächst hauptsächlich in Richtung der Gründungssohle des Damms und öffnet 
sich danach in die Breite (Abbildung 3.1). 
Die Querschnittsform der Bresche wird in allen Versuchen in etwa durch ein Trapez 
bzw. eine Parabel mit sehr steilen, fast vertikalen Böschungsneigungen beschrieben 
(HÖEG ET AL., 2004; MORRIS, 2005; COLEMAN ET AL., 2002). SAMETZ (1981) gibt an, 
dass sich bei kohäsivem Material nahezu vertikale Böschungsneigungen ergeben, wäh-
rend der Böschungswinkel bei kohäsionslosem Material etwas über dem Reibungswin-
kel liegt. Aus Datensammlungen zu historischen Dammbrüchen von SINGH (1996) und 
MACDONALD & LANGRIDGE-MONOPOLIS (1984) ergibt sich die größte Häufigkeit für 
eine Neigung von 45°. Nach MORRIS (2005) entsteht diese flachere Neigung erst nach 
Ablauf der Breschenentwicklung, wenn das Material trocknet und abrutscht. Somit 
erscheint die steile Neigung, die in den Modellversuchen beobachtet wird, realistisch. 
In den Versuchen von MORRIS (2005), FRANCA & ALMEIDA (2002 & 2004) und 
PICKERT ET AL. (2004) ergibt sich an der seitlichen Böschung durch das Abrutschen 
ganzer Blöcke oft eine diskontinuierliche Erosion. Die seitliche Erosion wird insbe-
sondere bei Vorhandensein einer Dichtung durch die Interaktion von Stützmaterial und 
Dichtungsmaterial gesteuert. Das genaue Verhalten ist dennoch weiterhin unklar 
(MORRIS, 2005). PICKERT ET AL. (2004) erkennen einen klaren Einfluss des Porenwas-
serdrucks auf die Böschungserosion, dessen Bestimmung jedoch noch weiterer For-
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schung bedarf. Aus den Versuchen von SAMETZ (1981) kann keine allgemein gültige 
Aussage über gleichzeitiges Auftreten von Sohl- und Seitenerosion abgeleitet werden. 
Dagegen geben FRANCA & ALMEIDA (2002) für Steinschüttdämme das Verhältnis von 
seitlicher Erosionsrate zur Erosion an der Sohle mit 80 % an. 
In nahezu allen Modellversuchen ist die Erosion von Dammmaterial an der Sohle durch 
eine feste Berandung begrenzt, so dass keine Kolkerscheinungen untersucht werden 
können. Nach SAMETZ (1981) und FRANCA & ALMEIDA (2002) liegt die maximale Bre-
schentiefe am Ende der Breschenbildung bei 75-80 % der Dammhöhe. 
Die Entwicklungsform der Breschen im Dammkörper wird insbesondere vom Material 
des Damms beeinflusst. Messergebnisse lassen den Schluss zu, dass sich bei kohäsions-
losem Material eher eine Drehbewegung der Bresche mit flacher werdender Neigung 
vollzieht (SAMETZ 1981; PICKERT ET AL., 2004). Bei kohäsivem Material hingegen kann 
die Breschenentwicklung als parallel zur Luftseite bzw. parallel zur Krone ohne Verfla-
chung der Neigung abstrahiert werden. 
SAMETZ (1981) stellt fest, dass sich bei kohäsionslosem Material ein schnellerer, kon-
tinuierlicher Verlauf ergibt, während die Erosion bei bindigem Material langsamer und 
nicht stetig abläuft. Auch in den Versuchen im Rahmen des IMPACT-Projekts wird für 
bindiges Material mit dem Prozess der head cut erosion, der Entstehung von treppenar-
tigen Erosionsrinnen auf der Luftseite des Damms, ein eher diskontinuierliches Verhal-
ten beobachtet. PICKERT ET AL. (2004) geben allerdings an, dass die Treppen bei Errei-
chen der wasserseitigen Krone wieder zu einer ebeneren Breschensohle verschmelzen, 
so dass diesem Prozess bei Erreichen des Maximalabflusses geringere Bedeutung zu-
kommt. 
MORRIS (2005), PICKERT ET AL. (2004) und HANSON (2004) betonen, dass die Bre-
schenfortschrittsrate insbesondere von den Materialeigenschaften wie Verdichtungs-
grad, Wassergehalt und Kohäsion abhängig ist. Für kohäsionsloses Material unter-
schiedlicher Korngrößen zeigt SAMETZ (1981) jedoch, dass das Bruchverhalten nahezu 
materialunabhängig ist. 
Der Einfluss des Dammaufbaus auf die Breschenentwicklung wird von SAMETZ 
(1981) und MORRIS (2005) herausgestellt. Bei homogenem Aufbau wird eher eine kon-
tinuierliche Breschenentwicklung beobachtet. Bei heterogenem Aufbau mit innen- oder 
außenliegender Dichtung fasst SAMETZ (1981) einen zyklischen Verlauf der Breschen-
bildung zusammen: Nach der Erosion des luftseitigen Stützkörpers wirkt die Dichtung 
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wie ein eingespannter Kragträger. Ab einer maximal möglichen Belastung durch das 
überströmende Wasser bricht die Dichtung; bei einer Innendichtung wird der wasser-
seitige Stützkörper mitgerissen. Darauf folgend wird wieder der luftseitige Stützkörper 
erodiert. SAMETZ (1981) gibt an, dass die mögliche freie Standhöhe der Dichtung von 
der Einbaustärke und vom Dichtungsmaterial abhängig ist. Auch von MORRIS (2005) 
wird festgestellt, dass die Interaktion zwischen Dichtungsmaterial und Stützmaterial die 
Breschenentwicklung bei heterogenem Dammaufbau bestimmt. Zudem erkennt SAMETZ 
(1981) Unterschiede im Ablauf je nach Lage der Dichtung. Eine Außendichtung wirkt 
verzögernd, da die freie Standhöhe später erreicht wird. 
In Modellversuchen unter Variation der wasser- oder luftseitigen Neigung des Test-
damms (SAMETZ, 1981; MORRIS, 2005) wird ebenfalls ein deutlicher Einfluss auf den 
Bruchvorgang festgestellt. Die Böschungsneigung beeinflusst unmittelbar die Quer-
schnittsfläche und damit das Erosionsvolumen. 
Bezüglich der Hydraulik innerhalb der Bresche wird in allen Modellversuchen eine 
transkritische Strömung beobachtet (SAMETZ, 1981; MORRIS, 2005; HÖEG ET AL., 
2004). 
Zusammenfassend werden die folgenden Anforderungen für die Modellierung der Bre-
schenbildung als maßgeblich abgeleitet: 
• Detaillierte Abbildung des Aufbaus des Damms oder Deichs, insbesondere der 
Lage der Dichtung 
• Berücksichtigung von Materialeigenschaften der unterschiedlichen Baustoffe 
• Bereitstellung unterschiedlicher Breschenentwicklungsformen (Drehung,  
Parallelverschiebungen) 
• Stabilitätskriterien zur Berücksichtigung des Versagens von Dichtungen und der 
Querschnittsböschung der Bresche 
• Abbildung der instationären, transkritischen Strömung 
Bei der Analyse der Breschenbildung auf Basis von Modellversuchen müssen Skalenef-
fekte berücksichtigt werden. Im Rahmen des IMPACT-Projekts (MORRIS, 2005) werden 
sowohl skalierte Laborversuche als auch Feldversuche durchgeführt. Ein qualitativer 
Vergleich zeigt, dass teilweise das unterschiedliche Verhalten von bindigem Material 
im Gegensatz zu nicht-bindigem Material, wie beispielsweise das Auftreten von rück-
schreitender Erosion, das im Feldversuch beobachtet wird, im Labor nachgebildet wer-
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den kann. Andere Besonderheiten, wie beispielsweise die Durchsickerung des Damms 
vor dem Versagen, können im Laborversuch nicht abgebildet werden. Als kritisch wird 
eingestuft, dass keine quantitative Bestimmung der Skaleneffekte erfolgt ist. SAMETZ 
(1981) betrachtet die Modellgesetze und kann den Gültigkeitsbereich zur Übertragung 
der Erkenntnisse aus den Versuchen auf die Realität aufgrund der Streuung der Ver-
suchsergebnisse nur abschätzen. 
3.1.3 Hydraulik des Breschendurchflusses 
Der Abfluss durch die Bresche ist unter anderem für die Fortführung der Breschenent-
wicklung bestimmend. Gemäß Abbildung 3.2 wird bei der Betrachtung der Überströ-
mung in verschiedene Fließregime unterschieden (SINGH, 1996): 
• Zuströmung aus dem stehenden Gewässer in die Bresche über die wasserseitige 
Krone in unterkritischem Fließzustand 
• Durchschreiten des kritischen Fließzustandes auf der Krone und Erreichen des 
schießenden Abflusses 
• Beschleunigter, schießender Fließzustand auf der Luftseite 
Fließzustände
unterkritisch überkritisch
hkrit
DammkroneStauraum
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Abbildung 3.2: Definition der Fließregime in der Bresche nach SINGH (1996) 
Der Breschendurchfluss wird in den üblichen Modellen (vgl. Kapitel 3.2.2) meist mit 
der Überfallformel für breitkronige Wehre berechnet (BOLLRICH, 1996). Dabei wird 
angenommen, dass die hydraulischen Verluste bis zu dem Punkt, an dem die Grenztiefe 
erreicht wird, vernachlässigbar sind. 
Zur Bestimmung der hydraulischen Parameter innerhalb der Bresche werden basierend 
auf den allgemeinen Grundlagen der Gerinneströmung verschiedene Fließformeln ein-
gesetzt. Oft wird zur Bestimmung der Fließgeschwindigkeit die empirische Gaukler-
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Manning-Strickler-Gleichung oder die Fließformel nach de Chezy (BOLLRICH, 1996) 
verwendet. Beiden Formeln liegt die Annahme eines stationären oder zumindest quasi-
stationären und gleichförmigen Fließzustandes zugrunde, die innerhalb der Breschen-
durchströmung mit relativ steiler, kurzer Fließstrecke nicht gerechtfertigt ist. 
Sowohl für den Breschendurchfluss als auch für den Fließzustand in der Bresche kön-
nen alternativ die eindimensionalen Saint-Venant-Gleichungen (z. B. FORKEL, 2004) 
oder die zweidimensionalen, tiefengemittelten Flachwassergleichungen (Kapitel 4) 
eingesetzt werden. Hier ist zu beachten, dass die Annahmen einer hydrostatischen 
Druckverteilung und einer geringen Sohlneigung in der Bresche verletzt werden 
(MOHAMED ET AL., 2002). Allerdings ermöglichen diese Gleichungen bei entsprechen-
der numerischer Lösung die Berechnung von stark instationären, transkritischen Fließ-
verhältnissen, die innerhalb der Breschenströmung auftreten (BROICH, 1997). 
3.1.4 Sedimenttransport und Morphologie der Bresche 
Zur Abbildung der progressiven Eintiefung und Verbreiterung der Bresche gilt es, den 
Sedimenttransport zu beschreiben und zu bestimmen. Maßgebend für die Geschwindig-
keit der Breschenentwicklung ist die Sedimenttransportkapazität. Sie ist sowohl von der 
Hydraulik als auch von den geotechnischen Eigenschaften des Dammmaterials abhän-
gig. Im Folgenden werden Sedimenttransportansätze aus der Literatur aufgeführt, die in 
den Modellen zur Breschenbildung häufig eingesetzt werden. Für eine detaillierte Dar-
stellung der Gleichungen wird auf die jeweils angegebene Literatur und auf BROICH 
(1997) sowie SINGH (1996) verwiesen. 
Der klassische Sedimenttransportansatz nach MEYER-PETER & MÜLLER (1949) für 
kohäsionsloses Material stellt die vorhandene Schubspannung einer kritischen gegen-
über. Bei der Herleitung dieser Gleichung wird davon ausgegangen, dass stationär 
gleichförmige Fließverhältnisse vorliegen und der Sedimenttransport voll ausgebildet 
ist. So werden Energieliniengefälle, Sohlneigung und Wasserspiegellagenneigung 
gleichgesetzt. Weiterhin werden Turbulenzverluste nicht gesondert betrachtet, so dass 
davon ausgegangen wird, dass die gesamte dissipierte Reibungsenergie in Sediment-
transport umgesetzt wird. Die kritische Schubspannung von feinkörnigem Material wird 
in Abhängigkeit vom Korndurchmesser bestimmt. Von GRAF & ALTINAKAR (1998) 
wird angegeben, dass die Formel nach MEYER-PETER & MÜLLER (1949) nur für Korn-
größen bis dk = 28,6 mm gültig ist. 
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Zur Anwendung auf steile Gerinne modifiziert SMART (1984) die Formel nach MEYER-
PETER & MÜLLER (1949) auf Basis von zusätzlichen physikalischen Modellversuchen. 
Der kritische Shieldsparameter wird mit zunehmender Sohlneigung und mit größer 
werdendem Verhältnis vom Neigungswinkel des Gerinnes zum Reibungswinkel des 
Materials verringert. Außerdem ergibt sich nach SMART (1984) eine Fallunterscheidung 
für unterschiedliche Kornzusammensetzungen des Dammmaterials. 
Einen stochastischen Ansatz zur Bestimmung der Sedimenttransportkapazität liefern 
EINSTEIN & BROWN (EINSTEIN, 1950). Die Sedimenttransportrate wird in Abhängigkeit 
von der Bewegungsintensität berechnet. Bei der Berechnung von Dammerosionsbrü-
chen wird eine Unterteilung in unterschiedliche Bewegungsintensitäten getroffen 
(SINGH, 1996). Zudem empfiehlt SINGH (1996), die zusätzlichen Parameter durch den 
Vergleich mit historischen Dammbrüchen zu bestimmen. Das Anwendungsgebiet dieser 
Gleichung umfasst ursprünglich den Transport von Sand und Kies in Flussströmungen 
mit stationärem Fließregime. 
Grundlage für den Geschiebetrieb nach Bagnold ist das Kräftegleichgewicht einer gan-
zen Sedimentschicht (DVWK, 1988). Zur Bestimmung des Geschiebetriebs werden der 
Transporteffizienzbeiwert und der dynamische Bodenreibungskoeffizient in Abhängig-
keit von der Fließgeschwindigkeit berücksichtigt. 
Die Berechnung des Sedimenttransports nach ENGELUND-HANSEN (1967) basiert auf 
einer Energiebetrachtung für die Gesamtfracht. Die erforderliche Energie zum Anheben 
des Sediments wird mit der geleisteten Arbeit der Strömung gleichgesetzt. Empirische 
Analysen liefern Zusammenhänge für die Beiwerte der Gleichung. 
Auf Basis von Modellversuchen kalibriert VAN RIJN (1986) sein Modell, das den Sedi-
menttransport in Abhängigkeit von der Sprunghöhe der Körner, der Geschwindigkeit 
und der Konzentration des Geschiebes bestimmt. Die Validierung zeigt eine gute Über-
einstimmung für Korngrößen mit Durchmessern zwischen 0,1-0,5 mm. 
YANG (1979, 1984) leitet seinen Ansatz zur Bestimmung des Sedimenttransports unter 
Annahme der minimalen Energiedissipation her. Er definiert dazu die unit stream po-
wer als Produkt aus Fließgeschwindigkeit und Neigung. Seiner Annahme folgend strebt 
das Produkt immer auf ein Minimum zu. Die kritische unit stream power ist material-
abhängig. Weitere Parameter müssen innerhalb einer Kalibrierung bestimmt werden. 
Die Exner-Gleichung ermöglicht als Kontinuitätsgleichung des Geschiebes die Einbin-
dung der aufgeführten Transportmodellierung in die ein- oder zweidimensionale Strö-
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mungssimulation (BROICH, 1997). Sie basiert auf der Betrachtung der Massenströme 
des transportierten Sediments. Die Exner-Gleichung findet in diskreten numerischen 
Modellen oftmals Anwendung (Kapitel 3.2.2 und 3.2.3). 
Die vorgestellten Berechnungsansätze sind alle für stationäre Strömung zur Anwen-
dung in Fließgewässern entwickelt worden, bei der sich ebenfalls ein stationärer Trans-
port von Material einstellt. Meist wird gleichzeitig ein gleichförmiger Abfluss voraus-
gesetzt. Die Gegebenheiten während der Breschenbildung unterscheiden sich deutlich 
vom stationär gleichförmigen Zustand. Somit werden bei der Betrachtung des stark 
instationären, transkritischen Zustands während der Breschenmodellierung die Übertra-
gungsgrenzen der Zusammenhänge überschritten. Zudem ist die Kalibrierung der in den 
Formeln verwendeten Parameter für die Anwendung in der Breschenmodellierung 
problematisch, da kaum Messungen aus der Realität vorliegen und in Modellversuchen 
Skalierungseffekte das Ergebnis beeinflussen können. Die meisten Formeln gelten 
ausschließlich für kohäsionsloses Material. Sie kommen in der Modellierung der Bre-
schenbildung als Näherungslösung zum Einsatz. 
Zusätzlich zu den aufgeführten Grundgleichungen werden von BROICH (1997, 2002, 
2004), DI CHRISTO ET AL. (2002) und MOHAMED ET AL. (2002) zur Berechnung der 
Transportprozesse beim Dammerosionsbruch besondere Ansätze entwickelt oder ver-
wendet. Sie werden im Folgenden kurz vorgestellt. 
Zur Modellierung der im physikalischen Modellversuch von BECHTELER ET AL. (1992) 
beobachteten Schlammströmungen, die vor allem die Initialphase prägen, verwendet 
BROICH (1997) eine Sedimenttransportformel für ein ungesättigtes Wasser-Boden-
Gemisch nach TAKAHASHI (1978). Da keine sinnvolle Abschätzung der Schichtstärke 
des Geschiebestroms möglich ist, werden keine befriedigenden Ergebnisse ermittelt. 
Weiter nutzt BROICH (2002) zur Bestimmung des Sedimenttransports bei kohäsivem 
Material einen Ansatz unter Einbindung der rückschreitenden Erosion. Da dies einen 
treppenartigen Verlauf der Durchflussganglinie bewirkt, der sich in den Messungen der 
Kalibrierungsdaten nicht zeigt, verwirft er diese Herangehensweise. 
In BROICH (2004) wird eine diskrete Modellierung des Transports von kohäsivem Ma-
terial nach einem Ansatz von WEIßMANN & RICHWIEN (2003) aufgeführt. Der Vergleich 
mit Messergebnissen der Modellversuche, die im Rahmen des IMPACT-Projekts durch-
geführt werden, zeigte jedoch keine ausreichende Übereinstimmung. Zudem werden 
weitere Parameter benötigt, deren Festlegung wiederum schwer fällt. 
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Eine weitere aktuelle Entwicklung ist das Transportmodell für ungleichförmige Strö-
mung von DI CHRISTO ET AL. (2002), das zunächst für Fließgewässer entwickelt wird. 
Die Anwendung des Ansatzes für Dammerosionsbrüche ist gegebenenfalls angemessen, 
da eine Übergangzeit berücksichtigt wird, die der Sedimenttransportprozess benötigt, 
um sich dem stationären Regime anzupassen. Zusätzliche Kalibrierungsparameter er-
schweren allerdings den Einsatz des Berechnungsansatzes, so dass er bisher noch nicht 
zur Breschenmodellierung eingesetzt wurde. 
Neben der kontinuierlichen Aufweitung kommt es bei der Breschenbildung aufgrund 
von Durchsickerung und der hydrodynamischen Einwirkung zu Instabilitäten der Bre-
schenquerschnittsböschungen (Kapitel 3.1.2). Durch ein plötzliches Versagen wird dem 
Breschenabfluss in kurzer Zeit ein deutlich größerer Fließquerschnitt eröffnet, der wie-
derum zum Ansteigen des Abflusses und damit der angreifenden Kräfte führt. Zur Be-
rücksichtigung dieser Prozesse werden beispielsweise von MOHAMED ET AL. (2002) und 
BROICH (2004) detaillierte geotechnische Stabilitätsbetrachtungen in die Breschenmo-
dellierung mit aufgenommen. Dabei finden die Gewichtskraft bzw. der Erddruck, inne-
re Reibung, Kohäsion, Porenwasserdruck der Böschung und hydrostatischer Wasser-
druck des Abflusses Berücksichtigung. Ansätze zur Berechnung der Kern- und Bö-
schungsstabilität während der Breschenbildung geben auch PICKERT ET AL. (2004). 
Die Ergebnisse von Testrechnungen der einzelnen Autoren mit den entsprechend erwei-
terten Breschenbildungsmodellen zeigen nur für die geotechnischen Stabilitätsbetrach-
tungen wie bei MOHAMED ET AL. (2002) aussichtsreiche Verbesserungen der Abbildung 
der Prozesse. 
 
Abbildung 3.3: Entwicklungsformen der Breschenmorphologie (nach KÖNGETER ET AL., 2004) 
Zur schematisierten Beschreibung der Entwicklung der Bresche im Dammkörper muss 
in der Modellierung oft eine Bewegungsform der Breschensohle vordefiniert werden. 
Auf Basis der berechneten Transportkapazität folgt die Änderung der Breschengeomet-
rie der Vorgabe dieser Entwicklungsform. Abbildung 3.3 zeigt mögliche Entwicklungs-
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formen. Welche dieser Näherungen gewählt werden sollte, ist abhängig von Material 
und Aufbau des betrachteten Damms oder Deichs (Kapitel 3.1.2). 
3.2 Modellierung der Breschenbildung 
3.2.1 Schätzverfahren und vergleichende Analysen 
Ziel der Schätzverfahren ist hauptsächlich die überschlägige Bestimmung des maxima-
len Abflusses, der im Fall eines Dammbruchs auftritt. Anhand einer möglichst großen 
Anzahl von Schadensfällen mit bekanntem Breschendurchfluss werden Beziehungen 
zwischen einer Auswahl von Kriterien der Stauanlage und dem Abfluss hergeleitet. Die 
grundlegende Annahme dabei ist, dass sich bei Dämmen mit ähnlichen Hauptmerkma-
len ein ähnlicher Versagensablauf vollzieht. Schätzverfahren und vergleichende Analy-
sen zur Bestimmung des maximalen Breschendurchflusses, der Versagensdauer oder 
der Breschenbreite werden von KIRKPATRICK (1977), HAGEN (1982), MACDONALD & 
LANGRIDGE-MONOPOLIS (1984), COSTA (1988), FROEHLICH (1995) und BROICH (1997) 
entwickelt. 
Häufig findet die Bestimmung des Breschenabflusses nach MACDONALDS & 
LANGRIDGE-MONOPOLIS (1984) anhand des von ihnen eingeführten Breach Formation 
Factor (BFF) Anwendung, der als Produkt von Stauraumvolumen und Stauhöhe defi-
niert wird. Die Autoren entwickeln diese Formel auf Basis von 42 realen Schadenser-
eignissen und leiten weitere Gleichungen für die Geometrie und die Entwicklungsdauer 
der Bresche her. WAHL (1998 & 2004) zeigt durch den Vergleich der unterschiedlichen 
Formeln, dass in den erzielten Ergebnissen eine sehr große Unsicherheit liegt. 
Die aufgeführten Methoden sind zur schnellen Abschätzung einer möglichen Bandbrei-
te des maximalen Breschenabflusses bei dem Vergleich verschiedener Anlagen einsetz-
bar. Allerdings ist vom Nutzer zu prüfen, inwieweit der jeweilige Anwendungsfall den 
Dämmen entspricht, an denen die Formel entwickelt wurde (MACDONALDS & 
LANGRIDGE-MONOPOLIS, 1984). Die Anwendung wird nur für Stauanlagen empfohlen, 
deren Schadenspotentiale klein sind und bei deren Versagen keine Menschen gefährdet 
sind (FROEHLICH, 1995; WALDER & O’CONNOR, 1997). Von MORRIS & HASSAN (2002) 
werden diese Verfahren als nicht physikalisch basiert bezeichnet. Für die Anwendung 
bei Deichbrüchen sind die Abschätzungen nicht geeignet, da das Volumen des „Stau-
raums Fluss“ nicht bestimmbar ist. Im Rahmen von quantitativen Risikoanalysen sind 
die vorgestellten Abschätzungen aufgrund fehlender Information zum Verlauf der 
Ganglinie nicht verwendbar. 
Breschenbildung in Dämmen und Deichen 25 
3.2.2 Eindimensionale, physikalisch basierte Parametermodelle 
Im Folgenden werden die Möglichkeiten zur Modellierung der Breschenbildung mit 
eigenständigen, eindimensionalen Modellen, die auf der empirischen und physikali-
schen Beschreibung der breschenbildenden Prozesse beruhen, dargestellt. Kennzeichen 
dieser Modelle ist die Annahme einer bestimmten Breschenquerschnittsform und die 
teilweise stark ausgeprägte Vorgabe der Breschenentwicklung und der Endbreschenge-
ometrie über Parameter. Die Modelle berechnen die Strömung in der Bresche und die 
daraus resultierende Erosion des Damms meist zeitlich iterativ. Die Hydraulik der Mo-
delle basiert auf den in Kapitel 3.1.3 dargestellten Ansätzen. In der Betrachtung der aus 
dem Angriff der hydraulischen Kräfte resultierenden Erosion werden stationäre Trans-
portgleichungen eingesetzt, der Schwebstoffanteil wird dabei vorwiegend vernachläs-
sigt. Gegenstand der Modelle ist hauptsächlich der Damm, während eine Speicherent-
leerung über Wasserstands-Volumenbeziehungen abgebildet wird. Das Überflutungs-
gebiet ist in der Regel nicht Bestandteil der Modelle, jedoch wird die Ganglinie des 
Breschendurchflusses zur Bestimmung der Überflutungsflächen gegebenenfalls als 
Eingangsbedingung in einer nachgeschalteten Simulation angesetzt. 
In Tabelle 3.1 werden entsprechend den unterschiedlichen Modellen die verwendeten 
Berechnungsansätzen für die Entleerung des Stauraums, den Breschendurchfluss, die 
Hydraulik in der Bresche und den Sedimenttransport zusammengefasst. Zudem sind 
Angaben zur gewählten Breschengeometrie und Entwicklungsform sowie zu Stabili-
tätsbetrachtungen, den modellspezifischen Anwendungsfeldern und zur Einbindung in 
Simulationsprogramme zur Flutwellenausbreitung aufgeführt. In der darauf folgenden 
Darstellung der einzelnen Modelle wird der Fokus auf die Besonderheiten der jeweili-
gen Ansätze gelegt. Eine Bewertung unter Berücksichtigung der Erkenntnisse aus Mo-
dellversuchen (Kapitel 3.1.2) erfolgt abschließend für alle Modelle in Kapitel 3.3. 
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Tabelle 3.1: Eindimensionale, physikalisch basierte Parametermodelle 
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Das Modell von CHRISTOFANO (1965) beruht auf der Ableitung der Erosion aus geo-
technischen Betrachtungen der Kräfte, die auf die Gewässersohle wirken. Jedoch be-
wertet MORRIS (2005) die von ihm abgeleiteten Beziehungen als unrealistisch. Für die 
Breschengeometrie wird ein Trapez mit konstanter Sohlbreite angenommen, dessen 
Böschungsneigungen dem Reibungswinkel des Dammmaterials entsprechen. Ebenso 
wird die Neigung des Breschenkanals dem Reibungswinkel des Materials gleichgesetzt. 
HARRIS & WAGNER (1967) entwickeln ein einfaches Modell zur Bestimmung der Bre-
schenbildung in Erddämmen. Auf Basis der Schocklitsch-Formel für den Transport 
ergibt sich eine konstante Sedimentkonzentration im Breschengerinne. Die Neigung der 
Bresche, die einen maßgeblichen Einfluss auf das Ergebnis hat, muss vom Anwender in 
Abhängigkeit von dem vorhandenen Dammmaterial vorgegeben werden. Die Arbeit 
von HARRIS & WAGNER (1967) fortführend erstellen BROWN & ROGERS (1977, 1981) 
das Modell BRDAM. Die Breschengeometrie wird von der Trapezform zu einer Para-
bel mit 45° Böschungsneigung verändert. In diesem Modell wird vernachlässigt, dass 
sich nach der Tiefenerosion bis zur Gründungssohle des Damms eine Breitenentwick-
lung anschließt. 
In dem nach den Entwicklern PONCE & TSIVOGLOU (1981) benannten PT-Modell wird 
der Beitrag der kritischen Schubspannung unter der Annahme, dass die bei einem 
Dammbruch auftretenden Sohlschubspannungen gegenüber der kritischen Schubspan-
nung sehr groß sind, vernachlässigt. Die Breschenbreitenentwicklung wird mittels em-
pirischer Ansätze in Abhängigkeit vom Breschendurchfluss gesteuert. Nach dem Errei-
chen des maximalen Abflusses bleibt die Breschenbreite konstant und die Tiefenerosion 
endet erst, wenn das Reservoir entleert ist. 
SITES wird von MACDONALD & LANGRIDGE-MONOPOLIS (1984) zur überschlägigen 
Bemessung der Entlastungsorgane eines Damms entworfen. Da das Modell keine Gang-
linie des Breschendurchflusses berechnet, ist es im Rahmen von Risikoanalysen nicht 
nutzbar. Jedoch wird der Prozess der rückschreitenden Erosion detaillierter abgebildet. 
Die Treppenbildung wird durch die Berücksichtigung der angreifenden Kräfte in einem 
Dissipationsansatz berechnet. Einflussreichster Faktor ist dabei der head cut erobility 
index, der in Abhängigkeit von dem vorliegenden Material festzulegen ist. Abschlie-
ßend wird die Stabilität der überstehenden Erdkante untersucht und die Erosion des 
abgerutschten Materials berechnet. 
FREAD (1988) entwickelt mit DAMBRK ein Modell, in dem die Breschenbildung we-
gen der Vielzahl der vorzugebenden Parameter im Grunde vorab festgelegt wird. Neben 
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der Breschengeometrie gibt der Anwender den Versagenszeitraum vor, über den sich 
die Bresche in einem gewählten Verhältnis vertikal und lateral auf diese Endbreschen-
geometrie entwickelt. 
Das Modell BREACH (FREAD, 1998) gehört zu den bekanntesten parametrischen Bre-
schenbildungsmodellen. Neben dem Haupteinsatzgebiet, den homogenen Erddämmen, 
können auch zweizonige Dämme mit Außen- oder Innendichtung modelliert werden. 
Die Breschenentwicklung verläuft zunächst parallel zur luftseitigen Böschungsneigung 
des Damms; nach Durchschreiten der Krone wird die Breschensohle waagerecht abge-
senkt. Dabei ist die Breschenbreitenentwicklung über einen Faktor mit der Tiefenerosi-
on gekoppelt. Vom Anwender ist die Endbreschengeometrie vorzugeben. Basierend auf 
geotechnischen Stabilitätsbetrachtungen nach SPRANGLER (1951) ist die Ermittlung von 
Rutschungen der Breschenböschung möglich. Die Abbildung eines plötzlichen 
Versagens der Innendichtung ist jedoch nicht ausführbar. Aufgrund fortgeführter Er-
weiterungen und der Validierung an realen Ereignissen ist das Modell relativ verbreitet. 
Vor allem in Bezug auf die geometrische Beschreibung des Dammquerschnitts und bei 
Verwendung unterschiedlicher, geschichteter Schüttmaterialien weist das Modell je-
doch Einschränkungen auf. 
BEED wird von SINGH & SCARLATOS (1988) als Modell zur Ermittlung der Breschen-
bildung in Erddämmen vorgestellt. Hervorzuheben ist hier, dass die Bresche in zwei 
Fließstrecken mit unterschiedlicher Sohlentwicklung aufgeteilt wird. Während sich die 
Bresche an der Unterwasserseite des Damms parallel zur Luftseite entwickelt und somit 
stark geneigt ist, folgt die Oberwasserseite einer Parallelverschiebung der Krone und ist 
somit horizontal. Durch eine geotechnische Analyse nach CHUGAEV (1966) wird unter 
Berücksichtung von Auftriebs- und Strömungskräften in jedem Rechenschritt die Stabi-
lität der Breschenböschungen untersucht. Nach Erreichen der Endbreschentiefe sieht 
das Modell keine weitere Breitenentwicklung vor. Die Parameter für die Verwendung 
des Sedimenttransportsansatzes nach EINSTEIN & BROWN (BROWN, 1950) werden mit 
historischen Daten kalibriert. Das Modell BEED verfügt des Weiteren über eine integ-
rierte Strömungssimulation zur Abbildung der Flutwellenausbreitung auf Basis der 
Muskingum-Cunge-Methode, die ein vereinfachtes Transportmodell zur Berücksichti-
gung von Ablagerungen insbesondere auf Polderflächen einschließt. 
GANOULIS (1987) stellt ein Modell mit stochastischer Komponente vor. Es berücksich-
tigt die Anfangsbreschenbreite als Zufallsvariable. Dadurch finden Unsicherheiten in 
die Breschenmodellierung Berücksichtigung. Auf Basis einer großen Anzahl zufälliger 
Anfangsbreschenbreiten ergeben sich systemtypische Ganglinien für den Breschen-
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durchfluss. MEON (1989) setzt in Anlehnung an den beschriebenen Ansatz ebenfalls 
eine statistische Verteilung für die Endbreschenbreite an, von der weitere Geometriepa-
rameter abhängen. Die vorhandene Schleppspannung wird nach SCHLICHTING (1982) in 
Abhängigkeit von der Fließgeschwindigkeit in der Bresche berechnet. Zum einen wird 
die kritische Schubspannung gegenüber der vorhandenen Schubspannung vernachläs-
sigt, zum anderen wird über einen erhöhten Rauheitsbeiwert vereinfachend eine Erhö-
hung der Erosion angenommen, da die Erosion für steile Gerinne mit Hilfe der Meyer-
Peter-Müller-Formel tendenziell unterschätzt wird. Für die Beziehungen zwischen 
Breschenbreiten- und Breschentiefenentwicklung gibt MEON (1989) wählbare Steuer-
kurven vor. 
BROICH (1997) entwickelt das Parametermodell Deich_P. Darin wird neben der Bre-
schengeometrie auch das Verhältnis von Tiefenerosion zur Breitenerosion durch den 
vom Anwender vorzugebenden Parameter, den Breschenaufweitungsfaktor, gesteuert. 
Nach BROICH (1997) sollte dieser Faktor bei nicht-bindigem Schüttmaterial in Abhän-
gigkeit vom Reibungswinkel gesetzt werden und bei bindigem Material experimentell 
bestimmt werden. Die Absenkung der Bresche kann als Rotation um einen luftseitigen 
Fußpunkt oder als Entwicklung parallel zur Krone beschrieben werden. BROICH (1997) 
untersucht auch die Möglichkeit, eine Absenkung parallel zur Luftseite vorzugeben. 
Jedoch ergeben sich unzureichende Ergebnisse für den zeitlichen Verlauf bis zum ma-
ximalen Abfluss, so dass diese Variante nicht weiter berücksichtigt wird. Insbesondere 
infolge des Einsatzes des Modells in den Projekten CADAM und IMPACT werden Modi-
fikationen der Transportkapazität entwickelt. Eine besondere Behandlung von bindigem 
Material, eine Reduktion aufgrund ein- oder beidseitiger Blockade der Breschenaufwei-
tung, eine Berücksichtigung des erhöhten Widerstandes aufgrund einer Grasabdeckung 
und die Modellierung diskontinuierlicher Erosionsvorgänge, wie rückschreitende Ero-
sion und das Versagen des Dichtungskerns (BROICH, 2004). Die Integrität des Dich-
tungskerns wird durch die Untersuchung der Versagensfälle Gleiten und Kippen unter 
Ansatz der Kräfte aus Wasserdruck, Erddruck, Strömung und aus dem Eigengewicht 
des Kerns analysiert. BROICH (1997) kalibriert und validiert das Modell anhand von 
Modellversuchen von TINGSANCHALI & HOAI (1993), Versuchen von KULISCH (1994) 
sowie Labor- und Feldversuchen innerhalb des IMPACT-Projekts (BROICH, 2002, 2003a, 
b, 2004). Dabei zeigt sich, dass die Erweiterungen insbesondere bezüglich der Trans-
portkapazität von bindigem Material nur selten eine wesentliche Verbesserung der 
Prognosegüte bewirken (BROICH, 2004). 
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Bres ist ein Breschenmodell, das von VISSER (1998) speziell zur Berechnung von Bre-
schen in Sanddeichen an der Küste entwickelt wird. VISSER unterteilt den Prozess der 
Breschenentwicklung basierend auf Modell- und Feldversuchen in fünf Stufen, in de-
nen sich unterschiedliche Vorgaben für die Breschengeometrie ergeben. In der ersten 
Stufe wird die luftseitige Böschung aufgrund der Erosion bis zum Erreichen des Rei-
bungswinkels des Dammmaterials immer steiler. In Stufe zwei bleibt dieser Bö-
schungswinkel erhalten und die Bresche bewegt sich parallel zur neuen luftseitigen 
Böschungsneigung, bis die wasserseitige Krone erreicht wird. Anschließend senkt sich 
die Krone ab und bewirkt eine Vergrößerung der Breschensohlbreite. Die Böschungs-
neigungen in der trapezförmigen Bresche werden dem Reibungswinkel entsprechend 
konstant gehalten. In Stufe vier vertieft und verbreitert sich die Bresche, bis Rückstau-
effekte aufgrund der Überflutung des Hinterlands den Breschendurchfluss reduzieren 
und am Ende der fünften Stufe dazu führen, dass die Erosion abbricht. Das von VISSER 
(1998) für Sanddeiche entwickelte Modell wird von ZHU ET AL. (2005) auf die Bre-
schenentwicklung in Deichen aus bindigem Material übertragen. Insbesondere tritt hier 
die rückschreitende Erosion in den von VISSER (1998) definierten Stufen eins und zwei 
in den Vordergrund. Bei der Breitenentwicklung der Bresche werden zudem durch ein 
der Hydraulik- und Transportberechnung nachgeschaltetes Modul die Kolkentwicklung 
und die Böschungsstabilität betrachtet (ZHU ET AL., 2005). 
Rupro (PAQUIER, 1998) ist wiederum ein Breschenbildungsmodell für homogene Stau-
dämme. Der Zufluss in die Bresche wird mit der Gleichung nach Bernoulli bestimmt, 
wobei Einlaufverluste berücksichtigt werden. Die Bresche entwickelt sich in einer 
Rechteckform mit fester Breite waagerecht bis zur Sohle des betrachteten Damms. Erst 
anschließend setzt eine Aufweitung der Bresche ein. 
Das Modell HR BREACH (MOHAMED ET AL., 2002, MOHAMED, 2002) bietet neben 
der Modellierung kontinuierlicher Erosion auf Basis der Sedimenttransportgleichung 
nach YANG (1979) vor allem die Abbildung von Prozessen der Breschenentwicklung, 
die mit geotechnischen Ansätzen abgebildet werden. Es wird dabei von einem recht-
eckigen Querschnitt der Initialbresche ausgegangen, der durch seitliche Erosion aufge-
weitet wird. Die Aufweitung erfolgt durch Änderung der Böschungsneigung im benetz-
ten Bereich und anschließender Überprüfung der Stabilität der Seitenwände auf Bö-
schungsbruch oder Gleiten. Bezüglich der kontinuierlichen Erosion wird eine genaue 
Abbildung der effektiven Schubspannungsverteilung im Querschnitt durch Übertragung 
der Ansätze von Lane (OSMAN, 1988) erzielt. Unsicherheiten in den geotechnischen 
Materialparametern werden durch einen statistischen Ansatz berücksichtigt. 
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RoDaB ist ein von FRANCA & ALMEIDA (2004) zunächst speziell für die Abbildung der 
Breschenbildung in Steinschüttdämmen entwickeltes Modell. Die Sedimenttransportra-
te wird auf Basis eines Sohlerosionskoeffizienten und in Abhängigkeit von der mittle-
ren Fließgeschwindigkeit im Gerinne ermittelt. Die Autoren leiten den Sohlerosionsko-
effizienten aus physikalischen Modellversuchen zum Versagen von Steinschüttdämmen 
ab (FRANCA & ALMEIDA, 2002). Für andere Materialien schlagen FRANCA ET AL. (2004) 
eine Abschätzung aus einer Korngrößenanalyse vor. Die Breitenentwicklung entspricht, 
abgeleitet aus den Modellversuchen, in jedem Zeitschritt 80 % der berechneten Sohl-
erosionsrate. 
Das im Rahmen des IMPACT-Projekts eingesetzte Modell FireBird (MORRIS, 2005) und 
das von MARCHE & FUAMBA (2002) und ZERROUK & MARCHE (2004) entwickelte Bre-
schenbildungsmodell ERODE basieren auf einer sehr robusten Lösung der Saint-
Venant-Gleichungen, mit der die Strömung in der Bresche abbildet wird. Die Trans-
portmodellierung wird durch das eingebundene Modul GSTARS (YANG, 1996) ausge-
führt, das ursprünglich für die Langzeitsimulation von Erosions- und Sedimentations-
vorgängen in Flüssen entwickelt wurde. Jedoch verwendet GSTARS Sedimenttrans-
portansätze, die auf der Strömungsenergie basieren und deshalb auch auf hohe Strö-
mungsgeschwindigkeiten übertragbar sind (MOHAMED ET AL., 2002). Unter Berücksich-
tigung von Fließwechseln, Böschungsstabilitäten und lokalen Kolkbildungen an Über-
fällen wird die Geometrie des Strömungsquerschnitts so verändert, dass sie sich der 
geringsten Energiedissipationsrate angleicht. 
Das Breschenbildungsmodell BreDam (KÖNGETER ET AL., 2004a; HUBER ET AL., 2005) 
bietet vor allem eine hohe Flexibilität zur Abbildung beliebiger Zonen und Schicht-
grenzen des Damm- oder Deichmaterials und mehrerer, individuell geführter Dich-
tungselemente im Querschnittsaufbau. Für jede Zone werden die entsprechenden Ei-
genschaften des Materials (Korndurchmesser, Porosität, Kornrohdichte, Reibungswin-
kel) berücksichtigt. Das Breschengerinne wird dem Dammaufbau entsprechend in un-
terschiedliche Erosionsstrecken aufgeteilt, die sich aus der Lage von Dichtungen erge-
ben. Durch Vorgabe einer freien Standhöhe ist es möglich, das schlagartige Versagen 
einer Dichtung und die damit einhergehende plötzliche Erosion oder alternativ die suk-
zessive Erosion des wasserseitig der Dichtung befindlichen Stützkörpermaterials auf 
Grundlage der Sedimenttransportgleichungen zu modellieren. Die Böschungsneigung 
im Breschenquerschnitt, die Endbreschentiefe und -breite sowie das Verhältnis von 
Tiefenerosion zur Breitenerosion werden durch die Vorgabe von Parametern gesteuert. 
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3.2.3 Zweidimensionale Modelle 
Die im Folgenden vorgestellten zweidimensionalen Modelle basieren auf den tiefenge-
mittelten Flachwassergleichungen, in die der Sedimenttransport über die Exner-
Gleichung eingebunden wird. Die Änderung der Breschengeometerie wird an den Be-
rechnungselementen umgesetzt, an denen sich aufgrund der hydraulischen Belastung 
Transport ergibt. Es werden meist keine weiteren Parameter zur Breschengeometrie 
vorgegeben. Die allgemeinen Eigenschaften der zweidimensionalen Modelle sind in 
Tabelle 3.2 zusammengefasst. Die Bewertung der Modelle erfolgt in Kapitel 3.3. 
Tabelle 3.2: Zweidimensionale Modelle zur Breschenbildung 
Modell Hydraulik in Stauraum, Bresche und Überflutungsfläche Transport 
Breschen- 
geometrie Stabilität 
Aufbau und 
Material 
FÄH 2D FWG - Finite Volumen MPM mit Korrektur 
keine 
Vorgabe Böschung 
heterogen, 
nicht-bindig 
Deich_N2 2D FWG - Finite Differenzen Smart, Bagnold 
keine 
Vorgabe - 
homogen, 
nicht-bindig 
Rubar 20 2D FWG - Finite Volumen Advektions-Diffusions-Gl. 
keine 
Vorgabe - 
homogen, 
nicht-bindig 
WOLF 2D FWG - Finite Volumen MPM keine Vorgabe Böschung 
homogen, 
nicht-bindig 
  MPM = Meyer-Peter & Müller; FWG = Flachwassergleichungen 
FÄH (1997) entwickelt ein zweidimensionales Modell zum Einsatz in steilen Gerinnen, 
in dem die Strömungssimulation auf Basis der Flachwassergleichungen mit einem 
kornklassendifferenzierten, mehrschichtigen Sedimenttransportmodell kombiniert wird. 
Im Rahmen des CADAM-Projekts wird es zur Modellierung der Breschenbildung in 
einem physikalischen Modellversuch angewendet (BROICH, 1998). Das Modell bildet 
die Sohle als eine Austauschschicht und eine aktive Unterschicht ab. Dabei werden 
Massenbilanzen für jede Kornklasse in der Austauschschicht aufgestellt, die Sortier- 
und Deckschichteffekte berücksichtigen. Zwischen der Austauschschicht und der dar-
unter liegenden aktiven Unterschicht wird ebenfalls nach Kornklassen getrennt eine 
Massenbilanzierung vorgenommen. Weiterhin wird auch die Massenbilanz für die 
Schwebstoffe getrennt nach Kornklassen aufgestellt. Zur Bestimmung der Sediment-
transportrate kommt die Formel nach MEYER-PETER & MÜLLER (1949) zum Einsatz, 
die aus Gründen der Übertragbarkeit für den Transport der einzelnen Kornklassen mit 
einem Anpassungsfaktor multipliziert wird. Das Modell bildet darüber hinaus mit Hilfe 
von geotechnischen Stabilitätsbetrachtungen den Prozess von Materialrutschungen ab. 
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Deich_N2 (BROICH, 1997) ist als zweidimensionales Modell ausschließlich für homo-
gene Dämme geeignet. Zur Berücksichtigung von Schocks, die an Fließwechseln auf-
treten, wird ein Splitting-Verfahren eingesetzt. Aufgrund von Einschränkungen, die aus 
dem verwendeten Verfahren resultieren, wird eine entkoppelte Lösung von Flachwas-
sergleichungen und Sedimenttransport implementiert. Im Modell unterliegt das Rei-
bungsgefälle aus Stabilitätsgründen einer Limitierung. 
Rubar 20 (PAQUIER, 1998) setzt zur Simulation des Transports die Advektions-
Diffusions-Gleichungen in Verbindung mit den zweidimensionalen Flachwasserglei-
chungen ein. Es wird ausschließlich Schwebstofftransport berücksichtigt, dessen Kon-
zentrationsänderung in eine Höhenänderung an der Sohle umgesetzt wird. 
Das an der Universität von Lüttich entwickelte Programmpaket WOLF (DEWALS ET 
AL., 2002) verfügt neben der Modellierung der kontinuierlichen Erosion über eine geo-
technische Stabilitätsbetrachtung der Böschungselemente. Dabei wird der Neigungs-
winkel eines Elements mit dem Reibungswinkel des Materials oder einem vom Anwen-
der vorgegebenen Wert verglichen. Bei einer Überschreitung dieses Winkels wird an-
genommen, dass das Material abrutscht. Dieser Vorgang wird als Sedimenttransport in 
das Nachbarelement umgesetzt, bis sich eine unkritische Neigung des Elements einge-
stellt hat. Als kritische Winkel können für benetzte und trockene Elemente unterschied-
liche Werte festgelegt werden. 
3.2.4 Hybridmodelle 
Unter Hydridmodellen wird die Kombination von Modellen unterschiedlicher räumli-
cher Dimensionalität verstanden, durch die ein beidseitiger Informationsaustausch rea-
lisiert wird. Für die Breschenbildung und Flutwellenausbreitung bedeutet dies hier eine 
Übergabe der Hydraulik im Zulauf der Bresche aus der zweidimensionalen Strömungs-
simulation an ein eindimensionales Breschenbildungsmodul, in dem die Breschenmo-
dellierung vereinfacht durchgeführt wird. Anschließend wird der Abfluss wiederum an 
die zweidimensionale Strömungssimulation im Überflutungsgebiet übergeben. Die 
Eigenschaften der zur Verfügung stehenden Modelle sind in Tabelle 3.3 aufgeführt. 
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Tabelle 3.3: Hybridmodelle zur Breschenbildung 
Modell Stauraum Breschen Q Strömung Bresche Transport 
Breschen-
geometrie Stabilität 
Aufbau u. 
Material 
SOBEK1D2D 2D FWG- Finite Differenzen 
breitkroniges 
Wehr - 
empirische 
Formel 
keine 
Abbildung - homogen 
Deich_P 
FLOODSIM 
2D FWG- Finite 
Differenzen 
breitkroniges 
Wehr 
Gaukler-
Manning-
Strickler 
siehe 
Deich_P 
(Tab. 3.1) 
Trapez Böschung, Dichtung 
heterogen; 
bindig und 
nicht-bindig 
 
Das Programm HR BREACH verfügt über eine Verbindung zu einer eindimensionalen 
und einer zweidimensionaler Strömungssimulation (MORRIS, 2005). Aufbau und Funk-
tionsweise sind leider nicht in Publikationen dargestellt worden. 
Das Modell SOBEK1D2D (STELLING & DUINMEIJER, 2003) verfügt über eine integrier-
te Berücksichtigung der Breschenentwicklung für Flussdeiche. Die Wasserspiegellage 
aus der ein- oder zweidimensionalen Abbildung der Strömung im Fluss vor der Bresche 
wird an ein Breschenmodul übergeben. Ziel der Berücksichtigung der Breschenbildung 
in SOBEK1D2D ist vor allem die realistische Abbildung der Breitenentwicklung. Dazu 
wird die vom Anwender festgelegte Initialbresche zunächst innerhalb von einer Stunde 
auf die Geländehöhe abgesenkt. Auf Basis der extrahierten Wasserspiegellage wird der 
Breschendurchfluss als breitkroniger Wehrüberfall bestimmt und als interne Randbe-
dingung ans Hinterland des Deichs übergeben. Eine von VERHEIJ (2003) entwickelte 
Formel wird zur Bestimmung der Breschenbreite in Abhängigkeit von der Wasserspie-
geldifferenz vor und hinter der Bresche und der kritischen Geschwindigkeit des 
Dammmaterials eingesetzt. Diese Formel wird aus skalierten Modellversuchen, Feld-
versuchen und realen Deichbrüchen abgeleitet. Einschränkend ist zu bemerken, dass 
weder Höhe noch Breite des Deichs in die Modellierung eingehen. 
Das in Kapitel 3.2.2 vorgestellte Parametermodell Deich_P (BROICH, 1997) ist eben-
falls als Modul innerhalb der zweidimensionalen Strömungssimulation FLOODSIM 
verfügbar (BROICH, 2004). In diesem Fall werden der Wasserspiegel im Speicher und 
die Fließtiefen im Unterwasser aus dem Strömungsmodell in das Breschenmodul über-
geben. Das Parametermodell wird ähnlich wie ein Wehr als interne Randbedingung 
behandelt (BROICH, 2004). Mit bekanntem Wasserstand im Einlauf und im Unterwasser 
wird die Breschenbildung mit Hilfe des Parametermodells berechnet und an die Strö-
mungssimulation übergeben. 
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3.3 Bewertung und Anforderungen an das neue Modell 
Abschließend werden die vorgestellten Modelle unter Berücksichtigung der Erkennt-
nisse aus Modellversuchen und den zur Verfügung stehenden Berechnungsansätzen 
beurteilt und Anforderungen für das neue Modell abgeleitet. 
Der Anwendungsbereich der in allen Modellen eingesetzten Sedimenttransportformeln 
ist, wie in Kapitel 3.1.4 beschrieben, auf stationäre Fließzustände festgelegt und nicht 
zuverlässig zur Simulation instationärer Ereignisse erweiterbar. Zudem sind die meisten 
Modelle auf die Abbildung von nicht-bindigem Material beschränkt, da die verwende-
ten Sedimenttransportgleichungen bei kohäsivem Material ihre Gültigkeit verlieren. 
Aus Mangel an alternativen Berechnungsverfahren und aufgrund der oftmals zufrieden 
stellenden Ergebnisse, die mit den diskutierten Formeln erreicht wurden, werden diese 
Berechnungsansätze dennoch in der Breschenmodellierung eingesetzt. 
Die eindimensionalen, physikalisch basierten Parametermodelle sind durch die Vorgabe 
der Breschenentwicklungsform und der Endbreschengeometrie sehr robust. Insbesonde-
re Modelle wie Deich_P, HR BREACH, BREACH und BreDam besitzen den Vorteil, 
dass die Materialeigenschaften der einzelnen Dammzonen und ihre Geometrie detail-
liert abgebildet werden. Zudem berücksichtigen die Modelle ein plötzliches Versagen 
von Dichtungen und schließen Stabilitätsbetrachtungen der Böschungen ein. Dabei ist 
aufgrund des Einflusses auf das Bruchverhalten positiv zu bewerten, dass in den Mo-
dellen Deich_P, HR BREACH und BreDam die Lage der Dichtung genau abgebildet 
wird. Ein weiterer Vorteil der eindimensionalen Modelle sind die geringen Rechenzei-
ten. Programme mit statistischen Komponenten, wie HR BREACH und das Modell von 
MEON (1989), sind aufgrund der Möglichkeit, die Unsicherheiten der Breschenbildung 
zu berücksichtigen, besonders geeignet. 
Nachteile der Parametermodelle liegen insbesondere in der Vorgabe der geometrischen 
Randbedingungen, wie Endbreschenbreite, Breschentiefe und Böschungsneigung im 
Breschenquerschnitt. Die Festlegung dieser Parameter ist mit großen Unsicherheiten 
behaftet, gleichzeitig haben diese Vorgaben jedoch einen starken Einfluss auf das Er-
gebnis. 
Auch bezüglich der Hydraulik ergeben sich für die Parametermodelle Defizite. Die 
Speicherabsenkung an der Bresche wird nicht detailliert abgebildet. Der Zufluss in die 
Bresche wird in beinahe allen Modellen als Wehrüberfall angenommen, so dass Verlus-
te in diesem Bereich vernachlässigt oder lediglich mit Hilfe eines Abflusskoeffizienten 
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berücksichtigt werden. Die Festlegung dieses Koeffizienten wirkt sich jedoch unmittel-
bar auf den Abfluss aus und schränkt somit die Zuverlässigkeit der ermittelten Abfluss-
ganglinie deutlich ein. Zudem sind die angewendeten Fließformeln für die Abbildung 
der Strömung in der Bresche für den transkritischen, instationären Abfluss nicht geeig-
net. Ein weiterer Nachteil ist die starke Abhängigkeit der Resultate vom gewählten 
Reibungsbeiwert, da mit ihm unmittelbar die vorhandene Schubspannung beeinflusst 
wird. Für die Modellierung von Deichbrüchen ist weiterhin negativ zu bewerten, dass 
die über die Breschenbreite veränderliche Strömung in den eindimensionalen Modellen 
nicht abgebildet werden kann. 
In dieser Hinsicht haben die zweidimensionalen Modelle vor allem den Vorteil, die 
transkritischen, instationären Strömungsverhältnisse in Zulauf, Breschenquerschnitt 
und Unterwasser und ihre Interaktion detaillierter abzubilden. Wesentlicher Nachteil 
der Modelle ist jedoch, dass sie, bis auf das Modell von FÄH (1997), nur in der Lage 
sind, das Versagen homogener Dämme zu berechnen. Wie in Kapitel 3.1.2 beschrieben, 
ist die Berücksichtigung unterschiedlicher Materialeigenschaften und die Abbildung 
von Dichtungselementen von wesentlicher Bedeutung für die Wiedergabe des Bruch-
verhaltens. In Bezug auf reale Anwendungsfälle besteht ein weiterer Nachteil der zwei-
dimensionalen Modelle in den hohen Rechenzeiten. Die Betrachtung konzentriert sich 
dadurch in den zweidimensionalen Simulationen meist auf den Damm und das unmit-
telbare Unterwasser. Mehrere Quadratkilometer große Überflutungsflächen können 
nicht abgebildet werden. Weiterhin zeigen sich teilweise Schwierigkeiten bei der An-
passung der orthogonalen Berechnungsnetze an die jeweilige Damm- oder Deichgeo-
metrie. 
Die Hybridmodelle nutzen die Vorteile einer robusten Modellierung der Breschenbil-
dung auf Basis parametrischer oder vereinfachter Modelle und verfügen über eine di-
rekte Kopplung mit der zweidimensional abgebildeten Strömung im Ober- und Unter-
wasser. Die hier vorgestellten Modelle setzen jedoch zur Bestimmung des Breschen-
durchflusses weiterhin Wehrformeln ein und gebrauchen Fließformeln zur Abbildung 
der Strömung innerhalb der Bresche. Somit bleiben die Nachteile der Parametermodelle 
erhalten. Ein signifikanter Vorteil in der Anwendung der Hybridmodelle ist dagegen, 
dass der Bereich der Bresche nicht im zweidimensionalen Modell diskretisiert werden 
muss, so dass die benötigte Rechenzeit deutlich reduziert wird. 
In der vorliegenden Arbeit wird auf Basis dieser Analyse ein Hybridmodell als Kopp-
lung der zweidimensionalen Flutwellenausbreitung mit der eindimensionalen Bre-
schenmodellierung entwickelt, das auch innerhalb der Bresche die transkritische, insta-
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tionäre Strömung auf Basis der zweidimensionalen Flachwassergleichungen abbildet. 
Insbesondere im Hinblick auf die realitätsnahe Modellierung der Deichbruchströmung 
ist dieser Ansatz empfehlenswert. Aufgrund der durchgängigen Abbildung der Strö-
mung im Speicher oder Fluss, in der Bresche und im Überflutungsgebiet wird die Inter-
aktion der Breschenbildung mit der Überflutung adäquat dargestellt. Die gegenseitige 
Beeinflussung von Überflutung und Breschenbildung ist ebenfalls besonders bei der 
Deichbruchströmung von Bedeutung. Das Berechnungsnetz der Strömungssimulation 
muss die Wahl unterschiedlicher Kantenlängen der Elemente erlauben, um den Bre-
schenbereich detailliert abzubilden und in der Überflutungsfläche eine gröbere Auflö-
sung zu nutzen. Nur auf diese Weise wird ein effizienter Rechenaufwand erzielt. Wei-
terhin kommen die Vorteile einer robusten, parametrischen Abbildung der Breschenbil-
dung mit Berücksichtigung von heterogenen Querschnittsgestaltungen, unterschiedli-
chen Materialeigenschaften und der Möglichkeit einer Simulation des plötzlichen 
Versagens von Dichtungen zum Tragen. In dem im Rahmen dieser Arbeit entwickelten 
Modell wird zu diesem Zweck das Programm BreDam genutzt. Den Nachteilen der 
parametrischen Breschenbildung wird mit einer Unsicherheitsanalyse bezüglich des 
Einflusses der Parameter auf die Flutwellenausbreitung begegnet. 
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4 Berechnung der Flutwellenausbreitung 
4.1 Mathematisches Modell und numerische Lösungen 
4.1.1 Die zweidimensionalen Flachwassergleichungen 
Die im Versagensfall einer Stauanlage oder infolge Breschenbildung an einem Deich 
initiierte Flutwelle ist aufgrund der Entleerung des Staubeckens bzw. des seitlichen 
Ausströmens aus dem Fließgewässer durch eine stark instationäre Strömung charakteri-
siert. Zudem werden durch die Ausbreitung des Wassers auf meist trockener Sohle und 
innerhalb komplexer Geometrie mit häufig auftretenden Fließwechseln sowohl an die 
mathematische Beschreibung der Strömung als auch an deren numerische Lösung hohe 
Ansprüche gestellt. Zur mathematischen Beschreibung dieses konvektionsdominierten 
Prozesses werden im Allgemeinen die zweidimensionalen Flachwassergleichungen 
herangezogen. 
Die vollständige Lösung der Navier-Stokes-Gleichungen auf Basis der dreidimensiona-
len Betrachtung ist für die erforderlichen Abmessungen zu aufwendig. Insbesondere die 
Betrachtung der Flutwellenausbreitung im weiträumigen Hinterland eines Deichs ist 
mit den aktuellen Rechnerkapazitäten nicht praktikabel. Aus diesem Grund bleibt die 
Anwendung dieser Modelle bisher ausschließlich auf kleine Skalen und stark idealisier-
te Verhältnisse begrenzt (ZHOU & STANSBY, 1999; ZWART ET AL., 1999; PREMSTALLER, 
2006). 
Die weitere Dimensionsreduktion der zweidimensionalen Flachwassergleichungen zu 
den Saint-Venant-Gleichungen kann als eindimensionale Betrachtung der Strömung bei 
Flutwellenausbreitungen infolge Dammbruchs nur bei eindeutig begrenzten Fließwegen 
eingesetzt werden. Die Festlegung der Fließwege ist im Vorhinein in der Regel jedoch 
schwierig bzw. nicht durchführbar. Des Weiteren werden weder die Anströmung der 
Bruchstelle im Stausee noch zweidimensionale Effekte bei der Durchströmung des 
Unterwassers abgebildet. Zudem stellt die Abbildung einer mittleren Geschwindigkeit 
im gesamten Talquerschnitt mit nur einer Richtungskomponente sehr eingeschränkte 
Aussagen für die Schadenspotentialanalyse zur Verfügung. Anwendungen finden sich 
bei GOUTAL (1999), HICKS & STEFFLER (1997), GARCIA-NAVARRO ET AL. (1992). Für 
die Erforschung der Flutwellenausbreitung infolge des Versagens eines Deichs ist der 
eindimensionale Ansatz unbrauchbar, da die Aufteilung der Strömung in Gerinne- und 
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Breschendurchfluss sowie die flächige Ausbreitung der Flutwelle innerhalb der zu 
schützenden Gebiete nicht erfasst werden kann. Auch die Strömung innerhalb der Bre-
sche unterliegt zweidimensionalen Effekten. 
Extreme Vereinfachungen der sogenannten Storage-Cell-Verfahren, die auf Volumen-
bilanzen und empirischen Strömungsgleichungen beruhen (BATES & DE ROO, 2000), 
sind hauptsächlich für Hochwasser- und Überflutungssimulationen an Flüssen in gro-
ßen Skalen geeignet und nicht für stark instationäre Ereignisse einsetzbar. Zwar bilden 
diese Ansätze die Überflutung auf Basis des Geländerasters zweidimensional ab, doch 
wird der dynamische Charakter der Strömung vernachlässigt (HORRIT & BATES, 2001). 
Die für die Abbildung der Damm- und Deichbruchströmung im Rahmen dieser Arbeit 
eingesetzten, zweidimensionalen Flachwassergleichungen lassen sich unter Anwendung 
verschiedener Annahmen aus den dreidimensionalen Navier-Stokes-Gleichungen ablei-
ten. Eine detaillierte Herleitung der Gleichungen wird hier nicht durchgeführt, dazu sei 
auf SCHWANENBERG (2003) verwiesen. Ausgehend von einer geringen Geschwindig-
keitskomponente in vertikaler Richtung werden ihre konvektiven Terme in der Impuls-
bilanz vernachlässigt. Die Impulsgleichung in der Vertikalen wird damit auf die hydro-
statische Druckbedingung reduziert. Wird der Einfluss der z-Komponente der Ge-
schwindigkeit auch in den übrigen Gleichungen vernachlässigt und die Dichte als kon-
stant angenommen, können die Flachwassergleichungen weiter vereinfacht werden. 
Durch eine Integration über die Abflusstiefe erhält man die zweidimensional tiefenge-
mittelten Flachwassergleichungen: 
( ) ( ) 0t x yh uh vh∂ + ∂ + ∂ =   Formel-Kapitel 4 Abschnitt 4(4.1) 
2 2
0
1 1 1( ) ( ) ( ) ( ) ( ) ( )
2t x xx y xy x fx x xx y xy
uh u h gh uvh gh S S h hβ β τ τρ ρ∂ + ∂ + + ∂ = − + ∂ + ∂ (4.2) 
2 2
0
1 1 1( ) ( ) ( ) ( ) ( ) ( )
2t x yx y yy y fy x xy y yy
vh uvh v h gh gh S S h hβ β τ τρ ρ∂ + ∂ + ∂ + = − + ∂ + ∂ (4.3) 
mit h = Fließtiefe, z = Sohlhöhe, g = Erdbeschleunigung, βij  = Impulskorrekturterm 
(hier = 1),u , v  = tiefengemittelte Geschwindigkeiten in x- und y-Richtung und mit den 
Quelltermen zur Berücksichtigung der Neigung und Sohlreibung S0x,y und Sfx,y. 
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Die Turbulenz wird in numerischen Berechnungen der Flutwellenausbreitung gegen-
über dem konvektiven Transport vernachlässigt (SCHWANENBERG, 2003; ALCRUDO, 
2002). 
Die Berücksichtigung der Rauheit erfolgt über empirische Gesetze nach Gaukler-
Manning-Strickler oder de Chezy. Die Herleitung dieser Ansätze basiert auf der Be-
trachtung stationär gleichförmiger Strömung, was den Strömungsverhältnissen bei 
Damm- und Deichbrüchen widerspricht. Die Rauheitsverluste werden nur aus Mangel 
an alternativen Ansätzen für die Berechnung der hier betrachteten instationären Strö-
mung eingesetzt. 
Des Weiteren ist zu berücksichtigen, dass die oben genannten Annahmen den Einsatz 
der Flachwassergleichungen streng genommen einschränken auf Strömungen  
• mit geringer Sohlneigung (Grenzwert nach DVWK (1999): Gefälle von 1:10), 
• ohne prägenden Einfluss von Sekundärströmungen, 
• bei denen ein konstantes Geschwindigkeitsprofil angenommen werden kann und 
• bei denen Dichteunterschiede über die Tiefe keine maßgebliche Rolle spielen. 
Insbesondere im Bereich der Bresche werden diese Annahmen an den steilen wasser- 
und luftseitigen Neigungen des Damms und an den Böschungen im Breschenquer-
schnitt sowie gegebenenfalls auch aufgrund des starken Sedimenttransports verletzt. 
Somit sind die erhaltenen Ergebnisse kritisch zu betrachten, während alternative Ansät-
ze wie oben erläutert nur eingeschränkt einsetzbar sind. 
4.1.2 Numerische Lösungen für stark instationäre, transkritische Strömungen 
Numerische Verfahren werden zur Lösung der Flachwassergleichungen eingesetzt, da 
die nicht linearen hyperbolischen Gleichungssysteme nicht analytisch gelöst werden 
können. Die meisten numerischen Methoden zur Approximation der Flachwasserglei-
chungen führen eine getrennte räumliche und zeitliche Diskretisierung durch 
(ALCRUDO, 2002). 
Die räumliche Diskretisierung überführt im ersten Schritt die partiellen Differential-
gleichungen in gewöhnliche Differentialgleichungen. Dazu werden hauptsächlich Fini-
te-Differenzen-Verfahren, Finite-Volumen-Verfahren und Finite-Elemente-Verfahren 
eingesetzt, die hier kurz mit ihren Besonderheiten und Anwendungen bezüglich der 
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Berechnung von Flutwellenausbreitungen auf Basis der Flachwassergleichungen darge-
stellt werden. Eine detaillierte Beschreibung der Grundlagen ist beispielsweise FORKEL 
(2004) und SCHWANENBERG (2003) zu entnehmen. 
Die Finite-Differenzen-Methode basiert auf der punktweisen Näherung der Lösung und 
der Substitution der Ableitungen durch Differenzenquotienten. Aufgrund der einfachen 
Implementierung ist die Finite-Differenzen-Methode oft zur Entwicklung neuer Pro-
gramme eingesetzt worden. Die Popularität nimmt jedoch wegen der geringen geomet-
rischen Flexibilität ab, denn die Methode wird normalerweise auf strukturierten Netzen 
angewendet (ALCRUDO, 2002). Praktische Anwendungen zur Lösung der Flachwasser-
gleichungen von CHAUDHRY & FENNEMA (1986) und AURELI ET AL. (2000) demonstrie-
ren die Möglichkeiten dieses Ansatzes, zeigen jedoch häufig Schwierigkeiten bei der 
Reproduktion von Stoßfronten. 
Die Finite-Volumen-Methode ist aktuell äußerst weit verbreitet (ALCRUDO, 2002). 
Dabei werden die Flachwassergleichungen in ihrer Integralform auf jedes einzelne 
Berechnungsvolumen angewendet. Somit wird die Erhaltung von Masse und Impuls 
unmittelbar beachtet. Die Berücksichtigung von Diskontinuitäten an den Elementrän-
dern wird durch die Lösung des Anfangswertproblems mit konstanten Daten auf beiden 
Seiten, auch Riemannproblem genannt, mittels geeigneter Verfahren ermöglicht (ROE, 
1981; HARTEN ET AL., 1983). Ein weiterer Vorteil ist die Verwendung sowohl struktu-
rierter als auch unstrukturierter Berechnungsnetze aus beliebigen geometrischen For-
men (Dreiecke, Vierecke) und die Vermischung der Formen innerhalb eines Berech-
nungsnetzes. Anwendungen für Damm- und Deichbruchströmungen finden sich bei-
spielsweise bei BRUFAU & GARCIA-NAVARRO (2000), SOARES (2002) und AURELI ET 
AL. (2004). 
Die Methode der Finiten Elemente beruht auf der Formulierung der Erhaltungsglei-
chungen in ihrer schwachen Form (SCHWANENBERG, 2003). Die zugrunde liegenden 
Gleichungen werden mit einer stetig differenzierbaren Testfunktion multipliziert und 
über die Berechnungselemente integriert. Im Element wird die gesuchte Variable als 
Linearkombination in Abhängigkeit von einer Ansatzfunktion formuliert. Im Gegensatz 
zur punktuellen Approximation der Lösung der zuvor dargestellten Methoden wird bei 
der Finite-Elemente-Methode für die unbekannte Funktion eine Näherungsfunktion 
gesucht (FORKEL, 2004). Vorteil der Methode ist ebenfalls die flexible Diskretisierung 
mit unregelmäßigen Dreiecken und Vierecken. Das Programm Telemac (HERVOUET & 
PETITJEAN, 1999) ist ein Beispiel für eine erfolgreiche Umsetzung der Finite-Elemente-
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Methode. Aktuelle Entwicklungen bringen Verfahren hervor, die Finite-Elemente-
Methoden und Finite-Volumen-Verfahren miteinander vermischen (ALCRUDO, 2002). 
Die zeitliche Integration innerhalb der Approximation der Flachwassergleichungen 
wird von nahezu allen Autoren explizit durchgeführt, da zur korrekten Abbildung der 
schnell ablaufenden Prozesse der Flutwellenausbreitung ohnehin eine geringe Zeit-
schrittweite gewählt werden muss. Dabei kommen vor allem Methoden mit Predictor-
Korrektor-Schritt und Runge-Kutta-Verfahren zum Einsatz (ALCRUDO, 2002). Nur 
selten wird die programmtechnisch aufwendigere implizite Zeitintegration verwendet 
(HERVOUET & PETITJEAN, 1999). 
In allen Verfahren müssen besondere Techniken eingesetzt werden, um den speziellen 
Anforderungen der stark instationären, transkritischen Strömung einer Flutwellenaus-
breitung Rechnung zu tragen. Dazu gehören die oszillationsfreie Abbildung von Stoß-
fronten, die Vakuumbehandlung an der Flutwellenfront und die ausgeglichene Diskreti-
sierung der Quellterme. 
Zur Abbildung des Übergangs von unterkritischer zu überkritischer Strömung wird in 
Finite-Differenzen- und Finite-Elemente-Methoden meist ein Upwinding eingesetzt, 
wodurch die stromaufwärts gelegenen Werte zur Bestimmung der Strömungsgrößen im 
nächsten Zeitschritt stärker gewichtet werden. Diese Ansätze werden auch als Shock-
Capturing bezeichnet und werden in einer Reihe von aktuellen Modellen eingesetzt 
(ZOPPOU & ROBERTS, 2003; ALCRUDO & BENKHALDOUN, 2001). Finite-Volumen-
Methoden beinhalten in der Lösung des Riemannproblems indirekt ein Upwinding. 
Front-Tracking-Techniken treten hingehen eher in den Hintergrund (HOLDAHL ET AL., 
1999). 
Zur Vermeidung unphysikalischer Oszillationen in der numerischen Lösung werden 
unter Begrenzung der Totalen Variation (TVD) verschiedene Limiter Methoden entwi-
ckelt (COCKBURN, 1999; BURBEAU ET AL., 2001). Sie werden der Berechnung nachge-
schaltet und glätten die Lösung in Elementen, in denen Oszillationen auftreten werden. 
Das Problem der Vakuumbehandlung tritt an der Flutwellenfront am Übergang von 
trockenen Berechnungselementen zu Elementen mit einer geringen Wassertiefe auf, da 
sich das Wasser auf trockener Sohle ausbreitet. Der Übergang verursacht unter Berück-
sichtigung realer Bedingungen mit den Quelltermen aus Reibungsverlusten und Boden-
neigung Stabilitätsprobleme. Bei sehr geringen Fließtiefen an der Wellenfront wird ein 
extrem großer Verlust bestimmt. Der starke Impulsentzug kann zur Umkehrung der 
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Strömung und negativen Fließtiefen führen. Meist wird dieses Problem programmtech-
nisch durch den Ansatz einer Mindestwassertiefe gelöst, ab welcher ein Element in die 
Rechnung mit einbezogen wird (ALCRUDO, 2002). 
In praktischen Anwendungen wird die Strömung stark von den Quelltermen der Boden-
neigung beeinflusst. Für die Simulation der Flutwellenausbreitung hat dies zur Folge, 
dass die Formulierung des numerischen Flusses bei Finite-Volumen-Verfahren mit der 
Diskretisierung des Quellterms aus der Bodenneigung kompatibel sein muss. Ist dies 
nicht der Fall, werden bei ruhendem Wasser unphysikalische Bewegungen hervorgeru-
fen. Zur Überprüfung werden Lake-at-rest-Testfälle simuliert, bei denen stehendes 
Wasser über einer Sohle mit sprunghafter Höhenänderung in Ruhe bleiben muss. Me-
thoden zum Ausgleich der entsprechenden Terme geben AUDUSSE ET AL. (2004), 
SOARES FRAZAO (2002) und GARCIA-NAVARRO & VAZQUEZ-CENDON (2000). Sie be-
zeichnen Lösungen mit einer entsprechenden Korrektur als Well-balanced-Verfahren. 
4.2 Numerische Lösung der Flachwassergleichungen mit der Runge-Kutta-
Discontinuous-Galerkin-Methode 1. Ordnung 
Die von SCHWANENBERG (2003) in Anwendung auf die Flachwassergleichungen vorge-
stellte Runge-Kutta-Discontinuous-Galerkin-Methode (RKDG-Methode) ist ein Bei-
spiel für die Vermischung von Finite-Elemente- und Finite-Volumen-Methoden. Sie 
erlaubt Diskontinuitäten an den Elementrändern, die mit Hilfe eines Riemannlösers 
betrachtet werden, während die Lösung im Element kontinuierlich abgebildet wird. Bei 
der Verwendung von konstanten Ansatzfunktionen im Element entspricht das Verfah-
ren damit einer Finiten-Volumen-Methode. 
Nach SCHWANENBERG (2003) wird der Ablauf der RKDG-Methode in drei Schritte 
unterteilt: 
1) Die räumliche Diskretisierung mit Ansatzfunktionen eines Polynomgrades k 
entkoppelt die partiellen Differentialgleichungen in ein System gewöhnlicher 
Differentialgleichungen. 
2) Das System gewöhnlicher Differentialgleichungen wird in der Zeit mit einer 
Runge-Kutta-Methode der Ordnung k+1 integriert.  
3) Ein Slope Limiter wird auf jeden Zwischenzeitschritt der Runge-Kutta-Methode 
angewendet. 
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Als klassischer Galerkin-Ansatz verwendet das Verfahren identische Test- und Ansatz-
funktionen. Unter Zulassung der Diskontinuitäten an den Elementrändern ergibt sich 
auch eine größere Flexibilität bei der Wahl der Ansatzfunktionen. Die Verwendung von 
orthogonalen Ansatzfunktionen macht das Verfahren sehr effizient. Zur zweidimensio-
nalen, räumlichen und zeitlichen Diskretisierung der Flachwassergleichungen auf Basis 
der RKDG-Methode wird auf SCHWANENBERG (2003) verwiesen. 
Die Analyse von SCHWANENBERG (2003) zeigt, dass die Berechnung des numerischen 
Flusses mit dem HLL-Löser (HARTEN ET AL., 1993) als optimal anzusehen ist. Anhand 
einer Reihe von Verifikationsrechnungen ergibt sich unter Verwendung von Ansatz-
funktionen des Polynomgrades k jeweils eine Konvergenzordnung k+1. 
Zur Kopplung der Flutwellenausbreitung mit der Breschenbildung wird die RKDG-
Methode als Verfahren 1. Ordnung mit konstanten Ansatzfunktionen (k=0) eingesetzt, 
so dass die mittlere Änderung des Variablenwerts in einem Element damit alleine über 
die Randflüsse definiert ist. Dadurch wird insbesondere im Breschenbereich eine stabile 
Abbildung der Strömung garantiert. Ein weiterer Grund für die Anwendung der RKDG-
Methode 1. Ordnung ist die Verringerung der Rechenzeit, da der Berechnungsaufwand 
für jeden Zeitschritt sinkt und die Verwendung des Limiters entfällt. Demzufolge ist es 
auf Seiten der räumlichen Diskretisierung möglich, höhere Netzdichten zu wählen und 
das Gelände besser abzubilden. Dies ist vor allem im Hinblick auf die praktische An-
wendung der Kopplung von Breschenbildung und Flutwellenausbreitung von Bedeu-
tung. Bei praktischen Anwendungen hängen die Ergebnisse sehr stark von der Abbil-
dungsgüte der Topographie ab (WERNER, 2004). Daneben ist zu bedenken, dass an 
Diskontinuitäten, wie Wechselsprüngen, die erzielte Konvergenzordnung ohnehin nur 
eins ist. 
Die Rauheitsverluste werden in der programmtechnischen Umsetzung, die zur Kopp-
lung mit der Breschenbildung genutzt wird, nicht wie bisher innerhalb der Quellterme 
betrachtet, sondern entsprechend eines Operator-Splitting-Verfahrens am Ende des 
Berechnungsschritts über einen Faktor als Impulsreduktion angesetzt (vgl. Anhang A). 
Für geringe Wassertiefen geht der Faktor gegen Null, so dass kein negativer Impuls 
berechnet werden kann. Dadurch entfällt die Sonderbehandlung der Rauheit bei gerin-
gen Wassertiefen, die bei der expliziten Berücksichtigung der Rauheitsverluste notwen-
dig ist. 
Die Well-balanced-Eigenschaft wird durch eine Korrektur der Wassertiefe in der Be-
rechnung des numerischen Flusses über den Elementrand sowie durch einen zusätzli-
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chen Quellterm erhalten. Dabei wird die Fließtiefe über die Wasserspiegellage in Ab-
hängigkeit der Sohlhöhen der aneinander grenzenden Elemente korrigiert und der Im-
puls entsprechend angepasst (vgl. Anhang A). Aufgrund der Well-balanced-Korrektur 
wird das im Rahmen dieser Arbeit eingesetzte Programm auf Basis der RKDG-
Methode 1. Ordnung in der folgenden Validierung mit WBFlow bezeichnet. 
4.3 Validierung des Programms WBFlow 
Bevor das Programm zur Kopplung von Breschenbildung und Flutwellenausbreitung 
eingesetzt wird, soll seine Fähigkeit, die Damm- und Deichbruchströmung abzubilden, 
anhand einzelner Testbeispiele geprüft werden. Dabei dienen ein Lake-at-Rest-Testfall 
zur Überprüfung der Well-balanced-Eigenschaft und eine stationäre Strömungssimula-
tion in einem idealisierten Flussabschnitt der Validierung der korrekten Abbildung von 
Reibungsverlusten. Die richtige Wiedergabe der stationären Flussströmung ist insbe-
sondere für den Initialzustand bei der Deichbruchströmung von Bedeutung. Abschlie-
ßend zeigt ein Vergleich mit Messungen an einem physikalischen Modell die Eignung 
des Programms zur Simulation der Flutwellenausbreitung. 
Lake-at-Rest-Testfall 
Der Lake-at-Rest-Testfall wird anhand eines Beckens mit einer abrupten Sohlstufe von 
30 cm Höhe und darüber stehendem Wasser auf einer Höhe von 1 m durchgeführt. 
Abbildung 4.1 zeigt einen Ausschnitt des Beckens und die Geschwindigkeit nach einem 
Berechnungsschritt. Die Schwankungen der Geschwindigkeit liegen mit Werten von 
10-7-10-8 im Bereich der Rundungsfehler, es treten keine numerischen Stürme auf. Die 
Well-balanced-Eigenschaft ist erfüllt, da die Strömung in Ruhe bleibt. 
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Abbildung 4.1: Fließgeschwindigkeit und Sohlhöhe im Well-Balanced-Test (Schnitt entlang der Be-
ckenachse) 
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Stationäre Strömung 
Die Validierung eines Simulationsprogramms für die stationäre Strömung kann durch 
den Vergleich mit Messungen der Wasserspiegellage bei einem bestimmten Abfluss 
erreicht werden. Dabei wird jedoch meist in der Kalibrierung der Rauheitsbeiwert an-
gepasst, bis eine zufrieden stellende Übereinstimmung erreicht ist. Im Folgenden wird 
hingegen durch die Verwendung von Testfällen nach WERNER (2004) bei definierter 
Vorgabe der Rauheitsbeiwerte die Fließtiefe für einen bestimmten Abfluss ermittelt und 
der Vergleich mit anderen Lösungen analysiert, um das Modell zu validieren. Zur Ab-
bildung der Strömung nutzt WERNER (2004) eindimensionale Modelle auf Basis der 
Saint-Venant-Gleichungen (SOBEK-RIVER, SOBEK), ein zweidimensionales Modell 
auf Basis der Flachwassergleichungen (Delft-FLS), ein hybrides Modell (SOBEK 1D2D) 
und ein vereinfachtes GIS-basiertes Storage-Cell-Verfahren (LISFLOOD-FP). Eine Be-
schreibung der Modelle kann WERNER (2004) entnommen werden. 
Betrachtet wird ein 1,6 km langer Abschnitt eines gegliederten Gerinnes mit einer Nei-
gung von 0,04 %. Das Hauptgerinne hat eine Sohlbreite von 16 m und ist 2 m tief. 
Abbildung 4.2 zeigt das Testbeispiel, das für die Simulation mit WBFlow mit einem 
Berechnungsnetz aus ca. 96.000 Dreiecken mit einer Kantenlänge von 2 m abgebildet 
wird. 
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Abbildung 4.2: Testbeispiel nach WERNER (2004) 
Berechnung der Flutwellenausbreitung 47 
Als Referenzlösung wird von Werner die empirische turbulent-mixing-length-
hypothesis-Methode (tmlh) nach LABERT & SELLIN (1996) aufgrund ihrer guten Über-
einstimmung mit Messergebnissen angeführt. Sie basiert auf der Unterteilung des ge-
gliederten Querschnitts in kleine vertikale Teilabschnitte, für die jeweils mit Hilfe der 
Gaukler-Manning-Strickler-Formel der Abfluss bestimmt wird. Entsprechend der 
Prandtlschen Hypothese zur Durchmischungslänge wird über einen Korrekturfaktor die 
Scherspannung zwischen den Unterteilungen berücksichtigt. Der Gesamtabfluss ergibt 
sich als Summe der einzelnen Teilabflüsse. 
Als weitere Vergleichsmöglichkeiten dienen Varianten der Gaukler-Manning-Strickler-
Formel für gegliederte Gerinne. Die vertical-divided-channel-Methode (vdcm) berech-
net den Abfluss getrennt für Hauptgerinne und Vorland und summiert die Teilabflüsse 
anschließend auf. Die horizontal-divided-channel-Methode (hdcm) unterscheidet in den 
bordvollen und den darüber hinausgehenden Abfluss. Und die weighted-discharge-
channel-Methode (wdcm) stellt eine gewichtete Kombination aus den beiden erstge-
nannten Methoden dar. 
Hier werden beispielhaft die Abflüsse von Q = 52 m³/s und von Q = 100 m³/s unter 
Annahme einheitlicher Rauheitsverluste mit n = 0,02 s/m1/3 im gesamten Querschnitt 
sowie unter Berücksichtigung höherer Reibungsverluste auf den Vorländern mit 
nVL = 0,05 s/m1/3 berechnet. Der bordvolle Abfluss, der einer Fließtiefe im Hauptgerin-
ne von h = 2 m entspricht, wird mit Q ≈ 52 m³/s angegeben. Die Simulation mit 
WBFlow ergibt mit einem Zufluss von genau Q = 52 m³/s eine Fließtiefe von 
h = 1,98 m im Hauptgerinne, ohne dass das Vorland überflutet wird. Die Abweichung 
liegt damit bei 1 %. 
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Abbildung 4.3: Schlüsselkurven im gegliederten Gerinne mit nHG,VL = 0,02 s/m1/3 (links) und 
nHG = 0,02 s/m1/3 und nVL = 0,05 s/m1/3 (rechts), m-Angaben an 2D-Modellen stehen für 
Kantenlängen der räumlichen Diskretisierung (verändert nach WERNER, 2004) 
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Die für einen Abfluss von Q = 100 m³/s mit WBFlow erhaltenen Ergebnisse werden 
zum Vergleich in die Ergebnisdarstellung von WERNER (2004) mit eingefügt. 
Abbildung 4.3 zeigt für den Testfall mit einheitlicher Rauheit und den Testfall mit raue-
ren Vorländern die Ergebnisse der Fließtiefen in Abhängigkeit vom simulierten Ab-
fluss. Die Graphen verdeutlichen, dass die mit WBFlow erzielten Ergebnisse gut mit 
den anderen Modellen und der vdcm vergleichbar sind, während stärkere Abweichun-
gen zur tlmh zu erkennen sind. 
Die unterschiedlich gekennzeichneten Versionen der Berechnung mit SOBEK1D2D 
zeigen an, dass unterschiedliche Werte für einen zusätzlichen Rauheitsbeiwert zur Be-
rücksichtigung von Verlusten aufgrund der Interaktion zwischen Strömung im Haupt-
gerinne und dem Abfluss auf dem Vorland gewählt wurden (WERNER, 2004). Dadurch 
kann eine sehr gute Übereinstimmung mit der tmlh erzielt werden. 
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Abbildung 4.4: Querprofile der Fließgeschwindigkeiten im gegliederten Gerinne bei Q = 100 m³/s mit 
nHG,VL = 0,02 s/m1/3 (links) und nHG = 0,02 s/m1/3 und nVL = 0,05 s/m1/3 (rechts) (verän-
dert nach WERNER, 2004) 
In Abbildung 4.4 ist der Verlauf der Fließgeschwindigkeiten im Querprofil des unter-
suchten Testbeispiels für identische Rauheitsbeiwerte in Hauptgerinne und Vorland 
links und für erhöhte Rauheit auf dem Vorland rechts dargestellt. Der Vergleich zeigt 
für beide Testfälle, dass die mit WBFlow erhaltenen Ergebnisse den übrigen Simulati-
onsergebnissen sehr ähnlich sind. Die Ergebnisse der SOBEK1D2D-Simulation liefern 
für die Fließgeschwindigkeiten keine ausreichende Übereinstimmung. Der Grund für 
die gute Abbildung der Abfluss-Fließtiefe-Relation beruhte somit nur auf der angepass-
ten Wahl des zusätzlichen Rauheitsbeiwerts. 
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Beinahe alle Simulationsprogramme zeigen eine gute Übereinstimmung mit der vdcm. 
Zu dieser Methode zeigen jedoch mehrere Vergleiche mit Messungen eine tendenzielle 
Überschätzung des Abflusses (SELLIN, 1964; ACKERS, 1992; LAMBERT & MYERS, 
1998). Aus dem Vergleich der Berechnungsergebnisse wird deutlich, dass die Abwei-
chungen der verschiedenen Simulationsmodelle zur tmlh mit stärker werdender Kon-
zentration der Strömung im Hauptgerinne zunehmen. Der Grund dafür ist die einge-
schränkte Abbildung der Verluste an der Scherschicht zwischen Hauptgerinne und 
Vorland in den Simulationsmodellen. Der zusätzliche Impulsverlust am Übergang zwi-
schen Hauptgerinne und Vorland erfolgt in praktischen Anwendungen der verwendeten 
Programme über eine Kalibrierung des Rauheitsbeiwerts (WERNER, 2004). Weitere 
Berechnungen mit WBFlow zeigen dazu, dass bei einer Erhöhung des Rauheitsbeiwerts 
um 10 % auf n = 0,0222 s/m1/3 die tmhl Ergebnisse bezüglich der Fließtiefe exakt repro-
duzierbar sind. 
Es wird somit geschlossen, dass WBFlow von vergleichbarer Eignung wie die übrigen 
Modelle ist und Ergebnisse mit ausreichender Genauigkeit erzielt werden. Kritisch 
könnte zusammengefasst werden, dass die entstehenden Verluste ähnlich diskutierbar 
wie in anderen, gebräuchlichen Modellen abgebildet werden. Doch auch Programme, 
die eine anspruchsvolle Turbulenzmodellierung zur Abbildung der Impulsverluste an 
Übergängen zwischen unterschiedlichen Strömungsgeschwindigkeiten einschließen, 
behelfen sich einer Parametrisierung der Verluste, die zum Erhalt einer guten Überein-
stimmung mit Messergebnissen kalibriert werden muss (WERNER, 2004; WILSON ET AL., 
2002). 
Eine zusätzliche Erkenntnis dieses Testfalls ist, dass für praktische Anwendungen bei 
der stationären Strömung in Fließgewässern eine Kalibrierung der Rauheitsbeiwerte zur 
Berücksichtigung aller Impulsverluste unerlässlich ist. Kalibrierte Rauheitsbeiwerte 
besitzen damit keine rein physikalische Bedeutung, sondern sind vielmehr als Impuls-
verlustfaktoren anzusehen (WERNER, 2004; ACKERS, 1992; ERVINE ET AL., 2000). Rau-
heitsbeiwerte aus anderen Programmen und anderen Untersuchungsgebieten sind nicht 
unmittelbar auf neue Anwendungen übertragbar. 
Die Analyse verdeutlicht die Unsicherheit, die mit der Verwendung der Rauheitsbei-
werte in die Strömungssimulation eingeht. Diese Aspekte werden in Kapitel 7.1.3 und 
7.2.3 zum Vergleich der unterschiedlichen Einflüsse auf die Flutwellenausbreitung 
aufgegriffen. 
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Deichbruchströmung 
Im betrachteten physikalischen Modellversuch zur Deichbruchströmung wird die flä-
chige Flutwellenausbreitung auf einer Glasplatte vermessen, so dass die Reibungsver-
luste in diesem letzten Validierungsbeispiel vernachlässigt werden können. Das Modell 
bildet die Situation des plötzlichen Versagens einer Hochwasserschutzeinrichtung bei 
stationärer Strömung im Fließgewässer ab. Ein 1 m breiter und circa 9 m langer Kanal, 
der idealisiert das Fließgewässer darstellt, ist über eine Klappe mit einer Ausbreitungs-
fläche von 3,5 x 4 m verbunden (Abbildung 4.5). Die infolge einer raschen Klappenöff-
nung ausgelöste Flutwelle kann auf dieser Fläche frei abfließen und wird mit Hilfe von 
Ultraschallsonden und einer Hochgeschwindigkeitskamera (CCD) vermessen. Eine 
detaillierte Beschreibung des Modells und der eingesetzten Messtechnik wird in 
BRIECHLE (2006) und BRIECHLE ET AL. (2004) gegeben. 
 
Abbildung 4.5: Physikalischer Modellversuch im Labor des IWW (verändert nach BRIECHLE, 2006) 
Zur Berechnung dieses Testfalls wird ein Netz aus 56.630 unstrukturierten Dreiecks-
elementen mit einer Kantenlänge von 0,03 m erstellt. Die stationäre Strömung im Kanal 
mit Q = 0,3 m³/s und einer Fließtiefe von h = 0,5 m wird als Initialzustand vorgegeben. 
Entlang der Achse orthogonal zum Kanal werden die Berechnungsergebnisse auf Basis 
der RKDG-Methode 1. und 2. Ordnung in bestimmten Abständen von der Klappe mit 
gemessenen Ganglinien der Fließtiefe verglichen. 
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Abbildung 4.6: Vergleich der gemessenen und berechneten Ganglinien der Fließtiefe in unterschiedli-
chen Abständen von der Klappe 
Die Ankunftszeit der Flutwelle am jeweiligen Messpunkt ist in Abbildung 4.6 am star-
ken Anstieg der Fließtiefen zu erkennen. An den ersten Messpunkten wird eine geringe-
re Übereinstimmung zwischen gemessener und berechneter Ankunftszeit deutlich. In 
diesem Bereich können aufgrund der steilen Wellenfront Schwierigkeiten bei den Ult-
raschallsonden auftreten. Möglicherweise zeigt sich eine geringe Verzögerung der 
Strömung im Modell aufgrund des Klappenöffnungsmechanismus (BRIECHLE, 2006). 
Auf Seiten der Berechnung sind die Abweichungen auf Verletzungen der Flachwasser-
approximation zurückzuführen, da insbesondere in der Nähe der Bruchstelle die hydro-
statische Druckannahme verletzt wird. An den Messpunkten mit einem Abstand von 
mehr als 1,3 m wird die Ankunftszeit sowohl von der Simulation auf Basis der RKDG-
Methode 2. Ordnung als auch der Methode 1. Ordnung nahezu exakt abgebildet. Aus 
dem Vergleich der berechneten und gemessenen Ankunftszeit wird geschlossen, dass 
die Geschwindigkeit der Flutwelle in den Simulationen richtig wiedergegeben wird. 
Die Übereinstimmung der Simulationen mit den gemessenen Fließtiefen kann für die 
Anstiegsphase und die Maximalwerte gleichermaßen als sehr zufrieden stellend be-
zeichnet werden. Es wird insgesamt deutlich, dass die Verwendung der RKDG-
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Methode mit konstanten Ansatzfunktionen als Verfahren 1. Ordnung nur geringe Ab-
weichungen von der RKDG-Methode 2. Ordnung verursacht. Die Rechenzeit verkürzt 
sich allerdings um mehr als 90 %. 
Aus den Bildern der CCD-Kamera, die über dem Versuch angebracht ist, wird die Aus-
breitung der Flutwellenfront im Grundriss extrahiert. Der Durchfluss im Kanal bewirkt 
eine Ablenkung der Flutwellenausbreitung in die Fließrichtung des Kanals. 
 
Abbildung 4.7: Vergleich der gemessenen und berechneten Flutwellenfront für drei unterschiedliche 
Zeitpunkte 
Der Vergleich der gemessenen und berechneten flächigen Ausbreitung in Abbildung 
4.7 zeigt, dass diese Ablenkung in der numerischen Simulation leicht überschätzt wird. 
Die Kamerabilder geben eine etwas spitzere Form der Flutwelle wieder, während die 
Berechnung eine stumpfere Form aufweist. 
Die Abbildung der Flutwellenausbreitung mit dem Programm WBFlow bietet insge-
samt eine hinreichende Genauigkeit. Die Rechnungen sind stabil und effizient, während 
die starke Instationarität der Deichbruchströmung und die Ausbreitung auf trockener 
Sohle gut bewältigt werden. Es ist zudem anzumerken, dass mit anderen Programmen 
auf Basis der Flachwassergleichungen sehr ähnliche Ergebnisse mit entsprechenden 
Abweichungen erzeugt werden (AURELI & MIGNOSA, 2002; Kooperation des IWW mit 
dem Institut für Geometrie und praktische Mathematik der RWTH Aachen, 2004). Das 
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physikalische Modell konzentriert sich auf das Nahfeld der Bruchstelle, in dem dreidi-
mensionale Effekte einen noch detaillierter zu erforschenden Einfluss auf die Strömung 
haben (HARMS ET AL., 2004; ROGER ET AL., 2006). Bei praktischen Anwendungen der 
Deichbruchströmung hingegen sind oft mehrere Quadratkilometer des Hinterlands von 
der Überflutung betroffen und die Ausbreitung ist klar von zweidimensionalen Effekten 
geprägt. 
Die gezeigten Validierungsrechnungen veranschaulichen die Funktionsfähigkeit des 
Modells, die Vergleichbarkeit mit anderen Überflutungsmodellen und eine für den 
praktischen Einsatz ausreichende Genauigkeit des Programms, das somit im Folgenden 
zur Kopplung von Flutwellenausbreitung und Breschenbildung eingesetzt werden kann. 
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5 Das Hybridmodell BreFlowFormel-Kapitel 5 Abschnitt 5 
5.1 Ziel der Kopplung 
Zur Abbildung der Flutwellenausbreitung bei Damm- oder Deichbrüchen unter Berück-
sichtigung der Breschenbildung wird das Modell BreFlow entwickelt, das die zweidi-
mensionale Modellierung der Strömung mit der eindimensionalen Modellierung der 
Breschenbildung verbindet. Das neue Modell gehört damit zur Gruppe der Hybridmo-
delle. Es basiert auf den Modellen WBFlow (Kapitel 4.2) und BreDam (Kapitel 3.2.2). 
Durch die Kopplung werden die Leistungsmerkmale beider Programme kombiniert. Das 
Programm BreDam wird dabei als Modul in das Programm WBFlow eingebunden. 
Mit Hilfe des zweidimensionalen Modells WBFlow wird die instationäre, transkritische 
und ungleichförmige Strömung in der Bresche auf Basis der Flachwassergleichungen 
besser abgebildet als mit den empirischen Formeln für stationär gleichförmige Strö-
mung, die im Breschenmodell BreDam verwendet werden. Zudem wird die zweidimen-
sionale Anströmung der Bresche, die insbesondere bei der Deichbruchströmung von 
Bedeutung ist, berücksichtigt. Zweidimensionale Effekte treten auch aufgrund einer 
unsymmetrischen Lage der Bresche zum Stauraum beim Dammbruch auf. Innerhalb der 
Überflutungsfläche müssen in der zweidimensionalen Betrachtungsweise keine Fließ-
wege vorgegeben werden. Sowohl die Durchströmung von Seitentälern als auch die 
Ausbreitung der Strömung in flacheren Gebieten werden abgebildet. Durch die gemein-
same Modellierung von Breschenbildung und Flutwellenausbreitung in einem Modell 
wird außerdem die Wirkung von Rückstaueffekten aus dem Überflutungsgebiet auf die 
Strömung in der Bresche und damit auch auf die Breschenbildung berücksichtigt. 
Der Einsatz des Modells BreDam für die Breschenentwicklung im neuen Hybridmodell 
ermöglicht die Berücksichtigung heterogener Querschnittsgestaltungen mit den Materi-
aleigenschaften der einzelnen Zonen sowie die detaillierte Abbildung von Dichtungen. 
Die Breschenentwicklung wird entsprechend der Sedimenttransportkapazität sowie in 
Abhängigkeit von den Materialeigenschaften und dem Dammaufbau berechnet. Auf-
grund des parametrischen Charakters des Modells kann ein plötzliches Versagen der 
Dichtung modelliert werden, während die Breschenentwicklung weiterhin durch Vor-
gaben, wie z. B. die Querschnittsform der Bresche, die Entwicklungsform im Damm- 
oder Deichkörper und andere Parameter, geprägt ist. 
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Ziel der Kopplung ist die Einbindung des Breschenbildungsmodells in die Strömungs-
simulation. Im Wesentlichen werden die detaillierten Hydraulikinformationen im Bre-
schengebiet aus der zweidimensionalen Simulation extrahiert und an das Breschenmo-
dul übergeben. Basierend auf den Hydraulikinformationen wird im Breschenmodul die 
Veränderung der Breschengeometrie berechnet. Diese wird wiederum an das Strö-
mungsmodell zurückgegeben. Da die Strömung innerhalb der Bresche auf beweglicher, 
teilweise stark geneigter Sohle mit suspendiertem Material berechnet wird, werden die 
Anwendungsgrenzen der zweidimensionalen Flachwassergleichungen überschritten. 
Eine Reihe erfolgreicher Anwendungen der Flachwassergleichungen unter diesen Be-
dingungen und der Mangel an praktikablen Alternativen rechtfertigen den Gebrauch 
(BROICH, 1997; FÄH, 1997; DEWALS ET AL., 2002). 
5.2 Umsetzung der Kopplung 
2D Strömungssimulation
für Stauraum oder Fluss, Bresche und Hinterland
Extrahieren der Hydraulikinformationen:
Fließtiefe, Fließgeschwindigkeit, Breschendurchfluss
t = 0: Einfügen der Initialbresche
Starten des Breschenbildungsmoduls
Zuordnung der Hydraulikinformationen zu Erosionsstrecken
Berechnung der Erosion
Änderung der Breschengeometrie
Einfügen der Breschengeometrie ins Berechnungsnetz
und Aktualisierung aller abhängigen Parameter
Wird die Krone überströmt? nein
ja
 
Abbildung 5.1: Ablauf der Kopplung: dunkelgrau = Modell; hellgrau = Modul; weiß = Schnittstellen 
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In das Strömungsmodell wird eine Modulschnittstelle eingebaut, über die unterschiedli-
che Module gesteuert werden können. Das Modell BreDam wird zu einem Modul um-
gebildet und über die geschaffene Schnittstelle in das Strömungsmodell WBFlow ein-
gebunden. Eine detaillierte Beschreibung dieser Kopplung ist NOTERMANNS (2005) zu 
entnehmen. 
Das Ablaufschema in Abbildung 5.1 zeigt die einzelnen Schritte des neuen Modells. 
Zur Beschleunigung der Rechenzeit wird das Breschengebiet innerhalb des Berech-
nungsnetzes des jeweiligen Untersuchungsgebiets eingeschränkt. Im Breschengebiet 
wird ein lokales Koordinatensystem entsprechend der eindimensionalen Breschenmo-
dellierung von BreDam definiert (Abbildung 5.2). Aus der Strömungssimulation wird 
die Breschenmodellierung in vorgegebener Zeitschrittweite, beispielsweise jede Sekun-
de, gestartet. Folgende Informationen werden dabei aus den WBFlow-
Berechnungselementen im Breschengebiet auf eine Dimension reduziert und an das 
Breschenmodul übergeben: 
• Fließtiefe, 
• Fließgeschwindigkeit, 
• Durchfluss durch die Bresche und über die Krone und 
• Wasserstand im Stauraum oder Fluss. 
Das Breschenbildungsmodul wird erst aktiviert, wenn eine Überströmung der Krone 
vorliegt. Abbildung 5.2 veranschaulicht die Vorgehensweise zur Übertragung der Strö-
mungsgrößen beispielhaft für einen Damm; der obere Teil der Abbildung zeigt Stau-
raum, Damm und Unterwasser im Berechnungsnetz mit der Eingrenzung des Breschen-
gebiets. Im Detail A sind die Querprofile zur Extraktion der Hydraulik gekennzeichnet, 
die orthogonal zur lokalen x-Achse erstellt werden. Die Fließtiefe wird an jedem Quer-
profil jeweils aus dem Element entnommen, das von der Breschenachse geschnitten 
wird. Es wird angenommen, dass der Wasserspiegel im Breschenquerschnitt konstant 
ist. Zur Bestimmung der Fließgeschwindigkeit und des Durchflusses werden die Werte 
der Elemente gemittelt bzw. aufsummiert, die in einem Querprofil der Bresche liegen. 
Somit sind die benötigten Informationen aus der Hydraulik für jedes Querprofil der 
Bresche bekannt. Im unteren Teil von Abbildung 5.2 ist ein Schnitt des Damms darge-
stellt. Entlang der lokalen x-Achse ergeben sich aus den Werten an jedem Querprofil für 
die Fließtiefe, die Fließgeschwindigkeit und den Durchfluss Längsprofile, die einer 
Erosionsstrecke im Damm zugeordnet werden. 
Das Hybridmodell BreFlow 57 
Die Anzahl der Erosionsstrecken ist abhängig vom Querschnittsaufbau; eine Erosions-
strecke umfasst jeweils einen Abschnitt mit ähnlichem Erosionsverhalten. Bei einem 
Querschnittsaufbau mit einer Innendichtung ergeben sich, wie in Abbildung 5.2 ge-
kennzeichnet, zwei Erosionsstrecken. 
 
Abbildung 5.2: Übergabe der hydraulischen Größen innerhalb der Bresche in das eindimensionale 
Breschenmodul 
Erosionsstrecke 
1 
Erosionsstrecke 
2 
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Auf Basis der Längsprofile ist es möglich, instationäre und ungleichförmige Strö-
mungszustände in die Breschenmodellierung aufzunehmen. Da die Fließgeschwindig-
keiten entlang der Breschenachse bekannt sind, wird eine neue Methode zur Bestim-
mung der vorhandenen Sohlschubspannung in das Breschenmodul implementiert. Die 
Sohlschubspannung wird der Herleitung entsprechend unter Berücksichtigung des E-
nergieliniengefälles berechnet. Somit wird die Sohlschubspannung nicht mehr aus dem 
Reibungsgefälle ermittelt und ist nicht mehr unmittelbar vom Rauheitsbeiwert abhän-
gig. 
Innerhalb des Breschenmoduls wird mit der gegebenen hydraulischen Belastung die 
Sedimenttransportberechnung durchgeführt. Die Modellierung folgt nun den in Kapitel 
3.2.2 vorgestellten Ansätzen des Modells BreDam. Dabei findet der Aufbau des Damms 
oder Deichs mit den unterschiedlichen Materialien Berücksichtigung. Für jede Zone 
gehen der exakte Verlauf der Geometrie im Querschnitt und die geotechnischen Eigen-
schaften (Korndurchmesser, Porosität, Rohdichte, Reibungswinkel) in die Berechnung 
ein. Innerhalb einer Erosionsstrecke werden die geotechnischen Parameter der ange-
schnittenen Zonen gemittelt. Die Sedimenttransportmenge wird auf 50 % der Wasser-
menge begrenzt, um eine Übersättigung zu unterbinden. Das erodierte Volumen wird 
unter Berücksichtigung der parametrischen Vorgaben in eine Höhenänderung im Tra-
pezquerschnitt der Bresche umgerechnet. Die für die Simulation festzulegenden Para-
meter sind in Tabelle 5.1 aufgeführt. 
Tabelle 5.1: Parameter der Breschenentwicklung 
Parameter Vorgaben bzw. Werte 
Art der Breschenentwicklung Parallel zur Krone oder Drehung 
Minimale Sohllage oder Lage des Drehpunkts Angabe in % der Höhe 
Maximale Breschensohlbreite Angabe in m 
Seitliche Böschungsneigung 1:hor = x 
Breschenaufweitungsfaktor b/t = ΔBreite / ΔTiefe 
Freie Standhöhe der Dichtung Angabe in m 
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Abbildung 5.3: Parametervorgaben am Dammquerschnitt und in der 3D-Ansicht für die Entwicklung 
parallel zur Krone (links) und als Drehung (rechts) 
Abbildung 5.3 veranschaulicht die Modellparameter für eine Breschenentwicklung 
parallel zur Krone sowie für eine Breschenentwicklung als Drehung um den luftseitigen 
Fußpunkt unter Berücksichtigung einer Dichtung. Die maximale Breschentiefe wird 
über die minimale Sohllage oder die Lage des Drehpunkts vorgegeben. Die Festlegung 
einer maximalen Breschenbreite bezieht sich auf diese Sohle der Bresche. Im Trapez-
querschnitt der Bresche wird die Böschungsneigung als Quotient 1:hor parametrisiert 
und das Verhältnis der Breitenentwicklung zur Tiefenerosion folgt dem Breschenauf-
weitungsfaktor b/t. Zur Abbildung des plötzlichen Versagens einer Dichtung wird eine 
freie Standhöhe vorgegeben, bei deren Erreichen das Dichtungsmaterial mit der aktuel-
len Erosionskapazität abtransportiert wird. Die Erosion wechselt daraufhin zur wasser-
seitigen Erosionsstrecke, bis auch in diesem Bereich die gleiche Sohlhöhe erreicht wird. 
Im letzten Schritt des gekoppelten Berechnungsablaufs wird die im Breschenmodul 
ermittelte Höhenänderung auf das Berechnungsnetz der Hydrauliksimulation übertra-
gen. Entsprechend der neu berechneten Breschengeometrie wird die Höhe der betroffe-
nen Knoten angepasst. Vor dem nächsten Zeitschritt der Strömungssimulation werden 
alle von der Geländehöhe abhängigen Parameter aktualisiert. 
Im Modell BreFlow erfolgt keine Iteration zwischen hydraulischer Einwirkung, Sedi-
menttransport und resultierender Veränderung der Breschengeometrie. Um die Interak-
tion von Strömungs- und Erosionsprozessen dennoch genau abzubilden, muss eine 
ausreichend kleine Zeitschrittweite zur Einbindung des Breschenmoduls gewählt wer-
den (BROICH, 1997; FÄH, 1997). Im Rahmen dieser Arbeit wird für die Einbindung des 
Breschenmoduls eine Zeitschrittweite von maximal einer Sekunde gewählt. 
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Beim Übertagen der Breschengeometrie auf das Berechnungsnetz treten im Fall von zu 
grober räumlicher Diskretisierung Probleme auf. Es ist möglich, dass eine Absenkung 
berechnet wird, jedoch kein Knoten in diesem Bereich der Bresche liegt, so dass die 
Anpassung nicht erfolgen kann. Bei der Diskretisierung muss das Berechnungsnetz 
insbesondere im Bereich der Initialbresche eine ausreichende Dichte von Knoten und 
damit Elemente mit möglichst geringen Kantenlängen aufweisen. Dabei ist die flexible 
räumliche Diskretisierung des Modells WBFlow mit der Wahlmöglichkeit von beliebi-
gen Kantenlängen der unstrukturierten Dreieckselemente von großem Vorteil. Die fle-
xible Netzgestaltung bei WBFlow-Simulationen ermöglicht dabei das Ansteigen der 
Elementgrößen in größerem Abstand von der Bresche, so dass die Effizienz der Berech-
nungen gesteigert wird. Da die Bresche jedoch meist dem Bereich der höchsten Strö-
mungsgeschwindigkeiten innerhalb der Hydrauliksimulation entspricht, ergeben sich für 
die eingesetzte explizite Strömungsmodellierung aufgrund des Courant-Kriteriums sehr 
geringe Zeitschrittweiten. 
5.3 Kalibrierung und Validierung des Modells 
5.3.1 Ziel der Kalibrierung 
Die Modellparameter des neu entwickelten Modells müssen mit Hilfe von Messdaten 
kalibriert werden. Ziel der Kalibrierung ist eine sinnvolle Festlegung der einzelnen 
Breschenbildungsparameter, so dass die Ergebnisse aus physikalischen Versuchen in 
der Simulation plausibel abgebildet werden. Mit der anschließenden Validierung des 
Modells, in der die kalibrierten Parameter verwendet werden, wird die Güte des neuen 
Modells ermittelt. Es soll ausgeschlossen werden, dass eine ungeeignete Modellierung 
der Breschenbildung im neuen Modell die anschließende Unsicherheitsanalyse beein-
flusst. Kalibrierung und Validierung basieren auf dem Vergleich mit hydraulischen und 
geometrischen Messergebnissen bezüglich der Bresche. Dass die darauf folgende Flut-
wellenausbreitung mit Hilfe des Modells korrekt abgebildet wird, hat die Validierung 
der Strömungssimulation in Kapitel 4 gezeigt. 
Da die Abweichungen zwischen Messung und Simulation bei Breschenbildungsprozes-
sen die aus hydraulischen Anwendungen üblichen Werte oft deutlich übersteigen, wer-
den die eigenen Modellierungsergebnisse zur Bewertung abschließend mit den Resulta-
ten anderer Modelle verglichen. 
Die Kalibrierung wird für einen der zur Verfügung stehenden Sedimenttransportansätze 
durchgeführt. Dabei werden die Schlussfolgerungen von BROICH (1997) zugrunde ge-
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legt. Er vergleicht die unterschiedlichen Resultate der Sedimenttransportformeln mit 
Ergebnissen aus Modellversuchen und wählt für den Einsatz in seinem Parametermodell 
die Meyer-Peter-Müller-Formel und ihre Erweiterung nach SMART (1984). Die Kalib-
rierung von BreFlow gilt somit nur bei Gebrauch dieser Formeln und muss bei der Ver-
wendung anderer Sedimenttransportformeln wiederholt werden. 
5.3.2 Breschenbildung im skalierten Labormodell: Homogener Sanddamm 
In einem ersten Schritt dient der physikalische Modellversuch von SPINEWINE ET AL. 
(2004) der Kalibrierung des Modells, da aus diesem Versuch durch aufwendige Mess-
technik zu hydraulischen und geometrischen Größen Vergleichsdaten zur Verfügung 
stehen. 
Versuchsaufbau 
Die Laborversuche zur Breschenbildung werden in einer horizontalen Rinne mit einer 
Länge von 36 m und einer Breite von 3,6 m durchgeführt (Abbildung 5.4). Um ein 
ausreichendes Volumen vor dem Damm zu speichern, wird er im Abstand von 15 m 
zum Einlaufrand errichtet. Im Unterwasser des Damms fließt das Wasser frei aus der 
Rinne ab, so dass die untere Randbedingung keinen Einfluss auf den Breschendurch-
fluss hat. 
 
 
Abbildung 5.4: Versuchsaufbau des physikalischen Modellversuchs nach SPINEWINE ET AL. (2004) 
Der Damm hat eine Kronenbreite von 0,35 m und Neigungen von 1:2 und 1:3 an Was-
ser- und Luftseite. Die Höhe des Damms beträgt 0,37 m. Zur Analyse des Versagens 
Grundriss 
 
 
 
 
 
 
 
 
 
 
 
 
 
Schnitt 
 
Initialbresche 
Stauraum Unterwasser Ablauf 
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infolge Überströmung wird eine Initialbresche von 0,19 m Breite und 0,07 m Tiefe 
eingefügt. Als Dammmaterial wird Sand mit einer gleichmäßigen Korngrößenverteilung 
zwischen 1 und 2 mm genutzt. Bodenmechanische Voruntersuchungen des Materials 
ergeben die in Tabelle 5.2 aufgeführten Eigenschaften. 
Tabelle 5.2: Geotechnische Eigenschaften des Dammmaterials (SPINEWINE ET AL., 2004) 
Parameter Wert 
Korngröße [mm] 1-2 
Kornform [-] kantig, gebrochen 
Porenanteil nach Verdichtung [%] 42 
Durchlässigkeitsbeiwert [m/s] 1,5"10-2 
Gesättigte Wichte [kN/m³] 19,74 
Reibungswinkel [°] 34 
Kohäsion [kN/m²] 0 
 
Zu Beginn der Versuche wird der Stauraum über den oberstromigen Einlauf langsam 
bis auf eine Höhe von 0,35 m gefüllt. Von der Initialbresche aus entwickelt sich die 
Bresche in die Tiefe und in die Breite, bis die Breschengeometrie bei abnehmendem 
Wasserstand ihre endgültigen Ausmaße erreicht. Durch den Vergleich der Messergeb-
nisse von fünf Versuchsdurchgängen wird die Reproduzierbarkeit der Daten abgesi-
chert. 
Eine kurze Zusammenfassung der genutzten Messinstrumente ist in Anhang B gegeben. 
Der Aufbau und die Auswertung der Messungen sind detailliert in SPINEWINE ET AL. 
(2004) beschrieben. 
Simulationen 
Zur Simulation der Breschenentwicklung und der dabei auftretenden Strömung mit 
BreFlow wird der physikalische Modellversuch mit einem unstrukturierten Dreiecks-
netz abgebildet, das im Bereich der Bresche verfeinert ist. 
Das in Abbildung 5.5 dargestellte Berechnungsnetz besteht aus insgesamt 65.869 Drei-
ecken mit Kantenlängen von minimal 0,04 m und maximal 0,2 m. Als Initialbedingung 
wird der gefüllte Stauraum und die in Abbildung 5.5 gezeigte Initialbresche angesetzt. 
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Abbildung 5.5: Berechnungsnetz für den physikalischen Modellversuch von SPINEWINE ET AL. (2004) 
Der Rauheitsbeiwert beträgt im gesamten Simulationsgebiet n = 0,0135 s/m1/3. Dieser 
Wert ergibt sich aus dem angegebenen Korndurchmesser von d90 = 0,0019 m mit Hilfe 
der von Garbrecht (BOLLRICH, 1996) gefundenen Beziehung zwischen Rauheitsbeiwert 
und Korndurchmesser. Während der gesamten Simulation ist kein Zufluss in den Stau-
raum vorhanden. Das freie Ablaufen des Wassers ohne Rückstaueffekte wird mit einer 
entsprechenden Auslaufrandbedingung abgebildet. 
Breschenbildung und Strömung werden für eine Dauer von sechs Minuten simuliert. 
Das Breschenbildungsmodul wird dabei mit einer Zeitschrittweite von Δt = 0,2 s einge-
bunden. 
Für die Breschenbildungssimulation müssen die in Kapitel 5.1 eingeführten Modellpa-
rameter festgelegt werden. Angaben zur Geometrie des Damms sowie Reibungswinkel, 
Kornrohdichte, Porosität und Korndurchmesser d30, d50 und d90 werden aus den Ver-
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suchsangaben übernommen. Die geotechnischen Parameter werden in der Kalibrierung 
nicht variiert. Die Kalibrierung erfordert eine sehr große Anzahl von Simulationen mit 
unterschiedlichen Parametereinstellungen. Die erhaltenen Ergebnisse werden jeweils 
mit den Messungen verglichen, bis eine ausreichende Übereinstimmung erhalten wird. 
Als Entwicklungsform der Bresche wird aufgrund der im Versuch gemessenen Bre-
schensohlhöhen die Drehung gewählt. Dies entspricht auch den von SAMETZ (1981) und 
PICKERT ET AL. (2004) gefundenen Entwicklungsformen bei kohäsionslosem Material. 
Im Folgenden wird das Endresultat der Kalibrierung vorgestellt. 
Die Höhe des Drehpunkts wird auf 90 % der Dammhöhe festgelegt; das heißt es wird 
eine minimale Breschensohllage von 0,037 m vorgegeben. Mit einem Wert von 1,05 m 
wird eine maximale Breschensohlbreite festgelegt, die über dem gemessenen Wert von 
ca. 0,8 m liegt. Dadurch wird überprüft, ob das Modell, ohne Festlegung auf den Mess-
wert, die richtige endgültige Breschensohlbreite bestimmt. Mit einer Böschungsneigung 
des trapezförmigen Breschenquerschnitts von 45 ° wird die beste Übereinstimmung mit 
den Messergebnissen erzielt. Der Breschenaufweitungsfaktor wird auf einen Wert von 
b/t = 2,7 kalibriert und entspricht damit in etwa dem von BROICH (1997) bei der Kalib-
rierung seines Parametermodells vorgeschlagenen Werts von b/t = 2/tanϕ, was für den 
vorliegenden Sand mit einem Reibungswinkel ϕ = 34° einen Breschenaufweitungsfak-
tor von b/t = 2,9 ergäbe. Die kalibrierten Parameter sind in Tabelle 5.3 zusammenge-
fasst. 
Tabelle 5.3: Parameter des Breschenbildungsmoduls für den Versuch von SPINEWINE ET AL. (2004) 
Parameter Wert 
Art der Breschenentwicklung Drehung 
Drehpunkt [%] 90 
Max. Breschensohlbreite [m] 1,05 
Seitliche Böschungsneigung [-] 1:1 
Breschenaufweitungsfaktor b/t [-] 2,7 
 
Das Hybridmodell BreFlow 65 
Vergleich der Ergebnisse und Diskussion 
Als erster Vergleichspunkt wird die Ganglinie des simulierten Breschendurchflusses 
den gemessenen Werten gegenübergestellt. 
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Abbildung 5.6: Vergleich der gemessenen und berechneten Ganglinien des Breschendurchflusses 
(verändert nach SPINEWINE ET AL., 2004) 
Mit einem Maximalwert von QRechnung = 64 l/s wird der gemessene, maximale Bre-
schendurchfluss nahezu exakt wiedergegeben (Abbildung 5.6). Der Beginn des Durch-
flussanstiegs nach etwa einer Minute wird in der Simulation ebenfalls gut abgebildet. 
Allerdings zeigt der ansteigende Ast der Breschendurchflussganglinie in der Berech-
nung eine zu starke Steigung. Diese hat zur Folge, dass der Maximalwert etwa eine 
Minute zu früh erreicht wird. Der Verlauf der Ganglinie bei der anschließenden Entlee-
rung wird in der Simulation sehr gut wiedergegeben. Insgesamt zeigt der berechnete 
Verlauf aufgrund des zu schnellen Anstiegs einen etwas spitzeren Verlauf als der ge-
messene Breschendurchfluss. 
Abbildung 5.7 zeigt den Vergleich zwischen gemessenen und berechneten Fließge-
schwindigkeiten an unterschiedlichen Punkten entlang der Breschenachse in Abhängig-
keit von der Zeit. Die angegebenen Abstände beziehen sich auf die wasserseitige Krone 
des Testdamms, ihre Lage ist jeweils in der Grafik des Dammquerschnitts gekennzeich-
net. Die gemessenen Werte in Abbildung 5.7 repräsentieren die über die Breschenbreite 
gemittelten Fließgeschwindigkeiten, während aus der Simulation die Geschwindigkei-
ten in der Breschenmitte dargestellt werden. Die Mittelung kann für die Simulationser-
gebnisse nicht durchgeführt werden, da die Breite, die für die Mittelung in der Messung 
verwendet wird, nicht bekannt ist. 
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Abbildung 5.7: Vergleich der gemessenen Fließgeschwindigkeiten aus SPINEWINE ET AL. (2004) mit 
den Simulationsergebnissen von BreFlow 
Die berechneten Geschwindigkeiten sind in allen Punkten entlang der Bresche höher als 
die dargestellten Messwerte. Die Abweichungen zwischen Simulation und Messung 
liegen maximal bei ca. 0,2 m/s, was bei einer maximalen  Geschwindigkeit von vmax= 
1,25 m/s einem prozentualen Fehler von 16 % entspricht. Der Verlauf der Geschwin-
digkeitsganglinien wird in der Simulation gut wiedergegeben. 
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SPINEWINE ET AL. (2004) geben keine Grenzen der Messgenauigkeit an, führen aber aus, 
dass die Fließgeschwindigkeit in der Mitte der Bresche höher ist als die hier dargestell-
ten Mittelwerte. Damit würde sich eine bessere Übereinstimmung der Simulation mit 
der Messung ergeben. Vermutlich treten in der Simulation Schwierigkeiten am Bre-
schenrand durch steile und abrupt wechselnde Neigungen auf. Abbildung B.1 in 
Anhang B zeigt die berechnete Geschwindigkeitsverteilung in der Bresche. 
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Abbildung 5.8: Vergleich der gemessenen Wasserspiegellagen aus SPINEWINE ET AL. (2004) mit den 
Simulationsergebnissen von BreFlow 
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Die berechneten Wasserspiegellagen stimmen besser mit den Messungen überein als die 
Geschwindigkeiten (Abbildung 5.8). Die kontinuierliche Abnahme der Werte wird von 
der Simulation gut wiedergegeben. Zu Beginn der Berechnung zeigen sich für die 
Messpunkte auf der Luftseite des Damms größere Abweichungen von bis zu 6 cm, die 
aufgrund der als Drehung gewählten Breschenentwicklungsform entstehen. Denn im 
Gegensatz zum Versuch wird die Initialbresche nicht nur an der Krone vorgegeben, 
sondern vom Drehpunkt aus entsprechend ihrer an der Krone vorgegebenen Höhe an 
der Luftseite des Damms eingefügt (vgl. Abbildung 5.5). 
Am Ende des Versuchs liegen die berechneten Wasserspiegellagen unter den gemesse-
nen Werten (ΔWSP = 4 cm), was in Verbindung mit den zu hohen Geschwindigkeiten 
steht. Während sich im physikalischen Modell am Ende des Versuchs eine kontinuierli-
che Neigung innerhalb der Bresche ergibt, ist in der Simulation ein Neigungswechsel 
am Drehpunkt vorhanden, wodurch das Wasser beschleunigt wird. 
Die Vergleiche der Breschensohlhöhen verdeutlichen, dass die berechneten Werte gut 
mit den Messergebnissen übereinstimmen (Abbildung 5.9). Es zeigt sich ebenfalls, dass 
aufgrund der Breschensohlentwicklung als Drehung zu Beginn der Berechnung Abwei-
chungen auftreten. Insgesamt wird jedoch die Entwicklung der Bresche sehr gut wie-
dergegeben. Die Messergebnisse zeigen, dass im physikalischen Modell insbesondere 
an der Luftseite zunächst Material abgetragen wird, anschließend durch Ablagerungen 
die Sohlhöhen jedoch wieder ansteigen. Die Ablagerung von Material kann durch das 
mathematische Modell nicht abgebildet werden, hier sinken die Sohlhöhen auf das vor-
gegebene Minimum. Gegen Ende des Versuchs liegen die berechneten Größen leicht 
über den gemessenen (Δz = 2 cm). 
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Abbildung 5.9: Vergleich der gemessenen Sohlhöhen aus SPINEWINE ET AL. (2004) mit den Simulati-
onsergebnissen von BreFlow 
Eine Gegenüberstellung des gemessenen digitalen Geländemodells der Bresche und der 
Berechnung dient dem qualitativen Vergleich der Übereinstimmung. Abbildung 5.10 
zeigt die gemessene und berechnete Breschengeometrie nach 1,75 Minuten. Die seitli-
chen Böschungsneigungen sind im Versuch etwas steiler als in der Simulation. Insge-
samt gibt die Berechnung den Entwicklungsprozess gut wieder. Am Ende der Simulati-
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onszeit ergibt sich eine Breschensohlbreite von 0,75 m. Sie entspricht damit der Mes-
sung ohne durch den vorgegebenen Wert beeinflusst zu sein. 
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Abbildung 5.10: Dreidimensionales Geländemodell der Bresche aus der Messung (Versuch mit 10 cm 
Bodenschicht unter dem Damm) und entsprechend der Simulation (ohne Bodenschicht) 
nach 1,75 Minuten 
Die Ergebnisse bestätigen insgesamt, dass die Kalibrierung des Modells wie eingangs 
erwähnt nicht mit der Kalibrierungsgüte anderer hydromechanischer Modellierungen zu 
vergleichen ist. Der Grund hierfür ist die schematisierte Abbildung des äußerst komple-
xen, dreidimensionalen Vorgangs. 
Die Kalibrierung wird mit den oben aufgeführten Parametern als abgeschlossen angese-
hen. Im nächsten Schritt werden die festgelegten Parameter zur Modellierung der Bre-
schenbildung bei fünf bis sechs Meter hohen Testdämmen verwendet, um das Modell zu 
validieren und gleichzeitig mögliche Skalierungseffekte zu untersuchen, die aufgrund 
der Kalibrierung am Laborversuch entstehen könnten. 
[mm] 
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5.3.3 Breschenbildung im Feldversuch: Homogener Kiesdamm 
Der folgende Feldversuch ist Teil des norwegischen Forschungsprogramms Stability 
and Breaching of Embankment Dams (HÖEG ET AL., 2004) und des IMPACT-Projekts 
(MORRIS, 2004b). 
Versuchsaufbau 
Die großskaligen Feldversuche werden im Unterwasser der Røssvassdamm Stauanlage 
in Norwegen durchgeführt. Mit Hilfe der Hochwasserentlastungsanlage des Damms ist 
es möglich, den Zufluss in den Stauraum der Versuchsanlage zu regulieren. In etwa 
600 m Entfernung zum Røssvassdamm wird der Versuchsdamm errichtet. Die digitalen 
Geländedaten des Gebiets werden auf der Internetseite des IMPACT-Projekts zur Verfü-
gung gestellt (Abbildung 5.11). 
 
Abbildung 5.11: Blick vom Unterwasser auf das Testgebiet; Dreidimensionale, überhöhte Darstellung 
des digitalen Geländemodells (Quelle: http://www.samui.co.uk/impact-project/) 
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Der Stauraum hat bei einem Wasserspiegel von 369,7 mNN ein Volumen von etwa 
36.000 m³. Die Gründungssohle des 5 m hohen Testdamms liegt auf einer Höhe von 
364,7 mNN. An der Sperrenstelle des Testdamms ist das Tal etwa 40 m breit. Die Quer-
schnittsgeometrie des homogenen Sandkiesdamms ist in Abbildung 5.12 dargestellt. 
 
Abbildung 5.12: Querschnitt des homogenen Damms 
Aus der gegebenen Sieblinie werden d30 = 0,0025 m, d50 = 0,00465 m und d90 = 0,035 m 
als maßgebende Korndurchmesser abgelesen. Weitere geotechnische Eigenschaften des 
Materials werden von HÖEG ET AL. (2004) entsprechend Tabelle 5.4 angegeben. 
Tabelle 5.4: Geotechnische Eigenschaften des Materials für den Feldversuch am homogenen Damm 
(HÖEG ET AL., 2004) 
Parameter 
Feuchtegehalt [%] 7 
Porosität [%] 22 
Trockenwichte [kN/m³] 21,15 
Reibungswinkel [°] 42 
Kohäsion [kN/m²] 0,9 
 
In die Krone des Damms wird eine 2 m breite und 0,1 m tiefe Initialbresche eingefügt, 
um die Überströmung zu initiieren. Zu Beginn des Versuchs ist der Stauraum bis zu 
einem Wasserspiegel von 369,15 mNN gefüllt. Anschließend wird über die Hochwas-
serentlastung des Røssvassdamms im Oberwasser ein Zufluss von bis zu 8,3 m³/s ein-
gebracht, so dass der Damm überströmt wird. Da die Versuche im Oktober bei Tempe-
raturen unterhalb des Gefrierpunkts durchgeführt werden, ist das obere Material des 
Damms zu Beginn des Versuchs angefroren. 
Anhang B erläutert kurz die eingesetzte Messtechnik. Details sind HÖEG ET AL. (2004) 
und MORRIS (2004b) zu entnehmen. 
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Simulation 
Das Untersuchungsgebiet, bestehend aus Stauraum, Damm und Unterwasser, wird 
durch ein unstrukturiertes Dreiecksnetz diskretisiert. Es besteht aus insgesamt 46.801 
Elementen mit Kantenlängen von maximal 2 m. Im Bereich des wasserseitigen und 
luftseitigen Dammfußes werden Kantenlängen von 0,75 m und an der Krone von 0,4 m 
gewählt, um sowohl Strömung als auch Breschenentwicklung detailliert abbilden zu 
können. Zu Beginn der Berechnung wird die Füllung des Stauraums auf 369,15 mNN 
und die Initialbresche von 0,1 m Tiefe auch in der Simulation berücksichtigt. Am Ein-
lauf wird der Zufluss entsprechend der Messaufzeichnungen angesetzt. 
Zur Validierung des Modells werden die geotechnischen Eigenschaften aus den Ver-
suchangaben übernommen und die Parameter des Modells entsprechend der gezeigten 
Kalibrierung gewählt (Tabelle 5.5). 
Tabelle 5.5: Parameter des Breschenbildungsmoduls für den homogenen Damm 
Geotechnische Parameter 
Reibungswinkel [°] 42 
Kornrohdichte [kg/m³] 2156  
d30 [mm] 
d50 [mm] 
d90 [mm] 
0,25 
0,465 
3,5 
Porosität [-] 0,22 
Sedimenttransportformel Smart 
Parameter zur Breschengeometrie 
Art der Breschenentwicklung Drehung 
Drehpunkt [%] 90 
Max. Breschensohlbreite [m] 20 
Seitliche Böschungsneigung [-] 1:1 
Breschenaufweitungsfaktor b/t [-]  2,7 
 
Die maximale Breschensohlbreite von 20 m liegt oberhalb des gemessenen Werts, so 
dass geprüft werden kann, ob die Simulation das Messergebnis abbildet, ohne durch die 
Vorgabe eingeschränkt zu sein. Nach Garbrecht (BOLLRICH, 1996) ergibt sich der Rau-
heitsbeiwert für das Material des Damms zu n = 0,022 s/m1/3. Der Simulationszeitraum 
beträgt drei Stunden. Das Breschenbildungsmodul wird dabei jede Sekunde aus der 
Strömungssimulation aufgerufen. 
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Vergleich und Diskussion der Ergebnisse 
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Abbildung 5.13: Vergleich der gemessenen und der berechneten Ganglinien für Breschendurchfluss 
und Wasserspiegellage im Stausee am homogenen Damm 
Abbildung 5.13 zeigt den Vergleich von Messung und Simulationsergebnis. Der gemes-
sene Breschendurchfluss erreicht nach 8820 s bzw. 2,45 h einen Maximalwert  
QMessung = 117 m³/s, während die Breschenbildung in der Simulation bereits nach 2450 s 
einsetzt. Es wird nach einem sehr steilen Anstieg ein maximaler Breschendurchfluss 
von QSimulation = 127 m³/s berechnet. Die Übereinstimmung des Maximalwerts mit der 
Messung ist zufrieden stellend. Auch der Verlauf der Durchflussganglinie wird mit 
Hilfe des neuen Modells gut wiedergegeben. Jedoch sind deutliche Abweichungen für 
den Beginn der Breschenbildung vorhanden. 
Der zeitliche Verlauf des Versuchs ist vor allem aufgrund der Temperatureinflüsse 
äußerst schwierig nachzubilden. Es ist zu vermuten, dass die deutlich längere Initialpha-
se bis zum Beginn der Breschenbildung im Feldversuch aufgrund der gefrorenen Deck-
schicht des Damms auftritt. Der Verlauf der Wasserspiegellage in Abbildung 5.13 
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(rechte Achse) zeigt, dass die Speicherfüllung richtig wiedergegeben wird. Dies ist 
somit nicht der Grund für die zu frühe Breschenentwicklung. 
In der Simulation wird die minimale Breschensohllage von 365,2 mNN, die über die 
Höhe des Drehpunkts vorgegebenen wird, nach 2480 s erreicht. Der Zeitpunkt ent-
spricht somit in etwa dem Zeitpunkt des maximalen Breschendurchflusses. Die an-
schließende Breitenentwicklung der Bresche endet aufgrund nachlassender hydrauli-
scher Belastung bei einer Breite von 15,2 m und erreicht damit nicht den vorgegebenen 
Wert von 20 m. Es ergibt sich eine gute Übereinstimmung zur Messung von 15 m. 
Bezüglich der räumlichen und zeitlichen Entwicklung der Bresche stehen aus den Ver-
öffentlichungen leider keine Messergebnisse zu Vergleichszwecken zur Verfügung. Es 
wird angegeben, dass die vertikale Erosion nach fünf Minuten abgeschlossen ist und die 
Breitenentwicklung nach fünf bis zehn Minuten endet (MORRIS, 2004b). Die Breschen-
entwicklung vollzieht sich in der Simulation schneller als in der Realität. Die vertikale 
Erosion und die Breitenentwicklung dauern in der Simulation jeweils etwa zwei Minu-
ten. 
Aufgrund der guten Übereinstimmung des maximalen Abflusses sowie des Verlaufs der 
Durchfluss- und Wasserspiegelganglinien zwischen Messung und Berechnung werden 
die Ergebnisse des neuen Modells als validiert angesehen. Die Beibehaltung der ge-
wählten Parameter aus dem physikalischen Modellversuch zur Simulation des Feldver-
suchs zeigt zudem, dass Auswirkungen der Skalierungseffekte auf die Kalibrierung des 
Modells vernachlässigt werden können. 
5.3.4 Breschenbildung im Feldversuch: Heterogener Steinschüttdamm mit kohäsivem 
Kern 
Nach der erfolgreichen Validierung des Modells an einem homogenen Damm wird die 
Gültigkeit des Ansatzes für einen heterogenen Querschnittsaufbau geprüft. Als Ver-
gleichsgrundlage dient ein Steinschüttdamm mit kohäsivem Kern (MORRIS, 2004b; 
HÖEG ET AL., 2004). 
Versuchsaufbau 
Der Feldversuch mit heterogenem Querschnittsaufbau wird auf dem gleichen Gelände 
wie der zuvor betrachtete Versuch durchgeführt. Der Damm mit kohäsivem Kern ist 
5,9 m hoch und weist eine steilere wasser- und luftseitige Neigung auf als der homoge-
ne Damm. 
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Abbildung 5.14: Querschnitt des Steinschüttdamms mit kohäsivem Kern 
Abbildung 5.14 zeigt, dass dieser Damm mit einer breiteren Krone als der erste Testfall 
ausgebildet ist. Der Aufbau besteht aus drei unterschiedlichen Materialien, deren geo-
technische Eigenschaften in Tabelle 5.6 zusammengefasst sind (MORRIS, 2004b). 
Tabelle 5.6: Geotechnische Eigenschaften des Materials für den Feldversuch am heterogenen 
Damm mit kohäsivem Kern (HÖEG ET AL., 2004) 
 Zone 1 Zone 2 Zone 3 
d30 [mm] 
d50 [mm] 
d90 [mm] 
33 
85 
400 
0,8 
 7 
130 
150 
250 
450 
Feuchtegehalt [%] 2,6 7 keine Angabe 
Porosität [%] 16 21 keine Angabe 
Trockenwichte [kN/m³] 20,8  20,5 keine Angabe 
Reibungswinkel [°] 42 42 keine Angabe 
Kohäsion [kN/m²] 0  20 keine Angabe 
 
In die Dammkrone wird eine 8 m breite und 0,2 m tiefe Initialbresche eingefügt. Zu 
Beginn des Versuchs ist der Stauraum bis zu einer Höhe von 369,94 mNN gefüllt. Über 
die Hochwasserentlastungsanlage des Røssvassdamms wird der Wasserspiegel stufen-
weise erhöht. Um den Wasserspiegel auch während der Breschenbildung auf hohem 
Niveau zu halten, wird der Zufluss im Moment der Breschenbildung auf 174 m³/s er-
höht. Da die Bresche sich sehr schnell ausbildet, gelingt die Beibehaltung eines hohen 
Wasserspiegels nicht. 
Simulation 
Die Simulation erfolgt auf Basis des gleichen Berechnungsnetzes wie für den vorheri-
gen Versuch. Im Bereich des Staudamms wird die geänderte Geometrie berücksichtigt. 
Initialbresche, Wasserstand im Stauraum und Zufluss gehen entsprechend der Ver-
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suchsaufzeichnung ein. Für die Breschenbildung werden die Parameter aus der Kalib-
rierung unverändert angesetzt. Der Versuch wird sowohl mit kontinuierlicher Breschen-
entwicklung als auch mit der Annahme eines plötzlichen Dichtungsversagens unter 
Vorgabe einer freien Standhöhe berechnet. 
Nach GRAF & ALTINAKAR (1998) ist die Sedimenttransportformel von MEYER-PETER & 
MÜLLER (1949) und somit auch die daraus abgeleitete Formel von SMART (1984) nur 
bis zu einer Korngröße von dk = 28,6 mm gültig. Das verwendete Schüttmaterial des 
Versuchsdamms überschreitet damit die Anwendungsgrenzen. Aufgrund mangelnder 
Alternativen werden die Formeln dennoch eingesetzt. Zudem sind für das luftseitige 
Schüttmaterial nicht alle geotechnischen Parameter gegeben; für diese werden die Wer-
te des wasserseitigen Schüttmaterials übernommen. Tabelle 5.7 fasst die gewählten 
Parameter zusammen. 
Tabelle 5.7: Parameter des Breschenbildungsmoduls für den Steinschüttdamm mit kohäsivem Kern 
Geotechnische Parameter Zone 1 Zone 2 Zone 3 
Reibungswinkel [°] 42 42 42 
Kornrohdichte [kg/m³] 2476,2  2594,9 2476,2 
d30 [mm] 
d50 [mm] 
d90 [mm] 
3,3 
8,5 
40 
0,8 
7 
130 
15 
25 
45 
Porosität 0,16 0,21 0,16 
Sedimenttransportformel Smart 
Parameter zur Breschengeometrie 
Art der Breschenentwicklung Drehung 
Drehpunkt [%] 90 
Max. Breschensohlbreite [m] 25 
Seitliche Böschungsneigung [-] 1:1 
Breschenaufweitungsfaktor b/t [-] 2,7 
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Abbildung 5.15: Vergleich der gemessenen und berechneten Durchfluss- und Wasserspiegelganglinien 
für den Steinschüttdamm mit kohäsivem Kern 
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Die Vergleiche zwischen Messung und Simulation bei kontinuierlicher Breschenbil-
dung sowie bei Berücksichtigung eines plötzlichen Versagens des Kerns sind in 
Abbildung 5.15 dargestellt. Der Verlauf der Ganglinie für den Breschendurchfluss wird 
in der Simulation bei kontinuierlicher Breschenbildung sehr gut wieder gegeben. Insbe-
sondere der Maximalwert von QMessung= 242 m³/s wird bei kontinuierlicher Breschen-
bildung mit QSimulation= 238 m³/s beinahe exakt berechnet. Unter Annahme eines plötzli-
chen Versagens des Kerns bei Erreichen der freien Standhöhe wird bereits zum Zeit-
punkt t = 10000 s der gesamte Versagensprozess des Damms mit einem maximalen 
Abfluss von Qdisk. Simulation = 165 m³/s abgeschlossen. 
Ab dem Zeitpunkt t = 10000 s liegt in beiden Simulationen bereits ein geringer Bre-
schendurchfluss vor. Der Vergleich zwischen simuliertem und gemessenem Wasser-
spiegel zeigt, dass der Wasserspiegel zu diesem Zeitpunkt sowohl in den Simulationen 
als auch im Versuch über der Sohlhöhe der Initialbresche von 370,51 mNN liegt 
(Abbildung 5.15). In der kontinuierlichen Simulation wird eine leichte Eintiefung und 
Aufweitung der Initialbresche aufgrund der Überströmung berechnet, während dies im 
Versuch nicht geschieht. Dadurch nimmt der berechnete Wasserspiegel im Stausee trotz 
der gestuften Füllung ab. 
In der diskontinuierlichen Simulation setzt der Versagensprozess unmittelbar bei der 
ersten Eintiefung an der Krone ein. Der Wasserspiegel im Stauraum ist zum Zeitpunkt 
des Versagens in der Simulation mit plötzlichem Versagen geringer und der zum Bruch-
zeitpunkt erhöhte Zufluss ist zu diesem Zeitpunkt noch nicht vorhanden. Dadurch ergibt 
sich ein geringerer Maximalwert als in der Messung. Der Zeitpunkt der Breschenbil-
dung wird von der kontinuierlichen Simulation korrekt wiedergegeben, da der im Mo-
ment der Breschenbildung erhöhte Zulauf zu einer deutlich gesteigerten Belastung des 
Damms führt. 
Die bessere Übereinstimmung der kontinuierlichen Breschenbildung mit den Messun-
gen lässt den Schluss zu, dass für den Querschnittsaufbau in diesem Testfall mit sehr 
breitem kohäsivem Kern die Annahme eines schlagartigen Versagens der Dichtung 
nicht gerechtfertigt ist. Die Modellierung von plötzlichem Dichtungsversagen ist viel-
mehr für das Versagen von schmaleren Dichtungselementen, wie Dichtungswänden aus 
Beton oder Spundwänden, geeignet. 
MORRIS (2004b) gibt die gemessene Endbreschenbreite mit 20 m an. Sowohl die konti-
nuierliche Simulation als auch die Berechnung mit plötzlichem Versagen des Kerns 
ergeben mit 18,45 m und 18 m eine gute Übereinstimmung mit der Messung, ohne 
80 Kapitel 5 
durch die parametrische Vorgabe begrenzt zu sein. Die gemessene minimale Sohlhöhe 
der Bresche beträgt 365 mNN und liegt damit ca. 20 cm über der Gründungssohle des 
Damms. In beiden Simulationen wird mit der Lage des Drehpunkts auf 90 % der 
Dammhöhe eine minimale Sohlhöhe der Bresche von 365,4 mNN vorgegeben. 
5.4 Bewertung des gekoppelten Modells 
Zur Bewertung des neuen Modells werden die erzielten Ergebnisse der beiden Feldver-
suche mit den Resultaten anderer Simulationsprogramme verglichen. Innerhalb des 
IMPACT-Projekts werden die in Kapitel 5.3.3 und 5.3.4 vorgestellten Feldversuche mit 
den folgenden Modellen simuliert: 
• HR BREACH (MOHAMED, 2002) 
• BREACH (FREAD, 1998) 
• Rupro (Cemagref Simple Model, PAQUIER, 1998) 
• Deich_P (BROICH, 1997) 
• SOBEK (wird nur bei homogenem Damm eingesetzt; die Entwicklung der Bre-
sche wird proportional zur Zeit vorgegeben; MORRIS, 2004b)  
• FireBird (wird nur bei heterogenem Damm eingesetzt; MORRIS, 2004b). 
Es ist zu berücksichtigen, dass zum Vergleich der Ganglinien nur Simulationsergebnis-
se aus sogenannten blind tests zur Verfügung stehen. Den Modellierern werden für 
diese blind tests alle relevanten Randbedingungen gegeben, jedoch kein Ergebnis des 
Versuchs zur Verfügung gestellt. 
Für den Testfall mit homogenem Damm (Abbildung 5.16) zeigen sich bei den anderen 
Modellen ähnliche Probleme bezüglich der Abbildung des zeitlichen Verlaufs wie mit 
BreFlow. Die aware tests, bei denen dem Modellierer das Ergebnis bekannt ist, zeigen 
für einzelne Modelle lediglich eine konstante, zeitliche Verschiebung der hier gezeigten 
Ganglinien. Die Ergebnisse veranschaulichen, dass keines der eingesetzten, eindimensi-
onalen Modelle die Form der Ganglinie mit steilem Anstieg und flacherem Ablaufen 
reproduzieren kann. Nur mit der zweidimensionalen Berechnung des Breschendurch-
flusses in BreFlow wird die Ganglinie wirklichkeitsnah abgebildet. 
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Abbildung 5.16: Ergebnisse zum Feldversuch mit homogenem Damm (verändert nach MORRIS, 2004b)  
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Abbildung 5.17: Ergebnisse zum Feldversuch mit heterogenem Damm (verändert nach MORRIS, 2004b) 
Abbildung 5.17 verdeutlicht, dass einige Modelle bei heterogenem Damm mit kohäsi-
vem Kern ebenfalls eine zu frühe Entleerung des Speichers berechnen. Die berechneten 
Maximalwerte des Abflusses liegen zwischen 180 und 350 m³/s. Der Zeitpunkt des 
maximalen Breschendurchflusses wird, wie auch mit dem Modell BreFlow, aufgrund 
des starken Zulaufs in den Speicher recht gut wiedergegeben. 
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MOHAMED (2002) stellt eine Methode zum Vergleich der Modellergebnisse vor, in der 
die Übereinstimmungen von Mess- und Simulationsergebnissen unterschiedlich ge-
wichtet werden. Kriterien sind dabei die Bestimmung der folgenden Größen 
• Maximalwert des Breschendurchflusses, 
• Zeit bis zum Erreichen des Maximalwerts, 
• Wasserspiegellage im Stauraum bei maximalem Breschendurchfluss und 
• Endbreschenbreite. 
Die Vergleichsmethode ist stark auf das Erreichen des maximalen Breschendurchflusses 
fixiert. Es ist wünschenswert, zusätzlich den Verlauf der Ganglinie sowie den Verlauf 
der Breschenentwicklung vergleichen und bewerten zu können. Aufgrund mangelnder 
Informationen aus den Versuchen und bezüglich der anderen Simulationsergebnisse 
wird das von MOHAMED (2002) vorgestellte Schema hier übernommen. Dementspre-
chend werden sechs unterschiedlich gewichtete Kombinationen der Zielerreichung 
bewertet (Tabelle 5.8). 
Tabelle 5.8: Kombinationen unterschiedlicher Wichtungsfaktoren zur Bewertung des neuen Modells 
nach MOHAMED (2002) 
Wichtungsfaktoren 
Kombination 
max. Q t (max. Q) WSP (max. Q) Endbreite 
1 0,25 0,25 0,25 0,25 
2 0,5 0 0,5 0 
3 0,5 0 0 0,5 
4 1 0 0 0 
5 0 1 0 0 
6 0 0 0 1 
 
Die Zielwerterreichung wird aus den prozentualen Abweichungen der Simulationser-
gebnisse von den gemessenen Werten auf Basis eines Fuzzy-Logic-Ansatzes berechnet. 
Nach MOHAMED (2002) ergibt sich der erzielte Score aus der prozentualen Abwei-
chung p des  Simulationsergebnisses vom Messwert zu:  
1 ( ) 10 ( ) ( ) 9 ( )
10 10 10 10 10 10
p p p p p p
Score round round round round
⎡ ⎤⎛ ⎞ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤= − − ⋅ − + − ⋅ −⎢ ⎥⎜ ⎟ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎥⎢ ⎝ ⎠ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎦⎣
 (5.1) 
round = Rundung ohne Nachkommastelle 
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Der maximale Wert eines Scores und der gewichteten Kombination verschiedener Sco-
res ist zehn. Die Diagramme in Abbildung 5.18 und Abbildung 5.19 zeigen die Auswer-
tung aus den aware tests der verschiedenen Modelle sowie Resultate von BreFlow für 
die von MOHAMED (2002) definierten Kombinationen. Das Modell FireBird wird von 
MORRIS (2004b) nicht in die Bewertung mit aufgenommen und ist deshalb in der fol-
genden Auswertung nicht enthalten. 
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Abbildung 5.18: Scores der verschiedenen Modelle entsprechend der sechs Kombinationen für den 
Feldversuch mit homogenem Damm (Werte aus MORRIS, 2004b) 
Für den homogenen Damm und die erste Bewertungskombination, in der alle Ver-
gleichsgrößen Berücksichtigung finden (vgl. Tabelle 5.8), gehört das Modell BreFlow 
zu den besten. Da mit BreFlow der Zeitpunkt der Breschenbildung nicht richtig wieder-
gegeben wird, ergibt sich für diese Kombination kein optimales Resultat. Hier ist zu 
berücksichtigen, dass für die anderen Modelle die aware tests mit einer zeitlichen Ver-
schiebung zugrunde gelegt werden. Für BreFlow wurden die Werte der Kalibrierung 
unverändert übernommen, ohne die Parameter dem zeitlichen Verlauf des Versuchs 
anzupassen. Dies wird ebenfalls an Kombination fünf sichtbar, in der ausschließlich der 
Zeitpunkt des maximalen Abflusses bewertet wird. 
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In der zweiten Kombination werden die Abweichungen für die hydraulischen Größen, 
die für die Flutwellenausbreitung entscheidend sind, berücksichtigt. Hier wird mit dem 
Modell BreFlow das beste Ergebnis erreicht. Gleiches gilt für die Kombination drei, in 
der neben dem maximalen Abfluss die Bestimmung der maximalen Breschenbreite 
bewertet wird. Das Modell BreFlow bildet demnach zusätzlich die Geometrie der Bre-
sche sehr gut ab. Das wird ebenfalls in der letzten Kombination deutlich, in der nur die 
Abweichungen zur gemessenen Endbreschenbreite beurteilt werden. Wird die Ermitt-
lung des maximalen Breschenabflusses isoliert bewertet, so ist das Modell Deich_P das 
beste; das Modell BreFlow liegt in dieser vierten Kombination auf Platz zwei. 
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Abbildung 5.19: Scores der verschiedenen Modelle entsprechend der sechs Kombinationen für den 
Feldversuch mit heterogenem Aufbau (Werte aus MORRIS, 2004b) 
Für den heterogenen Damm zeigt das Modell BreFlow in allen Kombinationen geringe 
Abweichungen und erreicht damit insgesamt die beste Bewertung (Abbildung 5.19). 
Sowohl die Hydraulik entsprechend Kombination zwei und vier als auch die Geometrie 
der Bresche entsprechend Kombination sechs werden mit BreFlow gut reproduziert. Die 
Bewertung auf Basis des von MOHAMED (2002) vorgestellten Ansatzes verdeutlicht, 
dass die Übereinstimmung, die mit dem neuen Modell gegenüber den Messdaten er-
reicht wird, als außergewöhnlich gut bezeichnet werden kann. 
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Durch die Kalibrierung und Validierung des neuen Modells anhand von Labor- und 
Feldversuchen und den Vergleich mit anderen Modellen ist eine gute Basis gegeben, 
um die Fähigkeiten des Modells zu bewerten. Das neue Modell eignet sich zur Model-
lierung der Breschenbildungsprozesse und deren Interaktion mit den hydraulischen 
Eigenschaften der Strömung in der Bresche und in der Überflutungsfläche. Die Haupt-
aspekte des sich selbst beschleunigenden Prozesses der Breschenentwicklung können 
den aktuellen Möglichkeiten entsprechend bestimmt werden. Es wird geschlossen, dass 
damit ein adäquates Modell zur Abbildung von Breschenbildung und Flutwellenaus-
breitung bei Dammbrüchen zur Verfügung steht. Nur auf Basis dieser erfolgreichen 
Kalibrierung und Validierung ist es sinnvoll, den Einfluss von verbleibenden Unsicher-
heiten aus der Breschenbildungsmodellierung auf die Flutwellenausbreitung zu analy-
sieren. 
Trotz der positiven Bewertung muss berücksichtigt werden, dass die Modellierung 
weiterhin eine Reihe von Unsicherheiten enthält: 
• Ein wesentlicher Punkt betrifft den Einfluss der festgelegten geometrischen Pa-
rameter. In der Kalibrierung wird bereits deutlich, dass das neue Modell auf eini-
ge Parameter sehr sensitiv reagiert. Aufgrund einer Verlangerung des Drehpunkts 
von 90 % auf 85 % der Dammhöhe reduziert sich der Breschendurchfluss beim 
Laborversuch unter Beibehaltung der übrigen Parameter um ca. 50 %. Gleichzei-
tig ist die Festlegung der Parameter mit großen Unsicherheiten verbunden. Die 
Übertragung der kalibrierten Werte für die beiden Feldversuche zeigt gute Er-
gebnisse. Der Transfer ist jedoch nicht für alle praktischen Anwendungen abge-
sichert. Zudem ist in den verwendeten Versuchen jeweils die maximale 
Breschentiefe, wie beispielsweise durch den Rinnenboden im Laborversuch, 
deutlich begrenzt. Insbesondere für Deichbrüche aber auch bei Dammbrüchen ist 
aus historischen Ereignissen die Entstehung von starkem Kolk ersichtlich (LTV 
SACHSEN, 2005). 
• In der Kalibrierung und Validierung sind sowohl Aufbau des Damms als auch die 
geotechnischen Kennwerte des Materials jeweils genau bekannt. In der Realität 
müssen diese Werte aufgrund mangelnder Angaben teilweise geschätzt werden. 
• Zielwert in der Kalibrierung ist meist die Übereinstimmung zwischen dem ge-
messenen und berechneten Maximalwert des Breschendurchflusses. Für die  
Überflutungsfläche hat zusätzlich der Verlauf der Ganglinie große Bedeutung. 
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• Einige Parameter werden auf Werte kalibriert, die den Beobachtungen aus dem 
Versuch nicht entsprechen. Zum Beispiel sind die seitlichen Böschungsneigun-
gen in den Versuchen etwas steiler. Wird der Parameter im Modell entsprechend 
erhöht, ist es nicht möglich, den gemessenen Breschendurchfluss abzubilden. 
• Aufgrund des Mangels an zur Verfügung stehenden Messdaten kann keine Vali-
dierung des neuen Modells für Deichbrüche durchgeführt werden. Die Unter-
schiede in Anströmung, zeitlichem Verlauf und dem Verhältnis von Höhe und 
Breite der Breschen bei Deichen im Vergleich zu Dämmen können die Kalibrie-
rung beeinflussen, müssen aber hier vernachlässigt werden. 
Die hier aufgeführten Aspekte verdeutlichen, dass eine weitere Untersuchung der Aus-
wirkung von Unsicherheiten auf die Überflutungsergebnisse sinnvoll ist. Das Modell 
BreFlow bietet für diese Analyse eine solide Basis. 
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6 Methode der Unsicherheitsanalyse 
6.1 Arten von Unsicherheiten 
DE LAURENTIS & MAVRIS (2000) definieren Unsicherheit als die Unvollkommenheit 
des Wissens, die dazu führt, dass Modellprognosen von der Realität abweichen. Die 
Unsicherheit einer Modellprognose entsteht infolge des Defizits an Kenntnissen über 
das betrachtete Phänomen, die ablaufenden Prozesse und/oder die zur Beschreibung 
benötigten Informationen. Sie lässt sich in natürliche Unsicherheit, Modellunsicherheit 
und Parameterunsicherheit unterteilen. In der Literatur werden Modellunsicherheit und 
Parameterunsicherheit auch als Prozessunsicherheit zusammengefasst (MORRIS & 
SAYERS, 2002). Formel-Kapitel 6 Abschnitt 6 
Andere Autoren unterscheiden in aleatorische (objektive) und epistemische (subjektive) 
Unsicherheit (HALL, 2003; HELTON & OBERKAMPF, 2004; MERZ & THIEKEN, 2005). 
Dabei entspricht die aleatorische Unsicherheit der natürlichen Unsicherheit. Die e-
pistemische Unsicherheit ist der Prozessunsicherheit gleich zu setzen. OUMERACI & 
KORTENHAUS (2002) führen zu den genannten Unsicherheiten die menschlichen Fehler 
als einen weiteren Aspekt an. 
Die natürliche Unsicherheit umfasst die unvermeidbare Zufälligkeit der realen Bedin-
gungen und Eigenschaften (ISUKAPALLI, 1999). Sie resultiert auch daraus, dass eine 
Größe schwierig messbar oder sogar unbestimmbar ist. Zur natürlichen Unsicherheit 
gehört die natürliche Variabilität, die als Heterogenität der unterschiedlichen Teile 
einer Gesamtmenge verstanden wird. Die natürliche Variabilität ist nicht reduzierbar. 
Modellunsicherheiten hingegen treten aufgrund von Vereinfachungen und Annahmen 
bei der Herleitung eines Modells zur Abbildung der Realität sowie aufgrund des Mo-
dellkonzepts auf. Räumliche und zeitliche Auflösung, Detaillierungsgrad und die Be-
grenzungen des Modells tragen ebenfalls zur Modellunsicherheit bei (TUNG, 1999). 
Die Parameterunsicherheit umfasst die Unsicherheiten der Eingangsdaten, die in der 
Modellierung genutzt werden. Eingangsparameter können beispielsweise als Folge von 
Messfehlern oder sehr geringem Umfang der Daten, von Fehlern während der Daten-
verarbeitung, der nicht repräsentativen Wiedergabe einer Messung oder falscher Schät-
zungen nicht exakt der Realität entsprechen. Die Parameterunsicherheit ist beispiels-
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weise durch zusätzliche Messungen oder alternative Bestimmungsverfahren reduzier-
bar. Weitere Parameterunsicherheit geht darüber hinaus in jede auf einem kalibrierten 
Modell basierende Prognose ein, da auch die Kalibrierungsgrößen Fehlern unterliegen 
können. 
Tabelle 6.1 gibt eine Einordnung der Unsicherheiten in der Modellierung mit BreFlow 
in die unterschiedlichen Kategorien von Unsicherheiten. Modell- und Parameterunsi-
cherheit sind dabei nicht immer eindeutig voneinander trennbar. In Tabelle 6.1 werden 
als Modellunsicherheiten Aspekte aufgeführt, die Bestandteile des Modellkonzepts sind 
und vom Anwender auch bei zusätzlichem Wissen nicht beeinflussbar sind. Beispiels-
weise wird mit dem Modell BreFlow immer eine trapezförmige Bresche berechnet. 
Auch bei der Kenntnis des Anwenders, dass die Bresche in einem speziellen Fall para-
belförmig sein wird, kann dies nicht verändert werden. Die Parameterunsicherheit be-
zieht sich auf alle für eine Anwendung vorzugebenden Eingabedaten, die vom Anwen-
der verändert werden können. Die räumliche und zeitliche Auflösung des Modells kann 
auf den Anwendungsfall angepasst werden, stellt aber stets eine Begrenzung des Mo-
dellkonzepts und eine Näherung der realen Bedingungen dar, die Unsicherheiten um-
fasst. 
Zur Identifikation des Einflusses der Breschenbildung auf die Überflutung konzentriert 
sich die vorliegende Arbeit auf die Parameterunsicherheiten in den Eingangsdaten der 
Breschenmodellierung in BreFlow, insbesondere auf die Vorgaben der geotechnischen 
Eigenschaften und der Geometrie der Bresche. 
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Tabelle 6.1: Unsicherheiten in der Modellierung mit BreFlow 
Aleatorische Unsicherheit Epistemische Unsicherheit /Prozessunsicherheit 
Natürliche Unsicherheit  Modellunsicherheit Parameterunsicherheit 
• Natürliche Variabilität in den 
Material- und Fluideigen-
schaften 
• Natürliche Variabilität des 
Geländemodells und der 
Geometrie von Deich- oder 
Dammaufbau 
• Flachwasserapproximation für 
die Strömung, empirisches Rei-
bungsgesetz, Vernachlässigung 
der Turbulenz 
• Eindimensionale Abbildung der 
Breschenbildung mit dem Mo-
dellkonzept einer festgelegten 
Breschenerosionsform (Dre-
hung, parallel zur Krone) und 
einem Trapezquerschnitt der 
Bresche 
• Auswahl und Verwendung der 
stationären Transportgleichun-
gen für alle Materialien, Ver-
nachlässigung von Sedimenta-
tion/Ablagerungen, Beschrän-
kung des Sedimenttransports 
auf 50 % der Wassermenge 
• Räumliche Auflösung des 
Berechnungsnetzes und Ab-
grenzung des Untersuchungs-
gebiets 
• Zeitliche Auflösung 
• Hydrologische Randbedingung 
(Ganglinie, Wasserstand) 
• Rauheitsbeiwerte für Strö-
mungsverluste 
• Lage der Bruchstelle 
• Aufbau des Deich- oder Damm-
querschnitts 
• Geometrie der  Bresche (Tiefe, 
Böschungsneigung) 
• Geotechnische Parameter 
(Dichte, Reibungswinkel, Poro-
sität, Durchmesser) 
• Breschenaufweitungsfaktor 
• Freie Standhöhe einer Dichtung 
 
 
 
 
6.2 Bestimmung von Unsicherheiten 
Zur Bestimmung der Auswirkung von Parametervariationen auf das Ergebnis wäre, rein 
deterministisch betrachtet, die Durchführung von einer unendlich großen Anzahl von 
Simulationen notwendig, bei der alle Parameterkombinationen eingesetzt werden. Es 
ergäbe sich unter Variation aller Eingangsparameter je nach Schrittweite der Parame-
termodifikation eine beliebig große Matrix. Zur Reduktion der notwendigen Modellrea-
lisationen werden Unsicherheitsanalysen nach bestimmten Verfahren entwickelt. Eine 
kurze, zielorientierte Zusammenfassung zu diesen Methoden soll die Auswahl einer 
geeigneten Methode zur Bestimmung der Unsicherheiten in der Modellierung von Bre-
schenbildung und Flutwellenausbreitung erläutern. Wesentliche Vorgabe für die Aus-
wahl ist neben der detaillierten Quantifizierung der Unsicherheiten die Anwendbarkeit 
im Rahmen dieser rechenintensiven Modellierung. Das heißt, die Anzahl der zur Quan-
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tifizierung der Unsicherheiten notwendigen Simulationen muss deutlich im zweistelli-
gen Bereich liegen. 
Grundsätzlich wird bei der Analyse von Unsicherheiten eine Unterscheidung in Test-
methoden, Intervallmathematik und Fuzzy-Logik auf der einen Seite und probabilisti-
sche Ansätze auf der anderen Seite getroffen (ISUKAPALLI, 1999). 
Während in der Testmethode die Veränderung einzelner Parameter und die qualitative 
Betrachtung der Auswirkung auf die Ergebnisgrößen zur Analyse der Robustheit des 
Modells dient, werden in der Intervallmathematik Grenzen des Modelloutputs basierend 
auf Grenzen von Modellinputs abgeschätzt. Vorteil der Intervallmathematik ist, dass sie 
auch anwendbar ist, wenn keine Wahrscheinlichkeitsverteilungen der Eingangsdaten 
bekannt sind. Der Nachteil hingegen ist, dass keine Informationen über die Art und den 
Verlauf der Ergebnisunsicherheit gegeben werden (ALEFELD & HERZBERGER, 1983; 
BROADWATER ET AL., 1994). Die Fuzzy-Logik Methoden werden vor allem angewen-
det, wenn Unsicherheit aufgrund von unscharfen Definitionen und Abgrenzungen auf-
tritt. Basierend auf dem Zugehörigkeitsgrad eines Parameters zu einem Set kann der 
Zugehörigkeitsgrad eines Modellergebnisses zu einem Ergebnisset bestimmt werden. 
Fuzzy-Ansätze sind nach ISUKAPALLI (1999) vor allem für die qualitative Beschreibung 
von Unsicherheiten bzw. die Einteilung in verbal definierte Klassen einsetzbar; jedoch 
für die quantitative Charakterisierung der Unsicherheit nicht nutzbar. 
Der vollständige und ideale Weg, den Grad der Unsicherheit eines Modells hinsichtlich 
möglicher Bandbreiten und der Zuverlässigkeit der Modellergebnisse quantitativ zu 
beschreiben, ist die Wahrscheinlichkeitsdichtefunktion (TUNG, 1999; CULLEN & FREY, 
1999). Diese kann nur unter Verwendung von bestimmten probabilistischen Methoden 
entwickelt werden. Demzufolge fokussieren sich die folgenden Ausführungen auf pro-
babilistische Methoden, die in analytische Methoden und Approximationen unterglie-
dert werden (Abbildung 6.1). 
Analytische Lösung
- Transformationen
- Differentiationen
Approximationen
- Point-Estimate-Methoden
- Reihenentwicklungen
- Sampling-based-Methoden
Monte-Carlo-Methode
 
Abbildung 6.1: Gliederung der probabilistischen Methoden 
Methode der Unsicherheitsanalyse 91 
Zur analytischen Bestimmung der Wahrscheinlichkeitsdichtefunktion stehen verschie-
dene Transformations- und Differentiationsmethoden zur Verfügung, wie die Parame-
tertransformation, Fourier-Transformation, Exponentialtransformation, Mellin-
Transformation (CULLEN & FREY, 1999; ISUKAPALLI, 1999; TUNG, 1999). In den ge-
nannten Ansätzen werden die Modellgleichungen explizit betrachtet. Beispielsweise 
wird durch die Bildung der Ableitungen untersucht, welche Auswirkungen Variationen 
der Eingangsparameter haben. Aufgrund des hohen Rechenaufwandes sind diese An-
sätze auf komplexe Modelle kaum anwendbar. Selbst für die einfachsten hydrologi-
schen und hydraulischen Modelle ist eine analytische Abschätzung der Unsicherheiten 
nicht möglich (WERNER, 2004; MELCHING, 1995; BOOGAARD ET AL., 2000). Allerdings 
zeigen computergestützte Umsetzungen, wie beispielsweise die automatische Differen-
tiation von Fortrancodes (ADIFOR), Anwendungsmöglichkeiten bei umfangreicheren 
Simulationsmodellen (BAALOUSHA, 2004; ISUKAPALLI, 2000). 
Die Monte-Carlo-Simulation stellt als stichprobenbasierte Methode innerhalb der Nähe-
rungslösungen einen Übergang zur analytischen Betrachtung dar. Die Verteilungen der 
Eingangsdaten werden entsprechend der statistischen Eigenschaften generiert. Aus den 
Resultaten einer sehr großen Anzahl von Modellrealisationen mit zufällig kombinierten 
Eingangsdaten werden die statistischen Eigenschaften der Ergebnisgrößen bestimmt. 
Eine Einführung zur Monte-Carlo-Methode findet sich bei WOOD (1968). Hauptvorteile 
der Methode sind die Robustheit und Flexibilität, da sie uneingeschränkt auf willkürli-
che Verteilungsfunktionen der Eingangsparameter anwendbar ist und auch beliebige 
Verteilungsfunktionen der Ergebnisgrößen abbildet, ohne die Modellgleichungen expli-
zit zu betrachten. Hauptnachteil ist die große Anzahl an Varianten, die realisiert werden 
müssen und der damit verbundene Zeit- und Rechenaufwand. Zur sicheren Bestimmung 
insbesondere der Ränder einer Verteilungsfunktion wird eine enorm große Anzahl an 
Realisationen benötigt. In Verbindung mit der zeitintensiven Modellierung von Bre-
schenbildung und Flutwellenausbreitung ist die Monte-Carlo-Simulation nicht ausführ-
bar. 
Die folgenden Methoden stellen Alternativen zur Näherung der Wahrscheinlichkeits-
dichtefunktion mit einer geringeren Anzahl an notwendigen Modellrealisationen dar. 
Approximationen der Wahrscheinlichkeitsdichtefunktion werden auf Basis von Point-
Estimate-Methoden (Punktschätzungsmethoden), Reihenentwicklungen oder Sampling-
based-Methoden (stichprobenbasierte Methoden) ermittelt (Abbildung 6.1). 
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Bei den Point-Estimate-Methoden nach ROSENBLUTH (1975, 1981) oder HARR (1989) 
werden basierend auf den statistischen Eigenschaften der Verteilungsfunktionen der 
Eingangsdaten Stützstellen ausgewählt, für die Modellrealisationen durchgeführt wer-
den. Aus den Ergebnissen an diesen Punkten werden die stochastischen Eigenschaften 
der Ergebnisgrößen abgeschätzt. Die Methoden sind teilweise nur für symmetrische 
Verteilungen der Eingangsdaten geeignet. MELCHING (1995) und YU ET AL. (2001) 
zeigen zudem durch den Vergleich mit Monte-Carlo-Simulationen, dass diese Verfah-
ren für die Anwendung bei Niederschlagsabflussmodellen unzuverlässig sind. Punkt-
schätzungsmethoden sind nur für den Fall linearer Modelle geeignet (VRUGT ET AL., 
2003) und führen bei nicht-linearen Modellen zu schlechten Näherungen der statisti-
schen Parameter (KUCZERA & PARENT, 1998). 
Zu probabilistischen Approximationen auf Basis von Reihenentwicklungen gehören 
• die Taylorreihenentwicklungen [z. B. Generation of System Moments (CULLEN 
& FREY, 1999), Statistical error propagation (CULLEN & FREY, 1999), Delta 
Method, First Order Variance Estimation Method FOVE (BERTHOUEX, 1975)], 
• Reliability-Based-Methoden [z. B. Mean Value First Order Second Moment 
Method MFOSM und Erweiterung AFOSM (TUNG, 1999), First Order Reliabil-
ity Method FORM, Second Order Reliability Method SORM (BAALOUSHA, 
2004)] und  
• die Response-Surface-Methode (BOX & WILSON, 1951). 
Die Grundidee der Verfahren ist die Näherung der Verteilung durch eine parametrische 
Funktion auf Basis von wenigen Modellrealisationen an definierten Stützstellen. Unter-
schiede in den verschiedenen Ansätzen bestehen darin, wie diese Punkte ausgewählt 
werden. Alle Taylorreihenentwicklungen benötigen die Ableitungen der Modellglei-
chungen an bestimmten Punkten, was bei komplexen Modellen oder nicht-
differenzierbaren Funktionen zu Problemen führt. Zudem kann die Wahl einer zu ge-
ringen Ordnung der Taylorreihe Fehler hervorrufen (ISUKAPALLI, 1999). Für die 
MFOSM und AFOSM stellen MELCHING (1995) und YU ET AL. (2001) auf Basis des 
Vergleichs mit Monte-Carlo-Simulationen bei hydrologischen Fragestellungen eine 
Unzuverlässigkeit der Ergebnisse fest. 
Die Reliability-Based-Methoden sind sinnvoll für Problemstellungen einsetzbar, in 
denen ein einzelnes Fehlerkriterium betrachtet wird, wie beispielsweise bei der Be-
stimmung von Versagenswahrscheinlichkeiten (ISUKAPALLI, 1999). Sie sind auf die 
vorliegende Fragestellung nicht anwendbar. 
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In der Response-Surface-Methode wird eine polynomische Abbildung der Ergebnis-
oberfläche als Ersatz für das eigentliche Rechenmodell entwickelt. Von der Ersatzlö-
sung werden dann alle Informationen zur Unsicherheit abgeleitet. Dieser Ansatz gibt 
die Grundlage der Stochastic-Response-Surface-Methode (Kapitel 6.3). 
In der Literatur sind zur Reduktion der Modellrealisationen eine Reihe von Sampling-
based-Methoden zu finden: Importance Sampling (HARBITZ, 1983), Stratified Sampling 
und Latin Hypercube Sampling (MCKAY ET AL., 1979), Markov Chain Monte-Carlo 
(GELMANN ET AL., 1995), Boot-Strapping and Jack-Knifing-Resampling (BOOGAARD ET 
AL., 2000), Reduced space approach (KARAMCHANDANI, 1987) und die Generalised 
Likelihood Uncertainty Estimation GLUE (BEVEN & BINLEY, 1992). Sie basieren auf 
Monte-Carlo-Simulationen, führen jedoch vorab eine Auswahl der zu realisierenden 
Berechnungen durch, in denen eine bestimmte Stichprobenkombination der Variablen 
zusammengestellt wird. Diese Parameterkombination bleibt innerhalb der durchzufüh-
renden Modellrealisationen jeweils gleich. Beim Importance Sampling wird beispiels-
weise auf Basis einer angenommenen Verteilung des Ergebnisses die relative Bedeu-
tung jeder Parameterkombination bei der Bestimmung der Verteilungsfunktion ermit-
telt. Beim Latin Hypercube Sampling werden die Verteilungsfunktionen der Parameter 
in Abschnitte gleicher Wahrscheinlichkeit unterteilt und ein Wert aus jedem Intervall 
verwendet. Die GLUE-Methode bedarf zur Bestimmung der Unsicherheiten der Defini-
tion eines Vergleichswerts. Dieser kann aus Expertenwissen, unscharfen Angaben oder 
einem Messwert abgeleitet werden. Mit Hilfe der Methode wird daraufhin ein Zielerrei-
chungsgrad ermittelt (WERNER, 2004). Da die Unsicherheitsanalyse im Rahmen dieser 
Arbeit für die Prognose der Versagensfolgen ohne Messwerte durchgeführt wird, kann 
die GLUE-Methode nicht verwendet werden. 
Die Anzahl der Modellrealisationen ist bei den verschiedenen Näherungsmethoden 
weiterhin erheblich und zudem nicht immer a priori bestimmbar. Zur Abbildung der 
gesamten Wahrscheinlichkeitsdichtefunktion auch in Bereichen geringer Wahrschein-
lichkeit und zur Berücksichtigung mehrerer, unsicherer Eingangsparameter muss die 
Anzahl der Simulationen im dreistelligen Bereich liegen (CULLEN & FREY, 1999). Dies 
ist bei den Rechenzeiten von komplexen Modellen nicht möglich. Aus diesem Grund 
entwickelt ISUKAPALLI (1999 & 2000) die Stochastic-Response-Surface-Methode. Sie 
stellt eine sehr effiziente, robuste Methode zur Bestimmung von Unsicherheiten dar, die 
auf beliebige, komplexe Modelle anwendbar ist. Eine Vorstellung der Methode, ihrer 
Vorgehensweise sowie eine Abwägung der Vor- und Nachteile ihres Einsatzes im Rah-
men dieser Arbeit erfolgt in Kapitel 6.3. 
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6.3 Die Stochastic-Response-Surface-Methode (SRSM) 
Bei der SRSM handelt es sich wie in Kapitel 6.2 erwähnt um eine Erweiterung der 
klassischen, deterministischen Response-Surface-Methode (BOX & WILSON, 1951). Der 
wesentliche Unterschied betrifft die Eingangsdaten. Während sie in der ursprünglichen 
Version als deterministische Größen definiert sind, werden die Eingangsdaten in der 
SRSM als Zufallsgrößen berücksichtigt (ISUKAPALLI, 1999). 
 
Abbildung 6.2: Ablauf der Stochastic-Response-Surface-Methode SRSM (ISUKAPALLI, 1999) 
Die Entwicklung der SRSM durch ISUKAPALLI (1999) zielt vor allem auf die Reduktion 
der erforderlichen Modellrealisationen bei adäquater Abbildung der Unsicherheiten in 
komplexen Modellen ab. Dies wird erreicht, indem sowohl die variablen Eingangsdaten 
als auch die Ergebnisse des Modells in Abhängigkeit von Standardzufallsvariablen 
ausgedrückt werden. Zur Abbildung der Ergebnisse dient eine polynomische Reihen-
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entwicklung der Zufallsvariablen, die von ISUKAPALLI (1999) als polynominal chaos 
expansion bezeichnet wird. Die unbekannten Koeffizienten dieser Chaosreihenentwick-
lung werden durch eine stark reduzierte Anzahl von Simulationsläufen mit dem Modell 
bestimmt. Das Diagramm in Abbildung 6.2 verdeutlicht die Vorgehensweise der Me-
thode. 
Die Methode legt die Annahme zugrunde, dass die Unsicherheiten der Eingangsdaten 
mit Standardverteilungen abgebildet werden können. Das Verfahren stellt die in Tabelle 
6.2 gezeigten Verteilungen zur Auswahl, die im ersten Schritt in Funktionen der Stan-
dardzufallsvariablen ξi transformiert werden. Diese Standardzufallsvariablen sind je-
weils normalverteilt, besitzen den Mittelwert μ = 0 und eine Standardabweichung von 
σ = 1. Für jede unsichere Eingangsgröße wird eine Standardzufallsvariable ξi einge-
führt. 
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Tabelle 6.2: Verteilungsfunktionen und ihre Transformation in Funktionen der Standardzufallsvari-
ablen (nach ISUKAPALLI, 1999) 
Verteilungsfunktion Parameter und Bedingung 
Wahrscheinlichkeitsdichte-
funktion Transformation 
Gleichverteilung 
a b  
,a b  1
b a−  
1 1( ) ( )
2 2
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ξ
γ− + 2  
Weibull 
 
a  1 ,
aa xax e x− − ≥ 0  1ay  
Extremwert 
 
 
x  xx ee −− −  log( )y−  
 
Durch die Vorgabe von Standardverteilungsfunktionen ist die Anwendung der Methode 
auf Probleme eingeschränkt, bei denen die Eingangsdaten diesen stetigen Funktionen 
folgen. Diskontinuierliche Verläufe der Unsicherheiten in Eingangsdaten können nicht 
berücksichtigt werden. 
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Anschließend werden die Ergebnisgrößen Yi mit den gleichen Standardzufallsvariablen 
ξi auf Basis der Reihenentwicklung eines Hermite-Polynoms mit unbekannten Koeffi-
zienten beschrieben und sind damit wiederum Zufallsvariablen. ISUKAPALLI (1999) 
definiert dieses polynomiale Chaos in Abhängigkeit der Zufallsvariablen ξi zu 
( ) ( ) ( )1 21 1 1 2 1 2 1 2 3 1 2 3
1 1 2 1 2 3
0 1 2 3
1 1 1 1 1 1
, , , ...
ii i in n n
i i i i i i i i i i i i
i i i i i i
Y a a a aξ ξ ξ ξ ξ ξ
= = = = = =
= + Γ + Γ + Γ +∑ ∑∑ ∑∑∑  (6.1) 
mit den unbekannten Koeffizienten ai und dem Hermite-Polynom des Grades p: 
( ) ( )1
1
1 1
2 2,..., 1
...
T T
p
p
p
p i i
i i
e e
ξ ξ ξ ξξ ξ ξ ξ
− ⋅∂Γ = − ⋅ ⋅ ⋅∂ ∂  . (6.2) 
Im Rahmen der vorliegenden Arbeit können Hermite-Polynome 2. oder 3. Grades ver-
wendet werden. Mit steigendem Grad ist folglich eine größere Anzahl unbekannter 
Koeffizienten und die Durchführung zusätzlicher Simulationen erforderlich. 
Zur Bestimmung der Regressionspunkte, an denen Ergebnisgrößen berechnet werden 
müssen, stehen verschiedene Verfahren zur Verfügung. Im Rahmen dieser Arbeit wird 
die orthogonal collocation method (VILLADSEN & MICHELSEN, 1978) mit regressions-
basierter Erweiterung angewendet, da diese Kombination von ISUKAPALLI (1999) als 
die stabilste Lösung identifiziert wird. Allerdings erhöht sich die Anzahl der zu realisie-
renden Modellrechnungen leicht. Während bei den reinen Kollokationsmethoden ein-
zelne Punkte das Ergebnis stark beeinflussen können, wird das Ergebnis durch die Reg-
ression aufgrund weiterer Simulationen stabilisiert. 
Nach Auswahl der Regressionspunkte muss das Modell mit den vorgegebenen Parame-
terkombinationen als Eingangsbedingungen ausgeführt werden. In diesem Schritt der 
Unsicherheitsanalyse werden somit Berechnungen der Breschenbildung und Überflu-
tung mit BreFlow notwendig. 
An den gewählten Punkten ist somit die betrachtete Ergebnisgröße bekannt. Die Resi-
duen des Hermite-Polynoms, also die Abweichungen zur exakten Lösung, sind an die-
sen Punkten gleich null und die unbekannten Koeffizienten können aus dem System 
linearer Gleichungen mittels Singulärwertzerlegung ermittelt werden. Dadurch wird aus 
dem Hermite-Polynom die Ersatzlösung, die Response Surface, berechnet. 
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Anhand der Ersatzlösung können anschließend Ergebnisse einer beliebigen Anzahl 
generiert werden, die der Ableitung der Wahrscheinlichkeitsdichtefunktion und aller 
statistischer Parameter der Lösung dienen. 
Der Ablauf der Methode wird im Folgenden kurz anhand eines einfachen Beispiels 
demonstriert. Ein Eingangsparameter sei normalverteilt mit dem Mittelwert μ und der 
Standardabweichung σ, entsprechend gilt: 
2
2
( )
21( )
2
x
f x e
μ
σ
σ π
−−=  (6.3) 
Nach Tabelle 6.2 ergibt sich die Transformation in eine Funktion der Standardzufalls-
variabeln ξ als: 
X μ σ ξ= + ⋅  (6.4) 
Eine Reihenentwicklung 2. Grades in der Hermite-Basis für die Ergebnisgröße Y in 
Abhängigkeit von der Standardzufallsvariablen ξ ergibt sich zu: 
2
1 2 3 ( 1)Y a a aξ ξ= + ⋅ + ⋅ −  (6.5) 
mit den unbekannten Koeffizienten a1, a2 und a3. An drei Regressionspunkten, also mit 
drei unterschiedlichen Eingangsdaten, muss nun eine Modellrechnung ausgeführt wer-
den, so dass sich drei Werte für die Ergebnisgröße Y ergeben und die Koeffizienten aus 
dem Gleichungssystem ermittelt werden können. Mit der Chaosreihenentwicklung und 
einer großen Anzahl von Zufallszahlen ξ können Ergebnisse Y in beliebiger Anzahl 
generiert werden, deren statistische Eigenschaften anschließend bestimmbar sind. 
Für die Herleitung, den mathematischen Nachweis und eine detaillierte Beschreibung 
der einzelnen Schritte der SRSM sei auf ISUKAPALLI (1999 & 2000) verwiesen. 
ISUKAPALLI (1999) validiert die Methode durch den Einsatz bei der Bestimmung von 
Unsicherheiten eines biologischen Modells, eines atmosphärischen, photochemischen 
Modells, eines Luftqualitätsmodells und eines Grundwassermodells und stellt dabei 
jeweils durch den Vergleich mit umfangreicheren Monte-Carlo-Simulationen die Gül-
tigkeit, Stabilität und Effizienz des Verfahrens unter Beweis. Die notwendige Anzahl 
der Modellrealisationen wird um den Faktor 15-150 (z.B.: 10000/91; 100000/600; 
5000/350) verringert, ohne die Abbildungsgüte der Ergebnisunsicherheiten zu reduzie-
ren. 
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Weitere Anwendungen der SRSM werden für dreidimensionale Grundwassermodellie-
rung mit Transport (BALAKRISHNAN ET AL., 2003 & 2005), für Herstellungstoleranzen 
der Verdrillung elektromagnetischer Motoren (KIM ET AL., 2003 & 2004) sowie für 
Toleranzanalysen in der Mikroelektronik (ANILE ET AL., 2003) und für chemische 
Verbrennungs- und Oxidationsprozesse (BALAKRISHNAN, 2002) vorgestellt. 
Die SRSM wird im Rahmen dieser Arbeit eingesetzt, da auf Basis einer äußerst gerin-
gen Anzahl an Modellrealisationen eine genaue Abbildung der Wahrscheinlichkeits-
dichtefunktionen der Ergebnisgrößen ermöglicht wird. Zudem wird kein Zugriff auf die 
Modellgleichungen benötigt, so dass die Anwendung programmtechnisch vor- und 
nachgeschaltet zur eigentlichen Modellierung umsetzbar ist. Nachteil der Methode ist, 
dass die Unsicherheiten der Eingangsparamter mit Hilfe stetiger Standardverteilungen 
abgebildet werden müssen. Inwieweit die Parameterunsicherheiten der Breschenbildung 
diesen Funktionen folgen, wird in Kapitel 6.5 betrachtet. 
Trotz der geringeren Anzahl an Modellausführungen in der SRSM muss zur weiteren 
Reduktion der Simulationen eine Vorauswahl der Parameter mit maßgeblichem Ein-
fluss auf die Ergebnisse der Flutwellenausbreitung getroffen werden. Dies wird mit 
Hilfe der folgenden Sensitivitätsanalyse erreicht. 
6.4 Sensitivitätsanalyse zur Identifikation der maßgeblichen 
Einflussfaktoren 
Ziel einer Sensitivitätsanalyse ist es, die Änderung des Modellergebnisses infolge der 
Änderung einer Eingangsgröße zu ermitteln. Die Untersuchung wird für Deich- und 
Dammbrüche getrennt durchgeführt. Zur Analyse der Parametereinflüsse bei einem 
Deichbruch dient ein reales Beispiel mit einem 3,8 m hohen Drei-Zonen-Deich am 
Niederrhein (KÖNGETER ET AL., 2006a; Querschnitt in Abbildung C.1 in Anhang C). 
Für Dammbrüche wird der Laborversuch nach SPINEWINE ET AL. (2004) aus Kapitel 
5.3.2 verwendet. Dieses Beispiel wird aufgrund der geringen Rechenzeit ausgewählt. Es 
ist zu bedenken, dass der Stauraum sich während der Breschenbildung rasch entleert 
und dies die Ergebnisse beeinflussen kann. 
Als geotechnische Parameter des Materials werden in der Sensitivitätsanalyse unter-
sucht: 
• Kornrohdichte 
• Korndurchmesser 
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• Porosität 
• Reibungswinkel 
Bezüglich der Vorgabe der Breschengeometrie werden folgende Parameter variiert: 
• Initialbreschentiefe 
• Breschenaufweitungsfaktor 
• Lage des Drehpunkts (bzw. minimale Sohllage für Deiche) 
• Böschungsneigung im Breschenquerschnitt 
• freie Standhöhe einer Dichtung. 
Für die Art der Breschenentwicklung in Dämmen wird wie in Kalibrierung und Validie-
rung die Drehung gewählt, während für Deichbrüche mit größeren Anteilen kohäsiven 
Materials eine Entwicklung parallel zur Krone vorgegeben wird. Diese Parametrisie-
rung wird aus den Erkenntnissen von Modellversuchen abgeleitet (Kapitel 3.1.2) und 
geht nicht in die Unsicherheitsanalyse mit ein. Ferner werden die Sedimenttransport-
formeln nicht betrachtet, vielmehr wird aus Kalibrierung und Validierung sowie aus der 
Untersuchung von BROICH (1997) gefolgert, dass eine Verwendung der Meyer-Peter-
Müller-Formel und deren Erweiterung nach SMART (1984) eine geeignete Basis bietet. 
Innerhalb der Sensitivitätsanalyse werden die oben aufgeführten Parameter jeweils 
isoliert unter Beibehaltung der übrigen Parameterwerte variiert. Die zugehörigen Aus-
wirkungen auf den Breschenabfluss werden für die Bestimmung des Einflusses auf die 
Überflutung betrachtet. Die Analyse folgt damit dem Konzept der Parameter Perturba-
tion nach MCRAE ET AL. (1982). Ausgehend von einer Grundvariante für alle Parameter 
wird jeweils die Veränderung eines Parameters k um Δk untersucht. 
Nicht alle Parameter werden dabei um den gleichen Prozentsatz verändert, da die Unsi-
cherheiten und Bandbreiten der einzelnen Parameter unterschiedlich zu beurteilen sind. 
Somit wird in der Sensitivitätsanalyse zunächst die absolute Veränderung der Bre-
schendurchflussganglinie betrachtet. Anschließend wird die Auswirkung auf den Ma-
ximalwert des Breschenabflusses im Verhältnis der Parameteränderung untersucht. 
Tabelle 6.3 gibt die Parameter in der Grundvariante und der jeweiligen Variation an. 
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Tabelle 6.3: Parametervorgaben für die Sensitivitätsanalyse 
 Deich Damm 
Parameter k Grundvariante Variation Δk Grundvariante Variation Δk 
Geotechnik 
Kornrohdichte 2786 kg/m³ 2229 kg/m³ -20 % 2745 kg/m³ 2196 kg/m³ -20 % 
Korndurchmesser 0,00006 m 0,0006 m 900 % 0,0015 m 0,0012 m -20 % 
Porosität 0,3 0,2 -33 % 0,42 0,25 -40 % 
Reibungswinkel 30 ° 24 ° -20 % 34 ° 42,5 ° 25 % 
Geometrie 
Initialbresche 2,05 m 2,55 m 24 % 0,07 m 0,075 m 7 % 
b/t 2,7 1 -62 % 2,7 1 -63 % 
Drehpunkt 100 % 80 % -20 % 90 % 80 % -11 % 
1:hor 1 2 100 % 1 2 100 % 
 
Die Veränderung der geotechnischen Parameter folgt Angaben von BAECHER & 
CHRISTIAN (2003) und orientiert sich an der vom IWW in Zusammenarbeit mit dem 
Institut für Bodenmechanik und Felsmechanik der Universität Karlsruhe durchgeführ-
ten Sensitivitätsanalyse für Versagenswahrscheinlichkeiten in KÖNGETER ET AL. 
(2004a). 
Für die Korndurchmesser werden d30, d50 und d90 im gleichen Verhältnis verändert; die 
Tabelle zeigt nur den Wert des fünfzigprozentigen Siebdurchgangs. Für den Breschen-
aufweitungsfaktor wird eine geringere Aufweitung im Gegensatz zum kalibrierten Wert 
von b/t = 2,7 getestet. Die Lage des Drehpunkts wird von 90 % auf 80 % der Dammhö-
he verringert und für die Böschungsneigung im Breschenquerschnitt wird ein steilerer 
Wert vorgegeben, da dies den Beobachtungen aus den Modellversuchen entspricht 
(Kapitel 3.1.2). Die Breschensohlbreite wird im Rahmen der Sensitivitätsanalyse nicht 
untersucht, da sich bei den Damm- und Deichbruchsimulationen aufgrund der nachlas-
senden hydraulischen Belastung eine maximale Breschenbreite ohne Vorgabe ergibt. 
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Abbildung 6.3: Vergleich der Breschendurchflüsse unter Variation der Eingangsparameter für einen 
Deichbruch 
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Abbildung 6.4: Vergleich der Breschendurchflüsse unter Variation der Eingangsparameter für das 
Dammbruchexperiment nach SPINEWINE ET AL. (2004) 
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Sowohl bei der Breschenbildung am Deich als auch am Damm wird deutlich, dass der 
Korndurchmesser, der Reibungswinkel und die Initialbreschentiefe den Verlauf der 
Ganglinie kaum beeinflussen (Abbildung 6.3 und Abbildung 6.4). 
Vom Korndurchmesser hängt vor allem die kritische Schubspannung ab. Diese wird 
jedoch während der Breschenbildung von der vorhandenen Schubspannung so deutlich 
überschritten, dass die maximale Erosion meist durch die maximale Transportkapazität 
der Strömung, hier begrenzt auf 50 % des Wasserabflusses, beschränkt wird und somit 
eine Veränderung der kritischen Schubspannung lediglich einen untergeordneten Ein-
fluss hat. Analog gilt dies für den Reibungswinkel, da sein Wert ausschließlich in die 
Modifikation der kritischen Schubspannung nach SMART (1984) eingeht. 
Die geringe Sensitivität des Breschendurchflusses gegenüber einer Veränderung der 
Initialbreschentiefe erklärt sich dadurch, dass lediglich der Beginn der Erosion beein-
flusst wird. Nach relativ kurzer Zeit entspricht der Verlauf der Ganglinien bei Ände-
rung der Initialbreschentiefe in beiden Fällen wieder dem Verlauf der Grundvariante. 
Den geringen Einfluss der Variation der Initialbreschenbreite bei Deichbrüchen stellt 
auch GARCIA (2006) fest. 
Bei dem untersuchten Deichbruch beeinflusst eine Variation des Breschenaufweitungs-
faktors nur die Breschenbildung am Initialquerschnitt von der Initialbreschentiefe bis 
zum Erreichen der vorgegebenen maximalen Breschentiefe. Die anschließende Breiten-
entwicklung ist nicht mehr vom Breschenaufweitungsfaktor abhängig und erst in dieser 
Phase tritt der maximale Breschendurchfluss auf (Abbildung 6.3). Bei der Breitenent-
wicklung wird die gesamte Erosionskapazität an den Seiten der Bresche umgesetzt, da 
die Tiefenentwicklung begrenzt ist. 
Gegenüber der Böschungsneigung der Bresche zeigt das Modell beim Deichbruch eine 
untergeordnete Sensitivität (Abbildung 6.3), da sie den zur Verfügung stehenden Ab-
flussquerschnitt der bis zu 150 m breiten Bresche kaum beeinflusst. 
Aus Abbildung 6.3 wird ersichtlich, dass für den Deichbruch die Auswirkungen einer 
Variation der Kornrohdichte und der Lage des Drehpunkts dominant sind. Die Korn-
rohdichte bestimmt zum einen das erodierte Volumen und damit die Höhen- bzw. Brei-
tenänderung der Bresche in jedem Zeitschritt. Zum anderen definiert der Drehpunkt den 
maximalen Potentialunterschied zwischen Wasserspiegellage im Fluss und Breschen-
sohllage. 
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Auch im Dammbruchexperiment von SPINEWINE ET AL. (2004) hat der Breschenaufwei-
tungsfaktor einen geringen Einfluss auf die Ganglinie des Breschenabflusses. Es wird 
jedoch vermutet, dass die Bedeutung dieses Parameters hier aufgrund der raschen Ent-
leerung des Stauraums unterschätzt wird. Bei der Anwendung der Methodik auf einen 
realen Damm in Kapitel 7.2 mit großem Stauvolumen zeigt sich eine deutliche Sensiti-
vität des Ergebnisses bezüglich des Breschenaufweitungsfaktors, so dass dieser Para-
meter in der Unsicherheitsanalyse mit berücksichtigt wird. Dies entspricht Analysen 
von MEON (1989) an seinem Breschenbildungsmodell. 
Der Verlauf des Breschendurchflusses für die Breschenbildung am Damm in Abbildung 
6.4 zeigt die größten Abweichungen von der Grundvariante bei Variation der Kornroh-
dichte, der Porosität, der Lage des Drehpunkts und der Böschungsneigung. Neben der 
Kornrohdichte beeinflusst auch die angesetzte Porosität das abzutragende Volumen in 
der Bresche. Der Einfluss der Porosität tritt beim Dammbruch deutlicher hervor als 
beim Deichbruch. Auch WALDER & O’CONNOR (1997) und MEON (1989) stellen für 
ihre Modelle eine hohe Sensitivität des Breschendurchflusses bei der Veränderung der 
Erosionsparameter sowie unter Variation der Kornrohdichte fest. 
Die Lage des Drehpunkts beeinflusst beim Dammbruch aufgrund der Breschenentwick-
lungsform als Drehung nicht nur den Potentialunterschied, sondern auch die Neigung 
der Breschensohle, die in die Transportformel nach SMART (1984) eingeht. Diese Beo-
bachtung stimmt mit den Erkenntnissen von WALDER & O’CONNOR (1997) und 
PETRASCHECK & SYDLER (1984) überein. 
Der merkliche Einfluss, den die Vorgabe der Böschungsneigung in der Bresche auf den 
Durchfluss ausübt (Abbildung 6.4), liegt darin begründet, dass dieser Parameter die 
Öffnungsweite der Bresche und damit den zur Verfügung stehenden Abflussquerschnitt 
bestimmt. Die physikalischen Modellversuche von PICKERT ET AL. (2004) und Sensiti-
vitätsanalysen an Breschenbildungsmodellen von MEON (1989) und SINGH & 
SNORRASON (1988) bestätigen diese Beobachtung. 
Zur Bewertung der Sensitivität im Verhältnis zur Parametervariation wird nun allein 
der Maximalwert des Breschendurchflusses betrachtet. Dazu wird, den Vorgaben von 
MCRAE ET AL. (1982) folgend, jeweils der normalisierte Gradient als Maß der Sensitivi-
tät für die durchgeführten Simulationen bestimmt. Das Maß der Sensitivität entspricht: 
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maxQ
QS k
k
Δ
= Δ  (6.6) 
Dadurch wird die Auswirkung einer Parametervariation auf den Maximalwert des Ab-
flusses zur Veränderung des Parameters ins Verhältnis gesetzt. Je größer der absolute 
Wert für das Maß der Sensitivität ist, desto größer ist der Einfluss, den eine Verände-
rung des untersuchten Parameters auf das Ergebnis hat. Ist das Sensitivitätsmaß positiv, 
sind Veränderung von Parameter und Ergebnis direkt proportional zueinander, bei ne-
gativen Werten besteht ein umgekehrt proportionaler Zusammenhang. Aus dem Sensi-
tivitätsmaß für jede Parametervariation wird der Einfluss der verschiedenen Parameter 
vergleichbar. 
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Abbildung 6.5: Sensitivitätsmaß des maximalen Breschendurchflusses von Deich- und Dammbrüchen 
In Übereinstimmung mit der absoluten Veränderung der Ganglinien zeigt Abbildung 
6.5, dass der maximale Wert des Breschenabflusses bei Deichbruch durch weniger 
Parameter beeinflusst wird als der maximale Breschenabfluss bei Dammbruch. Der 
maximale Breschendurchfluss hängt beim Deichbruch hauptsächlich von der Breschen-
sohllage und von der Kornrohdichte ab. Der Prozess der Breschenentwicklung an Dei-
chen läuft deutlich langsamer ab und reagiert weniger empfindlich auf Unterschiede in 
der Breschenquerschnittsgeometrie. Beim Dammbruch hingegen wirken sich die Korn-
rohdichte, die Porosität und die gewählte Breschengeometrie stark aus. Die Variation 
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der freien Standhöhe einer plötzlich versagenden Dichtung, untersucht am heterogen 
aufgebauten Steinschüttdamm aus Kapitel 5.3.4, hat keinen Einfluss auf den maximalen 
Wert des Breschendurchflusses. 
Auf Basis der Sensitivitätsanalyse werden die in Tabelle 6.4 aufgeführten Parameter in 
die Unsicherheitsanalyse aufgenommen. 
Tabelle 6.4: Auswahl der Parameter für die Unsicherheitsanalyse 
Deichbrüche Dammbrüche 
• Kornrohdichte 
• Drehpunkt 
• Kornrohdichte 
• Porosität 
• Drehpunkt 
• Böschungsneigung 
• Breschenaufweitungsfaktor 
 
6.5 Verteilungsfunktionen der ausgewählten Parameter 
6.5.1 Vorgehensweise 
Zur Berücksichtigung der ausgewählten Parameter in der Unsicherheitsanalyse mit 
Hilfe der SRSM müssen für die ausgewählten Parameter Verteilungsfunktionen als 
Charakterisierung der Parameterunsicherheit entwickelt werden. Dies erfolgt anhand 
von Literaturangaben sowie anhand von historischen Ereignissen zu Damm- und 
Deichbrüchen. 
Die geotechnischen Parameter können bei der Anwendung des Modells zu Prognose-
zwecken meist den Planungs- oder Ausführungsunterlagen der Bauwerke entnommen 
werden, sie enthalten dabei allerdings weiterhin zumindest eine natürliche Variabilität 
und darüber hinaus gegebenenfalls, wie in Kapitel 6.1 beschrieben, Parameterunsicher-
heiten. Angaben zu den Verteilungsfunktionen der geotechnischen Parameter werden 
der Literatur entnommen. 
Die Vorgehensweise zur Ableitung von Verteilungsfunktionen für die geometrischen 
Parameter aus historischen Versagensfällen folgt dem in Abbildung 6.6 dargestellten 
Ablauf. 
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Abbildung 6.6: Vorgehensweise zur Bestimmung der Verteilungsfunktionen 
Nachdem die vorliegenden Schadensfalldaten von Ausreißern bereinigt wurden, werden 
sie nach der Regel von FREEDMAN & DIACONIS (1981) in Klassen eingeteilt und ent-
sprechend ihrer Häufigkeit bzw. ihrer Summenhäufigkeit graphisch aufgetragen. Die 
Klassengröße beeinflusst dabei zwar die graphische Darstellung, jedoch nicht die an-
schließende Ableitung der Verteilungsfunktion. Auf Basis einer angenommenen Vertei-
lungsfunktion werden die zugehörigen Parameter mit der Maximum-Likelihood-
Methode, erläutert beispielsweise in PLATE (1993) und CULLEN & FREY (1999), ge-
schätzt. Soweit im Folgenden nicht anders gekennzeichnet, entsprechen die gewählten 
Verteilungsfunktionen den in Tabelle 6.2 gegebenen Funktionen und zugehörigen Pa-
rametern. 
Die gewählte Anpassung wird anschließend graphisch mittels Probability plots (Wahr-
scheinlichkeitsgraphen) überprüft. Da diese Darstellung der empirischen Wahrschein-
lichkeit nicht als Beweis angesehen werden kann (CHAMBERS ET AL., 1983, CULLEN & 
FREY, 1999), wird die Abbildungsgüte der Funktion bezüglich der Daten zusätzlich mit 
dem Kolmogoroff-Smirnow-Test, ebenfalls beschrieben in PLATE (1993) und CULLEN 
& FREY (1999), bestimmt. Der Kolmogoroff-Smirnow-Test wird gewählt, weil er auch 
für kleine Stichproben geeignet ist (CULLEN & FREY, 1999). Ergebnis des Tests ist das 
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Signifikanzniveau α, auf dessen Basis die Nullhypothese der Gültigkeit der ermittelten 
Verteilung nicht verworfen werden kann. Die Festlegung eines Richtwerts des Signifi-
kanzniveaus ist stets schwierig und unterliegt der subjektiven Beurteilung (CULLEN & 
FREY, 1999; PLATE, 1993). 
6.5.2 Verteilungsfunktionen ausgewählter Parameter bei Deichbrüchen 
Für Deichbrüche muss eine Verteilungsfunktion für die Kornrohdichte des Deichma-
terials bestimmt werden. Alternativ kann aus der Verteilung der Wichte und der ange-
nommenen Porosität eine Funktion für die Kornrohdichte abgeleitet werden. OUMERACI 
& KORTENHAUS (2002) geben eine Zusammenstellung der Verteilungsfunktionen und 
zugehöriger Parameter für die Eingangsgrößen bei der Bestimmung der Versagens-
wahrscheinlichkeit von Seedeichen. Sowohl für die Wichte als auch für die Kornroh-
dichte wird als Verteilungstyp eine Normalverteilung angegeben. Sie wird gewählt, 
wenn die mittleren Werte eines Kollektivs zugleich die häufigsten und somit wahr-
scheinlichsten sind und Abweichungen vom Mittelwert in positive und negative Rich-
tung gleich wahrscheinlich sind (SCHÖNWIESE, 1992). Dabei sind kleine Abweichungen 
vom Mittelwert häufiger als große (WITTE & SCHMIDT, 1991). 
OUMERACI & KORTENHAUS (2002) geben für die Wichte von Sand einen Mittelwert 
von μ = 18 kN/m³ und eine Standardabweichung von σ = 1 kN/m³ an. Für die Kornroh-
dichte wird bei einem Mittelwert von μ = 2650 kg/m³ eine Standardabweichung von 
σ = 500 kg/m³ angegeben. Der letztgenannte Wert erscheint im Vergleich zu anderen 
Quellen recht hoch. BAECHER & CHRISTIAN (2003) geben die Standardabweichung mit 
1-10 % des Mittelwerts an, MEADOWCRAFT (1994) beziffert die Standardabweichung 
für die Kornrohdichte mit σ = 132,5 kg/m³. Dieser Wert entspricht bei einer Porosität 
von n = 0,3 umgerechnet auf die Wichte einer Standardabweichung von 
σ = 0,9275 kN/m³. In der vorliegenden Untersuchung wird für das Deichmaterial eine 
Normalverteilung angenommen und eine Standardabweichung von σ = 1 kN/m³ bezo-
gen auf die Wichte sowie eine Standardabweichung von σ = 143 kg/m³ bezogen auf die 
Kornrohdichte verwendet. 
Für einen Drei-Zonen-Deich mit den Hauptbestandteilen Stützkörper, Lehm/Ton und 
sandiger Kies sind in Abbildung 6.7 die Dichtefunktionen der Kornrohdichte gegeben. 
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Abbildung 6.7: Dichtefunktionen der Kornrohdichte bei einem synthetischen Drei-Zonen-Deich 
Für die Unsicherheitsanalyse bei Deichbrüchen wird als zweiter Parameter die Lage 
des Drehpunkts betrachtet. Der Parameter ist sowohl von der hydraulischen Belastung 
als auch von der Geometrie und dem Aufbau des Deichs und des Untergrunds abhän-
gig. Um eine allgemeine Abschätzung möglicher Breschentiefen zu erhalten, werden 
historische Deichbrüche analysiert. 
Angaben zur Breschentiefe im Verhältnis zur Deichhöhe sind selten in der Literatur 
dokumentiert. LTV SACHSEN (2005) stellen eine detaillierte Analyse zu Deichbrucher-
eignissen während des Augusthochwassers 2002 an Elbe und Mulde vor. Eine Daten-
sammlung zu Deichbrüchen in den Jahren 1945 bis 2001 in Ungarn wird von Boukalo-
va & Benes (MORRIS, 2005) und NAGY (2004) präsentiert. Informationen zur Deichhö-
he und zur Breschentiefe werden somit für 59 Deichbrüche in Sachsen und 73 Deich-
brüche in Ungarn gegeben. Die Autoren stellen keine eindeutigen Abhängigkeiten der 
Breschentiefe von einem bestimmten Aufbau, von der Höhe des Deichs oder anderen 
Einflussparametern fest. In weiteren Studien, beispielsweise von TER VOORDE (2004) 
und SEED ET AL. (2005), werden reale Deichbruchereignisse analysiert, jedoch fehlen 
die Angaben zur ursprünglichen Höhe des Deichs. 
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Abbildung 6.8: Gegenüberstellung von Deichhöhe und Breschentiefe aus Datenbanken der LTV 
SACHSEN (2005) und von Boukalova & Benes (MORRIS, 2005); insgesamt 132 
Deichbrüche 
In Abbildung 6.8 wird die Breschentiefe der Deichhöhe gegenübergestellt; für Punkte 
auf der eingezeichneten Winkelhalbierenden entspricht die Breschentiefe der Deichhö-
he. Es wird deutlich, dass die Breschentiefe in der Mehrzahl der Versagensfälle über 
der ursprünglichen Deichhöhe liegt. In 58 % der Fälle tritt Kolk auf. Auch in anderen 
Analysen von Deichbrüchen wird dieses Verhalten sichtbar (SEED ET AL., 2005). Das 
Auftreten von starkem Kolk bei Deichbrüchen wird auch von ZHU ET AL. (2005) und 
XIUZHONG & GUANGQIAN (2004) besonders herausgestellt. Sie entwickeln Konzepte 
zur gesonderten Modellierung der Kolkentwicklung bei Deichbrüchen. 
Die zu analysierende Lage des Drehpunkts wird in Prozent von der Deichhöhe ausge-
drückt. Die historischen Daten werden in 14 Klassen unterteilt und die zugehörige Auf-
tretenshäufigkeit wird bestimmt. Mit Daten zu insgesamt 132 Deichbrüchen steht eine 
ausreichende Anzahl an Werten (> 30) zur Ableitung einer Verteilungsfunktion zur 
Verfügung (SCHEIWILLER, 1999). 
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Abbildung 6.9: Wahrscheinlichkeitsdichte und Summenhäufigkeit der Lage des Drehpunkts 
Abbildung 6.9 zeigt die Wahrscheinlichkeitsdichte der Daten in den eingeteilten Klas-
sen und die Summenhäufigkeit der einzelnen Datenpunkte. Auf Basis des Wahrschein-
lichkeitsdichtediagramms in der linken Abbildung erscheint die Annahme einer loga-
rithmischen Normalverteilung der Daten sinnvoll. Die logarithmische Normalverteilung 
nimmt stets positive Werte an und wird oft genutzt, um starke, asymmetrische Unsi-
cherheit zu beschreiben (CULLEN & FREY, 1999). Die Näherung als log-Normal-
verteilung entsprechend Tabelle 6.2 mit den Parametern μ = 4,95 und σ = 0,61 ist in die 
Abbildung 6.9 für die Wahrscheinlichkeitsdichte und die Summenhäufigkeit integriert.  
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Abbildung 6.10: Probability plot für eine logarithmische Normalverteilung der Lage des Drehpunkts 
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Eine Bestätigung, dass die Daten einer log-Normalverteilungsfunktion folgen, wird 
zunächst graphisch erbracht. Die Skalierung der y-Achse in Abbildung 6.10 entspricht 
der empirischen Wahrscheinlichkeit der Funktionswerte und verläuft somit von 0 bis 1. 
Der Abstand zwischen den Achsenabschnitten entspricht den Quantilen der log-
Normalverteilung. Die x-Achse ist logarithmisch skaliert. Da die Werte eine gute Über-
einstimmung mit der Geraden zeigen, ist nach optischer Prüfung die Annahme gerecht-
fertigt, dass die Lage des Drehpunkts anhand der log-Normalverteilung mit den ermit-
telten Parametern beschrieben werden können. 
Der Kolmogoroff-Smirnow-Test zeigt, dass auf einem Signifikanzniveau von α = 1 % 
die Anpassung mittels der log-Normalverteilung gewährleistet ist. Während in der Lite-
ratur ein Wert von α = 5 % für das Signifikanzniveau vorgegeben wird, ist der hier 
erreichte Wert relativ gering, muss aber als ausreichend angenommen werden. Abwei-
chungen ergeben sich vor allem am starken Anstieg der Summenhäufigkeitskurve bei 
einem Verhältnis von Breschentiefe zur Deichhöhe von 100 %. Es ist möglich, dass in 
einigen Versagensfällen ohne exakte Vermessung ein gesamtes Versagen des Deichs 
mit 100 % abgeschätzt wurde und der Wert aus diesem Grund so häufig auftritt. 
6.5.3 Verteilungsfunktionen ausgewählter Parameter bei Dammbrüchen 
Die Verteilungsfunktionen zur Berücksichtigung von Unsicherheiten in der Kornroh-
dichte werden entsprechend der Ausführungen zu Deichen in Kapitel 6.5.2 auch für 
Dämme angesetzt. Sie folgen einer Normalverteilung mit einer Standardabweichung 
von σ = 143 kg/m³. 
Auch die Verteilungsfunktion der Porosität des Dammmaterials wird in der Literatur 
als Normalverteilung angenommen (OUMERACI & KORTENHAUS, 2002; BAECHER & 
CHRISTIAN, 2003). BAECHER & CHRISTIAN (2003) geben eine relative Standardabwei-
chung, definiert als Quotient von Standardabweichung und Mittelwert in Prozent, von 
7-30 % an. Bei einem angenommenen Mittelwert der Porosität von n = 0,3 entspricht 
dies einer Standardabweichung von σ = 0,021-0,09. Zur Abbildung der gesamten Band-
breite der Unsicherheit wird mit σ = 0,09 die Obergrenze der von BAECHER & 
CHRISTIAN (2003) angegebenen Werte ausgewählt. Die daraus resultierende Vertei-
lungsfunktion ist in Abbildung 6.11 darstellt. 
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Abbildung 6.11: Normalverteilung der Porosität 
Zur Ableitung von Verteilungsfunktionen für die Parameter Drehpunktlage und Bö-
schungsneigung werden Angaben zu historischen Dammbrüchen analysiert. Verschie-
dene Autoren erstellen Datensammlungen zu Versagensereignissen (WAHL, 1998; 
SINGH, 1996; SINGH & SCARLATOS, 1987; MACDONALDS & LANGRIDGE-MONOPOLIS, 
1984; FROEHLICH, 1995; JOHNSON & MTALO, 2004; FOSTER ET AL., 1998; FLACHMEIER, 
1986; VOGEL, 1982; HÖEG ET AL., 2004; NELIHSEN & SILVA, 1984). Die Zusammenstel-
lung der Daten ist in Anhang D aufgeführt. Auch wenn eine weitaus größere Anzahl 
von Versagensereignissen in der Literatur bekannt und dokumentiert ist, sind doch 
meist die Informationen zur Breschengeometrie unvollständig. In 78 Fällen liegen An-
gaben zur maximalen Breschentiefe und zur Höhe des Damms und somit zur Lage des 
Drehpunkts vor. 
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Abbildung 6.12: Wahrscheinlichkeitsdichtefunktion und Summenhäufigkeit des Drehpunkts bei histori-
schen Dammbrüchen 
In Abbildung 6.12 sind die ermittelten Werte zur Lage des Drehpunkts in Prozent von 
der Dammhöhe als Wahrscheinlichkeitsdichte und Summenhäufigkeit aufgetragen. Es 
zeigt sich eine deutliche Häufung der Werte um 100 %. Das Auftreten von Kolk ist 
gegenüber den analysierten Deichbrüchen wesentlich reduziert, was unter anderem mit 
den aufwendigeren Gründungsmaßnahmen beim Bau von Stauanlagen im Gegensatz 
zum Deichbau erklärt werden kann. Für die Abbildung von maximal auftretenden Wer-
ten wird im Allgemeinen die Extremwertverteilung gewählt (CULLEN & FREY, 1999). 
Die Lage des Drehpunkts wird, wie in Abbildung 6.12 eingezeichnet, durch eine Ex-
tremwertverteilung der Form 
1( )
x
x e
f x e
μ
σμ
σ
σ
−⎛ ⎞−⎜ ⎟⎝ ⎠−⎛ ⎞− −⎜ ⎟⎝ ⎠= ⋅  (6.7) 
angenähert. Mit der Maximum-Likelihood-Methode ergeben sich die Parameter zu 
μ = 101,72 und σ = 14,81. Sie werden jedoch durch den Lageparameter μ = 100,03 und 
den Formparameter σ = 7 ersetzt, um eine bessere Abbildung im Wertebereich um 
100 % zu erreichen. Die daraus resultierende, geringere Abbildungsgüte in den Randbe-
reichen muss akzeptiert werden (Abbildung 6.13). 
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Abbildung 6.13: Probability plot für eine Extremwertverteilung der Lage des Drehpunkts 
Ein zweiter Grund für die Anpassung des Lage- und des Formparameters ist das gerin-
ge Signifikanzniveau von α = 0,03 %, das sich nach dem Kolmogoroff-Smirnow-Test 
mit den Werten aus der Maximum-Likelihood-Methode ergibt. Durch die Anpassung 
der Parameter zur Verbesserung des Kurvenverlaufs bei 100 % liegt das Signifikanzni-
veau bei α = 2 %. 
Die hier gewählte Extremwertverteilung in Gleichung 6.7 entspricht nicht der von 
ISUKAPALLI (1999) in seiner Arbeit berücksichtigten Extremwertverteilung mit dem 
Lageparameter μ = 0 und dem Formparameter σ = 1, für welche die Übertragungsfunk-
tion mittels Standardzufallsvariablen gegeben ist (Tabelle 6.2). Aus diesem Grund muss 
die Funktion zur Anwendung der SRSM über eine Weibullverteilung in die Funktion 
einer gleichverteilten Zufallszahl transformiert werden. Diese Transformation wird mit 
Hilfe des Zusammenhangs zwischen Weibull- und Extremwertverteilung durchgeführt 
(PLATE, 1993; CULLEN & FREY, 1999). Danach entspricht eine Weibullfunktion mit 
dem Formparameter a und den charakteristischen Parameter b einer Extremwertvertei-
lung mit den Parametern µ = ln a und σ = 1/b. Abbildung 6.14 zeigt die erzielte Nähe-
rung der Extremwertfunktion, die hier verwendet wird, um die Verteilung innerhalb der 
SRSM zu berücksichtigen. 
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Abbildung 6.14: Näherung der Extremwertverteilung zur Anwendung innerhalb der SRSM 
Zur Ableitung einer Verteilungsfunktion für die Böschungsneigung im Breschenquer-
schnitt stehen 79 Datensätze aus historischen Versagensfällen zur Verfügung (Anhang 
D). Während ein Wert von 1:hor = 1 einer 45°-Neigung der Böschung entspricht, be-
schreiben Werte größer eins steilere und Werte kleiner eins flachere Neigungen. 
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Abbildung 6.15: Wahrscheinlichkeitsdichtefunktion und Summenhäufigkeit der Böschungsneigung der 
Bresche bei historischen Dammbrüchen 
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Die in Abbildung 6.15 gezeigten Daten zeigen eine Konzentration der Werte bei einer 
Neigung von 45°. Es werden allerdings auch deutlich steilere Neigungen der Breschen-
böschung beobachtet. Die beste Näherung ergibt sich mit Hilfe einer logarithmischen 
Normalverteilung (Abbildung 6.15). Mittels der Maximum-Likelihood-Methode werden 
die Parameter μ = 0,22 und σ = 0,71 bestimmt. Die damit erreichte Übereinstimmung 
bestätigt auch der Wahrscheinlichkeitsplot in Abbildung 6.16. Der Kolmogoroff-
Smirnow-Test ergibt, dass die Nullhypothese einer log-Normalverteilung der Daten bei 
einem Signifikanzniveau von α = 19 % nicht verworfen wird. 
100 101
0.005 
0.01  
0.05  
0.1   
0.25  
0.5   
0.75  
0.9   
0.95  
0.99  
0.995 
0.999 
Böschungsneigung 1: hor
W
ah
rs
ch
ei
nl
ic
hk
ei
t
 
 
Historische Dammbrüche
log-Normalverteilung
 
Abbildung 6.16: Probability plot der Böschungsneigung der Breschen bei historischen Dammbrüchen 
Zur Berücksichtigung des Einflusses des Breschenaufweitungsfaktors im Anwen-
dungsbeispiel wird nachfolgend eine Annahme zur Verteilungsfunktion dieses Parame-
ters abgeleitet. BROICH (1997) setzt in seinem Parametermodell ebenfalls einen Bre-
schenaufweitungsfaktor ein, dessen Größe er für nicht-bindiges Material zu 
2/tanϕ angibt. Damit wird angenommen, dass sich gleichzeitig mit der Eintiefung eine 
starke Breitenentwicklung vollzieht, da der Faktor für Reibungswinkel zwischen 
ϕ = 30-40° bei b/t= 2,4-3,5 liegt. Diese hohen Werte sind im Konzept des Modells von 
BROICH (1997) begründet, da keine nacheinander ablaufende Eintiefung und anschlie-
ßende Aufweitung abgebildet wird, sondern beide Prozesse parallel modelliert werden. 
Ähnliches gilt für das Modell BREACH (FREAD, 1998). Hier wird ebenfalls ein hoher 
Breschenaufweitungsfaktor von b/t= 2-2,5 angegeben. In Beschreibungen von Versu-
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chen und Versagensereignissen wird jedoch meist geschildert, dass sich die Bresche 
zunächst in die Tiefe und erst dann in die Breite entwickelt (Kapitel 3.1.2). Auf der 
anderen Seite ergibt sich sowohl bei der Kalibrierung als auch bei der Validierung mit 
BreFlow mit einem Wert von b/t= 2,7 die beste Übereinstimmung mit den Messdaten 
der unterschiedlichen Testfälle, obwohl BreFlow Eintiefung und Aufweitung nachein-
ander abbilden kann. 
Bei dem in Kapitel 7.2 vorgestellten Anwendungsbeispiel für die Unsicherheitsanalyse 
handelt es sich um einen Steinschüttdamm. FRANCA & ALMEIDA (2004) stellen anhand 
von Modellversuchen zum Versagen von Steinschüttdämmen einen Breschenaufwei-
tungsfaktor von b/t = 0,8 fest. Dieser Wert unterscheidet sich deutlich von den Annah-
men von BROICH (1997) und FREAD (1991) für nicht-bindiges Material. Zudem zeigt 
die Validierung von BreFlow auch an einem Felsschüttdamm mit b/t= 2,7 eine gute 
Abbildung der gemessenen Werte (Kapitel 5.3.4). 
Zur Analyse der gesamten Bandbreite von Unsicherheiten, die an der gezeigten Diskus-
sion deutlich werden, wird eine Gleichverteilung des Parameters Breschenaufweitungs-
faktor von b/t= 0,8 bis b/t= 2,7 angesetzt (Abbildung 6.17). Dabei wird die obere Be-
schränkung zu 2,7 gewählt, weil für die im Anwendungsbeispiel vorliegende Dammhö-
he von 66 m bei Erreichen der Dammsohle bereits eine Breschensohlbreite von fast 
180 m erreicht wird. Dies entspricht in etwa der Breite des Tals auf Höhe der Grün-
dung. 
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Abbildung 6.17: Gleichverteilung des Breschenaufweitungsfaktors b/t 
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6.5.4 Zusammenfassung der gewählten Verteilungsfunktionen 
Auf Basis von Literaturangaben und durch die Auswertung historischer Deich- und 
Dammbrüche werden alle für die Anwendung der SRSM notwendigen Verteilungsfunk-
tionen der unsicheren Eingangsparameter abgeleitet. Diese Funktionen und ihre zuge-
hörigen Parameter werden in Tabelle 6.5 zusammengefasst. Die Gleichungen der je-
weils gewählten Verteilungsfunktionen sind in Tabelle 6.2 und in Gleichung 6.7 gege-
ben. 
Tabelle 6.5:  Unsichere Parameter und ihre Verteilungsfunktionen 
 Eingangsparameter Verteilungsfunktion Parameter der Funktion 
Kornrohdichte Normalverteilung  µ= variabel σ= 143 
Deichbruch 
Breschensohllage log-Normalverteilung  µ= 4,954 σ= 0,608 
Kornrohdichte Normalverteilung  µ= variabel σ= 143 
Porosität Normalverteilung  µ= 0,3 σ= 0,09 
Drehpunkt Extremwertverteilung  µ= 100,03 σ= 7 
1:hor log-Normalverteilung  µ= 0,2199 σ= 0,707 
Dammbruch 
b/t Gleichverteilung  a= 0,8 b=2,7 
 
Bezüglich der aus historischen Ereignissen abgeleiteten Verteilungsfunktionen sei kri-
tisch angemerkt, dass sie auf einer geringen Datengrundlage basieren, da nur bei weni-
gen Versagensereignissen Informationen zur Breschengeometrie vorliegen. Insbesonde-
re bei der Entwicklung einer Verteilungsfunktion zur Lage des Drehpunkts zeigen sich 
sowohl für Deichbrüche als auch für Dammbrüche Schwierigkeiten. Das Signifikanzni-
veau zur Annahme der Nullhypothese liegt unter 5 %. Die Datensammlungen ergeben 
Unstetigkeiten in den Verläufen, die mit Hilfe der Verteilungsfunktionen nicht wieder-
gegeben werden können. Als Verteilungsfunktionen werden dabei diejenigen ausge-
wählt, die den Verlauf der Ergebnisse am ehesten und sinnvollsten abbilden. Zudem 
verdeutlicht der Vergleich der verschiedenen Literaturstellen die Unsicherheiten in den 
Daten der Versagensereignisse, da für einzelne Versagensfälle widersprüchliche Infor-
mationen gegeben werden. 
Weiter ist bezüglich der durchgeführten Analyse zu beachten, dass in den Datensamm-
lungen Versagensfälle von Deichen und Dämmen unterschiedlichster Charakteristika 
ohne spezielle Differenzierung (z. B. bezüglich Größe, Bauart und Materialeigenschaf-
ten) und verschiedener Versagensmechanismen zusammengefasst werden. Ohne Zwei-
fel ist eine detaillierte Differenzierung sinnvoll, jedoch liegen aktuell zu wenige Daten 
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für die einzelnen Untergruppen vor. Werden beispielsweise nur Steinschüttdämme 
betrachtet, stehen nur bei sechs Versagensfällen Informationen zur Breschentiefe zur 
Verfügung. Dies ist zur Ableitung einer zuverlässigen Verteilungsfunktion nicht ausrei-
chend.  
Bei praktischen Anwendungen im Rahmen von Risk-Assessment-Studien können die 
Verteilungsfunktionen aus Expertenwissen, beispielsweise bei detaillierten Kenntnissen 
zum Untergrund der Bruchstelle, vorliegenden Messdaten aus Modellversuchen, Er-
kenntnissen aus ähnlichen Versagensereignissen oder bei einer speziellen Konstruktion 
des zu untersuchenden Bauwerks angepasst werden, um die Unsicherheit in den Ein-
gangsparametern gegebenenfalls zu verringern. Auf der anderen Seite können fehlende 
Informationen bezüglich des betrachteten Bauwerks zur Vergrößerung der Bandbreiten 
führen. 
Im Rahmen der vorliegenden Arbeit wird anhand eines synthetischen Testfalls für 
Deichbrüche in Kapitel 7.1 und eines realen Anwendungsfalls für Dammbrüche in 
Kapitel 7.2 eine große Bandbreite der Unsicherheiten untersucht, um den maximalen 
Einfluss der Parameter zu bewerten. 
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7 Anwendung der SRSM 
7.1 Breschenbildung und Flutwellenausbreitung an einem Flussdeich 
7.1.1 Aufbau des synthetischen Testbeispiels und Randbedingungen 
Ziel der Untersuchung ist es, unter Anwendung der SRSM exemplarisch an einem allge-
meinen Fall den Einfluss der Unsicherheiten aus der Breschenmodellierung auf die Prog-
nosegüte der Deichbruchströmung zu quantifizieren. Einerseits wird geprüft, inwieweit 
die erzielten Ergebnisse plausibel sind. Andererseits wird basierend auf einer detaillierten 
Analyse der Verteilungsfunktionen bewertet, welche Relevanz die berechneten Unsicher-
heiten haben und wie die Ergebnisse auf andere Situationen zu übertragen sind. 
Zur Durchführung der Unsicherheitsanalyse für die Breschenbildung und Überflutung bei 
Deichbrüchen wird ein synthetisches Beispiel konzipiert. Schematisiert wird dazu eine 
charakteristische Situation an einem eingedeichten Flussabschnitt abgebildet. Das entwor-
fene Modellgebiet besteht aus Fließgewässerabschnitt, Deichstrecke und Hinterland 
(Abbildung 7.1).Formel-Kapitel 7 Abschnitt 7 
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Abbildung 7.1: Modellgebiet zur Unsicherheitsanalyse bei Deichbrüchen 
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Der Fließgewässerquerschnitt setzt sich aus einem 100 m breiten und 4 m tiefen Haupt-
gerinne mit in etwa 125 m breiten Vorländern zusammen. Der 4 km lange, gestreckt 
verlaufende Abschnitt besitzt eine kontinuierliche Neigung von 0,5 ‰. Die Lage der 
initialen Bruchstelle wird an einer leichten Außenkrümmung des Hauptgerinnes ge-
wählt. Dadurch wird berücksichtigt, dass die Analyse der Deichbrüche an Elbe und 
Mulde der LTV SACHSEN (2005) eine leicht erhöhte Häufigkeit für Deichbrüche an 
Außenkurven zeigt. 
Fließgewässer und Hinterland trennt ein 3 m hoher Deich, dessen Fuß auf 102,5 mNN 
liegt. In Abbildung 7.2 ist der entworfene Deich im Querschnitt dargestellt. Die Bö-
schungsneigung und der Querschnittsaufbau entsprechen schematisiert einem Drei-
Zonen-Deich nach DIN 19712 und dem Regelprofil des Staatlichen Umweltamtes Kre-
feld. Die darin vorgesehene Berme, die 3-6 m unterhalb der Deichkrone liegen sollte, 
wird vernachlässigt, da die Höhe des Deichs nur 3 m beträgt und die Berme regional 
unterschiedlich ausgebildet wird. 
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Abbildung 7.2: Querschnitt des synthetischen Testfalls für Deichbrüche 
Zur Integration der Parameterunsicherheit bezüglich der minimalen Sohllage müssen 
auch Varianten berechnet werden, in denen die Breschensohle unterhalb der Gelände-
höhe von 102,5 mNN liegt. Zur Berechnung der Erosion in diesen Varianten werden 
unterhalb des Deichs auf einer Höhe von 98,5-102,5 mNN eine Auelehmschicht und 
darunter eine sandige Kiesschicht angenommen. 
Im Radius von 200 m hinter der Bruchstelle verläuft das Hinterland zunächst eben. 
Anschließend nimmt die Geländehöhe mit einer geringen, kontinuierlichen Steigung zu. 
Es wird bewusst ein künstlicher Geländeverlauf angenommen, um die möglichen Aus-
wirkungen der Unsicherheiten aus der Breschenbildung auf die Überflutung des Hinter-
lands unbeeinflusst von gebietsspezifischen Situationen abzubilden. Effekte aus Beson-
derheiten im Geländeverlauf des Hinterlands bei realen Anwendungen, wie beispiels-
weise Geländestrukturen, deren Überströmen die Größe der überfluteten Fläche deutlich 
verändert, sollen hier ausgeschlossen werden. Durch den synthetischen Geländeverlauf 
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ist die Überflutungsfläche klar begrenzt. Dies entspricht den Beobachtungen an realen 
Anwendungen zur Überflutungsmodellierung, da oft durch besondere Gegebenheiten im 
Gelände, wie Bahn- oder Straßendämme, eine weitere Ausbreitung verhindert wird 
(BACHMANN ET AL., 2006a; WERNER, 2004). 
Das Modellgebiet wird mit Hilfe eines unstrukturierten Dreiecksnetzes bestehend aus 
116.122 Elementen abgebildet, dessen Kantenlängen zur detaillierten Repräsentation 
des Deichs und der Strömung in der Initialbresche auf 1,8 m reduziert werden. Mit 
zunehmendem Abstand vom Deich wird im Überflutungsgebiet eine gröbere Abbildung 
mit Kantenlängen von maximal 50 m gewählt, während im Fließgewässer wiederum 
kleinere Elemente mit 8 m Kantenlänge im Hauptgerinne und 12 m Kantenlänge auf 
dem Vorland verwendet werden. 
Die Reibungsverluste werden innerhalb der Strömungssimulation auf Basis unterschied-
licher Rauheitsbeiwerte für Hauptgerinne, Vorland, Breschenbereich und Hinterland 
berücksichtigt (Tabelle 7.1). Die Werte orientieren sich an BOLLRICH (1996). Für das 
Hinterland wird ein einheitlicher Wert angesetzt, während in realen Anwendungen 
entsprechend der Nutzung unterschiedliche Beiwerte gewählt werden. 
Tabelle 7.1: Rauheitsbeiwerte für die Strömungssimulation bei Deichbruch 
Materialbereich Manning-Beiwert [s/m1/3] 
Hauptgerinne 0,02 
Vorland 0,025 
Breschenbereich/Deichlinie 0,03 
Überflutungsgebiet 0,0333 
 
Als Initialzustand liegt ein bordvoller Abfluss vor. Es wird angenommen, dass die Bre-
schenbildung im Scheitel der synthetischen Hochwasserganglinie beginnt. Die Grund-
lage dieser Annahme ist die Analyse der Deichbrüche an Elbe und Mulde (LTV 
SACHSEN, 2005). Darin wird deutlich, dass die Anzahl der Deichbrüche mit steigendem 
Hochwasserpegel zunimmt und die meisten Deichbrüche am Tag des Hochwasserschei-
tels auftreten. Trotzdem enthält diese Annahme Unsicherheiten. Auch der Verlauf und 
der Scheitelwert der Hochwasserganglinie beeinflussen die Deichbruchströmung. Der 
Einfluss dieser Unsicherheiten ist nicht Gegenstand der vorliegenden Arbeit. In allen 
Variantenrechnungen wird die identische Ganglinie des Hochwassers angenommen. 
124 Kapitel 7 
0 6 12 18 24 30 36 42 48 54
2000
2200
2400
2600
2800
3000
3200
3400
3600
t [h]
Q
 [m
³/s
]
 
Abbildung 7.3: Absteigender Ast der Hochwasserganglinie im synthetischen Testbeispiel 
Abbildung 7.3 zeigt die synthetische Hochwasserganglinie, die am Einlaufquerschnitt des 
betrachteten Fließgewässers als Randbedingung vorgegeben wird. Bei dem zu Beginn der 
Breschenbildung vorliegenden Abfluss von Q = 3500 m³/s ergibt sich im Hauptgerinne 
eine Fließtiefe von h = 6,97 m und eine Fließgeschwindigkeit von v = 3,2 m/s, während 
auf dem Vorland bei h = 2,97 m eine Fließgeschwindigkeit von v = 2-2,3 m/s auftritt. 
Da der Breschendurchfluss vor der Simulation nicht bekannt ist, ist es nicht möglich, 
die unterwasserseitige Randbedingung am Fluss wie üblich als Wasserspiegellage in 
Abhängigkeit von der Zeit vorzugeben. Es wird eine flexible Auslaufrandbedingung 
imple-mentiert, die in Abhängigkeit von dem am Modellauslauf ankommenden Abfluss 
die entsprechende Wasserspiegellage aus einer vorgegebenen Schlüsselkurve für diesen 
Querschnitt abgreift. Kritisch anzumerken ist dazu, dass die Gültigkeit von Schlüssel-
kurven für den instationären Abfluss eingeschränkt ist. Ein ausreichender Abstand des 
Modellauslaufs von der Bruchstelle reduziert die Einflüsse dieser Randbedingung auf 
den Breschenabfluss. 
In der Modellierung der Breschenbildung werden die beiden als einflussreich identifi-
zierten Parameter Kornrohdichte und Lage des Drehpunkts variiert. Tabelle 7.2 fasst die 
übrigen Parameter entsprechend der Kalibrierung aus Kapitel 5.3 zusammen und gibt 
die Mittelwerte der Kornrohdichten für die einzelnen Zonen des Deichs an. 
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Tabelle 7.2: Parameter und Mittelwerte der Kornrohdichten bei Deichbruch 
Geotechnische 
Parameter 
Dichtungs-
schicht Stützkörper 
Sandiger 
Lehm Filter Auelehm 
Sandiger 
Kies 
Reibungswinkel [°] 25 27,5 25 37,5 32,5 27,5 
Kornrohdichte* [kg/m³] 2785,7 2714,3 2785,7 2857,1 2785,7 2857,1 
d30 [mm] 
d50 [mm] 
d90 [mm] 
0,008 
0,03 
 0,3 
0,02 
0,06 
0,4 
0,008 
0,03 
0,3 
0,4 
0,6 
6 
0,008 
0,03 
0,3 
0,6 
2,5 
18 
Porosität [-] 0,3 0,3 0,3 0,3 0,3 0,3 
Sedimenttransportformel Meyer-Peter & Müller 
Parameter der Breschengeometrie 
Art der Breschenentwicklung Parallel zur Krone 
Seitliche Böschungsneigung 1:1 
Breschenaufweitungsfaktor b/t 2,7 
  *Kornrohdichte wird variiert 
Die Unsicherheitsanalyse wird mit Hilfe der SRSM 2. Ordnung durchgeführt. Eine 
Vorstudie zeigt keine relevanten Unterschiede zwischen einer Chaosreihenentwicklung 
2. und 3. Ordnung (BÜSSE, 2005). Somit wird die SRSM 2. Ordnung als ausreichend 
eingestuft. Bei zwei unsicheren Eingangsparametern müssen für die gewählte Ordnung 
neun Simulationsrechnungen durchgeführt werden. Die mit Hilfe der orthogonal collo-
cation method ermittelten Parameterkombinationen der neun Varianten sind in Tabelle 
7.3 aufgeführt. Es wird dabei bezüglich der Kornrohdichte exemplarisch der Wert für 
den Stützkörper des Deichs dargestellt; die Kornrohdichten für die übrigen Schichten 
werden um den gleichen, absoluten Betrag variiert. 
Für jede der vorgegebenen Varianten wird eine Simulation über 54 Stunden entspre-
chend der vorgegebenen Hochwasserganglinie durchgeführt. Die Rechenzeit zur Aus-
führung einer Variante liegt zwischen sechs und zwölf Tagen. 
Tabelle 7.3: Varianten zur Ausführung der SRSM am synthetischen Testfall für Deichbrüche 
Variante Kornrohdichte [kg/m³] Lage des Drehpunkts [%] 
SRSM 1 2714,3 141,8 
SRSM 2 2961,7 141,8 
SRSM 3 2714,3 406,7 
SRSM 4 2466,9 141,8 
SRSM 5 2714,3 49,4 
SRSM 6 2961,7 49,4 
SRSM 7 2466,9 406,7 
SRSM 8 2961,7 406,7 
SRSM 9 2466,9 49,4 
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7.1.2 Ergebnis der Unsicherheitsanalyse für einen Flussdeich 
In jeder Variantenrechnung ergibt sich infolge der Breschenbildung am Deich die Über-
flutung des Hinterlands bis zu einem bestimmten maximalen Wasserspiegel. Aufgrund 
der nachlassenden hydraulischen Belastung stoppt die Breschenbildung und mit abneh-
mendem Hochwasser im Fluss strömt das Wasser wieder zurück. Die Rückströmung ist 
am Ende der Simulation nicht abgeschlossen; die Simulationszeit reicht jedoch aus, um 
alle relevanten Maximalwerte der Überflutung zu bestimmen. Aus den neun Modellva-
rianten werden mit Hilfe der SRSM für jede Ergebnisgröße 100.000 mögliche Werte 
ermittelt. Aus diesen Resultaten werden die Verteilungsfunktionen und die statistischen 
Parameter der Ergebnisgrößen abgeleitet. 
Im Folgenden werden die unterschiedlichen Ergebnisgrößen der Überflutungsstudie 
betrachtet. Als maßgebender Einflussfaktor für die Flutwellenausbreitung wird zunächst 
der maximale Breschendurchfluss analysiert. Bisher werden im Verfahren RAPID direk-
te Schäden auf Basis der maximalen Fließtiefe und der maximalen Fließgeschwindig-
keit sowie aus deren Kombination, dem Schadensfaktor, bestimmt. Zur Analyse der 
Auswirkung von Unsicherheiten der Breschenbildung auf die schadensrelevanten Grö-
ßen werden deshalb hier die Maximalwerte der Wasserspiegellage, der überfluteten 
Fläche und der Fließgeschwindigkeit betrachtet. Die Ankunftszeiten werden anschlie-
ßend zur Identifikation des Einflusses auf die Evakuierungsmaßnahmen einbezogen. In 
Abhängigkeit vom Schadensfaktor und von der Fließgeschwindigkeit werden entspre-
chend der Vorgehensweise im Verfahren RAPID die Flächen ermittelt, in denen charak-
teristische Werte überschritten werden. Abschließend werden die Verweildauern zur 
Bestimmung des Einflusses auf die indirekten Schäden analysiert. 
Maximaler Breschendurchfluss 
Die mit Hilfe der SRSM entwickelte Wahrscheinlichkeitsdichte des maximalen Bre-
schendurchflusses ist in Abbildung 7.4 dargestellt. Der Wert mit identischer Über- und 
Unterschreitungswahrscheinlichkeit ist mit Qmax, Median = 680 m³/s gekennzeichnet. Es 
fällt auf, dass die Werte in etwa symmetrisch um den Median verteilt sind. Dies wird 
durch die geringe Schiefe der generierten Maximalwerte von s = 0,1 bestätigt. Aufgrund 
des Verlaufs der Wahrscheinlichkeitsdichte in Abbildung 7.4 wird überprüft, ob es sich 
um eine Normalverteilung handelt. 
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Abbildung 7.4: Wahrscheinlichkeitsdichte des maximalen Breschendurchflusses bei Deichbruch 
Der Vergleich von Median, Mittelwert und Modalwert, der dem Maximum der Vertei-
lung entspricht, zeigt, dass diese Größen nahezu identisch sind und somit die visuelle 
Beobachtung einer Normalverteilung gefestigt wird. Auch die Wölbung entspricht mit 
einem Wert von w = 3 exakt der Wölbung einer Normalverteilung. Eine weiterführende 
Analyse zur Abbildungsgüte der Ergebnisse anhand einer Normalverteilung findet sich 
in Anhang E. 
Die Ergebnisse der SRSM für den maximalen Breschendurchfluss bei Deichbrüchen 
zeigen somit ein ähnliches Verhalten wie die Resultate der Unsicherheitsanalyse zu 
Dammbrüchen (MORRIS, 2005), bei denen sich ebenfalls in etwa eine Normalverteilung 
des maximalen Breschendurchflusses ergibt. Dies bekräftigt die Zulässigkeit der An-
wendung der SRSM für diese Untersuchung. 
Für den synthetischen Testfall der Deichbruchströmung ergibt sich als Maß für die 
Streuung der möglichen Werte um den Mittelwert die Standardabweichung des maxi-
malen Breschenabflusses zu σ = 67,3 m³/s. Zur Verallgemeinerung der Ergebnisse wird 
die Standardabweichung relativ zum Mittelwert bestimmt, die auch als Variationskoef-
fizient bezeichnet wird. Die relative Standardabweichung des maximalen Breschen-
durchflusses beträgt σrel = 9,8 %. Zur Analyse der minimal und maximal erreichbaren 
Werte werden zudem die 90 %-Konfidenzgrenzen ermittelt. Das Intervall des maxima-
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len Durchflusses umfasst hier zwischen den in Abbildung 7.4 gekennzeichneten 5 %- 
und 95 %-Quantilen 220 m³/s bzw. +17 % bis -15 % des Medians. 
Maximale Wasserspiegellage im Hinterland 
Eine Besonderheit des synthetischen Testfalls ist, dass sich aufgrund des gewählten 
Geländeverlaufs bei maximaler Überflutung im gesamten Hinterland die gleiche maxi-
male Wasserspiegellage ergibt. In Anwendungen mit deutlich abweichendem Gelände-
verlauf wird im Nahfeld ein höherer maximaler Wasserspiegel als in großer Entfernung 
der Bruchstelle berechnet (KÖNGETER ET AL., 2006a).  
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Abbildung 7.5: Wahrscheinlichkeitsdichte der maximalen Wasserspiegellage bei Deichbruch 
Die in Abbildung 7.5 dargestellten Werte des maximal auftretenden Wasserspiegels 
sind symmetrisch um den Medianwert von 105,07 mNN verteilt, der identisch mit dem 
Mittelwert ist. Auch die Schiefe von s = -0,1 und die Wölbung von w = 3 bestätigen 
eine Normalverteilung dieser Ergebnisgröße (vgl. Anhang E). Das 90 %-
Vertrauensintervall von nur 12 cm zeigt, dass der maximale Wasserspiegel eine deutlich 
geringere Unsicherheit enthält als der maximale Breschendurchfluss. Bezogen auf eine 
Fließtiefe von 2,5 m unmittelbar hinter dem Deich ergibt sich die relative Standardab-
weichung zu σrel = 1,5 %. Dieses Ergebnis ist jedoch abhängig von der Wahl des Gelän-
deverlaufs im Überflutungsgebiet. 
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Auf Basis der Wahrscheinlichkeitsverteilung der maximal erreichten Wasserspiegellage 
im Hinterland wird die Überflutungswahrscheinlichkeit jedes Berechnungselements im 
Gebiet bestimmt (Abbildung 7.6). 
Es zeigt sich, dass die Überflutung eines Randstreifens von etwa 580 m von der Unsi-
cherheit in der Breschenbildung beeinflusst wird. Die Größe dieser unsicheren Überflu-
tungsfläche ist neben dem variierenden Breschendurchfluss von der gewählten Steigung 
des Geländes abhängig. 
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Abbildung 7.6: Überflutungswahrscheinlichkeit im Hinterland des Deichbruchs 
[%] 
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Überflutungsfläche 
Abbildung 7.6 zeigt bereits implizit die Flächeninhalte der Überflutung entsprechend 
ihrer Wahrscheinlichkeit. Mit Hilfe der SRSM wird die zugehörige Wahrscheinlich-
keitsverteilung der überfluteten Fläche dargestellt. 
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Abbildung 7.7: Wahrscheinlichkeitsdichte der Überflutungsfläche bei Deichbruch 
Die Wahrscheinlichkeitsdichte der maximalen Überflutungsfläche im Hinterland der 
Deichbruchstelle besitzt ein deutliches Maximum um den Median von 44,9 km² 
(Abbildung 7.7). Der Mittelwert von μ = 44,816 km² weicht leicht vom Median ab. Die 
Verteilung ist nicht symmetrisch, sondern besitzt eine negative Schiefe von s = -0,4 in 
Richtung geringerer Werte als der Median. Die Schiefe der Verteilung ist zur Bestim-
mung einer maximalen Ausdehnung der Überflutung in Anwendungen positiv zu be-
werten. Die relative Standardabweichung ist mit σrel = 3 % gering. Das 90 %-
Vertrauens-intervall erstreckt sich von +4 % bis -5 % um den Median. Damit ist die 
Unsicherheit in der Bestimmung der Überflutungsfläche geringer als die Unsicherheit 
bezüglich des maximalen Breschendurchflusses. 
Der Verlauf der Dichtefunktion kann nicht eindeutig dem Verlauf einer Standardvertei-
lung zugeordnet werden. Während eine Normalverteilung die negative Schiefe nicht 
wiedergibt, wird die Schiefe bei einer Weibullverteilung überschätzt (vgl. Anhang E). 
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Maximale Fließtiefe 
Die Unsicherheiten bezüglich der Fließtiefe ergeben sich unmittelbar aus der Betrach-
tung der maximalen Wasserspiegellage. Aus den Verteilungsfunktionen der maximalen 
Fließtiefe in jedem Element der Überflutungsfläche werden die Werte der 5 %-, 50 %- 
und 95 %-Quantile der Fließtiefen ermittelt. Die Fließtiefen mit entsprechender Wahr-
scheinlichkeit sind in Anhang E dargestellt. Diese Informationen können beispielsweise 
als Eingangsdaten für eine Schadenspotentialbestimmung dienen, in der die Auswirku-
gungen der Unsicherheiten weiter analysiert werden. 
Maximale Fließgeschwindigkeit 
Werden die berechneten Maximalwerte der Fließgeschwindigkeit an einzelnen Punkten 
hinter dem Deich betrachtet, so zeigt sich ein Verlauf der Wahrscheinlichkeitsdichte-
funktion mit stark ausgeprägter, negativer Schiefe von s ≈ -2. Der Betrag der maximal 
möglichen Geschwindigkeit ist dadurch an jedem Punkt eindeutig nach oben begrenzt. 
Die Verteilung folgt jedoch keiner Standardverteilungsfunktion. 
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Abbildung 7.8: Wahrscheinlichkeitsdichte der maximalen Fließgeschwindigkeit in 100 m Entfernung 
vom Deich 
Abbildung 7.8 zeigt dazu beispielhaft die Wahrscheinlichkeitsdichte der maximalen 
Fließgeschwindigkeit in 100 m Entfernung vom Deich mit einer relativen Standardab-
weichung von σrel = 16 %. Die Wölbung der Wahrscheinlichkeitsdichtefunktionen der 
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Fließgeschwindigkeit beträgt an unterschiedlichen Punkten im Hinterland in etwa 
w = 9-10, die Funktion ist damit flacher als eine Normalverteilung mit der Wölbung 
w = 3. Das heißt die Verteilungen sind anfälliger für Ausreißer. Es wird insgesamt deut-
lich, dass die Bestimmung der maximalen Geschwindigkeit größere Unsicherheiten 
umfasst als die Ermittlung der maximalen Wasserspiegellage und die Bestimmung der 
überfluteten Fläche. Zudem ist der Einfluss abhängig von der Entfernung vom Deich. 
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Abbildung 7.9: 5 %-, 50 %- und 95 %-Quantil der maximalen Fließgeschwindigkeit und relative Stan-
dardabweichung entlang der gekennzeichneten Achse 
In Abbildung 7.9 sind 5 %-, 50 %- und 95 %-Quantil der Fließgeschwindigkeit entlang 
der Strecke dargestellt, die von der Initialbresche aus parallel zur y-Achse verläuft. Die 
starke Schwankung unmittelbar hinter dem Deich (0-50 m) wird durch die Erosion des 
Deichs bis unter die Geländekante hervorgerufen. Das 95 %-Quantil der maximalen 
Geschwindigkeit liegt im gesamten Verlauf sehr nah am Median. 
Die relative Standardabweichung, die anhand der rechten Achse in Abbildung 7.9 abge-
bildet wird, bleibt mit σrel = 14-16 % auf den ersten 800 m in etwa konstant, während 
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die absolute Größe der Fließgeschwindigkeit bereits deutlich abnimmt. Bis zu einem 
Abstand von 2,6 km von der Deichbruchstelle sinkt die relative Standardabweichung 
auf 7 %. Mit zunehmendem Abstand steigt die relative Standardabweichung. Die ma-
ximale Fließgeschwindigkeit liegt ab einer Entfernung vom Deich von 3 km unter 
0,1 m/s (95 %-Quantil). Für die Schadensbestimmung sind die Fließgeschwindigkeiten 
in der vorliegenden Größenordnung in diesem Bereich irrelevant. Somit sind auch die 
enthaltenen Unsicherheiten von untergeordneter Bedeutung. Jedoch bewirken die Ab-
weichungen eine Zunahme der Unsicherheiten in Bezug auf die Ankunftszeit. 
Auch für die maximale Fließgeschwindigkeit kann mit Hilfe der SRSM für jedes Ele-
ment der Überflutungsfläche eine Verteilungsfunktion und damit eine Darstellung der 
Maximalwerte in Abhängigkeit von der Wahrscheinlichkeit erstellt werden (Anhang E).  
Ankunftszeit 
Die Ankunftszeit des Wassers in der Überflutungsfläche ist unmittelbar abhängig von 
der Fließgeschwindigkeit der sich ausbreitenden Strömung. Bei der folgenden Auswer-
tung ist zu berücksichtigen, dass der Versagensbeginn nicht modelliert wird und somit 
zeitlich nicht vorhergesagt werden kann. Das betrachtete Intervall umfasst die Zeitspan-
ne vom Beginn der Brescheneintiefung bis zur Ankunft an den jeweils betrachteten 
Punkten. 
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Abbildung 7.10: Wahrscheinlichkeitsdichte der Ankunftszeit in 1,5 km Entfernung vom Deich 
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Abbildung 7.10 zeigt beispielhaft die Wahrscheinlichkeitsdichte der Ankunftszeit an 
einem Punkt in 1,5 km Abstand von der Bruchstelle. Entsprechend dem Verhalten der 
Fließgeschwindigkeit mit einer Schiefe in Richtung kleinerer Werte zeigen die Vertei-
lungsfunktionen der Ankunftszeit eine Schiefe in Richtung größerer Werte. Dieses 
Verhalten ist bezüglich der Evakuierungsplanung positiv zu bewerten, da die früheste 
Ankunft des Wassers klar abgegrenzt wird. Der Verlauf der Verteilungsfunktionen ist 
flacher als der einer Normalverteilung. 
Die relative Standardabweichung der Ankunftszeiten liegt nahe der Bresche bei 
σrel = 16 % und sinkt mit wachsendem Abstand zunächst auf unter σrel = 10 %. Für Ab-
stände von mehr als 4 km wächst die relative Standardabweichung wieder auf 
σrel = 12 % an. Der absolute Wert des 90 %-Vertrauensintervalls zwischen frühester 
(5 %-Quantil) und spätester (95 %-Quantil) Ankunft wächst von 15 Minuten in 1 km 
Abstand auf sechs Stunden in 5 km Entfernung. Unterschiede in der Größenordnung 
von sechs Stunden sind für Evakuierungsplanungen signifikant. 
Dynamische Einwirkung 
Zur Berücksichtigung von Schäden, die infolge der Dynamik der Deichbruchströmung 
auftreten, wird innerhalb des Risk-Assessment-Verfahrens die Fläche ermittelt, auf der 
die Fließgeschwindigkeit den Grenzwert von v = 2 m/s überschreitet. Im synthetischen 
Testbeispiel entspricht der Flächeninhalt mit maximal 0,05 % lediglich einem sehr ge-
ringen Teil der gesamten Überflutungsfläche. 
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Abbildung 7.11: Wahrscheinlichkeitsdichte der Fläche mit dynamischer Einwirkung bei Deichbruch 
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Die Wahrscheinlichkeitsdichte zeigt zwar eine deutliche Schiefe in Richtung kleinerer 
Werte (Abbildung 7.11), so dass die von dynamischer Belastung betroffene Fläche klar 
begrenzt ist. Jedoch beträgt die relative Standardabweichung σrel = 20 % und ist damit 
höher als bei den bisher betrachteten Überflutungsergebnissen. Zudem ist die Vertei-
lung mit einer Wölbung von w = 7 anfälliger auf Ausreißer als eine Normalverteilung. 
Die 90 %-Konfidenzgrenzen liegen bei 11.100 m² und 22.750 m² und verdeutlichen 
eine recht große Unsicherheit in dieser Ergebnisgröße. 
Totalschäden an Gebäuden 
Der Bereich im Hinterland, in dem aufgrund der Überschreitung einer Fließgeschwin-
digkeit von v = 2 m/s und eines Schadensfaktors von hv = 7 m²/s ein Totalschaden an 
Häusern berechnet wird, ist noch einmal deutlich geringer als die Fläche mit dynami-
scher Belastung. Der Anteil an der gesamten Überflutungsfläche beträgt im Testbeispiel 
weniger als 0,01 %, so dass die Unsicherheiten geringe Auswirkungen auf den insge-
samt ermittelten Schaden haben. 
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Abbildung 7.12: Wahrscheinlichkeitsdichte der Fläche mit Totalschaden an Gebäuden bei Deichbruch 
Abbildung 7.12 zeigt die Verteilung mit einer ebenfalls deutlichen, negativen Schiefe 
von s = -1,4, die eine Abgrenzung maximal möglicher Auswirkungen begünstigt. Die 
relative Standardabweichung der Wahrscheinlichkeitsdichte beträgt σrel = 30 % und das 
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90 %-Vertrauensintervall umfasst 2.920 m². Damit ist die Unsicherheit in der Bestim-
mung von Totalschäden an Gebäuden sehr groß. Wird die Überschreitung der kritischen 
Werte entlang der Deichstrecke ermittelt, entspricht dies lediglich einem Abstand vom 
Deich von maximal 40 m. Es ist hier zu berücksichtigen, dass im Testgebiet keine Be-
bauung abgebildet wird. Bei Anwendungen mit unmittelbar anstehender Bebauung wird 
diese im Berechnungsnetz berücksichtigt, so dass ihr Einfluss auf die Strömung eben-
falls einbezogen wird. 
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Abbildung 7.13: Wahrscheinlichkeitsdichte der Fläche mit gefährdeten Personen bei Deichbruch 
In der Schadenspotentialanalyse werden gefährdete Personen als Teilmenge der von der 
Überflutung betroffenen Personen ermittelt. Die Menge der gefährdeten Personen um-
fasst alle Menschen, die sich in Siedlungsbereichen befinden, in denen der Schadens-
faktor einen Wert von hv = 0,56 m²/s überschreitet (MAIJALA ET AL., 2001). Ab dieser 
Belastung können Personen in der Überflutung nicht stehen oder gehen. Im syntheti-
schen Testfall liegt der Anteil der Fläche, in der ein Schadensfaktor von hv > 0,56 m²/s 
auftritt, unter 1 % der Überflutungsfläche. Somit hat eine Unsicherheit in dieser Größe 
geringen Einfluss auf das gesamte Ergebnis. Aus praktischen Anwendungen sind auch 
größere Flächenanteile bekannt (z. B. bis 5 % in KÖNGETER ET AL., 2006a). Die in 
Abbildung 7.13 dargestellte Wahrscheinlichkeitsdichte der Fläche zeigt eine geringe, 
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positive Schiefe, so dass diese Ergebnisgröße weniger eindeutig als die bereits betrach-
teten Größen in Richtung eines Maximalwerts abgrenzbar ist. Die relative Standardab-
weichung ist mit σrel = 33 % sehr hoch. Auch das in Abbildung 7.13 gekennzeichnete 
90 %-Vertrauensintervall verdeutlicht, dass die Bestimmung der Fläche mit einer Ge-
fährdung für Personen stark durch die Unsicherheit in der Breschenbildung beeinflusst 
wird. Die Verteilung folgt in etwa einer log-Normalverteilung (vgl. Anhang E). 
Bei dieser Analyse ist zu berücksichtigen, dass sich die Unsicherheiten in der Bestim-
mung der Fläche mit gefährdeten Personen vor allem durch Unterschiede in den model-
lierten Breschenbreiten ergeben. Wird analysiert, bis zu welcher Entfernung hinter dem 
Deich der Schadensfaktor größer als hv = 0,56 m²/s ist, so zeigt die Wahrscheinlich-
keitsdichte dieses Abstands eine deutliche Schiefe in Richtung geringerer Werte. Die 
Entfernung ist klar abzugrenzen. Mit 95 % Wahrscheinlichkeit liegt der Wert im Test-
fall unter 615 m. Die relative Standardabweichung reduziert sich auf σrel = 13 %. 
Verweildauer 
Indirekte Schäden werden im aktuell am IWW angewendeten Verfahren RAPID nicht 
berücksichtigt. In anderen Methoden, wie beispielsweise dem niederländischen HIS-
SSM 2.2 (HKV, 2005), werden Wertschöpfungsverluste ausschließlich auf Basis der 
maximalen Fließtiefe abgeschätzt. Erweiterungen der Schadenspotentialberechnung im 
Verfahren RAPID zur Bestimmung indirekter Schäden sind Gegenstand aktueller For-
schung. BECKER (2006) schlägt vor, bei einer Überflutungsdauer von mehr als fünf 
Tagen indirekte Schäden neben der Fließtiefe auch in Abhängigkeit von der Verweil-
dauer des Wassers in der Überflutungsfläche abzuschätzen. 
Beispielhaft zeigt Abbildung 7.14 die Verteilungsfunktion der Verweildauer des Was-
sers an einem Punkt in 4,7 km Entfernung vom Deich. Eine deutliche Schiefe von  
s = -2,4 in Richtung kleinerer Werte begünstigt auch für diese Ergebnisgröße die Ab-
grenzung eines maximal möglichen Werts. Die relative Standardabweichung beträgt 
σrel = 1,9 %. Insbesondere unter der Betrachtung, dass innerhalb der Bestimmung der 
indirekten Schäden die Verweildauer nur in ganzen Tagen berücksichtigt wird (BECKER, 
2006), erscheint der Einfluss der Unsicherheiten aus der Breschenbildung auf die Er-
mittlung der Verweildauer sehr gering. 
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Abbildung 7.14: Wahrscheinlichkeitsdichte der Verweildauer der Überflutung in 4,7 km Entfernung vom 
Deich 
Die Resultate der Unsicherheitsanalyse werden für die einzelnen Ergebnisgrößen in 
Tabelle 7.4 zusammengefasst. 
Tabelle 7.4: Zusammenfassung der Ergebnisgrößen am Deichbruch 
Ergebnisgröße Median σrel Schiefe Wölbung Näherungs-verteilung* 
Qmax 680 m³/s 9,8 % 0,1 3 Normal 
Max. WSP 105,07mNN 1,5 % -0,1 3 Normal 
Überflutungsfläche 44,9 km² 3 % -0,4 3 Normal/ Weibull 
Max. v in 100 m Entfernung 2,44 m/s 16 % -2,3 9,3  
Max. v in 3 km Entfernung 0,88 m/s 6,8 % -1,3 5,2  
Ankunftszeit 
in 1,5 km Entfernung 56 min 16,5 % 2,8 14,8  
Dynamische Einwirkung 21.030 m² 20 % -2,0 7,3  
Totalschaden an Gebäuden 3625 m² 30 % -1,4 4,4  
Gefährdete Personen (Fläche) 389.650 m² 33 % 0,7 3,6 log-Normal 
Gefährdete Personen (Abstand) 586 m 13 % -2,5 11,2  
Verweildauer 
in 4,7 km Entfernung 39,2 h 1,9 % -2,4 11,6  
   * graue Schrift für eingeschränkte Näherung der Verteilung 
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7.1.3 Bewertung und Schlussfolgerung für Deichbrüche 
Die Unsicherheitsanalyse am synthetischen Testbeispiel ergibt eine geringe Beeinflus-
sung des maximalen Wasserspiegels und eine geringe Unsicherheit bezüglich der Be-
stimmung der maximalen Überflutungsfläche. Da diese Ergebnisgrößen die wesentli-
chen Eingangsbedingungen zur Bestimmung des ökonomischen Schadenspotentials 
sind, ist die durch die Breschenbildung in das Risk-Assessment-Verfahren für den Test-
deich eingebrachte Unsicherheit als gering einzuschätzen. Auch in die Ermittlung über-
schwemmungsgefährdeter Gebiete nach dem GESETZ ZUR VERBESSERUNG DES 
VORBEUGENDEN HOCHWASSERSCHUTZES (2005) wird für diesen Testfall durch die Bre-
schenbildung eine geringe Unsicherheit eingebracht. Es ist jedoch zu beachten, dass 
diese Schlussfolgerung vom verwendeten Testbeispiel und insbesondere vom Gelände-
verlauf im Hinterland abhängig ist. 
Größere Unsicherheiten treten bezüglich der maximalen Fließgeschwindigkeit und der 
davon abhängenden Größen, wie Schadensfaktor und Ankunftszeit, auf. Die Vertei-
lungsfunktionen der maximalen Fließgeschwindigkeit bzw. der Ankunftszeit zeigen 
jeweils eine klare Begrenzung zur Bestimmung von Maximal- bzw. Minimalwerten. 
Dieses Verhalten ist für praktische Anwendungen positiv zu bewerten. Hier zeigt sich 
zudem ein Vorteil des probabilistischen Ansatzes. Während die Bestimmung von mini-
mal und maximal möglichen Ergebnisgrößen beispielsweise auf Basis von Sensitivitäts-
analysen eine sehr große Unsicherheit der Ergebnisse unterstellt, wird durch die Kennt-
nis der Wahrscheinlichkeitsdichte ersichtlich, wie die möglichen Werte der Ergebnis-
größe im Intervall verteilt sind. 
Eingang in die ökonomische Schadenspotentialbestimmung im aktuellen Verfahren 
RAPID findet die Überschreitung des Schadensfaktors hv = 7 m²/s zur Bestimmung von 
Totalschäden an Gebäuden. Der Anteil an der gesamten Überflutungsfläche ist im Test-
beispiel und bei praktischen Anwendungen meist gering, so dass diese Unsicherheit im 
Verfahren RAPID von untergeordneter Bedeutung ist. Jedoch ist der Anteil des Total-
schadens am gesamten Schadenspotential und damit auch die Auswirkung der Unsi-
cherheit von der Nutzungsstruktur des Deichhinterlands abhängig. 
Die Bestimmung der Anzahl gefährdeter Personen anhand von Flächen, in denen der 
Schadensfaktor über hv = 0,56 m²/s liegt, ist infolge der Unsicherheiten in der Bre-
schenmodellierung relativ ungenau. Der Abstand von der Bruchstelle, ab dem der Scha-
densfaktor unter hv = 0,56 m²/s liegt, enthält jedoch geringere Unsicherheiten. 
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Zur weiteren Bewertung der Unsicherheiten in der Flutwellenausbreitung, die aufgrund 
der unsicheren Breschenbildung an Deichen auftreten, wird der Vergleich mit Analysen 
zum Einfluss der Geländemodellgenauigkeit und der Festlegung der Rauheitsbeiwerte 
geführt. 
An einem Anwendungsbeispiel zur Überflutungsmodellierung ohne Deichversagen 
zeigen UHRICH ET AL. (2002), dass die Variation der Geländehöhen mit einer mittleren 
Abweichung von 3,6 cm eine Änderung der überfluteten Fläche von 5 % bewirkt. Ob-
wohl die Modifikationen der Geländehöhen recht gering sind, liegt die Änderung der 
Überflutungsfläche in der gleichen Größenordnung wie unter Berücksichtigung der 
Unsicherheiten in der Breschenbildung. Bei einer Vergrößerung der Rasterweite des 
Berechnungsnetzes von 1 m auf 10 m unter Mittelung der enthaltenen Geländehöhen 
stellen UHRICH ET AL. (2002) eine Verringerung der Überflutungsfläche je nach Art der 
Mittelung bis zu 18 % fest. Diese Abweichung ist deutlich höher als die im Rahmen der 
vorliegenden Arbeit infolge der unsicheren Breschenbildung für den Testfall beobachte-
te Streuung der Ergebnisse. Die Ergebnisse von UHRICH ET AL. (2002) werden jedoch 
zusätzlich durch die vereinfachte Betrachtungsweise des genutzten Storage-Cell-
Verfahrens beeinflusst. 
ARONICA ET AL. (1998) führen Monte-Carlo-Simulationen unter Variation der Gelände-
höhen mit einer Standardabweichung von σ = 0,1 m bei einer Überflutungsstudie ohne 
Deichversagen an einem Fließgewässer durch. Das Intervall zwischen 10 %- und 90 %-
Quantil der berechneten Fließtiefen umfasst 0,5-2 m bei gemessenen Fließtiefen zwi-
schen 0,2 m und 10 m. Der Einfluss der Geländehöhenänderung wird von ARONICA ET 
AL. (1998) als signifikant bezeichnet. Auf der anderen Seite stellt WERNER (2004) infol-
ge der Variation von Geländemodellhöhen nur geringe Auswirkungen auf die überflute-
te Fläche fest. Leider wird deutlich, dass die Größe des Einflusses variierender Gelän-
demodellparameter auf das Ergebnis einer Überflutungsstudie aufgrund unterschiedli-
cher Charakteristika jedes Anwendungsfalls schwierig vergleichbar ist. Es zeigt sich 
jedoch, dass die Auswirkungen der Geländehöhenunsicherheit davon abhängen, ob das 
betrachtete Gebiet durchströmt wird oder vielmehr ein Einstau vorliegt. Im Fall der 
Durchströmung tritt ein größerer Einfluss auf. 
Aus Analysen des verwendeten Strömungsmodells ist zudem die Einflussnahme der 
Überflutung durch die angesetzten Rauheitsbeiwerte bekannt (SCHWANENBERG & 
HARMS, 2004; HARMS, 2001), die für Simulationen der Flutwellenausbreitung bei 
Dammbrüchen auf Basis der Flachwassergleichungen auch von anderen Autoren wie 
zum Beispiel HERVOUET & PETITJEAN (1999) und ALCRUDO (2002) herausgestellt wird. 
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Dabei ist zu berücksichtigen, dass der Reibungsverlust und damit auch der Einfluss der 
Rauheitsbeiwerte kontinuierlich entlang der Fließstrecke der Flutwelle wirken. WERNER 
(2004) betont den Einfluss der Rauheitsbeiwerte bei der Bestimmung von Überflutungs-
flächen an Fließgewässern vor allem in den durchströmten Bereichen. Spezielle Unter-
suchungen zum Einfluss der Reibungsverluste bei Deichbruchströmungen liegen in der 
Literatur nicht vor. 
Die Analyse von Dammbruchströmungen zeigt beispielsweise bei Verringerung des 
Rauheitsbeiwerts um 20 % eine durchschnittliche Veränderung der maximalen Fließge-
schwindigkeit der Flutwelle von 9 % (KÖNGETER ET AL., 2005). Der Einfluss auf die 
Fließtiefe ist im Vergleich zur Geschwindigkeit weniger ausgeprägt. Die maximale 
Fließtiefe verringert sich im Mittel um 3 % (KÖNGETER ET AL., 2005). Die Größe der 
Veränderung ist dabei allerdings abhängig von der im jeweiligen Beispiel herrschenden 
Strömung und aus diesem Grund nicht unmittelbar von der Dammbruchströmung auf 
die Deichbruchströmung übertragbar.  
Auf Basis der gezeigten Analyse und im Vergleich zu anderen Einflüssen wird gefol-
gert, dass die Unsicherheiten in den maßgeblichen Eingangsdaten der ökonomischen 
Schadenspotentialanalyse, die aufgrund der unsicheren Breschenbildung entstehen, 
relativ gering sind. Somit wird die Prognosegüte des Modells BreFlow bezüglich der 
maximalen Fließtiefen und der maximalen Überflutungsfläche als gut bezeichnet. Die 
Auswirkungen der durch die Breschenbildung eingebrachten Unsicherheit auf die ma-
ximale Geschwindigkeit und die Ankunftszeit sind größer und liegen in etwa in der 
gleichen Größenordnung wie der Einfluss der Rauheitsbeiwerte bei der Dammbruch-
strömung. 
Die Übertragbarkeit der Bewertungen aus den Ergebnissen des vorgestellten Testfalls 
auf das jeweilige Anwendungsgebiet ist jedoch zu prüfen. Aufgrund spezieller Gege-
benheiten im Hinterland einer Deichbruchstelle kann die Zulässigkeit des Transfers 
deutlich eingeschränkt sein. 
Für praktische Anwendungen wird die Aufnahme der Unsicherheitsanalyse ins gesamte 
Risk-Assessment-Verfahren als sinnvoll erachtet. Innerhalb der Überflutungsberech-
nung können dabei neben der Breschenbildung auch andere Unsicherheiten, wie die 
hydrologischen Randbedingungen, die Bestimmung der Rauheit und die Güte der Ge-
ländedaten, Berücksichtigung finden. Die zusätzliche Quantifizierung der Unsicherhei-
ten in der Bestimmung der Versagenswahrscheinlichkeiten und der Schadenspotential-
analyse des Verfahrens RAPID würde den Vergleich der Prognosegüte der Modelle un-
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tereinander ermöglichen. Letztlich kann dadurch eine Verteilungsfunktion des beste-
henden Risikos ermittelt werden. Auch innerhalb der Bestimmung überschwemmungs-
gefährdeter Gebiete an Fließgewässern ist die Verwendung der SRSM zur Quantifizie-
rung möglicher Unsicherheiten wertvoll. 
Ist es hingegen im Rahmen von realen Anwendungen beispielsweise aus Kostengründen 
nicht möglich eine Unsicherheitsanalyse zu integrieren, wird basierend auf den Ergeb-
nissen des Testfalls empfohlen, eine mittlere Variante der Breschenbildung zu berech-
nen; das heißt für unsichere Eingangsgrößen sollte der wahrscheinlichste Wert, der 
Modalwert der Verteilung, gewählt werden. Für die maximale Fließgeschwindigkeit 
sowie für den Schadensfaktor ergeben sich dadurch Werte im Bereich des 95 %-
Quantils, so dass hier auf der sicheren Seite liegend abgeschätzt wird. Für die Überflu-
tungsfläche und den Wasserspiegel ergeben sich dabei Werte nahe dem Median. 
Theoretisch ist es möglich, unter Annahme einer Normalverteilung und durch Übertra-
gung der im Testfall ermittelten relativen Standardabweichung auf die neu berechneten, 
mittleren Ergebnisse Wahrscheinlichkeitsdichtefunktionen für die Überflutungsfläche 
und die maximale Wasserspiegellage zu entwickeln. Dabei ist jedoch die Übertragbar-
keit der relativen Werte aus dem Testfall auf andere Situationen nicht gesichert. Bei-
spielsweise wird die relative Standardabweichung der Fließtiefe von 1,5 % im Testbei-
spiel bezogen auf eine maximale Fließtiefe von 2,5 m ermittelt. Bezogen auf eine mitt-
lere Fließtiefe im Hinterland von 1,26 m ergibt sich eine relative Standardabweichung 
von 3 %. Es erscheint sinnvoll, die Werte der relativen Standardabweichungen zuvor 
durch weitere Variantenrechnungen an Beispielen mit unterschiedlicher Neigung des 
Hinterlands sowie unter realen Gegebenheiten zu überprüfen. 
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7.2 Breschenbildung und Flutwellenausbreitung an der Rurtalsperre 
7.2.1 Aufbau des Beispiels und Randbedingungen 
Die Unsicherheitsanalyse zum Einfluss der Breschenbildung auf die Prognosegüte der 
Flutwellenausbreitung bei einem Dammbruch wird an einer realen Stauanlage durchge-
führt. Ziel ist es, neben der Bestimmung der Häufigkeitsverteilungen der Ergebnisgrö-
ßen und der Bewertung der Auswirkungen variabler Eingangsparameter die Praxistaug-
lichkeit des Ansatzes an einem Anwendungsbeispiel aufzuzeigen. 
Als Fallbeispiel dient die 77 m hohe Rurtalsperre, die das Kernstück des Talsperrenver-
bundsystems der Nordeifel bildet. Hauptsächlicher Nutzen der Rurtalsperre ist die 
Trink- und Brauchwasserbereitstellung und der Hochwasserschutz. Des Weiteren dient 
die Stauanalge der Niedrigwasseraufhöhung und der Energieerzeugung. Der Wasser-
verband Eifel-Rur kommt als Betreiber der Talsperre bereits mit einer Reihe von Unter-
suchungen den Forderungen der neuen DIN 19700 nach (LOHR & WEHNER, 2002; 
KÖNGETER & HARMS, 2002; KÖNGETER ET AL., 2004b; KÖNGETER ET AL., 2006b; 
KÖNGETER & SCHONLAU, 2006). Die Analyse möglicher Gefährdungen, extremer hyd-
rologischer Belastungen und potentieller Folgen sind den genannten Berichten zu ent-
nehmen. Im Fokus der folgenden Betrachtung stehen die Breschenbildung und die an-
schließende Flutwellenausbreitung sowie die damit verbundenen Unsicherheiten als ein 
Baustein des Risk-Assessment-Verfahrens und der Katastrophenabwehr für Stauanla-
gen. 
Aufgrund der zwei Ausbaustufen (1934-1938 und 1955-1959) besitzt die Rurtalsperre 
einen sehr speziellen Querschnittsaufbau, der innerhalb der Breschenbildungsmodellie-
rung möglichst genau abgebildet werden soll. Dadurch werden erhöhte Anforderungen 
an den Detaillierungsgrad des Breschenbildungsmodells gestellt. 
50 100 150 200 250 300
220
240
260
280
300
[m]
[m
N
N
]
1:1,51:2,75
Talschottergebrochener
Fels
steiniger
 Lehm
Dichtungskern
Spundwand
gebrochener
Fels
Wasserseite Luftseite
 
Abbildung 7.15: Querschnitt durch die Rurtalsperre 
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Abbildung 7.15 zeigt den Querschnittsaufbau mit der besonderen Lage der Dichtung, 
die im unteren Teil mit einer schräg liegenden Spundwand verstärkt wird. Die Kronen-
länge der Rurtalsperre beträgt 480 m, an der Gründungssohle des Damms ist das Tal 
etwa 180 m breit. 
Die Daten zum Aufbau des Felsschüttdamms mit Lehminnendichtung und zum Gelän-
deverlauf im Unterwasser stehen aus vorangegangenen Projekten im Auftrag der Was-
serverbandes Eifel-Rur zur Verfügung (KÖNGETER ET AL., 2004b; KÖNGETER & HARMS, 
2002). Zur Abbildung des Stauraums innerhalb der Simulation wurden Höhenlinien aus 
einer historischen Karte digitalisiert, die den Zustand vor dem Bau der Talsperre wie-
dergibt. Bei maximalem Stauziel von 281,5 mNN ergibt sich unter Berücksichtigung 
des eisernen Bestandes in den Vorbecken Paulushof und Eiserbach ein gestautes Volu-
men von 186,5 Mio. m³. Zu Beginn der Breschenbildung wird ein Wasserspiegel ent-
sprechend der Kronenhöhe von 285 mNN angenommen, so dass sich ein aufgestautes 
Volumen von ca. 210 Mio. m³ ergibt. 
Im Unterwasser der Talsperre wird eine Fließstrecke von 40 km entlang der Rur abge-
bildet, um die Flutwellenausbreitung in diesem Gebiet zu berechnen. Innerhalb der 
ersten 25 km ist das Tal bis zu einer Höhe von 280 mNN weniger als 1 km breit. An-
schließend weitet es sich auf und besitzt eine Breite von mehr als 2 km. Die mittlere 
Neigung liegt bei 2,8 ‰. Das Geländemodell basiert neben den digitalisierten Höhen 
von Stauraum und Damm auf den DGM5 Daten des Landesvermessungsamtes NRW; es 
ist im Anhang F dargestellt. 
Zur räumlichen Diskretisierung dient ein unstrukturiertes Dreiecksnetz bestehend aus 
98.893 Elementen. Im Bereich des Damms werden zur detaillierten Abbildung der Bre-
schenbildung Kantenlängen von 3-5 m gewählt. Im Unterwasser wird das Berechnungs-
netz entlang der Rur mit Kantenlängen von 13-15 m verdichtet, während in weniger 
strömungsintensiven Bereichen größere Elemente vorliegen. Der Stauraum wird mit 
Dreiecken von 35 m Kantenlänge reproduziert. Abbildung 7.16 zeigt in überhöhter 
Darstellung die Diskretisierung des Damms mit der Initialbresche von 1 m Tiefe. 
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Abbildung 7.16:  Ausschnitt des Berechnungsnetzes (zweifach überhöht) 
Zur Abbildung der Strömungsverluste wird das Gebiet in unterschiedliche Materialbe-
reiche mit entsprechenden Rauheitsbeiwerten unterteilt (Tabelle 7.5). Die gewählten 
Werte orientieren sich an Hinweisen von MORRIS & GALLAND (2000), DVWK (1990) 
und BOLLRICH (1996). Allerdings sind die Rauheitsbeiwerte schwierig zu definieren, da 
bei der Flutwellenausbreitung im Unterwasser der Rurtalsperre Gebiete durchströmt 
werden, die in der üblichen Betrachtung von Fließgewässern nicht überflutet werden. 
Tabelle 7.5: Rauheitsbeiwerte für die Flutwellenausbreitung an der Rurtalsperre 
Materialbereich Manning-Beiwert [s/m1/3] 
Flussbett und Stauraum 0,028 
Wald 0,125 
Bebauung 0,166 
Acker/Wiesen/Übriges 0,030 
 
Als Randbedingung werden die Stauraumfüllung bis 285 mNN und die oben gezeigte 
Initialbresche vorgegeben. Ein Zufluss in den Stauraum wird nicht berücksichtigt, da 
dieser gegenüber dem Breschendurchfluss zu vernachlässigen ist. Am Ende des Unter-
suchungsgebiets wird als Randbedingung ein freier Abfluss vorgegeben. 
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Die geotechnischen Parameter der Breschenbildung werden, sofern sie nicht in der 
Unsicherheitsanalyse variiert werden, entsprechend Tabelle 7.6 gewählt. Die Mittelwer-
te der Kornrohdichte sind für die unterschiedlichen Zonen des Damms hier mit aufge-
führt, da im Folgenden bezüglich der SRSM-Varianten nur der Wert des Stützkörpers 
(gebrochener Fels, WS) angegeben wird. 
Tabelle 7.6: Parameter der Breschenentwicklung und Mittelwerte der Kornrohdichte an der Rur-
talsperre 
Geotechnische 
Parameter 
Gebrochener 
Fels (WS) steiniger Lehm Talschotter 
Gebrochener 
Fels (LS) 
Reibungswinkel [°] 35 27,5 42 40 
Kornrohdichte* [kg/m³] 2700 3000 2700 2400 
d30 [mm] 
d50 [mm] 
d90 [mm] 
0,6 
4 
40 
0,01 
0,04 
0,3 
20 
40 
80 
0,4 
10 
50 
Sedimenttransportformel Smart 
Parameter zur Breschengeometrie 
Art der Breschenentwicklung Drehung um den luftseitigen Fußpunkt 
  *Kornrohdichte wird variiert 
Zur Berücksichtigung eines plötzlichen Versagens des Dichtungskerns aus Lehm und 
Ton wird für die freie Standhöhe ein kritischer Wert von 2,5 m angenommen. Für die 
Spundwand wird die freie Standhöhe auf 5 m erhöht. Zur Durchführung der Unsicher-
heitsanalyse werden entsprechend Kapitel 6.5.3 die Parameter Kornrohdichte, Porosität, 
Lage des Drehpunkts, Böschungsneigung und Breschenaufweitungsfaktor variiert. Auf 
Basis der SRSM 2. Ordnung ergeben sich 51 zu realisierende Berechnungen. Die Para-
meterkombinationen sind in Anhang F tabellarisch aufgeführt. Die Flutwellenausbrei-
tung wird über fünf Stunden simuliert, so dass der Scheitel der Flutwelle vor dem Ende 
der Berechnung die unterwasserseitige Modellgrenze passiert hat. Die Simulationen 
benötigen je nach Variante ca. 18-26 Stunden. 
7.2.2 Ergebnis der Unsicherheitsanalyse an der Rurtalsperre 
Im Folgenden werden die einzelnen Ergebnisgrößen der Modellierung von Breschen-
bildung und Flutwellenausbreitung an der Rurtalsperre mit den enthaltenen Unsicher-
heiten vorgestellt. Der Betrachtung der maximalen Abflüsse in der Bresche sowie in 
weiteren Querschnitten entlang des Tals folgt die Darstellung der maximalen Fließtie-
fen, der überfluteten Fläche und der maximalen Fließgeschwindigkeiten. Weiter werden 
die Ankunftszeiten der Flutwelle analysiert und die Flächen der Totalschäden an Ge-
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bäuden und bezüglich der Gefährdung von Personen betrachtet. Da die Prozesse der 
Flutwellenausbreitung infolge Dammbruch innerhalb weniger Stunden ablaufen, wird 
die Verweilzeit nicht untersucht. 
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Abbildung 7.17: Wahrscheinlichkeitsdichte des maximalen Breschendurchflusses an der Rurtalsperre 
In Abbildung 7.17 ist die aus den 51 Einzelergebnissen generierte Verteilungsfunktion 
des maximalen Breschendurchflusses aus 100.000 Werten dargestellt. Ähnlich zum 
maximalen Breschendurchfluss beim Deichbruch entspricht der Verlauf in etwa einer 
Normalverteilung. Die gezeigte Verteilung besitzt jedoch eine geringe, negative Schiefe 
von s = -0,4, so dass der Mittelwert mit 76920 m³/s etwas unter dem Median von 
78430 ³/s liegt. Die Wölbung zeigt mit w = 3,3 einen nur leicht flacheren Verlauf als 
eine Normalverteilung an. Die recht breite Streuung der Werte schlägt sich in einer 
relativen Standardabweichung von σrel = 25 % nieder. 
Es ist hervorzuheben, dass der ermittelte Wert für das 95 %-Quantil von 106370 m³/s 
deutlich unter dem in einem vorangegangenen Projekt bestimmten Maximalabfluss von 
122000 m³/s unter Annahme eines plötzlichen Versagens bei einem Wasserstand von 
281,5 mNN liegt (KÖNGETER & HARMS, 2002). Auf diese Weise wird die Folgerichtig-
keit der mit Hilfe der SRSM erhaltenen Ergebnisse bestätigt. Das Ergebnis einer Bre-
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schenmodellierung an der Rurtalsperre von HUBER ET AL. (2005) liegt knapp unterhalb 
des 5 %-Quantils, da die dort verwendete, maximale Tiefe der Bresche aus Modellver-
suchen zu 75 % der Dammhöhe abgeleitet wurde. Die auf Basis historischer Dammbrü-
che entwickelte Verteilungsfunktion für die Lage des Drehpunkts zeigt eine stärkere 
Konzentration möglicher Werte bei 100 %. Zudem wird der Breschenaufweitungsfaktor 
in der Studie von HUBER ET AL. (2005) zu b/t = 0,8 und damit auf die untere Grenze der 
in der vorliegenden Arbeit verwendeten Gleichverteilung des Faktors festgelegt. 
Von Bedeutung für die Auswirkungen der Unsicherheiten auf die Überflutung ist die 
Veränderung der Bandbreite des maximalen Abflusses entlang der Fließstrecke. Zur 
Analyse werden vier Querschnitte im Abstand von 6 km, 15,5 km, 24,5 km und 40 km 
von der Bresche betrachtet. Abbildung 7.18 zeigt die Verteilungsfunktionen der maxi-
malen Abflusswerte und die Veränderung der statistischen Parameter in Abhängigkeit 
von der Entfernung vom Damm. An allen Querschnitten zeigt sich eine Verteilung mit 
negativer Schiefe in Richtung kleinerer Werte. Damit wird die Abgrenzung eines Ma-
ximums ermöglicht. 
Der Median des maximalen Abflusses an jedem Querschnitt ist der mittleren Grafik zu 
entnehmen. Der absolute Wert des Medians an der Bresche von QMedian = 78430 m³/s ist 
bereits in 6 km Entfernung auf 60 % seines Werts reduziert (Abbildung 7.18). Entlang 
der Fließstrecke ergeben sich eine weitere Reduktion des maximal erreichten Durch-
flusses und eine gleichzeitige Verringerung des Vertrauensintervalls zwischen 5 %- und 
95 %-Quantil. Die relative Standardabweichung, aufgetragen an der zweiten y-Achse in 
Abbildung 7.18, sinkt ebenfalls mit zunehmendem Abstand von σrel = 11,7 % in 6 km 
Entfernung auf unter σrel = 6 % in 40 km Entfernung. Die Schiefe der Verteilungsfunk-
tionen an jedem Punkt steigt mit dem Abstand von der Sperrenstelle, wie im unteren 
Teil der Abbildung 7.18 dargestellt. 
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Abbildung 7.18: Verteilungsfunktionen der maximalen Abflüsse entlang des Tals (oben) 
sowie Median, relative Standardabweichung und Schiefe der Verteilungen (unten) 
Den Ausführungen von PONCE ET AL. (2003) folgend beträgt die ultimate distance, ab 
der ein von der Breschenbildung unabhängiger Abfluss auftritt, an der Rurtalsperre 
mindestens 134 km. Die Übereinstimmung der Aussagen von PONCE ET AL. (2003) mit 
den eigenen Ergebnissen ist nicht unmittelbar überprüfbar, da das Untersuchungsgebiet 
nur 40 km der Fließstrecke abbildet. Es wird jedoch gezeigt, dass sich die Unsicherhei-
ten innerhalb der 40 km deutlich reduzieren. Gleichzeitig werden anhand der 90 %-
Konfidenzgrenzen des Abflusses in 40 km Entfernung mit Q5%-Quantil = 16.930 m³/s und  
Q95%-Quantil = 20370 m³/s immer noch Unterschiede deutlich. 
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Wird die in Abbildung 7.18 gezeigte Reduktion der relativen Standardabweichung ent-
sprechend der Abnahme zwischen dem Querprofil in 24,5 km Abstand und dem Ende 
des Untersuchungsgebiets linear in Abhängigkeit von der zurückgelegten Entfernung 
extrapoliert, so ergibt sich ein Abstand von 145 km, ab dem die relative Standardabwei-
chung bei Null liegt. Dieser Wert ist vergleichbar mit den Resultaten nach PONCE ET AL. 
(2003). Die Anwendung der gleichen Vorgehensweise auf das 90 %-Vertrauensintervall 
führt jedoch zu einem Abstand von 67 km. Dabei ist für beide Funktionen auch ein 
nicht linearer, asymptotischer Verlauf denkbar, so dass die aufgeführten absoluten Wer-
te nicht zuverlässig zu verwenden sind. 
Trotz der Abnahme der Unsicherheiten mit zunehmendem Abstand vom Damm wird am 
Beispiel der Rurtalsperre deutlich, dass bei praktischen Anwendungen bereits die Unsi-
cherheiten innerhalb der ersten 40 km von Bedeutung sind, da in diesem Bereich mehre-
re Städte von der Überflutung betroffen wären. 
Maximale Fließtiefen 
Die ermittelten Verteilungsfunktionen der maximalen Fließtiefen zeigen im gesamten 
Untersuchungsgebiet eine Schiefe in Richtung kleinerer Werte. Dies ist zur Bestim-
mung der maximalen Größen innerhalb des Risk-Assessment-Verfahrens positiv zu 
bewerten. Der absolute Wert der Schiefe steigt leicht mit zunehmendem Abstand vom 
Damm. Die Verteilungsfunktionen der maximalen Fließtiefe lassen sich an manchen 
Punkten recht gut mit einer Weibullverteilung abbilden. Allerdings variiert der Formpa-
rameter an den unterschiedlichen Punkten entlang des Tals von b = 20 bis b = 130. In 
Anhang F wird die Funktion der Weibullverteilung in Abhängigkeit von Lage- und 
Formparameter gegeben, die auch in den folgenden Näherungen Anwendung findet. Sie 
weicht von der in Tabelle 6.2 nach ISUKAPALLI (1999) gewählten Formulierung ab. 
Daneben zeigt Anhang F ein Beispiel zur Verteilungsfunktion der Fließtiefe und der 
entsprechenden Näherung als Weibullverteilung. 
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Abbildung 7.19: Median, 90 %-Intervall und relative Standardabweichung der maximalen Fließtiefe im 
Unterwasser der Rurtalsperre 
Für das gesamte Untersuchungsgebiet sind in Abbildung 7.19 der Median der maxima-
len Fließtiefe, das 90 %-Vertrauensintervall und die relative Standardabweichung flä-
chig dargestellt. Der Median der maximal erreichten Fließtiefe liegt innerhalb der ersten 
6 km über 30 m. Im eng verlaufenden Talabschnitt treten Fließtiefen von 15 bis 25 m 
auf. Erst ab der Aufweitung des Tals liegen die Fließtiefen in der Hauptströmung unter 
10 m, während am Strömungsrand des hier breiter werdenden Abflussquerschnitts 
Fließtiefen von 1-2 m berechnet werden. 
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Das 90 %-Vertrauensintervall zwischen dem 5 %-Quantil und dem 95 %-Quantil der 
maximalen Fließtiefe verringert sich mit steigender Entfernung von der Bresche. Die 
stärkste Reduktion tritt innerhalb der ersten 8 km auf. Unmittelbar unterhalb des 
Damms beträgt das 90 %-Intervall mehr als 10 m, im engen Talabschnitt umfasst es 3-
4 m und ab der Aufweitung des Tals nach 25 km beträgt die Differenz zwischen 95 %- 
und 5 %-Quantil der maximalen Fließtiefe weniger als 1 m. 
Die relative Standardabweichung beträgt σrel = 8-10 % in unmittelbarer Nähe des 
Damms und nimmt ebenfalls entlang der Fließstrecke auf weniger als 5 % ab. Jedoch 
sind die Unsicherheiten, veranschaulicht in den relativen Standardabweichungen, ab der 
Verbreiterung des Abflussquerschnitts im Randbereich der Strömung deutlich erhöht. In 
diesen Bereichen sind zwar geringere Fließtiefen vorhanden, die prozentualen Abwei-
chungen wirken sich unter der Annahme linearer oder parabelförmiger Schadenfunktio-
nen allerdings dennoch auf den Schaden aus. 
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Abbildung 7.20: Wahrscheinlichkeitsdichte der maximalen Überflutungsfläche bei Dammbruch 
Abbildung 7.20 zeigt, dass die Wahrscheinlichkeitsdichte der maximalen Überflutungsflä-
che eine negative Schiefe aufweist. Die relative Standardabweichung ist mit σrel = 2,3 % 
sehr gering. Werden die Unsicherheiten in den überfluteten Flächen im engen Tal bis 
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25 km Abstand vom Damm und in der sich anschließenden, breiteren Abflussstrecke 
miteinander verglichen, so wird lediglich eine geringfügig höhere relative Standardab-
weichung von σrel = 2,5 % für den breiteren Teil der Überflutungsstrecke festgestellt. 
Das 90 %-Vertrauensintervall erstreckt sich von +2,2 % bis -5 % um den Median von 
47,723 km². In Abbildung 7.20 ist eine Näherung als Weibullverteilung eingezeichnet, 
die mit dem Lageparameter a = 47,949 km² und dem Formparameter b = 60 in der Nähe 
des Medianes eine gute Übereinstimmung liefert. Im Bereich von Werten, die kleiner 
als das 5 %-Quantil sind, wird die Wahrscheinlichkeit jedoch unterschätzt (vgl. Anhang 
F). 
Die Größenordnung der insgesamt überfluteten Fläche ist mit dem synthetischen Test-
fall zum Deichbruch vergleichbar. Die relative Standardabweichung ist beim Damm-
bruch etwas kleiner. 
Maximale Fließgeschwindigkeit 
Abbildung 7.21 sind die Werte des Medians, des 90 %-Vertrauensintervalls und der 
relativen Standardabweichung für die maximale Fließgeschwindigkeit im Untersu-
chungsgebiet zu entnehmen. Die Werte des Medians verdeutlichen die Abnahme der 
absoluten Fließgeschwindigkeit mit zunehmendem Abstand von der Sperre. Innerhalb 
der ersten 10 km treten Fließgeschwindigkeiten von mehr als 15 m/s auf. Im weiteren 
Verlauf des engen Tals schwankt der Median des Maximalwerts zwischen 5 m/s und 
10 m/s. Unterstromig der Aufweitung nach 25 km liegt der Median der maximalen 
Fließgeschwindigkeit in der Hauptströmung bei 2-5 m/s. 
Das Intervall zwischen 5 %- und 95 %-Quantil umfasst bis zu einem Abstand von 5 km 
vom Damm mit mehr als 10 m/s eine beträchtliche Spanne. Ab einem Abstand von circa 
15 km liegt das Intervall unter 2 m/s und sinkt ab 25 km auf unter 0,5 m/s. 
Auch die relative Standardabweichung der Verteilungsfunktion zeigt eine Reduktion 
der Werte mit wachsendem Abstand. Bis zu einem Abstand von 5 km liegt die relative 
Standardabweichung der Geschwindigkeit über 10 %, bis zu einem Abstand von 15 km 
treten weiterhin Werte von mehr als 5 % auf. Unterwasserseitig davon liegt die relative 
Standardabweichung im Hauptströmungsbereich unter 5 %. Infolge der Aufweitung des 
Tals treten im Randbereich der Strömung sehr große relative Standardabweichungen 
auf. Anhand der Darstellung des Medians wird deutlich, dass diese Abweichungen sich 
jedoch auf Maximalwerte von weniger als 2 m/s beziehen. Die Unterschiede sind somit 
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nicht schadensrelevant. Da die Abweichungen nicht im Hauptströmungsbereich auftre-
ten, haben sie nur geringen Einfluss auf die Ankunftszeit der Flutwelle entlang des Tals. 
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Abbildung 7.21: Median, 90 %-Intervall und relative Standardabweichung der maximalen 
Fließgeschwindigkeit im Unterwasser der Rurtalsperre 
Die jeweiligen Wahrscheinlichkeitsverteilungen der maximalen Fließgeschwindigkeit 
enthalten an Punkten unmittelbar unterhalb des Dammes keine Schiefe. Mit zunehmen-
der Entfernung tritt eine immer deutlichere, negative Schiefe in den Verteilungsfunktio-
nen auf. 
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Ankunftszeit 
In Abbildung 7.22 sind die Verteilungsfunktionen für die Ankunftszeit der Flutwelle an 
den bereits betrachteten Querschnitten entlang der Fließstrecke dargestellt. Aufgrund 
der positiven Schiefe der Funktion kann die früheste Ankunft der Flutwelle jeweils 
deutlich abgegrenzt werden. Ähnlich dem Verhalten der Fließtiefe und der Fließge-
schwindigkeit steigt die Schiefe der Verteilungsfunktionen mit zunehmendem Abstand 
vom Damm. Während die absolute Bandbreite der Ergebnisse entsprechend dem 90 %-
Vertrauens-intervall mit der Entfernung von -9 bis +22 Minuten auf -12 bis 
+26 Minuten leicht ansteigt, reduziert sich die relative Standardabweichung signifikant 
von 30 % auf 7 %. 
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Abbildung 7.22:  Wahrscheinlichkeitsdichten für die Ankunftszeit der Flutwelle entlang des Tals 
 
Totalschäden an Gebäuden 
Für den Dammbruch zeigt sich im Gegensatz zum Deichbruch, dass mit 42 % ein weit 
größerer Anteil der überfluteten Fläche einer dynamischen Einwirkung mit Fließge-
schwindigkeiten von mehr als 2 m/s ausgesetzt ist. Zudem wird innerhalb der Fläche 
mit dynamischer Einwirkung weitestgehend auch der Schadensfaktor von hv = 7 m²/s 
überschritten, so dass die Differenz zwischen der Fläche mit dynamischer Belastung 
und der Fläche mit Totalschäden an Gebäuden gering ist (< 1,5 km²). Auch die Vertei-
lungsfunktionen der Flächen mit dynamischer Einwirkung und der Flächen mit Total-
schäden verhalten sich sehr ähnlich. 
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Abbildung 7.23: Wahrscheinlichkeitsdichte der Fläche mit Totalschäden an Gebäuden bei Dammbruch 
Beispielhaft für beide Größen ist in Abbildung 7.23 die Wahrscheinlichkeitsdichte der 
Fläche mit Totalschäden an Gebäuden mit einer relativen Standardabweichung von 
σrel = 7,5 % dargestellt. Die mit der Bestimmung der dynamischen Schäden verbundene 
Unsicherheit ist somit größer als die Unsicherheit bezüglich der Überflutungsfläche 
oder der Fließtiefen. Die Verteilung besitzt eine Schiefe in Richtung kleinerer Werte, so 
dass die maximal betroffene Fläche abgegrenzt wird. Wie in Abbildung 7.23 angedeu-
tet, kann die Wahrscheinlichkeitsdichte mit Hilfe einer Weibullverteilung mit  
a = 20,498 km² und b = 18 näherungsweise abgebildet werden (vgl. Anhang F). 
Gefährdete Personen 
Für die Flutwellenausbreitung nach Breschenbildung in der Rurtalsperre tritt ebenfalls 
im Gegensatz zum Deichbruch in nahezu der gesamten Überflutungsfläche (90 %) ein 
Schadensfaktor oberhalb von hv = 0,56 m²/s auf. Der Graph der Wahrscheinlichkeits-
dichte besitzt wie die bereits betrachteten Größen eine negative Schiefe (Abbildung 
7.24). Hervorzuheben ist die geringe Streuung der Werte mit einer relativen Standard-
abweichung von lediglich σrel = 2 % und einer Bandbreite des 90 %-
Vertrauensintervalls von nur +1,9 % bis -4,3 % vom Median. Im Vergleich zum Deich-
bruch enthält diese Ergebnisgröße damit deutlich geringere Unsicherheiten. Eine Nähe-
rung wird für die Fläche der gefährdeten Personen mit Hilfe der Weibullverteilung mit 
a = 43,553 km² und b = 70 nur eingeschränkt ermöglicht. 
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Abbildung 7.24: Wahrscheinlichkeitsdichte der Fläche mit gefährdeten Personen bei Dammbruch 
Die Ergebnisse und die statistischen Eigenschaften der Verteilungsfunktionen sind für 
das untersuchte Fallbeispiel in Tabelle 7.7 zusammengefasst. Es ist zu berücksichtigen, 
dass die Näherungen der Wahrscheinlichkeitsdichten für die einzelnen Ergebnisgrößen 
durch die angegebenen Verteilungen nur eine eingeschränkte Übereinstimmung zeigen. 
Tabelle 7.7: Zusammenfassung der Ergebnisgrößen an der Rurtalsperre 
Ergebnisgröße Median σrel Schiefe Wölbung Näherungs-verteilung* 
Breschendurchfluss Qmax 78.430 m³/s 25,3 % -0,4 3,3 Normal 
Abfluss nach 40 km Qmax 19.416 m³/s 5,9 % -1,7 7,8  
Max. h in 5 km Entfernung 39,1 m 4,4 % -1,1 5,2 Weibull 
Max. h in > 25 km Entfernung 8,3 m 2,7 % -1,7 7,3 Weibull 
Überflutungsfläche 47,723 km² 2,3 % -1,5 6,5 Weibull 
Max. v in 5 km Entfernung 14,0 m/s 8,6 % -0,6 3,7 Weibull 
Max. v in > 25 km Entfernung 3,2 m/s 2,0 % -1,6 7,1 Weibull 
Ankunft in 24,5 km Entfernung 1 h 22 min 13,3 % 1,5 6,3  
Dynamische Einwirkung 21,450 km² 7,4 % -1,1 5,2 Weibull 
Totalschaden Gebäude 20,122 km² 7,3 % -1,1 4,9 Weibull 
Gefährdete Personen 43,367 km² 2,0 % -1,5 6,5 Weibull 
    * graue Schrift für eingeschränkte Näherung der Verteilung 
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7.2.3 Bewertung und Schlussfolgerung für Dammbrüche 
Die Unsicherheitsanalyse zur Breschenbildung und Flutwellenausbreitung an der Rur-
talsperre ergibt, dass sich resultierend aus der Parametervariation große Unsicherheiten 
bezüglich des maximalen Breschendurchflusses zeigen, die sich jedoch deutlich ver-
mindert auf die Überflutungsergebnisse auswirken. 
Die relative Standardabweichung liegt für die Überflutungsfläche im gesamten Untersu-
chungsgebiet unter 5 % und für die maximale Fließtiefe ab einer Entfernung von 10 km 
vom Damm unter 5 %. Die Unsicherheit für diese innerhalb der Schadenspotentialbe-
stimmung sehr relevanten Größen ist damit gering. Für alle Ergebnisgrößen zeigt sich 
eine Abnahme der Unsicherheiten mit zunehmender Entfernung vom Damm. Zudem 
weisen alle Verteilungsfunktionen eine Schiefe in Richtung der jeweils weniger kriti-
schen Werte auf, so dass stets eine Abschätzung der gesuchten Extremwerte möglich 
ist. 
In Bezug auf die Ankunftszeit der Flutwelle unmittelbar im Unterwasser der Rurtalsper-
re sind die Unsicherheiten relativ hoch. Jedoch zeigen die absoluten Werte der berech-
neten Ankunftszeiten, dass eine Evakuierungsplanung für die hier betrachteten Bereiche 
im Unterwasser der Talsperre in jedem Fall vor dem Beginn der Breschenbildung be-
reits bei drohender Überströmung des Damms eingeleitet werden sollte. Die Unsicher-
heiten in der Ankunftszeit sind bezüglich einer Evakuierung, die mehrere Stunden bean-
sprucht, annehmbar. Außerdem zeigen die Verteilungsfunktionen jeweils einen günsti-
gen Verlauf zur Abgrenzung der frühesten Ankunft. 
Im Vergleich zur Deichbruchströmung zeigen sich bei der Dammbruchströmung deut-
lich größere Flächenanteile mit dynamischer Einwirkung an der gesamten Überflutungs-
fläche. Die relativen Standardabweichungen liegen für diese Ergebnisgrößen unter 
7,5 % und sind damit insbesondere bezüglich der Gefährdung von Personen geringer als 
beim Deichbruch. 
Der Einfluss der Talbreite auf die Größe der Unsicherheit ist bezogen auf die von der 
Überflutung betroffene Fläche gering. Für die Fließtiefen zeigt sich ein Zuwachs der 
Unsicherheit bei breiterem Abflussquerschnitt im Randbereich der Strömung. Die Aus-
wirkungen dieses Anstiegs auf das Schadenspotential sind voraussichtlich gering, je-
doch abhängig von der vorliegenden Nutzung und den zugehörigen Schadensfunktio-
nen. 
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Wie in Kapitel 7.1.3 im Rahmen der Unsicherheitsanalyse für Deichbrüche soll auch 
hier die Relevanz der Unsicherheiten aus der Breschenmodellierung mit den Einflüssen 
aus der Geländemodellgenauigkeit und der Berücksichtigung der Rauheitsverluste ver-
glichen werden. 
Der Einfluss der Abbildungsgüte des Geländeverlaufs ist ähnlich zu beurteilen wie es 
bezüglich der Deichbrüche aufgezeigt wurde (Kapitel 7.1.3). In den aufgeführten Unter-
suchungen zeigten sich teilweise große Einflüsse des Detaillierungsgrads der Diskreti-
sierung auf die Bestimmung der überfluteten Fläche insbesondere in durchströmten 
Bereichen. Es liegen jedoch in der Literatur keine Studien zur Simulation einer Damm-
bruchströmung unter Variation der Geländehöhen vor. Für praktische Anwendungen ist 
zu berücksichtigen, dass die Geländedaten für ein Untersuchungsgebiet meist nur in 
einer festgelegten Auflösung gegeben sind und die Abbildungsgüte in der Diskretisie-
rung stets möglichst hoch, jedoch auch unter Berücksichtigung einer akzeptablen Re-
chenzeit gewählt wird. 
Nach MULET & ALCRUDO (2004) liegt der Einfluss der Rauheitsbeiwerte bei Dammbrü-
chen in der gleichen Größenordnung wie der Einfluss der unsicheren Breschenbildung. 
Sie fokussieren ihre Unsicherheitsanalyse für den Bruch des Tous-Damms jedoch ins-
besondere auf die ersten 5 km unterhalb der Sperre. Aus dem Vergleich mit den Ergeb-
nissen der vorliegenden Arbeit wird geschlossen, dass die Bedeutung der Unsicherhei-
ten aus der Breschenbildung deutlich vom betrachteten Gebiet und dem Abstand rele-
vanter Siedlungen oder schadensintensiver Nutzungen von der Stauanlage abhängt. Für 
den Vergleich der Bedeutung von Unsicherheiten aus Rauheit und Breschenmodellie-
rung ist zu berücksichtigen, dass die Unsicherheiten aus der Breschenmodellierung für 
alle Ergebnisgrößen mit wachsendem Abstand vom Damm abnehmen, während der 
Einfluss der Rauheit unabhängig vom Abstand ist. 
Der bei der Analyse der Unsicherheiten für Deichbrüche aufgeführte Vergleich zu Un-
sicherheiten aus der Rauheit gilt auch für die Betrachtungen an der Rurtalsperre. Aus 
einer Variantenstudie der Breschenbildung und Flutwellenausbreitung entlang der 
70 km Fließstrecke im Unterwasser einer Stauanlage (KÖNGETER ET AL., 2005) wird 
zudem deutlich, dass der Einfluss einer Verringerung der Rauheit um 20 % auf die 
insgesamt überflutete Fläche gering ist. Eine merkliche Zunahme von 10 % zeigt sich 
für die Fläche, in der hydrodynamische Schäden auftreten. Der Vergleich dieser Ergeb-
nisse mit den in der vorliegenden Arbeit dargestellten Auswertungen ist nicht uneinge-
schränkt zulässig, jedoch scheint die Unsicherheit aus der Festlegung der Rauheitsbei-
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werte bei großräumiger Betrachtung der unterwasserseitigen Überflutungsfläche größer 
als die aus der Breschenbildung eingebrachte Unsicherheit. 
Zur Übertragung der in der vorliegenden Arbeit erzielten Ergebnisse auf andere Stau-
dämme sind Charakteristika des Damms, zumindest Höhe und Stauvolumen, und des 
Tals, wie Neigung und Breite, zu berücksichtigen. Im Hinblick auf die Neigung des 
unterwasserseitigen Tals ergeben sich nach den Analysen von PONCE ET AL. (2003) 
Unterschiede in der Reduktion der Unsicherheiten. Dies sollte durch weitere Ausfüh-
rungen der SRSM an der Rurtalsperre mit anderen Neigungen im Unterwasser überprüft 
werden. Die Breite des Tals beeinflusst die Unsicherheiten nur geringfügig, so dass in 
breiteren Tälern leicht erhöhte Unsicherheiten im Randbereich auftreten. Jedoch ist zu 
berücksichtigen, dass Talsperren größtenteils in engeren Tälern liegen. 
Auch für Dammbrüche wird empfohlen, die Unsicherheitsanalyse mit Hilfe der SRSM 
gegebenenfalls unter Berücksichtigung weiterer Unsicherheiten in den Gesamtablauf 
des Risk-Assessment-Verfahrens einzugliedern. Für Talsperren ist dies hinsichtlich des 
Rechenaufwands einfacher realisierbar, da meist nur ein einzelnes Bauwerk betrachtet 
wird und im Gegensatz zu Deichbruchanalysen nicht verschiedene Szenarien mit unter-
schiedlicher Lage der Bruchstelle berechnet werden müssen. Weiterer Vorteil zur Um-
setzung der Unsicherheitsanalyse im Risk-Assessment-Verfahren von Dämmen sind die 
geringeren Rechenzeiten. Die für die Ergebnisgrößen ermittelten Verteilungsfunktionen 
können der Schadenspotentialanalyse übergeben werden, so dass die Auswirkungen der 
verbleibenden Unsicherheiten auf den Schaden bestimmt werden können. Um die Ent-
wicklung einer Verteilungsfunktion für das Risiko zu erzielen, müssen für alle Kompo-
nenten des Verfahrens RAPID die Unsicherheiten ermittelt werden. Dadurch kann die 
Aussagegenauigkeit der einzelnen Verfahrensbausteine miteinander verglichen werden. 
Alternativ wird für praktische Anwendungen vorgeschlagen, eine mittlere Variante der 
Breschenbildung mit den wahrscheinlichsten Werten der Eingangsparameter zu berech-
nen. Aus den Ergebnissen an der Rurtalsperre zeigt sich, dass damit für alle Ergebnis-
größen Werte leicht oberhalb des Medians bestimmt werden. Eine Verallgemeinerung 
der hier ermittelten Näherungsfunktionen der Ergebnisgrößen ist zum einen aufgrund 
der teilweise unsicheren Approximation schwierig und zum anderen können Lage- und 
Formparameter der Weibullverteilungen nicht transferiert werden. 
Des Weiteren gilt es, bei praktischen Anwendungen die Nutzungscharakteristik der 
potentiellen Überflutungsfläche und die gewählte Ausdehnung der Betrachtungen zu 
analysieren. Liegt der Fokus der Analyse auf den ersten Kilometern des Unterwassers, 
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weitet sich das Tal im Unterwasser auf oder gibt es beispielsweise eine Nutzung in 
unmittelbarer Nähe der Damms, die großen Einfluss auf das Schadenspotential hat, wird 
empfohlen, die Unsicherheiten in die Betrachtung einzubeziehen. Liegen schadensrele-
vante Flächen in großer Entfernung von der Talsperre, sind die Unsicherheiten aus der 
Breschenbildung zur Abschätzung der Folgen vernachlässigbar. Der Betrag der Entfer-
nung, ab der Unsicherheiten außer Acht gelassen werden können, ist abhängig von der 
Geländetopographie des Unterwassers und der Höhe des Damms. 
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8 Weiterer Forschungsbedarf und Ausblick 
Auf Basis der vorliegenden Untersuchung wird im Folgenden einerseits der aus dieser 
Arbeit abzuleitende Forschungsbedarf zur Modellierung von Breschenbildung und 
Flutwellenausbreitung aufgezeigt. Andererseits wird ein Ausblick zur Nutzung und 
Erweiterung der Erkenntnisse aus der Unsicherheitsanalyse für zukünftige Anwendun-
gen gegeben. 
Trotz der erfolgreichen Modellierung der Breschenbildung und Flutwellenausbreitung 
mit dem hier vorgestellten Modell und der intensiven Quantifizierung der verbleiben-
den Unsicherheiten wird innerhalb der Grundlagenforschung weiterhin die detailliertere 
Abbildung der physikalischen Prozesse von Breschenbildung und Flutwellenausbrei-
tung das wissenschaftliche Ziel sein. Insbesondere die Aufhebung der starken Schema-
tisierung der Breschenentwicklung ist unter dem Anspruch einer realitätsnahen Abbil-
dung erstrebenswert. 
Eine ausführlichere Darstellung der Prozesse innerhalb des Breschenmoduls sollte 
neben der Berücksichtigung geotechnischer Stabilitätskriterien für die diskontinuierli-
che Erosion durch die Entwicklung und Verwendung instationärer Sedimenttransport-
modelle für die kontinuierliche Erosion verfolgt werden. Erste Ansätze dazu sind bei DI 
CHRISTO ET AL. (2002) zu finden; sie sind jedoch auf die Anwendung in Fließgewässern 
beschränkt. Bei der Entwicklung neuer Berechnungsgrundlagen gilt es, die Einführung 
weiterer Kalibrierungsparameter zu vermeiden. Die Verwendung und Anpassung von 
Transportansätzen aus dem Gebiet der Raugerinne (z. B. KOLL, 2002) ist zu prüfen. Des 
Weiteren sollte angestrebt werden, den Transport von kohäsivem Material bei instatio-
närer Strömung zu beschreiben und in die Modellierung zu integrieren. Zur Berücksich-
tigung von Kolkerscheinungen, die insbesondere bei Deichbrüchen vermehrt auftreten, 
ist die Einbindung gesonderter Scour-Module von Bedeutung (ZHU ET AL., 2005). Da-
bei sollte zudem das Problem der transkritischen Strömung mit Fließwechseln im Bre-
schenbereich und speziell am luftseitigen Damm- oder Deichfuß besondere Berücksich-
tigung finden. 
Insbesondere zur detaillierten Beobachtung der Breschenbildung bei Deichen sind wei-
tere Modellversuche unter Berücksichtigung der speziellen Situation an Fließgewässern 
durchzuführen. Hier gilt es, die Breitenentwicklung hinsichtlich der Aufweitungsge-
schwindigkeit und der Symmetrie der Aufweitung von der Initialbresche aus zu ver-
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messen und den Einfluss der im Fließgewässer herrschenden Strömung parallel zur 
Bruchstelle zu klären. Dabei sind darüber hinaus die Maßstabseffekte in skalierten 
Modellversuchen zu beachten. Die Bestimmung des Versagensbeginns bei Damm- und 
Deichbrüchen bedarf zudem weiterer Forschung. 
Zusätzliche Effekte der Dammbruchströmung sind der Materialabtrag und die Umbil-
dung des Tals entlang der Fließstrecke, die aufgrund der enormen Fließgeschwindigkei-
ten innerhalb der Flutwellenausbreitung entstehen können. Die Abbildung dieser Pro-
zesse sowie die Modellierung der Ablagerung des mittransportierten Materials sind zu 
erforschen. 
Im bestehenden Breschenmodul des hier vorgestellten Modells BreFlow können Stabi-
litätskriterien auf Basis von geotechnischen Nachweisen, jeweils der Berechnung der 
neuen Breschengeometrie nachgeschaltet, eingesetzt werden. Jedoch ist dazu seitens 
der Geotechnik die Erforschung der Grenzzustände und Versagenskriterien notwendig, 
um die spezielle Situation durchströmter Breschen abbilden zu können. Die Erweite-
rung des Modells BreFlow um zusätzliche Versagensmechanismen, wie beispielsweise 
die Modellierung von innerer Erosion, ist erstrebenswert, um die dadurch entstehende 
zeitliche Veränderung der Flutwelleninitiierung zu berücksichtigen. 
Für das vorgestellte Breschenmodul sind zudem Erweiterungen auf die zweidimensio-
nale Modellierung der Breschenentwicklung unter Beibehaltung der Parametrisierung 
zu testen. Dabei wird empfohlen, die Parameter der Breschenbildung und die geotech-
nischen Eigenschaften für jedes Element innerhalb des Breschenbereichs in Abhängig-
keit von den Erosionsstrecken und jeweils entsprechend der aktuellen Breschengeomet-
rie festzulegen. 
Die hydrodynamische Abbildung der Flutwellenausbreitung bei Damm- oder Deichbrü-
chen ist, wie in Kapitel 4 bereits erläutert, ausführlicher erforscht als die Breschenbil-
dung. Dennoch dienen zusätzliche Vergleiche mit Messdaten insbesondere im Bre-
schenbereich der steten Weiterentwicklung und Verbesserung der Modelle. Zukünftige 
Forschung sollte vor allem die Auswirkungen der Flachwasserapproximation und zuge-
höriger Annahmen (vgl. Kapitel 4) untersuchen. Erweiterungen zur Berücksichtigung 
des nicht-hydrostatischen Drucks und der Turbulenz sind zu erforschen. Bedeutenden 
Einfluss auf die Ergebnisse der Strömungssimulation hat die Berücksichtigung der 
Rauheitsverluste. Deshalb ist für die aktuell verwendete Bestimmung des Impulsent-
zugs mit Hilfe des empirischen Manning-Beiwerts, der für stationäre Strömung entwi-
ckelt wurde, eine neue Grundlage zu finden. Zur Untersuchung der Reibungsverluste 
164 Kapitel 8 
bei instationärer Strömung wird ebenfalls eine Kombination aus Modellversuchen und 
numerischen Simulationen unter Berücksichtigung unterschiedlicher Rauheitselemente 
empfohlen. Weiterer Forschungsbedarf besteht zur Abbildung der Umströmung von 
Objekten, der einhergehenden Krafteinwirkung und der Schädigung von Objekten. 
Zur Reduktion der Rechenzeiten des Modells BreFlow ist es sinnvoll, eine adaptive 
Netzverfeinerung zu implementieren. Dadurch wird die Geometrie der Initialbresche 
sowie die Strömung im Breschenbereich zu Beginn auf Basis hoher Netzdichten detail-
liert abgebildet, während nach dem Abschluss der Breschenentwicklung die Berech-
nungselemente in diesem Bereich vergrößert werden. Somit können die Zeitschrittwei-
ten der Berechnung erhöht werden. Dies ist vor allem für die Betrachtung von Deich-
brüchen von Bedeutung, bei denen die Breschenbildung beispielsweise innerhalb von 
ein bis zwei Tagen abläuft und anschließend die weitere Ausbreitung der Überflutung 
sowie zur Bestimmung von Verweilzeiten auch der Rückfluss des Wassers über einen 
Zeitraum von mehreren Tagen simuliert wird. 
Der Ausblick zur Verwendung der im Rahmen dieser Arbeit entwickelten Methoden 
und Erkenntnisse schließt die Durchführung weiterer Variantenrechnungen ein. Diese 
sollen dazu dienen, die Übertragbarkeit der gefundenen Verteilungsfunktionen der 
einzelnen Ergebnisgrößen auf andere Situationen zu prüfen. Es sollte untersucht wer-
den, inwieweit die Wahrscheinlichkeitsdichten der Ergebnisgrößen auch unter anderen 
Randbedingungen den ermittelten Verteilungsfunktionen folgen und ob die relativen 
Standardabweichungen auf einen situationsunabhängigen Wert festgelegt werden kön-
nen. In diesen Variantenrechnungen ist die Neigung der Überflutungsflächen für die 
gezeigten Testfälle und die jeweilige Deich- und Dammhöhe zu verändern, da diese 
Größen die Resultate beeinflussen. Zudem ist auch für weitere Testfälle mit realem 
Geländeverlauf herauszustellen, ob der Transfer der Verteilungsfunktionen möglich ist. 
Da die beschriebene Übertragung der Verteilungsfunktionen neue Unsicherheiten ent-
hält, ist es zweckdienlich, die Unsicherheitsanalyse mittels der SRSM bei der Durch-
führung des Risk-Assessment-Verfahrens RAPID direkt in die Betrachtung zu integrie-
ren. Vorteilhaft ist dabei, dass weitere Unsicherheiten, beispielsweise aus hydrologi-
schen Randbedingungen oder der Bestimmung der Verluste aufgrund der Rauheit, in 
die Modellierung von Breschenbildung und Flutwellenausbreitung aufgenommen wer-
den. Die Auswahl der zu berücksichtigenden unsicheren Parameter ist bei jedem An-
wendungsfall den speziellen Kenntnissen oder auch den mangelnden Informationen für 
die untersuchte Situation anzupassen. Die benötigten Verteilungsfunktionen für die 
unsicheren Eingangsgrößen können aus den im Rahmen dieser Arbeit erstellten Daten-
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sammlungen abgeleitet werden sowie in Zusammenarbeit mit Experten für Versagens-
mechanismen, wie im aktuellen Projekt „Risikoanalyse für die grenzüberschreitenden 
Deichringe am Niederrhein“ (SILVA ET AL., 2006), entwickelt werden. Die ermittelten 
Verteilungsfunktionen der Ergebnisgrößen sollten anschließend als Eingangsdaten für 
die Schadenspotentialanalyse genutzt werden. Somit wird bestimmt, inwieweit sich die 
enthaltenen Unsicherheiten auf die Gesamtschadenssumme auswirken. 
Bei der Durchführung von Risk-Assessment-Verfahren sollte in Zukunft sowohl für die 
Berechnung der Versagenswahrscheinlichkeiten als auch für die Schadenspotentialana-
lyse die Berücksichtigung von Unsicherheiten ermöglicht werden. Dadurch kann die 
Prognosegüte der einzelnen Verfahrensbausteine verglichen werden. Des Weiteren wird 
die Bestimmung einer Verteilungsfunktion für das Risiko erzielt. Dies dient zur Bewer-
tung der Gesamtaussage, insbesondere für den Vergleich zweier Risiken sowie bei der 
Planung von Investitionen für Minderungsmaßnahmen. 
Auf Basis des erfolgreichen Einsatzes der SRSM im Rahmen der vorliegenden Arbeit 
ist die Verwendung der Methode für Unsicherheitsanalysen hinsichtlich der Versagens-
wahrscheinlichkeiten und des Schadenspotentials zu prüfen. Bei der Bestimmung von 
Versagenswahrscheinlichkeiten gehen im gegenwärtigen Verfahren alle unsicheren 
Größen als Standardverteilungsfunktionen ein. Die grundlegende Annahme zur An-
wendung der SRSM ist damit erfüllt. Der Einsatz ist jedoch in Verbindung mit den 
weiterhin notwendigen Monte-Carlo-Simulationen neu zu analysieren. Für die Scha-
denspotentialanalyse erscheinen Variationen der Einheitswerte gemäß einer Normal- 
oder Gleichverteilung sinnvoll und mit Hilfe der SRSM durchführbar. Zudem sollten 
die Häufigkeitsverteilungen der Ergebnisse aus der Flutwellenausbreitung integriert 
werden. Um zusätzlich die Unsicherheiten der verwendeten Schadensfunktionen zu 
berücksichtigen, sind alternative Ansätze zu entwickeln, da der bestehende Datenum-
fang zur Ableitung von Verteilungsfunktionen zu gering ist. 
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9 Zusammenfassung 
Zur Analyse des von Stauanlagen und Deichen ausgehenden Risikos gilt es, neben der 
Bestimmung der Versagenswahrscheinlichkeit den Versagensprozess und die Versagens-
folgen zu untersuchen. Das Ziel der vorliegenden Arbeit ist die computergestützte Mo-
dellierung von Breschenbildung und Flutwellenausbreitung an Dämmen und Deichen 
sowie die Bestimmung der mit dieser Prognose verbundenen Unsicherheiten. 
Auf Basis der Analyse relevanter Prozesse der Breschenentwicklung und der aktuellen 
Modellierungsmöglichkeiten wird ein gekoppeltes Simulationsprogramm zur Bre-
schenbildung und Flutwellenausbreitung entwickelt, das die zweidimensionale, instati-
onäre Simulation der Strömung mit der eindimensionalen, parametrischen Abbildung 
der Breschenbildung verbindet. Der Vergleich mit Messdaten von Breschenbildungen 
an Dämmen erlaubt eine detaillierte Kalibrierung und Validierung des neuen Modells. 
Aufgrund der Vorgabe von Parametern zur Geometrie der Bresche und bezüglich der 
geotechnischen Eigenschaften entsprechend des Damm- oder Deichaufbaus enthalten 
die Modellierungsergebnisse weiterhin Unsicherheiten. Mit Hilfe einer Sensitivitätsana-
lyse werden zunächst die maßgeblichen Einflussfaktoren der Breschenbildung auf den 
Breschendurchfluss identifiziert. Es zeigt sich, dass der Breschendurchfluss bei Deich-
brüchen weniger sensitiv auf die Festlegung der Parameter reagiert als beim Damm-
bruch. Aus Literaturangaben und realen Versagensereignissen werden anschließend für 
die maßgeblichen Einflussfaktoren zur Berücksichtigung der zugehörigen Parameterun-
sicherheit Verteilungsfunktionen entwickelt. 
Auf Basis der Stochastic-Response-Surface-Methode wird der Einfluss der Unsicher-
heiten in der Breschenbildung auf das Ergebnis der Flutwellenausbreitung bei Damm- 
und Deichbrüchen probabilistisch untersucht. Am synthetischen Testfall für die Deich-
bruchströmung ergeben sich für die maximale Wasserspiegellage und die überflutete 
Fläche geringe Auswirkungen der Unsicherheiten. Die Fließgeschwindigkeit und von 
ihr abhängige Größen werden stärker beeinflusst, zeigen jedoch meist einen günstigen 
Verlauf der Verteilungsfunktionen, so dass die Identifikation kritischer Werte zuverläs-
sig ist. 
Für Dammbrüche wird anhand eines realen Beispiels unter Variation der maßgeblichen 
Einflussfaktoren eine Abnahme der Unsicherheiten mit steigendem Abstand vom 
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Damm festgestellt. In diesem Anwendungsbeispiel betragen die relativen Standardab-
weichungen für die meisten Ergebnisgrößen ab einer Entfernung von 5 km weniger als 
10 %. Gleichzeitig ermöglichen die ermittelten Verteilungsfunktionen eine detaillierte 
Beschreibung der Unsicherheiten und die klare Identifikation maximaler Werte, die in 
eine Schadenspotentialanalyse innerhalb von Risk-Assessment-Verfahren eingehen. 
Die Größe und die Signifikanz der Unsicherheiten sind jedoch zudem von der jeweili-
gen Nutzungsstruktur des Untersuchungsgebiets abhängig. Um die Gültigkeit eines 
Transfers der erhaltenen Ergebnisse auf andere Anwendungsfälle zu überprüfen, sind 
weitere Variantenrechnungen notwendig. Auf Basis der durchgeführten Untersuchung 
wird empfohlen, die Unsicherheitsanalyse für die Breschenbildung und Flutwellenaus-
breitung in die Ermittlung überschwemmungsgefährdeter Gebiete an Fließgewässern 
und in die Bestimmung der Risiken wasserbaulicher Anlagen zu integrieren. Für das 
Risk-Assessment-Verfahren RAPID wird die Einbindung der Unsicherheiten für alle 
Verfahrensbausteine angeregt, um die Prognosegüte der einzelnen Komponenten zu 
vergleichen und letztlich eine Verteilungsfunktion des Risikos zu ermitteln. 
Die vorliegende Arbeit unterstützt durch die verbesserte Modellierung der Versagens-
folgen und die Quantifizierung der enthaltenen Unsicherheiten die Erfüllung der Anfor-
derungen, die das GESETZ ZUR VERBESSERUNG DES VORBEUGENDEN HOCHWASSER-
SCHUTZES (2005) und die DIN 19700 T 11 (2004) formulieren. 
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Anhang A   Berücksichtigung der Reibungsverluste und 
   Well-balanced-Korrektur (Kap. 4.2, S. 43ff) 
Die Berücksichtigung der Reibungsverluste erfolgt im verwendeten Programmcode 
implizit über die Multiplikation des Impulses mit einem Faktor im Anschluss an die 
Berechnung der übrigen Größen. Die Reibungsverluste werden zudem für x- und y-
Richtung getrennt voneinander berechnet. Im Folgenden wird die Bestimmung der 
Reibungsverluste für den Impuls in x-Richtung dargestellt. Aus der zeitlichen Ablei-
tung des Impulses und dem Quellterm für die Reibung entsprechend Gleichung 4.2 
ergibt sich unter Berücksichtung der Reibung nach dem Manning-Gesetz: 
2
2 1/ 6
x fx
x yx
q g h S
t
q qq ng h
h h h
∂ = − ⋅ ⋅∂
+ ⎛ ⎞= − ⋅ ⋅ ⋅ ⋅⎜ ⎟⎝ ⎠
 
Die Größen, für die alle Operatoren bis auf die Reibung bereits berechnet wurden, wer-
den im Folgenden mit t* gekennzeichnet. Der Impuls wird unter Berücksichtigung der 
Reibung zum Zeitpunkt t+1 wie folgt angenähert: 
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Dieser Reibungsfaktor läuft für kleine Fließtiefen gegen Null, wird aber nicht negativ. 
Dadurch ist keine Sonderbehandlung für kleine Fließtiefen notwendig. 
Für die y-Richtung gilt entsprechendes. 
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Zum Erhalt ausgeglichener Terme aus der Sohlhöhendifferenz zweier benachbarter 
Elemente und dem hydrostatischem Druck bei konstanter Wasserspiegellage wird fol-
gende Korrektur der Fließtiefe innerhalb der Berechnung des numerischen Flusses an 
der Elementgrenze vorgenommen: 
( )1max ,korrigiert i i i ih h z z z += + − . 
Zelle i
zi
zi+1
hi hi+1
 
Abbildung A. 1: Korrektur der Fließtiefe für die Berechnung des numerischen Flusses 
Die Fließtiefe wird dadurch auf die geringere Fließtiefe zweier aneinander grenzender 
Elemente reduziert (Abbildung A.1). Der numerische Fluss über den Elementrand wird 
anschließend für diese Fließtiefe bestimmt. 
Zusätzlich wird in der Impulsbilanz innerhalb einer Zelle ein Quellterm eingeführt, der 
den hydrostatischen Druck der korrigierten Wassertiefe wie folgt berücksichtigt 
( )212 korrigiertx xq q g h= + ⋅ ⋅ . 
Zelle i
zi
zi+1
hi hi+1
 
Abbildung A. 2: Zusätzliche Quellterme aus hydrostatischem Druck 
In der Summe für ein Element ergibt sich dadurch der Ausgleich des im numerischen 
Fluss vernachlässigten Teils der Fließtiefe in der Zelle i an der Sohle (Abbildung A.2). 
Somit wird eine ausbalancierte Berücksichtigung der Quellterme im Ruhezustand er-
reicht. 
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Anhang B   Validierungsbeispiele (Kap. 5.3, S. 60ff) 
Die folgende Messtechnik wird im Laborversuch von SPINEWINE ET AL. (2004) einge-
setzt: 
• Zweileiter-Widerstandssonden werden zur Messung der Wasserspiegellagen in 
der gesamten Rinne eingesetzt. Auf Basis dieser Messungen wird der Breschen-
durchfluss ermittelt. 
• Mittels Particle Tracking Velocimetry wird die horizontale Komponente der 
Oberflächenfließgeschwindigkeiten in der Bresche gemessen. 
• Die Breschenbreite wird manuell aus Kameraaufnahmen entnommen. 
• Punktmessungen von Wasserspiegel und Sohle innerhalb der Bresche dienen der 
Überprüfung der anderen Messungen. 
• Die Entwicklung der Breschensohle und der Wasserspiegellagen in der Bresche 
werden entlang des Thalwegs mit Hilfe von Kameraaufnahmen eines dünnen, 
schachbrettartig gemusterten Bordes erhalten, das in der Breschenmitte in den 
Damm eingebaut wird. 
• Berührungsfrei wird die Breschengeometrie zudem unter Verwendung eines 
schwenkenden Lasers vermessen, der in jedem Breschenquerschnitt einen Licht-
schnitt erzeugt. Aus den Bildern werden Querprofilkonturlinien extrahiert und 
ein dreidimensionales digitales Höhenmodell der Bresche erstellt. Aufgrund der 
Brechung des Laserlichts im Wasser, das durch die Bresche abfließt, ergibt sich 
ein maximaler Fehler der erstellten Höhenmodelle in der Vertikalen von 3 cm. 
 
Abbildung B.1 zeigt die Geschwindigkeitsverteilung in der Bresche im Grundriss. Es 
wird deutlich, dass an den Neigungswechseln am Zulauf der Bresche und an den Bö-
schungen des Trapezquerschnitts der Bresche etwas höhere Fließgeschwindigkeiten 
auftreten als in der Breschenmitte. Die Strömung ist in der Realität durch dreidimensio-
nale Effekte geprägt, die in der Flachwasserapproximation nicht abgebildet werden 
können. 
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Abbildung B. 1: Berechnete Fließgeschwindigkeit in der Bresche [m/s] 
Die folgende Messtechnik wird bei den Feldversuchen von HÖEG ET AL. (2004) einge-
setzt: 
• Der Zulauf in den Stauraum wird über die Steuerungselemente der Hochwasser-
entlastung reguliert. 
• Mit Pegelmessungen wird der Wasserspiegel im Stauraum aufgenommen. 
• Im Unterwasser des Damms werden Durchflüsse (über 1 m³/s) mit einem Pegel 
gemessen; mit einem Thomsonwehr werden Durchflüsse unter 1 m³/s aufge-
nommen. 
• Acht Piezometer werden im Dammkörper platziert, um den Porendruck während 
des Versagens aufzuzeichnen. 
• Sogenannte „Bruchsensoren“ bestehend aus einem Neigungssensor und einem 
Mikroprozessor nehmen den Zeitpunkt auf, an dem der Sensor verschoben wird, 
um die Breschenbildung in ihrer zeitlichen und räumlichen Entwicklung zu ver-
messen. 
Die Messdaten der Piezometer und der Sensoren werden nicht veröffentlicht und kön-
nen somit nicht zu Vergleichzwecken genutzt werden. 
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Anhang C   Sensitivitätsanalyse (Kap. 6.4, S. 99ff) 
Abbildung C.1 zeigt den Querschnittsaufbau des Deichs, der innerhalb der Sensitivi-
tätsanalyse untersucht wird. 
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Abbildung C. 1: Deichquerschnitt Ossenberg Rhein km 804 
Anhang D  Datensammlung für Dammbrüche (Kap. 6.5.3,  
  S. 112ff) 
Die Datensammlung zu historischen Deichbrüchen wird den folgenden Veröffentli-
chungen entnommen: WAHL (1998) (a), SINGH (1996) (b), SINGH & SCARLATOS (1987) 
(c), MACDONALDS & LANGRIDGE-MONOPOLIS (1984) (d), FROEHLICH (1995) (E), 
JOHNSON & MTALO (2004) (f), FOSTER ET AL. (1998) (g), FLACHMEIER (1986) (h), VOGEL 
(1982) (i), HÖEG ET AL. (2004) (j), NELIHSEN & SILVA (1984) (k); die Buchstaben dienen 
der Quellenangabe in der folgenden Tabelle. In der Aufstellung werden die Schadens-
fälle zusammengefasst, bei denen die Böschungsneigung der Bresche 1:hor [-] und/oder 
die maximale Breschentiefe [m] und die ursprüngliche Dammhöhe [m] dokumentiert 
wurden. Die Lage des Drehpunkts ist in Prozent angegeben. 
Nr. Name Bauart erbaut versagt Versagensart
Form der 
Bresche
Höhe 
Damm
Tiefe 
Bre-
sche
Dreh-
punkt  1:hor Quelle
1 Apishapa Homogener Sanddamm 1920 1923 Piping Trapez 34.1 31.1 91 2.27 a,b,c,d,e
2 Baldwin Hills Homogener Erddamm 1951 1963 Piping Dreieck 71.0 27.5 39 3.23 a,c,d,e
3 Balsams 18.3 18.3 100 b
4 Bashai Erddamm 1992 1996 Piping Trapez 9.0 8.6 96 0.67 f
5 Bearwallow Lake Homogener Erddamm 1963 1976 Sliding 6.4 0.70 a
6 Break-Neck Run 1877 1902 7.0 7.0 100 a,b 
7 Buffalo Creek Homogener Kohlereste 1972 1972 Sickerwasser Trapez 14.0 14.0 100 0.50 a,b,c,d
8 Bullock Draw Dike Homogener Erddamm 1971 1971 Piping Trapez 6.0 5.8 97 4.76 a,b,d
9 Butler Arizona Homogener Erddamm 1982 Überströmen 7.2 7.2 99 1.18 a,e
10 Buttercreek Reservoir Erddamm mit Außendichtung 1992 2005 14.0 10.2 73 link 1
11 Castlewood Colorado Steinschüttdamm 1890 1933 Überströmen Trapez 21.6 21.3 99 2.00 a,e
12 Caulk Lake, Kentucky 1950 1973 Piping/Sliding 20.0 12.2 61 0.72 a
13 Cethana, Australien Steinschüttdamm 1968 1968 Überströmen 15.0 9.1 61 g
14 Clear Water Dams, Georgia Homogener Felsdamm 1965 1994 Überströmen 3.8 0.97 a
15 Coedty England Erddamm mit Kern 1924 1925 Überströmen 11.0 0.45 a,b
16 Davis Reservoir Erddamm mit Betonaußendichtung 1914 1914 Piping Trapez 11.9 11.9 100 4.00 a,b,d
17 Elk City USA Sand/Ton mit Betonkern 1925 1936 Überströmen 9.0 9.0 100 1.00 a,b,c
18 Emery California 1850 1966 Piping 16.0 8.2 51 2.86 a
19 Erindale Erddamm mit Betonkern 1910 1912 Überströmen 10.5 4.6 44 a,b,c  
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20 Eucledes da Cunha, Brazil Sanddamm 1958 1977 Überströmen Trapez 53.0 53.0 100 a,b,d
21 Fogelmann, Tennessee 12.6 2.78 a
22 Frankfurt Germany Sanddamm 1975 1977 Piping Trapez 9.8 10.0 103 2.50 a,b,c,d
23 Fred Burr, Mont. Homogener Erddamm 1948 Piping 10.4 10.4 100 a,e
24 French Landing Homogener Erddamm 1925 1925 Piping Trapez 12.0 14.2 118 1.03 a,d,e
25 Frenchman Montana USA Homogener Erddamm 1952 1952 Piping Trapez 12.5 12.2 98 2.00 a,d,e
26 Frias Mendoza Argentina Homogener Felsdamm 1940 1970 Überströmen 15.0 15.0 100 a,b
27 Goose Creek USA Erddamm 1903 1916 Überströmen Trapez 6.0 4.1 68 2.00 a,b,c,d
28 Gouhou Dam, China Erddamm mit Außendichtung 1989 1993 Sickerwasser Trapez 71.0 60.0 85 1.50
29 Grand Rapids Erddamm mit Tonkern 1874 1900 Überströmen Trapez 7.6 7.5 98 0.44 a,b,c
30 Hatch Town Zonierter Erddamm 1908 1914 Piping Trapez 19.2 18.3 95 0.41 a,b,d,e
31 Hatfield Gewichtsstaumauer mit zwei Erddämmen 1908 1911 6.8 6.8 100 a,b,c,h
32 Hebron USA Erddamm 1913 1914 Piping Trapez 11.5 15.3 133 2.00 a,b,c,d
33 Hell Hole, California Steindamm 1964 1964 Piping Trapez 67.0 56.4 84 1.04 a,d,e,i
34 Herrin Illinois 10.7 0.88 a
35 Horse Creek Denver Erddamm mit Außendichtung 1911 1914 Piping Trapez 16.8 12.8 76 1.20 a,b
36 Hutchinson Lake Dam, Georgia 0.88 a
37 Impact Feldversuch 3 Steinschüttdamm mit kohäsivem Kern 2001 2001 Überströmen Trapez 5.9 5.7 97 j
38 Iowa Beef Processors Erddamm 1971 1993 Piping 4.6 4.6 100 3.03 a
39 Ireland No. 5, Colorado 2.63 a
40 Jacobs Creek, Pennsylvania 1.64 a
41 Johnston City USA Homogener Erddamm 1921 1981 Piping Trapez 4.3 5.2 121 1.00 a,b,d
42 Johnstown, South Fork Zonierter Erd- und Felsdamm 1853 1899 Überströmen Trapez 38.1 24.4 64 0.72 a
43 Kaddam Project India Erddamm 1957 1958 Überströmen 12.5 15.2 122 a,b,c
44 Kelley Barnes Homogener Erddamm 1948 1977 Piping Trapez 11.5 12.8 111 1.18 a,b,c,d,e
45 Kimokouwa Erddamm 1988 1997 Überströmen Trapez 8.0 8.0 100 0.80 f
46 Knife Lake Minnesota 6.1 6.1 100 b
47 Kraftsmen's Lake Dam, Georgia 0.68 a
48 La -fruta, Texas 3.33 a
49 Lake Avalon New Mexico Erddamm 1894 1904 Piping 14.5 14.6 101 1.92 a,b,c
50 Lake Barcroft USA Erddamm 1913 1972 Überströmen 21.0 11.0 52 a,b
51 Lake Frances USA Homogener Erddamm 1899 1899 Piping Trapez 15.2 17.1 112 1.54 a,c,d 
52 Lake Genevieve, Kentucky 0.65 a
53 Lake Latonka USA Homogener Erddamm 1966 1966 Piping 13.0 8.7 67 0.85 a,c
54 Lake Philema Dam, Georgia 3.03 a
55 Lake Toxaway Erddamm 1902 1916 Untergrund Trapez 18.9 20.0 106 i
56 Lambert Lake, Tennessee 4.76 a
57 Laurel Run, Penn. Erddamm 1977 Überströmen 12.8 13.7 107 0.42 a,d,e
58 Lawn Lake, Colorado Homogener Erddamm 1903 1982 Piping 7.9 7.6 96 1.04 a
59 Leken Erddamm 1975 1997 Überströmen Trapez 9.4 9.4 100 0.57 f
60 Lily Lake, colorado 7.69 a
61 Little Deer Creek USA Homogener Erddamm 1962 1963 Piping Trapez 26.2 21.4 82 1.33 a,c,e
62 Long Branch Canyon 2.50 a
63 Lossimingori Erddamm 1974 1997 Überströmen Trapez 7.0 7.0 100 0.67 f
64 Lower Latham, Colorado Homogener Erddamm 1973 Piping 7.1 7.0 99 0.16 a
65 Lower Otay, California Felsdamm mit Beton/Stahlkern 1897 1916 Überströmen Trapez 41.2 39.6 96 1.00 a,b
66 Lower Two Medicine Homogener Erddamm 1913 1964 Piping 11.3 11.3 100 0.67 a,b,c,d,e
67 Lyman St. Johns Arizona Zonierter Erddamm 1913 1915 Piping Trapez 20.0 20.0 100 1.00 a,c,d,g
68 Lynde Brook, Massachusetts Erddamm mit Kern 1871 1876 Piping Trapez 12.5 12.5 100 0.82 a
69 Machhu ll Irrigation India Erddamm 1973 1979 Sickerwasser 60.0 60.0 100 a,b,c,g
70 Mammoth USA Erddamm 1916 1917 Sickerwasser 21.3 21.3 100 a,b,c
71 Melville Zonierter Erddamm 1907 1909 Piping Trapez 11.0 9.8 89 1.43 a,b,c,d
72 Mossy Lake Dam, Georgia 3.4 0.81 a
73 Mwanyahina Erddamm 1999 2000 Piping Trapez 9.0 9.0 100 1.00 f
74 Nahzille, New Mexiko Homogener Erddamm 1996 Überströmen Trapez 5.5 5.0 91 a
75 Nanaksagar India Erddamm 1962 1967 15.9 16.0 101 a,b,c
76 Oakford Park USA Erddamm mit Kern 1903 Überströmen 6.1 4.6 75 a,b,c
77 Oros Brazil Zonierter Erd- und Felsdamm 1960 1960 Überströmen Trapez 35.4 35.5 100 1.00 a,b,c,d,e
78 Otter Lake, Tennessee 0.78 a
79 Pardo Argentinien Steinschüttdamm 1940 1970 Überströmen Trapez 15.0 14.3 95 0.50 i
80 Pierce Reservoir, Wyoming 8.7 1.43 a
81 Potato Hill Lake, North Carolina 7.8 0.80 a
82 Prospect, Colorado 1888 1888 Sliding 26.0 4.4 1.45 a
83 Puddingstone California Homogener Erddamm 1926 1926 Überströmen 15.2 10.7 70 a,b,e
84 Pumpspeicher Taum Sauk Asphaltaußendichtung 1963 2005 Sickerwasser Trapez 25.0 25.0 100 link 2
85 Quail Creek, Utah 1984 1988 Piping 24.0 21.3 10.00 a
86 Rainbow Lake, Michigan 9.5 0.40 a
87 Renegade Resort Lake 3.7 1.59 a
88 Rito Manzanares Homogener Erddamm 1975 Piping Trapez 7.0 7.3 104 1.30 a,b,c,d
89 Roßnow Erddamm 13.2 13.2 100 Ludin
90 Salles Oliveira Brazil Erddamm 1966 1977 Überströmen Trapez 35.1 35.0 100 a,b,c
91 Schaeffer Erddamm mit Betonkern 1921 Überströmen Trapez 30.5 27.5 90 0.44 a,b,c,d
92 Schenectady, New York 1916 9.1 9.1 100 b
93 Sheep Creek USA Erddamm 1969 1970 Sickerwasser Trapez 17.0 17.1 101 2.00 a,b,c,d
94 Sherburne USA Erddamm mit Kern 1892 1905 Sickerwasser 10.5 b,c
95 Sinker Creek Erddamm 1910 1943 Sickerwasser Trapez 21.3 21.3 100 2.00 a,b,c,d
96 Spring Lake USA Erd-,Ton- und Kiesdamm 1887 1889 Piping Trapez 5.0 5.5 110 1.00 a,b,c
97 Statham Lake Dam, Georgia 5.1 1.85 a
98 Swift Birch Creek Montana Felsschüttdamm mit Betonaußendicht 1914 1964 Überströmen Trapez 58.0 57.6 99 a,b
99 Teton USA Zonierter Erddamm 1975 1976 Piping Trapez 93.0 86.9 93 1.00 a,b,c,d,e
100 Tous Dam, Spanien Steinschüttdamm mit Gewichtsmauer 1980 1982 Überströmen Trapez 72.0 65.0 90 k
101 Trial Lake, Utah 5.2 1.22 a
102 Trout Lake, North Carolina 8.5 0.56 a
103 Upper Pond, Connecticut 5.2 0.58 a
104 Walter Bouldin Erddamm 1967 1975 Gründung Rechteck 50.0 65.0 130 i
105 Wheatland NO Wyoming Homogener Erddamm 1893 1969 Piping Trapez 13.6 13.7 101 1.33 a,c,d
106 Wilkinson Lake Dam, Georgia 3.7 0.57 a
107 Winston Erddamm mit Kern 1904 1912 Überströmen Trapez 7.3 6.1 83 5.00 a,b
link 1 http://www1.wrd.state.or.us/pdfs/Simplot_Summary_Report06.22.2005.pdf
link 2 http://mcmcweb.er.usgs.gov/mcgsc/
Ludin, Adolf (1941): Gutachten über die Ursache des Dammbruchs am 14.3.1940 in Roßnow  
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Anhang E  Unsicherheitsanalyse am Deich (Kap. 7.1.2, 
  S. 126ff) 
Die folgenden Auswertungen und Erläuterungen sind Ergänzungen zur Unsicherheits-
analyse für die Deichbruchströmung am synthetischen Testfall. 
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Abbildung E. 1: Probability plot der maximalen Wasserspiegellage und ihrer Näherung 
Der Probability plot der empirischen Wahrscheinlichkeit zeigt eine gute Übereinstim-
mung der Normalverteilung mit μ = 105,071 und σ = 0,0367 mit den aus der SRSM 
ermittelten Werten für die maximale Wasserspiegellage. Der Kolmogoroff-Smirnow-
Test ist nur bei der Ermittlung von einer geringen Anzahl an Ergebnissen anwendbar. 
Werden statt 100.000 Ergebnissen nur 10.000 ermittelt, so ergibt sich ein Signifikanzin-
tervall von 20 %.  
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Abbildung E.2: 5 %-, 50 %- und 95 %-Quantil der maximalen Fließtiefe [m] 
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Abbildung E.3: 5 %-, 50 %- und 95 %-Quantil der maximalen Fließgeschwindigkeit [m/s] 
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Abbildung E.4: Wahrscheinlichkeitsdichte der maximalen Überflutungsfläche nach Deichbruch 
Die in Abbildung E.4 gezeigten Anpassungen werden mit den Parametern 
μ = 44,8156 km² und σ = 1,266 km² für die Normalverteilung und a =  45,4115 km² und 
b = 39,69 für die Weibullverteilung (Gleichung F.1) erreicht. Zum einen wird die 
Schiefe der Ergebnisgröße nicht gut wieder gegeben, zum anderen ergibt sich mit Hilfe 
des Kolmogoroff-Smirnow-Tests für 1000 Ergebnisse ein Signifikanzniveau von 2 % 
für beide Annäherungen. Dass die Übereinstimmung nicht zufriedenstellend ist, bestä-
tigt auch Abbildung E.5. 
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Abbildung E.5: Probability plot der maximalen Überflutungsfläche 
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Abbildung E.6: Probability plot der Fläche mit gefährdeten Personen 
Die Verteilung der Fläche mit gefährdeten Personen folgt vor allem im mittleren Be-
reich einer log-Normalverteilung mit den Parametern μ = 12,851 und σ = 0,34. Der 
Kolmogoroff-Smirnow-Test ergibt bei einer Ergebnisanzahl von 1000 ein Signifikanz-
niveau von 5 %. Wie Abbildung E.6 zeigt, sind die Abweichungen in den Randberei-
chen recht groß. 
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Anhang F  Unsicherheitsanalyse an der Rurtalsperre  
  (Kap. 7.2 S. 143ff) 
 
Abbildung F.1: Geländemodell des Rurtals 
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Tabelle F. 1: Varianten zur Ausführung der SRSM an der Rurtalsperre 
Variante Kornrohdichte [kg/m³] Porosität 
[-] 
1: hor 
[-] 
b/t 
[-] 
Drehpunkt 
[%] 
SRSM 1 2700 0,3 1,2459 1,75 97,46 
SRSM 2 2700 0,4559 1,2459 1,75 97,46 
SRSM 3 2947,67 0,3 1,2459 1,75 97,46 
SRSM 4 2700 0,3 4,2439 1,75 97,46 
SRSM 5 2700 0,3 1,2459 1,75 77,93 
SRSM 6 2700 0,3 1,2459 2,62 97,46 
SRSM 7 2700 0,14 1,2459 1,75 97,46 
SRSM 8 2452,32 0,3 1,2459 1,75 97,46 
SRSM 9 2700 0,3 0,3658* 1,75 97,46 
SRSM 10 2700 0,3 1,2459 1,75 108,13 
SRSM 11 2700 0,3 1,2459 0,88 97,46 
SRSM 12 2452,32 0,46 1,2459 1,75 97,46 
SRSM 13 2700 0,46 0,3658* 1,75 97,46 
SRSM 14 2700 0,46 1,2459 1,75 108,13 
SRSM 15 2700 0,46 1,2459 0,88 97,46 
SRSM 16 2947,68 0,3 0,3658* 1,75 97,46 
SRSM 17 2947,68 0,3 1,2459 1,75 108,13 
SRSM 18 2947,68 0,3 1,2459 0,88 97,46 
SRSM 19 2700 0,3 4,2439 1,75 108,13 
SRSM 20 2700 0,3 4,2439 0,88 97,46 
SRSM 21 2700 0,3 1,2459 0,88 77,93 
SRSM 22 2947,68 0,14 1,2459 1,75 97,46 
SRSM 23 2700 0,14 4,2439 1,75 97,46 
SRSM 24 2700 0,14 1,2459 1,75 77,93 
SRSM 25 2700 0,14 1,2459 2,62 97,46 
SRSM 26 2452,32 0,3 4,2439 1,75 97,46 
SRSM 27 2452,32 0,3 1,2459 1,75 77,93 
SRSM 28 2452,32 0,3 1,2459 1,75 97,46 
SRSM 29 2700 0,3 0,3658 2,62  77,93 
SRSM 30 2700 0,3 0,3658* 1,75  97,46 
SRSM 31 2700 0,3 1,2459 2,62  108,13 
Anhang 199 
SRSM 32 2947,68 0,4559 1,2459 2,62  97,46 
SRSM 33 2700 0,4559 4,2439 1,75  97,46 
SRSM 34 2700 0,4559 1,2459 1,75  77,93 
SRSM 35 2700 0,4559 1,2459 1,75  97,46 
SRSM 36 2947,68 0,3 4,2439 2,62  97,46 
SRSM 37 2947,68 0,3 1,2459 1,75  77,93 
SRSM 38 2947,68 0,3 1,2459 1,75  97,46 
SRSM 39 2700 0,3 4,2439 2,62  77,93 
SRSM 40 2700 0,3 4,2439 1,75  97,46 
SRSM 41 2700 0,3 1,2459 2,62  77,93 
SRSM 42 2452,32 0,1441 1,2459 2,62  97,46 
SRSM 43 2700 0,1441 0,3658* 1,75  97,46 
SRSM 44 2700 0,1441 1,2459 1,75 108,13 
SRSM 45 2700 0,1441 1,2459 1,75  97,46 
SRSM 46 2452,32 0,3 0,3658* 0,88  97,46 
SRSM 47 2452,32 0,3 1,2459 1,75  108,13 
SRSM 48 2452,32 0,3 1,2459 1,75  97,46 
SRSM 49 2700 0,3 0,3658* 0,88  108,13 
SRSM 50 2700 0,3 0,3658 1,75  97,46 
SRSM 51 2700 0,3 1,2459 0,88  108,13 
 
*  Die Böschungsneigung wird in den gekennzeichneten Fällen geringfügig verändert, um Widersprüche zwischen 
Talbreite und Endbreschengeometrie zu vermeiden. 
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Maximale Fließtiefe 
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Abbildung F. 2:  Wahrscheinlichkeitsdichte der maximalen Fließtiefe in ca. 5 km Entfernung vom Damm 
Die in Abbildung F.2 zur Approximation der Wahrscheinlichkeitsdichte eingesetzte 
Weibullverteilung folgt der Definition: 
1( ) ,
bx
b abf x x e x
a
⎛ ⎞−⎜ ⎟− ⎝ ⎠= ≥ 0  (F.1) 
Für die maximale Fließtiefe in 5 km Entfernung vom Damm werden die Parameter 
a = 39,54 und b = 30 ermittelt. Werden mit Hilfe der SRSM nur 1.000 Ergebnisse er-
mittelt, ergibt der Kolmogoroff-Smirnow-Test ein Signifikanzniveau von α = 30 %, bei 
10.000 Ergebnissen von α = 2 %. Der Probability plot in Abbildung F.3 zeigt eine 
verminderte Abbildungsgüte für kleine Werte der Fließtiefe. 
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Abbildung F. 3: Probability plot für die maximale Fließtiefe in 5 km Entfernung vom Damm 
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Abbildung F. 4: Probability plot für die maximal überflutete Fläche 
Die mit Hilfe des Kolmogoroff-Smirnow-Tests ermittelte Abbildungsgüte der Weibull-
verteilung ist nicht zufriedenstellend (0,1 % bei nur 1.000 Ergebnissen). 
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Fläche mit Totalschäden an Gebäuden (hv > 7 m²/s) 
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Abbildung F. 5: Probability plot für die Fläche mit Totalschäden an Gebäuden 
Der Kolmogoroff-Smirnow-Test ergibt für die Näherung der Ergebnisse als Weibull-
verteilung bei 1.000 generierten Ergebnissen ein Signifikanzniveau von α = 40 % und 
bei 10.000 Ergebnissen α = 0,2 %. Insbesondere die Wahrscheinlichkeit niedriger Wer-
te wird unterschätzt. 
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Fläche mit gefährdeten Personen  (hv> 0,56 m²/s) 
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Abbildung F. 6: Probability plot für die Fläche mit gefährdeten Personen 
Der Kolmogoroff-Smirnow-Test ergibt bei 1.000 generierten Ergebnissen ein Signifi-
kanzniveau von α = 5 % und bei 10.000 Ergebnissen α < 0,01 %. Insbesondere die 
Wahrscheinlichkeit niedriger Werte wird unterschätzt. 
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