1. Introduction 1.1. Statement of the main result. For a symmetric probability measure 1 µ with finite support on a compact group G, let
where (µ * f )(g) := g ′ ∈supp µ µ(g ′ )f (g ′−1 g). It is easy to see that T µ is a self-adjoint operator, T µ = 1, and T µ (1 G ) = 1 G where 1 G is the constant function one on G. Let L 2 (G)
• , and let λ(µ; G) := (T µ )| L 2 (G) • be its operator norm. Notice that, if eigenvalue 1 has multiplicity one, then λ(µ; G) = sup{|λ|| λ ∈ spec(T µ ), λ < 1}.
We say µ has spectral gap if λ(µ; G) < 1. So if the group generated by the support of µ is dense in G, the random-walk on G with respect to µ equidistributes exponentially fast if µ has spectral gap. The following uniform spectral gap is the main result of this article.
Theorem 1.
Let Ω be a finite symmetric subset of GL n (k), where k is a number field. Let Γ = Ω and Γ p be its closure in GL n (k p ) for any finite place p of k. Let C := {p ∈ V f (k)| Γ p is compact}.
Suppose the Zariski-closure G is a semisimple group. Then there is λ 0 < 1 such that sup p∈C λ(P Ω ; Γ p ) ≤ λ 0 < 1, where P Ω is the probability counting measure on Ω.
It is standard (see Lemma 12) that we can pass to a finite-index subgroup. So we can assume that, for some g ∈ GL n (k),
for any p ∈ C where O p is the ring of integers of k p . So we can and will assume that Γ p ⊆ GL n (O p ). In particular, we can restrict the residue map π p m : GL n (O p ) → GL n (O p /p m ) to Γ p . It is well-known that Theorem 1 is equivalent to saying that the family of Cayley graphs {Cay(π p m (Γ), π p m (Ω))| p ∈ C, m ∈ Z + } is a family of expanders if Γ and C are as above and the Zariski-closure G of Γ is semisimple. Such graphs are extremely useful in communication and theoretical computer science (see a survey by Hoory, Linial and Widgerson [HLW06] ). In the past decade they have been found to be extremely useful in a wide range of pure math problems, e.g. affine sieve [BGS10, SGS13] , sieve in groups [LM13] , variation of Galois representations [EHK12] , etc. (see [BO14] for a collection of surveys of related works and applications).
1.2. Applications. The application of Theorem 1 to new robust construction of family of expander graphs has been mentioned. Here are a few other applications.
1.2.1. Local spectral gap. In a recent work Boutonnet, Ioana, and the author [BISG] introduced local spectral gap for a measure class preserving action, and proved many interesting properties of such actions. As an application of Theorem 1, we get local spectral gap in the p-adic setting:
Theorem 2. Let G be a semisimple p-adic analytic group. Let Γ be a countable dense subgroup of G.
Suppose that Ad(Γ) consists of elements with algebraic entries in some Q p -basis of Lie(G).
1.2.3. Orbit equivalence. Another application of (local) spectral gap is in the theory of orbit equivalence of actions. There have been many breakthroughs in this subject in the past 15 years (see the surveys [Pop07, Fur11, Gab10] ). Let us recall the notion of orbit equivalence for two left translation actions. Suppose Γ ⊆ G and Λ ⊆ H are dense subgroups. We say the left translation actions Γ (G, m G ) and Λ (H, m H ) are orbit equivalence if there exists a measure class preserving Borel isomorphism θ : G → H such that θ(Γg) = Λθ(g), for m G -almost every g ∈ G. Of course any action is orbit equivalent to an isomorphic copy of itself, i.e. if there is a topological isomorphism δ : G → H such that δ(Γ) = Λ, then Γ (G, m G ) and Λ (H, m H ) are orbit equivalent. In such a case, we say the two actions are conjugate.
Two actions that are orbit equivalent can be far from being conjugate. In fact, surprisingly when Γ and Λ are infinite amenable groups, the mentioned actions are orbit equivalent [OW80, CFW81] . In the past decade it has been shown that in the presence of certain (local) spectral gap, however, the actions are rigid, i.e. orbit equivalence implies conjugation [Ioa14-a, Ioa14-b, BISG].
Theorem 4. Let G be a semisimple p-adic analytic group, and Γ ⊆ G be a countable dense subgroup. Suppose Ad(Γ) consists of matrices with algebraic entries in some Q p -basis of Lie(G). Let H be a locally compact, second countable, Hausdorff topological group, and Λ be a countable dense subgroup of H. Suppose 1.2.4. Super-approximation. The connection between spectral gap and construction of expanders was first observed by Margulis [Mar73] where he proved that the family of Cayley graphs of finite questions of a finitely generated group with property(T) is a family of expanders. Later due to works of several mathematicians [Sel65, Kaz67, BS91, Clo03, CU04], it was proved that the same holds for congruence quotients of an S-arithmetic group of a semisimple group. In the spirit of strong approximation, Lubotzky [Lub95] asked if this is an algebraic phenomenon or an arithmetic one.
2 More precisely, it was asked if the Cayley graphs of SL 2 (f p ) with respect to the generating set 1 ±3 0 1 , 1 0 ±3 1 is a family of expanders. In [Gam02] it was proved that, if Hausdorff dimension of the limit set of Γ = Ω ⊆ SL 2 (Z) is larger than 5/6, then {Cay(π p (Γ), π p (Ω))} p is a family of expanders as p ranges over primes.
Later based on Helfgott's product theorem [Hel05] , Bourgain and Gamburd in their seminal work [BG08-a] proved the same result for any finite symmetric subset Ω ⊆ SL 2 (Q) as long as Γ = Ω is Zariski-dense in SL 2 . Since then, based on their machinery and generalizations of Helfgott's work [Hel11, BGT11, PS] , this result has been extended in several works [BG08-b, BG09, BGS10, Var12, BV12, SGV12].
As it was pointed out earlier, Theorem 1 implies that super-approximation holds for prime power modulus when the Zariski-closure of the group is semisimple. In a subsequent work based on Theorem 1, the author proves the best possible result for prime power modulus.
Theorem 5. Let Ω be a finite symmetric subset of GL n0 (Q), Γ = Ω , and C(Γ) := {p ∈ V f (Q)| Γ is a bounded subgroup of GL n0 (Q p )}.
2 Following A. Kontorovich's suggestion, I call this phenomenon super-approximation. It is worth pointing out that this phenomenon has been called superstrong approximation (e.g. see [BO14] ) by some authors.
Then {Cay(π p n (Γ), π p n (Ω))} p∈C(Γ),n∈Z + is a family of expanders if and only if the connected component G
• of the Zariski-closure G of Γ is perfect, i.e.
It is worth pointing out that, unlike Theorem 1, Theorem 5 does not hold for number fields (see [SGV12, Section 1.2]).
Let's also point out that Theorem 1 is stronger than the semisimple case of Theorem 5. Going to the Zariski closure of Γ in the Weil restriction of scalars R k/Q (G), Theorem 5 implies that sup{λ(P Ω ; Γ p )| p ∤ N k/Q (a 0 )} < 1 if Γ ⊆ GL n0 (O k [1/a 0 ]) for some a 0 ∈ O k . So it does not tell us about places p that divide N k/Q (a 0 ) but not a 0 . For instance, suppose Γ = Ω is a Zariski-dense subgroup of an arithmetic subgroup of SL n0 (Q p ) and suppose the trace field k of the arithmetic subgroup is not Q. Then there is a place p of k which divides p and Γ is a bounded subgroup of SL n0 (k p ), and Theorem 5 cannot give us a control on λ(P Ω ; Γ p ).
1.3.
Comparing with the previous related works. There are two prior results related to Theorem 1. Both Bourgain-Gamburd [BG08-b, BG09] and Bourgain-Varjú [BV12] focus on the case of finitely generated, Zariski-dense subgroup Γ = Ω of SL n0 (Z). In [BG08-b, BG09], it is proved that λ(P Ω ; Γ p ) < λ(p) < 1 if p is large enough depending on Ω. In [BV12] , using a different technique, it is proved that λ(P Ω ; Γ) < 1 where Γ is the closure of Γ in p∈V f (Q) SL n0 (Z p ); in particular, sup{λ(P Ω ; Γ p )| p ∈ V f (Q)} < 1.
Both [BV12] and [BG09] rely on Archimedean dynamics. The former is based on [BFLM11] and the latter uses random-matrix theory in SL n0 (Z). And both of these works need the existence of proximal elements in the adjoint representation over R. In particular, their arguments cannot be extended to the case where
Our proof is inspired by the approach presented in [BG09] . Instead of random matrix theory, however, the main result of [SGV12] is used.
I am in debt of Adrian Ioana for many insightful conversations about orbit equivalence rigidity, and in particular for telling me how to get such a result from the main theorem of this article. I would like to thank Kiran Kedlaya for the fruitful discussion about complete intersection varieties. I am thankful of Hee Oh for asking me about the p-adic version of local spectral gap after my talk at the MSRI.
Prelimanry results
2.1. Spreading of weight under convolution, and l 2 -flattening. Let me start with the following (easy) lemma (see [BG09, Remark, page 1060]).
Lemma 6. Let H be a group, µ be a symmetric probability measure on H, and A be a symmetric subset of
Proof. First we notice that, since
. Now since A and µ are symmetric, we also have that
Let me recall the l 2 -flattening phenomenon proved by Bourgain-Gamburd (see [Var12,  Lemma 15] and [BG08-a]) which is based on the non-commutative version of Balog-Szemerédi-Gowers Theorem [Tao08].
Lemma 7. Let H be a finite group and µ be a probability measure on H. Let K be a positive number. If
2.2. Regularization. In this section, we recall a regularization of a subset of a rooted regular tree due to Bourgain and Gamburd [BG09, Section A.3] (see Corollary 11). The proofs are included for the convenience of the reader.
Definition 8.
(1) Let T = T k,n be a rooted tree such that each vertex has k children and it has n generations (levels). The root is considered the zero-generation.
(2) For any 0 ≤ i ≤ n, let T (i) be the set of vertices in the i-th generation.
be the projection map (which gives the "ancestor" of a vertex).
Lemma 9. Let k, n be two positive integers, T = T k,n and A ⊆ T (n) . Then there is k ′ , a power of 2, and
Proof. We have that
So there are 1 ≤ i ≤ ⌊log k⌋ and
such that k ′ = 2 i and A ′ satisfy the desired properties.
Lemma 10. Let k, n be two positive integers, ε > 0, T = T k,n and A ⊆ T (n) . Suppose that |A| ≥ |T (n) | ε = k nε and k ε/4 > 2 log k (i.e. k is "large enough" depending on ε). Then there are B ⊆ A and a positive integer m ≤ n(1 − ε/4) such that
In particular, we have |B| ≥ k
Proof. Repeated use of Lemma 9, we get a sequence of dyadic numbers k 0 , k 1 , . . . , k n−1 and a chain of subsets of
(1) For any 0 ≤ i ≤ n − 1 and any x ∈ π i,n (A i ), we have deg Ai (x) = · · · = deg An−1 (x) = k i . And so
(2) For any 1 ≤ i ≤ n, we have |π i,n (A i−1 )| ≥ |π i,n (A i )|/(2 log k). And so |A i−1 | ≥ |A i |/(2 log k) and
In particular, we have
Then for any x ∈ π m,n (A 0 ) and any m + 1 ≤ l ≤ n we have
On the other hand, we have
And so m < n(1 − 3ε/4)/(1 − ε/2) < n(1 − ε/4), which means B = B(x) ∩ A 0 for x ∈ π m,n (A 0 ) and m satisfy the desired properties.
Corollary 11. Let k, n be two positive integers, ε > 0, T = T k,n and A ⊆ T (n) . Suppose that |A| ≥ |T (n) | ε = k nε and k n ≫ ε 1. Then there are B ⊆ A and a positive integer m ≤ n(1 − ε/4) such that
Proof. Let K(ε) be the smallest positive real number such that K(ε) ε/4 ≥ 2 log K(ε). And let s be the smallest positive integer such that k s ≥ K(ε). Now let us consider T ′ := T k l ,⌊n/l⌋ and identify π s⌊n/s⌋,n (A) with a subset A ′ of T ′(⌊n/s⌋) . We notice that
(2) For any m ′ ≤ l ≤ ⌊n/s⌋, we have that |π sl,s⌊n/s⌋ (B)| ≥ k
Let B ⊆ A be such that π s⌊n/s⌋,n (B) = B ′ and let m = sm ′ . Then for any positive integer l between m and n we have
2.3. Reduction to the connected, simply-connected case.
• which is a finite-index normal subgroup of Γ. The following lemma and corollary are crucial in the reduction to a connected, simply-connected group.
Lemma 12. Let Γ be a finitely generated group generated by a symmetric set Ω, and Λ be a finite index normal subgroup of Γ. Let {N i } be a family of finite index normal subgroups of Γ. Then Γ has property(τ ) with respect to {N i } if and only if Λ has property(τ ) with respect to
Proof. Suppose S = {s 1 , . . . , s k } is a symmetric generating set of Γ and at the same time Γ =
Then we claim that Λ is generated by S ′ := {s ′ i,j } ∪ (S ∩ Λ). Let Λ 1 be the group generated by S ′ . Clearly it is a subgroup of Λ. By the definition of s ′ i,j we have that s l(i,j) Λ 1 = s i s j Λ 1 . And so Γ = k i=1 s i Λ 1 since S generates Γ and is symmetric. Therefore we get that Λ 1 = Λ.
Assume that Γ has property(τ ) with respect to {N i }. So there is ε > 0 such that for any i and any unit vector u of l
we have
Now assume that v is a unit vector in an irreducible non-trivial representation ρ : Λ/(N i ∩ Λ) → GL(V ) which is an ε ′ -almost invariant vector with respect to S ′ , i.e. for any s ′ ∈ S ′ we have
By Frobenius reciprocity,ρ := Ind
S be a set which induces (distinct) coset representatives of ΛN i /N i in Γ/N i . Thenρ can be described as follows: W := i ′ ∈I s i ′ V (where s i ′ V are orthogonal copies of V ) and, for any γ ∈ Γ, we havẽ
is a multiple of at most 5 elements of S ′ , and so we have
Hence, for any 1
So by (1) we have that ε < 5|Γ/Λ|ε ′ . Thus no non-trivial irreducible representation of Λ/(N i ∩ Λ) has an ε/(5|Γ/Λ|)-almost invariant vector with respect to S ′ , which proves that Λ has property(τ ) with respect to {N i ∩ Λ}. Now assume that Λ has property(τ ) with respect to N i ∩ Λ. So there is ε > 0 such that for any unit vector
Let ρ be an irreducible representation of Γ/N i which does not factor through Γ/Λ. Suppose that v is a unit vector in V ρ which is ε ′ -almost invariant vector with respect to S, i.e.
for any s ∈ S. Therefore for any s ′ ∈ S ′ we have
By Frobenius reciprocity and, since ρ does not factor through Γ/Λ, the restriction of
Thus by (2) we have ε < 3ε ′ , which implies that any non-trivial representation of Γ/N i has no ε ′′ -almost invariant vector with respect to S for some 0 < ε ′′ < ε/3.
Corollary 13. Let Γ be a finitely generated group and Ω be a symmetric finite generating set of Γ. Assume Λ be a finite-index subgroup of Γ. Then Λ has a finite symmetric generating set Ω ′ , and for any infinite set {N i } of normal finite index subgroups of Γ, {Cay(Γ/N i , π Ni (Ω))} i is a family of expanders if and only if {Cay(Λ/(N i ∩ Λ), π Ni∩Λ (Ω ′ ))} i is a family of expanders.
Proof. This is a direct corollary of Lemma 12 and [Lub94, Theorem 4.3.2].
By Corollary 13 we have that Γ
• has a symmetric finite generating set Ω • and {Cay(π q (Γ), π q (Ω))} q∈C is a family of expanders if and only if {Cay(π q (Γ • ), π q (Ω • ))} q∈C is a family of expanders for any infinite set C of positive integers. So from this point on we can assume that G is a Zariski-connected semisimple group. Let G be the simply-connected form of G that is defined over k. Let ι : G → G be the k-covering map, Λ := ι −1 (Γ) ∩ G(k), and Λ := ι( Λ). By a similar argument as in [SGS13, Lemma 24] we have that Λ is a normal finite-index subgroup of Γ. Hence again by Corollary 13 without loss of generality we can assume that Γ = Λ.
On the other hand, ι induces continuous homomorphism with finite kernel from G(k p ) to G(k p ). So after fixing a k-embedding G f − → GL n and passing to a finite-index subgroup (as we are allowed by Corollary 13), if needed, we can assume that
is the set of all finite places of k,)
+ } is a family of expanders. This implies that without loss of generality we can assume G is simply connected. So we have proved that: Lemma 14. It is enough to prove Theorem 1 for a subgroup Γ = Ω of GL n0 (O k (S)) under the assumptions that its Zariski-closure is Zariski-connected, simply-connected, semisimple k-group.
2.4.
Strong approximation and the p-adic closures of Γ. Here using strong approximation [Nor89, Theorem 5.4], we describe structure of the closure Γ p of Γ in GL n0 (O p ) for any p ∈ S. Consider Γ as a subgroup of R k/Q (G)(Q) and let G 1 be its Zariski-closure. Since R k/Q (G) is isomorphic to σ∈hom(k,Q) G σ over k and the projection of Γ to each factor is Zariski-dense, G 1 is a semsimple Q-group. Since G is simply-connected, so is G 1 . Let
Let us fix a k-embedding of G, a Z-basis of O k , and fix the induced Q-embedding of R k/Q (G) and get a Q-embedding of G 1 in GL n1 . Then Γ ⊆ GL n1 (Z S0 ). Hence by Nori's strong-approximation, after going to a finite index subgroup if necessary (it is allowed by Corollary 13), we can assume the following:
(4) If K p is not a hyperspecial parahoric, then it is a uniformly powerful pro-p group (see [DDMS99] for the definition of a uniform pro-p group). (5) For any p ∈ S 0 , either π p (Γ) is perfect or it is trivial. And Γ p is a quotient of K p .
Since Γ p is a quotient of K p for any p ∈ S 0 and p|p, we have that λ(P Ω ; K p ) ≥ λ(P Ω ; Γ p ). Let
Hence proving Theorem 1 splits into two parts: proving a uniform spectral gap for k = Q and proving a spectral gap for a fixed p ∈ C.
For any p ∈ C, by assumption, the closure Γ p of Γ in G(k p ) is a compact group. Going to a finite-index subgroup if necessary (again we are allowed by Corollary 13), we can assume that Γ p is a uniformly powerful pro-p group, and the logarithmic map induces a bijection between Γ p and a Lie Z p -subalgebra g p of Lie(G)(k p ). Since Γ is Zariski-dense in G, the k p -span of g p is the entire Lie(G)(k p ). And so g p ⊗ Zp Q p is a semisimple Lie algebra. Hence the Zariski-closure
Without loss of generality we can and will assume that k is a Galois extension of Q. Let Gal(k/Q) be the Galois group, and Gal(k/Q; p) := {σ ∈ Gal(k/Q)| σ(p) = p} be the decomposition group. Let k(p) be the subfield of fixed points of Gal(k/Q; p). It is well-known that the restriction map induces an isomorphism between the Galois group Gal(k p /Q p ) and the decomposition group Gal(k/Q; p). In particular, the natural embedding of k in k p sends k(p) to Q p . And so we have a (natural) Q p -isomorphism
There is a natural projection
By (3), we get the following natural Q p -isomorphism
Let's summarize what we have proved in the following Lemma.
Lemma 15. Let k be a finite Galois extension of Q. Let Γ be a finitely generated subgroup of GL n0 (k).
Suppose the Zariski-closure G of Γ is a connected, simply-connected semisimple group. Then for any
An important application of strong approximation and the above discussion is the following:
Lemma 16. Let Ω ⊆ GL n0 (k) be a finite symmetric set. Suppose the Zariski-closure G of the group Γ generated by Ω is a Zariski-connected, simply-connected, semisimple group. Let
Suppose Λ is a finitely generated subgroup of Γ which is Zariski-dense in Γ considered as a subgroup of R k/Q (G)(Q). Then for any p ∈ C(Γ) we have that Λ p is a finite-index subgroup of Γ p , where
Proof. Since Γ is finitely generated,
is a finite set. Passing to a finite-index subgroup of Γ, if needed, we can assume that Γ ⊆ GL n0 (O k (S 0 )). As before, let
. By strong approximation, the closure Λ of Λ in
is an open subgroup. Hence Λ is a finite-index subgroup of Γ, which proves that for almost all p we have
For a given p, we know that Λ p is an open subgroup of a p-adic analytic group. And so it is open in the Q p -points of the Zariski-closure of R kp/Qp (G)(Q p ). Since Λ is Zariski-dense in G 1 (when considered as a subgroup of R k/Q (G)(Q)), by the above discussion its Zariski-closure as a subgroup of Theorem 17. In the setting of Theorem 1, {Cay(π p (Γ), π p (Ω))} p∈C is a family of expanders.
As in [SGV12] , first we change the probability law of the random-walk. The following can be deduced as a byproduct of the proof of [SGV12, Proposition 6].
Proposition 18. . In the setting of Theorem 1, let G 1 be the Zariski-closure of Γ in R k/Q (G). Then there are a finite subset Ω ′ of Γ and δ 0 > 0 and l 0 (which depend on Ω) such that Ω ′ freely generates a Zariski-dense subgroup of G 1 and
for any proper subgroup H of G 1 and l ≥ l 0 , where
1 are Q-almost simple factors of G 1 , then we can also assume that pr i (Ad(Ω ′ )) freely generates a Zariski-dense subgroup of Ad(G It is enough to find such upper bound for subgroups H that are defined over Q as Γ ⊆ G 1 (Q). Since the order of a finite subgroup of GL n0 (k) has an upper bound in terms of the degree of k and n 0 without loss of generality we can assume that dim H = 0.
• is normal, then we have a good understanding of the structure of H which gives us a subspace of Lie(G 1 ) that is H-invariant, but not G 1 -invariant. Then we consider the irreducible sub-representations of ∧ Lie(G) that factor through G Let Ω be a finite symmetric subset of GL n0 (k) and Γ = Ω . Assume the Zariski-closure G of Γ is a connected, simply connected, semisimple k-group. Suppose Ω ′ ⊆ Γ is a finite symmetric set which generates a Zariski-dense subgroup Λ of Γ viewed as a subgroup of
Proof. Suppose the contrary. So there are p i ∈ C(Γ), non-trivial unitary irreducible representations ρ i : Γ p → U(V i ), and unit vectors v i ∈ V i such that
for any γ ∈ Ω. Since Γ = Ω , for any γ ∈ Γ, Equation (6) holds. In particular, 2.6. Summary of the initial reductions. In this short section, for the convenience of the reader, all the reductions is summarized. It is enough to prove Theorem 1 under the following conditions:
(4) For any proper algebraic Q-subgroup H of G 1 and positive integer l ≫ Ω 1, we have
It is worth pointing out that by Lemma 12 and a similar argument as in the proof of Lemma 14, we have.
Lemma 20. For a given finite set of representations ρ i : G 1 → GL ni that are defined over a finite Galois extension k ′ of k, passing to a finite-index subgroup of Γ, if necessary, we can assume that the following holds:
2.7. Escaping from subschemes, and ramified primes of a scheme. As it was observed in [BGS10] , one of the important consequences of having spectral gap modulo primes (see Theorem 17) is the fact that the probability of hitting a proper subvariety decays exponentially (see Proposition 25). Subsets of a finitely generated group with this property are called exponentially small by Lubotzky-Mieri [LM13] . Since the set of non-regular elements of a semisimple group is a proper subvariety, it was observed in [LM13] that the set of non-regular elements is an exponentially small set.
Saying that γ is a regular element is equivalent to saying that the connected component of the centralizer subgroup C G (γ) is a (maximal) torus. In this work, however, this type of information is not enough. Here one needs to understand the structure of the centralizer subgroups C π p n (Γ) (π n p (γ)). For this purpose, one needs to know that the distance between γ and the variety of non-regular elements is at least p −cn for a small positive c. In fact, one needs to find such γ in a way that C π p n (Γ) (π p n (γ)) intersects a given approximate subgroup π p n (A) in a large set. This forces us to look at the scheme-theoretic closure of non-regular elements and its shifts by elements of Γ. And we have to escape these schemes in Θ(n log p)-steps 3 (see Proposition 53). Results of this section rely on the existence of points with small logarithmic height which is proved in Appendix A based on arithmetic Bezout.
Before stating this proposition, let us see a lemma on ramified primes.
Lemma 21. Let k be a number field and S 0 be a finite subset of
If p|p and log p ≫ h := max i {h(f i )} (see Appendix A for the definition of logarithmic height h(f ) of a polynomial f ) where the constant depends on deg f i , n, and k, then
k and the implied constant depends just on deg(f i ) and k.
Proof. By Lemma 67 in Appendix A, there are f k+1 , . 
where the implied constants depend on max i {deg f i }, n, and k.
The rest can be deduced using generalized Bezout and [LW54, Lemma 1] (also see [FHJ94, Lemma 3.1]).
Definition 22. Let k be a number field and S 0 be a finite subset of V f (k). Let
We say
And we let
So by Lemma 21, if the generic fiber of W is geometrically a complete intersection variety, then log p 0 (W) ≪ max i {h(f i )}, where the implied constant depends on k, n and deg f i . The next corollary shows that it is not necessary to assume that the generic fiber is geometrically a complete intersection variety.
Corollary 23. Let k be a number field and S be a finite subset of V f (k). Let
Then log p 0 (W) ≪ max i h(f i ) where the implied constant depends on k, n, and deg f i .
Proof. Let d := dim W × k. By Lemma 68 in Appendix A, there are
where the implied constant depends on n and deg f j . And the generic fiber of
. . , f n−d is geometrically a complete intersection variety. Therefore by Lemma 21 we have
where the implied constants depend on n and the degree of f j . For p ≥ p 0 (W) and
On the other hand, for any p we have
And so p 0 ( W) = p 0 (W), which implies that
as we wished.
Definition 24. Let Ω, Γ, and G be as in Section 2.6. Recall that G 1 is the Zariski-closure of Γ as a subgroup R k/Q (G). Let us denote p 0 (Γ) be a prime such that for any prime p ′ ≥ p we have
where Γ is viewed as a subgroup of
It is worth pointing out that by strong approximation p 0 (Γ) exists.
Proposition 25. In the setting of Section 2.6, let S :
Assume that the dimension of the generic fiber of W is less than dim G. Then there are a positive number δ 0 and a positive integer l 0 depending on G 1 such that
where l ≥ l 0 and the implied constant depends on the geometric degree of the generic fiber of W, and Γ (see Lemma 22 for the definition p 0 (W)).
In fact, we will see that the dependence of the implied constant on Γ is essentially on p 0 (Γ), the spectral gap of Cay(π p (Γ), π p (Ω)) for p ∈ V f (Q) \ S, and dim G 1 . Before proving Proposition 25, let us start with the following well-known lemma concerning the rate of convergence of a random-walk to the equidistribution.
Lemma 26. Let Ω be a symmetric generating set of a finite group H. Assume that the second largest eigenvalue of ( * P Ω ) 2 is at most λ 2 1 , where
Then for any X ⊆ H and any positive integer l we have
|X|.
Proof. Let P : l 2 (H) → l 2 (H) be the orthogonal projection to the constant functions, i.e.
where 1(h) = 1 for any h ∈ H and f 1 , f 2 = h∈H f 1 (h)f 2 (h). Let T = * P Ω . Then T is a self-adjoint operator and leaves l 2 (H)
Moreover, the operator norm of the restriction of T to l 2 (H)
• is at most λ 1 . Hence for any positive integer l
On the other hand, we have that
where χ X is the characteristic function of X and δ 1 is the characteristic function of {1}. We also notice that P (δ 1 ) = 1 |H| 1 and so
Hence by Equations (7), (8) and (9) we have
Proof of Proposition 25. For any prime p and positive integer l we have that
On the other hand, by Theorem 17 and Lemma 26, there is λ 1 < 1 such that for any prime p and positive integer l we have that
So for p ≥ p 0 (Γ) (see definition 24) by Lemma 21 and Equations (10) and (11) we have that
where d = dim G 1 . Now it is clear that there is a positive number δ 0 depending on d and λ 1 such that, if l ≥ l 0 (d, λ 1 ), then there is a prime p with the following properties:
, and λ
Equations (12) and (13) give us that P
where the implied constant depends on the degree of the generic fiber of W, d, p 0 (Γ) and λ 1 .
2.8. Multiplicity bound. In order to execute Sarnak-Xue [SX91] trick, we will be needing a lower bound on the dimension of irreducible representation of p-adic analytic groups. To that end, Howe's Kirillov theory for compact p-adic analytic groups is recalled [How77] .
For any p ∈ V f (k), there is a positive integer a 0 := a 0 (p) such that log :
, and exp going backward, can be defined and satisfy the usual properties. It is worth mentioning that a 0 (p) = 1 except for finitely many p. There is a positive integer
where ch(ρ) is the character of ρ and O(ψ) is the coadjoint orbit of H 1 . In particular,
We also get that dim
Then κ ψ is a group homomorphism and
is an open subgroup, we conclude that h = h(ψ).
We also notice that m
Proposition 28. Let k be a number field and S be a finite subset of V f (k). Let Γ ⊆ GL n (O k (S)) be a finitely generated group whose Zariski-closure G is a Zariski-connected semisimple group. Then for any p ∈ V f (k) \ S, n ∈ Z + , and complex irreducible representation ρ of π p n (Γ) which does not factor through
Proof. By the discussion in Section 2.4, by strong approximation, the closure Γ p of Γ in G(k p ) is a p-adic analytic group. Passing to a finite-index subgroup, if needed, we can assume that either Γ p is a hyperspecial parahoric subgroup or Γ p is a small enough open compact subgroup that satisfies the conditions of Howe's Kirillov theory.
(where a 0 and b 0 are described at the beginning of this section), and
] and its image g p is a Lie algebra. Moreover for some s 0 (independent of p) we have p
So, for n > c 0 , we get the claim by Lemma 27.
For 1 < n ≤ c 0 , we get the claim using the fact that
For n = 1, π p (Γ) is a product of almost simple finite groups of Lie type. And we get the claim using [LS74] (see [SGV12, Section 4.2]).
2.9. Finite logarithmic maps. Here we recall the finite logarithmic maps and their main properties. These maps are the key connection between congruence groups and the Lie algebra. All of these results are wellknown for Chevalley groups, but I could not find them in the literature in the generality needed for this work.
Let A be a PID and F be its field of fractions. Let H ⊆ (SL n ) F be a connected F -subgroup and H be its Zariski-closure in (SL n ) A ; in particular H is a flat finite-type A-group scheme.
Let us recall that Lie H is an A-group scheme and for any A-algebra R we have that
is a short exact sequence. If H is a smooth A-group scheme, then Lie H = h, where h = Lie H(A) and h(R) := h ⊗ A R for any A-algebra R. On the other hand, since the generic fiber H of H is smooth, there
and in particular Lie
To be more precise, suppose f 1 , . . . , f s ∈ A[X 11 , . . . , X nn ] is a set of defining relations of H, i.e. as an A-scheme H = Spec(A[X 11 , . . . , X nn ]/ f 1 , . . . , f s ). Then as an A-scheme
Looking at the Taylor expansion of f i we see that for an A-algebra R and Y ∈ M n (R) we have (df i ) I (Y ) = 0 if f i (I + tY ) = 0 and t 2 = 0 in R. Therefore, for q 1 |q 2 |q 2 1 , we get the following maps
is not necessarily isomorphic to h/q 3 h, but this is the case when q 3 A does not have small prime factors (as it is pointed out above). In fact, by (17), Lie
So there is q 0 ∈ A (depending on f i ) such that, for any q ∈ A, Lie H(A/qA) can be naturally mapped onto h/q − h, where q − := q/ gcd(q, q 0 ). Hence for q 1 |q 2 |q 2 1 we get the finite logarithmic maps:
where x ∈ h ⊆ sl n (A) and π q
Let Γ be a finitely generated subgroup of GL n0 (O k (S)). Suppose the Zariski-closure G of Γ in (GL n0 ) k is a connected, simply-connected semisimple group. For any p ∈ V f (k) \ S, let G 1 and G 1,p be as in Lemma 15. Hence based on the way these groups are defined we have Γ ⊆ G 1 (Q) ∩ GL n0 dim k (Z S0 ), where
Let G 1 and G 1,p be the corresponding Zariski-closures. In particular, they are flat group schemes of finite-type. Furthermore G 1 and G 1,p are defined over Z S0 and Z p , respectively. By strong approximation, we have that the closure of
is an open subgroup. And for
where [x 1 , x 2 ] := x 1 x 2 − x 2 x 1 . (2) Suppose q i are powers of a single prime p and log p q 2 1 /q 2 , log p q
q1 is an additive group isomorphism; in fact by part (1b) it is a Γ-module isomorphism.
Proof. Since Z S0 and Z p are PIDs, the above discussion shows why Ψ 
On the other hand, the exponential map exp :
and the logarithmic map log :
are well-defined analytic functions and inverse of each other for n ≫ 1; in particular exp(x) − I p = x p and log g p = g − I p . Therefore for any x ∈ g 1,p (Z p ) and large enough n (depending on Γ) we have that
And so Ψ q2 q1 is onto if log p q 1 ≫ Γ 1.
3. Expansion, approximate subgroup, and bounded generation.
3.1. Statements and notation. In this section, three properties will be introduced, and we will explore the connections between them. The first property is about the level-Q approximate subgroups, the second property is about the bounded generation of a large congruence subgroup, and the third property is about the bounded generation of a thick top slice.
In this section, let Ω be a symmetric subset of GL n0 (O(S)) given as in Section 2.6. Let G 1 and G 1,p be as Lemma 29. In this section, π p n is either the residue map from
Before formulating the precise statement, let us introduce a notation for convenience: for a finite symmetric subset A of Γ, a positive integer l, a prime power Q = p n , and a positive number δ, let P Q (δ, A, l) be the following statement
Theorem 30 (Approximate subgroups). In the above setting, for any ε > 0 there is δ > 0 such that
Theorem 30 is proved using the following:
Theorem 31 (Bounded generation). In the above setting, for any 0 < ε ≪ Ω 1, 0 < δ ≪ Ω,ε 1, and positive integer C ≫ Ω,ε 1 the following holds for a finite symmetric subset A of Γ which contains 1:
Theorem 31 is proved based on a propagation process and the following proposition.
Proposition 32 (Thick top slice). In the above setting, for any 0 < ε 2 ≪ Ω ε 1 ≪ Ω 1, there are 0 < δ and a positive integer C = C Ω (ε 1 , ε 2 ) with the following property: P Q (δ, A, l) implies that there are X ⊆ C A and q 1 |q 2 |Q such that
if Q = p n and nε 2 ≫ Ω 1.
Theorem 30 (Approximate subgroup) implies Theorem 1 (Spectral gap).
We can assume that Ω satisfies the extra assumptions listed in Section 2.6. By the discussion in Section 2.4, we know that Γ p is a quotient of the closure Γ p of Γ in
∩ Γ p is a neighborhood basis for the identity. So altogether it is enough to prove:
where π Q is the residue map defined at the beginning of Section 3.1.
Let P = P Ω and let
Let λ 1 (Q) be the second largest eigenvalue. We have to prove that there is a uniform upper bound for λ 1 (Q)'s. Since l 2 (π Q (Γ)) is a completely reducible π Q (Γ)-space, there is a unit eigenfunction f ∈ l 2 (π Q (Γ)) such that T Q (f ) = λ 1 (Q)f and the π Q (Γ)-module V generated by f is irreducible. Changing Q to one of its divisors, if necessary, we can and will assume that the action of π Q (Γ) on V does not factor through π q (Γ) for any proper divisor q of Q. Now by Proposition 28 there is ε 0 > 0 such that dim V ≥ |π Q (Γ)| ε0 . So the multiplicity of λ 1 (Q) is at least |π q (Γ)| ε0 . Hence
So it is enough to prove that
4 for some l ≪ log Q where the implied constant just depends on Ω.
Lemma 33. Let Ω and ε 0 be as above. Then there is δ > 0 with the following property: let Q = p n , where some p ∈ V f (k) \ S divides p, and l 0 ≫ log Q.
(
Repeated use of Lemma 33, in finitely many steps (the number of steps is independent of Q), would give
4 as we desired. So in order to complete this step, it is enough to prove Lemma 33.
Proof of Lemma 33. First we notice that by Kesten's bound, there is l 0 ≫ log Q and δ 1 > 0 such that
Now to get the second part, we proceed by contradiction. So assume for small enough δ > 0 (specified later), we have µ
Thus by Lemma 7 there is a subset A δ of π Q δ (Γ) with the following properties:
These conditions imply that there is δ ′ := δ ′ (δ) with the following properties:
(equality holds as π Q [P (2l δ ) ](h) > 0 for any h ∈ A δ ); moreover since P and A δ are symmetric, A is also symmetric. Hence for 0 < δ ≪ 1, we end up with a symmetric finite subset A δ of Γ with the following properties:
Since l δ > log Q δ /δ, we have lim δ→0 l δ = ∞. Now we claim that Q δ → ∞ as δ → 0. If not, for infinitely many δ we have Q δ = Q, and π Q (A δ ) = A is independent of δ. And so
Hence as δ → 0, we get |π Q (Γ)| −ε0 > 1, which is a contradiction. Since Q δ gets arbitrarily large, Theorem 30 gives us the desired contradiction.
Theorem 31 (Bounded generation) implies Theorem 30 (Approximate subgroup)
. By the contrary assumption, there is ε 0 > 0 such that for any δ > 0 there are a finite symmetric subset A δ , a positive integer l δ and Q δ ∈ {p n | ∃p ∈ V f (k) \ S, p|p} such that P Q δ (δ, A δ , l δ ) holds and at the same time
By a similar argument as in the end of Section 3.2, we have Q δ → ∞ as δ → 0.
By Theorem 31, for any 0 < ε
for small enough δ (depending on ε ′ ) as lim δ→0 Q δ = ∞. On the other hand, since |π
1+δ by the Ruzsa inequality (see [Hel05] ), we have
By (23) and (24), for any ε ′ and small enough δ (in particular it can approach zero), we have
which is a contradiction.
Proposition 32 (Thick top slice) implies Theorem 31 (Bounded generation)
. First we discuss that changing A to OΩ(1) A, if needed, we can and will assume P(δ, A, l) holds. Next we deal with a given large N . Then we finish the proof using Proposition 32 and a propagation process based on taking commutators (a similar approach is used in [BG08-b, BG09]).
Lemma 34. Let Ω and Q be as in Proposition 31. For any 0 < δ 0 ≪ Ω 1 and a finite symmetric subset A of Γ which contains 1 the following holds
for some positive integer l > log Q/δ 0 implies P(δ 0 , OΩ(1) A, l) holds.
Proof. For small enough c := c(Ω), π Q induces an injection from B ⌈c log Q⌉ into π Q (Γ). In particular, |π Q (A·A)| ≥ |A·A∩B ⌈c log Q⌉ |. By Lemma 6, we have P (⌈c log Q⌉) (A·A) ≥ Q −2δ0 as ⌈c log Q⌉/2 < log Q/δ 0 < l. Hence by Kesten's bound we have
, which implies that P(δ 0 , C ′ A, l) holds.
Lemma 35.
Let Ω be as in Section 2.6. Then for any positive integer N there are δ > 0 and a positive integer C which depends on Ω and N such that
Proof. Let G 1 be as in Lemma 29. Based on the discussion in Section 2.4, for p ≫ Ω 1, we have that Γ is dense in G 1 (Z p ). By Theorem 17, Lemma 26, and l > N δ log p, we have that
for small enough δ. And so we have
. On the other hand, for p ≫ Ω 1, π p (Γ) = G 1 (Z/pZ) is a product of almost simple groups and so it is a quasi-random group (see [SGV12, Corollary 14] and [LS74] ). Hence by a result of Gowers [Gow08] (see [NP11] ), for small enough δ, we have
If p is large enough, Γ is dense in G 1 (Z p ), G 1 (Z p ) is a hyper-special parahoric subgroup,
is a short exact sequence, and Lie G 1 (Z/pZ) = g 1 (Z/pZ). Moreover g 1 (Z/pZ) = ⊕ j g j where g j 's are simple Lie algebras and simple G 1 (Z/pZ)-modules under the adjoint representation.
By (25), there is a section ψ :
Proof of Claim. For any x, y ∈ G 1 (Z/pZ), ψ p (x)ψ p (y)ψ p (xy) −1 ∈ ker π p = ⊕ j g j . Now suppose to the contrary that the projection of Im(
By the contrary assumption, φ p is a group homomorphism. And so it is a group embedding. On the other hand, by [Wei84, Theorem 7.2], Im(ψ p ) = π p 2 ( Im(ψ) ) = G 1 (Z/p 2 Z) if p is large enough. Since φ p is a group homomorphism, Im(φ p ) = Pr( Im(ψ p ) ), where Pr :
Therefore φ p is onto, which contradicts the fact that |G 1 (Z/pZ)| < |G 1 (Z/p 2 Z)/(⊕ j =j0 g j )|.
The above claim implies that π p 2 ( 9 A) ∩ g 1 (Z/pZ) generates g 1 (Z/pZ) as a G 1 (Z/pZ)-module. Hence by [SGV12, Corollary 31] we have that
where G is the generic fiber of G 1 .
For large enough p and any positive integer i,
Hence by Lemma 29 and Equation (27), we get the desired result.
To understand the propagation process, the following definition is helpful.
Definition 36. Let Ω, A and ε be as above. For positive real numbers L (level) and T (thickness), we say that B(L, T ) := B Q,ε (L, T ) (bounded generation at the level L and of thickness T ) holds if for some divisors q and q ′ of Q we have q ≤ L, LT ≤′ and
where the implied constant depends only on Ω and ε.
We present a propagation process which implies that if B(Q ε1 , Q ε2 ) holds, then B(Q cε1 , Q 1−cε1 ) holds for a constant c which depends on ε 1 /ε 2 . To get such a process, we prove the following lemma.
Lemma 37. There is a constant q 0 which depends on Ω with the following property: if B(L, T ) and
Corollary 38. Let c be a fixed positive number, and q 0 as in 
Proof. By induction on i and Corollary 38 we can show that
This easily implies the claim.
Now we have enough to prove Proposition 32.
Proof of Theorem 31. Let c 1 and c 2 be two positive constants such that for any 0 < ε < 1, ε 1 := c 1 ε and c 2 ε 2 satisfy the required inequalities of Proposition 32.
By assumption, Q ε Θ(1) ≫ Ω 1. So we can assume that nε 2 log p ≫ Ω 1. Let's assume that ε ≤ c 2 2 . Hence (c 2 εn)(c 2 log p) ≫ Ω 1. Now we choose c 2 small enough so that, if c 2 εn is not large enough for us to be able to use either Proposition 32, Corollary 38, or Corollary 39, then p is large enough that we can use Lemma 35. In the latter case, we are done. So we can and will assume that c 2 εn is large enough (depending on Ω) that we can apply Proposition 32, Corollary 38, or Corollary 39. In particular, there are 0 < δ, C := C(c 1 ε, c 2 ε), and q 1 , q 2 |Q such that
We also notice that we can assume q 1 |q 2 |q So it is enough to prove Lemma 37. As in the previous related works (see [BG08-b, BG09, BV12, Din06, GS04]), we use the connection between congruence subgroups and the Lie algebra.
Proof of Lemma 37. Finite logarithmic maps are key in this proof (see Lemma 29) . The definition of these maps rely on fixing an embedding of Γ into either GL n0 dim k (Z S0 ) or GL n0 dim k(p) (Z p ). Now let G 1 and G 1,p be as in Lemma 29, and g 1 := Lie(G 1 )(Z S0 ) and g 1,p := Lie(G 1,p )(Z p ).
Since we treat all the primes at the same time, let
We also note that g ⊆ gl n (Z p ) where n is either n 0 dim k or n 0 dim k(p). Since Z S0 and Z p are PID, there are positive integers m 1 , . . . , m d with the following properties: for any prime p which is divisible by some
forms a Z p -basis of g.
Since g is perfect and g 1 is a Z S0 -Lie algebra, there is a positive integer q 0 such that q 0 g ⊆ [g, g]. We also assume that q 0 is a common multiple of m i 's.
We claim that q 0 has the desired property. By strong approximation, we can choose the implied constant in log p L ′ ≥ log p T ≫ 1 large enough so that, for some q
On the other hand, since B(L, T ) holds, there are q 1 ≤ L, q 2 ≥ LT and a subset Y of OΩ,ε(1) A such that Ψ q2 q1 (π q2 (Y )) = π q3 (g), where q 3 = q 2 /q 1 (since log p T ≫ Ω 1, we can talk about Ψ q2 q1 (π q2 ())). Thus by Lemma 29, parts (2-a) and (2-c), we have that
So there are y i 's in g such that π q0p (y i ) = π q0p (x i ) for any i and
Since y i ∈ g, there are m ij ∈ Z p such that
m ij m jxj . Now as π q0p (y i ) = π q0p (x i ), we have that m ij m j = δ ij m j (mod q 0 p) for any i and j, where δ ij is one if i = j and zero otherwise.
). This means that
which implies that B(LL ′ q 0 , T /q 0 ) holds.
Proof of Proposition 32 (Thick top slice).
4.1. Finding a basis consisting of vectors with small height. In this section, we prove the following proposition.
Proposition 40. Let Ω and Γ be as in Section 2.6. Let G 1 be as in Section 2.4. Let k ′ be a number field, and
Then for any 0 < δ ≪ ρ,Ω ε ≪ ρ,Ω 1 the following holds:
For the rest of this section, let Ω and Γ be as in Section 2.6, and let G 1 , G 1,p be as in Section 2.4.
We need to work with normalized norms on number fields in order to have product formula. In the Appendix, the needed definition of the p-norm on a number field k ′ is recalled.
, without loss of generality we can and will assume that v 1 , . . . , v m are linearly independent over k ′ . Let X be the d-by-m matrix having v 1 , . . . , v m on its columns. So it is a full-rank matrix. Without loss of generality we can and will assume that the first m rows are linearly independent. Let Pr be the projection onto the first m components. So the restriction of Pr to i k ′ v i is injective, which implies that
, without loss of generality we can and will assume that
Hence we have
On the other hand,
Therefore by Equations (29) and (30), we have
Thus by product formula we have
The next lemma shows that, if the probability of hitting A in l-steps is at least e −δl , then elements with small logarithmic height in A.A generate a Zariski-dense subgroup of G 1 .
Lemma 42. Let 0 < δ ≪ Ω ε < 1. Let Q be a positive integer. If P (l) Ω (A) > Q −δ for some positive integer l > log Q/δ and Q ε ≫ Ω 1, then the group generated by A · A ∩ B ⌊ε log Q⌋ is Zariski-dense in G 1 , where B r is the ball of radius r in Γ with respect to the Ω-word metric.
Proof. If 1 δ log Q ≥ ε ′ log Q, then by Lemma 6 and P (l)
Now if δ 0 := δ 0 (Ω) and l 0 := l 0 (Ω) are as in Proposition 18, δ ≤ δ 0 ε ′ and ⌈ε ′ log Q⌉ ≥ l 0 , then by Equation (31) and Proposition 18 we have that the group generated by
Lemma 43. Let F be a field, G be a subgroup of GL n (F ), and 1 ∈ A ⊆ G be a symmetric subset which generates a Zariski-dense subgroup of G. Then
Proof. Since A generates a Zariski-dense subgroup, the F -algebra generated by A is equal to
Proof of Proposition 40. By Lemma 42 and Lemma 43, there are
4.2. Large number of conjugacy classes. In this section, by the virtue of the proof of Burnside theorem, we prove the following proposition.
Proposition 44. Let Ω, Γ (we might pass to a subgroup of finite-index using Lemma 20), G 1 , and G 1,p be as before, and let π Q be as in the beginning of Section 3.1. And suppose 0 < δ ≪ Ω ε ≪ Ω 1 and 1 ≪ Ω ε log p Q.
⊆ OΩ(1) A such that for any positive integer n ≫ Ω ε log p Q there is a positive integer n ′ with the following properties:
(2) For any X ⊆ Γ, there is an i such that
where q := p n , q ′ := p One can deduce Proposition 44 from the following proposition.
Proposition 45. In the above setting, suppose 0 < δ ≪ Ω ε ≪ Ω 1 and 1 ≪ Ω ε log p Q. Suppose p ∈ V f (Q) and p|p for some p ∈ V f (k) \ S.
⊆ OΩ(1) A such that for any positive integer n ≫ Ω ε log p Q, there is a positive integer n ′ with the following properties: π q (γa i )) ) i , where q := p n and C(y) is the conjugacy class of y. If
Proof. Recall from Section 2.6 that Γ ⊆ GL n0 (O k (S)), and S 0 := {p ∈ V f (Q)| ∃p ∈ S, p|p}. Moreover G 1 is a Q-semisimple group, and G 1,p is a factor of G 1 that is defined over a subfield k(p) of k. So there are absolutely irreducible representations ρ i : G → GL ni that are defined over a Galois extension k ′ of k, and ρ = ⊕ i∈I ρ i is a faithful representation. Furthermore we can and will assume that for any p ∈ {p ∈ V f (k) \ S| ∃p ∈ S 0 , p|p} there is a subset I p of I such that ρ i factors through G 1,p for any i ∈ I p and ⊕ i∈Ip ρ i induces a faithful representation of G 1,p . We consider ρ i 's fixed and do not mention the dependence of constants to the choice of such homomorphisms. Let
By Lemma 20 and Lemma 12, we can assume that
Therefore by Proposition 40, there is {a i }
OΩ(1) i=1
⊆ OΩ(1) A such that for any i ∈ I and j
Since ρ i is absolutely irreducible, we have k
Moreover the matrix representation of T i in the standard basis of M ni (k ′ ) has entries in O k ′ (S i ), and by (32), the S i -norm of its entries are at most Q ΘΩ(ε) . Hence by product formula we have
For any p ∈ V f (k) \ S and p ∈ V f (k ′ ) which divides p we have
. Then for any j we have that γ 1 a j − g j γ 2 a j g −1 j p ≤ |q| p for some g j ∈ Γ. Therefore for any i and j and any p ∈ V f (k ′ ) that divides p we have
So by (36) for any i we have
Hence by (34) and (37) we have
Therefore by (35) we have
4.3. Helfgott's trick to get large centralizer. In this section, we recall Helfgott's method of getting a large centralizer and prove the following lemma.
Lemma 46. Let Ω and Γ be as in Section 2.6, and let π p n be as in Section 3.1. Assume 0 < δ ≪ Ω ε ≪ Ω 1 and 1 ≪ Ω εN where N is a positive integer. Suppose p is divisible by some p ∈ V f (k) \ S.
Suppose P Q (δ, A, l) holds, where Q := p N , and
⊆ OΩ(1) A is as in Proposition 44. Then for any X ⊆ OΩ,ε(1) A and for any integer N ε ≪ Ω n ≤ N there are i, x ∈ Xa i , and a positive integer n ′ such that
, where q := p n and q ′ := p n ′ .
One can deduce Lemma 46 from Proposition 44 and the following lemma.
Lemma 47. In the above setting. Assume 0 < δ ≪ Ω ε ≪ Ω 1 and 1 ≪ Ω εN where N is a positive integer. Suppose p is divisible by some p ∈ V f (k) \ S.
Suppose that P Q (δ, A, l) holds, where Q := p N , and {a i }
⊆ OΩ(1) A is as in Proposition 44. Then for any i and any X ⊆ OΩ,ε(1) A and for any q|Q there is x 0 ∈ X such that
Therefore by the Ruzsa-inequality we have that
For any X ⊆ OΩ,ε(1) A and i we have that
So for some x 0 ∈ X we have that
4.4. Measuring the regularity. In this section, we recall what a regular semisimple element is, and we describe a way to measure how much regular semisimple an element is. Let K be a local non-archimedean field, | · | its norm, O its ring of integers, and p a uniformizing element. Let H be a connected semisimple K-group, and let r be the absolute rank of H. Steinberg [Ste65, Corollary 6.8] proved that there is
where R(f 1 , f 2 ) is the resultant of f 1 and f 2 . For η > 0, we say
Remark 49. If R is any integral domain and H is an R-subscheme of (GL n ) R with a connected semisimple generic fiber H, then f s ∈ R[H] can be defined in the same way.
Before summarizing the basic properties of η-regular semisimple elements, an elementary lemma on certain diagonalizable elements of GL n (O) is proved.
Lemma 50. Suppose a ∈ GL n (O) is diagonalizable over K and let λ i be its distinct eigenvalues (which are not necessarily of multiplicity one). Assume that i =j
where
Proof. Since a is diagonalizable, we have that K n = i V λi . So for any x ∈ O n there are x i ∈ V λi such that x = i x i . Therefore for any integer j we have a j x = i λ j i x i ∈ O n . Since a ∈ GL n (O) and it is diagonalizable over K, all the eigenvalues λ i are in O. Hence by the Vandermonde equality we have that
n for any k, which implies that
Lemma 51. In the above setting, let g ∈ H(O), q ∈ pO, and η := |q|. Suppose h is η-regular semisimple. Then
and Ad(T) splits over K ′ . In particular,
where h := Lie(H), T = Lie(T), Φ(H, T) is the set of weights of the adjoint representation with respect to T and h φ are the corresponding weight spaces. In this setting, we have
where O ′ is the ring of integers of
for suitable choice of the implied constants.
And so, for
Proof. Since F g (x) is a monic polynomial, f s (x) is, up to a sign, the discriminant of (x − 1)F g (x). Therefore, if f s (g) is non-zero, then h s (g) is non-zero. And so g is a regular semisimple element. This implies Part (1). Part (2) is a well-known consequence of Part (1) (see [Hum95, Chapter 22 .3]). Parts (3) and (4) can easily be deduced from the definitions and the earlier argument. The first claim of Part (5) is a direct consequence of Lemma 50 and Part (3). For any
for some y ∈ h(O ′ ). Again using the first claim of Part (5) we know that there are y φ ∈ h(O ′ ) ∩ h φ (K ′ ) such that qy = φ y φ . Hence for any φ ∈ Φ(H, T) we have (φ(g) − 1)x φ = q ′ y φ . On other hand, by Part (3), we have that |φ(q) − 1| > |q|. Therefore x φ ∈ (q ′ /q)h(O ′ ), which implies the second claim of Part (5).
Lemma 52. Let Ω and Γ be as in Section 2.6, and G 1 , G 1,p , and π p n be as in Section 3.1. Let p ∈ V f (k) \ S which divides p ∈ V f (Q). Let the triple of a group scheme H, a number field k ′ , and a norm
Suppose q, q 0 , q 1 , q 2 are powers of p, q 1 |q 2 , q 0 q 2 q 2 |q 2 1 , and log p q 0 ≫ n 1 and log p (q
where t := Lie C H (γ)
• and H is the generic fiber of H.
Since log p (q 2 1 /(q 0 q 2 q 2 )) ≫ Ω 1, by Part 2 of Lemma 29 we have that
h is a Γ-module isomorphism between. Hence there is x ∈ h such that
Thus by Part 5 of Lemma 51 there is a Galois extension k
(Let us recall that k(p) is essentially the intersection of the copy of Q p in k p and k.) So there is x ′ ∈ Lie(H)(O) such that
where q 3 := q 2 /q 1 . Since x ∈ Lie(H)(k ′ ), for any σ ∈ Gal(k ′′ /k ′ ) we have
Therefore we have
Since log p q 0 ≫ n 1, we have
where O is the ring of integers of a composite field of k ′′ and Q p , and h :=
In particular, h is invariant under the Galois action. Since T is defined over k ′ , we have h ∈ Lie(T)(k ′ ). Altogether we have that
4.5. Hitting shifts of regular semisimple elements. The main result of this Section is Proposition 53. It is essentially proved, in a quantitative way, that after certain number of steps in the random-walk there is only a small chance of hitting a translation by a small element of a not-sufficiently regular element. Of course the main issue is gaining control on the relation between the four parameters: the needed number of steps in the random-walk; the size of translation; the size of regularity; and an upper bound on the considered probability.
For the rest of this section, let Ω and Γ be as in Section 2.6, and G 1 , G 1,p , and π p n be as in Section 3.1. Let
, and a finite subset
Proposition 53. Suppose 0 < ε ≪ Ω 1, q := p n , Q := p N where n, N ∈ Z + and n ≥ N ε. Let a ∈ Γ such that Q ε ≥ a S ′ and l ≫ Ω ε log Q. Then
To simplify the presentation, let W a,q := {γ ∈ Γ| γa is not a |q| ν − regular semisimple}.
By the definition of |q| ν -regular semisimple elements, we know that W a,q := {γ ∈ Γ| π q (f s (γa)) = 0}.
And, for γ 1 , γ 2 ∈ Γ and q 1 , q 2 , powers of p, let
For g ∈ H(k ′ ) and γ 0 ∈ Γ, let f g,γ0 (g ′ ) := f s (gg ′ γ 0 ) and V (f g,γ0 ) ⊆ G be the zeros of f g,γ0 , where H is the generic fiber of H. The following is the key lemma in the proof of Proposition 53.
and q 2 ≫ Ω 1. Then there is g ∈ H(k ′ ) such that h(g) ≪ Ω log q 2 , where h(g) is the logarithmic height of g, and V q1,q2 (γ 1 , γ 2 ) ⊆ V (f g,γ2 ).
Proof. Let Y := {g ∈ H(k ′ )| f s (gγγ 2 ) = 0 for any γ ∈ V q1,q2 (γ 1 , γ 2 )}. We would like to prove that there is g ∈ Y such that h(g) ≪ Ω log q 2 . First we prove that Y = ∅. 
This contradicts the assumption q 2 ≤ q
. And so Y = ∅.
Now by Proposition 66 we know Y has a point with small height, i.e. there is g ∈ G(Q) such that
and q 2 ≫ Ω 1. Then
where l ≫ Ω log q 2 .
Proof. By Lemma 54, there is g ∈ H(k ′ ) such that V q1,q2 (γ 1 , γ 2 ) ⊆ V (f g,γ2 ) and h(g) ≪ Ω log q 2 . By Corollary 23 we have p 0 (V (f g,γ2 )) ≪ Ω log q 2 . Therefore by Proposition 25 we have
Proof of Proposition 53. We have that
for ε log Q ≪ l 0 ≪ ε log Q.
, Corollary 55 implies the desired result.
4.6. Finding a torus with lots of p-adically large elements in A.A. For the rest of this section, let Ω and Γ be as in Section 2.6, and G 1 , G 1,p , and π p n be as in Section 3.1. Let p ∈ V f (k) \ S which divides p ∈ V f (Q). Let the quadruple of a group scheme H, a number field k ′ , a place ν ∈ V f (k ′ ), and a finite subset
where S p is the set of restrictions of S to k(p) if p ∈ S 0 . Notice that in either case we have k
. Let H be the generic fiber of H. So Ad(H) = ⊕ i H i where H i is a k ′ -simple k ′ -group, and Lie(H) = ⊕ i Lie(H i ). Let pr i be the projection either from Ad(H) onto H i , or from Lie(H) onto Lie(H i ).
The main goal of this section is to show Proposition 56.
Proposition 56. In the above setting, suppose 0 < ε 2 ≪ Ω ε 1 ≪ Ω 1. Let N be a positive integer such that 1 ≪ Ω N ε 2 , and Q = p N . Fix a simple factor H ′ := H i0 and let pr := pr i0 . Then there are a positive real number δ, positive integers n 1 = Θ Ω,i0 (ε 1 N ) (level) and n 2 = Θ Ω,i0 (ε 1 N ) (thickness) where the following holds:
Let n 3 = Θ Ω,i0 (ε 2 N ) (auxiliary number to get a p −n3 -regular semisimple element). If P Q (δ, A, l) holds, then there are a maximal k ′ -torus T of H and
Moreover there is a Galois extension k ′′ of k ′ of degree at most n! such that T splits over k ′′ and for any
where O ν ′ is the ring of integers of k
To this end, first we find a q −1 -regular semisimple element with small q and large centralizer in Proposition 58.
Lemma 57. In the above setting, suppose 0 < δ ≪ ε ≪ 1 and n, N are positive integers such that 1 ≪ Ω N ε ≪ Ω n. Let Q := p N and q := p n . Also assume that P Q (δ, A, l) holds and {a i }
. Hence by Proposition 53, for δ ≪ Ω ε and 1 ≪ Ω Q ε we have
Proposition 58. In the above setting, suppose 0 < ε 2 ≪ Ω ε 1 ≪ Ω 1 and N is a positive integer such that 1 ≪ Ω ε 2 N . Let Q := p N . Then there is a positive real number δ where the following holds:
Let q 1 = p m1 and q 2 = p m1+m2 such that m 1 = Θ Ω (ε 1 N ) and m 2 = Θ Ω (ε 2 N ). If P Q (δ, A, l) holds, then there is x ∈ OΩ,ε 1 (1) A such that
Proof. We can and will assume that δ ≪ Ω ε 2 and so there is {a i }
⊆ OΩ(1) A as in Proposition 44. Let X = (A.A \ i W ai,p m 2 ) ∩ B 2⌈ε1 log Q⌉ . Now we know the following properties of X:
(1) By Lemma 57 we have P (2⌈ε1 log Q⌉) Ω (X) ≥ Q −2δ /2. So by the Kesten bound we have |X| ≥ Q ΘΩ(ε1) . (2) The S-norm of any element of X is at most Q ΘΩ(ε1) . So |π q ′ (X)| = |X| if log q ′ ≫ ε 1 log Q. (3) By Lemma 46, for some x ′ ∈ X, some index i, and some q ′ ≥ q 2 Q −ε1 , we have that
Hence if we choose δ small enough depending on ε 1 and ε 2 , then we have
Lemma 59 (Going to k ′ -simple factors). In the above setting, if P Q (δ, A, l) holds for a positive integer Q and 1 ≫ Ω δ > 0, then P Q (Θ Ω (δ), pr i (Ad(A · A)), l) holds for any i.
Proof. As it was discussed in Section 2.4,
is naturally isomorphic to a Q-simple factor of G 1 . Therefore, by Proposition 18, we have that the pr ′ (Ad(Ω)) freely generates a Zariski-dense subgroup of R k(p)/Q (G ′ )(Q). Thus pr(Ad(Ω)) freely generates a Zariski-dense subgroup of G ′ (k(p)). Hence, for any index i,
and the restriction of pr i • Ad to Γ is one-to-one, we have P
So by Lemma 6 we have that
Hence by the Kesten bound we have
Hence by the Rusza inequality we have that |π
We notice that log p q 0 = n 3 = Θ Ω (N ε 2 ) ≫ Ω 1, and, log p (q 2 1 /(q 0 q 2 q 2 )) = 2n 1 − (n 3 + 2n 3 + n 1 + n 2 ) ≥ n 3 ≫ Ω 1.
So the hypotheses of Lemma 52 hold. Therefore we have
where t i = Lie C Hi (ρ i (x i )) and h i := Lie(H i ) where H i is the closure of
On the other hand, since ρ i (x i ) is a regular semisimple element, we have pr
Since
. On the other hand, since n 1 = Θ Ω (N ε 1 ) and
The way we chose B i implies that
(1) For any q 1 |q|q 2 we have (q/q 1 )
Now one can find the desired k ′′ and x φ 's by Lemma 51, Part (5).
4.7. Proof of Proposition 32. As in the previous section, let Ω and Γ be as in Section 2.6, and G 1 , G 1,p , and π p n be as in Section 3.1. Let p ∈ V f (k) \ S which divides p ∈ V f (Q). Let the quadruple of a group scheme H, a number field k ′ , a place ν ∈ V f (k ′ ), and a finite subset
For a given ε 1 and ε 2 (we consider ε 1 and ε 2 up to constants that depend only on Ω and it will be clear what the conditions of the implied constants are), let δ be the real number given by Proposition 56. We use Proposition 56 for any k ′ -simple factor H i of Ad(H), and we get sets b i , tori T i , finite Galois extensions k
φ that satisfy properties of Proposition 56. For simplicity let
and O i be the ring of integers of K i . Let Φ i be the set of roots of
, where n 3 is given by Proposition 56. Hence
where n 2 ≪ Ω n 
Let B be a K i -basis of which consists of {x
B be the corresponding matrix with respect to B. Therefore by enlarging n 3 slightly we have:
On the other hand, we know that h i (K i ) has a basis B ′ such that
Since b i is in the Q p -algebra generated by ad(
φ for any φ ∈ Φ i . Now without loss of generality we can and will assume that m 1 + m 2 = n 2 .
where C t (γ) := tγt −1 γ −1 .
Proof. We proceed by induction on N . For N = 1, we have By a similar argument the inductive step can be proved. where n ′ 1 = Θ Ω (n 1 ). Now one can complete the proof using (49) .
Corollary 61 gives us a thick segment only when b i (pr i (ξ 0 )) has a large p-adic norm, which happens if ξ 0 is away from φ∈Φi W φ where W φ := t i ⊕ φ ′ =φ g φ ′ .
B i (p Since dim V > 1, dim W < n − 1. Hence in (61) we can assume that r 1 is a non-zero homogeneous polynomial. It is also easy to see that the logarithmic height of the non-zero entries of P 1 , P 2 and D are O(max i h(f i )) where the implied constant depends on the size of matrices (which is a function of the number of variables n and max i deg f i ) and their degree depends just on n and max i deg f i . Thus h(r 1 ) ≪ max i h(f i ) where the implied constant depends only on n and max i deg f i . Now let p be a prime number such that max i h(f i ) ≪ p ≪ max i h(f i ). Then where the implied constant depends on the degrees of r 1 and s. Hence choosing the constants correctly we can find a point [x] ∈ P n (Q) such that If V (Q) is not a subset of ker(l x )(Q), we are done. If not, then we can repeat the above argument after taking a bases v 1 , . . . , v n−1 for ker l x such that h(v i ) ≪ max i h(f i ), and rewriting all the functions in this coordinate systems. Now by a dimensional argument, in finitely many steps we get the desired x. Proof. We proceed by induction on k. The base of the induction is clear. Assume that we have found f 1 , . . . ,f k with the desired properties and k < n − d. Now by Krull's height theorem and the fact that ring of polynomials is a catenary ring we have that ht(a) = k where a = f 1 , . . . ,f k . So by the unmixedness theorem we have ht(p) = k for any p ∈ Ass(a). Since ht( f 1 , . . . , f m ) = n − d > k, for any p ∈ Ass(a) there is an i such that f i ∈ p. This implies that for any m distinct integers n 1 , . . . , n m and any p ∈ Ass(a) we have that
n j i f i | j = 1, . . . , m} ⊆ p. By the generalized Bezout theorem and the induction hypothesis |Ass(a)| ≪ 1 where the implied constant depends on n and the degree of f i . It is also well-known that the set of zero-divisors of Q[X]/a is equal to p∈Ass(a) p/a. So for some j ≪ 1,f k+1 = m i=1 j i f i modulo a is not a zero-divisor. Hence by Krull's principal ideal theorem, the fact that ring of polynomials is catenary and the above discussion, we have that f k+1 has the desired properties.
Proof of Proposition 66. Similar to Weil restriction of scalars, we can fix a Q-basis B := {α i } of k and get a polynomial R B (f ) over Q from a polynomial f over k:
Notice that deg R B (f ) = deg f , the number of variables of R B (f ) is the number of variables of f times dim Q k, and h(f ) = Θ B (h(R B (f )). So without loss of generality, we can assume that k = Q.
By Lemma 67 and Lemma 68, it is enough to prove that if
is a finite non-empty set where V = Spec(Q[X]/ f 1 , . . . , f n ), Then for any x ∈ V (Q) we have that h(x) ≪ max i h(f i ), where the implied constant depends on n and max i deg f i . And this is an easy corollary of arithmetic Bézout theorem [BGS94, Theorem 5.5.1].
