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Abstract
For the quantum integer [n]q = 1+q+q
2+ · · ·+qn−1 there is a natural
polynomial multiplication such that [mn]q = [m]q ⊗q [n]q . This multipli-
cation is described by the functional equation fmn(q) = fm(q)fn(q
m),
defined on a given sequence F = {fn(q)}
∞
n=1 of polynomials such that
fn(0) = 1 for all n. If F = {fn(q)}
∞
n=1 is a solution of the functional
equation, then there exists a formal power series F (q) such that the se-
quence {fn(q)}
∞
n=1 converges to F (q).
Quantum mulitplication suggests the functional equation
f(q)F (qm) = F (q),
where f(q) is a fixed polynomial or formal power series with constant
term f(0) = 1, and F (q) = 1 +
∑∞
k=1 bkq
k is a formal power series. It is
proved that this functional equation has a unique solution F (q) for every
polynomial or formal power series f(q). If the degree of f(q) is at most
m − 1, then there is an explicit formula for the coefficients bk of F (q) in
terms of the coefficients of f(q) and the m-adic representation of k.
The paper also contains a review of convergence properties of formal
power series with coefficients in an arbitrary field or integeral domain.
1 Quantum multiplication
Nathanson [1, 2] introduced the functional equation for multiplication of quan-
tum integers as follows.
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Let N= {1, 2, 3, . . .} denote the set of positive integers and N0 = N ∪ {0}
the set of nonnegative integers. For n ∈ N, the polynomial
[n]q = 1 + q + q
2 + · · ·+ qn−1
is called the quantum integer n. With the usual multiplication of polynomials,
however, we observe that [m]q[n]q 6= [mn]q for all m ≥ 2 and n ≥ 2. We would
like to define a polynomial multiplication such that the product of the quantum
integers [m]q and [n]q is [mn]q.
Let F = {fn(q)}
∞
n=1 be a sequence of polynomials with coefficients in a field.
We define a multiplication operation on the polynomials in F by
fm(q)⊗q fn(q) = fm(q)fn(q
m).
If fn(q) = [n]q is the n-th quantum integer, then
[m]q ⊗q [n]q = [m]q[n]qm
=
(
1 + q + q2 + · · ·+ qm−1
) (
1 + qm + q2m + · · ·+ qm(n−1)
)
= 1 + q + q2 + · · ·+ qmn−1
= [mn]q
for all positive integers m and n, and so the sequence F = {[n]q}
∞
n=1 satisfies
the functional equation
fmn(q) = fm(q)⊗q fn(q). (1)
This is called the functional equation for quantum multiplication.
Many other sequences of polynomials also satisfy this functional equation.
For example, for every positive integer t, the sequence of polynomials {qt(n−1)}∞n=1
satisfies (1).
Problem 1 Determine all sequences of polynomials F = {fn(q)}
∞
n=1 that sat-
isfy the functional equation
fmn(q) = fm(q)⊗q fn(q).
The sequence of F = {fn(q)}
∞
n=1 is called nonzero if fn(q) 6= 0 for some
integer n. The functional equation implies that
f1(q) = f1(q)
2,
and so f1(q) = 0 or 1. If f1(q) = 0, then
fn(q) = f1·n(q) = f1(q)fn(q) = 0
for all n ∈ N. Therefore, a solution F = {fn(q)}
∞
n=1 of (1) is nonzero if and
only if f1(q) = 1.
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The support of F is the set
supp(F) = {n ∈ N : fn(q) 6= 0}.
If a nonzero sequence of polynomials F = {fn(q)}
∞
n=1 is a solution of the func-
tional equation (1), then supp(F) is a multiplicative subsemigroup of the pos-
itive integers. Nathanson [1] proved that supp(F) is a semigroup of the form
S(P ), where P is a set of prime numbers and S(P ) is the semigroup of positive
integers generated by P .
Every nonzero polynomial f(q) with coefficients in a field can be written
uniquely in the form
f(q) = aqv(f)g(q), (2)
where a 6= 0, v(f) ∈ N0, and g(q) is a polynomial with constant term g(0) = 1.
Let F = {fn(q)}
∞
n=1 be a nonzero sequence of polynomials that is a solution of
the functional equation (1). We represent each nonzero polynomial fn(q) in the
form
fn(q) = a(n)q
v(fn)gn(q),
where a(n) 6= 0, v(fn) ∈ N0, and gn(0) = 1. We define gn(q) = 0 and a(n) = 0
for all n ∈ N0 \ supp(F).
For all m,n ∈ supp(F), we have
a(mn)qv(fmn)gmn(q) = fmn(q)
= fm(q)fn(q
m)
= a(m)qv(fm)gm(q)a(n)q
mv(fn)gn(q
m)
= a(m)a(n)qv(fm)+mv(fn)gm(q)gn(q
m).
Since
gmn(0) = gm(0)gn(0) = 1,
it follows that
a(mn) = a(m)a(n)
for all m,n ∈ supp(F), and so a is a completely multiplicative arithmetic func-
tion on the semigroup supp(F) with a(n) 6= 0 for all n ∈ supp(F). Similarly,
qv(fmn) = qv(fm)+mv(fn),
and so
v(fm) +mv(fn) = v(fmn) = v(fnm) = v(fn) + nv(fm)
for all integersm and n in supp(F). This implies that there exists a nonnegative
rational number t such that
v(fm)
m− 1
=
v(fn)
n− 1
= t
for all m,n ∈ supp(F) \ {1}. Moreover,
t(n− 1) ∈ N0
3
and
qv(fn) = qt(n−1)
for all n ∈ supp(F).
Finally, we see that G = {gn(q)}
∞
n=1 is also a solution of the functional
equation for quantum multiplication with supp(G) = supp(F), and gn(0) = 1
for all n ∈ supp(G). It follows that to solve Problem 1 it suffices to classify
solutions F = {fn(q)}
∞
n=1 of (1) such that fn(0) = 1 for all n ∈ supp(F).
Let F = {fn(q)}
∞
n=1 be a solution of (1). The operation ⊗q is commutative
on F since
fm(q)⊗q fn(q) = fmn(q) = fnm(q) = fn(q)⊗q fm(q).
Equivalently,
fm(q)fn(q
m) = fn(q)fm(q
n) (3)
for all positive integers m and n. Moreover,
deg(fm) +m deg(fn) = deg(fn) + n deg(fm),
and so deg(fm) = t(m−1) and deg(fn) = t(n−1) for some nonnegative rational
number t. This suggests the following problem.
Problem 2 Let m and n be positive integers. For a fixed polynomial fm(q),
determine all polynomials fn(q) that satisfy the functional equation
fm(q)fn(q
m) = fn(q)fm(q
n).
Let fm(q) =
∑t(m−1)
i=0 aiq
i and fn(x) =
∑t(n−1)
j=0 bjq
j be polynomials of de-
grees t(m − 1) and t(n − 1), respectively, with constant terms a0 = b0 = 1. If
fm(q) and fn(q) satisfy equation (3), then
fm(q)
t(n−1)∑
j=0
bjq
mj =

t(n−1)∑
j=0
bjq
j

(1 + a1qn + · · ·+ at(m−1)qnt(m−1)) .
Letting n tend to infinity, we obtain the functional equation
fm(q)
∞∑
j=0
bjq
mj =
∞∑
j=0
bjq
j ,
or, equivalently,
fm(q)F (q
m) = F (q),
where
F (q) =
∞∑
k=0
bkq
k
is a formal power series with constant term b0 = 1.
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Problem 3 Let m be positive integer and f(q) a polynomial or formal power
series with constant term f(0) = 1. Determine all formal power series F (q) that
satisfy the functional equation
f(q)F (qm) = F (q). (4)
Problems 1 and 2 are unsolved. Problem 3, however, will be solved in Sec-
tion 4, where we prove that for every polynomial f(q), and, more generally, for
every formal power series f(q) with constant term f(0) = 1, there is a unique
formal power series F (q) that is a solution of the functional equation
f(q)F (qm) = F (q).
Moreover, we shall explicitly construct the coefficients of the formal power series
F (q) when f(q) is a polynomial of degree at most m− 1.
2 Convergence of formal power series
We review here some elementary convergence properties of formal power series
with coefficients in a ring.
2.1 The ring of formal powers series
A formal power series in the variable q with coefficients in a ring R is an ex-
pression of the form
∞∑
n=0
anq
n = a0 + a1q = a2q
2 + · · · ,
where the coefficients an are elements of R. The coefficient a0 is called the
constant term of the power series. We denote by R[[q]] the set of all formal
power series with coefficients in R. The sum and product of formal power series
are defined, as usual, by
∞∑
n=0
anq
n +
∞∑
n=0
bnq
n =
∞∑
n=0
(an + bn)q
n
and
∞∑
n=0
anq
n ·
∞∑
n=0
bnq
n =
∞∑
n=0
cnq
n,
where
cn =
n∑
i=0
aibn−i.
With these operations of addition and multiplication, R[[q]] is a ring.
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In this paper we shall always assume that R is an integral domain. Then
the ring of formal power series R[[q]] is also an integral domain.
A formal power series f(q) is invertible if there exists a formal power series
g(q) such that f(q)g(q) = 1. If f(q) ∈ R[[q]] is invertible, then there is a unique
formal power series g(q) such that f(q)g(q) = 1. The inverse g(q) is denoted
f(q)−1. For example, (1− q)−1 =
∑∞
n=0 q
n.
Theorem 1 The formal power series f(q) =
∑∞
n=0 anq
n is invertible in R[[q]]
if and only if the coefficient a0 is invertible in the ring R.
Proof. If the power series
∑∞
n=0 bnq
n is the multiplicative inverse of f(q),
then a0b0 = 1 and so a0 is invertible in R.
Conversely, suppose that a0 is invertible in R. The formal power series
g(q) =
∑∞
n=0 bnq
n is a solution of the equation f(q)g(q) = 1 if and only if the
coefficients bn satisfy the identities
a0b0 = 1
and
n∑
i=0
aibn−i = a0bn + a1bn−1 + · · ·+ anb0 = 0 for all n ≥ 1.
These conditions are equivalent to
b0 = a
−1
0
and
bn = −a
−1
0
n∑
i=1
aibn−i for all n ≥ 1.
We can now construct inductively the unique sequence {bn}
∞
n=1 of elements of
the ring R such that g(q) =
∑∞
n=0 bnq
n = f(q)−1. This completes the proof.

Let f(q) =
∑∞
n=0 anq
n be a formal power series. We define the valuation
v : R[[q]]→ N0 ∪ {∞}
as follows: If f(q) 6= 0, then v(f) is the smallest integer n such that an 6= 0. If
f(q) = 0, then we set v(f) =∞.
Let f(q) =
∑∞
n=0 anq
n and g(q) =
∑∞
n=0 bnq
n be formal power series. We
write
f(q) ≡ g(q) (mod qN )
if an = bn for n = 0, 1, . . . , N−1. This is equivalent to the inequality v(f−g) ≥
N .
Theorem 2 Let R be an integral domain, and let f, g ∈ R[[q]]. The valuation
v : R[[q]]→ N0 ∪ {∞} satisfies the following properties:
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(i)
v(−f) = v(f)
(ii)
v(fg) = v(f) + v(g)
(iii)
v(f ± g) ≥ min(v(f), v(g))
(iv)
v(f ± g) = min(v(f), v(g)) if v(f) 6= v(g).
(v)
v(f(qk)− f(0)) ≥ k.
Proof. Let v(f) = s and v(g) = t. Then f(q) =
∑∞
n=s anq
n and g(q) =∑∞
n=t bnq
n, where as and bt are nonzero elements of the ring R. Then −as 6= 0,
and so v(−f) = s. This proves (i).
Statement (ii) is a consequence of the identity
f(q)g(q) = asbtq
s+t +
∞∑
n=s+t+1
cnq
n,
where cn ∈ R for n ≥ s + t + 1. Since R is an integral domain, it follows that
asbt 6= 0, and so v(fg) = s+ t = v(f) + v(g).
To prove (iii) and (iv), we observe that if s = t, then
f(q)± g(q) =
∞∑
n=s
(an ± bn)q
n
and v(f ± g) ≥ s = min(v(f), v(g)). If s < t, then
f(q)± g(q) =
t−1∑
n=s
anq
n +
∞∑
n=t
(an ± bn)q
n
and so v(f ± g) = s = min(v(f), v(g)).
Finally, if s = 0, then f(q)− f(0) =
∑∞
n=r anq
n, where v(f − f(0)) = r ≥ 1
and ar 6= 0. Then
f(qk)− f(0) = arq
kr +
∞∑
n=r+1
anq
kn,
and
v(f(qk)− f(0) = kr ≥ k.
If s ≥ 1, then f(0) = 0 and
f(qk)− f(0) = f(qk) = asq
ks +
∞∑
n=s+1
anq
kn,
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and
v(f(qk)− f(0) = ks ≥ k.
This proves (v). 
We introduce a topology on the ring of formal power series as follows. Let
{fk(q)}
∞
k=1 be a sequence of formal power series in R[[q]], where
fk(q) =
∞∑
n=0
ak,nq
n.
Let
f(q) =
∞∑
n=0
anq
n ∈ R[[q]].
The sequence {fk(q)}
∞
k=1 converges to f(q), that is,
lim
k→∞
fk(q) = f(q),
if for every n ≥ 0 there exists an integer k0(n) such that ak,n = an for all
k ≥ k0(n). For example, the sequence {[k]q}
∞
k=1 of quantum integers converges
to (1− q)−1.
Similarly, if
fk(q) =
∞∑
n=0
ak,nq
n.
is a formal power series for all
k = (k1, . . . , kd) ∈ N
d
0,
where Nd0 is the set of all d-tuples of nonnegative integers, then
lim
k→∞
fk(q) lim
k1,...,kd→∞
fk1,...,kd(q) = f(q),
if for every n ≥ 0 there exists an integer k0(n) such that ak,n = an for all k ∈ N
d
0
with ki ≥ k0(n) for i = 1, . . . , d.
We consider convergence in the case d = 2 in Theorem 9.
Theorem 3 Let {fk(q)}
∞
k=1 be a sequence of formal power series in R[[q]]. The
sequence {fk(q)}
∞
k=1 converges if and only if
lim
k,ℓ→∞
v(fk − fℓ) =∞.
Moreover, if f(q) ∈ R[[q]], then
lim
k→∞
fk(q) = f(q)
if and only if
lim
k→∞
v(f − fk) =∞.
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Proof. This follows immediately from the definitions of the valuation v and
convergence in the ring of formal power series. 
Theorem 4 If
lim
k→∞
fk(q) = f(q) and lim
k→∞
gk(q) = g(q),
then
lim
k→∞
(fk(q) + gk(q)) = f(q) + g(q) (5)
and
lim
k→∞
fk(q)gk(q) = f(q)g(q). (6)
If fk(q) is invertible for all k ≥ 1, then f(q) is invertible and
lim
k→∞
fk(q)
−1 = f(q)−1. (7)
Proof. Statements (5) and (6) are straightforward verifications.
To prove (7), let ak,0 and a0 be the constant terms of the formal power series
fk(q) and f(q), respectively, for all k ≥ 1. Since fk(q) is invertible, it follows
that ak,0 is a unit in R. Since a0 = ak,0 for all sufficiently large k, it follows
that a0 is a unit, and so f(q) is invertible by Theorem 1. Applying Theorem 2
to the identity
f(q)−1 − fk(q)
−1 = (fk(q)− f(q))f(q)
−1fk(q)
−1,
we obtain
v(f−1 − f−1k ) = v(fk − f) + v(f
−1) + v(f−1k ) ≥ v(fk − f).
Since fk(q) converges to f(q), it follows that v(fk − f) tends to infinity, hence
v(f−1 − f−1k ) also tends to infinity and fk(q)
−1 converges to f(q)−1. This
completes the proof. 
2.2 Infinite series and infinite products
We define convergence of the infinite series
∞∑
k=0
fk(q)
of formal power series as follows. The m–th partial sum
sm(q) =
m−1∑
k=0
fk(q)
9
is simply a finite sum of formal power series. If the sequence {sm(q)}
∞
m=0 con-
verges to f(q) ∈ R[[q]], then we write that the infinite series converges to f(q),
that is,
∞∑
k=0
fk(q) = lim
m→∞
sm(q) = f(q).
For example, if fk(q) =
∑∞
n=k q
n for k = 0, 1, 2, . . ., then
∞∑
k=0
fk(q) =
∞∑
n=0
(n+ 1)qn.
Theorem 5 Let {fk(q)}
∞
k=0 be a sequence of formal power series. The infinite
series
∑∞
k=0 fk(q) converges if and only if limk→∞ v(fk) =∞.
Proof. Let fk(q) =
∑∞
n=0 ak,nq
n. If limk→∞ v(fk) = ∞, then for every
nonnegative integer n we have ak,n = 0 for all sufficiently large k. The coefficient
of qn in the partial sum sm(q) is
m∑
k=0
ak,n. (8)
Since this sum is constant for all sufficiently largem, it follows that the sequence
{sm(q)}
∞
m=0 converges.
Conversely, if limk→∞ v(fk) 6=∞, then there exists a nonnegative integer n
such that ak,n 6= 0 for infinitely many integers k. It follows that the sum (8) is
not constant for sufficiently large m, and so the sequence {sm(q)}
∞
m=0 does not
converge. This completes the proof. 
Theorem 5 allows us to substitute one formal power series into another. Let
f(q) and h(q) be formal power series with v(h) ≥ 1. If
f(q) =
∞∑
n=0
anq
n,
then we define the composite function
(f ◦ h)(q) = f(h(q)) =
∞∑
n=0
anh(q)
n. (9)
Since
v(anh(q)
n) = v(an) + nv(h) ≥ n,
it follows that the infinite series (9) converges. Moreover,
v(f ◦ h) = v(f)v(h). (10)
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Theorem 6 Let a0 ∈ R. If {fk(q)}
∞
k=1 is a sequence of formal power series such
that fk(q) has constant term a0 for all k ≥ 1, and if {mk}
∞
k=1 is a sequence of
nonnegative integers such that
lim
k→∞
mk =∞,
then
lim
k→∞
fk(q
mk) = a0. (11)
In particular, for any formal power series f(q),
lim
k→∞
f(qmk) = f(0). (12)
Proof. We have v(fk−a0) ≥ 1 for all k ≥ 1. The convergence of (11) follows
from (10) and the observation that
v
(
fk(q
mk)− a0
)
= v ((fk − a0)(q
mk)) = v (fk − a0)mk ≥ mk,
hence
lim
k→∞
v
(
fk(q
mk)− a0
)
=∞.
The convergence of (12) follows from Theorem 3. 
Theorem 7 Let (ki, ℓi)
∞
i=0 be a sequence of ordered pairs of nonnegative inte-
gers such that every ordered pair (k, ℓ) occurs exactly once in the sequence. If
the infinite series
f(q) =
∞∑
k=0
fk(q)
and
g(q) =
∞∑
ℓ=0
gℓ(q)
converge in R[[q]], then the infinite series
∞∑
i=0
fki(q)gℓi(q) (13)
converges, and
f(q)g(q) =
∞∑
i=0
fki(q)gℓi(q).
In particular,
f(q)g(q) =
∞∑
n=0
∑
k+ℓ=n
fk(q)gℓ(q) (14)
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Proof. By Theorem 5,
lim
k→∞
v(fk) = lim
ℓ→∞
v(gℓ) =∞,
and so, for every N , there exists an integer j0 = j0(N) such that v(fk) ≥ N and
v(gℓ) ≥ N for all k > j0 and ℓ > j0. There are only finitely many ordered pairs
(ki, ℓi) with both ki ≤ j0 and ℓi ≤ j0, and so there is an integer i0 = i0(N) such
that, for all i > i0, we have ki > j0 or ℓi > j0, hence
v(fkigℓi) = v(fki) + v(gℓi) ≥ N
and
lim
i→∞
v(fkigℓi) =∞.
By Theorem 5, the series (13) converges. Moreover, for m ≥ i0,
sm(q) =
m∑
i=0
fki(q)gℓi(q)
≡
i0∑
i=0
fki(q)gℓi(q) (mod q
N )
≡
j0∑
k=0
fk(q)
j0∑
ℓ=0
gℓ(q) (mod q
N )
≡ f(q)g(q) (mod qN ),
and so
v(fg − sm) ≥ N
and
lim
m→∞
v(fg − sm) =∞.
By Theorem 3,
∞∑
i=0
fki(q)gℓi(q) = lim
m→∞
sm(q) = f(q)g(q).
Identity (14) is a special case of this result. 
We define convergence of the infinite product
∞∏
k=1
fk(q)
of formal power series as follows. The m–th partial product
pm(q) =
m∏
k=1
fk(q)
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is simply a finite product of formal power series. If the sequence {pm(q)}
∞
m=1
converges to f(q) ∈ R[[q]], then we write that the infinite product converges to
f(q), that is,
∞∏
k=1
fk(q) = lim
m→∞
pm(q) = f(q).
For example, from the unique representation of an integer as the sum of distinct
powers of 2, we have
m∏
k=1
(1 + q2
k−1
) = (1 + q)(1 + q2)(1 + q4) · · · (1 + q2
m−1
) =
2m−1∑
n=0
qn,
and so
∞∏
m=1
(1 + q2
m−1
) =
∞∑
n=0
qn = (1− q)−1.
Theorem 8 Let {fk(q)}
∞
k=1 be a sequence of formal power series such that
fk(q) has constant term fk(q) 1 for all k ≥ 1. The infinite product
∏∞
k=1 fk(q)
converges if and only if limk→∞ v(fk(q) − 1) = ∞ if and only if the infinite
series
∑∞
k=1(fk(q)− 1) converges.
Proof. This follows immediately from the definition of convergence. 
2.3 Change of variables in formal power series
The next result allows us to substitute variables in identities of formal power
series.
Theorem 9 Let {gk(q)}
∞
k=1 be a sequence of formal power series in R[[q]] that
converges to g(q) and let {hℓ(q)}
∞
ℓ=1 be a sequence of formal power series that
converges to h(q). If
v(hℓ) ≥ 1 for all ℓ ≥ 1,
then
lim
k,ℓ→∞
gk(hℓ(q)) = g(h(q)).
Proof. For every nonnegative integer N and formal power series
f(q) =
∞∑
n=0
anq
n,
let
f (N)(q) =
N−1∑
n=0
anq
n.
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Then
f(q) ≡ f (N)(q) (mod qN ).
Since v(hℓ) ≥ 1 for all ℓ, it follows that v(h) ≥ 1, and so the formal power series
g(h(q)) and gk(hℓ(q)) are well-defined for all nonnegative integers k and ℓ. Since
limk→∞ gk(q) = g(q), there exists an integer k0(N) such that
g
(N)
k (q) = g
(N)(q) for all k ≥ k0(N).
Similarly, since limℓ→∞ hℓ(q) = h(q), there exists an integer ℓ0(N) such that
h
(N)
ℓ (q) = h
(N)(q) for all ℓ ≥ ℓ0(N).
Therefore, for k ≥ k0(N) and ℓ ≥ ℓ0(N) we have
gk (hℓ(q)) ≡ g
(N)
k
(
h
(N)
ℓ (q)
)
= g(N)
(
h(N)(q)
)
≡ g(h(q)) (mod qN ).
This completes the proof. 
Theorem 10 Let {gk(q)}
∞
k=1 be a sequence of formal power series in R[[q]] that
converges to g(q) ∈ R[[q]], and let h(q) be a formal power series with v(h) ≥ 1.
Then
lim
k→∞
gk(h(q)) = g(h(q)).
Proof. This follows from Theorem 9 with hℓ(q) = h(q) for all ℓ ≥ 1. 
Theorem 10 is often applied in the following form.
Theorem 11 Let {fk(q)}
∞
k=0 and {gk(q)}
∞
k=1 be sequences of formal power se-
ries such that the infinite series
∑∞
k=1 fk(q) converges and the infinite product∏∞
k=1 gk(q) converges. Let h(q) be a formal power series with v(h) ≥ 1. If
∞∑
k=0
fk(q) =
∞∏
k=1
gk(q),
then
∞∑
k=0
fk(h(q)) =
∞∏
k=1
gk(h(q)).
Proof. Let
∞∑
k=0
fk(q) =
m−1∑
k=0
fk(q) = F (q).
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Theorem 10 implies that
∞∑
k=0
fk(h(q)) = lim
m→∞
m−1∑
k=0
fk((h(q)) = F (h(q)).
Similary,
∞∏
k=1
gk(q) = lim
m→∞
m∏
k=1
gk(q) = F (q)
implies that
∞∏
k=1
gk(h(q)) = lim
m→∞
m∏
k=1
gk(h(q)) = F (h(q)).
It follows that
∞∑
k=1
fk(h(q)) =
∞∏
k=1
gk(h(q)).
This completes the proof. 
Theorem 12 Let {gk(q)}
∞
k=1 be a sequence of formal power series in R[[q]],
and let h(q) be a formal power series with v(h) ≥ 1. If
lim
k→∞
gk(h(q)) = g(h(q)),
then
lim
k→∞
gk(q) = g(q).
Proof. Let
gk(q) =
∞∑
n=0
bk,nq
n
and
g(q) =
∞∑
n=0
bnq
n.
We must show that for every nonnegative integer n we have bk,n = bn for all
sufficiently large k. The proof will be by induction on n. Let
h(q) =
∞∑
m=M
cmq
m, where v(h) = M ≥ 1 and cM 6= 0.
Then
h(q) ≡ cMq
M (mod qM+1).
The congruences
gk(h(q)) ≡ bk,0 (mod q)
15
and
g(h(q)) ≡ b0 (mod q)
imply that bk,0 = b0 for all sufficiently large k. Let N ≥ 1. Suppose there
exists an integer k0(N) such that, for k ≥ k0(N) and 0 ≤ n ≤ N − 1, we have
bk,n = bn. Then
∞∑
n=N
bk,n(h(q))
n ≡ bk,N
(
cMq
M
)N
≡ bk,Nc
N
Mq
MN (mod qMN+1)
and
∞∑
n=N
bn(h(q))
n ≡ bN
(
cMq
M
)N
≡ bNc
N
Mq
MN (mod qMN+1).
Since
lim
k→∞
∞∑
n=N
bk,n(h(q))
n =
∞∑
n=N
bn(h(q))
n,
it follows that for suffficiently large k we have
bk,Nc
MN
M = bNc
MN
M ,
and so
bk,N = bN .
This completes the proof. 
Theorem 13 Let R and S be rings, and let ϕ : R → S[[q]] be a ring homo-
morphism. Let v be the valuation in the formal power series ring S[[q]]. Let
h(q) ∈ S[[q]] with v(h) ≥ 1. The map Φ : R[[q]]→ S[[q]] defined by
Φ
(
∞∑
n=0
anq
n
)
=
∞∑
n=0
ϕ(an)h(q)
n (15)
is a ring homomorphism.
Proof. Since
v (ϕ(an)h(q)
n) = v (ϕ(an)) + nv (h) ≥ nv(h) ≥ n,
it follows from Theorem 5 that the infinite series on the right side of (15)
converges in the formal power series ring S[[q]]. Let f(q) =
∑∞
n=0 anq
n and
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g(q) =
∑∞
n=0 bnq
n. Then
Φ(f(q)) + Φ(g(q)) =
∞∑
n=0
ϕ(an)h(q)
n +
∞∑
n=0
ϕ(bn)h(q)
n
=
∞∑
n=0
(ϕ(an) + ϕ(bn)) h(q)
n
=
∞∑
n=0
ϕ (an + bn)h(q)
n
= Φ
(
∞∑
n=0
(an + bn) q
n
)
= Φ(f(q) + g(q)) .
Similarly,
Φ(f(q))Φ(g(q)) =
(
∞∑
n=0
ϕ(an)h(q)
n
)(
∞∑
n=0
ϕ(bn)h(q)
n
)
=
∞∑
n=0
( ∑
k+ℓ=n
ϕ(ak)ϕ(bℓ)
)
h(q)n
=
∞∑
n=0
ϕ
( ∑
k+ℓ=n
akbℓ
)
h(q)n
= Φ
(
∞∑
n=0
( ∑
k+ℓ=n
akbℓ
)
qn
)
= Φ
((
∞∑
n=0
anq
n
)(
∞∑
n=0
bnq
n
))
= Φ(f(q)g(q)) .
This completes the proof. 
3 Limits of solutions of the functional equation
for quantum multiplication
The main result (Theorem 18) in this section states that if F = {fn(q)}
∞
n=1 is
a solution of the functional equation (1) with supp(F) = S(P ) for a nonempty
set P of prime numbers, and if fp(0) = 1 for all p ∈ P, then there exists a formal
power series F (q) such that
F (q) = lim
n→∞
n∈S(P )
fn(q).
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For example, the sequence F = {[n]q}
∞
n=1 has support supp(F) = N = S(P ),
where P is the set of all primes, and limn→∞[n]q = (1− q)
−1.
Theorem 14 Let F = {fn(q)}
∞
n=1 be a sequence of polynomials that satisfies
the functional equation
fmn(q) = fm(q)fn(q
m).
Let {ai}
∞
i=1 be a sequence of positive integers such that ai ≥ 2 for infinitely
many i. Let n0 = 1 and
nk = a1a2 · · · ak
for k ≥ 1. If fai(0) = 1 for all i ≥ 1, then the infinite product
∞∏
i=1
fai(q
ni−1)
converges, and
lim
k→∞
fnk(q) =
∞∏
i=1
fai(q
ni−1). (16)
In particular, if ai = a ≥ 2 for all i, then there exists a formal power series
Fa∞(q) such that
Fa∞(q) = lim
k→∞
fak(q). (17)
Proof. We shall show by induction that
fnk(q) =
k∏
i=1
fai (q
ni−1) (18)
for all k ≥ 1. The functional equation implies that
fn1(q) = fa1(q) = fa1(q
n0)
fn2(q) = fa1a2(q) = fa1(q)fa2(q
a1) = fa1(q
n0)fa2(q
n1)
fn3(q) = fa1a2a3(q) = fa1a2(q)fa3(q
a1a2)
= fa1(q
n0)fa2(q
n1)fa3(q
n3),
and so formula (18) holds for k = 1, 2, 3. If (18) holds for k, then
fnk+1(q) = fnkak+1(q)
= fnk(q)fak+1(q
nk)
=
(
k∏
i=1
fai (q
ni−1)
)
fak+1(q
nk)
=
k+1∏
i=1
fai (q
ni−1) .
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This completes the induction.
Since fai(0) = 1 for all i ≥ 1, it follows that fnk(0) = 1 and v(fnk(q)−1) ≥ 1
for all k ≥ 1. By Theorem 6,
v (fnk (q
nk−1)− 1) ≥ nk−1.
Since limk→∞ nk =∞, Theorem 8 implies the convergence of the infinite prod-
uct (16). This immediately implies (17). 
Theorem 15 Let F = {fn(q)}
∞
n=1 be a sequence of polynomials that satisfies
the functional equation
fmn(q) = fm(q)fn(q
m).
If a ≥ 2, b ≥ 2, and fa(0) = fb(0) = 1, then
Fa∞(q) = lim
k→∞
fak(q) = lim
k→∞
fbk(q) = Fb∞(q).
Proof. The functional equation implies that fak(0) = fbk(0) = f(ab)k(0) = 1
for all k ≥ 1. By Theorem 6,
Fb∞(0) = lim
k→∞
fbk(q
ak) = 1.
It follows from Theorem 14 that
F(ab)∞(q) = lim
k→∞
f(ab)k(q)
= lim
k→∞
fak(q)fbk(q
ak)
= lim
k→∞
fak(q) lim
k→∞
fbk(q
ak)
= Fa∞(q).
Similarly, F(ab)∞(q) = Fb∞(q) and so Fa∞(q) = Fb∞(q). This completes the
proof. 
Theorem 16 Let F = {fn(q)}
∞
n=1 be a sequence of polynomials that satisfies
the functional equation
fmn(q) = fm(q)fn(q
m).
If supp(F) = S(P ) for some nonempty finite set P of prime numbers, and if
fp(0) = 1 for all p ∈ P, then there exists a formal power series F (q) such that
F (q) = lim
n→∞
n∈S(P )
fn(q). (19)
19
Proof. Since fp(0) = 1 for all p ∈ P, it follows that fm(0) = 1, v(fm) = 0,
and v(fm − 1) ≥ 1 for all m ∈ S(P ).
By Theorem 15, there exists a formal power series F (q) such that
F (q) = Fp∞(q) = lim
k→∞
fpk(q) for all p ∈ P .
Since the set P is finite, for every integer N there exists an integer
k0 = k0(N) ≥ N
such that
v(F − fpk) ≥ N for all p ∈ P and k ≥ k0.
Let n0 = n0(N) =
∏
p∈P p
k0−1. If n > n0 and n ∈ S(P ), then n = p
k0m for
some p ∈ P and m ∈ S(P ). Moreover,
F (q)− fn(q) = F (q)− fpk0 (q)fm(q
pk0 )
= F (q)− fpk0 (q)− fpk0 (q)
(
fm(q
pk0 )− 1
)
.
We have
v(F − fpk0 ) ≥ N
and
v
(
fpk0 (q)
(
fm(q
pk0 )− 1
))
= v
(
fpk0
)
+ v
(
fm(q
pk0 )− 1
)
= v
(
fm(q
pk0 )− 1
)
= v(fm − 1)p
k0
≥ pk0
≥ N.
It follows that
v(F − fn) ≥ min
(
v(F − fpk0 ), v
(
fpk0 (q)
(
fm(q
pk0 )− 1
)))
≥ N
for all n ≥ n0. This completes the proof of (19). 
Theorem 17 Let F = {fn(q)}
∞
n=1 be a sequence of polynomials that satisfies
the functional equation
fmn(q) = fm(q)fn(q
m).
If supp(F) = S(P ), where P is an infinite set of prime numbers, and if fp(0) = 1
for all p ∈ P, then there exists a formal power series FP (q) such that
FP (q) = lim
p→∞
p∈P
fp(q). (20)
20
Proof. If p1 and p2 are prime numbers in P such that p1 ≥ N and p2 ≥ N,
then
fp1(q)− fp2(q) = fp1(q)− fp1p2(q) + fp1p2(q)− fp2(q)
= fp1(q)− fp1(q)fp2(q
p1) + fp2(q)fp1(q
p2)− fp2(q)
= fp1(q) (1− fp2(q
p1 )) + fp2(q) (fp1(q
p2)− 1) .
Since
v(fp1) = v(fp2) = 0
and, by Theorem 2,
v (1− fp2(q
p1)) ≥ p1 ≥ N,
and
v (fp1(q
p2)− 1) ≥ p2 ≥ N,
it follows that
v(fp1 − fp2) ≥ N.
Therefore,
lim
p1,p2→∞
v(fp1 − fp2) =∞,
and Theorem 3 implies the existence of the limit (20). This completes the proof.

Theorem 18 Let F = {fn(q)}
∞
n=1 be a sequence of polynomials that satisfies
the functional equation
fmn(q) = fm(q)fn(q
m).
Let supp(F) = S(P ), where P is a nonempty set of prime numbers. If fp(0) = 1
for all p ∈ P, then there exists a formal power series F (q) such that
F (q) = lim
n→∞
n∈S(P )
fn(q). (21)
Proof. If P is finite, then the result is Theorem 16.
Suppose that P is an infinite set of prime numbers. Let N be a positive
integer. By Theorem 17, there is a formal power series FP (q) such that
FP (q) = limp→∞
p∈P
fp(q),
and so there exists a prime number
p0 = p0(N) ≥ N
such that
v(FP − fp) ≥ N for all p ∈ P with p ≥ p0.
21
If n = pm ∈ S(P ), where p ∈ P and p ≥ p0, then
FP (q)− fn(q) = FP (q)− fp(q)fm(q
p)
= (FP (q)− fp(q)) + fp(q) (1− fm(q
p)) .
Since v (1− fm(q
p)) ≥ p > p0 ≥ N, it follows that v(FP − fn) ≥ N.
By Theorem 15, there is a formal power series F (q) such that
F (q) = lim
k→∞
fpk(q)
for all p ∈ P. There exists an integer
k0 = k0(N) ≥ N
such that
v
(
F − fpk
)
≥ N for all k ≥ k0 and p ∈ P with p < p0.
If n = pkm ∈ S(P ), where k ≥ k0 and p ∈ P with p < p0, then
F (q)− fn(q) = F (q)− fpk(q)fm(q
pk)
=
(
F (q)− fpk(q)
)
+ fpk(q)
(
1− fm(q
pk)
)
.
Since v
(
1− fm(q
pk)
)
≥ pk ≥ k ≥ k0 ≥ N, it follows that v(F − fn) ≥ N.
Let p1 and p2 be prime numbers in P such that p1 < p0 ≤ p2, and let k ≥ k0.
Let n = pk1p2. Then
v(FP − fn) ≥ N,
v(F − fn) ≥ N,
and so
v(F − FP ) = v ((F − fn)− (fn − FP )) ≥ N.
This holds for all N , and so
F (q) = FP (q).
Let n0 =
∏
p<p0
p∈P
pk0−1 = n0(N) and let n ∈ S(P ) with n ≥ n0. If p divides
n for some prime p ∈ P , p ≥ p0, then v(F − fn) = v(FP − fn) ≥ N. If every
prime factor of n is less than p0, then n is an integer of the form n =
∏
p<p0
p∈P
pap ,
where ap ∈ N0 for all p ∈ P . Since n ≥ n0, it follows that ap ≥ k0 for some p,
and so v(F − fn) ≥ N. Therefore,
lim
n→∞
n∈S(P )
v(F − fn) =∞.
This completes the proof. 
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Let F = {fn(q)}
∞
n=1 be a sequence of polynomials satisfying the functional
equation (1). We assume that supp(F) = S(P ), where P is a nonempty set
of prime numbers, and fp(0) = 1 for all p ∈ P. By Theorem 18, there exists a
formal power series F (q) such that
F (q) = lim
n→∞
n∈S(P )
fn(q).
Problem 4 Which formal power series are limits of solutions of the functional
equation (1)?
Problem 5 To what extent is it possible to reconstruct the sequence F from the
formal power series F (q)? If F (q) is the limit of a solution of the functional
equation (1), determine all solutions F of (1) whose limit is F (q).
Let G = {gn(q)}
∞
n=1 be a solution of the functional equation (1) with support
S(PG) and with limit
F (q) = lim
n→∞
n∈S(PG)
gn(q).
We observe that if P is a nonempty subset of PG, then we can construct another
solution F = {fn(q)}
∞
n=1 of (1) by restriction of G to the subsemigroup S(P ) of
S(PG) as follows:
fn(q) =
{
gn(q) if n ∈ S(P ),
0 if n 6∈ S(P ).
Since
F (q) = lim
n→∞
n∈S(P )
fn(q),
it follows that F (q) does not uniquely determine F .
The suggests the following definition. A solution F = {fn(q)}
∞
n=1 of the
functional equation (1) will be called maximal if F cannot be constructed from
another solution G of the functional equation by restriction to a subsemigroup
of supp(G).
Theorem 19 Every solution of the functional equation (1) is contained in at
least one maximal solution.
Proof. Let F = {fn(q)}
∞
n=1 be a solution of (1) with supp(F) = S(P ). Let
X be the set of all pairs (G, PG) such that
(i) PG is a set of prime numbers and P ⊆ PG,
(ii) G is a solution of the functional equation (1) with support S(PG),
(iii) The restriction of G to S(P ) is F .
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The set X is partially ordered as follows: (G, PG)  (H, PH) if PG ⊆ PH and
the restriction of H to S(PG) is G. Every chain in X has an upper bound, and
so, by Zorn’s Lemma, the set X contains a maximal element (H, PH). Then H
is a maximal solution of the functional equation (1) that restricts to F . 
Problem 6 Describe the maximal solutions of the functional equation (1). For
which sets P of prime numbers does there exist a maximal solution F of (1) with
supp(F) = S(P )?
4 A functional equation for formal power series
We shall prove that the functional equation f(q)F (qm) = F (q) has a unique
solution not only for polynomials f(q) but also for formal power series f(q)
with constant term 1.
Theorem 20 Let m be a positive integer. For every formal power series f(q)
with constant term f(0) = 1, there exists a unique formal power series
F (q) =
∞∏
i=1
f
(
qm
i
)
= f(q)f(qm)f
(
qm
2
)
· · · (22)
that satisfies the functional equation
f(q)F (qm) = F (q). (23)
Proof. The infinite product (22) converges in the ring of formal power series,
since
v
(
f
(
qm
i
)
− 1
)
= v(f(q)− 1)mi
and
lim
i→∞
v
(
f
(
qm
i
)
− 1
)
=∞.
Then
f(q)F (qm) = f(q)
∞∏
i=0
f
(
(qm)m
i
)
= f(q)
∞∏
i=0
f
(
qm
i+1
)
= f(q)
∞∏
i=1
f
(
qm
i
)
=
∞∏
i=0
f
(
qm
i
)
= F (q).
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This proves that the formal power series (22) is a solution of (23).
Conversely, let F (q) be a formal power series that is a solution of (23). We
shall prove that
F (q) =
k−1∏
i=0
f
(
qm
i
)
F
(
qm
k
)
(24)
for every positive integer k. From the functional equation (23), we obtain
F (q) = f(q)F (qm) = f(q) (f(qm)F ((qm)m)) = f(q)f(qm)F (qm
2
).
This proves (24) for k = 1 and 2. If (24) holds for some integer k ≥ 2, then
F (q) = f(q)
k−1∏
i=0
f
(
qm
i+1
)
F
(
qm
k+1
)
=
k∏
i=0
f
(
qm
i
)
F
(
qm
k+1
)
,
and so (24) holds for k + 1. This completes the induction. Since F (0) = 1, it
follows from Theorem 6 that
F (q) = lim
k→∞
k−1∏
i=0
f
(
qm
i
)
lim
k→∞
F
(
qm
k
)
= lim
k→∞
k−1∏
i=0
f
(
qm
i
)
=
∞∏
i=0
f
(
qm
i
)
.
This completes the proof. 
If m is a positive integer and fm(q) a polynomial of degree less than m, then
we can explicitly construct the coefficients of the unique formal power series
that satisfies the equation fm(q)F (q
m) = m(q). We need the following notation.
Letm be an integer, m ≥ 2. Every integer k has a unique m–adic representation
k =
∞∑
t=0
et,km
t,
where
et,k ∈ {0, 1, 2, . . . ,m− 1}
for all t, and et,k = 0 for all but finitely many t. For i = 1, 2, . . . ,m− 1, let
di(k) =
∑
et,k=i
1.
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Then di(k) is the arithmetic function that counts the number of digits equal
to i in the m–adic representation of k. For example, if m = 3, then 71 =
2 · 30 + 2 · 31 + 1 · 32 + 2 · 33, and so d1(71) = 1 and d2(71) = 3.
Theorem 21 Let fm(q) = 1+
∑m−1
i=1 aiq
i be a polynomial of degree m− 1. Let
F (q) = 1 +
∑∞
k=1 bkq
k be the formal power series with coefficients
bk =
m−1∏
i=1
a
di(k)
i for all k = 1, 2, 3, . . . . (25)
Then
fm(q)F (q
m) = F (q). (26)
Conversely, if F (q) = 1 +
∑∞
k=1 bkq
k is a formal power series that satisfies the
functional equation (26), then the coefficients of F (q) are given by (25).
Proof. Let a0 = b0 = 1. From the functional equation (26) we have
(
m−1∑
i=0
aiq
i
) ∞∑
j=0
bjq
mj

 = m−1∑
i=0
∞∑
j=0
aibjq
i+mj =
∞∑
k=0
bkq
k,
if and only if
aibj = bi+mj
for all i = 0, 1, . . . ,m−1 and j ∈ N0.We shall prove that the the unique solution
of (4) is (25).
For j = 0, we have
bk = ak =
m−1∏
i=0
a
di(k)
i
for k = 0, 1, . . . ,m− 1. This proves (25) for 0 ≤ k < m.
Suppose that (25) holds for all nonnegative integers k < mr. Let k be an
integer in the interval mr ≤ k < mr+1. We can write
k = i+mj, where 0 ≤ i ≤ m− 1 and mr−1 ≤ j < mr.
If
j =
∞∑
t=0
et,jm
t,
then
mj =
∞∑
t=0
et,jm
t+1 =
∞∑
t=1
et,mjm
t,
and
et,mj = et−1,j for all t ∈ N.
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Then
k = i+mj = i+
∞∑
t=1
et,mjm
t,
and so
dt(k) =
{
dt(j) for t 6= i
dt(j) + 1 for t = i.
Therefore,
m−1∏
t=0
a
dt(k)
t = a
di(k)
i
m−1∏
t=0
t6=i
a
dt(k)
t
= a
di(j)+1
i
m−1∏
t=0
t6=i
a
dt(j)
t
= ai
m−1∏
t=0
a
dt(j)
t
= aibj
= bk.
This completes the proof. 
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