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論文要旨
　最適化は工学に限定されることなく，経済学，社会学などの幅広い分野に亘って存在
し，その重要性は広く認識されている。工学分野において現れうる多くの実問題は，目的
関数を最小化（あるいは最大化）する最適解を求める関数最適化問題として定式化できる。
　従来から使用されてきた最適化手法の枠組みである数理計画法は，手法が適用できる（線
形性や連続性・微分可能性などを満たす）形で実システムを定式化しながらも，数式モデ
ルと実際のシステムとの乖離を抑えなければならない。近年のシステムの大規模化・複雑
化，システムの設計・運用・解析・制御や工業製品の性能に対する要求の高度化により，一
層の高効率化・高信頼化・高機能化が求められている。そこで，実システムの精緻なモデ
ル化を行うと数理計画法の手法を用いるために必要な線形性や連続性・微分可能性などの
条件を満足できないことがあり，数理計画法による求解が困難となる。一方で，簡易なモ
デル化を行うと，得られた解と実際のシステムの最適性とが乖離し，得られた解の有用性
や実行可能性が不十分になるという問題が発生する。上記のように数理計画法はモデルと
最適化手法との依存関係により双方のバランスを考慮しなければならず，実用的な最適化
として課題がある。
　近年のシミュレーション技術や計測技術の発展，コンピュータパワーの増大を活用し，
入出力をブラックボックスな関係としたまま物理シミュレーションや計測機器などを用い
ることにより実用的な最適化を行うブラックボックス最適化への需要が高まっている。こ
のとき，利用できる情報は決定変数情報と評価値情報のみである。
　ブラックボックス最適化問題に対応可能な最適化の枠組みとしてメタヒューリスティク
スが注目されている。メタヒューリスティクスは決定変数情報 と評価値情報 のみで最適
化を行える解直接探索法である。そのため，モデル化における制約が少なく，シミュレー
論文要旨 ii
タや計測機器などを用いることで，最適化問題として定式化することなく最適化可能であ
ることから高い汎用性を有する。
　ところで，最適化問題の評価値の景観（ランドスケープ）として，局所解の個数，変数分
離可能性，スケール性などがある。メタヒューリスティクスの使用が想定されるブラック
ボックス最適化の環境下では対象問題の解析的な情報が得られないため，メタヒューリス
ティクスには問題構造の変化に対応可能な高いロバスト性・適応性が普遍的に求められる。
　メタヒューリスティクスの一手法であり，鳥のカッコウの繁殖行動を模擬した Cuckoo
Search（CS）は優れた探索性能を有する手法として注目されている。しかしながら，ロバ
スト性・適応性を十分に有しているとはいえず，問題構造の変化に対し解の探索性能が低
下することや，有効な探索戦略の実現が困難であることなどの課題がある。
　以上を踏まえ，本論文ではCSを対象に変換不変性とパラメータの適応的調整機能によ
りロバスト性・適応性の向上を行った。
　本論文の要点は以下の通りである。
(1) Cuckoo Searchのロバスト性の向上いくつかのメタヒューリスティクスは探索空間
あるいは評価関数の変換に対して探索性能が極端に悪化することが報告されている。
ブラックボックス最適化の環境下でメタヒューリスティクスは，問題構造の変化に
対して性能がロバストであることが望ましいため，探索性能の悪化の解決策として
アルゴリズムの変換不変性に着目した。変換不変性とは探索空間のアフィン変換あ
るいは，評価関数の変換に対して，影響を受けない探索構造の性質である。そこで，
変換不変性の観点から CSの解析を行い，平行移動不変性を有すること，スケール
不変性および回転不変性を有していないことを指摘した。さらに，解分布から分散
共分散行列を用いて生成した，新たな正規直交基底を基準として近傍解を生成する
ことで回転不変性を有する CSを提案した。数値実験により提案手法の探索性能が
オリジナル CSの探索性能よりも解空間の回転変換に対して，高いロバスト性を有
することを確認した。
(2) CSの適応性の向上CSの解析を行い，探索構造やパラメータの役割を明らかにした。
また，CSのパラメータを探索点ごとに扱い，さらに動的なパラメータ調整機能を付
加した。これによりパラメータを用いて各探索点の近傍生成範囲の調整が可能とな
り，適切なパラメータ調整ができれば探索性能が向上する可能性がある。工学にお
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ける最適化問題の構造には近接最適性原理が成立することおよび多くのメタヒュー
リスティクスが多様化・集中化の戦略を用いていることが知られている。それらの
原理・戦略を利用してCSのパラメータを適応的に調整する適応型CSを開発した。
数値実験により，オリジナルCSより探索性能が優れていることを確認した。
目次
論文要旨 i
1 はじめに 1
1.1 本研究の背景 ・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 1
1.2 本論文の構成 ・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 3
2 ブラックボックス最適化におけるメタヒューリスティクス 5
2.1 メタヒューリスティクスの探索・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 5
2.2 ブラックボックス最適化におけるメタヒューリスティクス・・・・・・・・・・・ 6
3 メタヒューリスティクスのロバスト化と適応化 8
3.1 メタヒューリスティクスのロバスト化と適応化 ・・・・・・・・・・・・・・・・・・・ 8
3.2 メタヒューリスティクスに普遍的に有効な性質・探索戦略・・・・・・・・・・・ 9
3.2.1 変換不変性・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 9
3.2.2 近接最適性原理・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 10
3.2.3 多様化・集中化・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 11
3.3 変換不変性によるロバスト化・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 11
3.4 パラメータの適応的調整機能による適応化・・・・・・・・・・・・・・・・・・・・・・・ 12
4 Cuckoo Search 13
4.1 Cuckoo Searchの概要・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 13
4.2 Cuckoo Searchのアルゴリズム ・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 14
4.3 Cuckoo Searchの特徴・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 16
目次 v
5 Cuckoo Searchのロバスト化 17
5.1 変換不変性に基づくCuckoo Searchの解析・・・・・・・・・・・・・・・・・・・・・・・ 17
5.2 回転不変性を有するCuckoo Search・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 21
5.3 変換不変性に基づく提案手法の解析・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 23
5.4 数値実験・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 25
5.4.1 数値実験条件 ・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 25
5.4.2 実験結果・考察・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 26
5.5 本章のまとめ ・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 33
6 Cuckoo Searchの適応化 34
6.1 Cuckoo Searchのパラメータ解析・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 34
6.2 Cuckoo Searchのパラメータ調整・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 35
6.3 探索点のランキングに基づく適応型Cuckoo Search ・・・・・・・・・・・・・・・・ 36
6.4 数値実験による検証 ・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 38
6.4.1 数値実験条件 ・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 38
6.4.2 実験結果・考察・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 39
6.5 本章のまとめ ・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 39
7 結論 43
7.1 本論文のまとめ・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 43
7.2 今後の展望・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 44
謝辞 46
8 参考文献 47
A 正規直交基底を用いた
座標変換 51
B n次元の解空間をγ deg回転させる行列 52
C ベンチマーク関数 53
1 はじめに
1.1 本研究の背景
最適化は工学に限定されることなく，経済学，社会学などの幅広い分野に亘って存在し，
その重要性は広く認識されている。工学分野において現れうる多くの実問題は，目的関数
f (x)∈Rを最小化（あるいは最大化）する最適解x∗∈Rnを求める関数最適化問題として定
式化できる。
応用数学の一分野としてスタートした数理計画法は，1970年代の高速・大容量のコン
ピュータの出現を原動力にして，シンプレックス法や準ニュートン法をはじめとする実用
的なアルゴリズムの構築と有用性の検証が急速に進展した［1］［2］。数理計画法は，手法が
適用できる（線形性や連続性・微分可能性などを満たす）形で実システムを定式化しなが
らも，数式モデルと実際のシステムとの乖離を抑えなければならない。そのため，当時の
工学諸分野への最適化技術の普及は，モデリングが容易な分野に限定されていた。近年の
システムの大規模化・複雑化，システムの設計・運用・解析・制御や工業製品の性能に対
する要求の高度化により，一層の高効率化・高信頼化・高機能化が求められている。そこ
で，実システムの精緻なモデル化を行うと数理計画法の手法を用いるために必要な線形性
や連続性・微分可能性などの条件を満足できないことがあり，数理計画法による求解が困
難となる。一方で，簡易なモデル化を行うと，得られた解と実際のシステムの最適性とが
乖離し，得られた解の有用性や実行可能性が不十分になるという問題が発生する。上記の
ように数理計画法はモデルと最適化手法との依存関係により双方のバランスを考慮しなけ
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ればならず，実用的な最適化として課題がある。
シミュレーションや計測機器などを用いることにより決定変数とそれに対応した評価値
を求めることができる場合，決定変数と評価値の関係はブラックボックス関数の最適化問
題として捉えることができる［3］［4］。この場合，線形性や連続性・微分可能性などの条件
を考慮する必要がなく厳密なモデル式を用いて評価可能であり，またシミュレータ，計測機
器などを用いて，数理計画モデルより正確な評価値を獲得することができる。一方で，数
理計画モデルでは勾配情報などを用いて理論的に探索方向を決定できるが，ブラックボッ
クス最適化では利用できる情報は決定変数情報と評価値情報のみである。また，評価には
数理計画モデルより多くの時間やその他のリソースが必要となる。そのため，できるだけ
少ない評価回数で，できるだけ良い評価値を与える決定変数を見つけることが重要となる。
このような場合，従来は専門家のノウハウに頼り，調整作業を行ってきたが，近年のシミュ
レーション技術や計測技術の発展，コンピュータパワーの増大，最適化アルゴリズムの発
展を背景に，実用的な最適化が可能なブラックボックス最適化への需要が高まっている。
　ブラックボックス最適化問題に対応可能な最適化の枠組みとしてメタヒューリスティク
スが注目されている。メタヒューリスティクスは決定変数情報と評価値情報のみで最適化
を行える解直接探索法である。そのため，モデル化における制約が少なく，シミュレータ
や計測機器などを用いることで，最適化問題として定式化することなく最適化可能である
ことから高い汎用性を有する。また，メタヒューリスティクスは，生物・物理現象等に着想
を得て開発されている，複数の探索点による探索を行うという特徴を有している。代表的
なメタヒューリスティクスとして，Particle Swarm Optimization（PSO）［5］，Diﬀerential
Evolution（DE）［6］がある。PSOは鳥や魚の群れが餌を探す行動研究によって導かれた
「情報を群れ全体で共有している」という仮定に基づいている。これは複数存在する個体
が個々に行動するのではなく，個々が持っている情報と群れが持っている情報により個体
同士が相互作用を与えながら行動しているという概念である。DEは生物の進化過程から
着想を得て構築された手法である。交叉・突然変異・選択と呼ばれる進化操作により探索
を行う。ところで，最適化問題の評価値の景観（ランドスケープ）として，局所解の個数，
変数分離可能性，スケール性などがある［7］。メタヒューリスティクスの使用が想定され
るブラックボックス最適化の環境下では対象問題の解析的な情報が得られないため，メタ
ヒューリスティクスには問題構造の変化に対応可能な高いロバスト性と適応性の実現が重
要である。前者のロバスト性はアルゴリズムの構造的な不変性として，適応性をアルゴリ
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ズムの機能的な柔軟性として特徴づけられる。ロバスト性の向上の手段として変換不変性
に着目し，適応性の向上の手段としてパラメータの適応的調整機能の付加を考える。　
　メタヒューリスティクスの一手法であり，鳥のカッコウの繁殖行動を模擬した Cuckoo
Search（CS）［8］［9］は優れた探索性能を有する手法として注目されている。しかしながら，
ロバスト性・適応性を十分に有しているとはいえず，問題構造の変化に対し解の探索性能
が低下することや，有効な探索戦略の実現が困難であることなどの課題がある。
　以上を踏まえ，本論文ではCSを対象に変換不変性とパラメータの適応的調整機能の付
加によりロバスト化・適応化を行う。まず，ロバスト化では，変換不変性の観点からCSの
解析を行い，平行移動不変性を有すること，スケール不変性および回転不変性を有してい
ないことを明らかにする。そして，解分布から分散共分散行列を用いて生成した新たな正
規直交基底を基準として近傍解を生成することで回転不変性を有するCSを提案する。数
値実験により提案手法の探索性能がオリジナルCSの探索性能よりも解空間の回転変換に
対して，高いロバスト性を有することを確認する。
次に，適応化では，CSの探索構造およびパラメータの役割を明らかにする。CSの探索
性能の向上のため探索点のパラメータを探索点ごとに扱い，動的なパラメータ調整機能を
付加する。近接最適性原理および多様化・集中化の戦略を取り入れ，パラメータの適応的
調整機能を有する適応型CSを提案する。数値実験により，オリジナルCSより探索性能が
優れていることを確認する。
1.2 本論文の構成
本論文は全 7章から構成されている。各章の概要を以下に示す。
第 1章の「序論」では，本論文の背景と目的を述べる。
第 2章の「ブラックボックス最適化におけるメタヒューリスティクス」では，メタヒュー
リスティクスの特徴を挙げ，現実の多くの問題が属するブラックボックス最適化との整合
性が高いことを述べる。さらに，ブラックボックス最適化の環境下で高い探索性能を発揮
可能なメタヒューリスティクスの開発が重要な研究課題であることを示す。
第 3章の「メタヒューリスティクスのロバスト化と適応化」では，2章で述べた課題に
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対して，ロバスト化と適応化を用いることにより解決を目指す。メタヒューリスティクス
の汎用的な方法論とするため，メタヒューリスティクスの普遍的な性質や戦略を挙げ，そ
れらを用いたロバスト化と適応化についてそれぞれ説明する。
第 4章の「Cuckoo Search」では，Cuckoo Search（CS）の概要とアルゴリズムを記し，
CSの特徴を明確にする。
第 5章の「Cuckoo Searchのロバスト化」では，変換不変性の観点から，CSの課題点を
指摘し，欠如している回転不変性を補完した回転不変性を有するCSを提案する。数値実
験により回転不変性を有するCSの有用性を検証する。
第6章の「Cuckoo Searchの適応化」では，適応性の観点からCSの課題点を指摘し，POP
および多様化・集中化の原理・戦略を用いることで，欠如している適応性を補完した適応
型CSを提案する。数値実験により適応型CSの有用性を検証する。
最後に 7章では，本論文のまとめと今後の課題について述べる。
2 ブラックボックス最適化におけるメタヒューリスティクス
2.1 メタヒューリスティクスの探索
本論文で扱う最適化問題は，目的関数 f : Rn → Rが与えられたとき，解空間Rn上で目
的関数 f (x)を最小化する連続値（実数値）無制約最適化問題とし，式（2.1）として定式
化される。
minimize
x
f (x), x ∈ Rn (2.1)
本論文で取り扱う最適化アルゴリズムは，上記の連続値最適化問題を解く手法に限定して
いる。
近年，最適化アルゴリズムの枠組みとして，メタヒューリスティクスが注目されている。
メタヒューリスティクスの特徴として，ヒューリスティックである，反復解法である，直
接探索法である，調整可能なパラメータを有するなどが挙げられる。ヒューリスティック
の側面として，多くの手法が生物・物理現象などから着想を得て開発されている。反復解
法の側面として，特有のメカニズムに基づく操作により探索点が解空間を移動することで
最適解あるいは準最適解の探索を実現する。
2000年代に入り，ますます多くのメタヒューリスティクスが開発されているが，その
ヒューリスティックな側面のため，数理的な性質が明快に示されないままの手法が多い。
これを理由に，使用者は解きたい最適化問題に対して，有効なメタヒューリスティクスの
選択・適用が困難である状況がしばしばみられる。しかしながら，近年では，高い探索性
能を有するメタヒューリスティクスに対して，探索ダイナミクス等を数理的に解明しよう
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とする研究も存在する。今後も，メタヒューリスティクスの設計・開発において，様々な
アプローチによって探索構造と探索性能の因果関係を明らかにしていくことは重要な課題
となるであろう。
2.2 ブラックボックス最適化におけるメタヒューリスティクス
工学分野において現れる多くのシステムは，決定変数値情報と評価値情報には何らかの
関係がある。しかしながら，内部の構造が複雑で最適化問題として定式化を行うことが困
難な場合や，定式化を行えたとしても近似の影響により得られた解と真の最適解が乖離し
てしまう場合が存在する。一方で，システムの内部構造をブラックボックスとして捉え，
決定変数値情報と評価値情報のみを用いた最適化の形態である「ブラックボックス最適化」
が成果を挙げている。
また，2.1節で述べたように，メタヒューリスティクスは直接探索法である。直接探索
法とは，決定変数値情報とその評価値情報のみで最適化可能な探索の枠組みである。直接
探索法は，高精度なモデリングや計測機器やシミュレータからの評価値の獲得など幅広い
状況下で使用できる。したがって，ブラックボックス最適化では，直接探索法であるメタ
ヒューリスティクスが使用されることが想定される。
最適化問題には，目的関数の凸性や非線形性などのクラスや，局所解の個数や変数分離
可能性，スケール性などの代表的な性質が存在する。一般に，最適化問題のクラスや性質
に応じて，最適化アルゴリズムは選択・適用されることが望ましい。しかしながら，ブラッ
クボックス最適化では，事前に対象関数の情報を得られず，評価値の景観（ランドスケー
プ）が不明である。このため，ブラックボックス最適化の環境下では，対象関数のクラスや
性質に応じた最適化アルゴリズムの選択・適用が困難である。したがって，ブラックボッ
クス最適化での使用が想定されるメタヒューリスティクスの探索性能は，代表的な対象関
数の性質に依存せず，かつ，十分に発揮できることが望ましい。
しかしながら，以上の背景に対して，実際のメタヒューリスティクスにおいては，以下
の問題が挙げられる。
• 解空間の変換に対して探索性能が極端に変動する。
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• パラメータには自由度があるが，その設定が使用者の負担となる。
そこで，多様な環境下においても探索性能が十分に発揮可能なメタヒューリスティクスの
設計論の開発が重要な研究課題となる。
3 メタヒューリスティクスのロバスト化と適応化
2章で述べた課題に対して，ロバスト化と適応化を用いることにより解決を目指す。メ
タヒューリスティクスの汎用的な方法論とするため，メタヒューリスティクスの普遍的な
性質や戦略を挙げ，それらを用いたロバスト化と適応化についてそれぞれ説明する。
3.1 メタヒューリスティクスのロバスト化と適応化
アルゴリズムには性能を十分に発揮できる，その手法に合致した領域があるが，探索性
能を十分に発揮できる領域は限られている。しかしながら，ブラックボックス最適化を適
用する環境は多様でありながらも，高い探索性能が求められる。そこで，メタヒューリス
ティクスにおいて多様な環境下で高い性能を発揮させる方法論として，ロバスト化と適応
化を考える。メタヒューリスティクスのロバスト化と適応化を下記に定義する。
ロバスト化
アルゴリズムの構造を改良することで探索性能を十分に発揮できる領域を広げる方針
適応化
内部パラメータを調整することで探索性能を十分に発揮できる領域を対応させる方針
メタヒューリスティクスの汎用的なロバスト化と適応化の方法とするためには，特定のア
ルゴリズムに対する方法でなく，全てのアルゴリズムを対象とした汎用的に有効な方法であ
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ることが必要である。そのためメタヒューリスティクスに共通する性質やどのメタヒュー
リスティクスにも適用可能な機能を活用する。ロバスト化を実現可能なアプローチとして，
変換不変性の付加が挙げられる。変換不変性については 3.2.1項で述べる。また，適応化を
実現可能なアプローチとしてパラメータの適応的調整機能の付加が挙げられる。これはパ
ラメータをメタヒューリスティクスの有効な探索戦略に基づき調整する機能である。メタ
ヒューリスティクスの有効な探索戦略については 3.2.2，3.2.3項で述べる。本研究では一
般的なメタヒューリスティクスに普遍的に有効な性質・探索戦略を用いた変換不変性とパ
ラメータの適応的調整機能によりロバスト化と適応化を実現し，2章で述べた課題の解決
に取り組む。
3.2 メタヒューリスティクスに普遍的に有効な性質・探索戦略
3.2.1 変換不変性
変換不変性とは，解の探索が解空間のアフィン変換（スケール変換や平行移動変換，回
転変換など）あるいは，目的関数の変換（スケール変換や平行移動変換）に対して影響を
受けない探索構造の性質である。変換不変性が欠如しているアルゴリズムは解空間の単純
な変換に対して探索性能が大きく低下することがしばしば見られる。多様な環境下で使用
されるメタヒューリスティクスにとってこれらの変換不変性は，普遍的に有効な設計指針
として具備していることが望ましい。以降で，メタヒューリスティクスの変換不変性につ
いての定義を行う。
アルゴリズムの近傍生成を，ある解xから近傍解xへの写像Update : Rn → Rn, x → xˆ
と表す。近傍生成Updateが，ある解空間の変換 Trsあるいは目的関数の変換 Tr f に不変
性を有するとは,それぞれ式 (3.1)，式 (3.2)を満たすことと定義する。
Trs ◦ Update = Update ◦ Trs (3.1)
Tr f ◦ f ◦ Update = f ◦ Update (3.2)
ここで，xˆA = Update(Trs(x)), xˆB = Trs(Update(x))とすると，条件式である式 (3.1)は
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式 (3.3)と書き換えられる。
xˆA = xˆB (3.3)
解空間の変換 Trs : Rn → Rnとしては，アフィン変換が考えられる。具体的には，解空
間のスケール変換 Trs : x → εx (ε > 0)，解空間の平行移動変換 Trs : x → x− s (s ∈ Rn)，
解空間の回転変換 Trs : x → G(γ)x (G(γ) ∈ R(n×n))などが挙げられる。ただし，G(γ)は
解空間を γ回転させる回転行列 (直交行列)である。n次元の解空間を γ deg回転させる行
列についての詳細は付録Bに示す。目的関数の変換 Tr f : R→ Rとしては，線形変換が考
えられる。具体的には，目的関数のスケール変換 Tr f : f → ε f (ε > 0)，目的関数の平行移
動変換 Tr f : f → f − s (s ∈ R)などが挙げられる。ところで，メタヒューリスティクスの
近傍生成Updateでは，目的関数値 f (x)は大小関係の比較としてのみ使用されるため，式
(3.2)を満たすことは自明である。よって，本論文ではメタヒューリスティクスの近傍生成
Updateに関して，目的関数の変換 Tr f に対する不変性は有していることとする。
3.2.2 近接最適性原理
工学における最適化問題の多くは何らかの偏り構造を有することが知られており，この
偏りは，近接最適性原理（Proximate Optimality Principle：POP）と呼ばれている［10］。近
接最適性原理は「良い解同士は何らかの類似構造を有している」という，経験に基づく漠
然とした原理である。多くの最適化問題に対して，良い解における類似構造を活用するこ
とによって，より良い解を効率的に探索できる可能性が高い。ここで，近接最適性原理の
「良い解」，「類似構造」は漠然さを有していることを考慮し，アルゴリズムへの反映を実現
するために，本研究の連続値最適化問題において，
• 「良い解」＝優れた評価値をもつ解
• 「類似構造」＝解同士の距離が近いこと
と解釈する。
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3.2.3 多様化・集中化
近接最適性原理の成立を前提に，多様化・集中化は探索の効率的な戦略として知られて
いる［17］。集中化は近接最適性原理の成立を前提に，良い解の周辺を集中的に探索する戦
略である。一方で，多様化は局所的な領域に探索が集中することを防ぎ，広範囲を探索す
る戦略である。これらの互いに相反する多様化・集中化のバランスが優れた探索を行う上
で重要となる。
3.3 変換不変性によるロバスト化
ブラックボックス最適化におけるメタヒューリスティクスではロバスト性を有している
ことが望ましい。メタヒューリスティクスのロバスト化は変換不変性の付加で達成できる
と考える。以下の手順で変換不変性によるロバスト化を行う。手法が変換不変性を具備し
ているかを式 (3.3)を用いて確認する。変換不変性を有していなければその付加を行う。変
換不変性の有無を解析により確認する。数値実験を行い，変換不変性の付加の前後での探
索性能を比較することで，変換不変性の付加によりロバスト性が向上したかどうかを検証
する。
変換不変性の付加を行った先行研究を以下に挙げる。PSO，Artificial Bee Colony Algo-
rithm（ABC），一様交叉を行うDEや実数値GAは回転変換に対する不変性（回転不変性）
を有していないため，これらに回転不変性を付加した研究がある［11］［12］［14］［13］［15］
［16］。また，Evolution Strategy（ES）はスケール変換に対する不変性（スケール不変性）
を有していないため，1/5ルールなどのパラメータの適応的調整機能を付加することで，ス
ケール不変性を補完することが多い［7］。本研究では，Cuckoo Searchを例に挙げ，変換不
変性によるロバスト化を行う。詳細は第 5章で述べる。
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3.4 パラメータの適応的調整機能による適応化
多くのメタヒューリスティクスはパラメータを有している。パラメータ設定の自由度を
活用することで多様な問題を効率的に解ける可能性がある。一方で，適切なパラメータは問
題構造や設定条件によって異なるので，ブラックボックス最適化におけるメタヒューリス
ティクスでは適応性を有していることが望ましい。メタヒューリスティクスの適応化はパ
ラメータの適応的調整機能の付加で達成できる。以下の手順でパラメータの適応的調整機
能による適応化を行う。手法の探索構造およびパラメータを解析し，調整すべきパラメー
タを選択する。近接最適性原理および多様化・集中化を考慮した適応的調整機能を付加す
る。アルゴリズムに反映されているか確認する。従来の手法と適応化後の手法の数値実験
を行い，探索性能が向上したかどうかを検証する。
適応化するパラメータとして既存のパラメータを調整する方法があり，PSOやDE，CS
を適応化した先行研究がある［17］［18］［19］。また，手法既存のパラメータ以外にも新たに
パラメータを追加し，追加したパラメータを適応的に調整することで探索性能の向上を実
現した先行研究もある［14］。さらに，一般的に多点探索型メタヒューリスティクスでは，
全ての探索点のパラメータは同一で一様な値として設定されている。しかしながら，探索
点のパラメータは一様な値でなくとも探索可能であり，探索点ごとに扱うことでパラメー
タ調整の自由度が広がり，より高度な探索戦略が実現可能となる。この考えを用い，探索
点に一様でないパラメータを与えそれぞれの探索点を適応的に調整する PSOやESなどの
先行研究がある［20］［7］。
このように，パラメータの追加や，パラメータ設定の自由度を空間軸・時間軸で拡大さ
せることで，これまででは実現できない探索点の状況を考慮した多様な探索が可能となり，
探索性能の向上が期待できる。一方で，パラメータの自由度がこれまで以上に高まるため
にパラメータの設定や調節は困難となり，パラメータの適切な設定や調整がされない場合，
探索性能は低下する可能性がある。探索性能の向上のためにはパラメータの自由度の向上
させるとともに，近接最適性原理および多様化・集中化などの有効な探索戦略に基づいた
適切なパラメータ調整機能の開発が重要となると考える。本研究では，Cuckoo Searchに
対してパラメータの適応的調整機能による適応化を行う。詳細は第 6章で述べる。
4 Cuckoo Search
本章では，メタヒューリスティクスの一つで，高い性能を有している Cuckoo
Searchの概要とアルゴリズムを記述し，CSの特徴を明確にする。
4.1 Cuckoo Searchの概要
Cuckoo Search（CS）は 2009年にXin-She Yangと Suash Debにより開発された，連続
値最適化問題を対象とする多点探索型メタヒューリスティクスの一つである。CSは鳥の
カッコウの托卵行動から着想を得ている。カッコウは他の鳥の巣に卵を産み，卵および雛
の世話を他の鳥に托す托卵という習性を持つ。このとき，卵を産み付けられる巣の親鳥を
仮親という。カッコウは自身の卵を仮親の卵の色や模様に似せることで，仮親自身の卵の
ように見せかける。一方，仮親は自身以外の卵に気づくとその卵を巣から弾き出す。また
は巣を見捨て新たな巣を作る。CSはカッコウの上述の行動により開発された手法であり，
以下の 3つのルールを「レヴィフライト」「更新」「排斥」として表現した操作により探索
を行う。
(1) 各カッコウはランダムに選んだ巣に，一つ卵を産み付ける。
(2) 質の高い卵を持つ巣は次の世代へと持ち越される。
(3) 仮親はある一定の確率でカッコウの卵を発見し，その卵は捨てられるか，新たな巣
を作ることで見捨てられる。
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レヴィフライトは，レヴィ分布に従う乱数によるランダムウォークの一種である。レヴィ
フライトは広範囲を効率的に探索できるとされている。レヴィ分布に従う乱数の発生方法は
いくつか提案されているが，本稿ではCSで代表的に利用されているMantegna’s Algorithm
（MA）を用いる［21］。本稿では，MAによる近似レヴィ分布を Leと表現する。近似レヴィ
分布 Leの形状は分布調整変数 βによって変化し，0.3≤β≤1.99のときレヴィ分布を近似す
る。L(β)はMAにより生成される近似レヴィ分布に従う乱数とし，以下の式を用いる。
L(β) =
u
|v|1/β (4.1)
ここで，vは標準正規分布に従う乱数である。uは平均値 0，分散σuの正規分布に従う乱数
として式 (4.2)で示される。なお，分散σuは式 (4.3)で表される。
u∼N(0, σ2u) (4.2)
σu =
[
Γ(1 + β) sin(πβ/2)
Γ[(1 + β)/2]β2(β−1)/2
]1/β
(4.3)
ただし，Γ(x)は以下に示すガンマ関数である。
Γ(x) =
∫ ∞
0
tx−1e−tdt (x > 0) (4.4)
4.2 Cuckoo Searchのアルゴリズム
CSの探索は主にランダムに選んだ探索点からのレヴィフライトによる近傍解の生成とそ
の探索点とランダムに選んだ探索点との比較によって構成される。レヴィフライトは，探
索点群からランダムに選んだ参照点xpに，ステップサイズ調整変数αとレヴィ分布に従う
乱数ベクトルLを掛け合わせた摂動を加えることによって，近傍解 xˆを生成する操作で，
式 (4.5)で表される。
xˆ := xp + αL(β), L(β) = [L1(β), L2(β), . . . , Ln(β)]T (4.5)
なお，nは対象問題の次元数である。
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更新は，参照点以外の探索点群からランダムに選ばれた探索点 (更新点xq(xp))を近傍
解 xˆと比較し，評価値が改善される場合のみ個体を更新する操作である。排斥は，排斥確
率 paに従って最も評価値の悪い個体xwを移動させる操作であり，式（4.6）で表される。
xˆ := xp + αL(β), L(β) = [L1(β), L2(β), . . . , Ln(β)]T (4.6)
以下に評価関数 f (x)の最小化問題を対象としたCuckoo Searchのアルゴリズムを示す。
【Cuckoo Searchのアルゴリズム】
Step 0:[準備] 探索点数m，ステップサイズ調整パラメータ α > 0，分布調整パラメータ
β ∈ [0.3, 1.99]，排斥確率 pa ∈ [0, 1]，最大評価回数 kmaxを定め，評価回数を k = 0と
する。
Step 1:[初期化] 探索点の初期位置 xi (i = 1, 2, . . . ,m)を初期配置領域S内にランダムに
与え，探索点群をX = {xi | i = 1, 2, . . . ,m}とする。探索点の評価値 f (xi)を求め，
k := mとする。
Step 2:[レヴィフライト] 探索点群から参照点xp ∈ Xをランダムに選び，以下の式で近
傍解 xˆを生成する。
xˆ := xp + αL(β)
L(β) = [L1(β), L2(β), . . . , Ln(β)]T
近傍解の評価値 f (xˆ)を求め，k := k + 1とする。
Step 3:[xqの更新] 参照点xpを除いた探索点群から更新点xq ∈X\{xp}を選び，以下の
式によって近傍解と評価値の比較を行い，より優れた評価値を持つ解に更新する。
xq :=
{
xˆ f (xˆ)≤ f (xq)
xq otherwise
Step 4:[排斥] 排斥確率 paに従い，以下の式で最悪点xw = arg max
x∈X
f (x)を移動させる。
xw := xw + αL(β)
L(β) = [L1(β), L2(β), . . . , Ln(β)]T
最悪点の評価値 f (xw)を求め，k := k + 1とする。
Step 5:[終了判定] k≥kmaxならば，探索を終了する。さもなければ，Step 2へ戻る。
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4.3 Cuckoo Searchの特徴
CSの探索構造を一般的なメタヒューリスティクスの探索構造の観点から解析する。メタ
ヒューリスティクスの探索構造は「近傍解の生成」と「解の更新」によって成り立つ。CS
の近傍解の生成は探索点群からランダムに選択した参照点xpからのレヴィ乱数による摂動
による近傍解 xˆの生成である。そして解の更新では更新点 xqとなる探索点を探索点群の
参照点 xp以外の探索点から決定し，近傍解 xˆと比較を行う。多くのメタヒューリスティ
クスでは参照点 xpと更新点 xqは同一である。一方で，CSでは参照点 xpと更新点 xqは
異なる。
多くのメタヒューリスティクスでは，更新を行う探索点（更新点）の解情報をもとに近
傍解を生成する。それに対してCSでは，ランダムに選ばれた探索点（参照点）の解情報
をもとにレヴィフライトを行うことで近傍解を生成する。以上のCSのレヴィフライトに
よる特徴的な近傍解の生成が，カッコウの托卵行動を表現していると考える。
5 Cuckoo Searchのロバスト化
本章では，変換不変性の観点から Cuckoo Searchの解析を行い，CSが平行移
動変換に対する不変性（平行移動不変性）を有していることおよびスケール不変
性，回転不変性を欠如していることを明らかにする。回転変換不変性を有するCS
を提案し，数値実験により解空間の回転変換に対してのロバスト性の向上を検証
する。
5.1 変換不変性に基づくCuckoo Searchの解析
変換不変性の観点から CSを解析する。3.2.1項で述べたように，CSの解空間のスケー
ル不変性，平行移動不変性，回転不変性について述べる。CSの近傍生成Updateは式 (4.5)
である。
まず，CSのUpdateはスケール不変性を有さない。証明は以下の通りである。
証明 1
スケール変換 Trs : x → εxのもとで，xˆA = Update
(
Trs(x)
)
, xˆB = Trs
(
Update(x)
)
とし
たとき，xˆA  xˆBを示せばよい。
xˆA = Update(εx) = εx + αL  εx + αεL = ε
(
Update(x)
)
= xˆB (5.1)
したがって，xˆA  xˆB，x → εxが成立する。以上から，スケール変換 Trs : x → εxにつ
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いて，xˆA  xˆBとなり，式 (3.3)を満たさないため，スケール不変性を有さないことが示さ
れた。 
次に，CSのUpdateは平行移動不変性を有する。証明は以下の通りである。
証明 2
平行移動変換 Trs : x → x − sのもとで，xˆA = Update
(
Trs(x)
)
，xˆB = Trs
(
Update(x)
)
と
したとき，xˆA = xˆBを示せばよい。
xˆA = Update(x − s) = x − s + αL = x + αL − s = Update(x) − s = xˆB (5.2)
したがって，xˆA = xˆB，x → x − sが成立する。以上から，平行移動変換 Trs : x → x − s
について，式 (3.3)を満たすため，平行移動不変性を有することが示された。 
最後に，CSは回転不変性を有さない。ここで，CSのUpdateには乱数ベクトルが含ま
れているが，この場合には上記と同様の方法では証明を行うことができない。そこで，本
論文では数値実験的に回転不変性の欠如を示す。
まず，数値実験に用いる角度についての定義を行う。乱数ベクトルL ∈ Rnの xi − x j平
面（i < j ≤ n）ヘの射影ベクトルと標準基底 eiがなす角度を φ(i, j)とし，次式によって計
算される。
φ(i, j) = tan−1
Lj
Li
ここで，Li，Ljは乱数ベクトルLの i番目， j番目の要素である。n次元の場合，φ(i, j)は
nC2通り存在する。例えば，n = 3のとき，φ(1, 2)，φ(1, 3)，φ(2, 3)の 3通り存在する。提案
手法では乱数ベクトルLを座標変換行列Aを用いてL′ = ALと置き換えることで提案手
法におけるφ(i, j)を計算できる。さらに，基準としている正規直交基底ap(p ≤ n)の xi − x j
平面 (i < j ≤ n)への射影ベクトルと標準基底 eiがなす角度を θp(i, j)とし，次式によって
計算される。
θp(i, j) = tan−1
ap( j)
ap(i)
ここで，ap( j)，ap(i)は乱数ベクトルap(i, j)の i番目， j番目の要素である。オリジナルCS
では，正規直交基底 apは標準基底 epとなる。提案手法では，apは新たな正規直交基底
（第 p主成分）となる。このとき，ap = Aepと書ける。n次元の場合，θp(i, j)は n× nC2通
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り存在する。例えば，n = 3のとき，θ1(1, 2)，θ1(1, 3)，θ1(2, 3)，θ2(1, 2)，θ2(1, 3)，θ2(2, 3)，
θ3(1, 2)，θ3(1, 3)，θ3(2, 3)の 9通り存在する。
次に数値実験的に回転不変性の欠如を示す方法を説明する。まず，解空間の回転変換を
行った後に，CSのUpdateを同一の探索点に対して複数回行い xˆA = Update(Trs(x))を生
成する。次に，CSのUpdateを同一の探索点に対して複数回行った後に解空間の回転変換
を行い xˆB = Trs(Update(x))を生成する。その後，xˆA  xˆBを示せばよい。2次元平面の
場合は，平面上に探索点をプロットすることによって，xˆAと xˆBが一致しないことを示せ
ばよい。3次元空間の場合は，乱数ベクトルL ∈ Rnの xi − x j平面（i < j ≤ n）ヘの射影ベ
クトルと標準基底 eiがなす角度 φ(i, j)をヒストグラムで表現し，xˆAの角度と xˆBの角度が
一致しないことを示せばよい。
証明 3
2次元平面上で xˆA  xˆBを示す。図 5.1(a)はUpdateを同一の探索点に対して 1000回行っ
たときの近傍 xˆを示している。図 5.1(b)は解空間の回転変換後に，Updateを同一の探索
点に対して 1000回行ったときの近傍 xˆAと，Updateを同一の探索点に対して 1000回行っ
た後に解空間の回転変換を行ったときの近傍 xˆBを示している。このときのCSのパラメー
タは α = 1，β = 0.8である。
x1
x
2
 
 
xˆ
x p
x i
(a) CSの近傍 xˆ
x1
x
2
 
 
xˆA
xˆB
x p
x i
(b)近傍 xˆAと xˆB
図 5.1： CSの近傍
図 5.1(b)から，CSの近傍解は標準基底に依存するので解空間の回転変換に対して変化
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し，xˆA  xˆBとなることが明らかとなった。
次に，3次元空間上で xˆA  xˆBを示す。解空間を 30◦回転させた後に，Updateを同一の
探索点に対して 1000回行ったときの近傍 xˆAの φ(i, j)を図 5.2(a)に示す。横軸は近傍解の
生成回数が第 k回目であることを示し，縦軸は角度 φ(i, j)である。このときの角度を縦軸，
度数を横軸にとった図を図 5.2(b)に示す。破線は各平面での θpであり，各平面ごとに異な
る色で示している。このときのCSのパラメータは α = 1，β = 0.3である。
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図 5.2： CSの近傍解 xˆAの角度（3次元）
Updateを同一の探索点に対して 1000回行った後に解空間の回転変換を行ったときの近
傍 xˆBの φ(i, j)を図 5.3(a)に示す。図 5.3(b)は近傍 xˆAの φ(i, j)と近傍 xˆBの φ(i, j)のヒス
トグラムを示している。
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図 5.3： CSの近傍解 xˆBの角度（3次元）
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図 5.5と図 5.6から，CSの近傍解は標準基底に依存し，xˆA  xˆBとなることが明らかと
なった。以上の解析から，CSは回転不変性を有していないことが示された。 
よって，CSは解空間の平行移動不変性を有するが，スケール不変性，回転不変性を有さ
ないことを示した。なお，CSのスケール不変性については，事前にスケールパラメータα
を解空間のサイズでスケーリングすれば，簡潔に補完が可能である。このため，本論文で
はCSの回転不変性の付加に着目する。
正規分布に従う乱数に基づき近傍解を生成するアルゴリズムとして，Evolution Strategy
（ES）が挙げられる。多点型のESは，平均値と共分散行列をパラメータとして有する多変
量正規分布に従うため，近傍解が標準基底に依存しない。一方で，へヴィーテイル型のレ
ヴィ分布を用いるCSでは，各次元で独立にレヴィ乱数を発生させるため，大域的には標
準基底に沿った近傍解が生成されやすい。よって，CSは回転不変性を欠如しているため，
変数分離可能な関数を対象とした場合でも，解空間の回転前後で探索性能がロバストでな
いことが予想される。
5.2 回転不変性を有するCuckoo Search
分散共分散行列を用いた回転不変性を有するCuckoo Searchを提案する。提案手法では，
解集団Zの分散共分散行列 Σ(Z)から得た正規直交基底から近傍解を生成する。提案手法
のUpdateを以下に示す。
xˆ := xp + αAL(β)
L(β) = [L1(β), L2(β), . . . , Ln(β)]T
(5.3)
A = [e′1, e
′
2, . . . , e
′
n]は座標変換行列（直交行列）であり，{e′1, e′2, . . . , e′n}は解集団Zの共
分散行列Σ(Z)の固有ベクトルに基づく正規直交基底（主成分軸）である。正規直交基底を
用いた座標変換についての詳細は付録Aに記す。
以下に評価関数 f (x) (x ∈ Rn)の最小化問題を対象とした場合の提案手法のアルゴリズ
ムを示す。
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【回転不変性を有するCuckoo Searchのアルゴリズム】
Step 0:[準備] 探索点数m，ステップサイズ調整パラメータ α > 0，分布調整パラメータ
β ∈ [0.3, 1.99]，排斥確率 pa ∈ [0, 1]，最大評価回数 kmaxを定め，評価回数を k = 0と
する。
Step 1:[初期化] 探索点の初期位置 xi (i = 1, 2, . . . ,m)を初期配置領域S内にランダムに
与え，探索点群をX = {xi | i = 1, 2, . . . ,m}とする。探索点の評価値 f (xi)を求め，
k := mとする。
Step 2:[座標変換行列の生成] 解集団Zの分散共分散行列Σ(Z)の固有ベクトルに基づき，
正規直交基底 {e1, e2, . . . , en}を得て，座標変換行列A = [e1, e2, . . . , en]を生成する。
Step 3:[レヴィフライト] 探索点群から参照点xp ∈ Xをランダムに選び，以下の式で近
傍解 xˆを生成する。
xˆ := xp + αAL(β)
L(β) = [L1(β), L2(β), . . . , Ln(β)]T
近傍解の評価値 f (xˆ)を求め，k := k + 1とする。
Step 4:[xqの更新] 参照点xpを除いた探索点群から更新点xq ∈X\{xp}を選び，以下の
式によって近傍解と評価値の比較を行い，より優れた評価値を持つ解に更新する。
xq :=
{
xˆ f (xˆ)≤ f (xq)
xq otherwise
Step 5:[排斥] 排斥確率 paに従い，以下の式で最悪点xw = arg max
x∈X
f (x)を移動させる。
xw := xw + αAL(β)
L(β) = [L1(β), L2(β), . . . , Ln(β)]T
最悪点の評価値 f (xw)を求め，k := k + 1とする。
Step 6:[終了判定] k≥kmaxならば，探索を終了する。さもなければ，Step 2へ戻る。
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5.3 変換不変性に基づく提案手法の解析
変換不変性の観点から提案手法を解析する。変換不変性の示し方は，5.1節のCSに対す
る方法と同様である。
まず，提案手法のUpdateはスケール不変性を有さない。証明は以下の通りである。
証明 4
スケール変換 Trs : x → εxのもとで，xˆA = Update
(
Trs(x)
)
, xˆB = Trs
(
Update(x)
)
とし
たとき，xˆA  xˆBを示せばよい。
xˆA = Update(εx) = εx + αAL  εx + αεAL = ε
(
Update(x)
)
= xˆB (5.4)
したがって，xˆA  xˆB，x → εxが成立する。以上から，スケール変換 Trs : x → εxにつ
いて，xˆA  xˆBとなり，式 (3.3)を満たさないため，スケール不変性を有さないことが示さ
れた。 
次に，提案手法のUpdateは平行移動不変性を有する。証明は以下の通りである。
証明 5
平行移動変換 Trs : x → x − sのもとで，xˆA = Update
(
Trs(x)
)
, xˆB = Trs
(
Update(x)
)
と
したとき，xˆA = xˆBを示せばよい。
xˆA = Update(x − s) = x − s + αAL = x + αAL − s = Update(x) − s = xˆB (5.5)
したがって，xˆA = xˆB，x → x − sが成立する。以上から，平行移動変換 Trs : x → x − s
について，式 (3.3)を満たすため，平行移動不変性を有することが示された。 
最後に，提案手法のUpdateは回転不変性を有する。証明は以下の通りである。
証明 6
まず，2次元平面上で xˆA  xˆBを示す。図 5.4(a)は解空間の回転変換後に，Updateを同一
の探索点に対して 1000回行ったときの近傍 xˆを示している。図 5.4(b)は解空間の回転変
換後に，Updateを同一の探索点に対して 1000回行ったときの近傍 xˆAと，Updateを同一
の探索点に対して 1000回行った後に解空間の回転変換を行ったときの近傍 xˆBを示してい
る。このときのパラメータは α = 1，β = 0.8であり，赤い軸は主成分軸である。
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図 5.4：提案手法の近傍
提案手法の近傍解は分散共分散行列から得た正規直交基底に沿って生成されるので，解
空間の回転変換に対して不変であり，xˆA = xˆBとなることが図 5.4(b)からわかる。
次に，3次元空間上で xˆA = xˆBを示す。解空間を 30◦回転させた後に，Updateを同一の
探索点に対して 1000回行ったときの近傍 xˆAの φ(i, j)を図 5.5(a)に示す。横軸は近傍解の
生成回数が第 k回目であることを示し，縦軸は角度 φ(i, j)である。このときの角度を縦軸，
度数を横軸にとった図を図 5.5(b)に示す。破線は各平面での θpであり，平面ごとに異なる
色で示している。このときのCSのパラメータは α = 1，β = 0.3である。
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図 5.5：提案手法の近傍解 xˆAの角度（3次元）
Updateを同一の探索点に対して 1000回行った後に解空間の回転変換を行ったときの近
傍 xˆBの φ(i, j)を図 5.6(a)に示す。図 5.6(b)は近傍 xˆAの φ(i, j)と近傍 xˆBの φ(i, j)のヒス
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トグラムを示している。
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図 5.6：提案手法の近傍解 xˆBの角度（3次元）
図 5.5と図 5.6から，xˆA = xˆBとなることが明らかとなった。以上の解析から，提案手法
は回転不変性を有していることが示された。 
提案手法は回転不変性を満たしているので，探索性能は解空間の回転変換に対し，ロバス
トであることが期待できる。
5.4 数値実験
5.4.1 数値実験条件
6種類のベンチマーク関数を対象とした数値実験を通して，オリジナル CSと比較する
ことで提案手法の探索性能を検証する。用いたベンチマーク関数は変数分離可能な関数
6つとそれらを回転させることにより変数間に依存関係を発生させた関数である。用いた
ベンチマーク関数と初期配置領域は付録 Cに示す。共通条件として，探索点数 m = 10，
次元数 n = 2, 10, 50, 100，パラメータ α = 0.1，β = 1.9，pa = 0を用い，最大評価回数
kmax = 1000, 10000とする。共通の初期配置領域Sから探索を開始して，探索過程におけ
る最良の評価値 f (x)を求める試行を 50回行い，その平均値を実験結果とする。また提案
手法において，分散共分散行列を計算する解集団Zを設定可能であり，本論文では各反復
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回数における探索点群とする。
5.4.2 実験結果・考察
実験結果を図 5.7から図 5.18に示す。図からオリジナルCSの探索性能は，回転の角度
が 0deg，90degと比べそれ以外の角度では探索性能が悪化していることが確認できる。こ
れはオリジナルCSが標準基底に沿う方向に近傍解を生成することで，対象問題の変数間に
依存関係のない場合は良好な探索が可能であるが，回転変換を行うことで対象問題の変数
間に依存関係が発生し，標準基底に沿う方向の探索では評価値の改善に繋がらず，探索の
効率が悪化したためであると考える。一方で，提案手法の探索性能は多くの条件下で解空
間の回転に関わらず，探索性能がオリジナルCSに比べ変動していないことが確認できる。
これは探索性能が解空間の回転変換に対してロバスト性が向上したことを表している。CS
が欠如していた回転不変性を付加することで，標準基底以外の方向にも探索を行うことが
可能になったためであると考える。
また，提案手法は多くの場合探索性能がロバストでありながら，良好な探索性能を発揮
できていることが確認できる。一方で，Alpine関数の kmax = 1000, 10000の場合 2，10次
元では良好な探索性能を維持したまま，ロバストであることが確認できるが 50，100次元
になると探索性能がオリジナルCSより劣る結果となる。さらに反復回数 kmax = 1000では
オリジナルより探索性能の変動が大きくなる。また，Ellipsoid関数では kmax = 1000の場
合，提案手法は高次元でも探索性能は良好でかつロバストであるが，kmax = 10000の場合，
次元が上がるとロバストであるが探索性能はオリジナルCSに劣る結果となる。これらの
問題に対する原因の検証・改善は今後の課題である。
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図 5.7： 2nminima（kmax = 1000，オリジナルCS：青，提案手法：赤）
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図 5.8： 2nminima（kmax = 10000，オリジナルCS：青，提案手法：赤）
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図 5.9： Rastrigin（kmax = 1000，オリジナルCS：青，提案手法：赤）
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図 5.10： Rastrigin（kmax = 10000，オリジナルCS：青，提案手法：赤）
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図 5.11： Ackley（kmax = 1000，オリジナルCS：青，提案手法：赤）
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図 5.12： Ackley（kmax = 10000，オリジナルCS：青，提案手法：赤）
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図 5.13： Alpine（kmax = 1000，オリジナルCS：青，提案手法：赤）
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図 5.14： Alpine（kmax = 10000，オリジナルCS：青，提案手法：赤）
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図 5.15： Ellipsoid（kmax = 1000，オリジナルCS：青，提案手法：赤）
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図 5.16： Ellipsoid（kmax = 10000，オリジナルCS：青，提案手法：赤）
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図 5.17： Bohachevsky（kmax = 1000，オリジナルCS：青，提案手法：赤）
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図 5.18： Bohachevsky（kmax = 10000，オリジナルCS：青，提案手法：赤）
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5.5 本章のまとめ
本章では，3章で構築したアプローチに従いCSのロバスト化を行った。まず，変換不変
性の観点からCSの解析を行った。変換不変性を満たすことの定義から，CSのUpdateが
平行移動不変性を有していることおよびスケール不変性，回転不変性を有していないこと
を明らかにした。その解析に基づき回転不変性を有するCSを提案した。最後に，数値実
験を通して，提案手法の探索性能がオリジナルCSに比べ，多くの条件下で解空間の回転
変換に対してのロバスト性が向上していることを確認した。ただし，いくつかの関数や評
価回数では，高次元になると探索性能が悪化することがある。今後の課題として，この原
因について解析を行い，良好な探索性能を維持したままロバストな探索性能を発揮可能な
手法の構築が挙げられる。
6 Cuckoo Searchの適応化
本章では，適応性の観点からCuckoo Searchの解析を行い，探索構造およびパラメータ
の役割を明確にする。適応能力が十分でないことを指摘し，パラメータの適応的調整機能
の付加によりCuckoo Searchの適応化を行う。
6.1 Cuckoo Searchのパラメータ解析
αは摂動のスケールを調整し，βは摂動の傾向を調整するパラメータであるため，これら
のパラメータを調整することで，解空間のある位置での近傍解が生成されうる確率を調整
することができ，結果的に近傍解の生成範囲を調整することができる。ここでは，パラメー
タ βに関して定性的な解析を行い，βと近傍解の生成範囲の大きさとの関係を明らかにす
る。図 6.1に β = 1.5, 1.0, 0.5のときの近似レヴィ分布を示す。図 6.1より βによって生成
する値のとる確率が決定できることがわかる。βの値を大きくすると，Lj(β) ( j = 1, . . . , n)
の絶対値は小さい値をとる確率が大きくなり，大きい値をとる確率が小さくなる。一方，β
の値を小さくすると，Lj(β) ( j = 1, . . . , n)の絶対値は大きい値をとる確率が小さくなり，大
きい値をとる確率が大きくなる。これは，βが大きいほど，参照点xpに加えられる摂動が
小さくなることで，近傍解 xˆの生成範囲が狭くなり，βが小さいほど，参照点xpに加えら
れる摂動が大きくなることで，近傍解 xˆの生成範囲が広くなることを表す。以上から，β
が変化すると，参照点 xpを中心とする摂動が拡大・縮小するため，近傍解 xˆの生成範囲
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の広さも変化することが明らかになった。
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図 6.1：近似レヴィ分布
6.2 Cuckoo Searchのパラメータ調整
CSの近傍解の生成範囲はパラメータ αと βによって調整できるが，従来の CSのパラ
メータは探索点全てで一様な値であり，探索過程で調整されることはないため，探索点の
状況に適したパラメータ設定が実現不可能である。そのため，各探索点のパラメータを個
別に扱い，探索点の状況に適したパラメータの動的な調整機能が構築できれば，探索性能
の向上の可能性がある。パラメータの適応的な調整として，POPおよび多様化・集中化の
原理・戦略を用い，以下の操作を行う。
• 評価値が悪い解の近傍解の生成範囲を広くする操作
• 評価値が良い解の近傍解の生成範囲を狭くする操作
上述の二つの操作は評価値を考慮した近傍の調整であるため，POPを考慮した多様化・集
中化戦略を実現することとなり，探索性能の向上が期待できる。評価値の良し悪しは探索
点群の中での評価値の順位に基づいて判断する。具体的には近傍解の生成の基となる探索
点の評価値の順位に基づいて近傍解の生成範囲を調整する。
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6.3 探索点のランキングに基づく適応型Cuckoo Search
以上を踏まえ，本節では探索点のランキングに基づくパラメータの適応的調整機能を有
するCuckoo Searchを提案する。近傍解の生成範囲の調整を行うパラメータとして βを用
い，探索点のランキングを基に βを調整する。具体的な βの調整則を式 (6.1)に示す。
βi := βmax − (βmax − βmin)R
i − 1
m − 1 (i = 1, 2, . . . ,m) (6.1)
ここで，Riは探索点xiの評価値の順位，mは探索点数，βmaxおよび βminはそれぞれ βの最
大値，最小値を表す。オリジナル CSでは全ての探索点で一様かつ一定の βを用いている
ため，近傍解の生成範囲も一様かつ一定である。これでは探索点の状況を考慮した探索は
不可能である。一方で，適応型 CSではパラメータの自由度を高め，調整機能により探索
点の状況に適したパラメータ設定が可能であり，POPを考慮した多様化・集中化が実現し
ている。これらの改良により探索性能の向上の可能性がある。適応的CSの近傍解の生成
範囲の概略図を図 6.2に示す。
x1
x 2
	


図 6.2：近傍解の生成範囲の概略図
以下に，本論文で提案する適応型CSのアルゴリズムを示す。
【適応型Cuckoo Searchのアルゴリズム】
Step 0:[準備] 探索点数m，ステップサイズ調整パラメータ α > 0，排斥確率 pa ∈ [0, 1]，
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最大評価回数 kmax，βmin，βmaxを定め，評価回数 k = 0とする。
Step 1:[初期化] 探索点の初期解 xi(i = 1, 2, · · · ,m)を初期配置領域S内にランダムに与
え，探索点群をX = {xi|i = 1, 2, . . . ,m}とする。探索点の評価値 f (xi)を求め，k := m
とする。
Step 2:[レヴィフライト] 探索点xiのパラメータ βiを以下の式で設定する。
βi := βmax − (βmax − βmin)R
i − 1
m − 1
探索点群から参照点xp ∈Xをランダムに１つ選択し，以下の式で近傍解 xˆを生成
する。
xˆ := xp + αL(βi)
L(βi) = [L1(βi), L2(βi), . . . , Ln(βi)]T
近傍解の評価値 f (xˆ)を求め，k := k + 1とする。
Step 3:[更新] 参照点を除いた探索点群から更新点xq(xp)を選び，以下の式により更新
する。
xq :=
{
xˆ f (xˆ)≤ f (xq)
xq otherwise
Step 4:[排斥] 排斥確率 paに従い，以下の操作で最悪点xw = arg max
x∈X
{ f (x)}を移動させる。
xˆ := xp + αL(βmax)
L(βmax) = [L1(βmax), L2(βmax), . . . , Ln(βmax)]T
最悪点の評価値 f (xw)を求め，k := k + 1とする。
Step 5:[終了判定] k≥kmaxならば，探索を終了する。さもなければ Step 2へ戻る。
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6.4 数値実験による検証
6.4.1 数値実験条件
11種類の典型的なベンチマーク関数を用いた数値実験を行い，オリジナルCSと比較す
ることで，提案手法の探索性能を確認する。用いたベンチマーク関数と初期配置領域Sに
ついては付録 Cに示す。関数 1，5，10は単峰性関数，それ以外の関数は多峰性関数であ
る。また，関数 2，5，6，8は変数間に依存関係を有する関数である。なお，関数 2は非線
形の稜構造を有しており，関数 5，6は線形の稜構造，関数 8は大域的最適解付近で線形の
稜構造を有している。
共通条件として，探索点数m = 10，次元数 n = 10, 50, 100, 300，ステップサイズ調整変
数α = 0.1，排斥確率 pa = 0，関数毎に共通の初期配置領域Sを用い，終了条件を評価回数
kmax = 1000, 10000とする。また，オリジナルCSでは β = 0.3, 0.4, . . . , 1.9, 1.99の 18通り
の値を用い，提案手法では下限値 βmin = 0.3，上限値 βmax = 1.99を用いる。共通の初期配
置領域Sから探索を開始して，探索過程における最良の評価値 f (x)を求める試行を 50回
行い，その平均値を実験結果とする。
本実験では，提案手法の探索性能をオリジナルCSの 18通りの βの値における結果と比
較することで評価する。オリジナルCSでは，18通りの結果の中で，最も優れている結果
（最小値）を 1st，5番目に優れている結果（第一四分位数）を 5th，9番目に優れている結
果（中央値）を 9th，18通りの結果の平均値をMeanと表現する。手法や問題に対する知
識や経験を有していない使用者は，βを定義域の中からランダムに決定することが考えら
れる。そのため，Meanはこのような使用者による平均的な結果と想定できる。また，オリ
ジナルCSの結果には設定した βの値も示す。
また，オリジナルCSの 18通りと提案手法を合わせた 19通りの結果における提案手法
の順位をRankと表現する。Rankの値は提案手法がオリジナルCSのどのような順位より
優れているかを示す。
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6.4.2 実験結果・考察
表 6.1に評価回数 kmax = 1000の実験結果，表 6.2に評価回数 kmax = 10000の実験結果を
示す。表より提案手法はほとんどの条件でMeanよりも優れていることが確認できる。こ
の結果は対象問題の種類，次元数，終了条件に関わらず，提案手法では，オリジナルCSで
パラメータをランダムに設定した場合よりも得られる結果の期待値が高いことを表す。ま
た，10次元では 9thより悪い結果がいくつか見られるが，100，300次元ではほとんどの場
合 9thより優れていることが確認できる。システムの大規模化・複雑化が続いていく中，高
次元で優れた探索性能を発揮できる手法の価値は高まると考える。
6.5 本章のまとめ
本章では，3章で定義したパラメータの適応的調整機能による適応化をCSに対して行い，
CSの適応化を行った。まず，CSの探索構造およびパラメータの解析を行い，調整の対象
とするパラメータを選択した。パラメータは探索点に一様とせず，さらに動的なパラメー
タ調整機能を付加した。これによりパラメータの自由度は高まり，各探索の状況を反映し
た近傍生成が可能となるので，適切なパラメータ調整ができれば探索性能の向上が見込め
る。適切なパラメータ調整の指針として工学における最適化問題の偏り構造である近接最
適性原理，およびメタヒューリスティクスに普遍的に用いられている探索戦略である多様
化・集中化を用いる。これら 2つを考慮した探索点のランキングによるパラメータの適応
的調整機能をCSに付加し，新たな適応型CSを提案した。最後に 11種類のベンチマーク
問題を用いた数値実験により，オリジナルCSと比較することで提案手法の有用性を確認
した。提案手法はほとんどの場合でオリジナルCSの 18通りのパラメータの平均値Mean
より良い性能である。オリジナルCSの 18通りと提案手法を含めた 19通りの中で，提案
手法は多くの場合上位の性能であり，高次元になるほどその傾向は高まる。
また，提案手法はPOPを考慮した多様化・集中化を実現しているが，評価回数（時間軸）
についての多様化・集中化は考慮できていない。設定した評価回数に応じた適応的な探索
が可能となることでさらなる性能の向上が期待できる。よって，今後の課題として POPを
考慮した多様化・集中化に加え，時間軸の多様化・集中化を実現した手法の開発が挙げら
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れる。
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表 6.1：数値実験結果（評価回数 1000）
Function n CS　 (1st) (β) CS (5th) (β) CS (9th) (β) CS (Mean) 提案手法 (rank)
1. Parabola 10 0.08 (1.6) 0.12 (1.3) 0.28 (1.0) 4.37 0.04 (1)
50 66.4 (1.5) 82.5 (1.7) 126 (1.0) 178 86.4 (7)
100 315 (1.6) 359 (1.5) 481 (1.1) 523 360 (7)
300 1734 (1.8) 1845 (1.5) 2183 (1.2) 2110 1822 (5)
2. Rosenbrock 10 15.3 (1.8) 17.1 (1.5) 28.7 (1.1) 165 15.4 (2)
50 1546 (1.8) 2628 (1.5) 5416 (1.2) 8292 2218 (5)
100 9597 (1.9) 16651 (1.99) 29420 (1.2) 25966 12587 (4)
300 78883 (1.9) 108745 (1.6) 119698 (1.2) 111540 91977 (4)
3. 2nminima 10 -715 (1.0) -699 (1.3) -684 (1.4) -660 -689 (8)
50 -2794 (1.7) -2743 (1.4) -2450 (1.1) -2113 -2771 (5)
100 -4692 (1.7) -4490 (1.9) -3417 (1.99) -3218 -4541 (4)
300 -9509 (1.9) -7678 (1.5) -4674 (1.2) -5889 -8663 (4)
4. Rastrigin 10 41.9 (1.3) 43.8 (1.2) 46.5 (1.7) 53.3 46.0 (9)
50 457 (1.99) 552 (1.6) 592 (1.2) 629 497 (3)
100 1144 (1.99) 1313 (1.6) 1417 (1.2) 1454 1220 (3)
300 4279 (1.99) 4712 (1.6) 5009 (1.2) 4942 4505 (3)
5. Schwefel 10 2.37 (1.4) 2.84 (1.5) 3.97 ((0.9) 8.85 3.24 (7)
50 246 (1.5) 262 (1.3) 305 (1.9) 559 273 (7)
100 966 (1.7) 1080 (1.4) 1365 (1.1) 2465 1088 (6)
300 8294 (1.7) 10181 (1.9) 15234 (1.1) 24874 10078 (5)
6. Levy 10 3.84 (0.8) 5.55 (0.7) 11.0 (0.5) 12.8 14.7 (12)
50 39.3 (1.99) 52.9 (1.6) 61.4 (1.3) 74.4 46.1 (3)
100 59.5 (1.99) 82.9 (1.6) 94.7 (1.2) 103 70.1 (3)
300 96.4 (1.99) 120 (1.6) 136 (1.2) 136 107 (3)
7. Ackley 10 1.45 (1.3) 1.63 (1.0) 2.85 (0.7) 3.41 2.51 (10)
50 6.49 (1.3) 6.99 (1.1) 7.96 (0.9) 8.07 7.57 (9)
100 8.17 (1.5) 8.55 (1.7) 8.92 (1.9) 9.16 8.80 (8)
300 9.64 (1.7) 9.72 (1.5) 10.0 (1.2) 10.0 9.71 (5)
8. Griewank 10 0.45 (0.7) 0.63 (0.5) 0.88 (0.4) 0.95 0.61 (11)
50 3.34 (0.8) 4.27 (1.1) 6.87 (1.5) 6.35 5.09 (10)
100 10.5 (1.0) 12.0 (1.2) 15.0 (1.5) 15.0 13.0 (6)
300 46.9 (1.1) 50.0 (1.4) 54.4 (1.7) 53.7 50.4 (7)
9. Alpine 10 1.35 (1.8) 1.75 (1.5) 2.17 (1.0) 3.23 1.34 (1)
50 50.1 (1.8) 54.4 (1.5) 66.6 (1.1) 76.2 50.6 (2)
100 147 (1.8) 161 (1.5) 189 (1.1) 199 151 (4)
300 635 (1.99) 682 (1.5) 732 (1.2) 750 656 (4)
10. Ellipsoid 10 3885 (1.3) 5243 (1.0) 7839 (0.9) 39324 5662 (7)
50 682301 (1.4) 868690 (1.7) 1283868 (1.0) 4585222 892164 (6)
100 4377865 (1.6) 4830868 (1.7) 8786959 (1.0) 16457084 5018070 (6)
300 47186677 (1.6) 53318041 (1.8) 78128148 (1.1) 94768447 54811429 (6)
11. Bohachevsky 10 3.44 (1.6) 3.82 (1.7) 5.10 (1.8) 16.3 3.08 (1)
50 232 (1.5) 281 (1.2) 418 (1.0) 562 265 (5)
100 1006 (1.6) 1127 (1.3) 1475 (1.1) 1623 1098 (5)
300 5393 (1.7) 5699 (1.5) 6757 (1.2) 6516 5710 (6)
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表 6.2：数値実験結果（評価回数 10000）
Function n CS　 (1st) (β) CS (5th) (β) CS (9th) (β) CS (Mean) 提案手法 (rank)
1. Parabola 10 0.00 (1.99) 0.01 (1.6) 0.02 (1.2) 0.29 0.00 (2)
50 0.08 (1.9) 1.36 (1.6) 5.64 (1.2) 81.1 0.08 (1)
100 2.61 (1.9) 17.1 (1.5) 59.0 (1.2) 268 2.38 (1)
300 138 (1.9) 497 (1.5) 1440 (1.2) 1414 270 (4)
2. Rosenbrock 10 6.89 (1.9) 8.12 (1.5) 9.29 (1.2) 31.1 7.05 (2)
50 76.8 (1.99) 259 (1.6) 801 (1.2) 5185 127 (3)
100 278 (1.99) 1734 (1.6) 10603 (1.2) 17563 563 (3)
300 4655 (1.99) 54920 (1.6) 119076 (1.2) 89817 14294 (3)
3. 2nminima 10 -782 (1.0) -781 (1.1) -774 (1.4) -748 -775 (9)
50 -3374 (1.8) -3321 (1.3) -3262 (1.2) -2720 -3322 (5)
100 -6516 (1.9) -6298 (1.6) -5545 (1.2) -4527 -6501 (2)
300 -17452 (1.9) -14857 (1.6) -8194 (1.2) -9263 -16551 (4)
4. Rastrigin 10 15.7 (1.2) 17.4 (1.0) 19.0 (0.8) 24.1 28.3 (15)
50 336 (1.99) 409 (1.6) 425 (1.3) 509 346 (2)
100 770 (1.99) 1103 (1.6) 1189 (1.2) 1290 810 (2)
300 2966 (1.99) 4394 (1.6) 4774 (1.2) 4694 3394 (2)
5. Schwefel 10 0.00 (1.99) 0.01 (1.6) 0.04 (1.2) 0.88 0.00 (2)
50 27.6 (1.9) 47.4 (1.5) 89.3 (1.2) 317 47.3 (5)
100 219 (1.9) 324 (1.6) 615 (1.2) 1686 342 (6)
300 2423 (1.9) 3636 (1.6) 7115 (1.2) 18770 3763 (6)
6. Levy 10 0.01 (1.4) 0.02 (1.1) 0.05 (0.8) 1.72 2.42 (16)
50 24.9 (1.99) 30.9 (1.1) 34.7 (1.4) 51.9 27.1 (2)
100 30.1 (1.99) 60.1 (1.6) 67.8 (1.2) 84.2 34.8 (2)
300 46.8 (1.99) 103 (1.6) 123 (1.2) 124 58.5 (2)
7. Ackley 10 0.11 (1.8) 0.19 (1.5) 0.33 (1.1) 1.01 0.08 (1)
50 1.93 (1.7) 2.59 (1.8) 3.87 (1.0) 5.08 5.70 (13)
100 3.45 (1.7) 3.96 (1.4) 6.44 (1.9) 6.70 7.20 (11)
300 6.73 (1.7) 7.74 (1.4) 9.09 (1.2) 8.95 8.79 (9)
8. Griewank 10 0.14 (0.6) 0.17 (0.5) 0.38 (1.2) 0.49 0.25 (8)
50 0.17 (1.4) 0.31 (1.6) 0.92 (0.8) 1.98 0.04 (1)
100 0.93 (1.3) 1.10 (1.0) 1.54 (1.6) 5.73 0.98 (4)
300 5.65 (1.2) 9.49 (1.0) 21.9 (1.7) 29.4 10.4 (6)
9. Alpine 10 0.15 (1.99) 0.57 (1.6) 0.72 (1.0) 0.89 0.35 (3)
50 9.79 (1.99) 25.4 (1.6) 35.9 (1.2) 49.3 18.9 (3)
100 42.0 (1.99) 87.2 (1.6) 123 (1.2) 147 64.4 (3)
300 298 (1.99) 497 (1.6) 624 (1.2) 638 393 (3)
10. Ellipsoid 10 270 (1.9) 387 (1.6) 541 (1.2) 2163 711 (11)
50 29381 (1.9) 51871 (1.6) 141772 (1.2) 2139279 84130 (8)
100 179503 (1.9) 345054 (1.6) 1029362 (1.2) 9054434 428230 (6)
300 2828076 (1.9) 6259997 (1.99) 20132593 (1.2) 57213869 5811035 (4)
11. Bohachevsky 10 0.18 (1.9) 0.49 (1.5) 1.03 (1.2) 2.47 0.54 (6)
50 20.6 (1.9) 32.0 (1.6) 49.6 (1.2) 268 25.4 (3)
100 76.3 (1.9) 125 (1.5) 246 (1.2) 866 88.9 (3)
300 690 (1.9) 1690 (1.5) 4486 (1.2) 4448 1089 (4)
7 結論
本研究では，直接探索法であることから実用的な最適化手法であるメタヒュー
リスティクスに注目した。メタヒューリスティクスのロバスト化・適応化を提案
し，その具体的なアプローチをメタヒューリスティクスの一手法である Cuckoo
Searchに適用することで，有用性を確認した。
7.1 本論文のまとめ
メタヒューリスティクスは直接探索法であることから多様な問題に適用でき，中でも入
出力情報のみを用いて最適化を行うブラックボックス最適化への適用が増加すると考える。
問題構造が不明であるブラックボックス最適化の環境下で用いられるためにはロバスト性・
適応性が重要であると考え，メタヒューリスティクスのロバスト化・適応化を提案した。
また，その具体的なアプローチとして変換不変性およびパラメータの適応的調整機能の付
加を提案し，メタヒューリスティクスの一手法であるCuckoo Searchに適用することでそ
れらの有用性を確認した。
以下では，本論文の内容を改めてまとめる。
1章では，最適化分野の背景・経緯を踏まえ，従来最適化手法として用いられてきた数理
計画法の問題点を指摘し，新たな最適化手法の枠組みとしてメタヒューリスティクスが注
目されていることを述べた。ブラックボックス最適化の環境下では，メタヒューリスティ
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クスには問題構造の変化に対応可能なロバスト性と適応性が重要であることを指摘し，メ
タヒューリスティクスの一手法であるCuckoo Searchのロバスト化と適応化という本論文
の目的を明確にした。
2章では，メタヒューリスティクスの特徴を記述し，ブラックボックス最適化の環境下
でメタヒューリスティクスの使用が想定されることを説明した。また，ブラックボックス
最適化の環境下でのメタヒューリスティクスの課題を浮き彫りにした。
3章では，メタヒューリスティクスの課題を解決するための方針として適応化とロバス
ト化の 2つを考えた。汎用的に有効な方針とするため，メタヒューリスティクスに普遍的
に有効な性質・探索戦略である変換不変性および近接最適性原理，多様化・集中化を用い
たロバスト化・適応化の方法を提案した。
4章では，本研究の適応化・ロバスト化のアプローチを適用する Cuckoo Searchについ
ての概要およびアルゴリズムを記述し，さらに特徴を確認した。
5章では，3章で構築した方法により，変換不変性の観点からCSのロバスト化を行い，
回転不変性を有するCSを提案した。数値実験を行いオリジナルCSと比較することで提案
手法および方法論の有用性について検証した。
6章では，3章で構築した方法により，Cuckoo Searchの探索構造とパラメータの解析を
行い，調整するパラメータを選択した。POP，多様化・集中化を考慮した適応的調整機能
を付加し，ランキングによってパラメータを調整する適応型CSを提案した。数値実験を
行いオリジナルCSと比較することで提案手法および方法論の有用性について検証した。
以上より，本論文で提案した変換不変性を用いたロバスト化とパラメータの適応的調整
機能による適応化をCuckoo Searchを対象として行い，高い汎用性を有するメタヒューリ
スティクスの構築に有効であることを確認した。
7.2 今後の展望
第 5章で提案した回転不変性を有する CSは低次元の場合では高い性能を維持したまま
探索性能がロバストであることが確認できたが，高次元の場合探索性能はロバストではあ
るが探索性能は低下することを確認した。今後，この性能低下の原因について検証するこ
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とで，高次元の場合でも高い探索性能を発揮できる手法の開発が期待できる。また，本研
究ではCSのロバスト化と適応化を個別の改良として行ったが，双方を取り入れたCSを開
発することでより高い汎用性と探索性能を有するCSの開発が期待できる。さらに，本研
究で提案したアプローチをCS以外の手法に適用し，ロバスト性および適応性を向上させ
た手法の開発および設計論の有用性のさらなる検証を目指す。
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A 正規直交基底を用いた座標変換
正規直交基底を並べた行列は，その座標系へ変換する座標変換行列となる。すなわち，座標
系が標準基底 {e1, e2, . . . , en}に基づくとき，標準基底から新たな正規直交基底 {e′1, e′2, . . . , e′n}
への座標変換行列Aは，式 (A.1)と表される。
A = [e′1, e
′
2, . . . , e
′
n] (A.1)
ただし，e j，e′j ∈ Rn ( j = 1, 2, · · · , n)である。
標準基底から新たな正規直交基底への座標変換は，式 (A.1)のAを左から掛けることで
行われる。
B n次元の解空間を γ deg回転させる行列
n次元の解空間を γ deg回転させる行列B(γ, n)は，式 (B.1)と表される。式 (B.1)中の
Bi, j(γ)の各要素 ri, jq,
(γ)は，式 (B.2)と表される。
B(γ, n) =
n−1∏
i=1
n∏
j=i+1
Bi, j(γ) (B.1)
ri, jq,
(γ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
cos γ ( q = i, 
 = i )
− sin γ ( q = i, 
 = j )
sin γ ( q = j, 
 = i )
cos γ ( q = j, 
 = j )
1 ( q = 
  i, q = 
  j )
0 ( else )
(B.2)
C ベンチマーク関数
本論文で用いたベンチマーク関数と初期配置領域Sの設定について記述する。
1. Parabola Function
f1(x) =
n∑
i=1
x2i (C.1)
xo = (0, 0, · · · , 0) , f (xo) = 0
S = [−5 5]n
(a)概形
x1
x
2
−5 0 5
−5
0
5
(b)等高線
図C.1： Parabola Function
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2. Rosenbrock’s Saddle Function
f2(x) =
n−1∑
i=1
100(x2i − xi+1)2 + (xi − 1)2 (C.2)
xo = (1, 1, · · · , 1) , f (xo) = 0
S = [−2 2]n
(a)概形
x1
x
2
−2 −1 0 1 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
(b)等高線
図C.2： Rosenbrock’s Saddle Function
3. 2n minima Function
f3(x) =
n∑
i=1
(x4i − 16x2i + 5xi) (C.3)
xo ≈ (−2.92,−2.92, · · · ,−2.92) , f (xo) ≈ −78n
S = [−5 5]n
(a)概形
x1
x
2
−5 0 5
−5
0
5
(b)等高線
図C.3： 2n minima Function
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4. Rastrigin Function
f4(x) =
n∑
i=1
(x2i − 10 cos(2πxi) + 10) (C.4)
xo = (0, 0, · · · , 0) , f (xo) = 0
S = [−5 5]n
(a)概形
x1
x
2
−5 0 5
−5
0
5
(b)等高線
図C.4： Rastrigin Function
5. Schwefel Function
f5(x) =
n∑
i=1
( i∑
j=1
x j
)2 (C.5)
xo = (0, 0, · · · , 0) , f (xo) = 0
S = [−5 5]n
(a)概形
x1
x
2
−5 0 5
−5
0
5
(b)等高線
図C.5： Schwefel Function
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6. Le´vy Function
f6(x) =
π
n
( n−1∑
i=1
{
(xi − 1)2(1 + 10 sin2(πxi+1))} + 10 sin2(πx1) + (xn − 1)2) (C.6)
xo = (1, 1, · · · , 1) , f (xo) = 0
S = [−5 5]n
(a)概形
x1
x
2
−5 0 5
−5
0
5
(b)等高線
図C.6： Le´vy Function
7. Ackley Function
f7(x) = −20 exp ( − 0.2
√
1/n
n∑
i=1
x2i
) − exp (1/n n∑
i=1
cos 2πxi
)
+ 20 + exp(1) (C.7)
xo = (0, 0, · · · , 0) , f (xo) = 0
S = [−5 5]n
(a)概形
x1
x
2
−5 0 5
−5
0
5
(b)等高線
図C.7： Ackley Function
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8. Griewank Function
f8(x) =
1
4000
n∑
i=1
{xi +
n∏
i=1
cos(xi/
√
i) + 1} (C.8)
xo = (0, 0, · · · , 0) , f (xo) = 0
S = [−50 50]n
(a)概形
x1
x
2
−50 0 50
−50
0
50
(b)等高線
図C.8： Griewank Function
9. Alpine Function
f9(x) =
n∑
i=1
|xi sin xi + 0.1xi| (C.9)
xo = (0, 0, · · · , 0) , f (xo) = 0
S = [−10 10]n
(a)概形
x1
x
2
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−10
−5
0
5
10
(b)等高線
図C.9： Alpine Function
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10. Ellipsoid Function
f10(x) =
n∑
i=1
(1000
i−1
n−1 xi)2 (C.10)
xo = (0, 0, · · · , 0) , f (xo) = 0
S = [−5 5]n
(a)概形
x1
x
2
−5 0 5
−5
0
5
(b)等高線
図C.10： Ellipsoid Function
11. Bohachevsky Function
f11(x) =
n−1∑
i=1
{(x2i + 2x2i+1 − 0.3 cos(3πxi) − 0.4 cos(4πxi+1) + 0.7)} (C.11)
xo = (0, 0, · · · , 0) , f (xo) = 0
S = [−5 5]n
(a)概形
x1
x
2
−5 0 5
−5
0
5
(b)等高線
図C.11： Bohachevsky Function
