Abstract
Introduction
Given the clinical significance of carotid intima-media thickness (CIMT) as an early and reliable indicator of cardiovascular risk, several methods have been developed for * Jae Y. Shin and Nima Tajbakhsh have contributed equally. CIMT is defined as the distance between the lumen-intima interface and the media-adventitia interface, measured approximately 1 cm distal from the carotid bulb on the far wall of the common carotid artery at the end of the diastole; therefore, interpreting a CIMT video involves three operations: (1) select three end-diastolic ultrasound frames (EUFs) in each video (the cardiac cycle indicator, a black line, shows to where in the cardiac cycle the current frame corresponds); (2) localize a region of interest (ROI) approximately 1 cm distal from the carotid bulb in the selected EUF; (3) measure the CIMT within the localized ROI. This paper aims to automate these three operations simultaneously through a unified framework based on convolutional neural networks.
CIMT image interpretation. The CIMT is defined as the distance between the lumen-intima and media-adventitia interfaces at the far wall of the carotid artery ( Figure 1 ). Therefore, to measure CIMT, the lumen-intima and the media-adventitia interfaces must be identified. As a result, the earlier approaches are focused on analyzing the intensity profile and distribution, computing the gradient [21, 25, 5] , or combining various edge properties through dynamic programming [12, 3, 22] . Recent approaches [14, 4, 20, 26, 7, 2] are mostly based on active contours (aka, snakes) or their variations [8] . Some of these approaches require user interactions, while other approaches aim for complete automation through integrating with various image processing algorithms, such as Hough transform [18] and dynamic programming [22] . Most recently, MenchnLara et al. employed a committee of standard multilayer perceptrons in [16] and a single standard multilayer perceptron with an auto-encoder in [17] for CIMT image interpretation, but both methods did not outperform the snake-based methods from the same research group [2, 1] . For a more complete survey of methods for automatic CIMT measurements, please refer to the review studies conducted by Molinari et al. [19] and Loizou et al. [13] .
However, nearly all the aforementioned methods are focused on only the third operation: CIMT measurement, ignoring the two preceding operations, i.e., frame selection and ROI localization. To our knowledge, the only system that simultaneously automates the three operations is the work [23] , an extension of [27] , which automatically selects the EUF frame, localizes the ROI in each selected EUF frame, and provides the CIMT measurement in the selected ROI. However, as with other works, this method is based on hand-crafted algorithms, which often lack the desired robustness for routine clinical use, a weakness that we aim to overcome in this paper.
A key contribution of this paper is a new system that accelerates CIMT video interpretation by automating all the three operations in a novel unified framework based on convolutional neural networks (CNNs). We will show that with proper pre-processing and post-processing, our proposed CNN-based approach can perform reliably in all aspects of CIMT image interpretation including frame selection, ROI localization, and CIMT measurements, making the following specific contributions:
• A unified framework based on CNNs that automates the entire CIMT interpretation process. This is in contrast to the prior works where only the very last step of the CIMT interpretation process was automated. The performance of the suggested system significantly outperforms a hand-crafted approach [23] , which, to our knowledge, is the only system in the literature that aimed to automate all the above three tasks.
• A novel frame selection method based on the ECG signals at the bottom of ultrasound frames. The suggested method utilizes effective pre-processing of patches and post processing of CNN outputs, enabling a significant increase in the performance of a baseline CNN.
• A new method that localizes the ROI for CIMT interpretation. The suggested method combines the discriminative power of a CNN with a contextual constrain to accurately localize the ROIs in the selected frames. We demonstrate that the suggested contextually-constrained CNN outperforms the performance of a baseline CNN.
• A framework that combines CNNs with active contour models for accurate boundary segmentation. Specifically, given a localized ROI, the CNN initializes two open snakes, which further deform to acquire the shapes of intima-media boundaries. We show that the segmentation accuracy of the suggested method is higher than of [23] .
• Extensive evaluation of each stage of the suggested CIMT interpretation system. Specifically, we perform leave-one-patient-out cross-validation 1 using only the training CIMT videos to tune the parameters of the suggested system, and then thoroughly evaluate the performance of our system using an independent test CIMT videos.
CIMT Protocol
The CIMT exams utilized in this paper were performed with B-Mode ultrasound using an 8-14MHz linear array transducer utilizing fundamental frequency only (Acuson Sequoia TM , Mountain View, CA, USA) [6] . The carotid screening protocol begins with scanning bilateral carotid arteries in a transverse manner from the proximal aspect to the proximal internal and external carotid arteries. The probe is then turned to obtain the longitudinal view of the distal common carotid artery. The sonographer optimizes the 2D images of the lumen-intima and media-adventitia interfaces at the level of the common carotid artery by adjusting overall gain, time gain, compensation and focus position. Once the parameters are optimized, the sonographer captures two CIMT videos focused on the common carotid artery from two optimal angles of incidence. The same procedure is repeated for the other side of neck, resulting in a total of 4 CIMT videos for each subject.
Method
Our goal is to automate the three operations in CIMT video interpretation, i.e, given a CIMT video, our method will automatically identify three EUFs (Section 3.1), localize an ROI in each EUF (Section 3.2), and segment the lumen-intima and media-adventitia interfaces within each ROI (Section 3.3). 
Frame Selection
We select the EUFs based on the ECG signal embedded at the bottom part of a CIMT video. The cardiac cycle indicator is represented by a moving black line in each frame. Since the ECG signal is overlaid on the ultrasound image, there is quite bit of noise around the indicator. The challenge is to reconstruct the original ECG signal from noisy frames and to detect the R peaks from the ECG signal, as the R-peaks correspond to the EUFs. To do so, we introduce accumulated difference images that carry sufficient information for CNN to learn and distinguish R-peaks from non-R-peaks. Figure 2 illustrates how an accumulated difference image is generated.
Next, we determine the location of the restored wavelet in each accumulated difference image. For this purpose, we find the weighted centroid c = [c x , c y ] of each accumulated difference image D t as follows:
is a normalization factor that ensures the weighted centroid stays within the image boundary. Once centroids are identified, we extract patches of size 32 × 32 around the centroid locations. Specifically, we extract patches with up to 2 pixel translations from each centroid. However, we do not scale the patches in data augmentation, because doing so would inject label noise in the training set. For instance, a small restored wavelet may take the appearance of an R-peak after expanding or an R-peak wavelet may look like a non-R-peak wavelet after shrinking. Nor do we perform rotation-based patch augmentation, because we do not expect the restored wavelets to appear with rotation in the test image patches. Once collected, patches are binarized using Otsu's method. In Section 4, we discuss the choice of binarization method through an extensive set of experiments. Each binary patch is then labeled as positive if it corresponds to an EUF (i.e., an R-peak); otherwise negative. Basically, given a patch, we first determine the accumulated difference image from which the patch is extracted. We then trace back to the underlying difference images and check whether they are related to the EUF or not. Once the patches are labeled, we form a stratified set with 96,000 patches to train a 2-way CNN for frame selection.
Testing Phase: Figure 3 shows our frame selection system given a test video. We first compute an accumulated difference image for each frame in the video. We then extract image patches from the weighted centroids of the accumulated difference images. The probability of each frame being the EUF is measured as the average probabilities assigned by the CNN to the corresponding patches. By concatenating the resulting probabilities for all the frames in the video, we obtain a probability signal whose local maxima indicate the locations of the EUFs. However, the generated probability signals often exhibit abrupt changes, which can cause too many local maxima along the signal. We therefore first smooth the probability signal using a Gaussian function, and then find the EUFs by locating the local maxima of the smoothed signals. In Figure 3 , for illustration purposes, we have also shown the reconstructed ECG signal, which is computed as the average of the accumulated difference images,
t with N being the number of frames in the video. As seen, the probability of being the EUF reaches its maximum around the R peaks of the QRS complexes (as desired) and then smoothly decays as it distances from the R peaks. By mapping the locations of the local maxima to the frame numbers, we can identify the EUFs in the test video.
ROI Localization
Accurate localization of the ROI is challenging, because, as seen in Figure 1 , there are no significant differences that can be observed in image appearance among the ROIs on the far wall of the carotid artery. To overcome this challenge, we utilize the location of the carotid bulb as a contextual constraint. We choose this constraint for two reasons: 1) the carotid bulb appears as a distinct dark area in the ultrasound frame and thus can be uniquely identified; 2) according to the consensus statement of American society of Electrocardiography for cardiovascular risk assessment [24] , the ROI should be placed approximately 1 cm from the carotid bulb on the far wall of the common carotid artery. While the former motivates the use of the carotid bulb location as a constraint from a technical point of view, the latter justifies this constraint from a clinical standpoint.
Training Phase: We incorporate this constraint in the suggested system by training a 3-way CNN that simultaneously localizes both ROI and carotid bulb, and then refines the estimated location of the ROI given the location of the carotid bulb. Figure 9 in the supplementary material illustrates how the image patches are extracted from a training frame. We perform data augmentation by extracting the training patches within a circle around the locations of the carotid bulbs and the ROIs. The negative patches are extracted from a grid of points sufficiently far from the locations of the carotid bulbs and the ROIs. Note that the above translationbased data augmentation is sufficient for this application, because our database provides a relatively large number of training EUFs, from which a large set of training patches can be collected. Once the patches are collected, we form a stratified training set with approximately 410,000 patches to train a 3-way CNN for constrained ROI localization.
Testing Phase: Referring to Figure 4 , during the test stage, the trained CNN is applied to all the pixels in the EUF, generating two confidence maps with the same size as the EUF. The first confidence map shows the probability of a pixel being the carotid bulb and the second confidence map shows the probability of a pixel being the ROI. One way to localize the ROI is to find the center of the largest connected component within the ROI confidence map without considering the detected location of the carotid bulb. However, this naive approach may fail to accurately localize the ROI. For instance, a long-tale connected component along the far wall of the carotid artery may cause substantial ROI localization error. To compound the problem, the largest connected component of the ROI confidence map may appear far from the actual location of the ROI, resulting in a complete detection failure. To overcome these limitations, we constraint the ROI location l roi by the location of the carotid bulb l cb . For this purpose, we first determine the location of the carotid bulb as the centroid of the largest connected component within the first confidence map, and then localize the ROI using the following formula
where l roi denotes the ROI location, l cb denotes the center of the carotid bulb, M denotes the confidence map of being the ROI, C * is the largest connected component in M that is the nearest to the carotid bulb, and I(p) is an indicator function for pixel p = [p x , p y ] that is defined as
The indicator function I(p) simply includes pixels when the value is 1 as in Eq. 2, otherwise excludes pixels when the value is 0 as in Eq. 3.
Intima-Media Thickness Measurement
Measuring intima-media thickness require a continuous and one-pixel precise boundary for lumen-intima and Figure 4 : The test stage of our ROI localization method. In the unconstrained scenario, we only use the ROI confidence map, which results in relatively large localization error. In the constrained mode, given the estimated location of the carotid bulb, we localize the ROI more accurately. media-adventitia. Lumen-intima is relatively easier to detect because of strong gradient change at the border, however, detecting media-adventitia interface is quite challenging due to its subtle image gradients and noise around its border. We approach this problem as a 3-way classification task: 1) lumen-intima interface, 2) media-adventitia interface, and 3) background.
Training Phase: To train a 3-way CNN, we collected sparse background patches and then pixel-by-pixel image patches around lumen-intima interface and mediaadventitia interface with additional patches ±3 pixels from the ground truth. Using ±3 pixels for additional patches around intima-media boundary was necessary to balance number of patches with background patches and produced better results. Figure 10 in the supplementary material illustrates how the training patches are collected from an ROI.
Testing Phase: Figure 5 illustrates the testing process. The trained 3-way CNN is applied in a sliding-window fashion to a given test ROI, generating two confidence maps ( Figure 5(b) ) with the same size as the ROI. Since confidence map is thicker than a pixel, we choose the maximum response column-by-column, generating a new binary image as shown in Figure 5(c) . Finally, we use two active contour models (a.k.a, snakes) [11] for segmenting lumenintima and media-adventitia interfaces. Figure 5(d) shows two final converged snakes and we take measurements as the average vertical distance between the two snakes.
Experiments
To construct our database, we selected 23 patients from UFL MCAEL CIMT research database using systematic random sampling, resulting in a total of 92 CIMT videos (4 videos per patient). The number of frames in each video ranges between 49 to 119. Each video covered at least 3 cardiac cycles and thus a minimum of 3 EUFs. The ground truth for each video consisted of the locations of EUFs, the locations of ROIs, and the segmentation of lumen-intima and media-adventitia interfaces. The ground truth was created by a sonographer using a spline-based graphical user interface system and was then refined as the consensus of the first sonographer and a new expert. For consistency, we use the same training cases and the same test cases (no overlap with training) for all three tasks. Our training set contains 48 CIMT videos of 12 subjects with a total of 4,456 frames and our test set contains 44 CIMT videos of 11 subjects with a total of 3,565 frames. For each task, we perform leave-one-patient-out cross-validation based on the training subjects to tune the parameters, and then evaluate the performance of the tuned system using the test subjects.
Architecture: As shown in Table 1 , we employ a CNN architecture with 2 convolutional layers, 2 subsampling layers, and 2 fully connected layers (see Section 5 for our justifications). We also append a softmax layer to the last fully connected layer so as to generate probabilistic confidence values for each class. Our CNN architecture has input patches of size 32x32, so we resize the collected patches to 32x32 prior to the training process. For the CNNs used in our experiments, we employ a learning rate of 0.001, a momentum of 0.9, and a constant scheduling rate of 0.95.
Pre-and post-processing for frame selection: We have experimentally found out that binarized image patches improve the quality of convergence and accuracy of frame selection. Furthermore, we have observed that the standard deviation of the Gaussian function used for smoothing the probability signals, can also substantially influence frame selection accuracy. Therefore, we have conducted leaveone-patient-out cross-validation based on the training subjects to find the best binarization method and the optimal standard deviation of the Gaussian function. For binarization, we have considered adaptive thresholding using Otsu's analysis. We consider a selected frame a true positive, if it is found within one frame from the expert-annotated EUF; otherwise, a false positive. Our leave-one-patient-out crossvalidation study indicates that the use of a Gaussian function with σ g = 1.5 for smoothing the probability signals and adaptive thresholding using Otsu's method achieve the highest performance. Figure 6 shows the FROC curve for the test subjects using the above parameters. For comparison, we have also shown the operating point of a handcrafted approach [23] , which is significantly outperformed by the suggested system. Note that the hand-crafted approach generates binary predictions for each image and thus its performance curve reduces to only one operating point.
Constrained ROI Localization:
We conduct a leave-onepatient-out cross-validation study based on the training subjects to find the optimal size of the training patches. Our cross-validation analysis indicates that the use of 18 × 18 mm patches achieves the most stable performance, yielding low ROI localization error with only a few outliers. Figure 7 shows the ROI localization error of our system for the test subjects using the optimal size of training patches. Figure 6 : FROC curve of our frame selection system for the test subjects using the tuned parameters. For comparison, we have also shown the operating point of a hand-crafted approach [23] , which is significantly outperformed by the suggested system.
To demonstrate the effectiveness of our constrained ROI localization method, we have also included the performance of the unconstrained counterpart. In the constrained mode, we use Eq. 1 for ROI localization whereas in the unconstrained mode we localize the ROI as the center of the largest connected component in the corresponding confidence map without considering the location of the carotid bulb. Our method achieves an average localization error of Figure 7 : ROI localization error for the test subjects. Our method in the constrained mode outperforms both the unconstrained counterpart and a hand-crafted approach [23] .
1.5 mm and 3.1 mm in the constrained and unconstrained modes, respectively. The decrease in localization error is statistically significant (p < 0.01). Also as seen in Figure 7 , our method in the unconstrained mode has resulted in 3 complete localization failures (outliers), which have been corrected in the constrained mode. Furthermore, compared with the hand-crafted approach [23] , our system in the constrained mode shows a decrease of 0.84 mm in ROI localization error, which is statistically significant (p < .00001).
Intima-Media Thickness Measurement:
We determined the optimal image patch size by leave-one-patient-out crossvalidation using various image patch sizes and found that 360 × 360 μm achieved slightly lower localization error and fewer outliers. Figure 8 shows the interface localization error of our system on the test subjects, where we break down the overall localization error for lumen-intima and that of the media-adventitia interface as well as the hand-crafted approach [23] for each interface.
Discussions
In Section 4, we investigated how the choice of patch binarization and degree of Gaussian smoothing affect the accuracy of frame selection. Here, we would like to discuss our findings and provide insights about our choices. We choose to binarize the patches, because it reduces appearance variability and suppress the low-magnitude noise content in the patches. Without patch binariztion, one can expect a large amount of variability in the appearance of wavelets that can deteriorate the performance of the subse- Figure 8 : Localization error of the lumen-intima and mediaadventitia interfaces for the suggested system and a handcrafted approach [23] . The results are obtained for the test subjects.
quent CNN. The choice of binarization threshold is another important factor. The use of a high threshold results in the partial appearance of the wavelets in the resulting binary patches, reducing the discriminatory appearance features of the patches. A low threshold, on the other hand, can intensify noise content in the images, which decreases the quality of training samples and consequently a drop in classification performance. According to our analyses, it is difficult to find a fixed threshold that can both suppress the noise content and keep the shapes of the restored wavelets intact in all the collected patches. Otsu's method seems to overcome this limitation by adaptively selecting a binarization threshold according to the intensity distribution of each individual patch. For patches with intensity values between 0 and 1, the adaptive thresholds have a mean of 0.15 and standard deviation of 0.05. The wide range of adaptive thresholds explains why a constant threshold may not perform as desirably.
Gaussian smoothing of the probability signals is also essential for accurate frame selection. This is because the probability signals prior to smoothing exhibit high frequency fluctuations, which may complicate the localization of the local maxima in the signals. The first cause of such high frequency changes is patch misplacement in the accumulated difference images. Recall that we extract the patches around the weighted centroids of the accumulated difference images. However, a large amount of noise con-tent in the difference images may cause the weighted centroid to deviate from the center of the restored wavelet. In this case, the extracted patch may partially or completely miss the restored wavelet. This can manifest itself as a sudden change in the CNN output and as a result in the corresponding probability signal. The second cause of high frequency changes is the inherited high variance of CNNs. Use of ensemble of CNNs and data augmentation can alleviate this problem at a significant computation cost. Alternatively, we choose to mitigate these undesirable fluctuations using Gaussian smoothing for computational efficiency.
As described in Section 3.2, we constrain our ROI localization method by the location of the carotid bulb. This is because the bulb area appears as a relatively distinct dark area in the ultrasound frame. The distinct appearance of the carotid bulb is also confirmed by our experiments, where we obtain the average bulb localization error of 2.1 mm for the test subjects with only one failure case, which is more favorable than the average unconstrained ROI localization error of 3.1 mm with 3 failure cases. Therefore, the localization of the bulb area can be done more reliably than the localization of the ROI, which motivates the use of the bulb location as a guide for more accurate ROI localization. We integrate this constraint into our localization system through a post-processing mechanism (see Eq. 1). Alternatively, we could train a regression CNN where each pixel in the image directly votes for the location of the ROI. However, this approach may be hindered by lack of stable anatomical structures in noisy ultrasound images. We will explore a regression CNN for ROI localization as future work.
We used a LeNet-like CNN architecture in our study, but it does not limit the suggested framework to this architecture. In fact, we have experimented with deeper CNN architectures such as AlexNet [9] in both training and finetuning modes; however, we did not observe any significant performance gain. This was probably because the higher level semantic features detected by the deeper networks are not very relevant to the tasks in our CIMT applications. Meanwhile, the concomitant computational cost of deep architectures may hinder the applicability of our system, because it lowers the speed-a key usability factor of our system. We also do not envision that a shallower architecture can offer the performance required for clinical practice. This is because a network shallower than the LeNet has only one convolutional layer and thus limited to learning primitive edge like features. Detecting the carotid bulb and the ROI, and segmenting intima-media boundaries are relatively challenging tasks, requiring more than primitive edge-like features. Similarly, for frame selection, classifying the restored wavelets into R-peak and non-R-peak categories is similar to digit recognition, for which LeNet is a common choice of architecture. Therefore, LeNet-like CNN architecture seems to represent an optimal balance between efficiency and accuracy for CIMT video analysis.
We should note that throughout this paper, all performance evaluations were performed without involving any user interactions. However, our goal is not to exclude the user (sonographer) from the loop rather to relieve him from the three tedious, laborious, and time consuming operations by automating them while still offering the user a highly, user-friendly interface to bring his indispensable expertise onto CIMT interpretation through refining the automatic results easily at the end of each of the automated operations. For instance, our system is expected to automatically locate a EUF within one frame, which is clinically acceptable, but in case the automatic selected EUF is not the exact one as desired, the user can simply press an arrow key to move one frame forward or backward. From our experience, the automatically localized ROI is acceptable even if there is a small distance from the ground truth location, but the user still can easily drag the ROI and move it around as desired. Finally, in refining the automatically identified lumen-intima and media-adventitia interfaces, the original snake formulation comes with spring forces for user interaction [8] , but given the small distance between the lumenintima and media-adventitia interfaces, we have found that "movable" hard constraints as proposed in [11] are far more effective than the spring forces in measuring CIMT.
Conclusion
In this paper, we presented a unified framework to fully automate and accelerate CIMT video interpretation. Specifically, we suggested a computer-aided CIMT measurement system with three components: (1) automatic frame selection in CIMT videos, (2) automatic ROI localization within the selected frames, (3) automatic intima-media boundary segmentation within the localized ROIs. We based each of the above components on a CNN with a LeNet-like architecture and then boosted the performance of the employed CNNs with effective pre-and post-processing techniques.
For frame selection, we demonstrated that how patch binarization as a pre-processing step and smoothing the probability signals as a post-processing step improve the results generated by the CNN. For ROI localization, we experimentally proved that the location of the carotid bulb, as a constraint in a post-processing setting, significantly improves ROI localization accuracy. For intima-media boundary segmentation, we employed open snakes as a post processing step to further improve the segmentation accuracy. We compared the results produced by the suggested system with those of a hand-crafted approach, demonstrating more accurate frame selection, ROI localization, and CIMT measurements. This superior performance is attributed to the effective use of CNNs coupled with pre-and post-processing steps, uniquely designed for the three CIMT tasks.
