Remarks on the metric induced by the Robin function by Borah, Diganta & Verma, Kaushal
ar
X
iv
:1
00
1.
51
01
v1
  [
ma
th.
CV
]  
28
 Ja
n 2
01
0
REMARKS ON THE METRIC INDUCED BY THE ROBIN FUNCTION
DIGANTA BORAH AND KAUSHAL VERMA
Abstract. Let D be a smoothly bounded pseudoconvex domain in Cn, n > 1. Using G(z, p), the
Green function for D with pole at p ∈ D associated with the standard sum-of-squares Laplacian, N.
Levenberg and H. Yamaguchi had constructed a Ka¨hler metric (the so-called Λ–metric) using the Robin
function Λ(p) arising from G(z, p). The purpose of this article is to study this metric by deriving its
boundary asymptotics and using them to calculate the holomorphic sectional curvature along normal
directions. It is also shown that the Λ-metric is comparable to the Kobayashi (and hence to the Bergman
and Carathe´odory metrics) when D is strongly pseudoconvex. The unit ball in Cn is also characterized
among all smoothly bounded strongly convex domains on which the Λ-metric has constant negative
holomorphic sectional curvature. This may be regarded as a version of Lu-Qi Keng’s theorem for the
Bergman metric.
1. Introduction
Let D be a smoothly bounded domain in Cn, n > 1 with smooth defining function ψ(z) so that D =
{ψ < 0}. For p ∈ D, let G(z, p) be the Green function for D with pole at p associated to the standard
Laplacian
∆ = 4
n∑
j=1
∂2
∂zj∂zj
on Cn ≈ R2n. The notation for the Green function will be enhanced to GD(z, p) if the need to emphasize
its dependence on D arises. Then G(z, p) is the unique function satisfying ∆G(z, p) = 0 on D \ {p},
G(z, p) → 0 as z → ∂D and G(z, p) − |z − p|−2n+2 is harmonic near p. Let Hp(z) be harmonic on D,
continuous on D and such that Hp(z) = −|z − p|
−2n+2 for z ∈ ∂D. The existence of such a function is
guaranteed by the solution to the Dirichlet problem and
G(z, p) = |z − p|−2n+2 +Hp(z)
is then the Green function for D with pole at p. Therefore
Λ(p) := lim
z→p
(
G(z, p)− |z − p|−2n+2
)
exists for each p ∈ D and is called the Robin constant at p and the map p 7→ Λ(p) is the Robin function
for D. Said differently Λ(p) = Hp(0). Hence it is possible to rewrite the expression for G(z, p) as
(1.1) G(z, p) = |z − p|−2n+2 + Λ(p) + hp(z)
where hp(z) = Hp(z) − Hp(0) is harmonic on D and satisfies hp(p) = 0 for all p ∈ D. The maximum
principle implies that Λ(p) < 0 for all p ∈ D and it was shown by Yamaguchi in [13] that p 7→ −Λ(p) is
a real analytic exhaustion function for D. The assertion that Λ(p) is real analytic is entirely local and
as such does not require any smoothness hypothesis on ∂D while the latter statement that −Λ(p) is an
exhaustion only needs the domain to be one where the Dirichlet problem can be solved. These claims are
therefore valid on a much larger class of bounded domains than the smoothly bounded ones, the point
here of course being that the smoothness assumption on ∂D does not play any vital role so far. Further
understanding of the Robin function came through the work of Levenberg-Yamaguchi ([10]) where they
derived explicit expressions for the complex Hessians of −Λ and log(−Λ) on smoothly bounded domains
using the technique of variation of domains. To describe this briefly, fix p0 ∈ D and a ∈ Cn a non-zero
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tangent vector at p0. Let ∆ρ ⊂ C be a disc around the origin with radius ρ > 0 such that p0 + at ∈ D
for all t ∈ ∆ρ. Consider the biholomorphism T : ∆ρ ×D → D = T (∆ρ ×D) defined by
T (t, z) = (t, z − at).
D is a locally trivial family of domains Dt = T ({t} ×D) such that p0 ∈ Dt for all t ∈ ∆ρ. The question
of understanding the complex Hessian of say −Λ at p0 along a, which tantamounts to varying the pole p
near p0, is transformed by T to a situation where the domains vary (i.e., t 7→ Dt) but the pole p0 ∈ Dt
remains fixed. Let λ(t) be the Robin constant for Dt at p0. It is not difficult to see that λ(t) = Λ(p0+at)
and hence
n∑
α,β=1
∂2(−Λ)
∂zα∂zβ
(p0)aαaβ =
∂2(−λ)
∂t∂t
(0).
The problem now is to understand the variation of λ(t) as a function of t and this is addressed in [10]. A
similar idea can be used to describe the complex Hessian of log(−Λ). To get a flavor of what’s involved,
the end results may be summarized as follows: let p0 and a be as above. Then
(1.2)
n∑
α,β=1
∂2(−Λ)
∂zαzβ
(p0)aαaβ =
1
(n− 1)σ2n
∫
∂D
K2(z, a)
∣∣∇zG(z, p0)∣∣2 dSz +
4
(n− 1)σ2n
∫
D
n∑
α=1
∣∣∣ n∑
β=1
aβ
∂
∂zα
Gβ(z, p0)
∣∣∣2 dVz
where σ2n is the surface area of the unit sphere in R
2n and K2(z, a) is a quantity whose non-negativity
(or strict positivity) is equivalent to z ∈ ∂D being a point of pseudoconvexity (or strong pseudoconvexity
respectively) –K2(z, a) is in fact manufactured from the Levi form of ∂D and can be shown to be indepen-
dent of the defining function ψ. Moreover ∇zG(z, p) =
(
∂G/∂z1(z, p), ∂G/∂z2(z, p), . . . , ∂G/∂zn(z, p)
)
for p ∈ D is well defined on D since the boundary is assumed to be smooth, and
Gβ(z, p) =
(
∂G
∂pβ
+
∂G
∂zβ
)
(z, p)
for 1 ≤ β ≤ n. The expression for the Hessian of log(−Λ) is similar:
(1.3)
n∑
α,β=1
∂2 log(−Λ)
∂zα∂zβ
(p0)aαaβ =
1
(n− 1)σ2n
(
− Λ(p0)
) ∫
∂D
K2(z,O)
∣∣∇zG(z, p0)∣∣2 dSz +
4
(n− 1)σ2n
(
− Λ(p0)
) ∫
D
n∑
β=1
∣∣∣ ∂
∂zβ
H(a, p0, z)
∣∣∣2 dVz
where the vector O depends on a, p0 and the first derivatives of Λ at p0 and H(a, p0, z) depends on
G(z, p0) and Gβ(z, p0) defined above. While the exact expressions for K2(z, .) and H(a, p0, z) may be
found in [10] it will suffice for our purposes to observe that the volume integral in both (1.2) and (1.3) is
non-negative. Thus the complex Hessians of −Λ and log(−Λ) are bounded from below by quantities that
depend on K2(z, .). Since D is smoothly bounded, the point that is farthest from, say the origin must
be strongly pseudoconvex and hence K2(z, .) > 0 on a non-empty open piece of ∂D. If in addition it is
assumed that D is pseudoconvex then K2(z, .) ≥ 0 everywhere on ∂D. It follows that −Λ and log(−Λ) are
both real analytic strongly plurisubharmonic exhaustions on smoothly bounded pseudoconvex domains.
Therefore on such a domain ωR = i∂∂ log(−Λ) is the fundamental form of a Ka¨hler metric that is induced
by the Robin function. This is the so-called Λ–metric and is given by
ds2z =
n∑
α,β=1
∂2 log(−Λ)
∂zα∂zβ
(z)dzα ⊗ dzβ .
As usual we let gαβ(z) = ∂
2 log(−Λ)/∂zα∂zβ(z) for 1 ≤ α, β ≤ n. An interesting alternative approach
for proving the plurisubharmonicity of −Λ was developed by Berndtsson in [2].
As an example take D = B(0, r) the euclidean ball of radius r > 0 in Cn. For p ∈ B(0, r) \ {0}
GD(z, p) = |z − p|
−2n+2 −
(
r/|p|
)2n−2
|z − p∗|−2n+2
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where p∗ =
(
r/|p|
)2
p is the point that is symmetric to p with respect to ∂B(0, r). When p is the origin
the Green function is |z|−2n+2 − 1. The Robin function is
Λ(p) = −
(
r/|p|
)2n−2
|p− p∗|−2n+2 = −r2n−2
(
r2 − |p|2
)−2n+2
< 0
for all p ∈ B(0, r) and this looks like the Bergman kernel for the ball of radius r > 0 restricted to the
diagonal albeit with a different exponent. Therefore the Λ–metric is, up to a constant, the Bergman
metric in this case.
The other example to consider is a half space given by H =
{
z ∈ Cn : 2ℜ
(∑n
α=1 aαzα
)
− c < 0
}
where
aα ∈ C and c is a real constant. For p ∈ H ,
GH(z, p) = |z − p|
−2n+2 − |z − p∗|−2n+2
where p∗ is the point that is symmetric to p with respect to the real hyperplane ∂H . Hence
(1.4) ΛH(p) = −|p− p
∗|−2n+2 = −
(
2 dist(p, ∂H)
)−2n+2
=
−
∑n
α=1 |aα|
2n−2(
2ℜ
(∑n
α=1 aαpα
)
− c
)2n−2 < 0.
When H = {z ∈ Cn : ℜzn < 0}, the Robin function ΛH(p) = −2−2n+2(pn + pn)
−2n+2 which evidently
implies that ωR is positive semi-definite and therefore the corresponding metric is degenerate.
For an arbitrary smoothly bounded pseudoconvex domain the Λ–metric is defined by a global potential
namely log(−Λ) and it is only natural to hope that getting a hold on finer properties of Λ would yield
more information about the metric. To this end, boundary asymptotics of Λ and its derivatives up to
order 3 were computed in [10] in terms of the defining function ψ. As a consequence it was shown that the
Λ–metric is complete on strongly pseudoconvex or smoothly bounded convex domains. For multi-indices
A = (α1, α2, . . . , αn), B = (β1, β2, . . . , βn) ∈ Nn let
DA =
∂|A|
∂zα11 ∂z
α2
2 · · · ∂z
αn
n
and DB =
∂|B|
∂zβ11 ∂z
β2
2 · · ·∂z
βn
n
and let DAB = DADB. Recall that a domain is called regular if there is a subharmonic barrier at each of
its boundary points in which case the Perron subsolution to the Dirichlet problem extends continuously
to the boundary.
Theorem 1.1. Let D ⊂ Cn be a bounded regular domain and Λ the associated Robin function. Let
Γ ⊂ ∂D be a C2-smooth open piece and fix z0 ∈ Γ. Suppose that ψ is a C2-smooth local defining function
for Γ near z0. Define the half space
H =
{
z ∈ Cn : 2ℜ
( n∑
α=1
∂ψ
∂zα
(z0)zα
)
− 1 < 0
}
and let ΛH denote the Robin function associated to H. Then for all multi-indices A,B ∈ Nn and z ∈ D
(−1)|A|+|B|
(
DABΛ(z)
)(
ψ(z)
)2n−2+|A|+|B|
→ DABΛH(0)
as z → z0.
This provides information about the boundary asymptotics of all derivatives of Λ since DαβΛH(0) can
be explicitly computed for all multi-indices A,B using (1.4) and in particular yields the following result
from [10].
Corollary 1.2. Let D ⊂ Cn be a C∞-smoothly bounded pseudoconvex domain (in which case the Λ–
metric is well defined) and fix z0 ∈ ∂D. Then for z ∈ D and 1 ≤ α, β ≤ n,
gαβ(z)
(
ψ(z)
)2
→ (2n− 2)
∂ψ
∂zα
(z0)
∂ψ
∂zβ
(z0)
as z → z0. Moreover for 1 ≤ α, β, γ ≤ n
∂3Λ
∂zα∂zβ∂zγ
(z)
(
ψ(z)
)2n+1
→ 2n(2n− 1)(2n− 2)
∂ψ
∂zα
(z0)
∂ψ
∂zβ
(z0)
∂ψ
∂zγ
(z0)
∣∣∇ψ(z0)∣∣2n−2
as z → z0.
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Invariant metrics such as those of Bergman, Carathe´odory and Kobayashi play an important role in
understanding the geometry of a given domain and their equivalence on smoothly bounded strongly
pseudoconvex domains is well known. While it is not clear to us whether the Λ–metric is invariant under
biholomorphisms, the question of how it compares with one of these canonical metrics seems natural to
consider. Let D ⊂ Cn be a C∞-smoothly bounded domain and fix z0 ∈ ∂D. Let ψ be a C∞-smooth
defining function for D. At each point p ∈ ∂D there is a canonical splitting Cn = Hp(∂D) ⊕ Np(∂D)
along the complex tangential and normal directions at p. A vector v ∈ Cn regarded as a tangent
vector at p ∈ ∂D can therefore be uniquely written as v = vH(p) + vN (p) where vH(p) ∈ Hp(∂D) and
vN (p) ∈ Np(∂D). The smoothness of ∂D implies that if z ∈ D is close enough to ∂D, there is then a
unique point π(z) ∈ ∂D that is closest to it, i.e., δ(z) = dist(z, ∂D) = |z−π(z)|. Regarding v as a vector
at z, we will write v = vH(π(z))+ vN (π(z)) and abbreviate them as vH(z), vN (z) respectively. Let Lψ(p)
be the hermitian matrix
(
∂2ψ/∂zα∂zβ(p)
)
. The Levi form is
〈Lψ(p)v, w〉 =
n∑
α,β=1
∂2ψ
∂zα∂zβ
(p)vαwβ
for p ∈ D, v = (v1, v2, . . . , vn), w = (w1, w2, . . . , wn) ∈ Cn, and where 〈·, ·〉 is the standard hermitian
inner product on Cn. When v = w, the Levi form will be denoted by Lψ(p, v) for the sake of brevity.
Further let FRD (z, v) =
(
ds2z(v, v)
)1/2
be the length of the tangent vector v at z ∈ D in the Λ–metric.
Theorem 1.3. Let D be a C∞-smoothly bounded pseudoconvex domain in Cn and fix z0 ∈ ∂D. Suppose
that ψ is a C∞-smooth defining function for D. Then for z ∈ D and v ∈ Cn,
(i) limz→z0 F
R
D
(
z, vN(z)
) (
− ψ(z)
)
= (2n− 2)1/2
∣∣vN (z0)∣∣ ∣∣ψ(z0)∣∣ and
(ii) limz→z0 F
R
D
(
z, vH(z)
) (
− ψ(z)
)1/2
= (2n− 2)1/2
(
Lψ
(
z0, vH(z0)
))1/2
where the limits are uniform for v in a compact subset of Cn.
It will be seen from the proof of this theorem that pseudoconvexity plays no role in deriving these
asymptotics; its presence (as far as this statement is concerned) merely serves to guarantee that the
Λ–metric is well defined. Moreover since |ψ(z)| ≈ δ(z) for z close to ∂D, (i) and (ii) above provide
the asymptotic rate at which the Λ–metric blows up in the normal and tangential directions. When
D is strongly pseudoconvex, there is a uniform positive lower bound on the Levi form and hence these
asymptotics are essentially the same as those obtained by Graham for the Kobayashi metric on a strongly
pseudoconvex domain (see [5]). This suggests that the Λ-metric and the Kobayashi metric must have
similar behaviour even globally on such domains. Let dR(p, q) denote the distance in the Λ-metric between
p, q in a given domain D. Likewise let dK(p, q), dC(p, q) and dB(p, q) be the distance between p, q in the
Kobayashi, the Carathe´odory and the Bergman metrics respectively on D.
Theorem 1.4. Let D be a C∞-smoothly bounded strongly pseudoconvex domain in Cn. Then there exists
a constant C ≥ 1 such that
C−1 dK(p, q) ≤ dR(p, q) ≤ C dK(p, q)
for all p, q ∈ D. The same holds with dK(p, q) replaced by dC(p, q) or dB(p, q) with a possibly different
C.
This has three consequences. First this recovers a result from [10] that the Λ-metric is complete on strongly
pseudoconvex domains. Second, it is possible to get an expression for dR(p, q) with a uniformly bounded
additive constant using ideas from [1]. First recall the Carnot-Carathe´odory metric on the boundary of
a smooth strongly pseudoconvex domain D with defining function ψ. Call a piecewise C1-smooth curve
α : [0, 1] → ∂D horizontal if for every t ∈ [0, 1] for which α′(t) exists, we have α′(t) ∈ Hα(t)(∂D). The
strong pseudoconvexity of ∂D implies that every pair of points p, q ∈ ∂D can be connected by a horizontal
curve. The length of α is
lα =
∫ 1
0
Lψ
(
α(t), α′(t)
)
dt
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and the Carnot-Carathe´odory distance dH(p, q) between p, q ∈ ∂D is the infimum of the lengths lα for
all possible horizontal curves α that join p, q. Define g : D ×D → R by
g(x, y) = 2 log
(
dH
(
π(x), π(y)
)
+max
(
h(x), h(y)
)
√
h(x)h(y)
)
where h2(x) = δ(x). Note that π is apriori well-defined and smooth only near ∂D, but a smooth extension
to all of D can be chosen and fixed once and for all to define g.
Corollary 1.5. Let D be a C∞-smoothly bounded strongly pseudoconvex domain in Cn. Then there are
uniform constants α > 1 and C > 0 such that
α−1 g(p, q)− C ≤ dR(p, q) ≤ α g(p, q) + C
for all p, q ∈ D.
Third, it also implies that for a strongly pseudoconvex domain D, the metric space (D, dR) is δ-
hyperbolic in the sense of Gromov, a notion which may be briefly described as follows (see [1] for more
details): let (X, d) be a metric space and I = [a, b] ⊂ R a compact interval. Fix x, y ∈ X and let
γ : I → X be a path that joins x and y. Call γ a geodesic segment if it is an isometry, i.e., for all
s, t ∈ I, d(γ(s), γ(t)) = |s − t|. Geodesic segments that join x and y will be denoted by [x, y] inspite
of their potential non-uniqueness. (X, d) is a geodesic space if any pair x, y ∈ X can be joined by a
geodesic segment. A geodesic space (X, d) is called δ-hyperbolic for some δ ≥ 0 if every geodesic triangle
[x, y] ∪ [y, z] ∪ [z, x] in X is δ-thin, i.e.,
dist
(
w, [y, z] ∪ [z, x]
)
< δ
for any w ∈ [x, y]. Said differently, there is a δ ≥ 0 such that the δ-neighbourhood of any two sides of a
given geodesic triangle contains the third. Therefore in a coarse sense all geodesic triangles are thin and
(X, d) behaves like a negatively curved manifold. A definition that works for more general metric spaces
(possibly non-geodesic) is as follows: choose a base point w ∈ X and define the product of x, y ∈ X with
respect to w as
(x, y)w =
1
2
{
d(x,w) + d(y, w)− d(x, y)
}
.
Then X is δ-hyperbolic for some δ ≥ 0 if
(x, y)w ≥ min
{
(x, z)w, (z, y)w
}
− δ
for all x, y, z, w ∈ X , which is equivalent to the more symmetric relation
d(x, y) + d(z, w) ≤ max
{
d(x, z) + d(y, w), d(x,w) + d(y, z)
}
+ 2δ.
It can be shown that for geodesic metric spaces these definitions are equivalent with possibly a different
δ ≥ 0.
On the other hand the belief that (D, dR), where D is strongly pseudoconvex, behaves like a negatively
curved space should be further substantiated by estimating the curvatures of the Λ-metric near ∂D as
was done for the Bergman metric in [7] using Fefferman’s expansion of the Bergman kernel on smooth
strongly pseudoconvex domains. Recall that the holomorphic sectional curvature at z ∈ D along the
direction v ∈ Cn is given by
R(z, v) =
Rijkl(z)v
ivjvkvl(
gijv
ivj
)2
where
Rijkl = −
∂2gij
∂zk∂zl
(z) + gνµ(z)
∂giµ
∂zk
(z)
∂gνj
∂zl
(z)
where gνµ =
(
gαβ
)−1
and gαβ(z) = ∂
2 log(−Λ)/∂zα∂zβ(z) and the standard convention of summing over
all indices that appear once in the upper and lower positions is being followed.
Theorem 1.6. Let D be a C2-smoothly bounded strongly pseudoconvex domain in Cn. Fix z0 ∈ ∂D and
v ∈ Cn. Then for z ∈ D
R
(
z, vN (z)
)
→ −1/(n− 1)
as z → z0 along the inner normal to ∂D at z0.
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As can be expected the proof of this statement uses the asymptotics of Λ from theorem 1.1. However it
does not follow directly from the information provided by theorem 1.1. To explain this heuristically, note
that corollary 1.2 shows that
gαβ(z) ∽
∂ψ
∂zα
(z0)
∂ψ
∂zβ
(z0)
/(
ψ(z)
)2
for z close to z0 and hence
det
(
gαβ(z)
)
∽ det
( ∂ψ
∂zα
(z0)
∂ψ
∂zβ
(z0)
)/(
ψ(z)
)2n
which is apriori indeterminate since the numerator vanishes and ψ(z)→ 0 as z → z0. Thus the difficulty
is to control gνµ. One way to do this is to show that
∂gαβ
∂zγ
(z) ∽
1(
ψ(z)
)2
for z close to z0 and all 1 ≤ α ≤ n− 1, 1 ≤ β, γ ≤ n and this can be done along the inner normal at z0.
A direct calculation using the asymptotics of theorem 1.1 yields a rate of blow up for the derivatives of
gαβ that is of the order of
(
ψ(z)
)−3
which is not enough to control the indeterminacy in gνµ. While a
similar estimate for the holomorphic curvature should hold along tangential directions (and indeed along
all directions) without any additional assumptions on the way z approaches z0, a stronger claim about
the blow up of the fourth order derivative of Λ near the boundary is needed and this is not a direct
consequence of theorem 1.1. This point will be discussed further later on in the article.
Another remark about the Λ-metric is motivated by Lu-Qi Keng’s theorem which states that a bounded
domain in Cn with complete Bergman metric and whose holomorphic sectional curvature is equal to a
negative constant everywhere must be biholomorphic to the ball. Using ideas from [3] it is possible to
prove a version of this result for the Λ-metric.
Theorem 1.7. Let D be a C∞-smoothly bounded strongly convex domain in Cn. Suppose that the Λ-
metric on D has constant negative holomorphic sectional curvature. Then D is biholomorphic to the ball
Bn and the Λ-metric is proportional to the Bergman metric.
Finally, it is also possible to show the interior stability of the Λ–metric on a smoothly varying family of
domains in Cn.
Theorem 1.8. Let D be a C∞-smoothly bounded pseudoconvex domain in Cn and let Dj be a sequence
of smoothly bounded pseudoconvex domains that converge to D in the C2-topology. Let ds2, ds2j be the
Λ–metrics on D and Dj respectively. Denote by R(p, v), Rj(p, v) the holomorphic sectional curvatures
of D,Dj respectively at p ∈ D along v ∈ Cn. Then ds2j → ds
2 uniformly on compact subsets of D and
Rj → R uniformly on compact subsets of D ×Cn.
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their remarks and encouragement. We would also like to thank Harish Seshadri for a timely and very
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2. Properties of the Robin function
To obtain information about Λ(p) it would be desirable to first understand a few of its basic properties.
All the properties mentioned below were proved in [13] and the sole purpose of this exposition is to
clarify certain salient features that will be needed later. It should also be noted that while some of these
properties hold on a more general class of domains, it will suffice for us to restrict attention to bounded
regular domains.
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Lemma 2.1. Let D ⊂ Cn be a bounded regular domain and fix p ∈ D. Then for every r > 0 such that
the ball B(p, r) is relatively compact in D,
Λ(p) = −
1
r2n−2
+
1
σ2nr2n−1
∫
∂B(p,r)
G(z, p) dSz(2.1)
where σ2n is the surface area of the unit sphere in C
n and dSz is the surface area element on ∂B(p, r).
Moreover Λ < 0 in D.
Proof. As noted in (1.1)
G(z, p) = |z − p|−2n+2 + Λ(p) + hp(z)
where hp(z) is harmonic on D and hp(p) = 0. For every r > 0 as above integrate this over ∂B(p, r) to
get
Λ(p) = −
1
r2n−2
+
1
σ2nr2n−1
∫
∂B(p,r)
G(z, p) dSz +
1
σ2nr2n−1
∫
∂B(p,r)
hp(z) dSz.
Since hp(z) is harmonic in D, the last term in the expression above, which is the mean value of hp(z) on
∂B(p, r) equals hp(p) = 0 and this gives the desired result.
For the other claim, choose R > 0 large enough so that D ⊂ B = B(0, R). For p ∈ D, let GD(z, p)
and GB(z, p) be the Green functions for D and B respectively with pole at p. Then GD(z, p)−GB(z, p)
is harmonic on D and equals −GB(z, p) on ∂D. Hence the maximum principle shows that GD(z, p) ≤
GB(z, p) on D. Consequently for all p ∈ D, Λ(p) is at most the Robin function for B at p which is
negative. 
Lemma 2.2. Let D ⊂ Cn be a bounded regular domain. Then Λ is real analytic on D.
Proof. Since G(z, p) is known to be symmetric in z, p so is Hp(z) = G(z, p) − |z − p|−2n+2. Hence the
function H defined on D ×D as H(z, p) = Hp(z) is harmonic in z as well as p. Moreover the maximum
principle implies that H(z, p) ≤ 0 in D×D. Now fix p0 ∈ D and let B = B(p0, r) be a relatively compact
ball in D. Applying the Poisson integral formula twice and appealing to Fubini’s theorem shows that
Λ(p) =
1
(σ2nr)2
∫∫
∂B×∂B
H(z, w)
(
r2 − |z − p|2
)(
r2 − |w − p|2
)
|z − p|2n|w − p|2n
dSz dSw
for all p ∈ B. It follows that Λ(p) is real analytic in B. 
Lemma 2.3. Let D ⊂ Cn be a bounded regular domain. Then −Λ is an exhaustion function for D.
Proof. Let p0 ∈ ∂D and let M > 0 be given. Choose a ball B = B(p0, r) such that |z − p|−2n+2 > M for
all z, p ∈ B. Let u−M (z) be the harmonic function in D whose boundary values are −M on B ∩ ∂D and
0 on ∂D \B. Fix p ∈ B ∩D and consider the function s(z) in D defined by
s(z) =
{
u−M (z)−Hp(z), if z 6= p
u−M (z)− Λ(p), if z = p.
The function s(z) is harmonic in D. To see what the boundary values of s(z) are, fix a ∈ B ∩ ∂D. Then
s(z)→ −M + |a− p|−2n+2 > 0
as z → a. On the other hand if a ∈ ∂D \B, then
s(z)→ −Hp(a) = |a− p|
−2n+2 > 0
as z → a. It follows from the maximum principle that s(z) ≥ 0 in D and in particular s(p) ≥ 0. Hence
u−M (p) ≥ Λ(p) for all p ∈ D ∩B. Consequently,
lim sup
p→p0
Λ(p) ≤ lim sup
p→p0
u−M (p) = −M,
which means that limp→p0 Λ(p) = −∞. 
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3. Boundary behaviour of Λ
The main goal of this section is to prove theorem 1.1. The basic strategy is to blow up a neighbourhood
of z0 ∈ Γ by means of affine maps Tj associated with a sequence zj → z0 to get a half space as was
done in [10]. The affine maps produce a sequence of scaled domains Dj = Tj(D) and we study the
family of Green functions associated to these domains, but the first step is to localise the problem near
z0. For this fix a neighbourhood U of z0 ∈ Γ and a smooth local defining function ψ for U ∩ Γ so that
U ∩D = {z ∈ Cn : ψ < 0}.
Proposition 3.1. There exists a neighbourhood V of z0 compactly contained in U and a constant C > 0
depending only on U such that
GU∩D(z, p) ≤ GD(z, p) ≤ GU∩D(z, p) + C
for all z, p ∈ V .
Proof. Fix R > 0 so that B = B(z0, 2R) is compactly contained in U and let V = B(z0, R). The
first inequality is known and follows from the inclusion U ∩ D ⊂ D. Indeed, the harmonic function
GU∩D(z, p) − GD(z, p) on U ∩ D is at most −GD(z, p) ≤ 0 on the boundary of U ∩ D. Therefore the
maximum principle shows that GU∩D(z, p) ≤ GD(z, p) for all z, p ∈ U and in particular if z, p ∈ V .
For the upper estimate let Γ1 = B ∩ ∂D, Γ2 = ∂D \ B and Γ3 = ∂B ∩ D. For a bounded regular
domain Ω ⊂ Cn, let dµΩz denote the harmonic measure on ∂Ω at z ∈ Ω and recall that
GΩ(z, ξ) = |z − ξ|
−2n+2 −
∫
∂Ω
|t− ξ|−2n+2 dµΩz
for z, ξ ∈ Ω. Noting that Γ1 is a common component of the boundaries of B ∩D and D and appealing
to this representation of the Green function it follows that
GD(z, p)−GU∩D(z, p) ≤ GD(z, p)−GB∩D(z, p)
= −
(∫
Γ1
|t− p|−2n+2 dµDz −
∫
Γ1
|t− p|−2n+2 dµB∩Dz
)
−
∫
Γ2
|t− p|−2n+2 dµDz +
∫
Γ3
|t− p|−2n+2 dµB∩Dz
for z, p ∈ V . Since dµB∩Dz ≤ dµ
D
z the first term in the brackets is non-negative and so is the integral
over Γ2 since dµ
D
z ≥ 0 for all z. Finally if t ∈ Γ3 and p ∈ V it follows that |t− p|
−2n+2 ≤ R−2n+2 for all
z ∈ V . It follows that GD(z, p)−GU∩D(z, p) ≤ R−2n+2 for all z, p ∈ V . 
Let {zj} be a sequence in D that converges to z0 and we may assume without loss of generality that all
zj ∈ U ∩D. Consider the affine maps
Tj(z) = (z − zj)/(−ψ(zj))
that blow up any fixed neighbourhood of z0 in the sense that for any compact K ⊂ Cn there is a j0 such
that K ⊂ Tj(U) for all j ≥ j0. Let Dj = Tj(D) and (U ∩ D)j = Tj(U ∩ D). Note that Tj(zj) = 0 and
hence 0 ∈ Dj for all j. The defining function for Dj in (U ∩D)j is
ψ ◦ T−1j (z) = ψ
(
zj + z
(
− ψ(zj)
))
= ψ(zj) + 2ℜ
( n∑
α=1
∂ψ
∂zα
(zj)zα
)(
− ψ(zj)
)
+
(
ψ(zj)
)2
O(1).
Then
ψ˜j(z) = ψ ◦ T
−1
j (z)
/
(−ψ(zj)) = −1 + 2ℜ
( n∑
α=1
∂ψ
∂zα
(zj)zα
)
+
(
− ψ(zj)
)
O(1)
is again a defining function for Dj in (U ∩D)j and in the limit it can be seen that these defining functions
converge to
ψ∞(z) = −1 + 2ℜ
( n∑
α=1
∂ψ
∂zα
(z0)zα
)
.
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in the C2 topology on every compact set in Cn. In particular this implies that the domains Dj converge
to the half space
H =
{
z ∈ Cn : 2ℜ
( n∑
α=1
∂ψ
∂zα
(z0)zα
)
− 1 < 0
}
in the Hausdorff sense. To see this let K ⊂ H be compact. Then ψ∞(K) < 0 and since K ⊂ Tj(U)
for large j it follows that ψ˜j(K) < 0 for all large j. Conversely if K is compactly contained in Dj then
ψ˜j(K) < −c < 0 for some uniform c = c(K) > 0. Passing to the limit it follows that ψ∞(K) ≤ −c < 0
which exactly means thatK is compactly contained inH. Exactly the same argument shows that (V ∩D)j
converges to H as well in the Hausdorff sense where V is as in proposition 3.1.
Let Gj be the Green function for Dj and let Λj be the associated Robin function. Likewise let GH
be the Green function for the half space H and ΛH the corresponding Robin function. For brevity let
D˜ = U ∩D where U is as above and D˜j = Tj(U ∩D). Finally let G˜j , Λ˜j be the Green function and the
associated Robin function for D˜j . Using (1.1) it can be seen that
(3.1) Gj
(
Tj(z), Tj(p)
)
= GD(z, p)
(
ψ(zj)
)2n−2
and that
Λj
(
Tj(p)
)
= Λ(p)
(
ψ(zj)
)2n−2
which can be rewritten as
(3.2) Λj(p) = Λ
(
zj − pψ(zj)
) (
ψ(zj)
)2n−2
for all j and p ∈ Dj.
Proposition 3.2. For every p ∈ H,
{
Gj(z, p)
}
has a subsequence that converges uniformly on compact
subsets of H \ {p} to a function G˜(z, p) which is harmonic on H \ {p}.
Proof. First assume that p = 0 ∈ Dj for all j which implies that Gj(z, 0) is well defined on Dj \ {0}. Let
K be a compact subset of H \ {0}. Then K ⊂ Tj(V ∩D) ⊂ D˜j ⊂ Dj for large j. For z ∈ K and j large,
proposition 3.1 shows that
GD˜
(
T−1j (z), zj)
)
≤ GD
(
T−1j (z), zj
)
≤ GD˜
(
T−1j (z), zj)
)
+ C
for some uniform constant C > 0 and this is equivalent to
(3.3) G˜j(z, 0) ≤ Gj(z, 0) ≤ G˜j(z, 0) + C
(
ψ(zj)
)2n−2
by (3.1). Now G˜j(z, 0) is harmonic on D˜j\{0} and satisfies 0 ≤ G˜j(z, 0) ≤ |z|
−2n+2 there by the maximum
principle. In particular,
{
G˜j(z, 0)
}
is uniformly bounded on K and hence it admits a subsequence that
converges uniformly on compact subsets of H\{0} to a function G˜ that is harmonic on H\{0}. By (3.3)
the same is therefore true of Gj(z, 0).
In general if p ∈ H and K ⊂ H \ {p} is compact, then both K and p are contained in Tj(V ∩ D) ⊂
D˜j ⊂ Dj for j large so that Gj(z, p) is well defined on K. As before
GD˜
(
T−1j (z), T
−1
j (p)
)
≤ GD
(
T−1j (z), T
−1
j (p)
)
≤ GD˜
(
T−1j (z), T
−1
j (p))
)
+ C
for some uniform C > 0 and j large. This implies that
(3.4) G˜j(z, p) ≤ Gj(z, 0) ≤ G˜j(z, p) + C
(
ψ(zj)
)2n−2
as before. Since G˜j(z, p) is harmonic on D˜j \ {p} and satisfies 0 ≤ G˜j(z, p) ≤ |z − p|−2n+2 there by
the maximum principle, it follows that
{
G˜j(z, p)
}
is uniformly bounded on K. In particular there is
a subsequence that converges uniformly on compact subsets of H \ {p} to G˜(z, p) that is harmonic on
H \ {p}. By (3.4) the same holds for
{
Gj(z, p)
}
. 
Proposition 3.3. G˜(z, p) is the Green function for H with pole at p, i.e., G˜(z, p) = GH(z, p).
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The proof of this requires a quantitative understanding of the behaviour of G˜(z, p) near ∂H and for this
an auxiliary step from [8] will be needed. Once this has been proved it will follow that every convergent
subsequence of Gj(z, p) has a unique limit, namely GH(z, p). Hence Gj(z, p) → GH(z, p) uniformly on
compact subsets of H \ {p}. A point x ∈ Rm will be written as x = (′x, xm) ∈ R
m−1 ×R.
Lemma 3.4. Let B ⊂ Rm be the unit ball. Let B˜ = B((′0, 1), 1),Ω = B ∩ B˜c and τ = ∂B \ B˜. Then
there is a harmonic function H on a neighbourhood of Ω which is non-negative on Ω and a constant
c = c(B) > 0 such that
(i) H(0) = 0
(ii) H(x) > 0 if x ∈ Ω \ {0}
(iii) H(x) ≥ 1 for all x ∈ τ
(iv) H(′0,−t) ≤ ct for all 0 ≤ t ≤ 1.
Proof. The Kelvin transform of f(x) = xm with respect to ∂B˜ is given by
f∗(x) =
f(x∗)
|x− (′0, 1)|m−2
for x ∈ Rm \ {(′0, 1)} and
x∗ =
x− (′0, 1)
|x− (′0, 1)|2
+ (′0, 1)
which is the inversion of x with respect to ∂B˜. Thus
f∗(x) =
(xm − 1) + |x− (′0, 1)|2
|x− (′0, 1)|m
and since f is harmonic on Rm, it follows that f∗ is harmonic on Rm \ {(′0, 1)}. Evidently f∗(0) = 0.
Let x ∈ Ω \ {0}. Then |x− (′0, 1)| ≥ 1. Two cases arise – first, if xm > 0 then
(xm − 1) + |x− (
′0, 1)|2 > −1 + 1 = 0
and hence f∗(x) > 0. On the other hand if xm < 0 then
(xm − 1) + |x− (
′0, 1)|2 = x21 + x
2
2 + . . .+ x
2
m−1 + xm(xm − 1) > 0
and hence f∗(x) > 0 again. Finally if xm = 0 then the above expression is the sum of squares of the
first m − 1 components of x and this is positive since x 6= 0. Thus f∗(x) > 0. It follows that there is a
constant c > 0 such that cf∗ ≥ 1 on τ . Let H(x) = cf∗(x). By construction H satisfies (i), (ii) and (iii).
For (iv) note that if 0 ≤ t ≤ 1 then
H(′0,−t) = ct/(1 + t)m−1 ≤ ct.

In general if L : Rm → Rm is an affine transformation of the form L(x) = αAx + b where α > 0 and A
is orthogonal and Ω′ = L(Ω), then H˜(x) = H ◦ L−1 is harmonic in a neighbourhood of Ω
′
and satisfies
H˜(b) = 0, H˜(x) > 0 on Ω
′
\ {b}, H˜(x) ≥ 1 on L(τ) and H˜(L(′0,−t)) ≤ ct for all 0 ≤ t ≤ 1. Now fix
z0 ∈ ∂H \ {∞} and a neighbourhood U of z0. Since the defining functions for U ∩ ∂D˜j converge to that
of U ∩ ∂H in the C2(U) topology, the implicit function theorem shows that for j large there is a uniform
R > 0 such that if r < R and qj ∈ U ∩ ∂D˜j, there is a ball of radius r around c = c(qj) that lies outside
∂D˜j and whose closure touches ∂D˜j only at qj .
Proposition 3.5. Let z0 ∈ ∂H \ {∞} and K ⊂ H compact. Then there exists a neighbourhood U of z0
disjoint from K and a constant C = C(z0,K) > 0 such that
G˜(z, p) ≤ C δ(z) |z − p|−2n+1
where z ∈ U ∩H, p ∈ K and δ(z) is the distance of z to ∂H.
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Proof. Fix a neighbourhood U of z0 disjoint from K and let R > 0 be as above. Fix p ∈ K and without
loss of generality assume that
R <
(
dist(z0,K)
)/
2.
Choose s > 0 sufficiently small that
δ(z) <
(
R |z − p|
)/(
4 |z0 − p|
)
for all z ∈ B(z0, s) and p ∈ K. By shrinking s if needed we may assume that π(z) ∈ U whenever
z ∈ B(z0, s) ∩D and that s < dist(z0,K). Now fix z ∈ B(z0, s) ∩H and define
α =
(
R |z − p|
)/(
2 |z0 − p|
)
< |z − p|/4
and note that
2 δ(z) < α ≤
R
(
|z − z0|+ |z0 − p|
)
2|z0 − p|
< R
since |z − z0| ≤ s < dist(z0,K). Let πj(z) ∈ U ∩ ∂D˜j realise the distance between z and U ∩ ∂D˜j
and let δj(z) = dist(z, U ∩ ∂D˜j) = |πj(z) − z| and note that δj(z) → δ(z) as j → ∞. Define Ωj =
B(πj(z), α) ∩Bc(cj , α) where cj = cj(πj(z)). If w ∈ ∂Ωj ∩ D˜j then
|z − w| ≤ |z − πj(z)|+ |πj(z)− w| = δj(z) + α < 2α
and therefore
|p− w| ≥ |p− z| − |z − w|
≥ |p− z| − 2α ≥ |p− z|/2.
This shows that
(3.5) G˜j(w, p) ≤ |w − p|
−2n+2 ≤ 22n−2|z − p|−2n+2
for w ∈ ∂Ωj ∩ D˜j . Let Hj be the harmonic function on Ωj whose existence is guaranteed by lemma 3.4
and the remark after it. Since Hj(w) ≥ 1 on ∂Ωj ∩ D˜j it follows from (3.5) that
G˜j(w, p) ≤ Hj(w) 2
2n−2|z − p|−2n+2
for w ∈ ∂Ωj ∩ D˜j . But if w ∈ Ωj ∩ ∂D˜j then
0 = G˜j(w, p) ≤ Hj(w) 2
2n−2|z − p|−2n+2
and hence the maximum principle shows that
G˜j(w, p) ≤ Hj(w) 2
2n−2|z − p|−2n+2
for all w ∈ Ωj ∩ D˜j . Let nj(πj(z)) be the outward real normal to ∂D˜j at πj(z) and define zj =
πj(z)− δ(z)nj(πj(z)). Since zj → z and D˜j converge to H in the Hausdorff sense it follows that zj ∈ Dj
for all large j. Hence
(3.6) G˜j(zj , p) ≤ Hj(zj) 2
2n−2|z − p|−2n+2
for all large j. But property (iv) of H from lemma 3.4 shows that Hj(zj) ≤ c δ(z)/α and with this (3.6)
becomes
G˜j(zj , p) ≤ (c δ(z)/α) 2
2n−2|z − p|−2n+2
which is the same as
G˜j(zj, p) ≤ C δ(z) |z − p|
−2n+1
after using the definition of α with C = (c/R)22n−1
(
dist(z0,K)
)−1
> 0. It remains to observe that
G˜j(zj , p)→ G˜(z, p) which completes the proof. 
To continue with the proof of proposition 3.3, fix p ∈ H. Since G˜(z, p) is already known to be harmonic
on H \ {p} it suffices to show that G˜(z, p) − |z − p|−2n+2 is harmonic near p and that G˜(z, p) → 0 as
z → ∂H. Fix a small ball B = B(p, r) ⊂ H and note that Hj(z, p) = Gj(z, p)− |z − p|−2n+2 is harmonic
on a neighbourhood of B for all j. Moreover
Hj(z, p)→ G˜(z, p)− |z − p|
−2n+2
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uniformly on ∂B and hence on B by the maximum principle. It follows that G˜(z, p) − |z − p|−2n+2 is
harmonic near p. For the other claim, note that
0 ≤ G˜(z, p) ≤ |z − p|−2n+2
for all z ∈ H\{p} since the same holds for all Gj(z, p). For a given ǫ > 0 it is therefore possible to choose
a large ball B(p,R) such that G˜(z, p) < ǫ for z ∈ H \ B(p,R). On the other hand there is a finite cover
of ∂H ∩B(p,R) by open balls in which the estimate
G˜(z, p) . δ(z) |z − p|−2n+1
of proposition 3.5 holds. Combining these observations it follows that if z is close enough to ∂H then
G˜(z, p) < ǫ and this completes the proof of proposition 3.3.
Proposition 3.6. Gj(z, p) − |z − p|−2n+2 converges to GH(z, p) − |z − p|−2n+2 uniformly on compact
subsets of H×H.
Proof. By a linear change of coordinates we may assume that H = {z ∈ Cn : ℜzn < 0}. First consider
(z0, p0) ∈ H ×H off the diagonal, i.e., z0 6= p0. Let U0, V0 ⊂ H be neighbourhoods of z0, p0 respectively
that have disjoint closures. For a given ǫ > 0, choose R > 0 large such that
2|z − p|−2n+2 < ǫ
for all |z| > R and p ∈ V0. Define
Ω(τ, η) =
{
z ∈ Cn : |zj | ≤ 2τ for 1 ≤ j ≤ n− 1, |ℑzn| ≤ 2τ,−2τ ≤ ℜzn ≤ −η
}
for τ, η > 0. Note that Ω(τ, η) ⊂ H and that U0, V0 ⊂ Ω(τ, η) by taking τ ≫ 1 and η > 0 small enough.
Moreover for a fixed τ, η, Ω(τ, η) ⊂ Dj for all large j. Therefore Gj(z, p) is well defined on Ω(τ, η) for
each p ∈ V0 and j large. By the maximum principle∣∣Gj(z, p)−GH(z, p)∣∣ < 2|z − p|−2n+2 < ǫ
for z ∈ ∂Ω(R, η) \ B(0, R) and p ∈ V0. For η > 0 small, there is a finite cover of ∂Ω(R, η) ∩ B(0, R) in
which
Gj(z, p) . δ(z) |z − p|
−2n+1 and GH . δ(z) |z − p|
−2n+1
for j large, each p ∈ V0 and z ∈ ∂Ω(R, η) ∩B(0, R). This is a consequence of proposition 3.5. Therefore∣∣Gj(z, p)−GH(z, p)∣∣ . δ(z) |z − p|−2n+1 = η|z − p|−2n+1 < ǫ
for z ∈ ∂Ω(R, η) ∩ B(0, R) and p ∈ V0 if η > 0 is small enough. Now for each p ∈ V0, the function
Gj(z, p) −GH(z, p) is harmonic in Ω(R, η) and in modulus is at most ǫ on ∂Ω(R, η). By the maximum
principle ∣∣Gj(z, p)−GH(z, p)∣∣ < ǫ
for each p ∈ V0 and z ∈ U0 ⊂ Ω(R, η) in particular. Hence
Gj(z, p)− |z − p|
−2n+2 → GH(z, p)− |z − p|
−2n+2
uniformly on compact subsets of H×H \ (diagonal).
Now fix (z0, z0) ∈ H×H. Let N be a small neighbourhood of (z0, z0) in the diagonal in H×H. Then
there is a uniform ρ > 0 such that the family F of horizontal plaques parametrised by
φz(ζ) = (z + ρζ, z)
where ζ = (ζ1, ζ2, . . . , ζn) ∈ ∆
n and z ∈ N contains a neighbourhood of (z0, z0) along the diagonal
possibly smaller than N . By shrinking N if needed it follows that the boundary ∂F of this family of
horizontal plaques is disjoint from the diagonal. The argument above shows that
Gj(z, p)− |z − p|
−2n+2 → GH(z, p)− |z − p|
−2n+2
uniformly on ∂F and hence the maximum principle shows that the convergence is uniform even around
(z0, z0) and this completes the proof. 
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Proof of Theorem 1.1: From (3.2) it follows that
DABΛj(0) = (−1)
|A|+|B|
(
DABΛ(zj)
)(
ψ(zj)
)2n−2+|A|+|B|
where the derivatives are with respect to p. Now fix a compactly contained ball U = B(0, r) ⊂ H and
note that U ⊂ Dj for all j large. For each such j and p ∈ U , lemma 2.2 shows that
Λj(p) =
1
(σ2nr)2
∫∫
∂U×∂U
Hj(z, w)
(
r2 − |z − p|2
)(
r2 − |w − p|2
)
|z − p|2n|w − p|2n
dSz dSw
where Hj(z, w) = Gj(z, w)−|z−w|−2n+2. Differentiating with respect to p under the integral sign shows
that
DABΛj(p) =
1
(σ2nr)2
∫∫
∂U×∂U
Hj(z, w)D
AB
(
r2 − |z − p|2
|z − p|2n
)(
r2 − |w − p|2
|w − p|2n
)
dSz dSw.
Since Hj(z, w) converges to H∞(z, w) = GH(z, w) − |z − w|−2n+2 uniformly on ∂U × ∂U , the integral
above converges to
1
(σ2nr)2
∫∫
∂U×∂U
H∞(z, w)D
AB
(
r2 − |z − p|2
|z − p|2n
)(
r2 − |w − p|2
|w − p|2n
)
dSz dSw = D
ABΛH(p).
Setting p = 0 shows that
(−1)|A|+|B|
(
DABΛ(zj)
)(
ψ(zj)
)2n−2+|A|+|B|
→ DABΛH(0)
as zj → z0 which finishes the proof.
4. Comparison with the Kobayashi metric
LetD be a C∞-smoothly bounded domain and ψ a C∞-smooth defining function forD. i.e., D = {ψ < 0},
∂D = {ψ = 0} and the gradient of ψ does not vanish on ∂D. Fix z0 ∈ ∂D. Define
(4.1) λ(z) = Λ(z)
(
ψ(z)
)2n−2
for z ∈ D. In what follows, the standard convention of denoting derivatives by suitable subscripts will
be followed. For example ψα = ∂ψ/∂zα, ψαβ = ∂
2ψ/∂zα∂zβ etc. By theorem 1.1 it follows that
λ(z) = Λ(z)
(
ψ(z)
)2n−2
→ −
∣∣∇ψ(z0)∣∣2n−2
as z → z0 which implies that λ is continuous on D. A stronger result was proved in [10], namely that λ
is C2-smooth on D. They in fact conjecture that λ must be C∞ smooth on D.
It must be noted that the boundary behaviour of Λ and its second order derivatives was obtained as
a consequence of the C2 smoothness of λ on D in [10]. On the other hand theorem 1.1 does not involve
λ and so it is tempting to see if the boundary smoothness of λ can be obtained using the information
there. As seen above, this approach does yield the continuity of λ on D. However there is a problem
when derivatives of λ are considered. Indeed,
λα = Λα ψ
2n−2 + (2n− 2)Λψ2n−3 ψα
for 1 ≤ α ≤ n. By theorem 1.1 it follows that
Λα(z)
(
ψ(z)
)2n−1
→ (2n− 2)ψα(z0)
∣∣∇ψ(z0)∣∣2n−2
and hence λα(z)ψ(z)→ 0 as z → z0 which does not apriori show that λα is continuous at z0. D will now
be assumed to be pseudoconvex so that the Λ–metric is well defined and 〈·, ·〉 as before will denote the
standard hermitian inner product on Cn. To begin with note that a straightforward calculation using
(4.1) implies that
Lemma 4.1. Let λ be as above. For 1 ≤ α, β ≤ n
(i) Λα = ψ
−2n+2
(
λα − (2n− 2)λψα ψ
−1
)
,
(ii) Λαβ = ψ
−2n+2
(
λαβ − (2n− 2)(λα ψβ + λβ ψα)ψ
−1
+ (2n− 2)(2n− 1)λψα ψβ ψ
−2 − (2n− 2)λψαβ ψ
−1
)
.
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Proposition 4.2. Let D,ψ be as above. Then there is a neighbourhood N of ∂D such that∣∣∣〈vH(z), ∂ψ(z)〉∣∣∣ = ∣∣∣ n∑
α=1
ψα(z) v
α
H(z)
∣∣∣ . δ(z)
for all z ∈ N ∩D and vectors v of unit length.
Proof. Choose a tubular neighbourhood N of ∂D so small that the distance δ(z) of z to ∂D is realised
by a unique point π(z) ∈ ∂D and such that all derivatives of ψ up to second order are uniformly bounded
on it. For v ∈ Cn and z ∈ N ∩D note that〈
vH(z), ∂ψ
(
π(z)
)〉
= 0
and thus 〈
vH(z), ∂ψ(z)
〉
=
〈
vH(z), ∂ψ(z)− ∂ψ
(
π(z)
)〉
.
Since |z − π(z)| = δ(z) it follows that ∣∣∣〈vH(z), ∂ψ(z)〉∣∣∣ . δ(z)
for z ∈ N ∩D and |v| = 1. 
Proof of Theorem 1.3: For v ∈ Cn regarded as a tangent vector at z ∈ D we have
(4.2)
(
FRD (z, v)
)2
=
n∑
α,β=1
∂2 log(−Λ)
∂zα∂zβ
(z)vαvβ = A− |B|2
where
A = Λ−1
n∑
α,β=1
Λαβv
αvβ = Λ−1LΛ(z, v) and B = Λ
−1
n∑
α=1
Λαv
α = Λ−1〈v, ∂Λ〉.
¿From λ = Λψ−2n+2 and lemma 4.1 it is seen that
A = λ−1Lλ(z, v)− 2(2n− 2)(λψ)
−1 ℜ
(
〈v, ∂λ〉 〈∂ψ, v〉
)
+ (2n− 2)(2n− 1)ψ−2
∣∣〈v, ∂ψ〉∣∣2 − (2n− 2)ψ−1Lψ(z, v)
and
B = λ−1〈v, ∂λ〉 − (2n− 2)ψ−1 〈v, ∂ψ〉.
Now fix a compact S ⊂ Cn. If v varies in S and z is close to ∂D then
(4.3) vN = vN (z) =
〈
v, ∂ψ
(
π(z)
)〉
∣∣∂ψ(π(z))∣∣2 ∂ψ
(
π(z)
)
also varies compactly. Since λ is C2 on D and non-zero there, both λ−1〈vN , ∂λ〉 and λ−1 i∂∂λ(vN , vN )
are uniformly bounded for all v ∈ S and z near ∂D. Also (4.3) shows that∣∣〈vN , ∂ψ〉∣∣→ ∣∣vN (z0)∣∣ ∣∣∂ψ(z0)∣∣ = ∣∣vN (z0)∣∣ ∣∣∂ψ(z0)∣∣
and
Lψ(z, vN)→ Lψ
(
z0, vN (z0)
)
as z → z0, the convergence being uniform for v ∈ S. It follows that(
− ψ(z)
)2
A→ (2n− 2)(2n− 1)|vN (z0)|
2 |∂ψ(z0)|
2
and (
− ψ(z)
)
B → −(2n− 2)
∣∣vN (z0)∣∣ ∣∣∂ψ(z0)∣∣
as z → z0. Consequently (4.2) shows that(
− ψ(z)
)2(
FRD (z, vN(z)
))2
=
(
− ψ(z)
)2
A−
(
− ψ(z)
)2
|B|2
→ (2n− 2)
∣∣vN (z0)∣∣2 ∣∣∂ψ(z0)∣∣2
as z → z0 which proves the first assertion of this theorem.
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For vH = vH(z) = v − vN (z) the terms λ−1〈vH , ∂λ〉 and λ−1Lλ(z, vH) are uniformly bounded for
v ∈ S and z near ∂D as before. By the previous lemma∣∣ψ−1〈vH , ∂ψ〉∣∣ . 1
if z is close enough to ∂D since |ψ(z)| ≈ δ(z). This shows that B is bounded near z0. Also
Lψ(z, vH)→ Lψ
(
z0, vH(z0)
)
as z → z0, the convergence being uniform in v ∈ S. It follows that(
− ψ(z)
)
A→ (2n− 2)Lψ
(
z0, vH(z0)
)
and (
− ψ(z)
)
|B|2 → 0
as z → z0. Consequently (4.2) shows that(
− ψ(z)
)(
FRD
(
z, vH(z)
))2
=
(
− ψ(z)
)
A−
(
− ψ(z)
)
|B|2
→ (2n− 2)Lψ
(
z0, vH(z0)
)
as z → z0 which proves the second assertion and completes the proof of this theorem.
For the proof of theorem 1.4, which is a statement about the global comparibility of the Λ–metric and
the Kobayashi metric it is essential to know the behaviour of FRD (z, v) near ∂D for an arbitrary vector v.
Proposition 4.3. Let D ⊂ Cn be a bounded strongly pseudoconvex domain with C∞-smooth boundary
and fix z0 ∈ ∂D. Suppose that ψ is a C
∞-smooth defining function for ∂D. Then for z ∈ D and v ∈ Cn
(4.4) lim
z→z0
(
FRD (z, v)
)2(
FRD (z, vN )
)2
+
(
FRD (z, vH)
)2 = 1
where the limit is uniform for v in a compact subset of Cn and as usual the decomposition v = vH + vN
is taken at π(z) ∈ ∂D. In particular there exists a constant C > 1 such that
(4.5)
1
C
(
|vN |2
δ2(z)
+
Lψ
(
π(z), vH
)
δ(z)
)1/2
≤ FRD (z, v) ≤ C
(
|vN |2
δ2(z)
+
Lψ
(
π(z), vH
)
δ(z)
)1/2
for all z sufficiently close to ∂D and all v ∈ Cn.
Proof. ¿From v = vH + vN for any z ∈ D sufficiently close to ∂D and the fact that the Λ–metric is
Hermitian it follows that(
FRD (z, v)
)2
=
(
FRD (z, vH)
)2
+
(
FRD (z, vN)
)2
+ 2ℜ〈vH , vN 〉R
where 〈X,Y 〉R =
∑n
α,β=1 gαβ(z)X
αY
β
for vectors X = (X1, X2, . . . , Xn) and Y = (Y 1, Y 2, . . . , Y n).
Since gαβ(z) = ∂
2 log(−Λ)/∂zα∂zβ(z) we have that
〈vH , vN 〉R = Λ
−1
〈
LΛ(z)vH , vN
〉
− Λ−1〈vH , ∂Λ〉 · Λ
−1〈vN , ∂Λ〉.
There are two cases that need to be considered. First suppose that vN (z0) 6= 0. From theorem 1.1 it is
known that
• ψ2n−2Λ→ −
∣∣∇ψ(z0)∣∣2n−2,
• ψ2n−1Λα → (2n− 2)ψα(z0)
∣∣∇ψ(z0)∣∣2n−2 and
• ψ2nΛαβ → −(2n− 1)(2n− 2)ψα(z0)ψβ(z0)
∣∣∇ψ(z0)∣∣2n−2
as z → z0. As a result
ψ2〈vH , vN 〉R → (2n− 1)(2n− 2)
n∑
α,β=1
ψα(z0)ψβ(z0)v
α
H(z0)v
β
N (z0)− (2n− 2)
2
〈
vH(z0), ∂ψ(z0)
〉 〈
vN (z0), ∂ψ(z0)
〉
= (2n− 1)(2n− 2)
〈
vH(z0), ∂ψ(z0)
〉 〈
vN (z0), ∂ψ(z0)
〉
− (2n− 2)2
〈
vH(z0), ∂ψ(z0)
〉 〈
vN (z0), ∂ψ(z0)
〉
= (2n− 2)
〈
vH(z0), ∂ψ(z0)
〉 〈
vN (z0), ∂ψ(z0)
〉
= 0
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as z → z0 where the last equality holds since
〈
vH(z0), ∂ψ(z0)
〉
= 0. On the other hand it is seen from
theorem 1.3 that((
− ψ(z)
)
FRD (z, vN)
)2
+
((
− ψ(z)
)
FRD (z, vH)
)2
→ (2n− 2)
∣∣vN (z0)∣∣2 ∣∣∇ψ(z0)∣∣2 > 0
as z → z0. There is no contribution from the horizontal component vH since FRD (z, vH) ∽
(
− ψ(z)
)−1/2
near ∂D by theorem 1.3 and hence (
(−ψ(z))FRD (z, vH)
)2
→ 0
as z → z0. Putting all this together we see that
〈vH , vN 〉R(
FRD (z, vN)
)2
+
(
FRD (z, vH)
)2 → 0
as z → z0 which implies (4.4) in case vN (z0) 6= 0.
Now suppose that vN (z0) = 0 which exactly means that v lies in the complex tangent space to ∂D at
z0 and that vN (z)→ 0 as z → z0. As above, each of the terms 〈vH , vN 〉R, FRD (z, vN ) and F
R
D (z, vH) will
be separately discussed, starting with FRD (z, vN ). From (4.2) we have(
− ψ(z)
)(
FRD (z, vN)
)2
=
(
− ψ(z)
)
A−
(
− ψ(z)
)
|B|2
where
A = λ−1Lλ(z, vN )− 2(2n− 2)(λψ)
−1 ℜ
(
〈vN , ∂λ〉 〈∂ψ, vN 〉
)
+ (2n− 2)(2n− 1)ψ−2
∣∣〈vN , ∂ψ〉∣∣2 − (2n− 2)ψ−1Lψ(z, vN )
and
B = λ−1〈vN , ∂λ〉 − (2n− 2)ψ
−1 〈vN , ∂ψ〉.
Let I, II, III, IV denote the four terms in the expression for A. Since λ is C2 on D and non-zero there,
it follows that
(
− ψ(z)
)
I → 0 while
(
− ψ(z)
)
II → 0 and
(
− ψ(z)
)
IV → 0 as vN (z) → 0. Note that(
− ψ(z)
)
III = (2n− 2)(2n− 1)ψ−1
∣∣〈vN , ∂ψ〉∣∣2. Since vN (z0) = 0〈
vN (z), ∂ψ(z)
〉
=
〈
vN (z), ∂ψ(z)
〉
−
〈
vN (z0), ∂ψ(z0)
〉
(4.6)
=
〈
vN (z), ∂ψ(z)− ∂ψ(z0)
〉
+
〈
vN (z)− vN (z0), ∂ψ(z0)
〉
.(4.7)
It is evident that ∣∣∂ψ(z)− ∂ψ(z0)∣∣ . δ(z)
while (4.2) combined with the fact that ψ has non-vanishing gradient near ∂D shows that
vN (z)− vN (z0) ≈
〈
v, ∂ψ
(
π(z)
)〉
∂ψ
(
π(z)
)
−
〈
v, ∂ψ(z0)
〉
∂ψ(z0)
≈
〈
v, ∂ψ
(
π(z)
)〉 (
∂ψ
(
π(z)
)
− ∂ψ(z0)
)
+
〈
v, ∂ψ
(
π(z)
)
− ∂ψ(z0)
〉
∂ψ(z0).
Hence it follows that ∣∣vN (z)− vN (z0)∣∣ . δ(z).
Since |ψ(z)| ≈ δ(z), the observations made above collectively show that
(4.8) ψ−1
∣∣∣〈vN (z), ∂ψ(z)〉∣∣∣2 → 0
as z → z0. As a result
(
− ψ(z)
)
A→ 0. On the other hand note that(
− ψ(z)
)
|B|2 =
∣∣(−ψ)1/2 λ−1〈vN , ∂λ〉+ (2n− 2)(−ψ)−1/2〈vN , ∂ψ〉∣∣2.
The first term evidently goes to zero while the second term also goes to zero thanks to (4.6). As a result(
− ψ(z)
)(
FRD (z, vN )
)2
→ 0 as z → z0. By theorem 1.1, it is known that(
− ψ(z)
)(
FRD (z, vH)
)2
→ (2n− 2)Lψ(z0, v) > 0
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as z → z0 where the positivity of the Levi form follows from the strong pseudoconvexity of D and the
assumption that v is complex tangential to ∂D at z0. The other term is 〈vH , vN 〉R; for this we write(
− ψ(z)
)
〈vH , vN 〉R =
(
− ψ(z)
)
S −
(
− ψ(z)
)
T
where
S = λ−1
〈
Lλ(z)vH , vN
〉
− (2n− 2)ψ−1λ−1
(
〈vH , ∂λ〉 〈∂ψ, vN 〉+ 〈vH , ∂ψ〉 〈∂λ, vN 〉
)
+ (2n− 1)(2n− 2)ψ−2λ 〈vH , ∂ψ〉 〈∂ψ, vN 〉 − (2n− 2)ψ
−1λ
〈
Lψ(z)vH , vN
〉
and
T = λ−1
(
〈vH , ∂λ〉 − (2n− 2)ψ
−1λ〈vH , ∂ψ〉
)
λ−1
(
〈∂λ, vN 〉 − (2n− 2)ψ
−1λ〈∂ψ, vN 〉
)
.
Let I, II, III, IV be the four terms in the expression for S. Since λ is C2 on D and non-zero there, it
follows that
(
− ψ(z)
)
I → 0 while
(
− ψ(z)
)
II → 0 and
(
− ψ(z)
)
IV → 0 as vN (z) → 0. Note that(
−ψ(z)
)
III = (2n−1)(2n−2)ψ−1λ〈vH , ∂ψ〉 〈∂ψ, vN 〉. By proposition 4.2 it follows that
∣∣〈vH , ∂ψ〉∣∣ . δ(z)
near z0 which implies that ∣∣ψ−1〈vH , ∂ψ〉∣∣ . 1
near z0. The other factor 〈∂ψ, vN 〉 → 0 as z → z0 since vN (z)→ 0. Hence
(
− ψ(z)
)
S → 0.
On the other hand note that(
− ψ(z)
)
T = λ−1
(
ψ〈vH , ∂λ〉 − (2n− 2)λ〈vH , ∂ψ〉
)
λ−1
(
〈∂λ, vN 〉 − (2n− 2)ψ
−1λ〈∂ψ, vN 〉
)
.
Evidently ψ〈vH , ∂λ〉 → 0 since ψ(z0) = 0 and λ is smooth near z0. Proposition 4.2 shows that
∣∣〈vH , ∂ψ〉∣∣ .
δ(z) and hence the first factor above vanishes at z0. The smoothness of λ again implies that 〈∂λ, vN 〉 → 0
as z → z0. Finally, the calculations leading up to (4.6) show that
∣∣〈∂ψ, vN 〉∣∣ . δ(z) and this in turn
implies that the remaining term, i.e., (2n− 2)ψ−1λ〈∂ψ, vN 〉 is bounded near z0. All this together shows
that
(
− ψ(z)
)
T → 0 as z → z0 and this is sufficient to conclude that (4.4) holds even when vN (z0) = 0.
The estimates in (4.5) are now a consequence of theorem 1.3.

Proof of theorem 1.4: It is known (see [6] for example) that the Kobayashi metric on a smoothly bounded
strongly pseudoconvex domain D ⊂ Cn behaves as
(4.9)
(
FKD (z, v)
)2
≈
(
FKD (z, vN)
)2
+
(
FKD (z, vH)
)2
≈
|vN (z)|2
δ2(z)
+
|vH(z)|2
δ(z)
where z ∈ D is close to ∂D, v is a tangent vector at z and the decomposition v = vN (z) + vH(z) is taken
at π(z) as usual. Using the homogeneity of these metrics in the vector variable, proposition 4.3 shows
that
(4.10) FRD (z, v) ≈ F
K
D (z, v)
uniformly for all z close to ∂D and v ∈ Cn. On compact subsets of D, these metrics are comparable to the
euclidean metric. Therefore the length of any piecewise differentiable path joining p, q ∈ D is uniformly
comparable in these metrics amd hence dK(p, q) ≈ dR(p, q) for all p, q ∈ D. Since the Carathe´odory and
the Bergman metric have the same behaviour as (4.7) on strongly pseudoconvex domains, theorem 1.4
follows.
Consequently, the Λ–metric on a smoothly bounded strongly pseudoconvex domain is complete. For
the proof of corollary 1.5, observe that the following finer estimate holds for the Kobayashi metric on a
smooth strongly pseudoconvex domain with defining function ψ, i.e., for z ∈ D close to ∂D and v ∈ Cn,
(
1− Cδ1/2(z)
)2( |vN |2
4δ2(z)
+ (1 − η)
Lψ
(
π(z), vH
)
δ(z)
)
≤
(
FKD (z, v)
)2
≤
(
1 + Cδ1/2(z)
)2( |vN |2
4δ2(z)
+ (1 + η)
Lψ
(
π(z), vH
)
δ(z)
)
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where η > 0 and C > 0 are uniform constants and the decomposition v = vN +vH is taken at π(z). Since
FRD (z, v) ≈ F
K
D (z, v) on such a D, it follows that there exists α > 1 such that
α−1
(
1− Cδ1/2(z)
)2( |vN |2
4δ2(z)
+ (1− η)
Lψ
(
π(z), vH
)
δ(z)
)
≤
(
FRD (z, v)
)2
≤ α
(
1 + Cδ1/2(z)
)2( |vN |2
4δ2(z)
+ (1 + η)
Lψ
(
π(z), vH
)
δ(z)
)
for all z ∈ D close to ∂D and vectors v ∈ Cn. Theorem 1.1 of [1] shows that these estimates can be
integrated to yield
α−1 g(p, q)− C ≤ dR(p, q) ≤ α g(p, q) + C
for all p, q ∈ D and some uniform C > 0.
To show that (D, dR) is δ-hyperbolic, observe that the identity map
i : (D, dR)→ (D, dK)
is Lipschitz thanks to theorem 1.4. Now given p, q ∈ D and a continuous path γ : [0, 1] → D joining
them, the length of γ in the Kobayashi metric is
l(γ) = sup
P
{
dK(γ(ti−1), γ(ti)
}
where the supremum is taken over all possible partitions P : 0 = t0 < t1 < . . . < tn = 1. Then
d˜(p, q) = inf
γ
l(γ)
where the infimum is taken over all continuous paths γ joining p, q is the induced metric which evidently
satisfies dK(p, q) ≤ d˜(p, q) for all p, q ∈ D. If f : ∆→ D is holomorphic then it can be checked that
d˜
(
f(a), f(b)
)
≤ dhyp(a, b)
where a, b ∈ ∆ and dhyp is the usual hyperbolic metric on ∆, i.e., d˜ is distance decreasing for holomorphic
maps from the disc. However it is known that dK is the largest distance with this property and hence
d˜ ≤ dK on D. It follows that d˜ = dK which means that dK is intrinsic. The same property holds (by
definition) for dR since it is hermitian. By [1] it is known that (D, dK) is δ-hyperbolic. Theorem 3.18 of
[12] now shows that the same is true of (D, dR).
5. Calculation of the holomorphic sectional curvature along normal directions
In this section we prove theorem 1.6. First we show that the Λ-metric is invariant under certain trans-
formations of Cn, namely translations, unitary rotations and dialations.
Lemma 5.1. The Λ-metric is invariant under an affine transformation of Cn of the form
f(z) = a(Az) + b
where a ∈ C \ {0}, b ∈ Cn and A is an n× n unitary matrix.
Proof. Let D ⊂ Cn be a domain for which the Λ-metric is well defined and let D′ = f(D). We have to
prove that
FRD (z, v) = F
R
D′(f(z), df(z)v)(5.1)
for z ∈ D and v ∈ Cn. Note that
ΛD′(w) = |a|
−2n+2ΛD(z)
where w = f(z). This gives
log(−ΛD′(w)) = log(−ΛD(z)) + log |a|
−2n+2.
Differentiating this with respect to zβ, and then by zα we obtain∑
l,m
{
∂2 log(−ΛD′)
∂wl∂wm
(w)
}
∂fl
∂zα
(z)
∂fm
∂zβ
(z) =
∂2 log(−ΛD)
∂zα∂zβ
(z)
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Therefore∑
α,β
∂2 log(−ΛD)
∂zα∂zβ
(z)vαvβ =
∑
l,m
∂2 log(−ΛD′)
∂wl∂wm
(w)
{∑
α
(
∂fl
∂zα
(z)vα
)∑
β
(
∂fm
∂zβ
(z)vβ
)}
i.e., ∑
α,β
∂2 log(−ΛD)
∂zα∂zβ
(z)vαvβ =
∑
l,m
∂2 log(−ΛD′)
∂wl∂wm
(w)
(
df(z)v
)
l
(
df(z)v
)
m
which is the same as (5.1). 
Let us now consider a C2-smooth strongly pseudoconvex domain D in Cn. Fix a point z0 ∈ ∂D and
suppose that ψ is a C2-smooth defining function for D with |∇ψ(z0)| = 1. Since translations and
unitary rotations are isometries for the Λ-metric, the curvature of this metric remains unchanged under
transformations of these kinds. Therefore, without loss of generality we will assume that z0 = 0 and
∇ψ(0) = (0, . . . , 0, 1). Let H be the half space defined in theorem 1.1, i.e.,
H =
{
z ∈ Cn : 2ℜ
( n∑
i=1
ψi(0)zi
)
− 1 < 0
}
.
The Robin function for H is given by
ΛH(z) =
−
∑n
i=1
∣∣ψi(0)∣∣2n−2(
2ℜ
(∑n
i=1 ψi(0)zi
)
− 1
)2n−2 = −
(
2ℜ
( n∑
i=1
ψi(0)zi
)
− 1
)−2n+2
.
An application of theorem 1.1 gives the following boundary behaviour of the components of the Λ-metric.
Lemma 5.2. For z ∈ D the functions gαβ(z) satisfy
(i) limz→0 gαβ(z)
(
ψ(z)
)2
= (2n− 2)ψα(0)ψβ(0),
(ii) limz→0
∂gαβ
∂zγ
(z)
(
ψ(z)
)3
= −2(2n− 2)ψα(0)ψβ(p)ψγ(0) and
(iii) limz→0
∂2gαβ
∂zγ∂zδ
(z)
(
ψ(z)
)4
= 6(2n− 2)ψα(p)ψβ(0)ψγ(0)ψδ(0)
for 1 ≤ α, β, γ, δ ≤ n.
Proof. We note that
• ΛH(0) = −1,
• (ΛH)a(0) = −(2n− 2)ψa(0),
• (ΛH)ab(0) = −(2n− 2)(2n− 1)ψa(0)ψb(0),
• (ΛH)abc(0) = −(2n− 2)(2n− 1)(2n)ψa(0)ψb(0)ψc(0) and
• (ΛH)abcd(0) = −(2n− 2)(2n− 1)(2n)(2n+ 1)ψa(0)ψb(0)ψc(0)ψd(0)
where the indices a, b, c, d refer to either holomorphic or conjugate holomorphic derivatives. Hence by
theorem 1.1 we get
• Λ(z)
(
ψ(z))2n−2 → −1,
• Λa(z)
(
ψ(z)
)2n−1
→ (2n− 2)ψa(0),
• Λab(z)
(
ψ(z)
)2n
→ −(2n− 2)(2n− 1)ψa(0)ψb(0),
• Λabc(z)
(
ψ(z)
)2n+1
→ −(2n− 2)(2n− 1)(2n)ψa(0)ψb(0)ψc(0) and
• Λabcd(z)
(
ψ(z)
)2n+2
→ −(2n− 2)(2n− 1)(2n)(2n+ 1)ψa(0)ψb(0)ψc(0)ψd(0).
Now
gαβ =
∂2 log(−Λ)
∂zα∂zβ
=
Λαβ
Λ
−
ΛαΛβ
Λ2
.(5.2)
Multiplying both sides of this equation by ψ2, we get
gαβψ
2 =
Λαβψ
2n
Λψ2n−2
−
(Λαψ
2n−1)(Λβψ
2n−1)
(Λψ2n−2)2
.
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It follows that
lim
z→0
gαβ(z) (ψ(z))
2
= (2n− 2)ψα(0)ψβ(0)
which is (i).
Differentiating (5.2) with respect to zγ
∂gαβ
∂zγ
=
Λαβγ
Λ
−
(
ΛαβΛγ
Λ2
+
ΛαγΛβ
Λ2
+
ΛβγΛα
Λ2
)
+
2ΛαΛβΛγ
Λ3
.(5.3)
Multiplying both sides of this equation by ψ3, we get
∂gαβ
∂zγ
ψ3 =
Λαβγψ
2n+1
Λψ2n−2
−
(
(Λαβψ
2n)(Λγψ
2n−1)
(Λψ2n−2)2
+
(Λαγψ
2n)(Λβψ
2n−1)
(Λψ2n−2)2
+
(Λβγψ
2n)(Λαψ
2n−1)
(Λψ2n−2)2
)
+
2(Λαψ
2n−1)(Λβψ
2n−1)(Λγψ
2n−1)
(Λψ2n−2)3
.
It follows that
lim
z→0
∂gαβ
∂zγ
(z)ψ(z)3 = −2(2n− 2)ψα(0)ψβ(p)ψγ(0)
which is (ii).
Differentiating (5.3) with respect to zδ we obtain
∂2gαβ
∂zγ∂zδ
=
Λαβγδ
Λ
−
(
ΛαβγΛδ
Λ2
+
ΛαβδΛγ
Λ2
+
ΛαγδΛβ
Λ2
+
ΛβγδΛα
Λ2
)
−
(
ΛαβΛγδ
Λ2
+
ΛαγΛβδ
Λ2
+
ΛαδΛβγ
Λ2
)
+2
(
ΛαβΛγΛδ
Λ3
+
ΛαγΛβΛδ
Λ3
+
ΛβγΛαΛδ
Λ3
+
ΛαδΛβΛγ
Λ3
+
ΛβδΛαΛγ
Λ3
+
ΛγδΛαΛβ
Λ3
)
−
6ΛαΛβΛγΛδ
Λ4
.
Multiplying both sides by ψ4, this equation can be written in a form where Λ is multiplied by ψ2n−2
and first, second, third and fourth order derivatives of Λ are multiplied by ψ2n−1, ψ2n, ψ2n+1 and ψ2n+2
respectively. It follows that
lim
z→0
∂2gαβ
∂zγ∂zδ
(z)
(
ψ(z)
)4
→ 6(2n− 2)ψα(0)ψβ(0)ψγ(0)ψδ(0)
which is (iii). 
We now show that by allowing z → 0 along the inner normal, it is possible to obtain stronger asymptotics
for the functions gαβ(z). Denote by N0 the inner normal to ∂D at 0 of some fixed length ǫ > 0.
Lemma 5.3. Let a ∈ {1, . . . , n− 1, 1, . . . , n− 1}. Then
lim
D∩N0∋z→0
ψa(z)
ψ(z)
=
1
2
(
ψa n(0) + ψan(0)
)
.
Proof. Expand ψ in a neighbourhood of the origin as
ψ(z) = 2ℜ
(
zn +
1
2
n∑
α,β=1
ψαβ(0)zαzβ
)
+
n∑
α,β=1
ψαβ(0)zαzβ + o(|z|
2).(5.4)
Differentiating the above equation with respect to za,
ψa(z) =
n∑
β=1
ψaβ(0)zβ +
n∑
β=1
ψaβ(0)zβ + o(|z|).(5.5)
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Note that for z ∈ N0 we have z1 = . . . = zn−1 = 0 and zn = xn. Hence from (5.4) and (5.5) we have
lim
D∩N0∋z→0
ψa(z)
ψ(z)
= lim
D∩N0∋z→0
ψa(z)/xn
ψ(z)/xn
= lim
xn→0
ψan(0) + ψan(0) + o(|xn|)/xn
2 + ℜ{ψnn(0)}xn + ψnn(0)xn + o(|xn|2)/xn
=
1
2
(
ψan(0) + ψa n(0)
)

Lemma 5.4. Let a ∈ {1, . . . , n− 1, 1, . . . , n− 1} and b ∈ {1, . . . , n, 1, . . . , n}. Then
(i) lim
D∩N0∋z→0
Λa(z)
(
ψ(z)
)2n−2
= λa(0) + (2n− 2)Ca.
(ii) lim
D∩N0∋z→0
Λab(z)
(
ψ(z)
)2n−1
= −(2n− 2)λa(0)ψb(0)− (2n− 2)(2n− 1)ψb(0)Ca + (2n− 2)ψab(0)
where Ca =
1
2
(
ψan(0) + ψan(0)
)
.
Proof. Consider λ(z) = Λ(z)
(
ψ(z)
)2n−2
for z ∈ D. The function λ is C2 on D with boundary values
λ(z) = −|∇ψ(z)|2n−2 for z ∈ ∂D. In particular λ(0) = −1. Differentiating λ with respect to za we obtain
Λaψ
2n−2 = λa − (2n− 2)
1
ψ
λψa
Letting z → 0 along N0 we obtain
lim
D∩N0∋z→0
Λa(z)
(
ψ(z)
)2n−2
= λa(0) + (2n− 2)Ca(5.6)
where
Ca = lim
D∩N0∋z→0
ψa(z)
ψ(z)
=
1
2
(
ψan(0) + ψan(0)
)
by lemma 5.3. Similarly
Λabψ
2n−1 =λabψ − (2n− 2)(λaψb + λbψa)
+ (2n− 2)(2n− 1)
1
ψ
λψaψb − (2n− 2)λψab
which gives
lim
D∩N0∋z→0
Λab(z)
(
ψ(z)
)2n−1
=− (2n− 2)λa(0)ψb(0)− (2n− 2)(2n− 1)ψb(0)Ca
+ (2n− 2)ψab(0).
(5.7)

Lemma 5.5. Let 1 ≤ α ≤ n− 1 and 1 ≤ β ≤ n. Then
lim
D∩N0∋z→0
gαβ(z)
(
ψ(z)
)
= (2n− 2)
(
1
2
{
ψαn(0) + ψαn(0)
}
ψβ(0)− ψαβ(0)
)
.
Proof. We have
gαβ =
∂2 log(−Λ)
∂zα∂zj
=
Λαβ
Λ
−
ΛαΛβ
Λ2
.
Multiplying both sides of this equation by ψ we get
gαβψ =
Λαβψ
2n−1
Λψ2n−2
−
(Λαψ
2n−2)(Λβψ
2n−1)
(Λψ2n−2)2
.(5.8)
As in the proof of proposition 5.2,
Λ(z)
(
ψ(z)
)2n−2
→ −1
and
Λβ(z)
(
ψ(z)
)2n−1
→ (2n− 2)ψβ(0)
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as z → 0. Therefore letting z → 0 along D ∩N0 in (5.8) and using lemma 5.4 we obtain
lim
D∩N0∋z→0
gαβ(z)ψ(z) = (2n− 2)λα(0)ψβ(0) + (2n− 2)(2n− 1)ψβ(0)C − (2n− 2)ψαβ(0)
−
{
λα(0) + (2n− 2)Cα
}{
(2n− 2)ψβ(0)
}
Simplifying the right hand side we obtain
lim
D∩N0∋z→0
gαβ(z)
(
ψ(z)
)
= = (2n− 2)
(
ψβ(0)Cα − ψαβ(0)
)
= (2n− 2)
(1
2
{
ψαn(0) + ψαn(0)
}
ψβ(0)− ψαβ(0)
)
.

Lemma 5.6. Let 1 ≤ α, γ ≤ n and 1 ≤ β ≤ n− 1. Then
lim
D∩N0∋z→0
∂gαβ
∂zγ
(z)
(
ψ(z)
)2
exists and is finite.
Proof. Multiplying both sides of (5.2) by ψ2, we obtain
∂gαβ
∂zγ
ψ2 =
Λαβγψ
2n
Λψ2n−2
−
(
(Λαβψ
2n−1)(Λγψ
2n−1)
(Λψ2n−2)2
+
(Λαγψ
2n)(Λβψ
2n−2)
(Λψ2n−2)2
+
(Λβγψ
2n−1)(Λαψ
2n−1)
(Λψ2n−2)2
)
+
2(Λαψ
2n−1)(Λβψ
2n−2)(Λγψ
2n−1)
(Λψ2n−2)3
.
In view of lemma 5.4 it is seen that the second and third terms have finite limits near the origin along
N0 and hence it is enough to study the first term. In particular it suffices to show that
lim
D∩N0∋z→0
Λαβγ(z)
(
ψ(z)
)2n
exists and is finite. To do this we follow the arguments of lemma 6.2 in [10]. The Green function G(z, ξ)
for D with pole at ξ can be written as
G(z, ξ) = |z − ξ|−2n+2 + Λ(ξ) +H(z, ξ)(5.9)
where H(z, ξ) is a harmonic function of z for each ξ ∈ D and satisfies
H(ξ, ξ) = 0.(5.10)
The function G(z, ξ)− |z − ξ|−2n+2 is real analytic and symmetric in D ×D, and harmonic in z and in
ξ. Since (
∂
∂zα
+
∂
∂ξα
)
|z − ξ|−2n+2 ≡ 0
it follows that the function
Gα(z, ξ) :=
(
∂G
∂zα
+
∂G
∂ξα
)
(z, ξ)
is real analytic and symmetric in D ×D and harmonic in both z and ξ. Similarly the function
Gαβ(z, ξ) :=
(
∂Gα
∂zβ
+
∂Gi
∂ξβ
)
(z, ξ)
is real analytic and symmetric in D ×D and harmonic in both z and ξ. From (5.9)
Gα(ξ, ξ) =
∂Λ
∂ξα
(ξ) +
∂H
∂zα
(ξ, ξ) +
∂H
∂ξα
(ξ, ξ).
¿From (5.10) the function H˜(ξ) := H(ξ, ξ) is identically 0 on D. Therefore
∂H˜
∂ξα
(ξ) =
∂H
∂zα
(ξ, ξ) +
∂H
∂ξα
(ξ, ξ) = 0
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and hence
∂Λ
∂ξα
(ξ) = Gα(ξ, ξ).
Differentiating this with respect to ξβ
∂2Λ
∂ξαξβ
=
∂Gα
∂zβ
(ξ, ξ) +
∂Gα
∂ξβ
(ξ, ξ) = Gαβ(ξ, ξ).
Differentiating this with respect to ξγ
∂3Λ
∂ξαξβξγ
(ξ) =
∂Gαβ
∂zγ
(ξ, ξ) +
∂Gαβ
∂ξγ
(ξ, ξ).
Now differentiating the symmetry formula Gαβ(z, ξ) = Gαβ(ξ, z) with respect to ξγ and setting z = ξ we
obtain
∂Gαβ
∂ξγ
(ξ, ξ) =
∂Gαβ
∂zγ
(ξ, ξ)
which gives
Λαβγ(ξ) = 2
∂Gαβ
∂zγ
(ξ, ξ).(5.11)
For ξ ∈ D, consider the linear maps Tξ on Cn defined as before by
Tξ(z) =
z − ξ
−ψ(ξ)
and let
D(ξ) =
{
Tξ(D) if ξ ∈ D,{
w ∈ Cn : 2
(
Re
∑n
i=1
∂ψ
∂zi
(ξ)wi
)
− 1 < 0
}
if ξ ∈ ∂D.
Note that 0 ∈ D(ξ) for each ξ. We denote by g(w, ξ) the Green’s function for D(ξ) with pole at 0 and
define the functions
h0(w, ξ) := g(w, ξ) +
1
n− 1
n∑
i=1
wi
∂g
∂wi
(w, ξ),
hα(w, ξ) := ψ(ξ)
∂g
∂ξα
(w, ξ) − (n− 1)ψα(ξ)
(
g0(w, ξ) + g0(w, ξ)
)
and
hαβ(w, ξ) := −(2n− 1)ψβgα + ψ
∂gα
∂ξβ
− ψβ
n∑
j=1
(
wj
∂gα
∂wj
+ wj
∂gα
∂wj
)
For each ξ ∈ D, the above functions are harmonic in w ∈ D(ξ). Now differentiating
g(w, ξ) =
(
ψ(ξ)
)2n−2
G(z, ξ)
we obtain
hαβ(w, ξ) = Gαβ(z, ξ)
(
ψ(ξ)
)2n
for w ∈ D(ξ), ξ ∈ D.(5.12)
Differentiating this with respect to zγ and using the definition of hαβ we obtain
∂Gαβ
∂zγ
(ξ, ξ)
(
ψ(ξ)
)2n
= −
1
ψ(ξ)
∂hαβ
∂wγ
(0, ξ)
= 2n
ψβ(ξ)
ψ(ξ)
∂hα
∂wγ
(0, ξ)−
∂2hα
∂wγ∂ξβ
(0, ξ)
The results of chapters 4 and 5 of [10] show that ∂hα∂wγ (0, ξ) and thus also
∂2hα
∂wγ∂ξβ
(0, ξ) are continuous at
0 ∈ ∂D. Hence by lemma 5.3, we have
lim
D∩N0∋z→0
∂Gαβ
∂zγ
(ξ, ξ)
(
ψ(ξ)
)2n
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exists and is finite. This together with (5.11) implies that
lim
D∩N0∋z→0
Λαβγ(z)
(
ψ(z)
)2n
exists and is finite. 
Remark 5.7. The conclusion of lemma 5.6 is not a consequence of theorem 1.1. A direct application of
this theorem only yields
∂gαβ
∂zγ
(z) ∽
1(
ψ(z)
)3
for z ∈ D close to the origin as can be seen from proposition 5.2.
Lemma 5.8. The limit
lim
D∩N0∋z→0
det
(
gαβ(z)
)(
ψ(z)
)n+1
exists and is nonzero.
Proof. Let (∆αβ) be the cofactor matrix of (gαβ). Then expanding by the n-th row,
det(gαβ) = gn1∆n1 + . . .+ gnn∆nn.
Therefore,
det(gαβ)ψ
n+1 = (gn1ψ
2)(∆n1ψ
n−1) + . . .+ (gnnψ
2)(∆nnψ
n−1).(5.13)
Note that
∆nαψ
n−1 = ψn−1(−1)n+α det

 g11 . . . g1α−1 g1α+1 . . . g1n. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
gn−11 . . . gn−1α−1 gn−1α+1 . . . gn−1n


= (−1)n+α det

 g11ψ . . . g1α−1ψ g1α+1ψ . . . g1nψ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
gn−11ψ . . . gn−1α−1ψ gn−1α+1ψ . . . gn−1nψ


By lemma 5.5, if 1 ≤ α ≤ n − 1 and 1 ≤ β ≤ n, then the term gαβψ converges to a finite quantity as
z → 0 along N0. It follows that if 1 ≤ α ≤ n− 1 then
lim
D∩N0∋z→0
∆nα(z)
(
ψ(z)
)n−1
exists and is finite. Also if 1 ≤ α, β ≤ n− 1, then gαβψ converges to −(2n− 2)ψαβ(0). Therefore
lim
D∩N0∋z→0
∆nn(z)
(
ψ(z)
)n−1
= (−1)n(2n− 2)n det
(
ψαβ(0)
)
1≤α,β≤n−1
.
Finally by proposition 5.2, if 1 ≤ α, β ≤ n, then gαβψ
2 converges to (2n− 2)ψα(0)ψβ(0). Now it follows
from (5.13) that
lim
D∩N0∋z→0
det
(
gαβ(z)
)(
ψ(z)
)n+1
= (−1)n(2n− 2)n+1 det
(
ψαβ(0)
)
1≤α,β≤n−1
6= 0
as D is strictly pseudoconvex at 0. 
Proof of Theorem 1.6: Note that for z ∈ N0 the first n− 1 components of vN (z) vanish and hence
R
(
z, vN(z)
)
=
1(
gnn(z)
)2
(
−
∂2gnn
∂zn∂z
n (z) +
n∑
α,β=1
gβα(z)
∂gnα
∂zn
(z)
∂gβn
∂zn
(z)
)
.
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We compute the limit of the first term as z → 0 using proposition 5.2. Indeed
−
1(
gnn(z)
)2 ∂2gnn∂zn∂zn (z) = −
1(
gnn(z)
(
ψ(z)
)2)2 ∂
2gnn
∂zn∂zn
(z)
(
ψ(z)
)4
→ −
1{
(2n− 2)ψn(0)ψn(0)
}2{6(2n− 2)ψn(0)ψn(0)ψn(0)ψn(0)}
= −
3
n− 1
.
To compute the limit of the second term note that gβα = ∆αβ/ det(gαβ). There are various cases to be
considered depending on α and β.
Case 1: α 6= n, β 6= n. Here
1
g2nα
gβα
∂gnα
∂zn
∂gβn
∂zn
=
1
(gnnψ2)2
(
det(gij)ψ
n+1
) (∆αβψn)
(
∂gnα
∂zn
ψ2
)(
∂gβn
∂zn
ψ3
)
By lemma 5.2,
gnn(z)
(
ψ2(z)
)
→ (2n− 2)
as z → 0. By lemma 5.8, det
(
gij(z)
)(
ψ(z)
)n+1
converges to a nonzero finite quantity as z → 0 along N0.
Also
∆αβ =
∑
σ
(−1)sgn(σ)g1σ(1)g2σ(2) · · · gnσ(n)
where the summation runs over all permutations
σ : {1, . . . , α− 1, α+ 1, . . . , n} → {1, . . . , β − 1, β + 1, . . . , n}
Hence
∆αβψ
n =
∑
σ
(−1)sgn(σ)(g1σ(1)ψ)(g2σ(2)ψ) · · · (gnσ(n)ψ
2).
By lemma 5.5, for 1 ≤ i ≤ n− 1, g
iσ(i)
(z)
(
ψ(z)
)
converges to a finite quantity as z → 0 along N0. Also
gnσ(n)(z)
(
ψ(z)
)2
→ (2n− 2)ψn(0)ψσ(n)(0)
as z → 0 by lemma 5.2. Thus ∆αβ(z)
(
ψ(z)
)n
converges to a finite quantity as z → 0 along N0.
By lemma 5.6, ∂gnα∂zn (z)
(
ψ(z)
)2
converges to a finite quantity as z → 0 along N0 and by proposition 5.2
∂gβn
∂zn
(z)
(
ψ(z)
)3
=
(
∂gnβ
∂zn
(z)
(
ψ(z)
)3)
→ −2(2n− 2)
(
ψn(0)
) (
ψβ(0)
) (
ψn(0)
)
= 0
as z → 0. Hence
lim
D∩N0∋z→0
1(
gnn(z)
)2 gβα(z)∂gnα∂zn (z)
∂gβn
∂zn
(z) = 0.
Case 2: α = n, β 6= n. Here
1
g2nn
gβn
∂gnn
∂zn
∂gβn
∂zn
=
1
(gnnψ2)2(det(gij)ψ
n+1)
(∆nβψ
n−1)
(
∂gnn
∂zn
ψ3
)(
∂gβn
∂zn
ψ3
)
By lemma 5.2,
gnn(z)
(
ψ(z)
)2
→ (2n− 2)
as z → 0. By lemma 5.8, det
(
gαβ(z)
)(
ψ(z)
)n+1
has a nonzero limit and ∆nβ(z)
(
ψ(z)
)n−1
converges to
a finite quantity as z → 0 along N0. By proposition 5.2,
∂gnn
∂zn
(z)
(
ψ(z)
)3
→ −2(2n− 2)ψn(0)ψn(0)ψn(0) = −2(2n− 2)
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and
∂gβn
∂zn
(z)
(
ψ(z)
)3
=
(
∂gnβ
∂zn
(z)
(
ψ(z)
)3)
→ −2(2n− 2)
(
ψn(0)
) (
ψβ(0)
) (
ψn(0)
)
= 0
as z → 0. Hence
lim
D∩N0∋z→0
1(
gnn(z)
)2 gβn(z)∂gnn∂zn (z)
∂gβn
∂zn
(z) = 0
Case 3: α 6= n and β = n. This case is similar to Case 2 and we have
lim
D∩N0∋z→0
1(
gnn(z)
)2 gnα(z)∂gnα∂zn (z)
∂gnn
∂zn
(z) = 0.
Case 4: α = n, β = n. In this case we have
1
g2nn
gnn
∂gnn
∂zn
∂gnn
∂zn
=
1
(gnnψ2)2
(
det(gij)ψ
n+1
) (∆nnψn−1)
(
∂gnn
∂zn
ψ3
)(
∂gnn
∂zn
ψ3
)
.
¿From lemma 5.2,
gnn(z)
(
ψ(z)
)2
→ (2n− 2)
and both
∂gnn
∂zn
(z)
(
ψ(z)
)3
,
∂gnn
∂zn
(z)
(
ψ(z)
)3
→ −2(2n− 2)
as z → 0. From lemma 5.8
∆nn(z)
(
ψ(z)
)n−1
→ (−1)n(2n− 2)n det
(
ψij(0)
)
1≤i,j≤n−1
and
det
(
gij(z)
)(
ψ(z)
)n+1
→ (−1)n(2n− 2)n+1 det
(
ψij(0)
)
1≤i,j≤n−1
as z → 0 along N0. Hence
lim
D∩N0∋z→0
1(
gnn(z)
)2 gnn(z)∂gnn∂zn (z)
∂gnn
∂zn
(z) =
2
n− 1
.
¿From the various cases we finally obtain
lim
D∩N0∋z→0
R
(
z, vN(z)
)
= −3/(n− 1) + 2/(n− 1) = −1/(n− 1).
Remark 5.9. To understand the difficulty in computing the holomorphic sectional curvature along tan-
gential directions let us consider the following example: let z ∈ N0 and v = (1, . . . , 0). Then vT (z) ≡
(1, . . . , 0) and hence
R
(
z, vT (z)
)
=
1(
g11(z)
)2
(
−
∂2g11
∂z1∂z1
(z) +
n∑
α,β=1
gβα(z)
∂g1α
∂z1
∂gβ1
∂z1
(z)
)
.
By lemma 5.5,
lim
D∩N0∋z→0
g11(z)ψ(z) = −(2n− 2)ψ11(0) 6= 0
as D is strictly pseudoconvex at the origin and hence
g11(z) ∽
1
ψ(z)
for z ∈ D ∩ N0 near the origin. Therefore we require that
∂2g11
∂z1∂z1
(z) ∽
1(
ψ(z)
)2
for z ∈ D ∩ N0 near the origin. This asymptotic is much sharper than the one obtained from theorem
1.1 which is
∂2g11
∂z1∂z1
(z) ∽
1(
ψ(z)
)4
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for z ∈ D near the origin as computed in lemma 5.2. Thus to compute the holomorphic sectional curvature
along tangential directions a stronger claim about the blow up of the fourth order derivative of Λ near
the boundary is needed.
6. Convex domains with constant negative holomorphic sectional curvature
In this section D will be a smoothly bounded strongly convex domain in Cn equipped with the Λ-metric.
Under the assumption that ds2z , i.e., the Λ-metric has constant negative holomorphic sectional curvature
the goal wll be to prove that D ≃ Bn and that the Λ-metric is proportional to the pull back of the
Bergman metric in Bn. Note that
lim
z→∂D
FRD (z, v) = +∞
for v ∈ Cn with |v| = 1 which is a consequence of theorem 1.3. Let ds2∆ be the Bergman metric on ∆.
Lemma 6.1. Let D be as above and suppose that the holomorphic sectional curvature of the Λ-metric is
bounded from below by a negative constant −c2. Then for every holomorphic map f : D → ∆, we have(
f∗
(
ds2∆
))
z
≤
c2
4
ds2z
for z ∈ D.
Proof. Without loss of generality let us assume that D contains the origin. Let α ∈ (0, 1). Consider
the shrinking map gα : D → Cn defined by gα(z) = αz and let Dα = gα(D). The mapping gα is a
biholomorphism of D onto Dα. Hence we define the Hermitian metric ds
2
α on Dα by setting(
ds2α
)
z
:=
(
g−1α
)∗(
ds2z
)
.
Observe that ds2α blows up near the boundary of Dα. Indeed, let z ∈ Dα and v ∈ C
n with |v| = 1. Then
from the definition of ds2α, we have
FRDα(z, v) =
1
α
FRD (z/α, v).
Since z → ∂Dα implies that z/α = g−1α (z)→ ∂D, we obtain from the above equation that
lim
z→∂Dα
FRDα(z, v) = limz/α→∂D
1
α
FRD (z/α, v) = +∞.
Note that Dα ⊂⊂ D as D is convex. We now show that the metric ds2α actually converges to ds
2
z as
α → 1 at each point in D. Let z ∈ D and take α sufficiently close to 1 so that z ∈ Dα. Then for any
v, w ∈ Cn it is evident that (
ds2α
)
z
(v, w) =
1
α2
ds2z/α(v, w).
Since ds2z is a Hermitian metric, for fixed v, w ∈ C
n, ds2p(v, w) defines a smooth function of p ∈ D. Hence
from the above equation it follows that
(
ds2α
)
z
→ ds2z as α→ 1.
The reason for constructing the metric ds2α is clear now. The lemma would be proved if we show that
f∗
(
ds2∆
)
≤
c2
4
ds2α
for each α ∈ (0, 1). So let us fix α ∈ (0, 1). Let Sn = {v ∈ Cn : |v| = 1}. Consider the function
u(z, v) :=
(
f∗(ds2∆)
)
z
(v, v)(
ds2α
)
z
(v, v)
defined on Dα×Sn. The numerator is bounded on Dα×Sn and the denominator blows up on ∂Dα×Sn.
Therefore the nonnegative function u goes to zero at ∂Dα × Sn. In particular, u attains its maximum at
(z0, v0) ∈ Dα × Sn. If u(z0, v0) = 0 then u ≡ 0 and in this case
f∗
(
ds2∆
)
≤
c2
4
ds2α.
is evidently true. Therefore, we assume that u(z0, v0) > 0. Let S be a complex submanifold of Dα of
dimension 1 through z0 and tangent to v0, such that the holomorphic sectional curvature Hds2α(z0, v0) of
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ds2α at z0 in the direction of v0 is equal to the Gaussian curvature Hds2α|S (z0) of the restriction of ds
2
α on
S at z0.
Let ξ be a local coordinate system around z0 on S. Let f
∗
(
ds2∆
)∣∣
S
= 2g dξ dξ and
(
ds2α
)∣∣
S
= 2h dξ dξ.
Then the restriction of u on the tangent bundle T (S) of S is equal to g/h on this coordinate system. The
Gaussian curvature of the metric f∗
(
ds2∆
)∣∣
S
= 2g dξ dξ is given by
H
f∗
(
ds2
∆
)∣∣
S
= −
1
g
∂2 log g
∂ξ∂ξ
.
Since u(z0, v0) > 0, the mapping f is a submersion near z0. Therefore the holomorphic sectional curvature
of f∗
(
ds2∆
)
at z0 along any vector v ∈
(
kerdf(z0)
)⊥
is equal to −4. In particular, since v0 ∈
(
kerdf(z0)
)⊥
,
we have
H
f∗
(
ds2
∆
)∣∣
S
(z0) ≤ H
f∗
(
ds2
∆
)(z0, v0) = −4.
Thus
(6.1)
∂2 log g
∂ξ∂ξ
(z0) ≥ 4g(z0).
The Gaussian curvature of the metric
(
ds2α
)∣∣
S
= 2h dξ dξ is given by
H(
ds2α
)∣∣
S
= −
1
h
∂2 log h
∂ξ∂ξ
.
By our assumption
H(
ds2α
)∣∣
S
(z0) = Hds2α(z0, v0) ≥ −c
2
and hence
(6.2)
∂2 log h
∂ξ∂ξ
(z0) ≤ c
2h(z0).
Since u attains a maximum at (z0, v0), we obtain from (6.1) and (6.2) that
0 ≥
∂2 log u
∂ξ∂ξ
(z0) =
∂2 log g
∂ξ∂ξ
(z0)−
∂2 log h
∂ξ∂ξ
(z0) ≥ 4g(z0)− c
2h(z0).
This implies that
u(z0, v0) = g(z0)/h(z0) ≤ c
2/4.
Thus u ≤ c2/4 and hence
f∗
(
ds2∆
)
≤
c2
4
ds2α
which completes the proof. 
Proof of Theorem 1.6: Suppose the holomorphic sectional curvature of ds2z is equal to −c
2. We divide the
proof of the theorem into two parts. In the first part using only the fact that the holomorphic sectional
curvature of ds2z is bounded above by −c
2 we show that the inequality
(6.3) FKD (z, v) ≥
c
2
FRD (z, v)
holds for z ∈ D and v a tangent vector at z. The convexity and blow up of the length of a vector at the
boundary does not play any role here. The second part is based on lemma 6.1 and using −c2 as a lower
bound for the curvature we show that
(6.4)
c
2
FRD (z, v) ≥ F
C
D (z, v)
for z ∈ D and v a tangent vector at z.
Assuming that we have shown the above two inequalities, the proof of the theorem can be completed
as follows. Since D is bounded and convex, Lempert’s theorem shows that the Carathe´odory and the
Kobayashi metrics are equal and hence by (6.3) and (6.4) they are both smooth hermitian metrics. Also
boundedness and convexity of D implies that it is complete hyperbolic with respect to the Kobayashi
metric. Thus it follows from the main theorem of [11] that D is biholomorphic to the unit ball in
REMARKS ON THE METRIC INDUCED BY THE ROBIN FUNCTION 29
Cn. It remains to show that ds2z is proportional to the Bergman metric on D. Let f : D → B
n be a
biholomorphism. Then for any z ∈ D and v ∈ Cn,
c
2
FRD (z, v) = F
K
D (z, v) = F
K
Bn
(
f(z), df(z)v
)
= FB
Bn
(
f(z), df(z)v
)
= FBD (z, v).
where the superscript B on FD and FBn denotes the Bergman metric on D and B
n respectively. This
proves the claim.
We now establish the two inequalities in (6.3) and (6.4). To prove (6.3), let f : ∆→ D be a holomorphic
map. Since the Gaussian curvature of the Poincare´ metric is −4, the Ahlfors-Schwarz lemma shows that
f∗
(
ds2z
)
≤
4
c2
ds2∆.
This implies that for any z ∈ ∆ and v ∈ C,
c
2
FRD
(
f(z), f ′(z)v
)
≤ |v|ds2
∆
.
Since the Kobayashi metric is the largest of all metrics that are distance decreasing for holomorphic maps
f : ∆→ D, it follows that
FKD ≥
c
2
FRD
which is (6.3).
To prove (6.4), let f : D → ∆ be a holomorphic mapping. By lemma 6.1 we have
f∗
(
ds2∆
)
≤
c2
4
ds2z .
This implies that for any z ∈ D and v ∈ Cn∣∣df(z)v∣∣
ds2
∆
≤
c
2
FRD (z, v).
Since the Carathe´odory metric is the smallest of all metrics that are distance decreasing for holomorphic
maps f : D → ∆, it follows that
c
2
FRD ≥ F
C
D
which is (6.4).
This completes the proof of the theorem.
7. Stability of the Λ-metric under C2 perturbation and Concluding Remarks
In this section we study the interior stability of the Λ-metric under perturbations of a given domain. Let
D be a domain in Cn with C2-smooth boundary. By a C2 perturbation of D we mean a sequence {Dj}
of domains in Cn which converges in the C2 topology to D. Let G be the Green function for D and Λ
the associated Robin function. Likewise let Gj be the Green function for Dj and Λj the corresponding
Robin function.
Proposition 7.1. For every p ∈ D, Gj(z, p) converges uniformly on compact subsets of D to G(z, p).
Proof. Let p ∈ D. Then p is contained in Dj for large j so that the function Gj(z, p) is well defined on
Dj for all such j. The function Gj(z, p) is harmonic on Dj \ {p} and satisfies
0 ≤ Gj(z, p) ≤
1
|z − p|2n−2
(7.1)
there by the maximum principle. If K ⊂ D is compact then both p and K are contained in Dj for large
j and by (7.1), {Gj(z, p)} is uniformly bounded on K. Hence there exists a subsequence which converges
uniformly on compact subsets of D \ {p}.
Thus to prove that Gj(z, p) converges uniformly on compacts of D \ {p} to G(z, p) it suffices to show
that any convergent subsequence of {Gj(z, p)} has the unique limit G(z, p). Let {Gjν (z, p)}jν∈N be a
subsequence which converges uniformly on compact subsets of D \ {p} to a function, say G˜(z, p). Then
30 DIGANTA BORAH AND KAUSHAL VERMA
G˜(z, p) is a harmonic function on D\{p} and it follows from the proof of proposition 3.3 that the function
G˜(z, p)− |z − p|−2n+2 is harmonic near p. To show that G˜(z, p)→ 0 as z → ∂D, note that
0 ≤ G˜(z, p) ≤
1
|z − p|2n−2
for all z ∈ D \ {p} since the same holds for Gj(z, p). For a given ǫ > 0 it is therefore possible to choose a
large ball B(p,R) such that G˜(z, p) < ǫ for z ∈ D \ B(p,R). On the other hand as in proposition 3.5 it
is possible to show that there is a finite cover of ∂D ∩B(p,R) by open balls in which the estimate
G˜(z, p) . δ(z) |z − p|−2n+1
holds. Combining these observations it follows that if z is close enough to ∂D then G˜(z, p) < ǫ and this
proves that G˜(z, p) is the Green function for D with pole at p. 
For multi-indices A = (α1, . . . , αn) and B = (β1, . . . , βn) ∈ N
n, DA and DB will have the same meaning
as in theorem 1.1 and DAB = DADB.
Proposition 7.2. For multi-indices A,B ∈ Nn
DABΛj → D
ABΛ
uniformly on compact subsets of D.
Proof. Fix a compactly contained ball U = B(0, r) ⊂ D and note that U ⊂ Dj for all large j. For each
such j and p ∈ U , lemma 2.2 shows that
Λj(p) =
1
(σ2nr)2
∫∫
∂U×∂U
Hj(z, w)
(
r2 − |z − p|2
)(
r2 − |w − p|2
)
|z − p|2n|w − p|2n
dSz dSw.
where Hj(z, w) = Gj(z, w) − |z − w|−2n+2. Differentiating with respect to p under the integral sign we
obtain
DABΛj(p) =
1
(σ2nr)2
∫∫
∂U×∂U
Hj(z, w)D
AB
(
r2 − |z − p|2
)(
r2 − |w − p|2
)
|z − p|2n|w − p|2n
dSz dSw.
Now as in proposition 3.6, Hj(z, w) converges uniformly on compact subsets of D × D to the function
H∞(z, w) = G(z, w) − |z − w|−2n+2. Therefore the integral above converges to
1
(σ2nr)2
∫∫
∂U×∂U
H∞(z, w)D
AB
(
r2 − |z − p|2
)(
r2 − |w − p|2
)
|z − p|2n|w − p|2n
dSz dSw = D
ABΛ(p).
Moreover the limit is uniform in p ∈ U which completes the proof. 
Proof of Theorem 1.8: From proposition 7.2 the components of the Λ-metric for Dj and their derivatives
converge uniformly on compact subsets of D to the corresponding components of the Λ-metric for D and
their derivatives. This proves the theorem.
We conclude this article with a few open problems involving the Λ-metric. First of all given a bounded
strongly pseudoconvex domain D with smooth boundary, we have shown in theorem 1.4 that the Λ-metric
is comparable to the Kobayashi metric and hence is complete on D. The completeness of the Λ-metric on
such a domain D was first proved by Yamaguchi and Levenberg in [10] by showing that for every curve
γ : [0, 1)→ D that approaches ∂D as t→ 1− one has
(7.2)
∫
γ
ds2z = +∞.
But for an arbitrary smoothly bounded pseudoconvex domain they were able to prove (7.2) only for those
curves γ which approach the boundary non-tangentially (cf. theorem 6.1 in [10]) or which have finite
Euclidean length (cf. corollary 9.1 in [10]). Thus it is unclear whether the Λ-metric is complete for an
arbitrary smoothly bounded pseudoconvex domain in Cn.
It is unknown if the Λ-metric is invariant under biholomorphisms. That it is so under affine maps of
the form z 7→ aUz + b where a ∈ C, a 6= 0, b ∈ Cn and U is a complex unitary matrix has been checked
in lemma 5.1.
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Let D be a smoothly bounded strongly pseudoconvex domain in Cn and let {zj} be a sequence of
points in D which converges to a boundary point z0 ∈ ∂D. Further assume that the points zj lie on the
inner normal to ∂D at z0. Then we have shown in theorem 1.6 that the holomorphic sectional curvature
of the Λ-metric at zj along normal directions converges to the constant −1/(n− 1). But the behaviour of
the holomorphic sectional curvature along normal directions is unclear if we remove the above restriction
on zj. Also the difficulty in computing the holomorphic sectional curvature along tangential directions
has been discussed in remark 5.9.
Let D be a smoothly bounded strongly pseudoconvex domain in Cn. Let ∆˜ be the Laplace-Beltrami
operator associated to the Λ-metric. It will be interesting to compute the boundary asymptotics for ∆˜.
Let D be a smoothly bounded pseudoconvex domain in Cn. Let KD(z) be the Bergman kernel
associated to D and let bαβ(z) be the components of the Bergman metric, i.e.,
bαβ(z) =
∂2 logKD
∂zα∂zβ
(z).
Let BD(z) =
(
bαβ(z)
)
. Then the Bergman canonical invariant is defined by
JBD (z) =
detBD(z)
KD(z)
and the Ricci curvature is defined by
RBD =
n∑
α,β=1
Rαβ dzα dzβ where Rαβ = −
∂2 log detGD
∂zα∂zβ
.
The boundary behavior of these two objects on h-extensible domains were studied in [9]. Similar objects
JRD and R
R
D can be defined for the Λ-metric. Note that J
B
D and R
B
D are invariant under biholomorphisms
of D whereas the behavior of JRD and R
R
D under such maps is not clear. Nevertheless, it will be interesting
to find the boundary behavior of JRD and R
R
D.
Finally, let D be a smoothly bounded strongly pseudoconvex domain in Cn. For z ∈ D and a unit
vector v ∈ Cn denote by X(t, z, v) the geodesic in the Λ-metric starting at t = 0 at the point z with
initial velocity v. A general question is the following: given z close to ∂D and unit vector v, does the
geodesic X(t, z, v) hit ∂D at a unique point provided that X(t, z, v) does not remain in a fixed compact
subset of D for all t ≥ 0? For the Bergman metric this was done by Fefferman in [4].
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