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Abstract
Gibbs sampling is a widely popular Markov chain Monte Carlo algorithm which is often used to
analyze intractable posterior distributions associated with Bayesian hierarchical models. The goal of
this article is to introduce an alternative to Gibbs sampling that is particularly well suited for Bayesian
models which contain latent or missing data. The basic idea of this hybrid algorithm is to update the
latent data from its full conditional distribution at every iteration, and then use a random scan to update
the parameters of interest. The hybrid algorithm is often easier to analyze from a theoretical standpoint
than the deterministic or random scan Gibbs sampler. We highlight a positive result in this direction from
Abrahamsen and Hobert (2018), who proved geometric ergodicity of the hybrid algorithm for a Bayesian
version of the general linear mixed model with a continuous shrinkage prior. The convergence rate of
the Gibbs sampler for this model remains unknown. In addition, we provide new geometric ergodicity
results for the hybrid algorithm and the Gibbs sampler for two classes of Bayesian linear regression
models with non-Gaussian errors. In both cases, the conditions under which the hybrid algorithm is
geometric are much weaker than the corresponding conditions for the Gibbs sampler. Finally, we show
that the hybrid algorithm is amenable to a modified version of the sandwich methodology of Hobert and
Marchev (2008), which can be used to speed up the convergence rate of the underlying Markov chain
while requiring roughly the same computational effort per iteration.
Key words and phrases. Markov chain Monte Carlo, general linear mixed model, geometric ergodicity, Bayesian linear regres-
sion, sandwich algorithm, shrinkage prior
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1 Introduction
Let fU : U → [0,∞) be an intractable target density, and suppose that f : U × Z → [0,∞) is a joint
density whose u-marginal is the target; i.e.,
∫
Z f(u, z) dz = fU (u). Think of U as the parameters in a
Bayesian model, and Z as latent data. If straightforward sampling from the associated conditional densities
is possible, then we can use the data augmentation (DA) algorithm to explore fU . Of course, running the
algorithm entails alternating between draws from fZ|U and fU |Z , which simulates the Markov chain whose
Markov transition density (Mtd) is
kDA(u
′|u) =
∫
Z
fU |Z(u′|z)fZ|U (z|u) dz .
It’s easy to see that kDA(u′|u)fU (u) is symmetric in (u, u′), so the DA Markov chain is reversible.
Unfortunately, there are many situations in which useful latent data exist, but the DA algorithm is not
directly applicable. Specifically, it is often the case that it is possible to draw from fZ|U , but it is not possible
to draw from fU |Z . On the other hand, in such cases, one can sometimes break u into two pieces, u = (x, y),
where x ∈ X, y ∈ Y,U = X×Y, in such a way that one is able to draw from fX|Y,Z and from fY |X,Z . If so,
we can simulate the Markov chain, {(Xn, Yn)}∞n=0, according to the Mtd given by
kG(x
′, y′|x, y) =
∫
Z
fX|Y,Z(x′|y′, z)fY |X,Z(y′|x, z)fZ|X,Y (z|x, y) dz . (1)
This chain still has the correct invariant density, but it is not reversible.
In this paper, we introduce an alternative to kG that we call the hybrid algorithm. Because this new
algorithm employs a random scan, the resulting Markov chain is reversible, which facilitates theoretical
comparisons. Fix r ∈ (0, 1) to play the role of the selection probability behind the random scan. Consider a
Markov chain {(Xn, Yn)}∞n=0 with state spaceX×Y that evolves as follows. If the current state is (Xn, Yn) =
(x, y), then we simulate the new state, (Xn+1, Yn+1), using the following two-step procedure.
Iteration n+ 1 of the hybrid algorithm:
1. Draw Z ∼ fZ|X,Y (·|x, y), call the result z, and, independently, draw W ∼ Uniform(0, 1).
2. (a) If W ≤ r, draw X∗ ∼ fX|Y,Z(·|y, z), and set (Xn+1, Yn+1) = (X∗, y).
(b) Otherwise if r < W ≤ 1, draw Y ∗ ∼ fY |X,Z(·|x, z), and set (Xn+1, Yn+1) = (x, Y ∗).
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It follows from Proposition 1 in Appendix B that the hybrid algorithm is reversible and has fX,Y as its
invariant density. (The result proven in Appendix B is actually for a general algorithm of which the hybrid
algorithm is a special case.) Of course, as in the Mtd given by (1), the usual deterministic scan three-variable
Gibbs sampler for this situation proceeds by repeatedly drawing from fZ|X,Y , fX|Y,Z , and fY |X,Z , in that
order. Hence, thinking of Z as latent data, the deterministic scan Gibbs sampler updates the latent data and
both parameters of interest at every iteration. Moreover, the usual random scan Gibbs sampler proceeds by
fixing two selection probabilities r1, r2 ∈ (0, 1) so that 0 < r1 + r2 < 1 and using r1, r2, and 1− r1 − r2 in
the obvious way to randomly choose one of fZ|X,Y , fX|Y,Z , or fY |X,Z , to draw from at each iteration. This
means that the random scan Gibbs sampler updates either the latent data or one of the two parameters of
interest at each iteration, leaving the others fixed. On the other hand, the hybrid algorithm updates the latent
data at every iteration, and then proceeds to update one set of parameters randomly while leaving the other
set of parameters fixed.
There are several important advantages of the hybrid algorithm over deterministic scan Gibbs sampling.
First, the Markov chain corresponding to the hybrid algorithm is reversible, which allows for the use of cer-
tain spectral theoretic techniques that are not applicable to non-reversible chains (see, e.g., Khare and Hobert
2011). Second, if specific information about the target distribution is known, the practitioner may vary the
selection probability r ∈ (0, 1) to cause one set of parameters to be updated more frequently than the other.
Third, as we explain in Section 3, we may use the sandwich methodology of Hobert and Marchev (2008)
to add as many as two extra steps to the hybrid algorithm which can potentially speed up the convergence
rate without adding to the computational complexity. Finally, the hybrid algorithm is often easier to analyze
from a theoretical standpoint. This means that it is either easier to establish convergence rate results for
the hybrid algorithm, or the corresponding results for the Gibbs sampler require stronger assumptions. We
present several examples of these phenomena in Sections 2, 4, and 5. Like the hybrid algorithm, the Markov
chain driven by the random scan Gibbs sampler is reversible and the selection probabilities facilitate the
option for the practitioner to adjust the frequency with which the variables are updated. However, the latter
two advantages mentioned above continue to hold for the hybrid algorithm over random scan Gibbs.
The important practical benefits of basing one’s MCMC algorithm on a geometrically ergodic Markov
chain have been well-documented by, e.g., Roberts and Rosenthal (1998), Jones and Hobert (2001), Flegal
et al. (2008) and Łatuszyn´ski et al. (2013). Indeed, geometric ergodicity, along with a moment condition,
guarantees a central limit theorem for sample means and quantiles based on MCMC output. In addition, it
ensures the consistency of various methods for estimating the variance in the asymptotic normal distribution.
Hence, it allows one to construct valid asymptotic standard errors for MCMC-based estimators, which is ex-
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tremely important from a practical perspective. It is for this reason that one might always favor an algorithm
that is known to be geometrically ergodic over another algorithm for which there are no known theoretical
convergence rate results, even if empirical evidence suggests it could be somewhat slower. See the discussion
at the end of Appendix B for a summary of several ways to choose between two MCMC algorithms for the
same problem. In the following, we provide several instances where the conditions for geometric ergodic-
ity of the hybrid algorithm are strictly weaker than the corresponding conditions for the Gibbs sampler. In
addition, we have found that the performance of the hybrid algorithm tends to fall in between the random
and deterministic scan Gibbs samplers in terms of autocorrelation in most empirical studies, with the hybrid
algorithm being better than random scan Gibbs, but worse than deterministic scan Gibbs. We illustrate this
with several simulated data examples in Section 2.
The remainder of this paper is organized as follows. In Section 2, we present the hybrid algorithm for the
general linear mixed model example of Abrahamsen and Hobert (2018). This section also contains simula-
tion results used to compare the empirical performance of the hybrid and Gibbs algorithms. In Section 3, we
explain how to add sandwich steps to the hybrid algorithm, resulting in the double sandwich (DS) algorithm.
We illustrate by adding a nontrivial sandwich step to the hybrid algorithm for the linear mixed model of
Section 2. In Section 4, we describe the hybrid algorithm for the Bayesian linear regression model with scale
mixtures of normal errors. The details of the corresponding DS algorithm for a particular mixing distribution
can be found in Appendix C. In Section 5, we discuss the hybrid algorithm for a generalization of the model
presented in Section 4, namely the Bayesian linear regression model with skew scale mixtures of normal
errors. The appendix contains a detailed example of the development of a DS algorithm for a toy model,
some important theoretical results for the general DS algorithm, and the proofs of the main convergence rate
results stated in later sections.
2 The General Linear Mixed Model with a Continuous Shrinkage Prior
The general linear mixed model takes the form
Y = Xβ + Zu+ e , (2)
where Y is anN×1 data vector,X andZ are known matrices with dimensionsN×p andN×q, respectively,
β is an unknown p× 1 vector of regression coefficients, u is a random vector whose elements represent the
various levels of the random factors in the model, e ∼ NN (0, λ−10 I), and the random vectors e and u are
independent. Suppose that the model contains m random factors, so that u and Z may be partitioned as
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u = (uT1 u
T
2 · · ·uTm)T and Z = (Z1 Z2 · · ·Zm), where ui is qi × 1, Zi is N × qi, and q1 + · · · + qm = q.
Then Zu =
∑m
i=1 Ziui. It is assumed that u ∼ Nq(0, D), where D =
⊕m
i=1 λ
−1
i Iqi . Finally, let λ denote
the vector of precision components, i.e., λ = (λ0 λ1 · · ·λm)T .
One can describe a Bayesian version of the general linear mixed model by specifying a prior distribution
for the unknown parameters β and λ. A popular choice is the proper (conditionally) conjugate prior that
takes β to be multivariate normal, and takes each of the precision components to be gamma. However, in
the increasingly important situation where p is larger than N, we may wish to use a so-called Bayesian
shrinkage prior on β (see, e.g., Griffin and Brown 2010). Indeed, Abrahamsen and Hobert (2018) considered
the following Bayesian shrinkage version of the general linear mixed model which incorporates the normal-
gamma prior due to Griffin and Brown (2010):
Y |β, u, τ, λ ∼ NN (Xβ + Zu, λ−10 IN )
u|β, τ, λ ∼ Nq(0, D)
β|τ, λ ∼ Np(0, λ−10 Dτ )
where Dτ is a diagonal matrix with τ = (τ1 τ2 · · · τp)T on the diagonal. Finally, all components of τ and
λ are assumed a priori independent with λi ∼ Gamma(ai, bi), for i = 0, 1, . . . ,m, and τj ∼ Gamma(c, d),
for j = 1, . . . , p. There is evidence (both empirical and theoretical) suggesting that values of c in (0, 1/2]
lead to a posterior that concentrates on sparse β vectors (Bhattacharya et al. (2012, 2015)).
Define θ = (βT uT )T and W = [X Z], so that Wθ = Xβ + Zu. The vector τ is treated as latent data,
and the distribution of interest is the posterior distribution of (θ, λ) given the data, Y = y. Here is the full
posterior density:
pi(θ, τ, λ|y) ∝ λN/20 exp
{
−λ0
2
(y −Wθ)T (y −Wθ)
}
× λp/20
 p∏
j=1
τ
−1/2
j
 exp{−λ0
2
βTD−1τ β
}[ m∏
i=1
λ
qi/2
i
]
exp
{
−1
2
uTD−1u
}
×
 p∏
j=1
τ c−1j e
−dτjIR+(τj)
[ m∏
i=0
λai−1i e
−biλiIR+(λi)
]
.
(3)
In order to use the standard DA algorithm, we would need to be able to sample from pi(τ |θ, λ, y) and from
pi(θ, λ|τ, y). The former is not a problem, as we now explain. We write V ∼ GIG(ζ, ξ, ψ) to mean that V
has a generalized inverse Gaussian distribution with density
ξζ/2
2ψζ/2 Kζ(
√
ξψ)
vζ−1e−
1
2
(ξv+ψ
v
)IR+(v), (4)
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where ξ > 0, ψ > 0, and Kζ(·) denotes the modified Bessel function of the second kind. Conditional on
(θ, λ, y), the components of τ are independent with
τj ∼ GIG(c− 1/2, 2d, λ0β2j ).
Unfortunately, it is not straightforward to make draws from pi(θ, λ|τ, y). Thus, the standard DA algorithm
is not applicable. On the other hand, the conditional density of θ given (λ, τ, y) is multivariate normal, and,
given (θ, τ, y), the components of λ are independent gammas. Hence, the hybrid algorithm is applicable.
We now state the conditional densities, beginning with λ. First,
λ0|θ, τ, y ∼ Gamma
(
N + p+ 2a0
2
,
‖y −Wθ‖2
2
+
βTD−1τ β
2
+ b0
)
.
Now, for i = 1, 2, . . . ,m, we have
λi|θ, τ, y ∼ Gamma
(
qi + 2ai
2
,
‖ui‖2
2
+ bi
)
.
Now, define Tλ,τ = λ0(XTX + D−1τ ),Mλ,τ = I − λ0XTT−1λ,τXT , and Qλ,τ = λ0ZTMλ,τZ + D−1.
Conditional on (λ, τ, y), θ is (p+ q)-variate normal with mean
θˆ := E[θ|τ, λ, y] =
λ0T−1λ,τXT y − λ20T−1λ,τXTZQ−1λ,τZTMλ,τy
λ0Q
−1
λ,τZ
TMλ,τy
 ,
and covariance matrix
Σ := Var[θ|τ, λ, y] =
T−1λ,τ + λ20T−1λ,τXTZQ−1λ,τZTXT−1λ,τ −λ0T−1λ,τXTZQ−1λ,τ
−λ0Q−1λ,τZTXT−1λ,τ Q−1λ,τ
 .
The hybrid algorithm is based on the Markov chain Φ = {(θk, λk)}∞k=0 with state space X = Rp+q ×
Rm+1+ and fixed selection probability r ∈ (0, 1). If the current state is (θk, λk) = (θ, λ), then we simulate
the new state, (θk+1, λk+1), using the following two-step procedure.
Iteration k + 1 of the hybrid algorithm:
1. Draw {τj}pj=1 independently with τj ∼ GIG(c − 1/2, 2d, λ0β2j ), let τ = (τ1 τ2 · · · τp)T , and, inde-
pendently, draw W ∼ Uniform(0, 1).
2. (a) If W ≤ r, draw (λ0, . . . , λm) independently with
λ0 ∼ Gamma
(
N + p+ 2a0
2
,
‖y −Wθ‖2
2
+
βTD−1τ β
2
+ b0
)
,
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λi ∼ Gamma
(
qi + 2ai
2
,
‖ui‖2
2
+ bi
)
,
and let λ′ = (λ0 λ1 · · ·λm)T . Set (θk+1, λk+1) = (θ, λ′).
(b) Otherwise if r < W ≤ 1, draw
θ′ ∼ Np+q
(
θˆ,Σ
)
,
and set (θk+1, λk+1) = (θ′, λ).
It follows from the general results in Appendix B that the Markov chain driving this algorithm is re-
versible with respect to pi(θ, λ|y), and it is straightforward to show that it is Harris ergodic. Abrahamsen
and Hobert (2018) analyzed the hybrid algorithm, and proved that it is geometrically ergodic under mild
regularity conditions. Here is the statement of their main theoretical result.
Theorem 1. The hybrid Markov chain, {(θk, λk)}∞k=0 is geometrically ergodic for all r ∈ (0, 1) if
1. Z := (Z1Z2 · · ·Zm) has full column rank.
2. a0 > 12(rank(X)− n+ (2c+ 1)p+ 2), and
3. ai > 1 for each i ∈ {1, 2, . . . ,m}.
Note that the conditions of Theorem 1 are quite easy to check, and also that the result is applicable
when p > N. However, note that there is no known convergence rate result for the three-variable Gibbs
sampler (either deterministic or random scan). In fact, as Abrahamsen and Hobert (2018) discuss, the hybrid
algorithm is much easier to analyze than three-variable Gibbs, despite being no more difficult to implement.
This means that a practitioner who wishes to construct valid asymptotic standard errors for their MCMC
based estimators should prefer the hybrid algorithm over either version of the three-variable Gibbs sampler.
We now present some simulation results for the linear mixed model example discussed above. Note that
no numerical or simulation results were provided in Abrahamsen and Hobert (2018). The goal is to compare
the proposed hybrid algorithm with the three-variable Gibbs sampler (both determinstic and random scan).
We also include in the comparison the double sandwich (DS) algorithm for this model, the theory of which is
developed in Section 3. We consider three simulation settings corresponding to the situations where N > p,
N = p, and N < p, respectively, in order to account for the effects of the shrinkage prior. The elements of
the design matrix X were chosen by generating iid N(0, 1) random variables. For convenience, we consider
the case of one random effect with 5 levels, i.e., m = 1 and q1 = q = 5, and consider the standard cell
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means model structure for the matrix Z. Recall from Theorem 1 that there are several restrictions on the
hyperparameters that must be adhered to in order for the hybrid Markov chain to be geometrically ergodic.
This sometimes requires a0 to be large. We mitigate this by setting b0 = a0 in each simulation setting to
give the corresponding prior distribution a mean of 1. We set a1 = 1.5 and b1 = 1 for all three simulations.
Also, recall that there is empirical and theoretical evidence suggesting that values of c in (0, 1/2] lead to a
posterior that concentrates on sparse β vectors. Accordingly, we set c = 1/4 and d = 1 throughout. Finally,
in each of the simulations we fix the selection probability at r = 1/2 for the hybrid and DS algorithms. For
the random scan Gibbs sampler, we fix the selection probabilities at r1 = r2 = 1/3. Note that this gives each
variable an equal chance of being updated at each iteration. Under this setup, the hybrid and DS algorithms
take two iterations on average to update both parameters of interest, the random scan Gibbs sampler takes
three iterations on average, and the deterministic Gibbs sampler updates both at every iteration. Hence, in
order to perform an “apples to apples” comparison, if the random scan Gibbs sampler is run for k iterations
after burn-in, the hybrid and DS algorithms should be run for 2k/3 iterations each, and deterministic Gibbs
should be run for k/3 iterations. Here is a summary of the simulation settings considered.
Table 1: Hyperparameter settings
Setting N p m q a0 b0 a1 b1 c d
1 100 10 1 5 1 1 1.5 1 0.25 1
2 100 100 1 5 77 77 1.5 1 0.25 1
3 100 200 1 5 152 152 1.5 1 0.25 1
In each simulation, we ran all four Markov chains for a burn-in period of 5,000 iterations. The next n
iterations were used to compute the autocorrelations (up to lag 10) for the function (y −Wθ)T (y −Wθ) +
λ0 + λ1, where n = 10, 000 for the hybrid and DS algorithms, n = 5, 000 for deterministic Gibbs, and
n = 15, 000 for random scan Gibbs. This function is a natural choice as it involves both parameters of interest
(θ and λ). The results are summarized in Figure 1. We can clearly see that for all three simulations, the
magnitude of the autocorrelations for the deterministic scan Gibbs sampler is the lowest and the magnitude
of the autocorrelations for the random scan Gibbs sampler is the highest. The performance of the hybrid
Markov chain and the DS Markov chain is comparable, with the DS algorithm being slightly better in the
first two simulations. We note that the hybrid Markov chain and the DS Markov chain are also comparable in
terms of clock time. For example, in the second simulation setting, the DS algorithm increased the run time
by less than 1% relative to the hybrid algorithm across 15,000 iterations. Of course, the numerical results we
provide in no way imply that this same ordering of the four algorithms will always occur in practice.
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Figure 1: Autocorrelations for Hybrid, DS, Deterministic Gibbs, and Random Scan Gibbs
3 Adding Sandwich Steps
Building on ideas in Liu and Wu (1999), Meng and van Dyk (1999) and van Dyk and Meng (2001), Hobert
and Marchev (2008) introduced an alternative to DA that employs an extra move on the Z space that is
“sandwiched” between the two conditional draws. In keeping with the notation of the introduction, let fZ
denote the z-marginal and suppose that R(z, dz′) is any Markov transition function (Mtf) that is reversible
with respect to fZ ; i.e., R(z, dz′)fZ(z)dz = R(z′, dz)fZ(z′)dz′. The sandwich algorithm simulates the
Markov chain whose Mtd is
kS(u
′|u) =
∫
Z
∫
Z
fU |Z(u′|z′)R(z, dz′)fZ|U (z|u) dz .
Again, it’s easy to see that kS(u′|u)fU (u) is symmetric in (u, u′). Note that the sandwich algorithm reduces
to DA if we takeR to be the trivial Mtf whose chain is absorbed at the starting point. To run the sandwich al-
gorithm, we simply run the DA algorithm as usual, except that after each z is drawn, we perform the extra step
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z′ ∼ R(z, ·) before drawing the new u.Of course, a sandwich algorithm is a useful alternative to the underly-
ing DA algorithm only if the computational burden of drawing fromR is small relative to the speed-up it pro-
vides. Consider, for example, the Mtf R(z, dz′) = r(z′|z)dz′ where r(z′|z) = ∫U fZ|U (z′|u)fU |Z(u|z)du.
This R leads to a sandwich algorithm that is nothing but two consecutive iterations of the DA algorithm.
Here, whatever is gained in mixing, is offset exactly in increased computational effort. Fortunately, it is
often possible to find an R that leads to a significant speed-up, while adding very little to the overall com-
putational cost. This is typically accomplished by choosing R(z, dz′) such that, for fixed z, the (reducible)
chain driven by R(z, ·) lives in a low dimensional subspace of Z. (Note that such an R would not have an
Mtd with respect to Lebesgue measure on Z, and this is the reason why it is defined via its Mtf, instead of
a Mtd.) There are many examples of sandwich algorithms that drastically outperform their DA counterparts
in empirical studies, see, e.g., Liu and Wu (1999) or Meng and van Dyk (1999). Moreover, the superiority
of the sandwich algorithm has also been established theoretically. Indeed, results in Hobert and Marchev
(2008) and Khare and Hobert (2011) show that the sandwich algorithm converges at least as fast as the DA
algorithm, and is at least as good in the sense of asymptotic relative efficiency.
We now explain how to add two different sandwich steps to the hybrid algorithm. We call this new
algorithm the double sandwich algorithm, or DS algorithm for short. For fixed y ∈ Y, let R1(z, dz′; y)
denote a Mtf on Z that is reversible with respect to fZ|Y (z|y), so that
R1(z, dz
′; y)fZ|Y (z|y)dz = R1(z′, dz; y)fZ|Y (z′|y)dz′ . (5)
Define
k1(x
′|x; y) =
∫
Z
∫
Z
fX|Y,Z(x′|y, z′)R1(z, dz′; y)fZ|X,Y (z|x, y) dz .
It’s easy to show that k1 leaves fX|Y (x|y) invariant. (In fact, k1(x′|x; y)fX|Y (x|y) is symmetric in (x, x′) -
see Appendix B.) Analogously, for fixed x ∈ X, define
k2(y
′|y;x) =
∫
Z
∫
Z
fY |X,Z(y′|x, z′)R2(z, dz′;x)fZ|X,Y (z|x, y) dz ,
where R2(z, dz′;x) is reversible with respect to fZ|X(z|x). There are a couple of default ways to construct
sandwich moves, see, e.g., Hobert and Marchev (2008) and Liu and Wu (1999). In some cases, the resulting
Mtf can be simulated with relatively little additional computational effort, and in such cases, there is nothing
to lose by adding the step. In other cases, the Mtfs that result require rejection sampling to implement. When
the effort required to implement the rejection sampler outweighs the gain in speed, the step should obviously
not be used. Fortunately in this case, we could always choose one or both of R1 and R2 to be trivial. The
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potential benefits of the sandwich methodology remain as long as at least one of the steps is computationally
efficient.
The DS algorithm is simply a random scan algorithm which, at each iteration, uses either k1(x′|x; y)
or k2(y′|y;x). In particular, fix r ∈ (0, 1), and consider a Markov chain {(X˜n, Y˜n)}∞n=0 with state space
X × Y that evolves as follows. If the current state is (X˜n, Y˜n) = (x, y), then we simulate the new state,
(X˜n+1, Y˜n+1), using the following two-step procedure.
Iteration n+ 1 of the DS algorithm:
1. Draw Z ∼ fZ|X,Y (·|x, y), call the result z, and, independently, draw W ∼ Uniform(0, 1).
2. (a) If W ≤ r, draw Z ′ ∼ R1(z, ·; y), call the result z′, draw X∗ ∼ fX|Y,Z(·|y, z′), and set
(X˜n+1, Y˜n+1) = (X
∗, y).
(b) Otherwise if r < W ≤ 1, draw Z ′ ∼ R2(z, ·;x), call the result z′, draw Y ∗ ∼ fY |X,Z(·|x, z′),
and set (X˜n+1, Y˜n+1) = (x, Y ∗).
Note that the version of the DS algorithm in which R1 and R2 are both trivial is simply the hybrid
algorithm from the introduction. Analogously to the hybrid algorithm, the DS algorithm is reversible. Using
the reversibility property, we are able to establish for the DS algorithm analogues of the strong theoretical
results that have been proven for the basic sandwich algorithm. In particular, we show in Appendix B that
the DS algorithm is at least as good as the hybrid algorithm in terms of convergence rate, and in the sense of
asymptotic relative efficiency. One important consequence of the convergence rate result is that geometric
ergodicity of the hybrid algorithm implies geometric ergodicity of all corresponding DS algorithms. This is
highly useful in practice because the hybrid algorithm is much simpler, and hence much easier to analyze.
Pal et al. (2015) developed an alternative method for Bayesian latent data models based on the sandwich
methodology of Hobert and Marchev (2008). Unfortunately, it is difficult to obtain theoretical results using
their method because the corresponding Markov chains are not reversible.
As an example, we now show how to add one nontrivial sandwich step to the hybrid algorithm for the
linear mixed model of Abrahamsen and Hobert (2018). (See Appendix A for a simple example where two
sandwich steps are possible.) We note that those authors only considered the vanilla hybrid algorithm with
no sandwich steps. To get started, we require either an Mtf which is reversible with respect to pi(τ |θ, y), or
an Mtf which is reversible with respect to pi(τ |λ, y). We have found that sandwich moves corresponding to
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the latter are difficult to implement in practice. For this reason, we focus on constructing an Mtf which is
reversible with respect to pi(τ |θ, y). A routine calculation shows that
pi(τ |θ, y) ∝
(‖y −Wθ‖2
2
+
βTD−1τ β
2
+ b0
)−(N2 + p2+a0) p∏
j=1
τ
c− 3
2
j e
−dτjIR+(τj).
Let g ∈ R+. It follows from the group theoretic arguments in Hobert and Marchev (2008) that the move
τ 7→ gτ is reversible with respect to pi(τ |θ, y) if g is drawn from the density proportional to pi(gτ |θ, y)gp−1.
(This is a low-dimensional move since, for fixed τ ∈ Rp+, the points gτ lie on a ray emanating from the
origin and passing through the point τ.) Now, as a function of g,
pi(gτ |θ, y) ∝
(‖y −Wθ‖2
2
+
g−1βTD−1τ β
2
+ b0
)−(N2 + p2+a0)
gp(c−
3
2
)e−g(d
∑p
j=1 τj)
p∏
j=1
IR+(τj),
so the density from which g must be drawn is given by
h(g; τ, θ, y) ∝ g
N
2
+cp+a0−1−s(
βTD−1τ β
2 + g
(‖y−Wθ‖2
2 + b0
))N
2
+ p
2
+a0
[
gse−g(d
∑p
j=1 τj)
]
IR+(g),
where s > 0 is a free parameter. So,
h(g; τ, θ, y) ∝ g
N
2
+cp+a0−1−s
(1 + Cg)
N
2
+ p
2
+a0
[
gse−g(d
∑p
j=1 τj)
]
IR+(g), (6)
where
C =
‖y −Wθ‖2 + 2b0
βTD−1τ β
.
If we choose s ∈ (max{0, p (c− 12)} , N2 + cp+ a0) , then two things happen: (1) the first term on the
right-hand side of (6) is proportional to a scaled F density, and (2) the second term is bounded. In fact, the
second term achieves its maximum at gˆ = r
(d
∑p
j=1 τj)
. Thus, we can use a simple accept/reject algorithm
with an F candidate to draw from h. In particular, let ν1 = N + 2cp+ 2a0 − 2s and ν2 = p(1− 2c) + 2s.
Here’s the algorithm.
Accept/Reject algorithm for h:
1. Draw V ∗ ∼ F (ν1, ν2), set V = (V ∗ν1)/(Cν2), and independently draw U ∼ Uniform(0, 1).
2. If
U ≤
(
dV
∑p
j=1 τj
s
)s
es−dV
∑p
j=1 τj ,
then accept V as a draw from (6), otherwise return to 1.
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Note that due to the dependence on the constant C, in general, the efficiency of this rejection sampler
depends on the data at hand. In the numerical examples considered in the previous section, the sampler is
quite efficient, with an acceptance probability of more than 70% in each of the simulations settings con-
sidered. So our DS algorithm proceeds as follows. Fix r ∈ (0, 1) and let the current state of the chain be
(θk, λk) = (θ, λ). First, draw τ ∼ pi(τ |θ, λ, y), and then flip an r-coin. If the coin comes up heads, we move
to (θk+1, λk+1) = (θ, λ′) by first drawing g ∼ h(·; τ, θ, y) and then drawing λ′ ∼ pi(λ|θ, gτ, y). If the coin
comes up tails, we move to (θk+1, λk+1) = (θ′, λ) by drawing θ′ ∼ pi(θ|λ, τ, y). It follows from a result in
Appendix B and the geometric ergodicity of the hybrid algorithm with no sandwich steps that this algorithm
is also geometrically ergodic. Recall that some empirical results for this DS algorithm are depicted alongside
the results of the hybrid and Gibbs algorithms in Figure 1 of the previous section. It is clear that while the DS
algorithm outperforms the hybrid algorithm in most of the simulations considered and outperforms random
scan Gibbs in every simulation, it does not outperform deterministic scan Gibbs in terms of autocorrelation.
4 Bayesian Linear Regression with Scale Mixtures of Normal Errors
Let Y1, . . . , Yn be independent random variables satisfying the linear regression model
Yi = x
T
i β + σi , (7)
where xi is a p × 1 vector of known covariates associated with Yi, β is a p × 1 vector of unknown regres-
sion coefficients, σ ∈ (0,∞) is an unknown scale parameter, and 1, . . . , n are iid errors. The standard
assumption that the errors are Gaussian is often inappropriate, e.g., when the data contain outliers. Various
heavy-tailed alternatives can be constructed as scale mixtures of the Gaussian density. Consider an error
density of the form
fH() =
∫ ∞
0
√
z√
2pi
exp
{
−z
2
2
}
dH(z) , (8)
where H is the distribution function of some non-negative random variable. By varying the mixing distribu-
tion H, quite a lot of symmetric and unimodal distributions can be constructed. Thus, datasets with various
types of tail behavior (particularly with heavier tails than the normal) are often modeled by choosing a dis-
tribution from this class. In this section, we consider a Bayesian analysis of the linear regression model (7)
when the errors 1, . . . , n are iid random variables with general scale mixture of normals (SMN) density fH
given in (8). There are several different prior distributions available that lead to interesting results. Hobert
et al. (2018) consider a standard improper prior and show that a regular DA algorithm is available. A regular
DA algorithm is also available in the case where we specify a proper conditionally conjugate prior on (β, σ2)
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sequentially, by setting β|σ2 ∼ Np(m,σ2Σ) and σ2 ∼ IG(α, γ), where m and Σ are the prior mean vector
and covariance matrix of β, respectively, and α, γ > 0. Throughout this section, we will instead consider the
proper prior which takes β and σ2 to be a priori independent with β ∼ Np(m,Σ) and σ2 ∼ IG(α, γ). Under
this setup, it is straightforward to show that the distribution of σ2|z, y is not available in closed form, so that
the regular DA algorithm is not applicable. In this case, the hybrid algorithm is a viable alternative. Here are
the details.
Let y = (y1, . . . , yn). Let X denote the n × p matrix whose ith row is xTi . We assume throughout that
X has full column rank. We also assume that H(·) has a pdf h(·) with respect to Lebesgue measure on R+.
The likelihood of the data from the linear regression model above is given by
pH(y|β, σ2) =
n∏
i=1
1
σ
fH
(
yi − xTi β
σ
)
=
∫
Rn+
n∏
i=1
√
zi√
2piσ2
exp
{
−zi
2
(yi − xTi β)2
σ2
}
h(zi) dz .
The posterior density is given by
pi(β, σ2|y) ∝ pH(y|β, σ2)pi(β, σ2)
∝
∫
Rn+
n∏
i=1
√
zi√
2piσ2
exp
{
−zi
2
(yi − xTi β)2
σ2
}
h(zi) dz
× (σ2)−α−1 exp
{
− γ
σ2
}
exp
{
−(β −m)
TΣ−1(β −m)
2
}
.
Note that there is no direct method to sample from this intractable posterior density.
Define the complete data posterior density as
pi(β, σ2, z|y) =
n∏
i=1
√
zi√
2piσ2
exp
{
−zi
2
(yi − xTi β)2
σ2
}
h(zi)
× (σ2)−α−1 exp
{
− γ
σ2
}
exp
{
−(β −m)
TΣ−1(β −m)
2
}
and note that
∫
Rn+
pi(β, σ2, z|y) dz = pi(β, σ2|y), so that z = (z1, . . . , zn) constitutes latent data. We now
derive the conditional densities needed for the hybrid algorithm. It is clear that, conditional on (β, σ2, y),
z1, . . . , zn are independent, and the conditional density of z given (β, σ2, y) is given by
pi(z|β, σ2, y) ∝
n∏
i=1
z
1
2
i exp
{
−zi
2
(yi − xTi β)2
σ2
}
h(zi) .
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Next, let Q be an n× n diagonal matrix whose ith diagonal element is z−1i . We have
pi(σ2|β, z, y) ∝ (σ2)−(n2 +α)−1 exp
{
− (12 ∑ni=1 zi(yi − xTi β)2 + γ)
σ2
}
= (σ2)−(
n
2
+α)−1 exp
{−(y −Xβ)TQ−1(y −Xβ) + 2γ
2σ2
}
.
Hence
σ2 | β, z, y ∼ IG
(
n
2
+ α,
(y −Xβ)TQ−1(y −Xβ) + 2γ
2
)
.
Finally, we have
pi(β|σ2, z, y) ∝ exp
{
−(y −Xβ)
TQ−1(y −Xβ)
2σ2
}
exp
{
−(β −m)
TΣ−1(β −m)
2
}
= exp
{
−1
2
[
(y −Xβ)TQ−1(y −Xβ) + (β −m)Tσ2Σ−1(β −m)
σ2
]}
.
After completing the square, we obtain
β | σ2, z, y ∼ Np
(
m′, σ2Σ′
)
,
where
m′ =
(
XTQ−1X + σ2Σ−1
)−1 (
XTQ−1y + σ2Σ−1m
)
,
Σ′ =
(
XTQ−1X + σ2Σ−1
)−1
.
The hybrid algorithm is based on the Markov chain Φ = {(βm, σ2m)}∞m=0 with state space X = Rp × R+
and selection probability r ∈ (0, 1). The dynamics of Φ are defined by the following two step procedure for
moving from (βm, σ2m) = (β, σ
2) to (βm+1, σ2m+1).
Iteration m+ 1 of the hybrid algorithm:
1. Draw Z1, . . . , Zn independently with
Zi ∼ the density proportional to z
1
2
i exp
{
−zi
2
(yi − xTi β)2
σ2
}
h(zi) ,
call the observed values z = (z1, . . . , zn), and, independently, draw W ∼ Uniform(0, 1).
2. (a) If W ≤ r, draw
σ∗2 ∼ IG
(
n
2
+ α,
(y −Xβ)TQ−1(y −Xβ) + 2γ
2
)
,
and set (βm+1, σ2m+1) = (β, σ
∗2).
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(b) Otherwise if r < W ≤ 1, draw
β∗ ∼ Np
(
m′, σ2Σ′
)
,
and set (βm+1, σ2m+1) = (β
∗, σ2).
The corresponding deterministic scan three variable Gibbs sampler leads to the Markov chain Φˆ =
{(βˆm, σˆ2m)}∞m=0 with state space X = Rp × R+. The dynamics of Φˆ are defined in the usual way. At every
iteration, we update the latent data z1, . . . , zn along with βˆ and σˆ2 from their respective full conditional
distributions.
How does the hybrid algorithm compare to the Gibbs sampler? We now provide sufficient conditions
which ensure that both of these algorithms are geometrically ergodic. However, it is interesting to note that
there is a big difference between the two sets of conditions. The proof of the following result is given in
Appendix D.
Theorem 2. The following results hold for any mixing density h.
(i) Suppose there exist constants 0 ≤ ψ1 < 1 and L1 ∈ R which do not depend on β or σ2 such that∑n
i=1E[zi|β, σ2, y](yi − xTi β)2
n+ 2α− 2 ≤ ψ1
[
n∑
i=1
(yi − xTi β)2 + βTΣ−1β + σ2 +
1
σ2
]
+ L1 (9)
for every β ∈ Rp, σ2 ∈ R+. Then the Gibbs Markov chain Φˆ is geometrically ergodic.
(ii) Suppose there exist constants ψ2, ψ3 ∈ R+, 0 ≤ ψ4 < 1, and L2 ∈ R which do not depend on β or σ2
such that∑n
i=1E[zi|β, σ2, y](yi − xTi β)2
n+ 2α− 2 ≤ ψ2
n∑
i=1
(yi − xTi β)2 + ψ3 βTΣ−1β + ψ4
(
σ2 +
1
σ2
)
+L2 (10)
for every β ∈ Rp, σ2 ∈ R+. Then the hybrid Markov chain Φ is geometrically ergodic for all r ∈ (0, 1).
Remark 1. Note that if (9) holds, then (10) holds with ψ2 = ψ3 = ψ4 = ψ1, and L2 = L1. So the suffi-
cient condition for geometric ergodicity of the hybrid algorithm is weaker than the corresponding sufficient
condition for the Gibbs sampler.
As an example, consider the case where the mixing distributionH is a Gamma(ν2 ,
ν
2 ) distribution (which
leads to Student’s t errors). Then Theorem 2 implies that the Gibbs Markov chain Φˆ is geometrically ergodic
when n + 2α − 2 > 1 + 12ν and the hybrid Markov chain Φ is geometrically ergodic under no additional
assumptions (see Jung (2015) for details). Conditions are given in Jung (2015) under which Theorem 2 is
satisfied for several other error densities, including generalized hyperbolic and symmetric-z. We present a
complete treatment of the DS algorithm for the model with Student’s t errors in Appendix C.
16
5 Bayesian Linear Regression with Skew Scale Mixtures of Normal Errors
In this section, we consider a generalization of the Bayesian linear regression model with SMN errors. In
some applications, there is a need for an error density with both heavy tails and skewness (Adcock, 2010).
The skew-normal density (Azzalini, 1985) is the classical example of a skew error density. For fixed λ ∈ R,
the skew-normal density is given by
φλ() = 2φ()Φ(λ) , (11)
where φ(·) denotes the pdf of the standard normal distribution, and Φ(·) denotes the cdf of the standard
normal distribution. In fact, Azzalini (1985) shows that if h is a symmetric pdf and G is distribution function
such thatG′ exists and is symmetric around zero, then, 2h()G(λ) is a density for any λ ∈ R.Now consider
the family of SMN densities, fH(), which is given in (8). da Silva Ferreira et al. (2011) introduce a skew
scale mixture of normal (SSMN) densities, fH,λ(), as follows. Let fH() be a SMN density as defined in
(8) and λ ∈ R. Then
fH,λ() = 2fH()Φ(λ) (12)
is said to be a SSMN density with skewness parameter λ.Note that when λ = 0,we get back the correspond-
ing SMN density fH() which preserves symmetry around zero (but loses symmetry whenever λ 6= 0).
We consider a Bayesian analysis of the linear regression model (7) when the errors 1, . . . , n are iid
random variables with density fH,λ(). Assume throughout that λ ∈ R is fixed. Note once again that if we
use the sequential prior β|σ2 ∼ Np(m,σ2Σ) and σ2 ∼ IG(α, γ), then the the distribution of σ2|z, t, y is
available in closed form and hence the DA algorithm may be used. However, we will consider the same
conjugate normal / inverse-gamma prior distribution as in Section 4 (where β and σ2 are assumed to be a
priori independent). Under this setup, the distribution of σ2|z, t, y is not available in closed form, so that the
regular DA algorithm is not applicable. One might instead use the hybrid algorithm or three-variable Gibbs.
The likelihood of the data is given by
pH,λ(y|β, σ2) =
n∏
i=1
1
σ
fH,λ
(
yi − xTi β
σ
)
=
n∏
i=1
2
σ
fH
(
yi − xTi β
σ
)
Φ
(
λ(yi − xTi β)
σ
)
,
where y = (y1, . . . , yn). The posterior density, piH,λ(β, σ2|y), is given by
piH,λ(β, σ
2|y) ∝ pH,λ(y|β, σ2)pi(β, σ2)
∝
∫
Rn+
n∏
i=1
2z
1
2
i
(2pi)
1
2 (σ2)
1
2
exp
{
−zi
2
(yi − xTi β)2
σ2
}
h(zi) dz
×
n∏
i=1
Φ
(
λ(yi − xTi β)
σ
)
(σ2)−α−1 exp
{
− γ
σ2
}
exp
{
−(β −m)
TΣ−1(β −m)
2
}
.
17
It is not possible to sample directly from this intractable posterior distribution. To this end, we describe both
the hybrid algorithm and the corresponding Gibbs sampler. Given z ∈ Rn+, let Λ be an n×n diagonal matrix
whose ith diagonal element is (zi + λ2)−1. We write W ∼ TN(µ, s2, a, b) to mean that W has a truncated
normal density given by 
1
s
φ(w−µs )
Φ( b−µs )−Φ(a−µs )
a < w ≤ b
0 otherwise ,
where µ, a, b ∈ R, s ∈ R+. We begin by introducing two latent random variables for each observation. This
latent variable argument is a generalization of an argument of Arellano-Valle et al. (2008) which introduces
two latent random variables based on the hierarchical specification of the skew-normal density. First, note
that
fH,λ() = 2fH()Φ(λ)
= 2
∫ ∞
0
φ(|0, 1/δ) dH(δ) Φ(λ)
= 2
∫ ∞
0
φ(|0, 1/δ)h(δ) dδ
∫ λ
−∞
φ(w|0, 1) dw
= 2
∫ ∞
0
∫ 0
−∞
φ(|0, 1/δ)φ(w| − λ, 1)h(δ) dw dδ
= 2
∫ ∞
0
∫ ∞
0
φ(|0, 1/δ)φ(w|λ, 1)h(δ) dw dδ ,
where φ(·|µ, σ2) denotes the pdf of the normal distribution with mean µ and variance σ2. Hence,
pH,λ(yi|β, σ2) = 1
σ
fH,λ
(
yi − xTi β
σ
)
=
2
σ
∫ ∞
0
∫ ∞
0
φ
(
yi − xTi β
σ
∣∣∣ 0, 1
zi
)
φ
(
wi
∣∣∣ λ yi − xTi β
σ
, 1
)
h(zi) dwi dzi
= 2
∫ ∞
0
∫ ∞
0
φ
(
yi
∣∣∣ xTi β, σ2zi
)
φ
(
wi
∣∣∣ λ yi − xTi β
σ
, 1
)
h(zi) dwi dzi , (13)
where the last equality follows from the fact that 1σφ
(
yi−xTi β
σ
∣∣∣ 0, 1zi) = φ(yi ∣∣∣ xTi β, σ2zi ) .
Now, consider the change of variables ti = σwi. Then, we have∫ ∞
0
φ
(
wi
∣∣∣ λ yi − xTi β
σ
, 1
)
dwi =
∫ ∞
0
φ
(
ti
σ
∣∣∣ λ yi − xTi β
σ
, 1
)
1
σ
dti
=
1
σ
∫ ∞
0
1√
2pi
exp
{
−(ti − λ(yi − x
T
i β))
2
2σ2
}
dti
=
∫ ∞
0
1√
2piσ2
exp
{
−(ti − λ(yi − x
T
i β))
2
2σ2
}
dti
=
∫ ∞
−∞
φ(ti|λ(yi − xTi β), σ2)I(ti>0) dti . (14)
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Finally, it follows from (13) and (14) that
pH,λ(yi|β, σ2) = 2
∫ ∞
0
∫ ∞
0
φ
(
yi
∣∣∣ xTi β, σ2zi
)
φ
(
wi
∣∣∣ λ yi − xTi β
σ
, 1
)
h(zi) dwi dzi
= 2
∫ ∞
0
∫ ∞
−∞
φ
(
yi
∣∣∣ xTi β, σ2zi
)
φ(ti|λ(yi − xTi β), σ2)I(ti>0)h(zi) dti dzi
= 2
∫ ∞
0
∫ ∞
−∞
p∗H,λ(yi, zi, ti|β, σ2) dti dzi ,
where p∗H,λ(yi, zi, ti|β, σ2) = 2φ
(
yi
∣∣∣ xTi β, σ2zi )φ(ti|λ(yi−xTi β), σ2)I(ti>0)h(zi). Let t = (t1, . . . , tn) and
z = (z1, . . . , zn) and denote the likelihood of y, z, and t by p∗H,λ(y, z, t|β, σ2) =
∏n
i=1 p
∗
H,λ(yi, zi, ti|β, σ2).
Then we have shown that ∫
Rn+
∫
Rn
p∗H,λ(y, z, t|β, σ2) dt dz = pH,λ(y|β, σ2) ,
and hence z and t are indeed latent variables. It is also clear that z and t are conditionally independent given
β, σ2, and y.
We now derive the conditional densities needed for the hybrid algorithm. First, note that
piH,λ(z|β, σ2, y) ∝ p∗H,λ(y, z, t|β, σ2)pi(β, σ2)
∝
n∏
i=1
2z
1
2
i
(2pi)
1
2 (σ2)
1
2
exp
{
−zi
2
(yi − xTi β)2
σ2
}
h(zi) .
Hence, conditional on (β, σ2, y), Z1, . . . , Zn are independent, and the conditional density of Zi given β, σ2,
and y is proportional to z
1
2
i exp
{
− zi2
(yi−xTi β)2
σ2
}
h(zi), which is the same as in Section 4.
Next,
piH,λ(t|β, σ2, y) ∝ p∗H,λ(y, z, t|β, σ2)pi(β, σ2)
∝
n∏
i=1
1√
2piσ2
exp
{
−(ti − λ(yi − x
T
i β))
2
2σ2
}
I(ti>0) .
Thus, conditional on (β, σ2, y), T1, . . . , Tn are independent, and the conditional density of Ti given β, σ2,
and y is TN(λ(yi − xTi β), σ2, 0,∞).
Using the fact that
piH,λ(σ
2|β, z, t, y) ∝ p∗H,λ(y, z, t|β, σ2)pi(β, σ2)
∝
n∏
i=1
z
1
2
i
2piσ2
exp
{
−zi(yi − x
T
i β)
2 + (ti − λ(yi − xTi β))2
2σ2
}
× (σ2)−α−1 exp
{
− γ
σ2
}
,
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it’s easy to see that
σ2|β, z, t, y ∼ IG
(
n+ α,
∑n
i=1 zi(yi − xTi β)2 +
∑n
i=1(ti − λ(yi − xTi β))2 + 2γ
2
)
.
Finally, we have
piH,λ(β|σ2, z, t, y) ∝ p∗H,λ(y, z, t|β, σ2)pi(β, σ2)
∝
n∏
i=1
z
1
2
i
2piσ2
exp
{
−zi(yi − x
T
i β)
2 + (ti − λ(yi − xTi β))2
2σ2
}
× exp
{
−(β −m)
TΣ−1(β −m)
2
}
∝ exp
{
−(y −Xβ)
TΛ−1(y −Xβ)− 2λ(y −Xβ)T t
2σ2
}
× exp
{
−(β −m)
TΣ−1(β −m)
2
}
.
Standard calculations show that β|σ2, z, t, y ∼ Np(mˆ, σ2Σˆ), where
mˆ = (XTΛ−1X + σ2Σ−1)−1(XTΛ−1y + σ2Σ−1m− λXT t),
Σˆ = (XTΛ−1X + σ2Σ−1)−1.
The hybrid algorithm is based on the Markov chain Φ = {(βm, σ2m)}∞m=0 with state space X = Rp×R+
and selection probability r ∈ (0, 1), whose dynamics are defined by the following three step procedure for
moving from (βm, σ2m) = (β, σ
2) to (βm+1, σ2m+1).
Iteration m+ 1 of the hybrid algorithm:
1. Draw Z1, . . . , Zn independently with
Zi ∼ the density proportional to z
1
2
i exp
{
−zi
2
(yi − xTi β)2
σ2
}
h(zi)
and call the observed values z = (z1, . . . , zn).
2. Draw T1, . . . , Tn independently with
Ti ∼ TN(λ(yi − xTi β), σ2, 0,∞),
call the observed values t = (t1, . . . , tn), and, independently, draw W ∼ Uniform(0, 1).
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3. (a) If W ≤ r, draw
σ∗2 ∼ IG
(
n+ α,
∑n
i=1 zi(yi − xTi β)2 +
∑n
i=1(ti − λ(yi − xTi β))2 + 2γ
2
)
,
and set (βm+1, σ2m+1) = (β, σ
∗2).
(b) Otherwise if r < W ≤ 1, draw
β∗ ∼ Np
(
mˆ, σ2Σˆ
)
,
and set (βm+1, σ2m+1) = (β
∗, σ2).
The corresponding deterministic scan Gibbs sampler leads to the Markov chain Φˆ = {(βˆm, σˆ2m)}∞m=0
with state space X = Rp × R+. Once again, the dynamics of Φˆ are defined in the usual way. At every
iteration, we update the latent data z1, . . . , zn and t1, . . . , tn along with βˆ and σˆ2 from their respective full
conditional distributions.
Geometric ergodicity results have not been established for either the Gibbs sampler or the hybrid algo-
rithm in the case of an arbitrary mixing distribution H. However, consider the following special case. Let H
be the distribution function corresponding to IG(ν, 1). This leads to a generalized hyperbolic distribution for
the errors with density
fH() =
2−ν+1√
piΓ(ν)
(
√
2||)ν− 12Kν− 1
2
(
√
2||) ,
where ν ∈ (1/2,∞) is a parameter, and K(·) denotes the modified Bessel function of the second kind.
Finally, using the construction at the beginning of this section, we extend to the class of skew generalized
hyperbolic distributions for the errors with density given by
fH,λ() =
2−ν+2√
piΓ(ν)
(
√
2||)ν− 12Kν− 1
2
(
√
2||)Φ(λ) .
Under this setup, the following result is proved in Appendix D.
Theorem 3. (i) Suppose there exist positive constants M1 and M2 which satisfy
M1
2 + λ
2 + |λ|M22 < 2n+ 2α− 2
n
M1
+ |λ|n2M2 < 2α− 2 .
Then the Gibbs Markov chain Φˆ is geometrically ergodic.
(ii) Suppose α > 1. Then the hybrid Markov chain Φ is geometrically ergodic for all r ∈ (0, 1).
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Remark 2. Recall that α is one of the hyperparameters in the prior distribution for σ2. Note that if α ≤ 1,
then the second condition in part (i) of the theorem cannot hold. Thus, the conditions for the hybrid algorithm
to be geometrically ergodic are strictly weaker than the corresponding conditions for the Gibbs sampler.
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Appendices
A A Toy Example
The following example is very similar to Example 10.4 in Hobert (2011). Note at the outset that this is a
simplified version of the model that we consider in Section 4, and it is only toy in the sense that it could
be analyzed using a simpler MCMC algorithm. Let Y1, . . . , Ym be a random sample from the location-scale
Student’s t density with known degrees of freedom, ν > 0. The common density is given by
Γ
(
ν+1
2
)
σ
√
piν Γ
(
ν
2
) (1 + (y − µ)2
νσ2
)−(ν+1)/2
.
Here (µ, σ2) is playing the role of u = (x, y) in the notation of the previous sections. The standard diffuse
prior density for this location-scale problem is pi(µ, σ2) ∝ 1/σ2. Of course, whenever an improper prior is
used, it is important to check that the posterior is proper. In this case, Fernandez and Steel (1999) showed
that the posterior is proper if and only if m ≥ 2, and we assume this throughout. The posterior density is an
intractable bivariate density that is characterized by
pi(µ, σ2|y) ∝ (σ2)−m+22
m∏
i=1
(
1 +
(yi − µ)2
νσ2
)−(ν+1)/2
, (15)
where y = (y1, . . . , ym). Meng and van Dyk (1999) described a DA algorithm for this problem in which
the missing data are based on the standard representation of a Student’s t variate in terms of normal and χ2
variates. Conditional on (µ, σ2), let (Y1, Z1), . . . , (Ym, Zm) be independent and identically distributed (iid)
pairs such that, for i = 1, . . . ,m,
Yi|Zi, µ, σ2 ∼ N(µ, σ2/zi)
Zi|µ, σ2 ∼ Gamma(ν/2, ν/2) .
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Let R+ = (0,∞), and let z = (z1, . . . , zm) ∈ Rm+ . Then we have
p(y, z|µ, σ2) =
m∏
i=1
p(yi|zi, µ, σ2) p(zi|µ, σ2)
=
m∏
i=1
√
zi√
2piσ2
exp
{
− zi
2σ2
(yi − µ)2
} (ν
2
) ν
2
Γ
(
ν
2
)z ν2−1i exp{−νzi2 } .
Now, ∫
Z
p(y, z|µ, σ2) dz =
m∏
i=1
∫
R+
p(yi|zi, µ, σ2) p(zi|µ, σ2) dzi
=
Γ
(
ν+1
2
)
σ
√
piν Γ
(
ν
2
) (1 + (y − µ)2
νσ2
)−(ν+1)/2
,
so that z is indeed latent data. The complete data posterior density is characterized by
pi(µ, σ2, z|y) ∝ 1
σ2
m∏
i=1
√
zi√
2piσ2
exp
{
− zi
2σ2
(yi − µ)2
} (ν
2
) ν
2
Γ
(
ν
2
)z ν2−1i exp{−νzi2 } . (16)
In order to implement the hybrid algorithm, we must be able to draw from pi(z|µ, σ2, y), pi(µ|σ2, z, y),
and pi(σ2|µ, z, y). Note that we can actually simulate from pi(µ, σ2|z, y) sequentially by first drawing from
pi(σ2|z, y) and then from pi(µ|σ2, z, y). Hence the hybrid algorithm is not needed for this problem and one
could use the regular DA algorithm instead. Since pi(z|µ, σ2, y) ∝ pi(µ, σ2, z|y), it is clear that the zis are
conditionally independent given (µ, σ2, y) and, in fact,
Zi|µ, σ2, y ∼ Gamma
(
ν + 1
2
,
1
2
(
(yi − µ)2
σ2
+ ν
))
.
Let z. =
∑m
i=1 zi and define
µˆ =
1
z.
m∑
j=1
yjzj and σˆ2 =
1
z.
m∑
j=1
zj(yj − µˆ)2 .
Using the facts that pi(µ|σ2, z, y) ∝ pi(µ, σ2, z|y), and pi(σ2|µ, z, y) ∝ pi(µ, σ2, z|y), it is straightforward to
show that:
µ|σ2, z, y ∼ N
(
µˆ,
σ2
z.
)
σ2|µ, z, y ∼ IG
(
m
2
,
1
2
m∑
i=1
zi(yi − µ)2
)
.
where IG(α, β) is the distribution of 1/V when V ∼ Gamma(α, β). We now know how to run the hybrid
algorithm for this problem. Consider the Markov chain {(µn, σ2n)}∞n=0 with state spaceR×R+. If the current
state is (µn, σ2n) = (µ, σ
2), we simulate the next state, (µn+1, σ2n+1), by performing the following two steps:
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Iteration n+ 1 of the hybrid algorithm for (15):
1. Draw Z1, . . . , Zm independently, with
Zi ∼ Gamma
(
ν + 1
2
,
1
2
(
(yi − µ)2
σ2
+ ν
))
,
call the observed values z = (z1, . . . , zm), and, independently, draw W ∼ Uniform(0, 1).
2. (a) If W ≤ r, draw
σ∗2 ∼ IG
(
m
2
,
1
2
m∑
i=1
zi(yi − µ)2
)
,
and set (µn+1, σ2n+1) = (µ, σ
∗2).
(b) Otherwise if r < W ≤ 1, draw
µ∗ ∼ N
(
µˆ,
σ2
z.
)
,
and set (µn+1, σ2n+1) = (µ
∗, σ2).
We present a much more general version of this example in Section 4 where we consider Bayesian linear
regression with scale mixtures of normal errors. When the errors are taken to have a Student’s t distribution
in this more general example, many of the calculations are similar.
We end this section by describing how to the construct sandwich steps for the above hybrid algorithm.
As we will see, both of the sandwich steps are available in closed form which allows for a particularly clean
formulation of the DS algorithm. We first require the distributions of z|µ, y and z|σ2, y, and we begin with
the former.
pi(z|µ, y) ∝ pi(µ, z|y) =
∫ ∞
0
pi(µ, σ2, z|y) dσ2
∝
(
m∏
i=1
z
ν−1
2
i
)
exp
{
−ν
2
m∑
i=1
zi
}∫ ∞
0
(σ2)−
m
2
−1 exp
{
− 1
2σ2
m∑
i=1
zi(yi − µ)2
}
dσ2
∝
(
m∑
i=1
zi(yi − µ)2
)−m
2 m∏
i=1
[
z
ν−1
2
i exp
{
−νzi
2
}]
.
Let g ∈ R+. It follows from the group theoretic arguments in Hobert and Marchev (2008) that the move z 7→
gz for z = (z1, . . . , zm) is reversible with respect to pi(z|µ, y) if g is drawn from the density proportional to
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pi(gz|µ, y)gm−1. Now, as a function of g,
pi(gz|µ, y)gm−1 ∝
(
m∑
i=1
gzi(yi − µ)2
)−m
2 m∏
i=1
[
(gzi)
ν−1
2 exp
{
−ν(gzi)
2
}]
gm−1
∝ gmν2 −1 exp
{
−g
(
ν
2
m∑
i=1
zi
)}
,
which is a Gamma
(
mν
2 ,
ν
2
∑m
i=1 zi
)
density.
Next,
pi(z|σ2, y) ∝ pi(σ2, z|y) =
∫ ∞
−∞
pi(µ, σ2, z|y) dµ
∝
(
m∏
i=1
z
ν−1
2
i
)
exp
{
−ν
2
m∑
i=1
zi
}∫ ∞
−∞
exp
{
− 1
2σ2
m∑
i=1
zi(yi − µ)2
}
dµ
∝
(
m∏
i=1
z
ν−1
2
i
)
exp
{
−ν
2
m∑
i=1
zi
}
exp
{
− 1
2σ2
m∑
i=1
ziy
2
i
}
exp
{
1
2σ2
(
∑m
i=1 ziyi)
2∑m
j=1 zj
}
×
∫ ∞
−∞
exp
− 12σ2
m∑
i=1
zi
(
µ−
∑m
j=1 zjyj∑m
k=1 zk
)2 dµ
∝
 m∑
j=1
zj
− 12 exp{− 1
2σ2
m∑
i=1
ziy
2
i
}
exp
{
1
2σ2
(
∑m
i=1 ziyi)
2∑m
j=1 zj
}
m∏
i=1
(
z
ν−1
2
i exp
{
−νzi
2
})
.
Now consider the transformation z 7→ gz for g ∈ R+, z = (z1, . . . , zm). We need to sample g from the
density proportional to pi(gz|σ2, y)gm−1
∝
 m∑
j=1
gzj
− 12 exp{− 1
2σ2
m∑
i=1
gziy
2
i
}
exp
{
1
2σ2
(
∑m
i=1 gziyi)
2∑m
j=1 gzj
}
m∏
i=1
(gzi)
ν−1
2 exp
{
−g
(
ν
2
m∑
i=1
zi
)}
gm−1
∝ g(− 12+m( ν−12 )+m−1) exp
{
−g
(
1
2σ2
m∑
i=1
ziy
2
i +
ν
2
m∑
i=1
zi − 1
2σ2
(
∑m
i=1 ziyi)
2∑m
j=1 zj
)}
= g
m(ν+1)−3
2 exp
{
−g
[
z.
(
σˆ2
2σ2
+
ν
2
)]}
,
which is a Gamma
(
m(ν+1)−1
2 , z.
(
σˆ2
2σ2
+ ν2
))
density.
The DS algorithm proceeds as follows. Fix a selection probability r ∈ (0, 1) and consider the Markov
chain {(µ˜n, σ˜2n)}∞n=0 with state space R × R+. If the current state is (µ˜n, σ˜2n) = (µ, σ2), we simulate the
next state, (µ˜n+1, σ˜2n+1), by performing the following two steps:
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Iteration n+ 1 of the DS algorithm for (15):
1. Draw Z1, . . . , Zm independently, with
Zi ∼ Gamma
(
ν + 1
2
,
1
2
(
(yi − µ)2
σ2
+ ν
))
,
call the observed values z = (z1, . . . , zm), and, independently, draw W ∼ Uniform(0, 1).
2. (a) If W ≤ r, draw
g ∼ Gamma
(
mν
2
,
ν
2
m∑
i=1
zi
)
,
then draw
σ∗2 ∼ IG
(
m
2
,
1
2
m∑
i=1
gzi(yi − µ)2
)
,
and set (µ˜n+1, σ˜2n+1) = (µ, σ
∗2).
(b) Otherwise if r < W ≤ 1, draw
g ∼ Gamma
(
m(ν + 1)− 1
2
, z.
(
σˆ2
2σ2
+
ν
2
))
,
then draw
µ∗ ∼ N
(
µˆ,
σ2
gz.
)
,
and set (µ˜n+1, σ˜2n+1) = (µ
∗, σ2).
B Theory for the DS Algorithm
We begin with some requisite background material on Markov operators. In keeping with the notation of
Section 3, the target density, fX,Y (x, y), can be used to define an inner product
〈g1, g2〉L20 =
∫
X
∫
Y
g1(x, y)g2(x, y)fX,Y (x, y) dy dx ,
and norm ‖g‖ = √〈g, g〉 on the Hilbert space
L20 =
{
g : X× Y → R :
∫
X
∫
Y
g2(x, y)fX,Y (x, y) dy dx <∞ and
∫
X
∫
Y
g(x, y)fX,Y (x, y) dy dx = 0
}
.
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To keep things simple, we assume throughout that fX,Y (x, y) is a density with respect to Lebesgue measure,
but we note that the results actually hold much more generally - see, e.g., the set-up in Khare and Hobert
(2011). The Mtd k1 corresponds to a Markov operator K1 : L20 → L20 that takes g ∈ L20 into
(K1g)(x, y) =
∫
X
g(x′, y)k1(x′|x; y) dx′ .
Now, if we define K2 using k2 in an analogous way, then it is clear that the Markov operator associated with
the DS algorithm, KDS : L20 → L20, is given by KDS = rK1 + (1− r)K2, where r ∈ (0, 1) is the selection
probability. Here is our first result.
Proposition 1. The Markov chain underlying the DS algorithm is reversible.
Proof. It suffices to show that KDS is a self-adjoint operator. We start by showing that K1 is self-adjoint.
First, it’s easy to see that fX,Y (x, y)k1(x′|x; y) = fX,Y (x′, y)k1(x|x′; y). It follows that
fX,Y (x, y)(K1g)(x, y) = fX,Y (x, y)
∫
X
g(x′, y)k1(x′|x; y) dx′
=
∫
X
g(x′, y)fX,Y (x, y)k1(x′|x; y) dx′
=
∫
X
g(x′, y)fX,Y (x′, y)k1(x|x′; y) dx′
Thus,
〈K1g, h〉L20 =
∫
X
∫
Y
(K1g)(x, y)h(x, y)fX,Y (x, y) dy dx
=
∫
X
∫
Y
h(x, y)
[∫
X
g(x′, y)fX,Y (x′, y)k1(x|x′; y) dx′
]
dy dx
=
∫
X
∫
Y
[∫
X
h(x, y)k1(x|x′; y) dx
]
g(x′, y)fX,Y (x′, y) dy dx′
= 〈g,K1h〉L20 ,
where the third equality follows from Fubini’s theorem. Now an analogous argument shows that K2 is
self-adjoint, and it follows immediately that rK1 + (1− r)K2 is also self-adjoint.
We now review two standard criteria for comparing MCMC algorithms. One is based on the rates of
convergence of the underlying Markov chains, and the other is based on asymptotic relative efficiency of the
MCMC estimators. It is important to note that neither of these takes into account computational issues.
Let Φ = (Xn, Yn)
∞
n=0 denote a generic Markov chain on X × Y that is reversible with respect to fX,Y .
Assume further that Φ is Harris ergodic; that is, aperiodic, irreducible and Harris recurrent. Let K denote
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the corresponding Markov operator on L20. Let L
2
0,1 ⊂ L20 denote the functions for which∫
X
∫
Y
g2(x, y)fX,Y (x, y) dy dx = 1.
The norm of the operator K is defined as
‖K‖ = sup
g∈L20,1
‖Kg‖ .
(Since K is self-adjoint, we also have ‖K‖ = supg∈L20,1〈Kg, g〉L20 .) The quantity ‖K‖, which takes values
in [0, 1], represents the convergence rate of Φ, with smaller values associated with faster convergence. In
fact, Φ is geometrically ergodic if and only if ‖K‖ < 1 (Roberts and Rosenthal, 1997). One way to choose
between two MCMC algorithms for the same problem is to favor the one whose Markov operator has smaller
norm.
Now let g : X× Y → R be (non-constant and) such that∫
X
∫
Y
g2(x, y)fX,Y (x, y) dy dx <∞.
The usual MCMC estimator of θ =
∫
X
∫
Y g(x, y)fX,Y (x, y) dy dx is gn =
1
n
∑n−1
i=0 g(Xn, Yn). The estima-
tor gn is strongly consistent for θ, and, if Φ is geometrically ergodic, then it also satisfies a Markov chain
CLT; that is, there exists σ2g,K ∈ (0,∞) such that, as n → ∞,
√
n(gn − θ) d−→ N(0, σ2g,K). If g is square
integrable with respect to fX,Y , but the CLT does not hold, then set σ2g,K = ∞. Suppose Φ∗ is a second
Markov chain (with corresponding operator K∗) that satisfies all the properties we have assumed Φ satisfies.
If σ2g,K∗ < σ
2
g,K for all square integrable g, then we say that K
∗ is more efficient than K, and we write
K∗ E K. This is another way of choosing between MCMC algorithms.
Before we can state the main result, we must define a few more operators. First, let Lˆ20 denote the space
of functions that are square integrable and have mean zero with respect to fY,Z(y, z). We denote the inner
product on this space by 〈·, ·〉Lˆ20 . The Mtf R1(z, dz
′; y) defines an operator R1 : Lˆ20 → Lˆ20 that takes h ∈ Lˆ20
to
(R1h)(y, z) =
∫
Z
h(y, z′)R1(z, dz′; y) .
It follows immediately from (5) that R1 is self-adjoint (with respect to fY,Z). Of course, R1 is a positive
operator if 〈R1h, h〉Lˆ20 ≥ 0 for all h ∈ Lˆ
2
0. Let R2 denote the analogous operator corresponding to the Mtf
R2, and let KH denote the Markov operator (on L20) corresponding to the hybrid algorithm.
Proposition 2. Suppose the Markov chains associated with KDS and KH are both Harris ergodic. Then
KDS  KH. If, in addition, R1 and R2 are both positive operators, then ‖KDS‖ ≤ ‖KH‖.
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Proof. Fix g ∈ L20 and define
g∗(y, z) =
∫
X
g(x, y)fX|Y,Z(x|y, z) dx .
It’s easy to see that g∗ ∈ Lˆ20. Now
〈K1g, g〉L20
=
∫
X
∫
Y
(K1g)(x, y)g(x, y)fX,Y (x, y) dy dx
=
∫
X
∫
Y
[∫
X
g(x′, y)
∫
Z
∫
Z
fX|Y,Z(x′|y, z′)R1(z, dz′; y)fZ|X,Y (z|x, y) dz dx′
]
g(x, y)fX,Y (x, y) dy dx
=
∫
X
∫
Y
∫
X
∫
Z
∫
Z
g(x′, y)fX|Y,Z(x′|y, z′)R1(z, dz′; y)fZ|X,Y (z|x, y)g(x, y)fX,Y (x, y) dz dx′ dy dx
=
∫
Y
∫
Z
[∫
Z
g∗(y, z′)R1(z, dz′; y)
]
g∗(y, z)fY,Z(y, z) dy dz
= 〈R1g∗, g∗〉Lˆ20 . (17)
Note that 〈R1g∗, g∗〉Lˆ20 is the covariance of g
∗(Y0, Z0) and g∗(Y1, Z1) where (Yn, Zn)∞n=0 is the stationary
version of the Markov chain driven by R1 (so (Y0, Z0) ∼ fY,Z). Let K˜1 denote K1 when R1 is trivial. Then
〈K˜1g, g〉L20 = 〈g∗, g∗〉Lˆ20 , which is the variance of g
∗(Y0, Z0) when (Y0, Z0) ∼ fY,Z . Hence by Cauchy-
Schwarz,
〈K1g, g〉L20 = 〈R1g
∗, g∗〉Lˆ20 ≤ 〈g
∗, g∗〉Lˆ20 = 〈K˜1g, g〉L20 .
An analogous argument shows that 〈K2g, g〉L20 ≤ 〈K˜2g, g〉L20 , where K˜2 denotes K2 with a trivial R2. Of
course, KH = rK˜1 + (1− r)K˜2. Therefore, for any g ∈ L20, we have
〈KDSg, g〉L20 = 〈(rK1 + (1− r)K2)g, g〉L20 ≤ 〈(rK˜1 + (1− r)K˜2)g, g〉L20 = 〈KHg, g〉L20 , (18)
and it now follows from results in Mira and Geyer (1999) that KDS E KH.
Now, if R1 is positive, then it follows immediately from (17) that K1 is also positive. Of course, in
an analogous manner, positivity of R2 implies that of K2. Then since KDS and KH are both self-adjoint, it
follows from (18) that ‖KDS‖ ≤ ‖KH‖.
Remark 3. As explained in Mira and Geyer (1999), generally fast convergence and small asymptotic vari-
ance are conflicting goals. Indeed, a Markov chain has a small norm when the spectrum of its operator is
concentrated near zero, whereas small asymptotic variance is associated with a spectrum that is concen-
trated near -1. When R1 and R2 are both positive operators, then KDS and KH are also positive, which
implies that their spectra are both subsets of [0, 1]. In this context, fast convergence and small asymptotic
variance are both associated with a spectrum concentrated near zero, and are no longer conflicting goals.
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C The DS Algorithm for Section 4 when H is Gamma(ν2 ,
ν
2)
In this section we demonstrate how to construct the DS algorithm for the Bayesian linear regression model
with SMN errors in the case where the mixing distribution H is the Gamma(ν2 ,
ν
2 ) distribution. First, note
that this particular choice leads to a common Student’s t distribution with ν degrees of freedom for 1, . . . , n.
The corresponding posterior density is given by
pi(β, σ2|y) ∝ pH(y|β, σ2)pi(β, σ2)
∝
n∏
i=1
Γ(ν+12 )
Γ(ν2 )σ
√
piν
(
1 +
(yi − xTi β)2
νσ2
)− ν+1
2
× (σ2)−α−1 exp
{
− γ
σ2
}
exp
{
−(β −m)
TΣ−1(β −m)
2
}
.
Furthermore, it is clear that
pi(z|β, σ2, y) ∝
n∏
i=1
z
ν+1
2
−1
i exp
{
−zi
(
(yi − xTi β)2
2σ2
+
ν
2
)}
,
which is a product of n independent Gamma
(
ν+1
2 ,
1
2
(
(yi−xTi β)2
σ2
+ ν
))
random variables. Hence
zi | β, σ2, y ∼ Gamma
(
ν + 1
2
,
1
2
(
(yi − xTi β)2
σ2
+ ν
))
.
The other two conditional densities, pi(σ2|β, z, y) and pi(β|σ2, z, y), are the same as in Section 4. If we want
to include sandwich steps then we require the two conditional densities pi(z|β, y) and pi(z|σ2, y).
Let’s start with pi(z|β, y). Using the fact that pi(z|β, y) ∝ pi(z, β|y) = ∫R+ pi(β, σ2, z|y) dσ2, it is straight-
forward to show that
pi(z|β, y) ∝ [(y −Xβ)TQ−1(y −Xβ) + 2γ]−(n2 +α) n∏
i=1
z
ν−1
2
i exp
{
−ν
2
zi
}
.
Let g ∈ R+. The density from which g must be drawn is given by
pi(gz|β, y) gn−1 := h(g; z, β, y)
∝ [g (y −Xβ)TQ−1(y −Xβ) + 2γ]−(n2 +α) g n(ν+1)2 −1 exp{−g ν
2
n∑
i=1
zi
}
.
Note that
h(g; z, β, y) ≤ [g (y −Xβ)TQ−1(y −Xβ)]−(n2 +α) g n(ν+1)2 −1 exp{−g ν
2
n∑
i=1
zi
}
=
[
(y −Xβ)TQ−1(y −Xβ)]−(n2 +α) g nν2 −α−1 exp{−g ν
2
n∑
i=1
zi
}
.
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Let M =
[
(y −Xβ)TQ−1(y −Xβ)]−(n2 +α) . It follows that we can use an accept/reject algorithm based
on a Gamma
(
nν
2 − α, ν2
∑n
i=1 zi
)
candidate to sample from h(g; z, β, y). Here’s the algorithm.
Accept/Reject algorithm for h:
1. Draw V ∼ Gamma (nν2 − α, ν2 ∑ni=1 zi) , and independently draw U ∼ Uniform(0, 1).
2. If
U ≤ V
n
2
[
V (y −Xβ)TQ−1(y −Xβ) + 2γ]−(n2 +α)
V −α M
then accept V as a draw from h, otherwise return to 1.
The second sandwich step will be based on pi(z|σ2, y). Using the fact that pi(z|σ2, y) ∝ pi(σ2, z|y) =∫
Rp pi(β, σ
2, z|y) dβ, one can easily show that
pi(z|σ2, y) ∝ |Σ′|1/2 exp
{
− 1
2σ2
[
yTQ−1y −m′TΣ′−1m′]} n∏
i=1
z
ν−1
2
i exp
{
−ν
2
zi
}
Again, let g ∈ R+.We now need to sample g from the density proportional to h˜(g;σ2, z, y) = pi(gz|σ2, y) gn−1.
It follows that
h˜(g;σ2, z, y) = |g XTQ−1X+σ2Σ−1|− 12 exp
{
m′Tg Σ′−1m′g
2σ2
}
g
n(ν+1)
2
−1 exp
{
−g
[
yTQ−1y
2σ2
+
ν
2
n∑
i=1
zi
]}
,
where
m′g = (gX
TQ−1X + σ2Σ−1)−1(gXTQ−1y + σ2Σ−1m),
Σ′g = (gX
TQ−1X + σ2Σ−1)−1.
First, observe that
|g XTQ−1X + σ2Σ−1|− 12 ≤ g− p2 |XTQ−1X|− 12 .
Next, observe that
exp
{
m′Tg Σ′−1m′g
2σ2
}
= exp
{
1
2σ2
(gXTQ−1y + σ2Σ−1m)T (gXTQ−1X + σ2Σ−1)−1(gXTQ−1y + σ2Σ−1m)
}
= exp
{
1
2σ2
[
gyTQ−1X(gXTQ−1X + σ2Σ−1)−1gXTQ−1y
]}
× exp
{
1
2σ2
[
gyTQ−1X(gXTQ−1X + σ2Σ−1)−1σ2Σ−1m
]}
× exp
{
1
2σ2
[
σ2mTΣ−1(gXTQ−1X + σ2Σ−1)−1gXTQ−1y
]}
× exp
{
1
2σ2
[
σ4mTΣ−1(gXTQ−1X + σ2Σ−1)−1σ2Σ−1m
]}
.
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The above expression can be bounded above by
exp
{
1
2σ2
[
gyTQ−1X(gXTQ−1X)−1gXTQ−1y
]} × exp{ 1
2σ2
[
gyTQ−1X(gXTQ−1X)−1σ2Σ−1m
]}
× exp
{
1
2σ2
[
σ2mTΣ−1(gXTQ−1X)−1gXTQ−1y
]}× exp{ 1
2σ2
[
σ4mTΣ−1(σ2Σ−1)−1Σ−1m
]}
= exp
{
1
2σ2
[
gyTQ−1X(XTQ−1X)−1XTQ−1y + 2σ2yTQ−1X(XTQ−1X)−1Σ−1m+ σ2mTΣ−1m
]}
= exp
{
1
2σ2
gµTΩ−1µ+ µTΣ−1m+
mTΣ−1m
2
}
= exp
{
mTΣ−1m
2
}
exp
{
−g
[
− 1
2σ2
µTΩ−1µ− µTΣ−1m
]}
where
µ =
(
XTQ−1X
)−1
XTQ−1y ,
Ω =
(
XTQ−1X
)−1
,
and we have used the fact that (gXTQ−1X + σ2Σ−1) and σ2Σ−1 are positive definite. Finally, note that
yTQ−1y − µTΩ−1µ = (y −Xµ)T (y −Xµ). Putting everything together, we obtain
h˜(g;σ2, z, y) ≤ (σ2)− p2 |Σ| 12 exp
{
µTΣ−1m+
mTΣ−1m
2
}
× gn( ν+12 )−1 exp
{
−g
[
(y −Xµ)T (y −Xµ)
2σ2
+
ν
2
n∑
i=1
zi
]}
.
LetM∗ = (σ2)−
p
2 |Σ| 12 exp
{
µTΣ−1m+ m
TΣ−1m
2
}
. It follows that we can use an Accept/Reject algorithm
based on a Gamma
(
n(ν+1)
2 ,
(y−Xµ)T (y−Xµ)
2σ2
+ ν2
∑n
i=1 zi
)
candidate to sample from h˜(g; z, σ2, y). Here’s
the algorithm.
Accept/Reject algorithm for h˜:
1. Draw V ∼ Gamma
(
n(ν+1)
2 ,
(y−Xµ)T (y−Xµ)
2σ2
+ ν2
∑n
i=1 zi
)
, and independently drawU ∼ Uniform(0, 1).
2. If
U ≤
|V XTQ−1X + σ2Σ−1|− 12 exp
{
m′TV Σ
′−1m′V
2σ2
}
exp
{
V µ
TΩ−1µ
2σ2
}
M∗
,
then accept V as a draw from h˜, otherwise return to 1.
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The DS algorithm is based on the Markov chain Φ˜ = {(β˜m, σ˜2m)}∞m=0 with state space X = Rp × R+
and selection probability r ∈ (0, 1). The dynamics of Φ˜ are defined by the following two step procedure for
moving from (β˜m, σ˜2m) = (β, σ
2) to (β˜m+1, σ˜2m+1).
Iteration m+ 1 of the DS algorithm:
1. Draw Z1, . . . , Zn independently with
Zi ∼ Gamma
(
ν + 1
2
,
1
2
(
(yi − xTi β)2
σ2
+ ν
))
,
call the observed value z = (z1, . . . , zn), and, independently, draw W ∼ Uniform(0, 1).
2. (a) If W ≤ r, first draw g ∼ h(g;β, z, y) using the first Accept/Reject algorithm above, then draw
σ∗2 ∼ IG
(
n
2
+ α,
g(y −Xβ)TQ−1(y −Xβ) + 2γ
2
)
,
and set (β˜m+1, σ˜2m+1) = (β, σ
∗2).
(b) Otherwise if r < W ≤ 1, first draw g ∼ h˜(g;σ2, z, y) using the second Accept/Reject algorithm
above, then draw
β∗ ∼ Np
(
m′g, σ
2Σ′g
)
,
and set (β˜m+1, σ˜2m+1) = (β
∗, σ2).
D Proofs
D.1 Theorem 2
We begin with several lemmas. The following lemma is proved in Khare and Hobert (2011).
Lemma 1. Fix n ∈ {2, 3, . . .} and p ∈ N, and let t1, . . . , tn be vectors in Rp. Then
Cp,n(t1; t2, . . . , tn) := sup
c∈Rn+
tT1
(
t1t
T
1 +
n∑
i=2
citit
T
i + c1I
)−2
t1
is finite.
Lemma 2. Let A be a p× p symmetric non-negative definite matrix. Then,
‖(I +A)−1‖ = largest eigenvalue of (I +A)−1 ≤ 1.
Also, I − (I +A)−1 is non-negative definite.
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Proof. By the spectral theorem, we can write the symmetric non-negative definite matrixA asQΛQT where
Q is an orthogonal matrix and Λ is a diagonal matrix with diagonal entries as the eigenvalues of A, denoted
{λi}pi=1. Since A is non-negative definite, these eigenvalues are nonnegative. We have
(I +A)−1 = (QQT +QΛQT )−1 = (Q(I + Λ)QT )−1 = Q(I + Λ)−1QT .
It is easy to see that (I + Λ)−1 is a diagonal matrix whose diagonal entries are {(1 + λi)−1}pi=1. Then,
‖(I +A)−1‖ = sup
‖x‖=1
‖(I +A)−1x‖
= sup
‖x‖=1
√
xTQ(I + Λ)−1QTQ(I + Λ)−1QTx
= sup
‖x‖=1
√
xT (I + Λ)−1(I + Λ)−1x
= sup
‖x‖=1
√√√√ p∑
i=1
(1 + λi)−2x2i
= (1 + λmin)
−1
= Largest eigenvalue of (I +A)−1 ≤ 1,
where λmin is the smallest eigenvalue of A and xi is the ith component of x. Also, for all y ∈ Rp,
yT (I − (I +A)−1)y = yTQ(I − (I + Λ)−1)QT y ≥ 0,
which implies that I − (I +A)−1 is non-negative definite.
Lemma 3. The function
V (β, σ2) =
n∑
i=1
(yi − xTi β)2 + βTΣ−1β + σ2 +
1
σ2
is unbounded off compact sets.
Proof. We must show that for every d ∈ R, the set
Sd =
{
(β, σ2) ∈ Rp × R+ : V (β, σ2) =
n∑
i=1
(yi − xTi β)2 + βTΣ−1β + σ2 +
1
σ2
≤ d
}
is compact. Note that V is continuous. It suffices to show that |βi| is bounded for all i ∈ {1, 2, . . . , p} and
σ2 is bounded away from 0 and∞. Since Σ is positive definite, βTΣ−1β ≤ d implies that |βi| is bounded
for all i ∈ {1, 2, . . . , p}. Also, σ2 + 1
σ2
≤ d implies that σ2 is bounded away from 0 and∞. This completes
the proof.
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Also, the same proof shows that the function
Vˆ (β, σ2) =
n∑
i=1
(yi − xTi β)2 + βTΣ−1β + σ2 +
M0
σ2
is unbounded off compact sets for any positive constant M0.
Lemma 4. If the hybrid algorithm is geometrically ergodic for some selection probability r∗ ∈ (0, 1), then
it is geometrically ergodic for every selection probability r ∈ (0, 1).
Proof. Using the same notation as in Appendix B, for all (x, y) ∈ X× Y and all measurable sets A, the Mtf
of the hybrid algorithm is given by
Kr((x, y), A) = rP ((x
′, y) ∈ A|x, y) + (1− r)P ((x, y′) ∈ A|x, y)
= r
∫
X
IA(x
′, y)
∫
Z
fX|Y,Z(x′|y, z)fZ|X,Y (z|x, y) dz dx′
+ (1− r)
∫
Y
IA(x, y
′)
∫
Z
fY |X,Z(y′|x, z)fZ|X,Y (z|x, y) dz dy′.
It is easy to show that
Kr((x, y), A) ≥ min
(
r
r∗
,
1− r
1− r∗
)
Kr∗((x, y), A),
and thus
Kr((x, y), A) ≥ δ′Kr∗((x, y), A)
for all measurable sets A and all (x, y) ∈ X× Y, where δ′ = min
(
r
r∗ ,
1−r
1−r∗
)
> 0. Since the hybrid Markov
chain is reversible, Theorem 1 in Jones et al. (2014) implies the result.
Theorem 2. The following results hold for any mixing density h.
(i) Suppose there exist constants 0 ≤ ψ1 < 1 and L1 ∈ R which do not depend on β or σ2 such that∑n
i=1E[zi|β, σ2, y](yi − xTi β)2
n+ 2α− 2 ≤ ψ1
[
n∑
i=1
(yi − xTi β)2 + βTΣ−1β + σ2 +
1
σ2
]
+ L1
for every β ∈ Rp, σ2 ∈ R+. Then the Gibbs Markov chain Φˆ is geometrically ergodic.
(ii) Suppose there exist constants ψ2, ψ3 ∈ R+, 0 ≤ ψ4 < 1, and L2 ∈ R which do not depend on β or σ2
such that∑n
i=1E[zi|β, σ2, y](yi − xTi β)2
n+ 2α− 2 ≤ ψ2
n∑
i=1
(yi − xTi β)2 +ψ3 βTΣ−1β +ψ4
(
σ2 +
1
σ2
)
+L2 (19)
for every β ∈ Rp, σ2 ∈ R+. Then the hybrid Markov chain Φ is geometrically ergodic for all r ∈ (0, 1).
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Proof. In view of Lemma 3 above and Lemma 15.2.8 of Meyn and Tweedie (2009), in each case it suffices
to verify the geometric drift condition for the function
V (β, σ2) =
n∑
i=1
(yi − xTi β)2 + βTΣ−1β + σ2 +
1
σ2
,
i.e. we must show that
E(V (β, σ2)|βˆ, σˆ2) ≤ λV (βˆ, σˆ2) + L
for some constants λ ∈ [0, 1) and L ∈ R, where for part (i) of the theorem the expectation is taken with
respect to the Mtf of the Gibbs sampler, and for part (ii) of the theorem the expectation is taken with respect
to the Mtf of the hybrid algorithm.
(i) For the Gibbs sampler, we have
E(V (β, σ2)|βˆ, σˆ2) =
∫
Rn+
∫
R+
∫
Rp
V (β, σ2)pi(β|σ2, z, y)pi(σ2|βˆ, z, y)pi(z|βˆ, σˆ2, y) dβ dσ2 dz
=
∫
Rn+
[∫
R+
{∫
Rp
V (β, σ2)pi(β|σ2, z, y) dβ
}
pi(σ2|βˆ, z, y) dσ2
]
pi(z|βˆ, σˆ2, y) dz.
Thus, we can write
E(V (β, σ2)|βˆ, σˆ2) = E[E{E(V (β, σ2)|σ2, z, y)|βˆ, z, y}|βˆ, σˆ2, y].
We have
n∑
i=1
(yi − xTi β)2 + βTΣ−1β = ‖y −Xβ‖2 + βTΣ−1β
≤ 2‖y‖2 + 2‖Xβ‖2 + βTΣ−1β
= 2‖y‖2 + 2‖XΣ 12 Σ− 12β‖2 + βTΣ−1β
≤ 2‖y‖2 + (2‖XΣ 12 ‖2 + 1)‖Σ− 12β‖2.
Let X˜ = XΣ
1
2 , let x˜i be the ith column of X˜T , and let Q˜ be an n × n diagonal matrix whose ith
diagonal element is σ2z−1i . Then, given (σ
2, z, y), Σ−
1
2β is a multivariate normal random vector with
mean (X˜T Q˜−1X˜ + I)−1(X˜T Q˜−1y + Σ−
1
2m), and covariance matrix (X˜T Q˜−1X˜ + I)−1. It follows
from Lemma 1 that for each i ∈ {1, 2, . . . , n} and for all z ∈ Rn+,
x˜i
T
x˜ix˜iT +∑
j 6=i
zj
zi
x˜j x˜j
T +
σ2
zi
I
−2 x˜i ≤ Ci(X˜),
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where Ci(X˜) is a finite constant. Recall that if A and B are symmetric matrices of the same dimension
such that A−B is non-negative definite, then tr(A) ≥ tr(B). Then, we have
E
[
‖Σ− 12β‖2
∣∣∣ σ2, z, y]
= ‖(X˜T Q˜−1X˜ + I)−1(X˜T Q˜−1y + Σ− 12m)‖2 + tr((X˜T Q˜−1X˜ + I)−1)
≤ 2‖(X˜T Q˜−1X˜ + I)−1X˜T Q˜−1y‖2 + 2‖(X˜T Q˜−1X˜ + I)−1Σ− 12m‖2 + tr((X˜T Q˜−1X˜ + I)−1)
≤ 2‖(X˜T Q˜−1X˜ + I)−1X˜T Q˜−1y‖2 + 2‖(X˜T Q˜−1X˜ + I)−1‖2‖Σ− 12m‖2 + tr((X˜T Q˜−1X˜ + I)−1)
≤ 2‖(X˜T Q˜−1X˜ + I)−1X˜T Q˜−1y‖2 + 2‖Σ− 12m‖2 + tr(I)
= 2
∥∥∥∥∥∥
n∑
i=1
 n∑
j=1
zj x˜j x˜j
T
σ2
+ I
−1 zix˜iyi
σ2
∥∥∥∥∥∥
2
+ 2‖Σ− 12m‖2 + p
≤ 2
 n∑
i=1
∥∥∥∥∥∥
zix˜ix˜iT
σ2
+
∑
j 6=i
zj x˜j x˜j
T
σ2
+ I
−1 zix˜iyi
σ2
∥∥∥∥∥∥
2 + 2‖Σ− 12m‖2 + p
= 2
 n∑
i=1
|yi|
∥∥∥∥∥∥
x˜ix˜iT +∑
j 6=i
zj
zi
x˜j x˜j
T +
σ2
zi
I
−1 x˜i
∥∥∥∥∥∥
2 + 2‖Σ− 12m‖2 + p
= 2
 n∑
i=1
|yi|
√√√√√x˜iT
x˜ix˜iT +∑
j 6=i
zj
zi
x˜j x˜j
T +
σ2
zi
I
−2 x˜i

2
+ 2‖Σ− 12m‖2 + p
≤ 2
(
n∑
i=1
|yi|
√
Ci(X˜)
)2
+ 2‖Σ− 12m‖2 + p,
where the first inequality follows from the fact that ‖x+ y‖2 ≤ 2‖x‖2 +2‖y‖2 and the third inequality
is due to the facts that ‖(X˜T Q˜−1X˜ + I)−1‖ ≤ 1 and I − (X˜T Q˜−1X˜ + I)−1 is non-negative definite
by Lemma 2. The fourth inequality follows from the triangle inequality. Hence, the above expression
is bounded by a finite constant that we will call D.
Finally, we have
E
[
n∑
i=1
(yi − xTi β)2 + βTΣ−1β
∣∣∣ σ2, z, y] ≤ E [2‖y‖2 + (2‖XΣ 12 ‖2 + 1)‖Σ− 12β‖2 ∣∣∣ σ2, z, y]
≤ 2‖y‖2 + (2‖XΣ 12 ‖2 + 1)E
[
‖Σ− 12β‖2
∣∣∣ σ2, z, y]
≤ 2‖y‖2 + (2‖XΣ 12 ‖2 + 1)D.
Now automatically,
E
[
n∑
i=1
(yi − xTi β)2 + βTΣ−1β
∣∣∣ βˆ, σˆ2] ≤ 2‖y‖2 + (2‖XΣ 12 ‖2 + 1)D. (20)
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Now, recall that σ2|β, z, y ∼ IG
(
n
2 + α,
(y−Xβ)TQ−1(y−Xβ)+2γ
2
)
. Then,
E((σ2)−1|βˆ, z, y) = n+ 2α
(y −Xβˆ)TQ−1(y −Xβˆ) + 2γ =
n+ 2α∑n
i=1 zi(yi − xTi βˆ)2 + 2γ
≤ n+ 2α
2γ
,
(21)
and since n2 + α > 1, we have
E(σ2|βˆ, z, y) = (y −Xβˆ)
TQ−1(y −Xβˆ) + 2γ
n+ 2α− 2 =
∑n
i=1 zi(yi − xTi βˆ)2 + 2γ
n+ 2α− 2 .
Thus,
E{E(σ2|βˆ, z, y)|βˆ, σˆ2, y} =
∑n
i=1E[zi|βˆ, σˆ2, y](yi − xTi βˆ)2 + 2γ
n+ 2α− 2 . (22)
Combining (20), (21), and (22) together, we have
E(V (β, σ2)|βˆ, σˆ2)
= E[E{E(V (β, σ2)|σ2, z, y)|βˆ, z, y}|βˆ, σˆ2, y]
= E
[
E
{
E
(
n∑
i=1
(yi − xTi β)2 + βTΣ−1β
∣∣∣ σ2, z, y) ∣∣∣ βˆ, z, y} ∣∣∣ βˆ, σˆ2, y]
+ E{E(σ2|βˆ, z, y)|βˆ, σˆ2, y}+ E{E((σ2)−1|βˆ, z, y)|βˆ, σˆ2, y}
≤ 2‖y‖2 + (2‖XΣ 12 ‖2 + 1)D + n+ 2α
2γ
+
∑n
i=1E
[
zi|βˆ, σˆ2, y
]
(yi − xTi βˆ)2 + 2γ
n+ 2α− 2
≤ ψ1V (βˆ, σˆ2) + L1 + 2‖y‖2 + (2‖XΣ 12 ‖2 + 1)D + n+ 2α
2γ
+
2γ
n+ 2α− 2 .
Since 0 ≤ ψ1 < 1, the proof is complete.
(ii) For the hybrid algorithm, we have
E(V (β, σ2)|βˆ, σˆ2)
= r
∫
Rn+
∫
R+
V (βˆ, σ2)pi(σ2|βˆ, z, y)pi(z|βˆ, σˆ2, y) dσ2 dz
+ (1− r)
∫
Rn+
∫
Rp
V (β, σˆ2)pi(β, σˆ2, z, y)pi(z|βˆ, σˆ2, y) dβ dz
= rE{E(V (βˆ, σ2)|βˆ, z, y)|βˆ, σˆ2, y}+ (1− r)E{E(V (β, σˆ2)|σˆ2, z, y)|βˆ, σˆ2, y}.
From (20), (21), and (22), we have
E{E(V (βˆ, σ2)|βˆ, z, y)|βˆ, σˆ2, y}
≤
n∑
i=1
(yi − xTi βˆ)2 + βˆTΣ−1βˆ +
∑n
i=1E
[
zi|βˆ, σˆ2, y
]
(yi − xTi βˆ)2 + 2γ
n+ 2α− 2 +
n+ 2α
2γ
,
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and
E{E(V (β, σˆ2)|σˆ2, z, y)|βˆ, σˆ2, y} ≤ 2‖y‖2 + (2‖XΣ 12 ‖2 + 1)D + σˆ2 + 1
σˆ2
.
Putting everything together, we obtain
E(V (β, σ2)|βˆ, σˆ2)
≤ r

n∑
i=1
(yi − xTi βˆ)2 + βˆTΣ−1βˆ +
∑n
i=1E
[
zi|βˆ, σˆ2, y
]
(yi − xTi βˆ)2 + 2γ
n+ 2α− 2 +
n+ 2α
2γ

+ (1− r)
{
2‖y‖2 + (2‖XΣ 12 ‖2 + 1)D + σˆ2 + 1
σˆ2
}
= r
n∑
i=1
(yi − xTi βˆ)2 + rβˆTΣ−1βˆ +
r
∑n
i=1E
[
zi|βˆ, σˆ2, y
]
(yi − xTi βˆ)2
n+ 2α− 2 + (1− r)
(
σˆ2 +
1
σˆ2
)
+ L′r
≤ r
n∑
i=1
(yi − xTi βˆ)2 + rβˆTΣ−1βˆ + r
{
ψ2
n∑
i=1
(yi − xTi βˆ)2 + ψ3βˆTΣ−1βˆ + ψ4
(
σˆ2 +
1
σˆ2
)
+ L2
}
+ (1− r)
(
σˆ2 +
1
σˆ2
)
+ L′r
= r(1 + ψ2)
n∑
i=1
(yi − xTi βˆ)2 + r(1 + ψ3)βˆTΣ−1βˆ + (1− r + rψ4)
(
σˆ2 +
1
σˆ2
)
+ rL2 + L
′
r
≤ max {r(1 + ψ2), r(1 + ψ3), 1− r + rψ4}V (βˆ, σˆ2) + rL2 + L′r,
where L′r = r
{
2γ
n+2α−2 +
n+2α
2γ
}
+(1−r){2‖y‖2 +(2‖XΣ 12 ‖2 +1)D}. For the selection probability,
choose r∗ = 11+2ψ2+2ψ3 ∈ (0, 1), so that 0 ≤ max {r∗(1 + ψ2), r∗(1 + ψ3), 1− r∗ + r∗ψ4} < 1.
Hence, in view of Lemma 4, the proof is complete.
D.2 Theorem 3
Lemma 5. Let W be a truncated normal random variable with mean µ, variance s2, a = 0, and b = ∞;
that is, W ∼ TN(µ, s2, 0,∞). Then
E((W − µ)2) ≤ µ2 + s2 + s|µ|.
Proof. When X ∼ TN(µ, s2, a,∞), we have
E(X) = µ+ sλ(α),
Var(X) = s2[1− δ(α)],
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where α = a−µs , λ(α) =
φ(α)
1−Φ(α) , and δ(α) = λ(α)[λ(α) − α], (see Greene (2003) Theorem 22.2). When
W ∼ TN(µ, s2, 0,∞), it is easy to show that W − µ ∼ TN(0, s2,−µ,∞). Then,
E((W − µ)2) = {E(W − µ)}2 + Var(W − µ)
=
{
sλ
(
−µ
s
)}2
+ s2
[
1− δ
(
−µ
s
)]
= s2λ2
(
−µ
s
)
+ s2 − s2λ2
(
−µ
s
)
− µ
s
s2λ
(
−µ
s
)
= s2 − µs φ
(−µs )
1− Φ (−µs )
= s2 − µs φ
(µ
s
)
Φ
(µ
s
) ,
where the last equality follows from the facts that φ(x) = φ(−x) and 1 − Φ(x) = Φ(−x) for all x ∈ R.
Now if µ ≥ 0, then µs φ(
µ
s )
Φ(µs )
≥ 0 and thus
E((W − µ)2) ≤ s2. (23)
On the other hand, if µ < 0, then we have
φ
(µ
s
)
Φ
(µ
s
) = 1√2pi exp
(
− µ2
2s2
)
∫ µ
s−∞
1√
2pi
exp
(
− t22
)
dt
=
1
exp
(
µ2
2s2
) ∫∞
−µ
s
exp
(
− t22
)
dt
=
1
exp
(
µ2
2s2
) ∫∞
− µ√
2s
exp (−t2)√2 dt
<
1√
2
(
− µ
2
√
s
+
√
µ2
2s2
+ 2
)
≤ 1√
2
(√
2|µ|
s
+
√
2
)
=
|µ|
s
+ 1,
where the first inequality follows from the fact that 1
x+
√
x2+2
< exp(x2)
∫∞
x exp(−t2) dt for all x ≥ 0 (see
Abramowitz and Stegun (1965), p.298) and the second inequality is due to the fact that
√
x2 + 2 ≤ |x|+√2
for all x ∈ R. Then,
E((W − µ)2) ≤ s2 + |µ|s
( |µ|
s
+ 1
)
= µ2 + s2 + s|µ|. (24)
The result follows from (23) and (24).
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The following theorem is specific to the case of a skew generalized hyperbolic-normal error density. That
is,
fH,λ() =
2−ν+2√
piΓ(ν)
(
√
2||)ν− 12Kν− 1
2
(
√
2||)Φ(λ),
where K(·) denotes the modified Bessel function of the second kind. This error density is the same as the
usual generalized hyperbolic error density when λ = 0, and in this case the mixing distribution H is the
distribution function corresponding to IG(ν, 1).
Theorem 3.
(i) Suppose there exist positive constants M1 and M2 which satisfy
M1
2 + λ
2 + |λ|M22 < 2n+ 2α− 2
n
M1
+ |λ|n2M2 < 2α− 2 .
Then the Gibbs Markov chain Φˆ is geometrically ergodic.
(ii) Suppose α > 1. Then the hybrid Markov chain Φ is geometrically ergodic for all r ∈ (0, 1).
Proof. We follow a similar strategy as the proof of Theorem 1. It suffices to verify the geometric drift
condition for the function
Vˆ (β, σ2) =
n∑
i=1
(yi − xTi β)2 + βTΣ−1β + σ2 +
M0
σ2
whereM0 is an arbitrary positive constant of our choice. Note at the outset that the proof of Lemma 3 implies
that the function Vˆ (β, σ2) is unbounded off compact sets. To prove Theorem 2, we must show that
E(Vˆ (β, σ2)|βˆ, σˆ2) ≤ λVˆ (βˆ, σˆ2) + L
for some constants λ ∈ [0, 1) and L ∈ R, where for part (i) of the theorem the expectation is taken with
respect to the Mtf of the Gibbs sampler, and for part (ii) of the theorem the expectation is taken with respect
to the Mtf of the hybrid algorithm.
(i) For the Gibbs sampler, we have
E(Vˆ (β, σ2)|βˆ, σˆ2) =
∫
Rn+
∫
Rn
∫
R+
∫
Rp
Vˆ (β, σ2)piH,λ(β|σ2, z, t, y)piH,λ(σ2|βˆ, z, t, y)
× piH,λ(z|βˆ, σˆ2, y)piH,λ(t|βˆ, σˆ2, y) dβ dσ2 dt dz
=
∫
Rn+
[ ∫
Rn
[ ∫
R+
{∫
Rp
Vˆ (β, σ2)piH,λ(β|σ2, z, t, y) dβ
}
× piH,λ(σ2|βˆ, z, t, y) dσ2
]
piH,λ(t|βˆ, σˆ2, y) dt
]
piH,λ(z|βˆ, σˆ2, y) dz
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Then, we can write
E(Vˆ (β, σ2)|βˆ, σˆ2) = E[E[E{E(Vˆ (β, σ2)|σ2, z, t, y)|βˆ, z, t, y}|βˆ, σˆ2, y]||βˆ, σˆ2, y].
Throughout the proof, c1, c2, c3, . . . will denote positive constants. From the proof of Theorem 1, we
have
n∑
i=1
(yi − xTi β)2 + βTΣ−1β ≤ 2‖y‖2 + (2‖XΣ
1
2 ‖2 + 1)‖Σ− 12β‖2.
Now, let X˜ = XΣ
1
2 , let x˜i be the ith column of X˜T and let Λ˜ be an n × n diagonal matrix with
ith diagonal element σ2(zi + λ2)−1. Then, given (σ2, z, t, y), Σ−
1
2β is a multivariate normal random
vector with mean
(X˜T Λ˜−1X˜ + I)−1(X˜T Λ˜−1y + Σ−
1
2m− λ
σ2
X˜T t),
and covariance matrix (X˜T Λ˜−1X˜+I)−1. It follows from Lemma 1 that for each i ∈ {1, 2, . . . , n} and
for all z ∈ Rn+,
x˜i
T
x˜ix˜iT +∑
j 6=i
zj + λ
2
zi + λ2
x˜j x˜j
T +
σ2
zi + λ2
I
−2 x˜i ≤ Di(X˜),
where Di(X˜) is a finite constant. Then, we have
E(‖Σ− 12β‖2|σ2, z, t, y)
= ‖(X˜T Λ˜−1X˜ + I)−1(X˜T Λ˜−1y + Σ− 12m− λ
σ2
X˜T t)‖2 + tr((X˜T Λ˜−1X˜ + I)−1)
≤ 2‖(X˜T Λ˜−1X˜ + I)−1X˜T Λ˜−1y‖2 + 2‖(X˜T Λ˜−1X˜ + I)−1Σ− 12m‖2
+
2λ2
σ4
‖(X˜T Λ˜−1X˜ + I)−1X˜T t‖2 + tr((X˜T Λ˜−1X˜ + I)−1)
≤ 2‖(X˜T Λ˜−1X˜ + I)−1X˜T Λ˜−1y‖2 + 2‖Σ− 12m‖2 + 2λ
2
σ4
‖X˜T t‖2 + tr(I)
= 2
∥∥∥∥∥∥
n∑
i=1
 n∑
j=1
(zj + λ
2)x˜j x˜j
T
σ2
+ I
−1 (zi + λ2)x˜iyi
σ2
∥∥∥∥∥∥
2
+ 2‖Σ− 12m‖2
+
2λ2
σ4
‖X˜T {t− λ(y −Xβˆ) + λ(y −Xβˆ)}‖2 + p
≤ 2
 n∑
i=1
∥∥∥∥∥∥
(zi + λ2)x˜ix˜iT
σ2
+
∑
j 6=i
(zj + λ
2)x˜j x˜j
T
σ2
+ I
−1 (zi + λ2)x˜iyi
σ2
∥∥∥∥∥∥
2 + 2‖Σ− 12m‖2
+
4λ2
σ4
‖X˜T {t− λ(y −Xβˆ)}‖2 + 4λ
4
σ4
‖X˜T (y −Xβˆ)‖2 + p
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≤ 2
 n∑
i=1
|yi|
∥∥∥∥∥∥
x˜ix˜iT +∑
j 6=i
zj + λ
2
zi + λ2
x˜j x˜j
T +
σ2
zi + λ2
I
−1 x˜i
∥∥∥∥∥∥
2 + 2‖Σ− 12m‖2
+
4λ2λ∗
σ4
n∑
i=1
{ti − λ(yi − xTi βˆ)}2 +
4λ4λ∗
σ4
n∑
i=1
(yi − xTi βˆ)2 + p
= 2
 n∑
i=1
|yi|
√√√√√x˜iT
x˜ix˜iT +∑
j 6=i
zj + λ2
zi + λ2
x˜j x˜j
T +
σ2
zi + λ2
I
−2 x˜i

2
+ 2‖Σ− 12m‖2
+
4λ2λ∗
σ4
n∑
i=1
{ti − λ(yi − xTi βˆ)}2 +
4λ4λ∗
σ4
n∑
i=1
(yi − xTi βˆ)2 + p
≤ 2
(
n∑
i=1
|yi|
√
Di(X˜) + 2‖Σ− 12m‖2
)2
+
4λ2λ∗
σ4
n∑
i=1
{ti − λ(yi − xTi βˆ)}2
+
4λ4λ∗
σ4
n∑
i=1
(yi − xTi βˆ)2 + p
= c1 +
c2
σ4
n∑
i=1
{ti − λ(yi − xTi βˆ)}2 +
c3
σ4
n∑
i=1
(yi − xTi βˆ)2,
where λ∗ is the largest eigenvalue of X˜X˜T . The first and third inequalities follow from the fact that
‖x+ y‖2 ≤ 2‖x‖2 + 2‖y‖2 and the triangle inequality. The second inequality is due to the facts that
‖(X˜T Λ˜−1X˜ + I)−1‖ ≤ 1 and I−(X˜T Λ˜−1X˜+I)−1 is non-negative definite by Lemma 2. The fourth
inequality follows from the fact that ‖ATx‖ = xTAATx ≤ λ∗xTx, where λ∗ is the largest eigenvalue
of the non-negative definite matrix AAT .
Now, recall that σ2|β, z, t, y ∼ IG
(
n+ α,
∑n
i=1 zi(yi−xTi β)2+
∑n
i=1{ti−λ(yi−xTi β)}2+2γ
2
)
. Then,
E((σ2)−2|βˆ, z, t, y) = (2n+ 2α)(2n+ 2α+ 2)[∑n
i=1 zi(yi − xTi βˆ)2 +
∑n
i=1{ti − λ(yi − xTi βˆ)}2 + 2γ
]2 .
Putting everything together, we have
E{E(‖Σ− 12β‖2|σ2, z, t, y)|βˆ, z, t, y}
≤ c1 + c2(2n+ 2α)(2n+ 2α+ 2)
∑n
i=1{ti − λ(yi − xTi βˆ)}2[∑n
i=1 zi(yi − xTi βˆ)2 +
∑n
i=1{ti − λ(yi − xTi βˆ)}2 + 2γ
]2
+
c3(2n+ 2α)(2n+ 2α+ 2)
∑n
i=1(yi − xTi βˆ)2[∑n
i=1 zi(yi − xTi βˆ)2 +
∑n
i=1{ti − λ(yi − xTi βˆ)}2 + 2γ
]2
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≤ c1 + c2(2n+ 2α)(2n+ 2α+ 2)
∑n
i=1{ti − λ(yi − xTi βˆ)}2
2γ
[∑n
i=1 zi(yi − xTi βˆ)2 +
∑n
i=1{ti − λ(yi − xTi βˆ)}2 + 2γ
]
+
c3(2n+ 2α)(2n+ 2α+ 2)
∑n
i=1(yi − xTi βˆ)2
2γ
[∑n
i=1 zi(yi − xTi βˆ)2 +
∑n
i=1{ti − λ(yi − xTi βˆ)}2 + 2γ
]
≤ c1 + c2(2n+ 2α)(2n+ 2α+ 2)
2γ
+
c3(2n+ 2α)(2n+ 2α+ 2)
∑n
i=1(yi − xTi βˆ)2
2γ
∑n
i=1 zi(yi − xTi βˆ)2
= c4 + c5
∑n
i=1(yi − xTi βˆ)2∑n
i=1 zi(yi − xTi βˆ)2
≤ c4 + c5
n∑
i=1
1
zi
.
Thus, we get
E
[
n∑
i=1
(yi − xTi β)2 + βTΣ−1β
∣∣∣ βˆ, σˆ2]
≤ E
[
2‖y‖2 + (2‖XΣ 12 ‖2 + 1)‖Σ− 12β‖2
∣∣∣ βˆ, σˆ2]
= 2‖y‖2 + (2‖XΣ 12 ‖2 + 1)E
[
‖Σ− 12β‖2
∣∣∣ βˆ, σˆ2]
≤ 2‖y‖2 + (2‖XΣ 12 ‖2 + 1)
{
c4 + c5
n∑
i=1
E(z−1i |βˆ, σˆ2, y)
}
≤ c6 + c7
n∑
i=1
E(z−1i |βˆ, σˆ2, y).
Now, by a standard calculation involving the generalized hyperbolic density and generalized inverse
Gaussian density (see Jung (2015)), we have
E(z−1i |β, σ2, y) ≤ ν +
|yi − xTi β|√
2σ
.
Combining these two facts, we obtain
E
[
n∑
i=1
(yi − xTi β)2 + βTΣ−1β
∣∣∣ βˆ, σˆ2]
≤ c6 + c7
n∑
i=1
E(z−1i |βˆ, σˆ2, y)
≤ c6 + c7
n∑
i=1
{
ν +
|yi − xTi βˆ|√
2σˆ
}
≤ c8 + c7
n∑
i=1
{
M1(yi − xTi βˆ)2
8
+
1
M1σˆ2
}
= c8 +
c7M1
8
n∑
i=1
(yi − xTi βˆ)2 +
c7n
M1σˆ2
,
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where M1 is an arbitrary positive constant of our choice. The third inequality follows from the fact that
|xy| ≤ x2+y22 .
Using the conditional distribution of σ2|β, z, t, y, we find
E
(
M0
σ2
∣∣∣ βˆ, z, t, y) = M0(2n+ 2α)∑n
i=1 zi(yi − xTi βˆ)2 +
∑n
i=1{ti − λ(yi − xTi βˆ)}2 + 2γ
≤ M0(n+ α)
γ
,
and
E(σ2|βˆ, z, t, y) =
∑n
i=1 zi(yi − xTi βˆ)2 +
∑n
i=1{ti − λ(yi − xTi βˆ)}2 + 2γ
2n+ 2α− 2 . (25)
From the proof of Theorem 1, we have
E(zi|βˆ, σˆ2, y) ≤
√
2σˆ2√
(yi − xTi βˆ)2
+
σˆ2
(yi − xTi βˆ)2
. (26)
Also, since ti|β, σ2, y ∼ TN(λ(yi − xTi β), σ2, 0,∞), it follows from Lemma 5 that
E({ti − λ(yi − xTi βˆ)}2|βˆ, σˆ2, y) ≤ σˆ2 + λ2(yi − xTi βˆ)2 + σˆ|λ(yi − xTi βˆ)|. (27)
Then, from (25), (26), and (27), we have
E(σ2|βˆ, σˆ2) = E[E{E(σ2|βˆ, z, t, y)|βˆ, σˆ2, y}|βˆ, σˆ2, y]
≤
n∑
i=1
√
(yi − xTi βˆ)2
√
2σˆ2 + σˆ2
2n+ 2α− 2 +
n∑
i=1
σˆ2 + λ2(yi − xTi βˆ)2 + σˆ|λ(yi − xTi βˆ)|
2n+ 2α− 2
+
2γ
2n+ 2α− 2
≤ 2nσˆ
2 + λ2
∑n
i=1(yi − xTi βˆ)2
2n+ 2α− 2 +
1
2n+ 2α− 2
n∑
i=1
(
M2(yi − xTi βˆ)2
2
+
σˆ2
M2
)
+
|λ|
2n+ 2α− 2
n∑
i=1
(
M3(yi − xTi βˆ)2
2
+
σˆ2
2M3
)
+
2γ
2n+ 2α− 2
=
1
2n+ 2α− 2
(
M2
2
+ λ2 +
|λ|M3
2
) n∑
i=1
(yi − xTi βˆ)2
+
1
2n+ 2α− 2
(
2n+
n
M2
+
|λ|n
2M3
)
σˆ2 +
2γ
2n+ 2α− 2 ,
where M2 and M3 are arbitrary positive constants of our choice.
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Finally, by combing the above calculations, we obtain
E(Vˆ (β, σ2)|βˆ, σˆ2) = E[E[E{E(Vˆ (β, σ2)|σ2, z, t, y)|βˆ, z, t, y}|βˆ, σˆ2, y]|βˆ, σˆ2, y]
≤ c8 + c7M1
8
n∑
i=1
(yi − xTi βˆ)2 +
c7n
M1σˆ2
+
M0(n+ α)
γ
+
1
2n+ 2α− 2
(
M2
2
+ λ2 +
|λ|M3
2
) n∑
i=1
(yi − xTi βˆ)2
+
1
2n+ 2α− 2
(
2n+
n
M2
+
|λ|n
2M3
)
σˆ2 +
2γ
2n+ 2α− 2
≤
{
c7M1
8
+
1
2n+ 2α− 2
(
M2
2
+ λ2 +
|λ|M3
2
)} n∑
i=1
(yi − xTi βˆ)2
+
1
2n+ 2α− 2
(
2n+
n
M2
+
|λ|n
2M3
)
σˆ2 +
c7n
M1M0
M0
σˆ2
+ c9.
Recall that M22 + λ
2 + |λ|M32 ≤ 2n+ 2α− 2. Since M0 and M1 are arbitrary positive constants of our
choice, we can set M0 = 2c7nM1 , which makes
c7n
M1M0
= 12 . Now choose M1 to make the quantity
c7M1
8
so small that
c7M1
8
+
1
2n+ 2α− 2
(
M2
2
+ λ2 +
|λ|M3
2
)
< 1.
Note that since nM2 +
|λ|n
2M3
< 2α− 2, we have 12n+2α−2
(
2n+ nM2 +
|λ|n
2M3
)
< 1. So we finally have
E(Vˆ (β, σ2)|βˆ, σˆ2) ≤ ψ′Vˆ (β, σ2) + c9,
where ψ′ = max
{
c7M1
8 +
1
2n+2α−2
(
M2
2 + λ
2 + |λ|M32
)
, 12n+2α−2
(
2n+ nM2 +
|λ|n
2M3
)
, c7nM1M0
}
< 1.
This completes the proof.
(ii) For the hybrid algorithm we have,
E(Vˆ (β, σ2)|βˆ, σˆ2)
= r
∫
Rn+
∫
Rn
∫
R+
Vˆ (βˆ, σ2)piH,λ(σ
2|βˆ, z, t, y)piH,λ(z|βˆ, σˆ2, y)piH,λ(t|βˆ, σˆ2, y) dσ2 dt dz
+ (1− r)
∫
Rn+
∫
Rn
∫
Rp
Vˆ (β, σˆ2)piH,λ(β|σˆ2, z, t, y)piH,λ(z|βˆ, σˆ2, y)piH,λ(t|βˆ, σˆ2, y) dβ dt dz
= rE[E{E(Vˆ (βˆ, σ2)|βˆ, z, t, y)|βˆ, σˆ2, y}|βˆ, σˆ2, y]
+ (1− r)E[E{E(Vˆ (β, σˆ2)|σˆ2, z, t, y)|βˆ, σˆ2, y}|βˆ, σˆ2, y].
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Then from the proof of part (i), we have
E[E{E(Vˆ (βˆ, σ2)|βˆ, z, t, y)|βˆ, σˆ2, y}|βˆ, σˆ2, y]
≤
n∑
i=1
(yi − xTi βˆ)2 + βˆTΣ−1βˆ +
1
2n+ 2α− 2
(
2n+
n
M2
+
|λ|n
2M3
)
σˆ2
+
1
2n+ 2α− 2
(
M2
2
+ λ2 +
|λ|M3
2
) n∑
i=1
(yi − xTi βˆ)2 +
2γ
2n+ 2α− 2 +
M0(n+ α)
γ
.
Also,
E[E{E(Vˆ (β, σˆ2)|σˆ2, z, t, y)|βˆ, σˆ2, y}|βˆ, σˆ2, y] ≤ c8 + c7M1
8
n∑
i=1
(yi− xTi βˆ)2 +
c7n
M1
1
σˆ2
+ σˆ2 +
M0
σˆ2
.
Putting everything together, we obtain
E(Vˆ (β, σ2)|βˆ, σˆ2)
≤ r
{
n∑
i=1
(yi − xTi βˆ)2 + βˆTΣ−1βˆ +
1
2n+ 2α− 2
(
2n+
n
M2
+
|λ|n
2M3
)
σˆ2
+
1
2n+ 2α− 2
(
M2
2
+ λ2 +
|λ|M3
2
) n∑
i=1
(yi − xTi βˆ)2 +
2γ
2n+ 2α− 2 +
M0(n+ α)
γ
}
+ (1− r)
{
c8 +
c7M1
8
n∑
i=1
(yi − xTi βˆ)2 +
c7n
M1σˆ2
+ σˆ2 +
M0
σˆ2
}
=
{
r +
r
2n+ 2α− 2
(
M2
2
+ λ2 +
|λ|M3
2
)
+ (1− r)c7M1
8
} n∑
i=1
(yi − xTi βˆ)2 + rβˆTΣ−1βˆ
+
{
r
2n+ 2α− 2
(
2n+
n
M2
+
|λ|n
2M3
)
+ 1− r
}
σˆ2 +
(1− r)
M0
(
c7n
M1
+M0
)
M0
σˆ2
+ r
{
2γ
2n+ 2α− 2 +
M0(n+ α)
γ
}
+ (1− r)c8.
Since M2 and M3 are arbitrary positive constants of our choice and α > 1, we may choose M2 = nα−1
and define M3 to be equal to
|λ|n
α−1 when λ 6= 0, and equal to any positive constant when λ = 0. Then
for such choices of M2 and M3, we have
r
2n+ 2α− 2
(
2n+
n
M2
+
|λ|n
2M3
)
+ 1− r ≤ r
2n+ 2α− 2
(
2n+ α− 1 + α− 1
2
)
+ 1− r
=
{
2n+ 32(α− 1)
}
r
2n+ 2(α− 1) + 1− r
< r + 1− r = 1
for all r ∈ (0, 1).
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Now for the specific selection probability
r∗ =
1
1 + 22n+2α−2
(
M2
2 + λ
2 + |λ|M32
) ∈ (0, 1),
we have
r∗ +
r∗
2n+ 2α− 2
(
M2
2
+ λ2 +
|λ|M3
2
)
=
1 + 12n+2α−2
(
M2
2 + λ
2 + |λ|M32
)
1 + 22n+2α−2
(
M2
2 + λ
2 + |λ|M32
) < 1.
Also, as in the proof of part (i), since M1 is an arbitrary positive constant of our choice, we can choose
M1 so that the quantity c7M18 is small enough to satisfy
r∗ +
r∗
2n+ 2α− 2
(
M2
2
+ λ2 +
|λ|M3
2
)
+ (1− r∗)c7M1
8
< 1.
Moreover, since M0 is an arbitrary positive constant of our choice, we can set M0 =
2(1−r∗)c7n
r∗M1 so that
(1− r∗)
M0
(
c7n
M1
+M0
)
=
(1− r∗)c7n
M0M1
+ 1− r∗ = (1− r
∗)c7nr∗M1
2(1− r∗)c7nM1 + 1− r
∗ = 1− r
∗
2
< 1.
Then we finally have
E(Vˆ (β, σ2)|βˆ, σˆ2) ≤ ψ′′Vˆ (βˆ, σˆ2) + c10,
where
ψ′′ = max
{
r∗ +
r∗
2n+ 2α− 2
(
M2
2
+ λ2 +
|λ|M3
2
)
+ (1− r∗)c7M1
8
, r∗,
r∗
2n+ 2α− 2
(
2n+
n
M2
+
|λ|n
2M3
)
+ 1− r∗, 1− r
∗
M0
(
c7n
M1
+M0
)}
.
Note that by the above calculations, ψ′′ < 1. In view of Lemma 4, the proof is complete.
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