When studying speech-on-speech perception, even when participants are explicitly instructed to focus selectively on a single voice, they can spuriously find themselves listening to the wrong voice. These paradigms generally do not allow to infer, retrospectively, which of the speakers was listened to, at different times during presentation. The present study sought to develop a psychophysical test paradigm, and a set of speech stimuli to that purpose. In this paradigm, after listening to two simultaneous stories, the participant had to identify, among a set of words, those that were present in the target story. Target and masker stories were presented dichotically or diotically. F0 and vocal-tract length were manipulated in order to parametrically vary the distance between the target and masker voices. Consistent with the hypothesis that correct-identification performance for target words depends on selective attention, performance decreases with the distance between the target and masker voices. These results indicate that the paradigm and stimuli described here can be used to infer which voice a participant is listening to in concurrent-speech listening experiments.
Introduction
Sixty-five years after Colin Cherry articulated the cocktail party problem [1] , how the human ear and brain solve this problem are still an active topic of research. Notably, a series of studies performed during the past decade have identified neural correlates of auditory selective attention in concurrent-speech listening tasks [2, 3, 4] .
In general, in speech-on-speech tasks, the listener is asked to focus on one of two simultaneously presented voices, for example, a female voice heard on the right side (the target), while trying to ignore a male voice on the left side (the masker). In most cases, for the data analysis, it was assumed that the participants listen unwaveringly the "target" voice. There are number of circumstances that can render this hypothesis less plausible. First as introspection and experience suggest, auditory selective attention is not infallible, and controlling one's attentional focus for several seconds, let alone minutes, can be quite challenging. Even with the best intentions, the participant's attention can occasionally be attracted toward a non-target element in the auditory scene. Second, when the voices are similar, they can be confused for one another, leading the participant to listen to the masker while believing it is the target. To be able to better identify neural correlates of auditory selective attention when target and masker can be confused, one would need to assess what the participant was actually attending to at different moments during the listening task.
The present study sought to validate a behavioral measure of listeners' attention in a concurrent-speech task, which can be used to infer which voice participants are actually listening at in such a task. For this purpose, a new speech material was created. Many corpora of sentences (e.g., CRM, Matrix, HINT, etc.) and shorter stimuli (e.g., syllables, phonemes, etc.) were used in previous speech-on-speech studies [5] but they are not representative of natural speech in the context of ecological communication. Moreover, closed set corpora where possible responses are presented before the trial do not constrain participants to listen to the entirety of the stimuli for a successful speech identification. An open set response, wherein participants need to listen to the whole stimulus, is therefore needed to achieve more realism. To sum up, the open set corpus created and used in this study aimed to be longer and more ecological than those used in previous studies. It is noteworthy than stimuli used in the decoding attention studies [2, 3, 4] last 60 seconds but they do not allow to infer which voice participants are listening to.
According to the literature, voice characteristics and spatialisation are two main cues to segregate two talkers [6] . Therefore, we used these two factors to control the difficulty of the task. Two stimuli presentation configurations were used in this study: a dichotic and a diotic presentations. In the dichotic presentation mode, the target and masker signals do not physically overlap, as one is presented to one ear, and the other to the other ear. In the diotic presentation mode, however, the target and masker signals physically overlap and, in that case, listeners can only rely on other perceptual cues to separate them. Voice characteristics are also important to discriminate and segregate two talkers. In practice, it is not easy to determine how different two voices are. Therefore, we created the masker voices from the target voices and manipulated two voice parameters: the voice pitch (F0) and the vocal-tract length (VTL) [7, 8] .
In conclusion, this study presents the creation and the validation of a new set of stimuli and a behavioral measure to infer which voice participants are listening to at different time points during the presentation. Participants performance will be presented and discussed in two main conditions: two different stimuli presentation configurations and three different masker voices.
Method

Participants
Twenty-two participants, aged between 20 to 32, took part in this study. All participants were French native speakers and had audiometric thresholds ≤ 20 dB HL at audiometric test frequencies between 250 Hz and 8 kHz.
Procedure
Each trial began with the word "attention" uttered by the target voice since listeners can use priming voice information to identify and attend a target message [9] . After listening to two simultaneous stories -a target and a masker -the participants had to find, among a set of 9 words, those present in the target story. The set of words was composed of 3 words from the target story, 3 words from the masker story and 3 extraneous words.
The entire procedure consisted of a short training followed by 12 blocks. Between blocks, subjects could take a break and resume the experiment when they wished. Each block was composed of a list of story pairs presented in a random order. Within a block, the same voice condition was used. Moreover, six of the blocks were presented diotically and the six other blocks were presented dichotically. For each presentation, 2 blocks had the JND voice as the masker voice, 2 other blocks had the intermediate voice and the last 2 blocks had the male voice. Characteristics of these voices are described in the next section. The presentation mode (diotic or dichotic) and the masker voice (JND, Intermediate or Male) were randomly assigned to each block.
Data collection lasted 60 to 90 min, and the entire procedure was completed in a single session.
Stimuli
Material Content
The stimuli consisted of short stories extracted from the French Audiobook Le Charme discret de l'intestin [The Inside Story of Our Body's Most Underrated Organ] [10] . A total of 528 stories were selected according to several criteria, namely, the duration (11 − 18 seconds) and the number of words (22 − 55). The stories had to make sense and be engaging, so mostly anecdotes and fun facts were selected.
The words that the subjects were asked to find in the stories were also carefully selected. Firstly, three words per story were selected at different times: a word at the beginning of the story, a word in the middle and a word at the end. However the very first and last words of the stories were excluded from the selection in order to reduce the recency and primacy effects. Secondly, the selected words could only appear once in the story to avoid repetition. Thirdly, based on a lexical database [11] , the words that were too rare or too frequent were also excluded from the selection. At the end, the language frequency distribution of the selected words had a mean of 7.45 per million of occurrences in the French language and 95% of values range between 0.10 and 528.76 per million of occurrences.
Then, 264 pairs of stories, each composed of a target story and a mask story, were created according to their duration such that the words chosen for the target story did not appear in the masker story and vice versa. Three extraneous words were also assigned to each pair so that all 9 words would be visually presented together.
This material was validated in a preliminary online study. Two hundred and nine volunteers managed to identify the words of the stories presented in isolation condition (without masker), and obtained an average score of 89%. This led to removing 87 stories that yielded poorer scores (participants failed to find a target word from the story). At this stage, 167 "good" pairs of stories remained in the set of material.
Finally, a subset of 12 lists of 12 story pairs were selected from the 167. Once again, if two pairs of stories contained the same words, they could not belong to the same list.
In the end, the material consisted of 12 cleaned lists of story pairs counterbalanced in duration. All lists had a similar total duration (µ = 175.08 s, σ = 0.9) and within each list, there were equally short and long stories.
Voice Manipulation
The audiobook was recorded by a female speaker. The original female voice was used to produce the target voice. Without any parameter change, the orginal voice was analysed and resynthesed using the STRAIGHT software implemented in MAT-LAB [12] . To produce the maskers, the voice parameters were also manipulated through analysis-resynthesis. Two voice characteristics, voice pitch (F0) and vocal-tract length (VTL), were manipulated with STRAIGHT. First, a credible male voice was synthesized from the original voice by adjusting these two parameters in order to obtain the direction for the voice changes. Then, from this voice, three voices were created based on literature. A change of 8 semitones (st) in F0 and 3.04 st in VTL were enough to create a "Male" voice [8] (see Table 1 ). For the second voice, the parameters were adjusted on the basis of the just-noticeabledifferences (JNDs) for F0 and VTL [13] . This voice is thus a female voice that is barely distinguishable from the original speaker. The JND voice has a total distance of 1.71 semitones (st) along the female-male axis. A third voice was synthesized to be equidistant from the two previous voices. Figure 1 shows the averaged performance in percentage of correctly identified target words to the total number of words presented in each condition. Chance performance was 33%. All subjects demonstrated high scores, well above chance, for each and all condition. All conditions were at ceiling except for the diotic presentation with the just-noticeable-difference voice.
Results
General description
A two-way repeated measures ANOVA was used to analyse the logit transformed scores and indicated a significant effect of voice [F (1, 21) = 80.56, p < 0.001, η 2 g = 0.32] as well as a significant effect of presentation mode [F (2, 42) = Posthoc analysis with a holm correction showed that when stimuli were presented diotically, participants performed worse when the masker was the JND voice than when the masker was the intermediate voice (t(30) = −10, p < 0.001) or the male voice (t(30) = −10, p < 0.001). On the other hand, results with the intermediate voice and the male voice were not significantly different from each other.
A generalized linear mixed model (gLMM) was also fitted to the binary (correct/incorrect) scores for every words. The models were implemented in R using the lme4 package [14] . Before conducting a model selection procedure, a random intercept per subject was included in the initial model. This initial model do not have fixed effect and can be written in lme4 syntax:
response ∼ 1 + (1|subject). Then, a model selection procedure was conducted: a fixed factor was included (e.g., voice, presentation) to a new model. If the comparison between the initial model and the new model, based on a chi-square test with the log-likelihood difference, was significant, then the new model with the added fixed factor was kept and the procedure was repeated. At the end of the procedure, the final model was:
response ∼ voice * (presentation+position)+(1|subject).
The fixed effects of the final model were the voice, the presentation and the position of the word (beginning, middle or end of the story), as well as the interaction between the voice and the presentation and the interaction between the voice and the position of the word in the story. The afex package [15] was used to calculate the p-values for all fixed effects by comparing the final model to restricted models. In restricted models, the parameters corresponding to the fixed effect estimated is fixed to 0. On the basis of the final model, 5 restricted models were estimated (3 fixed effects and 2 interactions). Based on the likelihood ratio tests, the voice [χ 2 (2) = 133.34, p < 0.001], the presenta- 106.69, p < 0.001], the interaction between the voice and the presentation [χ 2 (2) = 87.67, p < .001] and the interaction between the voice and word position [χ 2 (4) = 24.01, p < .001] were significant. Figure 2 illustrates the percentage of correct response for each position of the words in the story for each voice.
Error analysis
Results from the previous section showed that participants have poorer results for a particular condition: the JND voice with a diotic presentation. Analysing the participants errors is important because it gives information on the nature of these errors. Did the participant made a mistake and chose the wrong word because he was not able to listen to the target voice or because he was actually listening to the masker voice? Figure 3 illustrates how the errors are distributed for each condition. A gLMM was conducted to the binary (mask/extraneous) scores for every mistake with the six conditions for fixed factor. Results showed that the diotic presentation with the JND voice was different from the 5 other conditions (see Table 2 ). Moreover, subjects made, in the di- Table 2 : Comparison between the diotic JND voice condition and the other conditions. otic JND voice condition, 2.4 more mistakes with the mask word than with the extraneous word which is above chance [t(20) = 10, p < .001]. These results indicate that in more difficult condition such as in the diotic presentation with a JND voice, participants were listening to the masker voice instead of the target voice for at least some part of the stories.
Discussion
The finding of higher performance for dichotic than for diotic listening conditions is consistent with the literature, which indicate benefits of spatial separation in concurrent speech-listening tasks [16] . The finding of increasing performance with increasing F0 and vocal-tract size distance between the target and masker voices is also in line with the results of previous studies [7, 8] , which showed that participants' performance decreased when the competing voices were similar.
Controlling parametrically the distance between the target voice and the masker voice has been already done previously with some studies involving short stimuli, such as syllables and sentences [17, 7] . Our results show that this method can be extended to continuous speech-on-speech. The present study shows than more ecological stimuli can be used to infer which voice the participant is listening to even if the task potentially requires a bigger cognitive load (e.g., listening carefully for more than 12 seconds, remembering the words, etc.). Crucially, these longer stimuli also allow us to track the time course of the voice that participants were listening to, at three key time points of the story (the beginning, the middle and the end).
One limitation of the present study, which it shares with all or most other studies of auditory selective attention, relates to the difficulty of separating voice segregation and attention and hence determining the reason why participants listen to the masker voice.
To sum up, the pattern of results is generally consistent with the hypothesis that performance in the task depends on voice characteristics and spatialisation of the stimuli. Accordingly, the test method and stimuli used in this study appear to provide a tool for researchers to infer when and which voice is listened by a participant. This could be particularly useful in the context of neurophysiological studies of auditory selective attention to speech; for instance, taking into account information as to when the listener is listening the target, the masker, or neither could improve temporal response functions and bolster correlations between acoustic and neural speech envelopes.
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