Abstract-This technical note discusses a contact-force control problem for a flexible arm. This flexible arm includes a Timoshenko beam, and thus we call it the flexible Timoshenko arm. The aim of the force control is to control the contact force at the contact point. To solve this problem, we propose a simple boundary controller and show the exponential stability of the closed-loop system by the frequency domain method. Finally, we describe simulation results carried out to investigate the validity of the proposed controller for the force control problem.
high-frequency response. Therefore, the Timoshenko beam has a wider application range than the Euler-Bernoulli beam [19] , [20] . From this point of view, the contact-force control problem of the flexible Timoshenko arm is a challenging and important one, and thus we propose a simple, easy to implement boundary controller to solve the contact-force control problem of the flexible Timoshenko arm.
The technical note is organized as follows. In Section II, we describe the mathematical model of a constrained one-link flexible Timoshenko arm. Further, we formulate the contact-force control problem, and propose a simple boundary controller. The semigroup setting of the closed-loop system is described in Section III, and its exponential stability is proved in Section IV. The simulation results that are described in Section V demonstrate the validity of the proposed boundary controller. Finally, Section VI presents our conclusions. Fig. 1 shows a constrained one-link flexible Timoshenko arm. One end of the arm is clamped to control actuators consisting of the rotational motor and the translational slider, and the other end has a concentrated tip mass m. The tip mass makes contact with the surface of an object. The flexible arm moves in the XY plane in Fig. 1 ; it is not affected by the acceleration of gravity. The flexible arm, with length l, mass per unit length ρ, mass moment of inertia I ρ , cross sectional area A, area moment of inertia I, Young's modulus E, shear modulus G, and shear coefficient κ, satisfies the Timoshenko beam hypothesis.
II. DESCRIPTION OF THE PROBLEM

A. Dynamics of a Constrained Flexible Timoshenko Arm
In Fig. 1 , XY is an absolute coordinate system and xy is a local coordinate system, whose origin is fixed at the rotor of the motor. In addition, xy translates with the slider in the Y -direction and rotates with the rotor of the motor. Let J, τ m (t), θ(t), M , F s (t), and s(t) be the inertia moment of the motor, the torque by the motor, the angle of the motor, the mass of the slider, the force by the slider, and the position of the slider, respectively. Further, let w(x, t) and φ(x, t) be the transverse displacement of the arm at time t and spatial point x, and the rotation of the cross section due to bending deformation, respectively. Note that w(x, t), φ(x, t), θ(t), and s(t) are assumed to be small.
There is a linear actuator (slider) at the root of the arm in addition to the rotary actuator (motor); that is, the motor is installed on the slider. We use two actuators for the following reason: in vibration control of a Timoshenko beam with a fixed-free boundary, it is known that a system with one control actuator at the free end is exponentially stabilized 0018-9286 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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if and only if a physically impossible condition (equal wave speeds) holds [21] . In keeping with this fact, we use two actuators here. Since the tip mass makes contact with the surface of the object, we obtain the following geometric constraint: Φ ≡ lθ(t) + w(l, t) + s(t) = 0. This constraint means that the Y -axis position of the tip mass is constrained on the surface of the object. The kinetic energy E k and the potential energy E p of the overall system are given by the following:
where K = κGA, a dot denotes the time derivative, and a prime denotes the partial derivative with respect to x. Here the virtual work is given by δW = τ m (t)δθ(t) + F s (t)δs(t).
Under the above preparation, we can obtain the following equations of motion by applying Hamilton's principle and Lagrange's multiplier, and using the procedure in [14] :
(1) with the algebraic relation
where λ(t) is Lagrange's multiplier and is equivalent to the contact force, i.e., the shear force at the tip of the flexible arm, which arises in the direction along the normal vector of the constraint surface.
B. Control Objective and Boundary Controller
The aim of this technical note is to control the contact force at the tip of the flexible arm. In other words, the control objective is to construct a controller satisfying:
, and φ(x, t) become the function of x, and θ(t) and s(t) become constant. Thus, we describe them as w d (x), φ d (x), θ d , and s d , respectively. By substituting these into (1), (2), we obtain
In these relations, Based on these considerations, we propose a boundary controller that realizes the following:
For this purpose, we propose the following boundary controller:
where feedback gaink i , i = 1, . . . , 8, is a positive constant. In (4), the first and second terms are for the control: w(x, t) → w d (x) anḋ w(x, t) → 0, and the third and the forth terms are for the position control:
On the other hand, in (5), the first and second terms are for the control:
and the third and the forth terms are for
In the controllers, EIφ (0, t) can be measured by the strain gauges, and θ(t) and s(t) can be measured by the encoders. In addition, the shear force, Kw (0, t) (here note φ(0, t) = 0), can also be measured using strain gauges based on the difference method [22] . Here, if we use a speed-reference-type servo amplifier with speed feedback and the high-gain characteristic of the amplifier for the motor and slider, we can implement the controllers without the time derivatives. For more technical details, please see [23] . Therefore, we can easily implement the controller.
III. CLOSED-LOOP SYSTEM
A. Semigroup Setting
Now let us introduce new variables
based on the procedure described by [17] . Here,
Then the equations of motion become simple, the equilibrium point is moved to its origin, and the closed-loop system can be rewritten as
with the algebraic relation
,where
Here, we introduced y 1 (x, t) and y 2 (x, t) to formulate the system as a classic hybrid control system [24] . In addition, we introduced η 1 (t) and η 2 (t) so that the closed-loop system becomes dissipative; that is, the estimate (17) holds. We arrived at this choice by trial and error. As a result, the restriction (16) was needed for the operator A to become dissipative.
We wish to formulate the closed-loop system as a first order evolution equation in an appropriate Hilbert space, H, as in the following equation:ż
where
T is the state, and z 0 is the initial value. To do this, let us introduce the following Hilbert space as the state space:
, and C is the set of complex numbers. In the space H, we define the inner product as follows:
T ∈ H. It can be shown that H, together with the inner product (13), becomes a Hilbert space because we can show that the norm induced by (13) is equivalent to the standard norm in H(please see the Appendix, where a part of the proof of the equivalence is given). In addition, we also define a linear operator A :
with domain
The closed-loop system (6), (7), (9), (10) can then be written as the first order evolution equation (11) on H.
B. Properties of the Closed-Loop System
As the properties of the closed-loop system, we obtain the following lemma:
that is, if D 1 , D 2 > 0, then the operator A generates a C 0 -semigroup of contractions. Furthermore, the operator −A −1 is compact. Therefore, the spectrum σ(A) of the operator A consists only of the isolated eigenvalues.
Proof: First, we show that the operator A is dissipative. For any
T ∈ D(A), it follows that:
Here we used integration by parts and the boundary conditions in (15) to obtain (17) . Hence, the operator A is dissipative. Next, we show that 0 ∈ ρ(A), where ρ(A) is the resolvent set of the operator A. For any givenẑ = (
(18) Now, we integrate first equation of (18) and substitute it into second equation of (18) . The obtained equation then yields
where C i , i = 1, 2, 3, is a constant, which is determined by the boundary conditions. Further, we obtain u 1 (x) = ρ
, where C 4 is a constant, and α[x] ≡ x 3 /(6EI) − x/K. Substituting these solutions into the remaining boundary conditions, we get the matrix form relation:
4×4 is a matrix and f i , i =1, . . . , 4, is a scalar. A straightforward calculation shows det M = 0 and thus, the coefficient C i , i = 1, . . . , 4, can be uniquely determined. The remaining unknowns v 1 , v 2 , η 1 , and η 2 can be found using u 1 and u 2 . Therefore, we could find a solution z, which means 0 ∈ ρ(A).
From the fact that the operator A is dissipative and 0 ∈ ρ(A), that is, Ran(−A) = H, we establish A generates a C 0 -semigroup of contractions by the Lumer-Phillips theorem [25] .
Finally, we show that the operator −A −1 is compact. For this, we first determine the following estimate:
where · H m is the usual norm in H m (0, l), and C is a positive constant. For the coefficient C i , i = 1, . . . , 4, we obtain the following: for i = 1, . . . , 4:
, is a positive constant; we used the Cauchy-Schwarz inequality and the following inequality to obtain (21):
In addition, by using these inequalities, we also obtain the following estimates:
, and |η i | 2 ≤ C 7 B, where C i , i = 5, 6, 7, is some positive constant. Thus we obtain z 2
H , where C i , i = 8, 9 is a positive constant, and we used (A1) for obtaining final estimation. Thus, the desired estimate (20) is satisfied, and the operator −A −1 is compact by the Sobolev imbedding theorem [25] .
Let S(t) be a C 0 -semigroup of contractions generated by the operator A. Then, Lemma 1 means that the closed-loop system (11) has a unique solution z(t) = S(t)z 0 ∈ D(A), where z 0 ∈ D(A). Further, y 1 and y 2 ∈ H 2 (0, l) in the solution, and thus the contact force
IV. EXPONENTIAL STABILITY
We investigate the exponential stability of the closed-loop system. Since we could not find the Lyapunov functional to show the exponential stability, we consider exponential stability using the frequency domain method. Here, note that although there is another powerful approach to prove the exponential stability (i.e., the Riesz basis approach [26] ), we use the frequency domain method where the calculation is easy. According to the frequency domain method, we need to show the following two facts to prove the exponential stability of a C 0 -semigroup of contractions in a Hilbert space [27] :
Here, if a C 0 -semigroup of contractions in a Hilbert space satisfies (23) and (24), the exponential stability of the C 0 -semigroup is obtained from the well-known Gearhart-Prüss-Greiner theorem [28] . In the following, we demonstrate fact (i) in Lemma 2, and (ii) in Lemma 3.
Lemma 2: Assume that the feedback gain k i , i = 1, . . . , 8, satisfies (16) 
. Then, iR ⊂ ρ(A).
Proof: We show that the spectrum σ(A) consists only of the isolated eigenvalues in Lemma 1. Thus, to prove that the imaginary axis belongs to the resolvent set ρ(A), we need to show that there are no eigenvalues on the imaginary axis.
Let
be an eigenvalue and the corresponding eigenfunction of the operator A, respectively, where β ∈ R. Now let us consider the eigenvalue problem Aφ = sφ. Here, we have shown that 0 ∈ ρ(A), and thus β =0. Then, we can obtain Re Aφ, φ H = 0, and this means the following from (17):
Eliminating φ 2 , φ 4 , φ 5 , and φ 6 in the equation Aφ = sφ, and accepting the fact of (25) gives the following:
, and a 3 = −K/(EI). It is easy to see that the solutions of (26) are φ 1 = φ 3 = 0. From this, we can see that the eigenvalue problem Aφ = sφ has only a zero solution, φ = 0. This contradicts the fact that the φ is an eigenfunction, and thus the proof is completed. Proof: To prove (24), we use the contradiction argument method developed in [27] . According to this method, if (24) is false, then there exists a sequence β n ∈ R with β n → ∞ and a sequence z n ∈ D(A) with z n H = 1 such that
T . Here, (27) with (A1) means the following:
Now we show the contradictions of z n H = 1; in other words, we demonstrate that z n H → 0. From (17) and (27), we obtain
Here, using (22) and (34) in η 1n and η 2n in (15) leads to
On the other hand, from first equations in (28) and (29), (34), and the fact that |β n | is bounded below from zero, we have
Furthermore, (34) with (36) and (22) yields
Now, eliminating v 1n in (28), then multiplying the obtained equation by ρ(x − l)u 1n and integrating it from 0 to l yields
Using the integration by parts, (36), and the Cauchy-Schwarz inequality, the right-hand side of this equation can be rewritten as follows:
where C 1 and C 2 are constants. Furthermore, from the first equation in (28), (33), and the boundedness of z n H , that is, z n H = 1, and (A1), β n u 1n L 2 and u 1n L 2 are bounded. Thus, from (32) and (33) we obtain
Here, a simple calculation gives
using (36) and (37). Therefore, we obtain the following from (38) and (39):
Similarly, if we eliminate v 2n in (30), multiply the obtained equation by I ρ (x−l)u 2n , and integrate it from 0 to l, then the calculations lead to
By taking the sum of (40) and (41), we obtain
Here, each coefficient is positive, and thus we obtain
Further, we also obtain the following from the first equations in (28), (29) , and (43):
On the other hand, we first multiply the first equation in (28) by ρv 1n , and the first equation in (29) by I ρ v 2n . Then, the sum of the obtained two equations yields
using the Cauchy-Schwarz inequality, (33), and (44). Similarly, we multiply the second equation in (28) by ρu 1n and the second equation in (29) by I ρ u 2n . Then, the sum of the obtained two equations leads to
using the integration by parts, the Cauchy-Schwarz inequality, z n H = 1, (A1), (32), and (36). Here, by taking the sum of (45) and (46), and the real parts of the obtained estimate, we obtain the following:
Finally, from (35), (36), (44), and (47), we obtain z n H → 0, and this is the contradiction of z n H =1. Thus, the claimed is proved.
Lemma 3 and 4 are summarized in the following theorem for the exponential stability of the closed-loop system (11) .
Theorem 1: Assume that the feedback gain k i , i = 1, . . . , 8, satisfies (16) . Then, the closed-loop system (11) is exponentially stable.
Proof: Lemma 3, 4 , and the frequency domain method [27] leads to the exponential stability of the closed-loop system.
V. SIMULATIONS
Numerical simulations were conducted using Laplace transform and the numerical inverse Laplace transform method [29] with zero initial conditions. For the arm, an aluminum cylinder was used. The physical parameters were as follows: l = 1.00 m, ρ = 2.54 kg/m, 
. These gains were selected so that they satisfied the conditions of (16) by trial and error. Fig. 2 shows the simulation results of w(x, t), φ(x, t), s(t), θ(t), and λ(t). In Fig. 2(a) and (b) , the dotted lines at t = 5 show the desired value w d (x) and φ d (x), respectively, and we found that w(x, t) and φ(x, t) converged to the desired values. Further, in Fig. 2(c) -(e), the solid line represents the response and the dotted line shows the desired value; we also found that s(t), θ(t), and λ(t) converged to the desired values, that the proposed controller worked well in the step responses, and that the controller was effective for the contact force control.
Here, to implement the controller, we require the following physical parameters: E, I, G, A, l. Although it is easy to measure I, A, and l, it is not easy to obtain accurate E and G. Thus, we carried out the simulation when the Young's modulus E in the controller had some uncertainty, and considered the robustness with respect to the physical parameter. In particular, we set E as E × 1.05 in the controller. The shear modulus is G = E/(2(1+υ)), where υ is a Poisson's ratio. Thus, G in the controller was also changed according to the change of E. We show the response of the λ(t) of this simulation in Fig. 2(f) . Although the response did not diverge, the response has a steady-state error. Thus, to obtain fine responses, we need to measure accurate physical parameters before the control.
VI. CONCLUSION
We described a contact-force control problem with regards to a constrained one-link flexible Timoshenko arm. To solve the contact force control problem of such a system, we have proposed a simple boundary controller, which is easy to implement. Furthermore, the exponential stability of the closed-loop system was proved using the frequency domain method without any finite dimensional approximation. Finally, we carried out several simulations, the results of which showed the validity of the proposed boundary controller.
While this technical note addresses the boundary controller only for a contact-force control problem, force control can be extended to more complex tasks, such as cooperative tasks and grasping tasks using multiple arms. We plan to propose controllers for use in other tasks in future research.
APPENDIX
Now, we show the following estimate, which is used in the proof of Lemma 1: 
for (u 1 , u 2 ) ∈ H 1 0 (0, l)×H 1 (0, l). Here, note that u i (x) = x 0 u i (x)dx + u i (0) for i = 1, 2. From these equations, the CauchySchwarz inequality and inequality (22) , we obtain
where γ 2 is a positive constant. On the other hand, note the following:
Integrating this equation and using the inequality 2|a||b| ≤ δ|a| 2 + |b| 2 /δ for a, b ∈ C, δ ∈ R, δ > 0, gives
Therefore, using (A2) and (A3), we obtain
where γ 3 =min{γ 4 , γ 5 }, γ 4 =min{EI/2, k 7 /(2k 5 )}/γ 2 +K(1−δ)/2, γ 5 = K(1−1/δ)/2, and we set 1 <δ <1+2 min{EI/2, k 7 /(2k 5 )}/ (Kγ 2 ). Thus, we obtain (A1) by using (A2) and (A4).
