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1. Introduction
Quantum field theories in two spacetime dimensions enjoy many special properties
that are not shared by theories in other numbers of dimensions. These properties have
in the past proven to be a mixed blessing. Although they have been used to good effect
to construct physically-interesting, yet solvable, models, the very dimension-dependence
of these features raises doubts as to what lessons can be drawn for higher-dimensional
theories. Their exploration has undergone a renaissance since the advent of string theory,
however, in which two-dimensional field theories play a special role.
One of the two-dimensional tricks which has been most fruitfully employed to explore
these theories is bosonization. A model involving two-dimensional fermions is bosonized
when it is re-expressed in terms of an equivalent theory built purely from bosons. Precise
rules for various versions of this equivalence have been known for some time now [1][2][3].
The statement of these rules generally suffers from the drawback of not being constructive
in character, being instead couched in terms of the equivalence of a given pair of bose
and fermi theories.1 This is particularly true for nonabelian bosonization, where a simple,
systematic, constructive and unified presentation of the bosonization rules is still missing
[4]. Our purpose in this note is to provide such a derivation, for the abelian case.
We do so by showing how to directly construct the equivalent bosonic theory using
the technique of dualization. Dualization is a particularly convenient type of change of
variables [5], which has recently been found to be useful in relating otherwise apparently
inequivalent string vacua [6]. We show here how the straightforward application of these
transformations to a fermion system provides a ‘royal road’ to the bosonized version of the
model.
We start with a brief sketch of the dualization technique. We then illustrate the
ease with which duality transformations deal with bosonization by considering a series of
successively more complicated fermionic models. After starting with the simplest case of
1 There are some exceptions to this statement, for the case of abelian bosonization. We return to the
relation between our approach and earlier work in the final section below.
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the bosonization of a free Dirac fermion, we turn to the massless and massive Thirring
models. Although the initial discussion assumes a topologically trivial two-dimensional
spacetime, we then show how to handle spacetimes with nontrivial homology.
2. Abelian Bosonization
Many things in physics go by the name ‘duality’, with the common theme being the
equivalence of two superficially quite different formulations of a particular field theory.
Most of the various extant versions of duality can be thought of as special cases of what
we refer to as duality in this paper. This duality is a trick for constructing the equivalent
theory by embedding the model of interest within a larger gauge theory, which reduces to
the original version once the gauge potential, Aµ, is set to zero. This larger gauge theory is
typically constructed simply by gauging a global symmetry of the original model [7] [8]. The
original model is then written as the gauged theory subject to some constraint that removes
the gauge potential, and this is usually done by introducing a dummy variable – a Lagrange
multiplier field, Λ – whose functional integral requires the gauge field strength to vanish,
Fµν = 0. (Additional conditions are necessary in topologically nontrivial spacetimes [7],
[9].) If Λ, and then Aµ, are integrated out – in this order – of the gauged version of the
theory, then the original model is retrieved. The dual version of the theory, on the other
hand, is obtained by performing the various functional integrals in a different order, in
particular by integrating out the original field, as well as Aµ. The Lagrange multiplier,
Λ, then plays the role of the new, dual, field. All of this is best understood in terms of a
concrete example, such as we give below.
This method has been widely applied to the two-dimensional sigma-models which de-
scribe string theory backgrounds [6]. Provided that a string vacuum admits an appropriate
symmetry, duality can be used to relate it to other, equivalent string solutions. Among
the vacua which can be related in this way are the toroidal compactifications whose radii
are related to one another by the duality transformation R↔ ℓ2
P
/R, with ℓP being a string
length scale which is of order the Planck size. It has also been used to relate black–hole
and cosmological string solutions.
3
2.1) The Free Dirac Fermion
Here we apply the duality transformation to the bosonization of a single Dirac fermion
which lives in a flat two-dimensional spacetime having the topology of IR2.
2 For the present
purposes we suppose our fields to fall to zero at spatial infinity sufficiently quickly to permit
the neglect of all surface terms.
We start with the following generating functional for such a particle:
ZF [J ] ≡
∫
Dψ exp
[
i
∫
d2x
(
−ψ/∂ψ +
∑
i
Ji Oi(ψ)
)]
, (1)
where Ji = Ji(x) represent a set of external fields. These are coupled to some collection
of operators, Oi(ψ), which we assume to be invariant under the local symmetry transfor-
mation: ψ → eiθ(x) ψ. For the time being, when we wish to be more concrete, we have in
mind the following operators:
∑
i
Ji Oi(ψ) = aµ iψγµψ + bµ iψγµγ3ψ, (2)
although we generalize to a wider class shortly.
Following the dualization prescription, we gauge the anomaly-free vector-like symme-
try, ψ → eiθ(x) ψ, but constrain the corresponding field strength to vanish:
ZG[J ] ≡
∫
Dψ DAµ DΛ exp
[
i
∫
d2x
(
LF (ψ, J)+iψγµψ Aµ+1
2
ΛεµνFµν
)]
∆[∂ ·A]. (3)
Here LF (ψ, J) denotes the lagrangian that appears in eq. (1), and ∆[∂ · A] =
∏
xt δ[∂ ·
A(x, t)] is a functional delta function which imposes the Lorentz gauge condition. Here the
functional integration over the Lagrange multiplier, Λ, enforces the constraint Fµν = 0,
and in the present instance of trivial spacetime topology this, together with the gauge
2 Our conventions are: x0=t, x1=x, x±= 1√
2
(x±t), η11=−η00=ε01=1, γ0=iσ1, γ1=σ2, γ3≡γ
0γ1=σ3, and
γL=
1
2
(1+γ3).
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condition, allows us to choose everywhere Aµ = 0. In this way we see the equivalence – up
to a physically irrelevant, Ji-independent, normalization constant – of expression (3) with
our starting point, eq. (1): i.e. ZF = ZG ≡ Z.
The dual version of the theory is found by instead performing the functional integra-
tions over Aµ and ψ, while leaving the integral over Λ for last. This leads to the following
expression for the generating functional:
Z[J ] =
∫
DΛ exp
(
iSB[Λ, J ]
)
(4)
where the dual — or bosonized — action is defined by:
exp
(
iSB[Λ, J ]
)
≡
∫
Dψ DAµ exp
[
i
∫
d2x
(
LF (ψ, J)+iψγµψ Aµ+1
2
ΛεµνFµν
)]
∆[∂ ·A].
(5)
It only remains to evaluate these integrals.
At this point there are two ways to proceed, depending on which of the remaining
functional integrations are performed first. Since both choices are instructive for the more
complicated examples which follow, we describe each in turn in the present, simpler, con-
text.
The most straightforward way to proceed is to directly evaluate the integrals by brute
force. This is not so difficult to do for the simple system we are considering here. In
particular, the result of performing the fermionic integral in eq. (5) has been known for
some thirty years [10][11]. If we renormalize in a gauge invariant way then, neglecting (as
always) an irrelevant multiplicative constant, we have:
∫
Dψ exp
[
i
∫
d2x
(
−ψ/∂ψ + iψγµψ Aµ
)]
= exp
[
i
4π
∫
d2x Fµν −1 Fµν
]
. (6)
This expression may be directly applied to eq. (5), with external fields coupled to the
operators of eq. (2), by making the substitution Aµ → Aˆµ ≡ Aµ + aµ + εµνbν . We are left
with the single functional integral:
exp
(
iSB[Λ, J ]
)
=
∫
DAµ exp
[
i
∫
d2x
(
1
4π
Fˆµν −1 Fˆµν +
1
2
ΛεµνFµν
)]
∆[∂ ·A]. (7)
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Next comes the integration over Aµ. To this end, we first perform the following
change of variables: Aµ → ϕ, with Aµ ≡ εµν ∂νϕ. The Jacobian for this transformation
is an irrelevant constant, so we have DAµ ∆[∂ · A] = Dϕ. The resulting ϕ integration is
Gaussian, with a saddle point at ϕ = ϕc, with:
ϕc + π Λ+ ∂
µ(bµ + εµν a
ν) = 0. (8)
Using this to evaluate the integral over ϕ, gives the standard bosonic result:
LB(Λ, a, b) = −π
2
∂µΛ ∂
µΛ+ ∂µΛ b
µ + εµν ∂µΛ aν +B, (9)
where B is an arbitrary Λ- and bµ-independent constant. The precise value that is taken
by the constant B depends on the details of how the path integral is regularized and
renormalized. It is conventional to choose it to ensure that the vacuum energy vanishes,
in which case B = 0 at the classical level. It is noteworthy that in obtaining expression
(9), the potentially nonlocal terms in Schwinger’s result, eq. (6), cancel against those that
arise when the integral over the field ϕ is performed.
In terms of the canonically-normalized scalar variable, φ =
√
πΛ, the dual lagrangian
takes its standard form:
LB(φ, a, b) = −1
2
∂µφ∂
µφ+
1√
π
∂µφ bµ +
1√
π
εµν ∂µφaν . (10)
Comparing the coefficients of aµ and bµ in eqs. (2) and (10) shows that the currents
in these two theories are related by
iψγµψ ↔ − 1√
π
εµν ∂νφ, and: iψγ
µγ3ψ ↔ 1√
π
∂µφ. (11)
This ultimately justifies the equivalence of the duality transformation as described above
with bosonization as it is conventionally formulated.
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2.2) The Dirac Fermion Revisited: Symmetry Arguments
The previous derivation of eq. (9) from eq. (5) has the advantage of being conceptually
straightforward. Yet it also has the disadvantage of relying on being able to explicitly
perform all of the relevant functional integrals. This makes it less easy to apply to more
complicated fermionic models. As a result we here rederive eq. (9) from eq. (5) in a way
that is more amenable to generalization.
This alternative approach starts by first performing the integral over the gauge po-
tential, Aµ. To proceed we therefore write the gauge condition as a functional Fourier
transform:
∆[∂ ·A] =
∫
Dω exp
[
i
∫
d2x ω ∂ ·A
]
. (12)
The integral over Aµ is now unconstrained, and since the action is linear in this variable,
we are led to the result:
exp
(
iSB[Λ, J ]
)
=
∫
Dψ Dω exp
(
iSF [ψ, J ]
)
∆
[
iψγµψ + εµν ∂νΛ− ∂µω
]
. (13)
The trick is to now indirectly determine the result of the remaining integrations. We
wish to do so by taking advantage of the symmetries of the problem — in particular the
axial UA(1) symmetry. Consider, then, as a first case, coupling an external field only to
the axial-current operator: JiOi = iψγµγ3ψ bµ. Classically, the lagrangian of eq. (3) then
has the local axial UA(1) symmetry, ψ → eiαγ3ψ and bµ → bµ + ∂µα, in addition to the
vector symmetry which we previously gauged using the gauge potential Aµ. This axial
symmetry does not survive quantization, however [11], as may be seen explicitly, e.g.,
by using a point-splitting regularization. In this scheme the regularized axial and vector
currents have the following transformation properties:
iψγµγ3ψ → iψγµγ3ψ + 1
π
∂µα, and: iψγµψ → iψγµψ − 1
π
εµν ∂να. (14)
As a result, the regularized lagrangian LF (ψ,A, b) ≡ −ψ/∂ψ + iψγµψ Aµ + iψγµγ3ψ bµ
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transforms according to
LF → LF + 1
π
∂µα (b
µ + εµνAν). (15)
Now, although the bµ-dependent term in this equation can be cancelled by a local
counterterm involving just the fields ψ,Aµ and bµ — i.e. by: Lct = − 12π bµbµ — the
second term cannot. It represents the familiar UA(1) axial anomaly. The key point is that
this anomaly can be cancelled by a term in the gauged action of eq. (3), however, because
of the inclusion there of the extra, Lagrange multiplier, field Λ. It is cancelled if this field
acquires the transformation property Λ→ Λ+α/π. In this regard the Lagrange-multiplier
term in the lagrangian, 12Λε
µνFµν , plays the role of a Green-Schwarz, or Wess-Zumino,
term for cancelling the fermion axial anomaly.
The upshot of all of this is that the bosonic lagrangian, LB(Λ, b), as defined by eq. (5),
transforms under the complete axial transformations, Λ→ Λ+α/π and bµ → bµ+∂µα, in
such a way as to ensure that the quantity LB(Λ, b)− 12π bµbµ is invariant. It follows that this
quantity can depend on Λ and bµ only through the covariant derivative DµΛ ≡ ∂µΛ− 1π bµ.
The form of this invariant term of the lagrangian can now be pinned down by using
the following argument. Differentiating eq. (13) with respect to bµ gives:
δSB
δbµ
= 〈iψγµγ3ψ〉
= 〈iψγνψ〉 ενµ
= ∂µΛ− εµν 〈∂νω〉.
(16)
Here 〈X〉 denotes the average of X over the variables ψ,Aµ and ω:
〈X〉 ≡
∫ DψDADω X eiSG∫ DψDADω eiSG . (17)
We finally require an expression for 〈ω〉 in terms of the variables Λ and bµ. As
we argue below, this quantity vanishes. The transformation property of SB under axial
transformations, together with the functional derivative of eq. (16), then implies
LB(Λ, b) = −π
2
(
∂µΛ− 1
π
bµ
) (
∂µΛ− 1
π
bµ
)
+
1
2π
bµb
µ +B. (18)
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This reproduces the result of eq. (9) for the special case where aµ = 0. The coupling to aµ
is also easily included. The simplest procedure is to remark that in the original fermion
theory of eq. (1), the identity γµγ3 = γνε
νµ implies that the fields aµ and bµ only appear
via the combination bµ+ εµν a
ν . We must therefore add the term εµν ∂µΛ aν to the above
result. (Notice that, keeping in mind the transformation rule, Λ→ Λ + α/π, this term is
precisely what is required to reproduce the axial anomaly of the original fermion theory.)
We reobtain in this way the desired expression, eq. (9).
The missing step in the above is the establishment of the result 〈ω〉 = 0. This can
be argued from the CP-transformation properties of the functional integrand. The action
SG is invariant under the following substitutions: ω → −ω, ψ → σ2ψ∗, Aµ → −PµνAν
and bµ → +Pµνbν , where the parity-transformation matrix is Pµν = diag (+1,−1). Since
ω is odd under this transformation, its average value must be zero. This is because the
contribution of any particular field configuration to 〈ω〉 is systematically cancelled by the
contribution of its CP-conjugate configuration.
An interesting consequence of the bosonic tranformation rule, Λ → Λ + α/π, is that
Λ is itself a periodic variable. That is, since an axial rotation through a complete turn of
2π radians leaves the fermion field unchanged, we must identify Λ ∼= Λ + 2. A stronger
periodicity condition, Λ ∼= Λ + 1, becomes possible if we only demand equivalence up to
a lorentz transformation, since an axial rotation through π radians takes ψ to −ψ, which
equals a spatial rotation through 360o.
We next turn to more complicated applications.
2.3) Masses and the Thirring Model
It is straightforward to extend the previous construction to the massless and mas-
sive Thirring models, for which the fermion action, SF , is supplemented by additional
terms, ∆Sg and ∆Sm, which respectively contain a four-fermion contact interaction, and
a coupling of the chirality-breaking operators, ψγL,Rψ, to external currents. That is:
∆Lg = −g
2
2
(ψγµψ) (ψγµψ) and ∆Lm = −m(x) ψγLψ −m∗(x) ψγRψ. (19)
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The special case of a spatially constant m simply corresponds to massive fermions.
The four-fermi term, ∆Sg, can be handled as a special case of the treatment of the
coupling to the external field aµ. This can be seen by using the trick of ‘uncompleting
the square’ [12], in which −g2
2
(ψγµψ)(ψγµψ) is rewritten as −12 cµcµ + ig cµ ψγµψ. The
original four-fermion form is then recovered by performing the Gaussian integration over
the dummy field cµ. Performing the integrals over ψ and Aµ as in the previous section,
followed by the integral over cµ, then gives the following additional contribution to the
bosonic action:
−g
2
2
∂µΛ∂
µΛ. (20)
Its net effect is therefore to simply change the relation between Λ and the canonically-
normalized variable, φ, which is now given by φ =
√
π + g2 Λ. (It is clear from this
expression that the stability of the bosonic theory requires g2 > −π.) This shows up in a
change in the normalization of the expressions for the currents, which become: iψγµψ ↔
− 1√
π+g2
εµν ∂νφ etc..
Since it changes the relation between φ and Λ, this g-dependent change of normaliza-
tion has a geometrical interpretation in terms of the periodicity of the bosonic variable, Λ.
In string theory it is conventional to define the radius, R, of the space parameterized by Λ
by writing the kinetic term as − R24πα′ ∂µΘ∂µΘ, where the variable Θ is defined to have the
periodicity Θ ∼= Θ+ 2π. Given the basic equivalence Λ ∼= Λ + 2, we see that Θ ≡ πΛ. (α′
is the square of the fundamental string length scale, which is of order the Planck length.)
With this choice we see that the radius so defined is related to the Thirring model coupling
according to R2 = 2α′
(
1 + g
2
π
)
.
Them(x)-dependent terms can also be included along the same lines as for the fermion
kinetic terms. In this case the axial-UA(1) transformation properties of bosonic lagrangian
are:
δ
δα
[
LB − 1
2π
bµb
µ
]
= −2im(x) 〈ψγLψ〉+ 2im∗(x) 〈ψγRψ〉. (21)
Integration of this expression to obtain SB requires an expression for the expectation value
F [Λ] ≡ 〈ψγLψ〉, and its complex conjugate F ∗[Λ] = 〈ψγRψ〉 as functionals of the bosonic
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fields Λ, aµ, bµ, and m. The Λ-dependence can be obtained by using its transformation
properties under the chiral symmetry: F
[
Λ+ 1
π
α
] ≡ e2iα F [Λ], for all Λ and α. The most
general solution to this functional identity is: F [Λ] = A exp(2πiΛ), where A is invariant
under local chiral transformations. (Similarly 〈ψγRψ〉 = A∗ exp(−2πiΛ).) In principle
chiral invariance permits A to depend on the variables Λ and bµ, provided that they only
appear through invariant combinations such as (∂µΛ− 1π bµ)2. However this possibility can
be ruled out by considering the functional derivative δSB/δbµ, for which the arguments of
the previous section again imply δSB/δbµ = ∂
µΛ. As a result we find that A must be Λ-
and bµ-independent.
Using this in eq. (21), allows us to infer the m-dependent chiral-symmety breaking
terms which appear in SB. Switching once more to canonically-normalized variables, we
find the general bosonized form:
LB(φ, a, b,m) = −1
2
∂µφ∂
µφ+
β
2π
∂µφ (b
µ + εµνaν)− A [m exp(iβφ) + h.c.] +B. (22)
The parameter β appearing in this formula is related to the Thirring-model coupling by
β = 2π/
√
π + g2. Again both A and B are constants which depend on how the path
integral is renormalized. The conventional choice of vanishing vacuum energy leads to a
relation between B and A at the classical level – e.g. for m = m∗, B = −2mA. The value
taken for A depends on the renormalization condition that is used to define the composite
operators exp(iβφ) and ψγLψ.
As for the simpler case treated earlier, eq. (22) reproduces the results of earlier workers
[2].
3. Bosonization on the Cylinder
As our next application we apply our procedure to bosonization on spacetimes with
nontrivial topology. For the purposes of illustration we consider here the simplest possible
example: a single free Dirac fermion on a cylinder. We see no obstacle to the application
of our method also to Euclidean spaces of more complicated topology, such as to the
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Riemann surfaces which appear in string theories [13]. Some of the issues we encounter in
this section have also arisen in applications of duality to string theory, such as in ref. [7]
[9] [14], as well as in earlier work with the Thirring and Schwinger models [15].
Consider, therefore, a cylindrical spacetime for which the spatial coordinate is periodic
with period L: x ∼= x + L (for all t). The new feature in this example is the existence
of the nontrivial homology cycle, ℓ, consisting of curves which wind around the cylinder.
A two-dimensional Dirac fermion, ψ, can have several choices of boundary conditions, or
spin structures, according to whether ψL and ψR are periodic or antiperiodic around such
curves:
ψ(x+ L, t) =
[
(−)nLγL + (−)nRγR
]
ψ(x, t). (23)
Here the spin structures are labelled by the pair of integers, (nL, nR), modulo 2. In what
follows we restrict ourselves, for simplicity, to nonchiral boundary conditions for which
nL = nR ≡ n. We wish to determine the bosonic theory which is dual to a free Dirac
fermion, ψn, which satisfies these boundary conditions.
We therefore consider again the fermionic generating function:
Zn,F [a, b] ≡
∫
Dψn exp
[
i
∫
d2x
(−ψn/∂ψn + iψnγµψn aµ + iψnγµγ3ψn bµ)
]
, (24)
As before, to dualize we must regard the above expression as coming from a gauge
theory that is subject to a gauge-invariant constraint. A key difference from the previous
section, however, is that this time it is not sufficient to use the constraint Fµν = 0 to
achieve this end, since this constraint, taken together with a homogeneous gauge (like
Lorentz gauge), can only ensure that the spatial component, A1, of the gauge potential is
a spacetime-independent constant. This constant cannot be gauged away using a gauge
transformation Aµ → Aµ + ∂µθ, for which the gauge group element, g(x) = eiθ(x), is
a periodic function of x. In fact, the x-independent part of A1 can only be shifted by
‘large’ gauge transformations, which satisfy θ(x+ L, t) = θ(x, t) + 2πk, with k an integer,
so A1 can be made to take values on a circle of circumference 2π/L. A convenient way
to characterize the constant mode of A1 is through the Wilson loop, given by W [A] ≡
12
∫
ℓ
Aµ dx
µ =
∫ L
0
A1 dx. Clearly if both Fµν = 0 and W [A] = 0 vanish, then Aµ = 0 up to
a periodic gauge transformation.
We therefore adopt the following gauged generating functional:
Zn,G[a, b] ≡
∫
Dψn DAµ DΛ˜ exp
[
i
∫
d2x
(
LF (ψn, a+ A, b) + 1
2
Λ˜εµνFµν
)]
× ∆[∂ ·A] ∆t(W [A]).
(25)
Several features of this expression bear explicit mention:
• 1: The main new feature in eq. (25) is the additional delta function ∆t(W [A]). Here
the subscript ‘t’ indicates that this functional delta function is to be imposed separately
at each instant of time only, since W ([A]) =
∫ L
0
dx A1 is itself independent of x. It will
prove to be convenient to write this constraint as a functional Fourier transform:
∆t(W [A]) =
∫
Dut exp
[
i
∫
d2x ut Aµs
µ
]
, (26)
where sµ = δµ1 is a constant unit vector pointing in the x direction, and the subscript ‘t’
on the Lagrange-multiplier field, ut, is meant to emphasize that it is a function of t only:
ut = u(t).
This new contribution serves two separate purposes. Firstly, it provides the additional
condition, as discussed above, that is required in order to constrain the gauge potential to
vanish, and so to ensure the equivalence of eq. (25) with our starting point, eq. (24): Zn,F =
Zn,G ≡ Zn. It also serves to remove the freedom to perform ‘large’ gauge transformations,
which would otherwise be unfixed since this freedom is not constrained by the imposition
of Lorentz gauge, ∂ ·A = 0.
• 2: Notice that both of the bosonic integration variables in eq. (25) must be strictly
periodic in x. This is true for both components of Aµ since these must have the same
behaviour as does the derivative ∂µ. Similarly, the Lagrange multiplier field, Λ˜, (the tilde
is included here for later notational convenience) must also be periodic since otherwise its
interaction lagrangian, 12 Λ˜ε
µνFµν , itself would not be single-valued on the cylinder.
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As in the previous section, the dual version of the theory is found by performing
all of the functional integrals with the exception of that over Λ˜. This gives Zn[a, b] =∫ DΛ˜ exp(iSB[Λ˜, a, b]), with
exp
(
iSB [Λ˜, a, b]
)
≡
∫
Dψn DAµ Dut exp
[
i
∫
d2x
(
LF (ψ,A+ a, b)
+ Λ˜εµν∂µAν + utAµs
µ
)]
∆[∂ ·A].
(27)
The integration over ut is quite easy to deal with. This is because, apart from a surface
term, the quantities ut and Λ˜ only enter into the above expression through the combination
εµν∂νΛ˜ + uts
µ. As a result the x-independent mode of Λ˜ and ut are redundant variables,
and ut may be completely removed from the integrand of eq. (27) by redefining
Λ ≡ Λ˜− f(t), (28)
with df
dt
= ut. This defines Λ up to the ambiguity of an additive constant. With this choice
the remaining integration over ut just contributes a field-independent overall factor to Zn,
which can be ignored. The ability to completely remove ut in this way shows that it is
actually sufficient to impose W [A] = 0 at any one time, t, rather than independently for
each t, as was done in the above.
We now must grapple with the evaluation of the various functional integrations. We
do so below, treating in turn the cases of a periodic and antiperiodic fermion.
3.1) Periodic Fermions
Consider first the case where the fermion is periodic in the spatial direction (n = 0):
ψ(x+ L, t) = ψ(x, t). In this case we proceed a` la Schwinger, and explicitly integrate out
first the fermion, and then the gauge potential. (Notice that even though the fermions
are periodic, we need not worry about fermion zero modes in the path integral, since
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the potentially dangerous mode ψ = (constant) is not normalizable on an infinitely long
cylinder.)
We therefore repeat the steps of the previous section, starting from the basic result
for the fermion integration, eq. (6), which states:
∫
Dψp exp
[
i
∫
d2x
(
−ψ/∂ψ + iψγµψ Aµ
)]
= exp
[
i
4π
∫
d2x Fµν −1p Fµν
]
. (29)
The subscripts ‘p’ on the fermion measure, and the Green’s function for , indicate that
the corresponding quantities are periodic about the cylinder’s circular direction.
Since the argument proceeds precisely as before, we only sketch the main points again
here, with an emphasis on those features which are special for the cylindrical geometry. As
before, we change variables to Aµ = εµν ∂
νϕ, where the periodicity of the gauge potential,
Aµ, ensures the same for the scalar field ϕ. Performing the same integrations as in the
earlier section, we find the same result as in eq. (9):
LB(Λ, a, b) = −π
2
∂µΛ ∂
µΛ+ ∂µΛ b
µ + εµν ∂µΛ aν . (30)
Clearly a periodic fermion bosonizes to a periodic boson, with the same generating function
as was obtained when spacetime was IR2.
It is crucial in obtaining this result that the fermions really are periodic. This is
because in obtaining eq. (30) from eq. (27), there is a cancellation between two potentially
nonlocal terms, having the form
1
2π
[
∂µ(aµ + εµν b
ν)
(
−1
p − −1p
)
∂λ(aλ + ελρ b
ρ)
]
. (31)
For this cancellation to work, both of these Green’s functions must satisfy the same bound-
ary conditions, as they do since both are periodic around the cylinder. But the boundary
conditions of the first Green’s function in eq. (31) are those of the scalar field, ϕ — which
is periodic since Aµ is — while the second Green’s function in (31) has the boundary
conditions of the fermion, ψ. The construction must evidently be different for antiperiodic
fermions, to which we return shortly.
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3.2) Winding Sectors
In the previous section we were led to a dual form which involved a boson field, Λ,
which was strictly periodic about the cylinder. Since Λ is itself periodic (in the target-space
sense) under shifts by an integer, it can satisfy boundary conditions for which Λ(x+L, t) =
Λ(x, t) + k, for k an integer. We pause here to determine the fermionic system which
corresponds to these more general boundary conditions.
Consider, therefore, the fermion generating functional in which all of the fermion field
configurations are restricted to have a definite integer charge, q. That is, define ZqF by
inserting the following functional delta function into the generating functional of eq. (24):
∆t[Q− q] ≡
∫
Dvt exp
[
i
∫
dt vt
(
Q− q
)]
=
∫
Dvt exp
[
i
∫
d2x vt
(
iψγ0ψ − q
L
)]
.
(32)
As before the subscript on the function vt is to emphasize that it is a function of t only.
Bosonization of the generating functional in the presence of this delta function may
be carried out as in the previous section. It leads to precisely the same result as before,
eq. (30), with the following three modifications: (i) the axial field bµ must be shifted to
bµ−vt δ1µ; (ii) the additional term, −q
∫
dt vt, must be added to SB; and (iii) the functional
integral over vt must be performed. The net result for the bosonic action becomes:
eiS
q
B
[Λ,a,b] ≡
∫
Dvt exp
{
i
∫
d2x
[
LB(Λ, a, b)− vt
(
∂Λ
∂x
+
q
L
)]}
= exp
{
i
∫
d2x
[
−π
2
∂µΛ ∂
µΛ+ ∂µΛ b
µ + εµν ∂µΛ aν
]}
× ∆t[Λ(L, t)− Λ(0, t) + q].
(33)
This gives the usual expression, eq. (30), for the dual action, but with the new feature
that the integration over Λ is only to be performed over the configurations which wind
−q times around the cylinder. We see in this way the one-to-one correspondence between
the sectors of definite charge in the fermionic theory, and the sectors with a given winding
number in the bosonic theory.
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3.3) Antiperiodic Fermions
In order to handle antiperiodic fermions we use the artifice of trading the new bound-
ary condition for the previous one. That is, we recast the fermionic theory by defining a
new Dirac spinor ψ, by ψ(x, t) ≡ eiαnγ3 ψn(x, t), with αn = nπx/L. The boundary condi-
tions of eq. (23) for ψn, then imply that ψ must simply be periodic: ψ(x+ L, t) = ψ(x, t).
The information that is encoded in the boundary condition does not disappear, how-
ever, since this field redefinition does not leave the lagrangian invariant. The change in
the lagrangian can be most simply inferred by recognizing that ψ and ψn are related by
a local axial transformation, and we have determined the transformation properties of the
bosonic lagrangian under such axial transformations in the previous sections. In particu-
lar, we know that the effect of performing a transformation of the form ψ → eiαγ3 ψ in the
definition, (27), of SB [Λ, a, b], has the following three effects: (i) those which can be undone
by performing the compensating transformations bµ → bµ + ∂µα and Λ → Λ + α/π; (ii)
those which can be cancelled by the addition of the counterterm 12π bµb
µ; and (iii) those
due to the axial anomaly, which are reproduced by the term εµν ∂µΛ aν .
That is to say, the bosonic result, Ln,B(Λ, a, b), for antiperiodic fermions is related to
the corresponding result, eq. (30), for periodic fermions, LB(Λ, a, b), by:
Ln,B(Λ, a, b)− 1
2π
bµb
µ − εµν ∂µΛ aν = LB(Λ′, a, b′)− 1
2π
b′µb
′µ − εµν ∂µΛ′ aν , (34)
in which Λ′ ≡ Λ− αn/π and b′µ ≡ bµ − ∂µαn. This implies:
Ln,B = −π
2
∂µΛ
′ ∂µΛ′ + ∂µΛ′ b′µ + ε
µν ∂µΛ
′ aν +
1
π
∂µαn
(
b′µ + εµν a
ν
)
+ (constant). (35)
Notice that the field, Λ′, which appears in this expression is no longer periodic around the
cylinder since the periodicity of Λ implies
Λ′(x+ L, t) = Λ′(x, t)− n. (36)
Thus, we are ultimately led to the boundary condition for Λ that would be expected for
antiperiodic fermions from the usual operator correspondence ψ ↔ exp(iπΛ).
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Notice that this boundary condition is also what was encountered for the bosonization
of periodic fermions subject to the constraint Q = n. The functional integrands are not
identical, however, due to the appearance in the present case of the additional terms:
1
π
∂µαn
(
b′µ + εµν a
ν
)
=
n
L
(
b′1 + a
0). (37)
Since the electric charge in the fermionic theory is obtained from the generating functional
by differentiating with respect to the x-independent mode of b1 or a
0, these additional
terms are precisely what is required to cancel the charge that would otherwise be implied
by the boundary condition of eq. (36).
4. Conclusions
Our purpose here has been to show how the two-dimensional technique of bosoniza-
tion can be considered to be a special case of the wider class of relationships amongst
two-dimensional theories that has emerged from the study of string theories. In particu-
lar, we show here how the usual rules of abelian bosonization follow systematically as a
particular application of a duality transformation. Besides the intrinsic interest of placing
the bosonization technique within this wider framework, we regard our new perspective
on bosonization as being useful inasmuch as it permits a constructive determination of
the bosonic counterpart of any given fermionic theory. This should permit a more sys-
tematic determination of the bosonization rules in more complicated systems, such as for
fermions on arbitrary Riemann surfaces, or for the nonabelian bosonization of N majorana
fermions, for which the nonabelian duality technique of [8] should give the Wess-Zumino-
Witten (WZW) model after bosonization.
Other path integral approaches to abelian bosonization exist [16], which hinge on the
introduction of a ‘collective field’ through the performance of a local chiral transformation,
the parameter of which is then promoted to a dynamical field by using a Fadeev-Popov
type trick. In this formulation the bosonic and fermionic theories come as two different
gauge choices of an enlarged gauge symmetry, and so the equivalence need not apply to off-
shell quantities, such as the effective action, which are not a priori gauge independent. By
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contrast, in the approach presented here both theories are obtained using the same gauge
and so their equivalence is manifest even off shell. It might be interesting to explore, in
the present formulation, the more general, on-shell, equivalence that becomes available by
using different gauges as is done in ref. [16]. Furthermore, since the collective field method
does not rely on the existence of symmetries in the original theory, it might potentially be
used to generalize duality to a more general context.
Finally, we remark that our approach opens up a number of interesting questions.
Since dualization is not an intrinisically two-dimensional procedure, perhaps it could be
used to provide a prescription for bosonization in higher-dimensional fermionic field the-
ories. Also, an equivalent understanding of how to fermionize bosonic theories could lead
to new types of duality transformations which could have wider applications. We intend
to pursue some of these issues in a future publication.
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