Abstract. We consider matrices with entries in a local ring, M at m×n
1. Introduction 1.1. Setup. Let R be a (commutative, associative) local ring over some base field of zero characteristic. Denote by m ⊂ R the maximal ideal. (As the simplest case, one can consider regular rings, O ( p ,0) , e.g. the rational functions regular at the origin, [x 1 , . . . , x p ] (m ) or the formal power series, [[x 1 . . . , x p ]]. For ⊆ C, or any other normed field, one can consider the convergent power series, {. . . } or the smooth functions C ∞ (R p , 0).) Geometrically, R is the ring of regular functions on the (algebraic/formal/analytic etc.) germ Spec(R).
Let M at m×n (R) be the space of m × n matrices with entries in R. We always assume m ≤ n, otherwise one can transpose the matrix. Various groups act on M at m×n (R). Example 1.1.
• The left multiplications G l := GL(m, R), the right and the two-sided multiplications G r := GL(n, R), G lr := G l × G r . Matrices considered up to G r -transformations correspond to the embedded modules, Im(A) ⊂ R ⊕m . Matrices considered up to G lr -transformations corresponds to the non-embedded modules, coker(A) = R ⊕m / Im(A) .
• The congruence, G congr = GL(m, R) M at m×m (R), acts by A → U AU t . Matrices considered up to the congruence correspond to the bilinear/symmetric/skew-symmetric forms.
• The group of ring automorphisms, Aut (R), coincides in the "geometric case" (e.g. R = [[x] ] / I , {x} / I ) with the group of local coordinate changes. In singularity theory this is traditionally called "the right equivalence", R. The automorphisms act on matrices entry-wise.
• Accordingly one considers the semi-direct products, G l := G l ⋊ Aut (R), G lr := G lr ⋊ Aut (R). . . Sometimes one considers only those coordinate changes that preserve some ideal I, i.e. the locus V (I) ⊂ Spec(R).
• For a proper ideal J R and a group action G M at m×n (R) one often considers the subgroup of transformations that are trivial modulo J: We study deformations of matrices. In applications one often deforms a matrix not inside the whole M at m×n (R) but only inside a "deformation subspace" (a subset of prescribed deformations), A A + B, A + B ∈ Σ ⊆ M at m×n (R).
In this paper the subset Σ−{A} ⊆ M at m×n (R) is a submodule. Besides the trivial choice Σ = M at m×n (R), we mostly work with the spaces of symmetric matrices, Σ = M at sym m×m (R), and skew-symmetric matrices, Σ = M at skew−sym m×m (R).
Recall that any matrix is G lr -equivalent to a block-diagonal, A G lr ∼ 1I ⊕Ã, where all the entries ofÃ lie in the maximal ideal m , i.e. vanish at the origin of Spec(R). Similar statements hold for (skew-)symmetric matrices with respect to G congr , see e.g. §3.1 in . This splitting is natural in various senses and is standard in commutative algebra, singularity theory and other fields. Often it isÃ that carries the essential information. Therefore we often assume A| 0 = O, i.e. A ∈ M at m×n (m ).
1.2. The tangent spaces. Fix an action G M at m×n (R), a deformation space Σ ⊆ M at m×n (R), and a matrix A ∈ Σ. We assume that the orbit GA and the deformation space possess well defined tangent spaces at A, which are R-modules. The precise conditions/statements are in §3.5.
The standard approach of deformation theory is to establish the existence of the miniversal (semi-universal) deformation and, when the later exists, to understand/to compute its tangent cone. Accordingly one passes from the study of the germs (GA, A) ⊆ (Σ, A), to the study of the tangent spaces, T (GA,A) ⊆ T (Σ,A) .
Much of the information about the deformation problem is encoded in the quotient module This R-module is the tangent space to the miniversal deformation, when the later exists and is smooth. In Singularity Theory such a module is known as the Tjurina algebra for the contact equivalence, and the Milnor algebra for the right equivalence.
This module T 1 (Σ,G,A) is the main object of our study. We study it for those actions G Σ of example 1.1 that involve Aut (R).
(In)finite determinacy. The (Σ, G)-order of determinacy of A is the minimal number k ≤ ∞ satisfying: if
A, A 1 ∈ Σ and jet k (A) = jet k (A 1 ) then A 1 ∈ GA. Here jet k is the projection M at m×n (R) , and its sub-quotients.) In this case A is determined (up to G-equivalence) by its image under the m -adic completion, A ∈ M at m×n ( R), i.e. its full Taylor expansion at the origin.
The (in)finite determinacy is the fundamental notion of Singularity Theory. More generally, as the determinacy expresses the "minimal stability", it is important in any area dealing with matrices over rings (or matrix families or matrices depending on parameters). A trivial consequence of the finite determinacy is the algebraizability, A is Gequivalent to a matrix of polynomials. Even more, the order of determinacy gives an upper bound on the degrees of polynomials. See §2.6.2 for a brief review and the relation of our work to the known results.
1.4. Contents of the paper. In [BK] we have reduced the study of determinacy to the understanding of the support/annihilator of the module T 1 (Σ,G,A) . The matrix A is (in)finitely determined iff m N T (Σ,A) ⊆ T (GA,A) for some
). The order of determinacy is fixed by the annihilator ann(T A → M at m×n ( ). The remaining question is to compute (or at least to bound) the annihilator ann(T In we have studied the module T 1 (Σ,G,A) for group actions that do not involve Aut (R), in particular for G r , G l , G lr , G congr , G conj . We have obtained rather tight bounds on the annihilator of this module. As the immediate applications we have obtained tight bounds on the order determinacy of modules over local rings, (skew-)symmetric forms, flags of modules, flagged morphisms, chains of modules.
In this paper we study the module T 1 (Σ,G,A) for the group actions Aut (R), G lr , G congr . Both T (Σ,A) and T (GA,A) are (in general non-free) R-modules of high rank. Their quotient is usually complicated, even in the case of a regular ring, say R = [[x 1 , . . . , x p ]]. In most cases the best we can hope for is: to approximate ann(T 1 (Σ,G,A) ) by some (tight) lower/upper bounds. As the first approximation, one finds the "set-theoretic" support of this module, i.e. the radical of the ideal, ann(T 1 (Σ,G,A) ). This is done by checking the localizations of T 1 (Σ,G,A) at all the possible prime ideals. Geometrically this amounts to checking the fibres of the sheaf, T 1 (Σ,G,A) | pt , for all the points pt ∈ Spec(R). The points where T (GA,A) | pt T (Σ,A) | pt define the "degeneracy" locus in Spec(R) whose ideal is precisely the radical ann(T 1 (Σ,G,A) ).
Section-wise the organization is as follows. The main results are stated in §2. (We state both the bounds on the support of T 1 (Σ,G,A) and the corresponding applications to the determinacy.) In §3 we collect all the needed preliminaries: the algebra-geometric dictionary of localizations, the determinantal ideals and the (generalized) annihilators-of-cokernels, the singular locus of an ideal, the tangent spaces to group-orbits, the relevant approximation properties of rings. In §4 we give all the proofs and further examples/corollaries.
The main results

Notations and conventions.
2.1.1. When computing the order of determinacy (using the results of [BK] ) we need some restrictions on the ring R, the so-called 'relevant approximation property'. For simplicity in this paper we restrict to the following particular cases (here x denotes a finite tuple of variables), see §3.7 for more details.
i. Either the ring is complete,
ii. or R is analytic, R = {x} / I , (for a normed field , complete with respect to its norm); iii. or R = S / I , where S ⊆ [ [x] ] is a local regular Henselian, closed under the action of the ordinary partial derivatives, ∂ i (S) ⊆ S, and A ∈ M at m×n (R) is a matrix of polynomials for some choice of generators; iv. or R = C ∞ (R p , 0) / I , where the ideal I is finitely generated by some algebraic power series.
We remark that among the admissible rings in iii. is e.g. the ring of algebraic power series, < x >, and its quotients. But the localization of the polynomial ring, [x] (x) , is not Henselian, thus is not permitted.
2.1.2. We often use the quotient of ideals, I : J = {f ∈ R| f J ⊆ I}. [Eisenbud, pg. 318] . As I :
The saturation of
the sum can be thought of as a growing sequence of ideals. (We do not use the notation I : J ∞ to avoid any confusion with the ideal J ∞ of J-flat functions for non-Noetherian rings.) The saturation can be expressed via the zeroth local cohomology, Sat [Eisenbud, page 100] . Geometrically one erases the subscheme defined by J and then takes the Zariski closure, i.e. V (Sat
The Loewy length, ll R (J) ≤ ∞, is the minimal number N ≤ ∞ for which holds J ⊇ m N . This number also equals the degree of the socle of the quotient module
we have yet another expression, via the Castelnuovo-Mumford regularity, ll R (J) = reg( R / J ) + 1, see [Eisenbud, exercise 20.18 ].
2.1.3. We denote the zero matrix by O, the identity matrix by 1I.
For a matrix A ∈ M at m×n (R) denote by I j (A) the determinantal ideal generated by all the j × j minors of A. (We put I 0 (A) = R and I m+1 (A) = {0}.) If A ∈ M at m×n (m ) then height(I j+1 (A)) ≤ min (m − j)(n − j), dim(R) and the equality holds generically, see proposition 3.3.
Denote by ann.coker(A) the annihilator-of-cokernel ideal of the homomorphism R ⊕n A → R ⊕m . For the properties/relation/computability of these ideals see §3.2.
The ideal ann.coker(A) is a refined (partially reduced) version of I m (A), equivalently: for a module M the ideal ann(M ) is a refinement of the minimal Fitting ideal F itt 0 (M ). We also use the generalizations, {ann.coker j (A) = ann j (coker(A)), they refine the ideals I j (A) and F itt m−j (coker(A)), [Eisenbud, exercise 20.9] . In §3.3 we recall the definitions and some relevant properties.
Sometimes we take the m -adic completion, R → R, we denote by A the corresponding completion of A.
2.1.4. Denote by Der (R) the R-module of all the -linear derivations of the ring. For an ideal J ⊂ R denote by Der (R, J) the module of those derivations that send R to J. Note that Der (R, J) ⊇ J · Der (R), often the two modules have the same rank, rank(Der (R)).
For the classical regular rings, e.g. [[x] ], {x}, the module Der (R) is generated by the partial derivatives, Der (R) = Span R (∂ 1 , . . . , ∂ p ). Furthermore, in this case Der (R, J) = J · Der (R) and rank(Der (R)) = dim(R).
The derivations act on the matrix entry-wise, for any D ∈ Der (R) one has D(A) ∈ M at m×n (R). By applying the whole module Der (R) we get the submodule Der (R)(A) ⊆ M at m×n (R) and similarly Der (R, J)(A) ⊆ M at m×n (R).
Sometimes we need the explicit generating matrix of this submodule, we call it "the Jacobian matrix of A"
.
Here {D α } are some generators of Der (R). The matrix Jac(A) has mn rows (we identify M at m×n (R) = R mn ), while the number of columns depends on Der (R) (and could be infinite). This matrix defines the critical locus of the map Spec(R) A → M at m×n ( ), see [Looijenga, Chapter 4] . While the matrix Jac(A) depends on the choice of generators of Der (R), we will need only the invariants of its image, the module Der (R)(A), these are well defined.
The generating matrix of the module Der (R, J)(A) is the "J-Jacobian matrix":
. 2.1.5. The singular locus of an ideal. Suppose the expected height of an ideal J ⊆ m is r. (The typical example for J is a determinantal ideal.) We define the singular locus/ideal of J as follows. Fix any system of generators f 1 , . . . , f N of J, write them as a column. Applying the derivations of R we get the submodule Der (R)(
Here ann r (. . . ) is the refined version of F itt N −r (. . . ), see §2.1.3. Equivalently, the singular ideal is the generalized annihilator-of-cokernel of the large matrix:
The ideal Sing r (J) does not depend on all the choices made, see §3.4 for this and other properties. Sometimes we need the m -singular locus, Sing (m ) r (J), with Der (R, m ) instead of Der (R). In the classical Singularity Theory the critical/singular loci of a map are often given the Fitting scheme structure, using I r (. . . ) instead of ann.coker r (. . . ). But when working with T 1 (Σ,G,A) we need the annihilator-of-cokernel scheme structure.
The typical use of this singularity ideal is for the determinantal ideals. For the ideal J = I j+1 (A) the expected height is (m − j)(n − j). Fix a column of generators of I j+1 (A), say (∆ 1 , . . . , ∆ N ) t ∈ R ⊕N , and apply the derivations to get the module Der (R)(
Often we need only the radical, Sing(J), then the definition simplifies, in particular instead of the annihilatorof-cokernel one can write the ideal of minors, Sing r (J) = J + I r (Der (R)({f i })). We remark that Sing(J) ⊇ J + ann r R ⊕r / Der (R)({f i }) , but the inclusion can be proper. See §3.4 for all the proofs.
2.1.6. Generic finite determinacy.
Definition 2.1. We say that the generic determinacy holds for a given action G Σ if for any A ∈ Σ, any number N < ∞ and the generic matrix B ∈ M at m×n (m N ), such that A + B ∈ Σ, the matrix A + B is finitely determined.
The generic determinacy implies that the subset of Σ corresponding to the not-finitely-(Σ, G)-determined matrices is of infinite codimension in the sense of Mather/Tougeron, see [Wall, §5] .
2.2.
Criteria for the Aut (R)-action. The group-action Aut (R) M at m×n (R) does not use any matrix structure, thus we can put m = 1. Such one-row matrices can be considered as maps, Spec(R) A → n , and in the "geometric case" (when Aut (R) = R) we get the classical right equivalence, R M aps Spec(R), ( n , 0) . Therefore the following theorem is the natural extension of numerous classical results.
2. Suppose R has the relevant approximation property (in the sense of §2.1.1) and denote J := ann.coker(Jac
Example 2.3. For n = 1 the matrix has just one entry, we replace A by f . In this case we study the deformations/determinacy of germs of functions. The matrix Jac (m ) (f ) has one row, thus ann.coker(Jac (m ) (f )) = I 1 (Jac (m ) (f )), i.e. the ideal is generated by the entries of this row. Suppose R is regular, then I 1 (Jac (m ) (f )) = m · (∂ 1 f, . . . , ∂ p f ) and Part 2' of theorem 2.2 gives: In the case n > 1 the finite Aut (R)-determinacy of maps is a very restrictive condition, it means the simultaneous Aut (R)-determinacy of a tuple of functions.
Proposition 2.4. Let R be a local ring with the relevant approximation (in the sense of §2.1.1), and suppose Der (R) is a free module of rank=dim(R). Suppose n > 1. Then the map A ∈ M aps(Spec(R), ( n , 0)) is finitely-Aut (R)-determined iff dim(R) ≥ n and the entries of A form a sequence of generators of m (over R). In the later case A is Aut (R)-stable.
(The condition on Der (R) is satisfied e.g. for any regular local subring of [[x] ].) For R = C{x} this was proved by Mather, see e.g. proposition 2.3 in [Wall] .
The proofs and examples are in §4.1.
2.3.
Criteria for the G lr action. First we study the annihilator of the module T 1 (Matm×n(R),G lr ,A) . Theorem 2.5. Let R be a local Noetherian ring and A ∈ Σ = M at m×n (R).
In part 1. the matrix structure plays no role and (when Aut (R) = R) the G lr -action induces the classical contact equivalence of maps, K. Accordingly part 1 extends the classical criteria of determinacy of maps, see §2.4.
We give the geometric interpretation of the other statements. Note that the support of T 
(This is the embedding of schemes, the closure is taken in Zariski topology.) Finally, part 4 is a set-theoretic equality for the reduced schemes:
More detail and a separate proof of the set-theoretic equality are in §4.2.1.
, then the order of determinacy is bounded by the Loewy length of the annihilator (see proposition 3.15):
We give some immediate applications to the finite determinacy of matrices.
Proposition 2.6. Let R be a local Noetherian ring.
is finitely-G lr -determined then all the ideals {I j (A)} are of expected heights. For the rest of the proposition suppose that R has the relevant approximation property (in the sense of §2.1.1).
Example 2.7.
(1) Part 4 of the proposition strengthens and extends Theorem 2.1 of [Cutkosky-Srinivasan], which was proven for the case m = 1, R = {x} and with I n (Jac (m ) (A)) instead of ann.coker(Jac (m ) (A)). (2) Geometrically part 2 of the proposition reads, for =¯ : if A is finitely-G lr -determined then all the loci V (I j (A)) ⊂ Spec(R) are of the expected codimensions. In particular:
• either dim(R) > mn and I 1 (A) is a complete intersection ideal • or dim(R) ≤ mn and I 1 (A) contains a power of the maximal ideal. (3) Suppose =¯ and the ring R is regular (i.e. Spec(R) is smooth), then A is finitely determined iff all the loci V (I j (A)) ⊂ Spec(R) are of the expected codimensions and all the complements V (I j (A)) \ V (I j−1 (A)) are smooth. For square matrices over C{x} this is proposition 3.2 of [Bruce-Tari] . (4) The theorem implies: for regular rings (with relevant approximation properties) the generic G lr -finite-determinacy holds. This extends the classical Tougeron/Mather criteria, see §2.6.2. (Again, for square matrices over C{x} this is proposition 3.3 of [Bruce-Tari] .)
Proposition 2.8. Suppose =¯ , R is local Noetherian, regular, with the relevant approximation property (in the sense of §2.1.1).
("set-theoretically", i.e. with the reduced scheme structure) 2. In particular, if dim(R) = n − m + 2, then A is finitely-G lr -determined iff I m (A) defines an isolated reduced curve singularity.
3. If A is finitely-G lr -determined then I 1 (A) defines a subgerm of Spec(R) with at most an isolated singularity.
The proofs, examples and further applications to the finite determinacy are in §4.2 2.4. Applications to the finite determinacy of maps/complete intersections under the contact equivalence.
In this section we assume that R has the approximation property in the sense of §2.1.1 and moreover Aut (R) = R.
(The later holds e.g. for any subring of [[x] ] / I , see [BK, §3.1] .) For matrices with just one row, M at 1×n (R), the G lr -equivalence coincides with the contact equivalence of maps/complete intersections, K M aps(Spec(R), ( n , 0)), see §2.6.2. Therefore we replace A by f . In this case part 1 of theorem 2.5 gives the exact expression for the annihilator and the criteria are especially simple.
Example 2.9. In the simplest case, m = 1 = n, we get the contact-determinacy of the function germs/hypersurface singularities. Here
i. If this ideal contains a power of the maximal ideal then we get Part 2 of [GLS, Theorem 2.23]:
If the ideal (f ) + m (∂ 1 f, . . . , ∂ p f ) contains (at least) m ∞ then we get the infinite determinacy, [Wall, theorem 6 .1]. ii. If R is regular then by the Briançon-Skoda theorem f dim(R) ∈ Jac(f ). (The initial version was for analytic rings, for the general result see [Lipman-Sathaye] .) In particular, f is finitely-K-determined iff f is finitely-R-determined. For R = C{x} this is proposition 2.3 of [Wall] .
More generally, this relation of finite determinacies holds for any R and f satisfying f ∈ Jac(f ). iii. When the ideal Sing(I 1 (f )) contains no power of m there is no finite determinacy. (For =¯ this corresponds to the non-isolated singularity.) Suppose R is Noetherian and define J = (f ) + ann.coker(Jac (m ) (f )). This ideal defines (set-theoretically) the singular locus of the hypersurface {f = 0} ⊂ Spec(R). As the singularity is non-isolated J m . We want to understand the "space of admissible deformations", i.e. the biggest ideal I ⊂ R such that f is finitely determined for deformations inside Σ = I. By proposition 3.14 we have
Example 2.10. Now consider the case m = 1 < n. i. We get:
iv. If R is regular and dim(R) > n then f is finitely-K-determined iff f −1 (0) is a complete intersection (of codimension n) with at most an isolated singularity. In particular, the generic map Spec(R)
Remark 2.11. Part (iv.) of the corollary is the classical criterion, e.g. [Wall] . For non-regular rings the locus f −1 ( 0) can have non-isolated singularity but f can still be finitely determined. For example, let
, then the module of derivations is generated by (
e. is a multiple hyperplane. 2.5. Congruence and (skew-)symmetric matrices. In we have studied the actions G congr Σ = M at m×m (R),
We have shown (in parts 2,3 we assume that R is Henselian and Noetherian):
In particular, the module T 1 (Σ,Gcongr,A) is supported generically on Spec(R) and there are no finitely-(Σ, G congr )-determined matrices in M at m×m (R).
(2) The height of ann T
The same holds also for ann T 1 (Σ skew−sym ,Gcongr ,A) , when m is even. (3) Suppose m is odd, then the height of ann T
(Here P f m−1 (A) is the sum of Pfaffian ideals, P f m−1 (A ii ), of the (m− 1)× (m− 1) blocks, obtained by erasing i'th row and column, for 1 ≤ i ≤ m.) In particular, the finite-(Σ skew−sym , G congr )-determinacy holds generically.
The following theorem addresses the larger group, G congr .
Theorem 2.12. Let R be a local Noetherian ring, dim(R) > 0.
ii. For any m (even or odd) holds: ann T 1
Parts 2,3 of the theorem have the immediate set-theoretic interpretations, similar to those of theorem 2.5. The following proposition shows how the increasing the group improves the determinacy.
For the rest of the proposition suppose that R has the relevant approximation property (in the sense of §2.1.1).
Similar statements hold for A ∈ M at skew−sym m×m . 2.6. Remarks.
2.6.1. "Complexity of the answers". As one sees, the bounds on ann(T 1 (Σ,G,A) ) are somewhat involved. In the (classical/simplest) case of functions with isolated singularities, m = 1 = n, the tangent spaces to the miniversal deformation are quite simple, T 1 (Aut (R),f ) = R / Jac f , T 1 (K,f ) = R / (f ) + Jac f . Already the complete intersection case, m = 1 ≤ n, is cumbersome. Therefore, one cannot hope for a nice/short expression of ann(T 1 (Σ,G,A) ) in the matrix case. The best we can try is to express the upper/lower bounds on ann(T 1 (Σ,G,A) ) in terms of some invariants of A and to interpret these geometrically.
Thus theorems 2.2, 2.5, 2.12 and their applications to the finite determinacy go in the spirit of the classical Mather's criterion that transforms (for =¯ ) the general statement
• "the hypersurface germ is finitely determined iff its miniversal deformation is finite dimensional". to the geometric condition
• "the hypersurface germ is finitely determined iff it has at most an isolated singularity".
2.6.2. Relations to Singularity Theory. For a short discussion of the results on determinacy see §2.9] • The case of square matrices (for = R or = C, R = {x 1 , . . . , x p } and G = G lr ) was considered in [Bruce-Tari] , and further studied in [Bruce-Goryunov-Zakalyukin] , [Bruce] , [Goryunov-Mond] , [Goryunov-Zakalyukin] . In particular, the generic finite determinacy was established and the simple types were classified.
• Finite determinacy is equivalent to the finite dimensionality of the miniversal deformation. In particular, the genericity of finite determinacy, for a fixed action G Σ, means: the stratum of matrices with Tjurina number ∞, {A} + Σ G τ =∞ ⊂ {A} + Σ, is of infinite codimension.
2.6.3. Transition from G lr to K and back. One often forgets the matrix structure and considers matrices as maps, M aps(Spec(R), ( mn , 0)). This increases the group, from G lr = GL(m, R)×GL(n, R)⋊Aut (R) to GL(mn, R)⋊Aut (R). When Aut (R) = R the equivalence induced by GL(mn, R) ⋊ Aut (R) coincides with the contact equivalence of maps, K.
In the converse direction, we can start from the space M aps(Spec(R), ( N , 0)), with N = mn, 1 < m ≤ n, and identify mn ≈ M at m×n ( ). This associates to any map the corresponding matrix A -determinacy is a much stronger property than the finite GL(mn, R) ⋊ Aut (R)-determinacy. For m = n we can decrease the group further, to G congr .
From our results we see: even for the group G (m,n) lr the finite determinacy is often the generic property. (At least this holds when R is a regular ring). This both strengthens Mather's/Tougeron's results and extends them to the broader category.
3. Preparations 3.1. The relevant algebra-geometric dictionary. While in this paper we often work in the generality "R is a local Noetherian ring", our statements and proofs usually have very transparent geometric/set-theoretic interpretation. (In fact the proofs were initially obtained "set-theoretically" and then have been translated to the algebraic language.) In this section we collect several results of algebraic-geometric dictionary. Though these are standard results in commutative algebra, we give the proofs and the geometric/set-theoretic interpretations, replacing the ring R by the germ of the space Spec(R), the ideal J by the corresponding locus V (J) etc.
For the set-theoretic interpretation we usually assume: R = C{x 1 , . . . , x p } and Spec(R) denotes the germ (C p , 0) with continuum of reduced/closed points near the origin.
3.1.1. Points in the neighborhood of the origin vs localizations at prime ideals. Sometimes R is the ring of "genuine" functions, i.e. for any element f ∈ R the germ Spec(R) has a representative that contains other closed points besides the origin and f can be actually computed at those points "off the origin". Thus, for any A ∈ M at m×n (R) we can take a small enough representative of Spec(R) and for any point of it we can evaluate the matrix, A| pt ∈ M at m×n ( ).
For example, this happens for the ring of rational functions on ( p , 0) that are regular at the origin. More generally, this holds for the localization at the origin of an affine ring. Another example is the ring of converging power series, C{x}. Geometry always suggests how to formulate criteria. Usually the geometric conditions are of the type: a property P is satisfied "generically" on Spec(R); or is satisfied on Spec(R) \ {0}; or on some locus in Spec(R).
When
Complete rings, e.g. [[x] ], are not "geometric", their elements in general cannot be computed "off the origin". In this case the language of points is replaced by the language of localizations at prime ideals.
Finally, we emphasize that when speaking (geometrically/set-theoretically) about the points near the origin we assume the field is algebraically closed, =¯ .
Some generalities on the localizations.
Lemma 3.1. Let R be a local Noetherian ring and p ⊆ m a prime ideal.
The saturation is defined in §2.1.2.) 2. Fix some ideals I, J 1 , J 2 ⊂ R, then Sat I (J 1 ) ⊆ Sat I (J 2 ) iff for any prime p ⊇ I holds:
Proof. 0. ⇛ If p ⊇ J then exists an element f ∈ J \ p . As p is prime, f is not a zero divisor on R \ p . Thus the image of f in the localization J p is invertible. Hence
. The localization of this quotient at any prime p ⊇ I vanishes:
Therefore this quotient is not supported at any V (p ) for p ⊇ I. Thus there exists N satisfying:
The geometric interpretation:
Lemma 3.2. Let R be a local Noetherian ring and J 1 , J 2 ⊆ m some proper ideals. The following conditions are equivalent:
3. For any non-maximal prime ideal, p m , holds:
Proof. Obviously 2 ⇔ 3, thus we prove 1 ⇔ 3.
1 ⇒ 3 If (J 1 ) p = R p then there exists f ∈ J 1 whose image in (J 1 ) p is invertible. Thus f ∈ p . But f N ∈ J 2 for some N < ∞. And the image of f N in (J 2 ) p is still invertible, hence (J 2 ) p = R p . 3 ⇒ 1 Take the prime decomposition, √ J 1 = ∩p i . (As √ J 1 is a radical ideal, its primary decomposition consists of prime ideals.) Suppose for some i happens
Thus, if p is a minimal prime for J 1 then p i ⊇ J 2 . Suppose p i is not a minimal prime for J 2 , then exists a smaller prime ideal q p i , which is a minimal prime for J 2 . But then, by the same argument as above, q ⊇ J 1 , thus p i could not be a minimal prime.
Therefore: p is a minimal prime ideal for √ J 1 iff it is the one for √ J 2 . In other words, √ J 1 , √ J 2 have the same minimal primes.
The geometric interpretation: Denote by 0 ∈ Spec(R) the base point of the germ. Two proper ideals define (settheoretically) the same locus, V (J 1 ) red = V (J 2 ) red , iff for any point, 0 = pt ∈ Spec(R), there holds: pt ∈ V (J 1 ) iff pt ∈ V (J 2 ).
3.2.
Determinantal ideals and annihilator of cokernel. [Eisenbud, §20] For 1 ≤ j ≤ m and A ∈ M at m×n (R) denote by I j (A) ⊂ R the determinantal ideal generated by all the j × j minors of A. By definition I 0 (A) = R and I >m (A) = {0}. When the size of A is not stated explicitly we denote the ideal of maximal minors by I max (A). The chain of ideals R = I 0 (A) ⊇ I 1 (A) ⊇ · · · ⊇ I m (A) is invariant under the G lr -action. Moreover, any element φ ∈ Aut (R) induces the map of chains,
The height of I j (A) is at most min (m + 1 − j)(n + 1 − j), dim(R) and the equality holds generically. More precisely:
Proposition 3.3. For any A ∈ M at m×n (m ), for any N > 0 and the generic B ∈ M at m×n (m N ), the height of
is min (m + 1 − j)(n + 1 − j), dim(R) .
A matrix A ∈ M at m×n (m ) can be considered as a homomorphism of free R-modules, its cokernel is an R-module as well:
The support of the module coker(A) is the annihilator-of-cokernel ideal:
This ideal is G lr -invariant and refines the ideal I m (A). The annihilator-of-cokernel is a rather delicate invariant but it is controlled by the ideals I j (A) as follows: [Eisenbud, exercise 20.6] In particular, for one-row matrices, m = 1, or when I m (A) is a radical ideal, I m (A) = ann.coker(A).
We use also the following properties:
coker(B).
2. If A is a square matrix and det(A) is not a zero divisor then ann.coker(A) = ann.coker(A T ).
2'. If moreover R is a unique factorization domain (UFD) then ann.coker(A) is a principal ideal.
Here statement 1 is immediate. Statement 2 follows directly from ann.coker(A) = I m (A) : I m−1 (A) of equation (18). For the statement 2' note that for a square matrix the height of ann.coker(A) ⊂ R is one. If R is UFD then ann.coker(A) is generated by just one element.
The generalization of the annihilator of cokernel. The ideal ann.coker(A) is a 'partially reduced' version of the ideal of maximal minors I m (A). (Alternatively, the annihilator of a module, ann(M )
, is a refinement of the minimal Fitting ideal of that module, F itt 0 (M ).) More generally, the counterparts of the ideals {I j (A)} (or the Fitting ideals {F itt m−j (M )}) are described in [Buchsbaum-Eisenbud] , see also [Eisenbud, exercise 20.9] . We recall briefly the definition and the main properties.
Fix a morphism of free R-modules, E φ → F , here rank(F ) = m. For each 1 ≤ j ≤ m define the associated morphism
Properties 3.6. 1. ann.coker j (φ) = ann m+1−j ∧ coker(φ) , in particular the ideal is fully determined by the module coker(φ) = F / φ(E) . 2. The ideals ann.coker j (φ) refine the determinantal ideals, in the following sense:
3.i. Suppose the map splits block-diagonally, i.e. E 1 ⊕E 2 λ⊕δ → F 1 ⊕F 2 . Suppose moreover λ is invertible (thus in particular rank(E 1 ) = rank(F 1 )). Then ann.coker j (φ) = ann.coker j−rank(F1) (δ).
3.ii. If
4. The ideals ann.coker j (φ) are functorial under localizations, i.e. ann.coker j (φ) p = ann.coker j (φ p ) for any prime p . 5. Suppose rank(Im(φ)) < r, then ann j (φ) = {0} for j ≥ r.
Some remarks/explanations are needed here. 1. Fix some bases of E, F , so that φ is presented by a matrix A. Then ann.coker j (φ) is invariant under G lr -action on A. Similarly, given A ∈ M at m×n1 (R) and B ∈ M at m×n2 (R). If Span(Columns(A)) = Span(Columns(B)) then ann.coker j (A) = ann.coker j (B). If n 1 = n 2 and Span(Rows(A)) = Span(Rows(B)) then ann.coker j (A) = ann.coker j (B). 2.i. This sequence of inclusions and the equalities are immediate. 2.ii. and 2.iii see [Eisenbud, exercise 20.9] and [Eisenbud, exercise 20.10 3.4. The singular locus of an ideal. This is defined in §2.1.5, here we collect its basic properties.
Though the definition involved various choices of the bases, Sing r (J) depends on the ideal J only, behaves well under localizations, sometimes equals J and has other good properties. Proof. 1. Suppose f , g are two tuples of generators of J. The two tuples are related by f = U g, g = V f , where U, V are some matrices over R (rectangular, not necessarily square). Then the matrices in equation (5), for f , g, are related by the left-right action by matrices (over R). Hence we get:
, and thus Sing (f) (J) = Sing (g) (J). The independence of the choice of generators of Der (R) is even simpler, in this case one should apply only the right multiplications of the matrices.
2. The inclusion is obvious and the following example shows the inequality. Take J = ( 
(The last transition uses the Gröbner basis.) From here one sees that e.g. Sing 2 (J) ∋ y 8 ∈ J + ann r R ⊕k / Der (R)({f i }) . 3. By lemma 3.2 it is enough to prove: (20) for any prime ideal p m there holds:
If p ⊇ J then both sides are R p , as both sides contain J, and J p = R p by lemma 3.
4. Fix some generators f 1 , . . . , f N of J and present the singular locus in the form:
i. Suppose height(J) < r, then for any r-tuple of elements f i1 , . . . , f ir ∈ J there exists a non-Koszul relation, r j=1 a ij f ij = 0, i.e. not all the coefficients {a ij } belong to J. Thus such a relation gives a non-trivial relation over R / J as well. And the later leads to a non-trivial relation:
a ij Df ij = 0 ∈ R / J , for any derivation D ∈ Der (R). Therefore any r rows of the matrix R / J ⊗ Der (R)({f i }) are linearly dependent over R / J . In other words, the rank of module R / J ⊗ Der (R)({f i }) is less than r. And thus, by the property 6 of 3.6 we have:
ii. Suppose the rank of Der (R) is less than r. We use the base change:
And now use property 6 of 3.6 to get ann r ( R / J ⊗ . . . ) = {0}. Finally, we have: R / J ⊗ Sing r (J) = {0} and of course Sing r (J) ⊇ J, thus Sing r (J) = J.
5. The equality Sing r (J) p = Sing r (J p ) holds because the annihilator is functorial, ann r (M p ) = ann r (M ) p , and the module of derivations as well:
6. The inclusion I r+1 (A) ⊆ Sing (m−r)(n−r) (I r+1 (A)) holds by part 2. For the inclusion Sing(I r+1 (A)) ⊆ I r (A) note that Der (R) (I r+1 (A) 
The symmetric case is similar.
3.5. Tangent spaces to the orbits. The tangent spaces for various group actions are written in [BK, §3.5] .
Example 3.8. For the group-actions of example 1.1 the tangent spaces are R-modules, we recall their presentation.
• G lr : A → U AV . Here T (G lr A,A) = Span R {uA, Av} (u,v)∈Matm×m(R)×Matn×n(R) . Similarly for G l and G r .
• Aut (R). Any automorphism of the ring, φ R, acts on the matrices entry-wise: {a ij } → {φ(a ij )}. The tangent space to the orbit is obtained by applying the tangent space T (Aut (R),Id) to A. We have T (Aut (R),Id) = Der (R, m ), the module of those derivations of R that send m into itself. (Here we have only the submodule Der (R, m ) ⊆ Der (R) because the automorphisms of a local ring preserve the origin of Spec(R).) Therefore (25) T
For a regular subring of [[x] ] holds: Der (R, m ) = m · Der (R), where the module Der (R) is generated by the first order partial derivatives {∂ j }.
•
Example 3.9. To compute/bound the order of determinacy we need also the tangent spaces to the orbits of G (J) for some ideal J ⊂ R. These are obtained from the previous example by using: ,A) , and replacing Der (R, m ) by Der (R, m · J).
3.6. Invariance of the annihilator. The element h = (U, V, φ) ∈ G lr acts on R by f → φ * (f ). We use the sloppy notation h * (f ) and h * (J) for an ideal J ⊂ R. Suppose h ∈ G lr acts on Σ, i.e. it sends the germ (Σ, A) to the germ (Σ, hA). Proposition 3.10. Let R be a local ring. Suppose the tangent spaces T (GA,A) , T (Σ,A) are R-modules. Suppose h ∈ G lr acts on Σ and also commutes with the G-action on A, i.e. hGA = GhA . Then h
In particular ord
Consider h as a -linear automorphism of M at m×n (R). It induces the isomorphism of the tangent spaces:
. As h acts on Σ, the tangent isomorphism restricts to T (Σ,A) hA) . If h ∈ G lr then the map h * is R-linear. If h ∈ G lr then the map is compatible with R-multiplication:
As h is invertible, we get the inverse inclusion as well.
Example 3.11.
• In the simplest case, h ∈ G, we get the obvious property: the G-determinacy is constant along the G-orbit.
• In many cases no choices of h ∈ G helps, e.g. A has no nice canonical form under the G-action. Then one extends G by its normalizer, as in the proposition. For example, we use the following normal extensions:
• Note that h ∈ G lr \ {GL(m, )× G r } does not in general normalize the G r -action. Similarly for h ∈ G lr \ {G l × GL(n, )}.
3.7. The relevant approximation properties. (This continues §2.1.1.) Fix some group action G lr ⊇ G M at m×n (R). The completion of the ring, R → R, induces the map M at m×n (R) → M at m×n ( R) and accordingly the completion map of the groups: G lr ⊇ G → G ⊆ G lr , see [BK, §3.2] for the details. We often need the following approximation property:
(27) Given the equation gA = A + B for g ∈ G, suppose there exists a formal solution,ĝ A = A +B,ĝ ∈ G.
Then there exists an ordinary solution, gA = A + B, g ∈ G.
This property restricts the possible rings, the particular condition on R depends on the type of the equations, see [BK, §5] for the details/proofs.
i. If G ⊆ G lr is defined by R-linear equations and the condition gA = A + B can be written as a system of linear equations on g = (U, V ) then the property (27) holds for G over arbitrary Noetherian local ring R.
In the non-Noetherian case the property holds if the completion is surjective, R ։ R and ann.coker(A) ⊇ m ∞ . Note that by Borel's lemma: [Rudin, pg. 284, exercise 12] . Further, the condition ann.coker(A) ⊇ m ∞ can checked using the property
then f divides any function flat at the origin, and thus (f ) ⊇ m ∞ .
ii. If G ⊆ G lr is defined by polynomial/analytic equations and the condition gA = A + B can be written as a system of polynomial/analytic equations on g = (U, V, φ), then the property (27) holds over any Henselian Noetherian ring. When the group involves the coordinate changes and φ = Id then the assumption implies that A is a matrix of polynomials/analytic functions. iii. If the defining equations of G ⊆ G lr are not polynomial/analytic or the condition gA = A + B cannot be written polynomially/analytically in the entries of g = (U, V, φ), then the approximation (27) 
This group completion acts naturally on the ring completion, R := lim ← R / m j , the action is defined as follows. For anyf ∈ R choose a representing sequence, {f j ∈ R / m j }. For any φ ∈ Aut (R) choose a representing sequence,
(By the direct check: the action φ(f ) does not depend on the choice of representatives for φ,f .) This action induces the group homomorphism Aut (R) → Aut ( R). This map is injective but in general not surjective.
Example 3.12. Two reasons for the possible non-surjectivity are: flat functions and/or non-Henselianity of R.
(1) Fix a smooth function-germ in one variable, τ ∈ C ∞ (R 1 , 0), satisfying: τ is flat at 0 ∈ R and τ | R 1 \{0} > 0.
(2) Consider the localization of affine ring,
Therefore Aut ( R) contains the permutation of axes,x ↔ y, while Aut (R) does not contain such an element. (For example R is one of [[x] ] / I , {x} / I , < x > / I , note that the derivative of an algebraic series is algebraic.) ii. or R = C ∞ (R p , 0) / I , where the ideal I is finitely generated by algebraic power series.
1. Then Aut (R) = Aut ( R) and Der (R) = Der ( R). 2. In particular, for these rings holds: T (Aut (R),1 I) = T ( Aut (R),1 I) .
(Here < x > is the ring of algebraic power series.) Proof. 1.
• The case of R = S / I . By the assumption R = [[x] ] /Î and every element of Aut ( R) comes from some φ ∈ Aut ( [[x] ]) that satisfies φ(Î) =Î. Choose some generators {g i (x)} of I ⊂ S, (a finite set!), then φ is a tuple of power series that satisfy the system of implicit function equations:
But S is Henselian, thus for any N there exists a solution, φ N in S, that satisfies these equations and coincides with φ modulo m N . Thus there exists a sequence of elements of Aut (S) that converges (m -adically) to φ ∈ Aut (Ŝ). As this sequence preserves I ⊂ S we get an element in Aut (R) that goes to the element in Aut ( R).
For the derivations, we first note that the derivations of [[x] ] are determined by their action on the coordinates x, i.e. D(f ) = D(x i )∂ i (f ), here ∂ are the ordinary partial derivatives. The same holds for the subring
. Then, as before, this solution can be approximated by a solution in S. Which means: D is the limit of some sequence of derivations, D N ∈ Der (S), that satisfy this system of equations, i.e. each of them descends to Der (R). This gives a Cauchy sequence of elements Der (R) that converges to the element of Der ( R).
• The case of R = C ∞ (R p , 0) / I . Fix an automorphism of C ∞ (R p , 0) / I , it is presented by some φ C ∞ (R p , 0) that satisfies φ(I) = I. In particular the action of φ on x is fixed. Define the associated change-of-variables automorphism
. We claim that φ geom (I) = I and therefore φ geom descends to an automorphism of C ∞ (R p , 0) / I . Indeed, by its definition the automorphism φ • φ −1 geom acts as the identity on the polynomials. In particular, φ • φ
geom acts as the identity on the algebraic power series. Indeed, any algebraic power series f satisfies a polynomial equation over [x] , therefore φ • φ
geom (f ). Therefore, as I is generated by algebraic power series, (φ • φ −1 geom )(I) = I. Therefore φ geom (I) = I, hence φ geom defines an automorphism of C ∞ (R p , 0) / I . Therefore Aut R (R) coincides with the completion of the subgroup of geometric automorphisms. But the later completion is just Aut ( R).
To any derivation D ∈ Der (R) associate the "geometric derivation",
and therefore Der (R) coincides with the completion of the subspace of geometric derivations. But the later completion is just Der ( R).
2. This follows immediately from T (Aut (R),1 I) = Der (R).
3.9. The general linearization statement: transition from the annihilator of T 1 (Σ,G,A) to finite determinacy. Let M be a finitely generated R-module with a group action G M . Suppose the action preserves a subset Σ ⊆ M . In [BK] we have reduced the study of determinacy to the understanding of the support/annihilator of the module T 1 (Σ,G,z) . Below we formulate the results used in the current paper.
Fix an ideal J ⊂ R, this gives a filtration on the module, {J q · M }, and the corresponding filtration on the group, {G These are satisfied for various subgroups of G lr , [BK, §3.8] . If the ring automorphisms (coordinate changes) are involved then the condition T (G,1 I) ∼ −→ T ( G,1 I) implies some restrictions on R, see §3.8, yet proposition 3.13 ensures this condition for our rings.
Proposition 3.14. [BK, Corollary 2.5] Suppose T (Σ,z) ⊆ T (M,z) is a finitely generated submodule and for a (finitelygenerated) ideal J ⊆ m the filtration {(
).
This proposition reduces the determinacy question to the study of the module T 1 (Σ,G,A) and its annihilator. In particular, it allows to bound the order of determinacy as follow. (The Loewy length of an ideal, ll R (..), is defined in §2.1.2.)
∞ and R has the relevant approximation property ( §3.7). Then
In particular, A ∈ M at m×n (R) is finitely determined iff m N T 1 (Σ,G,A) = {0} for some N < ∞, alternatively:
4. Proofs, corollaries and examples 4.1. The automorphisms of the ring, Aut (R). proof of Theorem 2.2. Part 1 follows directly from the presentation of T (Aut (R)A,A) , §3.5.
Part 2 follows now by proposition 3.14. To use this proposition we note that the filtration {M at m×n ((
Part 3 now follows by proposition 3.15, note that T (Aut
Example 4.1. (Continuing example 2.3.) Suppose I 1 (Jac (m ) (f )) contains no finite power of m , thus f is not finitelyAut (R)-determined. Take the saturation,
Suppose J ⊆ Sat m (I 1 (Jac (m ) (f ))). Then Σ = J √ J ⊂ R can serve as a module of admissible deformations in the following sense. Consider those ring automorphisms/coordinate changes that preserve
The tangent space to the orbit under this subgroup is
Therefore we have:
Here
contains some finite power of the maximal ideal, m N . Thus the order of determinacy for these deformations satisfies:
In the simplest case, suppose R = [[x, y, z]], with algebraically closed. Suppose the singular locus of f is a smooth curve-germ (as a set), then after a change of coordinates it is defined by the ideal J = (x, y) ⊂ R. Suppose the generic multiplicity of f along the singular locus is p = 2. We get: J = Sat m (I 1 (Jac(f )), so the space of admissible deformations is J 2 . Then ll [Siersma83] , [Pellikaan] , [Jiang] Proof of proposition 2.4. ⇚ is obvious. ⇛ By theorem 2.2 it is enough to check whether the ideal ann.coker(Jac (m ) (A)) contains some power of the maximal ideal. Here instead of Jac (m ) (A) we can consider the matrix Jac(A). By the assumption, Der (R) = R < ∂ 1 , . . . , ∂ p > is a free R-module of rank p. Thus {D α a ij } Dα∈Der (R) is a n × p matrix with the rows (∂ 1 a ij , . . . , ∂ p a ij ).
If n > dim(R) then ann.coker({D α a ij } Dα∈Der (R) ) = 0, as there are more rows than columns. For n ≤ dim(R) the ideal ann.coker({D α a ij } Dα∈Der (R) ) is either non-proper, i.e. R, or of height at most (dim(R) + 1 − n), which is less than dim(R). Thus this ideal contains a power of the maximal ideal iff ann.coker(. . . ) = R. Which means: at least one of the maximal minors is invertible. But the later means precisely that the entries of A form a sequence of generators of m (over R). Then the stability follows. We remark that if R is not regular then A −1 (0) is not necessarily reduced or has an isolated singularity, see example 4.5 and remark 2.11. 4.2. The G lr -action.
4.2.1. The set-theoretic support of T 1 (Σ,G lr ,A) for the geometric rings. For the sake of exposition we first prove the "settheoretic version" of part 4 of theorem 2.5 in the particular case: for R = C{x}.
Let A ∈ M at m×n (R) and fix a small neighborhood of the origin, U ⊂ C p , in which all the entries of A converge. This neighborhood is stratified by the determinantal loci: U = Proof.
Step 1. As the statement is set-theoretic it is enough to check for any point pt ∈ U that pt belongs to the set on the right hand side iff it belongs to the set on the left hand side. Fix pt ∈ U and let j satisfy pt ∈ V (I j+1 (A)) \ V (I j (A)). Such j exists and satisfies m ≥ j ≥ 0 because I 0 (A) = R, V (I 0 (A)) = ∅, and I m+1 (A) = {0}, V (I m+1 (A)) = U.
We claim that pt belongs to the union on the right hand side of the statement iff it belongs to the particular term: V Sing (m−j)(n−j) (I j+1 (A)) \V I j (A) . Indeed, pt cannot belong to any term with r < j, as the erased part, V I r (A) , contains V I j+1 (A) . And pt cannot belong to any term with r > j as pt ∈ V I j (A) .
Thus we are to prove:
(36) a point pt ∈ V I j+1 (A) \ V I j (A) belongs to Supp(T 1 (Σ,G lr ,A) )
iff it belongs to V Sing (m−j)(n−j) (I j+1 (A)) \ V I j (A) .
Or:
(37) ∀ j : Supp(T 1 (Σ,G lr ,A) ) ∩ V I j+1 (A) \ V I j (A) = V Sing (m−j)(n−j) (I +1 (A)) \ V I j (A) .
(If for some j there holds V I j+1 (A) = V I j (A) then the condition is satisfied trivially.)
Step 2. If pt ∈ V I j+1 (A) \ V I j (A) then after a G lr -transformation we can assume that locally near pt ∈ U the matrix is block-diagonal: A = 1I j×j ⊕Ã. Here the matrixÃ ∈ M at (m−j)×(n−j) (R pt ) vanishes at pt and R pt denotes the local ring of (U, pt). (By proposition 3.10 the support is preserved under the G lr -action.)
Therefore the tangent space decomposes into the direct sum, T ( , whereΣ = M at (m−j)×(n−j) (R pt ) and G lr is the corresponding group.
Finally, pt ∈ Supp(T 1 (Σ, G lr ,Ã)
) iff T Thus the condition is that Der (R pt )(Ã)| pt M at (m−j)×(n−j) (C). Note that the matrix structure is not used here, thus one can write the entries ofÃ as a column vector and form the matrix Jac(Ã)) = {D α (ã ij )} (ij),α , where {D α } are some generators of Der (R pt ). This matrix has mn rows, while the number of columns depends on Der (R pt ). Then Der (R pt )(Ã)| pt M at (m−j)×(n−j) (C) iff I (m−j)(n−j) (Jac(Ã)) R pt . Thus ) iff I 1 (Ã) + I (m−j)(n−j) (Jac(Ã)) R pt . (A) . This proves the equality, the further embedding follows now by lemma 3.7.
2. Let p m be an ideal as in the statement. We claim that in the p -localization, R p , the rank of A p is at least (m − 1). In fact, as I m−1 (A) ⊆ p we get I m−1 (A) p ⊆ (p ) p . And as (p ) p is the maximal ideal of R p we get: I m−1 (A) p = R p . But then at least one of the (m − 1) × (m − 1) minors of A becomes invertible in R p . Therefore the matrix is equivalent to a block-diagonal, A p G lr ∼ 1I (m−1)×(m−1) ⊕Ã, withÃ ∈ M at 1×(n−m+1) (R p ). Moreover, as p ⊇ I m (A), all the entries ofÃ belong to (p ) p .
We assume A p in this form, by §3.6 such a transition preserves ann(T 1 (Σ,G lr ,A) ). Then the tangent space to the orbit (written down in §3.5) decomposes into the direct sum:
(42) (T (G lr A,A) ) p = Span R U A, AV . Therefore the statement follows from proposision 3.14.
(We just note that the filtration M at m×n ((
-invariant and moreover, the group G ( √ J) lr is unipotent for this filtration.) 3.ii As in the proof of theorem 2.5 we fix a prime ideal I j (A) ⊆ p ⊇ I j+1 (A). Note that for j odd one has I j (A) = I j+1 (A), thus p as above exists only for j-even. Otherwise the proof is the same.
Corollary 4.7. Suppose =¯ and R is a regular ring, Noetherian and Henselian. Then A ∈ M at sym m×m (R) is finitely-(Σ sym , G congr )-determined iff all the degeneracy loci V (I j (A)) ⊂ Spec(R) are of expected dimensions (or empty) and all the complements V (I j (A)) \ V (I j−1 (A)) are smooth.
(The criterion for skew-symmetric matrices is formulated similarly.)
