Abstract. We study the attractor structure of standard block-sequential threshold dynamical systems. In a block-sequential update, the vertex set of the graph is partitioned into blocks, and the blocks are updated sequentially while the vertices within each block are updated in parallel. There are several notable previous results concerning the two extreme cases of block-sequential update: (i) sequential and (ii) parallel. While parallel threshold systems can have limit cycles of length at most two, sequential systems can have only fixed points. However, Goles and Montealegre [5] showed the existence of block-sequential threshold systems that have arbitrarily long limit cycles. Motivated by this result, we study how the underlying graph structure influences the limit cycle structure of block-sequential systems. We derive a sufficient condition on the graph structure so that the system has only fixed points as limit cycles. We also identify several well-known graph families that satisfy this condition.
Introduction
In this paper, we study Boolean graph dynamical systems or automata networks induced by threshold functions. Such systems are a natural choice to model various biological and sociological phenomena (see [6] [7] [8] 11] for example). We consider standard Boolean threshold functions where, each vertex v is associated with a threshold T v , and the vertex function of v evaluates to 1 if and only if at least T v vertices in its closed neighborhood (v and its distance-1 neighbors) are in state 1. These systems have been extensively studied [1, 3, 4] . Several generalizations of standard threshold functions have been considered in the past. For example in [10] , bi-threshold systems were studied where the thresholds for the 0 to 1 and 1 to 0 transitions can be different. Multi-threshold systems with more than 2 possible vertex states were considered in [4, 9] . In [14] , systems with dynamic thresholds were considered where the vertex thresholds vary with time. Another popular variant of the standard threshold function are Hopfield networks, where only the open neighborhood is considered while evaluating the next state, i.e., the state of the vertex itself is ignored. Our focus is on the limit set or the attractor structure of these systems which captures their "long-term" behavior. The update scheme, i.e., the order in which the vertex functions are evaluated, influences the attractor structure and in general the phase space. Two update schemes (i) synchronous or parallel and (ii) sequential are well-studied. In the synchronous update scheme, every vertex function is applied simultaneously, while in a sequential update scheme, vertices are updated one by one according to a total order defined on the vertex set. A generalization of these schemes is the block-sequential update. Here, the vertices are partitioned into blocks, and vertices within the blocks are updated synchronously while the blocks themselves are updated sequentially. A more general sequential scheme is the word update which is a generalization of the sequential systems. Here, a vertex can be updated more than once in a single time step [12] .
Two interesting questions which have been repeatedly addressed in the past are: given a graph dynamical system, (i) what is the maximum possible length of a limit cycle? (ii) what conditions lead to only fixed points as limit sets? There are some notable results in the case of standard threshold systems. Goles and Olivos [3] and Barrett et al. [1] independently, using different methods, showed that sequential threshold systems exhibit only fixed points as limit cycles. In [3, 4] , it was shown that for synchronous update there can be limit cycles of length at most two. Their result is applicable for the more general case of weighted threshold functions. Kuhlman et al. [10] considered these questions regarding bi-threshold systems. They showed that, while synchronous systems can have limit cycles of length at most two, sequential systems can have arbitrarily long limit cycles.
In this paper, we consider standard threshold systems with block-sequential update. Mortveit [13] showed that if the blocks are of size at most 3, then there will be only fixed points. The author also conjectured that the limit cycle length can be at most two for arbitrary block size. However, this was disproved recently by Goles and Montealegre [5] . Unlike the sequential or synchronous cases, these systems can have arbitrarily long limit cycles. In [4] , the more general setting of weighted threshold functions was studied. They gave a sufficient condition for the system to have only fixed points. In this work, we examine standard threshold systems systems from a structural perspective. Our main objective was to identify conditions on the underlying graph structure which lead to only fixed points. Our main result is given below. (1)
An interesting feature of Theorem 1 is that Condition (1) only applies to the individual blocks and is independent of the connections between the blocks. The proof uses the potential function argument introduced in [1] . We build on the framework provided by [13] and extend the results of that paper. We also show that simple graph classes such as trees and complete graphs satisfy Condition (1) . In addition, we show that any graph which can be block-decomposed into subgraphs which satisfy Condition (1), also satisfies this condition.
We note that Condition (1) is not a necessary condition. Consider any graph with arbitrary block partition where each vertex has threshold 1. This is a progressive threshold system, i.e., a vertex will never transition from 1 to 0. Hence, it has only fixed points even though the blocks may not satisfy Condition (1) .
The organization of the paper is as follows. We introduce the notation and basic definitions in the next section. In Section 3, we prove Theorem 1. In Section 4, we derive the block-decomposition result. In Section 5, we demonstrate some graph classes which satisfy Condition (1) before we conclude in Section 6.
Preliminaries
Let X be a simple undirected graph on n vertices with vertex set V [X] and edge Every vertex is assigned a threshold function f v : {0, 1} deg(v)+1 −→ {0, 1} defined as follows:
where T v ∈ N with T v ≥ 1 is the threshold of v. For a block B and system state x, the map F B (x) : {0, 1} n −→ {0, 1} n is given by
The block-sequential map F : {0, 1} n −→ {0, 1} n is defined as
The two special cases of the block-sequential update scheme are sequential and parallel update schemes. The sequential update corresponds to each vertex belonging to a distinct block, i.e., for i = 1, . . . , n, |B i | = 1 and therefore, m = n. In parallel update, there is only one block, i.e., m = 1 and
3 Sufficient condition for fixed points
Potential function method
For v ∈ V [X], let T 0 (v) denote the smallest number of vertices in n[v] that must be in state 0 for x v to be mapped to zero. By the definition of threshold function in (2), we have
With each vertex and edge, we associate a potential. The vertex potential for vertex v and system state x is
The edge potential for edge e = {v, v } is
The system potential function P : {0, 1} n → N for state x is defined as
P (x, e) .
For sequential threshold systems, Barrett et al. [1] showed that for any x = F (x) where x = x , P (x ) < P (x). Since P (x) ≥ 0 for all x, it follows that the limit set is comprised of only fixed points. They also showed that the transient length is at most (|E[X]| + |V [X]| + 1)/2 as a consequence of this result. The same argument was applied by Mortveit [13] for block-sequential systems with blocks of size at most three.
Proof of Theorem 1
Suppose the system transitions from state x to x when a block B is updated, i.e.
is the set of edges incident with v. Let ∆P v = P v (x )−P v (x) denote the change in potential at vertex v. Note that since only block B is updated, ∀v / ∈ B, x v = x v . Let B(x, x ) ⊆ B denote the set of vertices such that x v = x v . We use the following result from Mortveit [13] .
The lemma below gives an upper bound for ∆P v .
Lemma 3. For any v ∈ B(x, x ), let γ v denote the number of neighbors of v in B(x, x ) which have the same state as v in x (and therefore, in x ). Applying
Proof. In [13] , ∆P v is bounded as a function of deg B (v) and the number of vertices in state 1 in x. We apply the same approach here, but obtain a more compact result. Let n 1 (x, v) and n 0 (x, v) denote the number of neighbors of v in state 1 and 0 respectively. There are two possible cases: v transitions either from 0 to 1 or 1 to 0. We consider these cases separately.
Transition 0 → 1. Note that n 1 (x) ≥ T (v). We recall that T (v) + T 0 (v) = deg(v) + 2. Also, since only vertices in B(x, x ) change state,
Now we compute ∆P v .
Transition 1 → 0. In this case, we have n 1 (x) ≤ T (v) − 2. Following a similar approach as in (8), it can be shown that
For a set of vertices S ⊆ V [X], let S denote the number of edges in X[S], the subgraph induced by S. For a state vector x, let Λ S (x) = (u, v) | u, v ∈ S, x u = x v and {u, v} ∈ E[X] , i.e., the set of all pairs of adjacent vertices in S which have the same state.
, v contributes 1 to γ u and u contributes 1 to γ v . Moreover, if (u, v) / ∈ Λ B(x,x ) (x), then, it does not contribute to the sum. Therefore,
Lemma 5. Let block B satisfy Condition (1). Then, for any x = F B (x) such that x = x, P (x ) < P (x).
Proof. From Lemma 4, ∆P ≤ 2( B(x, x ) − 2|Λ B(x,x ) (x)| − |B(x, x )|). Let B = B(x, x ) and y be the state vector restricted to B(x, x ). Since x = x, B is not empty. Therefore, by Condition (1), B − 2|Λ B (y)| − |B | < 0.
From Lemma 5, we note that if every block satisfies Condition (1), then, whenever a block is updated and some vertices change states, the system potential decreases. Since the potential cannot be negative by definition, it follows that there can be only fixed points as limit sets. Hence, we have proved Theorem 1.
Block decomposition
In the graph theory literature, a block is a maximal connected subgraph without a cut vertex [2] . Every block can either be a maximal 2-connected subgraph, an edge, or an isolated vertex. Since the term "block" has already been used to mean something else in this paper, we will henceforth refer to maximal connected subgraphs as subblocks. Every graph can be decomposed into subblocks. Since they satisfy maximality, any two subblocks overlap in at most one vertex, which, if it exists, is a cut vertex of the graph. This is illustrated with an example in Figure 1 (a). Let C be the set of cut vertices and S be the set of subblocks. The block graph is the bipartite graph on the vertex set C ∪ S where for c ∈ C and S ∈ S, {c, S} is an edge if and only if c ∈ S. It can be easily shown that the block graph is a tree. See Figure 1(b) for the block graph of the example. Theorem 6. Let block B be such that all of its subblocks satisfy Condition (1). Then, B satisfies Condition (1) too.
Proof. Let {S 1 , . . . , S k } be the vertex partition of B where each S i induces a subblock of B. From the block graph representation, it is easy to see that there exists an ordering of the subblocks such that every subblock has at most one cut vertex in common with its previous subblocks. We will assume that the current ordering satisfies this property, i.e.,
Let D ⊆ B and
For a subset of vertices S, let E S denote the edge set of the graph induced by S. We observe that the edge sets E S i partition E B . This implies that E D i are mutually disjoint. Since Λ D i (x) ⊆ E Di , they are mutually disjoint too. we have
Since all the subblocks satisfy the Condition (1), the first term in the above expression is negative while the second term is at most 0. Hence, D −2Λ D (x)− |D| < 0.
Simple graph classes which satisfy Condition (1)
We will show that some graph classes such as trees, odd cycles, and complete graphs satisfy Condition (1). Even though these are very simple graphs, to the best of our knowledge, these results have not been obtained before using any other method. Throughout this section, B corresponds to a block in X and B ⊆ B.
Proposition 7. If B induces a tree in X, then, it satisfies Condition (1).
Proof. Suppose B ⊆ B. If the graph induced by B is connected, then it still corresponds to a tree. If not, then, each connected component (which is also a tree) in the graph can be considered independent of the rest of the block. In that case, effectively we are working with a smaller tree. Hence, without loss of generality, we will assume that B is connected (and can be the same as B).
Since B = |B | − 1, it implies that B satisfies Condition (1).
Alternatively, we could have used Theorem 6 to prove the above proposition.
Proposition 8. If B induces an odd cycle in X, then, it satisfies Condition (1).
Proof. If B ⊂ B, then it corresponds to a collection of disconnected paths. Then, we can apply Proposition 7 to show that B satisfies the condition. Therefore, we will assume that B = B. We first note that B = |B|. Since the cycle is odd, there exists by the pigeonhole principle, at least one pair of vertices in Λ B (y) for any state vector y. Hence, for all B ⊆ B, B − 2Λ B (y) − |B| < 0.
Proposition 9. If B induces a clique in X, then, it satisfies Condition (1).
Proof. If B ⊂ B, then it still induces a clique. Hence, we will assume that B = B. Let y be the state vector restricted to B. Let n 0 denote the number of vertices of B in state 0 and let n = |B|. Since, B is a clique, |Λ B (x)| = n0 2 + n−n0 2 , which attains a minimum value of
The next result concerns systems with block size at most 4. This is an extension of the result by Mortveit [13] .
Proposition 10. Any block B of size 4 other than the 4-cycle, satisfies Condition (1).
Proof. If B ⊂ B, then it corresponds to a block of size 3 or less, for which the result follows from [13] . Hence, we will assume that B = B. If B is a tree or clique, then, by Propositions 7 and 9, the statement is true. The remaining possibilities excluding the 4-cycle are isomorphic to one of the graphs illustrated in Figure 2 . We consider them one by one and in each case show that B − 2|Λ B (x)| − |B| < 0 and the rest follows from Lemma 4.
Graph (a) In this case, |B| = B = 4 and since {2, 3, 4} induces an odd cycle, it implies that Λ B(x,x ) (x) is not empty and therefore |Λ B(x,x ) (x)| ≥ 1.
Graph (b)
Here, B = 5 and again, since {2, 3, 4} (or {1, 3, 4}) induces an odd cycle, |Λ B(x,x ) (x)| ≥ 1.
Graph (c)
The argument is similar to the previous case. Remark 11. Note that one can configure an example corresponding to a 4-cycle (C 4 ) for which not satisfies Condition (1) (See Figure 3(a) ). Moreover, this configuration corresponds to a limit cycle of length 2. So, a natural question to ask is whether graphs which do not have a C 4 as a vertex-induced subgraph not satisfies Condition (1) for all x. Unfortunately, the answer is no. Figure 3(b) is an example where an induced-C 4 -free graph has a limit cycle of length two. (b) B ⊂ B and contains the center vertex. In this case, the central vertex corresponds to a cut vertex (see Figure 4 (b) ). Therefore, block decomposition of B yields subblocks, all of which have the following structure: a path graph where each vertex is connected to a central vertex. Let B be such a subblock (illustrated in Figure 4 (b) ). We only need to show that B −2Λ B (y)−|B | < 0. The rest follows from Theorem 6. Let n = |B |. We have B = 2n − 3.
Without loss of generality, we will assume that the state of the center vertex is 0. Let Q denote the remaining set of vertices and of these, let k be in state 0. It is clear that the rest n − 1 − k vertices are in state 1. We have
. . . Now we claim that
If k ≥ n−2 2 , (11) trivially holds. Thus, we will assume that k < n−2 2 . Note that each edge on Q contributes 1 to |Λ Q (y)| if and only if the two vertices associated with the edge are in the same state. Therefore, |Λ Q (y)| will achieve its minimum value when all vertices in state 0 have their neighbors in state 1. And since k < n−2 2 , it is guaranteed that such a configuration exists. In this case, n − 2 − 2k edges will contribute to |Λ Q (y)|, i.e. we have,
2 . Hence, (11) holds, which in turn implies that
Hence, proved.
(c) B = B, i.e. we consider the whole wheel graph. In this case, |B| = n and B = 2n − 2. Now, we will show that B − 2|Λ B (y)| − |B| < 0. The argument is similar to the previous case. Let Q denote the set of vertices in the cycle. Now, we will claim that |Λ B (y)| ≥ n − 1 2 .
Since |Λ B (y)| = k + |Λ Q (y)|, if k ≥ n−1 2 , the above inequality holds. We can thus assume k < n−1 2 . There are n−1 edges on the cycle. Using the same arguments as in the previous case, at most 2k edges do not contribute to the value of |Λ Q (y)|, which means |Λ Q (y)| ≥ n − 1 − 2k. It follows that |Λ B (y)| = k + |Λ Q (y)| ≥ n − 1 − k > n − 1 2 .
Hence, (12) holds. We have,
Remark 13. Note that there exists a wheel graph with an even cycle corresponding to a limit cycle of length 2, see Figure 5 . In this example, suppose the threshold value of the central vertex is 3 and all other vertices have threshold value 2. Then, one can verify that the central vertex will remain 0 and the other vertices will change states alternatively in pairs, i.e. this configuration leads to a length 2 limit cycle. 
Conclusion
In this paper, we studied the limit cycle structure of standard threshold dynamical systems with block-sequential update. We identified a sufficient condition for the system to have only fixed points as limit sets. There are several possibilities to consider for the future. Even though the condition depends only on the blocks and not the graph as a whole, it seems to be restrictive. One direction to explore is to find more general conditions which take into account edges between the blocks too. Another direction would be to study bi-threshold block-sequential systems.
