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Fast Diffusion Inhibits Disease Outbreaks
Daozhou Gaoa∗, Chao-Ping Donga
a Mathematics and Science College, Shanghai Normal University, Shanghai, 200234 China
Abstract. We show that the basic reproduction number of an SIS patch model with stan-
dard incidence is either strictly decreasing and strictly convex with respect to the diffusion
coefficient of infected subpopulation if the patch reproduction numbers of at least two patches
in isolation are distinct or constant otherwise. Biologically, it means that fast diffusion of
the infected people reduces the risk of infection. This completely solves and generalizes
a conjecture by Allen et al. (SIAM J Appl Math, 67: 1283-1309, 2007). Furthermore, a
substantially improved lower bound on the multipatch reproduction number, a generalized
monotone result on the spectral bound the Jacobian matrix of the model system at the
disease-free equilibrium, and the limiting endemic equilibrium are obtained. The approach
and results can be applied to a class of epidemic patch models where only one class of in-
fected compartments migrate between patches and one transmission route is involved.
AMS subject classifications. 91D25, 34D20, 92D30, 34D05, 15B48, 15A42.
Key words. patch model, basic reproduction number, monotonicity, diffusion coefficient,
spectral bound, essentially nonnegative matrix.
1 Introduction
In 2007, Allen and her collaborators proposed the following SIS epidemic patch model
dSi
dt
= dS
∑
j∈Ω
LijSj − βi
SiIi
Si + Ii
+ γiIi, i ∈ Ω,
dIi
dt
= dI
∑
j∈Ω
LijIj + βi
SiIi
Si + Ii
− γiIi, i ∈ Ω,
(1.1)
where Ω = {1, 2, . . . , n} and n ≥ 2 is the number of patches. The variables Si(t) and Ii(t)
represent the number of susceptible and infected individuals in patch i at time t, respectively.
The parameters βi and γi are positive transmission coefficient and recovery rate in patch i,
respectively; dS and dI are positive diffusion coefficients for the susceptible and infected sub-
populations, respectively; Lij is a nonnegative constant that denotes the degree of movement
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from patch j to patch i for i 6= j and −Lii =
∑n
j=1,j 6=iLji is the degree of movement from
patch i to all other patches.
The following three assumptions on the initial condition, the connectivity matrix L =
(Lij), and the patch reproduction number R
(i)
0 = βi/γi are made:
(A1) Si(0) ≥ 0 and Ii(0) ≥ 0 for i ∈ Ω, and
∑
i∈Ω Ii(0) > 0;
(A2) L is essentially nonnegative (or called quasi-positive), irreducible, and symmetric;
(A3) H− = {i ∈ Ω : R
(i)
0 < 1} andH
+ = {i ∈ Ω : R
(i)
0 > 1} are nonempty andH
−∪H+ = Ω.
It follows from Theorem 6.4.16 in Berman and Plemmons [7] that L has rank n − 1 and
hence the system of linear equations
∑
j∈Ω
LijSj = 0, i = 1, . . . , n, and
∑
i∈Ω
Si =
∑
i∈Ω
(Si(0) + Ii(0))
has a unique positive solution, denoted by S0. Then the model (1.1) admits a unique disease-
free equilibrium (DFE) E0 = (S
0, 0). Linearizing the model system (1.1) at the DFE gives
the new infection and transition matrices
F = diag{β1, . . . , βn} and V = D − dIL = diag{γ1, . . . , γn} − dIL,
where D = diag{γ1, . . . , γn}. Following the recipe of van den Driessche and Watmough [30],
the basic reproduction number for model (1.1) is defined as the spectral radius of the next
generation matrix (Diekmann et al. [12]) FV −1, i.e.,
R0 = ρ(FV
−1).
Allen et al. [1] showed that the DFE is globally asymptotically stable if R0 < 1 and there
exists a unique endemic equilibrium if R0 > 1. Under assumptions (A1)-(A3), two main
theorems linked spatial heterogeneity, habitat connectivity and movement rate to disease
dynamics are presented. Three open problems are left in their discussion. The first one is
to conjecture that the basic reproduction number R0 is a monotone decreasing function of
dI . Biologically speaking, an increase in the diffusion of infected subpopulation can lower
the potential for disease transmission. The two-patch case can be easily verified by direct
calculation. Nevertheless, when three or more patches are concerned, the expression of V −1
is complicated so that a direct proof of the monotonicity is intractable. Recently, Gao [16]
gave an affirmative answer to the conjecture by using the Perron-Frobenius theorem. The
proof strongly relies on the symmetry of connectivity matrix L. The main purpose of the
present paper is to extend the conjecture to asymmetric L and to seek its application.
The remainder of this paper is organized as follows. In Section 2, based on some profound
results on the spectral theory of nonnegative matrices, the basic reproduction number R0 is
shown to be strictly decreasing and strictly convex in dI even if the connectivity matrix L
is asymmetric. Section 3 is devoted to the application of the monotonicity to estimate R0
and spectral bound of F − V . A brief discussion is given at the end.
2
2 Monotonicity of R0
Throughout this paper, unless otherwise indicated, we assume that:
(B1) the connectivity matrix L is essentially nonnegative and irreducible;
(B2) at least two patch reproduction numbers are different, i.e., there exist i 6= j such
that R
(i)
0 6= R
(j)
0 (otherwise, by Proposition 2.2 in Gao and Ruan [15], the multipatch
reproduction number R0 is constant irrespective of L and dI).
Now we provide a simpler proof for the conjecture of Allen et al. [1] than that of Gao [16].
The single and double prime symbols denote the first and second derivatives, respectively.
Theorem 2.1. For model (1.1), if the connectivity matrix L is symmetric, then the basic
reproduction number R0 is strictly decreasing in dI ∈ [0,∞) and R
′
0(dI) < 0 for dI ∈ (0,∞).
Proof. The fact R0 = ρ(FV
−1) = ρ(V −1F ) implies that there exists a column vector v :=
v(dI) = (v1, . . . , vn)
T ≫ 0 such that V −1Fv = R0v, or equivalently,(
1
R0
F − V
)
v =
(
1
R0
F −D + dIL
)
v = 0. (2.1)
Differentiating both sides of (2.1) with respect to dI gives(
−
R′0
R20
F + L
)
v +
(
1
R0
F −D + dIL
)
v′ = 0. (2.2)
Multiplying (2.1) by (v′)T and (2.2) by vT , and subtracting the two resulting equations yield
vT
(
−
R′0
R20
F + L
)
v = 0
due to the symmetry of 1
R0
F −D + dIL. We thus have
R′0 =
vTLv
vTFv
R20.
It follows from the symmetry of L that
vTLv =
n∑
i=1
n∑
j=1
Lijvivj =
n∑
i=1
∑
j 6=i
Lijvivj +
n∑
i=1
Liiv
2
i
=
n∑
i=1
∑
j 6=i
Lijvivj −
n∑
i=1
∑
j 6=i
Ljiv
2
i =
n∑
i=1
∑
j 6=i
Lijvi(vj − vi)
=
n∑
i=1
∑
j 6=i
Lijvj(vi − vj) = −
1
2
n∑
i=1
∑
j 6=i
Lij(vi − vj)
2 ≤ 0.
Similar to the proof of Lemma 3.4 in Allen et al. [1], we can use the irreducibility of L to
prove by contradiction that vTLv < 0. In particular, if v1 = · · · = vn then (2.1) implies that
R
(i)
0 = R0 for 1 ≤ i ≤ n, a contradiction. Hence R
′
0(dI) < 0 for dI ∈ (0,∞).
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Before stating the general result on the strict monotonicity of R0 with respect to dI in
case of asymmetric L, we introduce a lemma on the spectral bound of a class of essentially
nonnegative matrices.
Lemma 2.2 (Theorem 1 in Altenberg [4], Theorem 1.1 in Altenberg [5], Theorem 5.2 in
Karlin [20]). Let P be an irreducible stochastic matrix (i.e., nonnegative and each column
summing to one), and let D be a positive diagonal matrix that is not a scalar multiple of
identity matrix In of order n ≥ 2. Put
M(α) = (1− α)In + αP.
Then for α > 0, the spectral bound s(M(α)D) has the following properties:
(a) d
dα
s(M(α)D) < 0. Thus s(M(α)D) decreases strictly as α increases.
(b) s(M(α)D) is strictly convex in α. Thus d
2
dα2
s(M(α)D) ≥ 0.
Proof. By the implicit function theorem, s(M(α)D), the spectral bound of the essentially
nonnegative matrix M(α)D, is twice differentiable with respect to α ∈ (0,∞). Part (a)
comes from the proof of Theorem 2 of Altenberg [3], which uses the results of Friedland and
Karlin [13], Friedland [14], and Karlin [20].
Part (b) comes from the proof of Karlin’s Theorem 5.2 by Altenberg [4]. For the conve-
nience of readers, let us outline the argument. Note that
M(α)D = (α(P − In) + In)D = α(P − In)D + βD = αA+ βD,
where A := (P − In)D is an essentially nonnegative matrix and β = 1. Now let β vary in the
interval [0,+∞). By Theorem 4.1 of Friedland [14] (which strengthens the work of Cohen
[8]), the spectral bound s(αA+ βD) is strictly convex in D and hence in β as well. Then by
Lemma 1 on dual convexity in Altenberg [4], we have that s(αA+ βD) is strictly convex in
α, which also implies that s(αA+ βD) is strictly decreasing in α.
Next we remove the restriction on the symmetry of the connectivity matrix L. The basic
reproduction number R0 for model (1.1) is found to be not only strictly decreasing but also
strictly convex in dI ∈ [0,∞).
Theorem 2.3. For model (1.1), the basic reproduction number R0 is strictly decreasing and
strictly convex in dI ∈ [0,∞). Moreover, R
′
0(dI) < 0 and R
′′
0(dI) > 0 for dI ∈ (0,∞).
Proof. Denote D˜ = DF−1 and L˜ = LF−1 and V˜ = D˜ − dIL˜. By the Perron-Frobenius
theorem [18], there is a unique real vector v ≫ 0 such that
FV −1v = (DF−1 − dILF
−1)−1v = V˜ −1v = R0v,
which implies that
1
R0
v = V˜ v,
or equivalently,
(kIn − V˜ )v =
(
k −
1
R0
)
v for k ∈ R.
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Clearly, the square matrix
kIn − V˜ = (kIn − D˜) + dIL˜ = (kIn −DF
−1) + dILF
−1
is nonnegative and irreducible for sufficiently large k. Thus
ρ(dI) := ρ(kIn − D˜ + dIL˜) = k −
1
R0(dI)
,
or equivalently,
R0(dI) =
1
k − ρ(dI)
.
Therefore, the first and second derivatives of R0 with respect to dI are respectively
R′0(dI) =
ρ′(dI)
(k − ρ(dI))2
(2.3)
and
R′′0(dI) =
(k − ρ(dI))ρ
′′(dI) + 2(ρ
′(dI))
2
(k − ρ(dI))3
. (2.4)
Choose k large enough so that all the diagonal entries of
Dˆ := kIn − D˜
are positive and the matrix
Pˆ := In + L˜Dˆ
−1
is irreducible and stochastic. Note that Dˆ is not a scalar multiple of the identity matrix In.
By Lemma 2.2, the spectral radius
ρ(dI) = ρ(kIn − D˜ + dIL˜) = ρ(Dˆ + dI(Pˆ − In)Dˆ) = s(Dˆ + dI(Pˆ − In)Dˆ)
satisfies ρ′(dI) < 0 and ρ
′′(dI) ≥ 0. It follows from (2.3) and (2.4) that R
′
0(dI) < 0 and
R′′0(dI) > 0. Therefore, the strict monotonicity and strict convexity of R0(dI) follows.
Biologically, fast diffusion of the infected subpopulation decreases the disease transmis-
sion potential. The negativity of R′0(dI) and the positivity of R
′′
0(dI) mean that R0 is
monotone decreasing but has a positive acceleration. So the impact of increasing infected
human diffusion on reducing the infection risk keeps shrinking. In particular, the fastest de-
clining speed for R0 is achieved at dI = 0. Suppose that R
(1)
0 ≤ R
(2)
0 ≤ · · · ≤ R
(n−1)
0 < R
(n)
0 ,
then
R′0(0) = lim
dI→0
R′0(dI) =
βn
γ2n
Lnn < 0. (2.5)
Indeed, let A(dI) = kIn−D˜+dIL˜; when dI = 0, the right and left eigenvectors corresponding
to the largest eigenvalue k − 1/R0(0) of matrix A(0) = kIn − D˜ are respectively
x(0) = (0, . . . , 0, 1)T and yT (0) = (0, . . . , 0, 1).
By our assumption, the largest eigenvalue is not repeated, then ρ(0) = k − 1/R
(n)
0 and
dρ
ddI
∣∣∣
dI=0
= yT (0)
dA(dI)
ddI
∣∣∣
dI=0
x(0) = yT (0)L˜x(0) =
Lnn
βn
.
Substituting the above results into (2.3) gives (2.5).
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3 Applications
We will demonstrate some simple applications of the approach and results obtained in pre-
vious section to the SIS epidemic patch model (1.1).
3.1 Asymptotic Behavior of R0 and s(F − V )
Lemma 3.1. Let L = (Lij) be an n × n matrix with zero column sum and L
∗ = (L∗ij)
T be
the adjoint matrix of L with L∗ij representing the (i, j) cofactor of L. Then
(a) L∗ij = L
∗
jj for 1 ≤ i, j ≤ n. In particular, if L is symmetric, then L
∗
ij = L
∗
11 for
1 ≤ i, j ≤ n.
(b) (L∗11, . . . , L
∗
nn)
T is either zero or an eigenvector of L. In addition, if L is essentially
nonnegative and irreducible, then (−1)n−1(L∗11, . . . , L
∗
nn)
T is strictly positive.
Proof. (a) For any i 6= j and 1 ≤ i, j ≤ n, we have
L∗ij − L
∗
jj =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
L11 · · · L1j−1 0 L1j+1 · · · L1n
...
. . .
...
...
...
. . .
...
Li−11 · · · Li−1j−1 0 Li−1j+1 · · · Li−1n
Li1 · · · Lij−1 1 Lij+1 · · · Lin
Li+11 · · · Li+1j−1 0 Li+1j+1 · · · Li+1n
...
. . .
...
...
...
. . .
...
Lj−11 · · · Lj−1j−1 0 Lj−1j+1 · · · Lj−1n
Lj1 · · · Ljj−1 −1 Ljj+1 · · · Ljn
Lj+11 · · · Lj+1j−1 0 Lj+1j+1 · · · Lj+1n
...
. . .
...
...
...
. . .
...
Ln1 · · · Lnj−1 0 Lnj+1 · · · Lnn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0
due to the zero column sum of the corresponding matrix. If L is symmetric, so is L∗. Hence
L∗ij = L
∗
1j = L
∗
j1 = L
∗
11 for 1 ≤ i, j ≤ n.
(b) It follows from LL∗ = (detL)In = 0 that the (i, j) entry of LL
∗ satisfies
∑
k∈Ω
LikL
∗
jk =
∑
k∈Ω
LikL
∗
kk = 0⇒ L(L
∗
11, . . . , L
∗
nn)
T = 0.
If L is essentially nonnegative and irreducible, then Lkk < 0 for k = 1, . . . , n and L
∗
ii is
the determinant of a diagonally dominant matrix, denoted by L˜ii. If L˜ii is irreducible, by
Corollary 6.2.27 in Horn and Johnson [18], every eigenvalue of matrix −L˜ii has positive real
part and hence (−1)n−1L∗ii = (−1)
n−1 det L˜ii = (−1)
n−1(−1)n−1 det(−L˜ii) = det(−L˜ii) > 0.
If L˜ii is reducible, then L˜ii is similar via a permutation to a block upper triangular matrix
where each diagonal block is either a single entry or an irreducibly dominant submatrix.
The result is obtained by again applying Corollary 6.2.27 in Horn and Johnson [18] to each
diagonal block.
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Lemma 3.2. Let D = diag{γ1, . . . , γn} be a positive diagonal matrix and L be an essentially
nonnegative and irreducible matrix with zero column sum. As dI → ∞, the inverse of
V = D − dIL converges to a strictly positive rank-one matrix
V −1∞ := lim
dI→∞
V −1 =
1∑
i∈Ω
γiL
∗
ii
L∗,
where L∗ = (L∗ij)
T is the adjoint matrix of L.
Proof. Since V is a strictly diagonally dominant and irreducible M-matrix, the inverse of V
exists and it is positive. Obviously,
V −1 =
1
det V
V ∗,
where V ∗ = (V ∗ij)
T is the adjoint matrix of V with V ∗ij representing the (i, j) cofactor of V .
The determinant of V can be written as
det V = and
n
I + an−1d
n−1
I + · · ·+ a1dI + a0,
where an = (−1)
n detL = 0 and an−1 =
∑
i∈Ω
γi(−1)
n−1L∗ii = (−1)
n−1
∑
i∈Ω
γiL
∗
ii > 0. The
positivity of an−1 comes from Lemma 3.1(b). Meanwhile, the (i, j) cofactor of V can be
written as
V ∗ij = bn−1d
n−1
I + · · ·+ b1dI + b0 > 0,
where bn−1 = (−1)
n−1L∗ij = (−1)
n−1L∗jj > 0. Thus, the (j, i) entry of V
−1
∞ is
lim
dI→∞
V ∗ij
det V
= lim
dI→∞
bn−1d
n−1
I + · · ·+ b1dI + b0
an−1d
n−1
I + · · ·+ a1dI + a0
=
bn−1
an−1
= L∗ij
/∑
i∈Ω
γiL
∗
ii.
The proof is complete.
Next, we improve some known results on the bounds of the basic reproduction number
and the spectral bound of model (1.1).
Theorem 3.3. For model (1.1) with dI ∈ (0,∞), the basic reproduction number R0 satisfies
min
1≤i≤n
R
(i)
0 < R0(∞) =
∑
i∈Ω
βiL
∗
ii
/∑
i∈Ω
γiL
∗
ii < R0(dI) = ρ(FV
−1) < R0(0) = max
1≤i≤n
R
(i)
0 ,
where R
(i)
0 = βi/γi and L
∗ = (L∗ij)
T is the adjoint matrix of L.
Proof. The result that the multipatch reproduction number R0 is between the minimum and
maximum patch reproduction numbers was proved by Gao and Ruan [15]. Indeed, this can
be established by multiplying both sides of (2.1) by 1 = {1, . . . , 1}, i.e.,
1(FD−1 −R0In)Dv = 0,
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where FD−1 −R0In = diag{R
(1)
0 −R0, . . . ,R
(n)
0 −R0} and Dv ≫ 0. It suffices to consider
R0(∞) := lim
dI→∞
R0(dI) = lim
dI→∞
ρ(FV −1) = ρ
(
lim
dI→∞
(FV −1)
)
= ρ
(
F lim
dI→∞
V −1
)
= ρ(FV −1∞ ).
The strictly positive matrix FV −1∞ satisfies
1FV −1∞ = (β1, . . . , βn)V
−1
∞ =
1∑
i∈Ω
γiL
∗
ii
(β1, . . . , βn)L
∗ =
∑
i∈Ω
βiL
∗
ii∑
i∈Ω
γiL
∗
ii
1.
The proof is complete via the Perron-Frobenius theorem and the strict monotonicity of R0
with respect to dI .
The distribution of infected individuals as dI →∞ is proportional to the positive vector
(−1)n−1(L∗11, . . . , L
∗
nn)
T . The larger lower bound ofR0 is the ratio of the average transmission
rate
∑
β := (−1)
n−1
∑
i∈Ω
βiL
∗
ii to the average recovery rate
∑
γ := (−1)
n−1
∑
i∈Ω
γiL
∗
ii. Similar
to Allen et al. [1], we call a patchy environment Ω a low-risk domain if
∑
β
<
∑
γ
,
but a high-risk domain if ∑
β
≥
∑
γ
.
Using Theorems 2.3 and 3.3, we can easily obtain a generalization of Theorem 1 in Allen
et al. [1] as follows.
Corollary 3.4. For model (1.1), suppose that R0(0) = max
i∈Ω
R
(i)
0 > 1. The following hold:
(a) In a low-risk domain, there exists a unique threshold value d∗I ∈ (0,∞) determined by
the polynomial equation det(F − V ) = det(F − D + dIL) = 0 such that R0 > 1 for
dI < d
∗
I and R0 < 1 for dI > d
∗
I.
(b) In a high-risk domain, we have R0 > 1 for all dI ≥ 0.
With respect to the spectral bound of F − V , the following is a generalization of Lemma
3.4 in Allen et al. [1].
Corollary 3.5. The spectral bound of the Jacobian matrix of model system (1.1) at the
disease-free equilibrium, λ∗ := s(F − V ), satisfies
(a) λ∗ is strictly decreasing in dI ∈ [0,∞).
(b) λ∗ → max
i∈Ω
(βi − γi) as dI → 0.
(c) λ∗ →
∑
i∈Ω
(βi − γi)L
∗
ii
/∑
i∈Ω
L∗ii as dI →∞.
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(d) In a low-risk domain, if R0(0) = max
i∈Ω
R
(i)
0 > 1, then there exists a unique d
∗
I ∈ (0,∞)
determined by the polynomial equation det(F − V ) = det(F −D + dIL) = 0 such that
λ∗ > 0 for dI < d
∗
I and λ
∗ < 0 for dI > d
∗
I .
(e) In a high-risk domain, we have λ∗ > 0 for all dI ≥ 0.
Proof. Note that (b) is obvious, while (d) and (e) follow immediately from (a) and (c). Let
us show the remaining two parts.
(a) Choose k large enough so that all the diagonal entries of Dˆ := kIn+F−D are positive
and that Pˆ := In +LDˆ
−1 is an irreducible stochastic matrix. Recall that V = D− dIL. For
any dI ≥ 0, applying Lemma 2.2 to the matrix
kIn + F − V = (kIn + F −D) + dIL = Dˆ + dI(Pˆ − In)Dˆ =
(
(1− dI)In + dIPˆ
)
Dˆ
gives that
ρ(dI) := ρ(kIn + F − V ) = s(kIn + F − V ) = k + s(F − V )
is strictly decreasing in dI . It follows that λ
∗ strictly decreases as dI increases.
(c) For sufficiently large k, there exists a real vector x ≫ 0 satisfying x1 + · · ·+ xn = 1
such that
(kIn + F − V )x = ((kIn + F −D) + dIL)x = ρ(dI)x = (k + s(F − V ))x,
or equivalently,
(((p− k)In − F +D)− dIL)x = (p− k − s(F − V ))x, ∀ p ∈ R.
Denote V˜ = ((p− k)In −F +D)− dIL. For sufficiently large p such that (p− k)In−F +D
is a positive diagonal matrix, then
V˜ −1x =
1
p− k − s(F − V )
x. (3.1)
We can pick up a sequence {dn} satisfying 0 < d1 < · · · < dn < · · · and lim
n→∞
dn = ∞
such that x(∞) := lim
n→∞
x(dn) exists. By taking n→∞, the equation (3.1) gives
V˜ −1∞ x(∞) =
1
p− k − s∞
x(∞),
which implies s∞ := lim
n→∞
s(F − V ) exists. It follows that
1V˜ −1∞ x(∞) =
1
p− k − s∞
1x(∞),
that is, ∑
i∈Ω
L∗ii∑
i∈Ω
(p− k − βi + γi)L∗ii
∑
i∈Ω
xi(∞) =
1
p− k − s∞
∑
i∈Ω
xi(∞).
The proof is complete by solving s∞.
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3.2 Limiting Endemic Equilibrium
When R0 > 1, the model (1.1) has at least one endemic equilibrium, denoted by
E∗ := (S∗, I∗) = (S∗1 , . . . , S
∗
n, I
∗
1 , . . . , I
∗
n),
which is a positive solution to
dS
∑
j∈Ω
LijS
∗
j − βi
S∗i I
∗
i
S∗i + I
∗
i
+ γiI
∗
i = 0, i ∈ Ω, (3.2a)
dI
∑
j∈Ω
LijI
∗
j + βi
S∗i I
∗
i
S∗i + I
∗
i
− γiI
∗
i = 0, i ∈ Ω. (3.2b)
Previously, Allen et al. [1] and Li and Peng [22] studied the asymptotic behavior of the
endemic equilibrium as dS → 0 and dI → 0, respectively. We will study the case of dI →∞.
Allen et al. [2] and Peng [24] considered similar problems for an SIS reaction-diffusion model.
Theorem 3.6. For model (1.1), assume R0(∞) = lim
dI→∞
R0(dI) = ρ(FV
−1
∞ ) > 1 (i.e., a
high-risk domain). Then the endemic equilibrium of model (1.1) satisfies
E∗ → m(Sˆ1, . . . , Sˆn, |L
∗
11|, . . . , |L
∗
nn|)≫ 0, as dI →∞,
where (Sˆ1, . . . , Sˆn) is the unique positive solution of
dS
n∑
j=1
LijSˆj − βi
|L∗ii|
Sˆi + |L∗ii|
Sˆi + γi|L
∗
ii| = 0, i ∈ Ω
and
m =
∑n
i=1(Si(0) + Ii(0))∑n
i=1 Sˆi +
∑n
i=1 |L
∗
ii|
.
Proof. It is clear that each entry of the endemic equilibrium E∗ is bounded for any dI > 0.
So, we have (up to a sequence of dI)
E∗ → E˜ := (S˜, I˜) = (S˜1, . . . , S˜n, I˜1, . . . , I˜n) ≥ 0 as dI →∞.
Following equation (3.2b) and the irreducibility of L, we know either I˜ = 0 or I˜ ≫ 0.
Suppose I˜ = 0, then the equation (3.2a) indicates that S˜ = S0 and hence E∗ → E˜ = E0
as dI → ∞. It follows from R0(∞) = lim
dI→∞
R0(dI) > 1 and Corollary 3.5 that λ
∗(∞) =
lim
dI→∞
λ∗(dI) > 0. By choosing ε ∈ (0, λ
∗(∞)), there is a d˜I > 0 so that
βi(1− S
∗
i /(S
∗
i + I
∗
i )) < ε, i ∈ Ω,
for dI > d˜I . Denote F
∗ = diag{β1S
∗
1/(S
∗
1 + I
∗
1 ), . . . , βnS
∗
n/(S
∗
n + I
∗
i )}. The equation (3.2b)
can be rewritten in a matrix form
(F ∗ − V )(I∗)T = 0,
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which implies
s(F ∗ − V ) = 0.
On the other hand, for dI > d˜I , it follows from
F ∗ − V > diag{β1 − ε, . . . , βn − ε} − V = F − V − εIn
that
s(F ∗ − V ) > s(F − V )− ε = λ∗(dI)− ε > λ
∗(∞)− ε > 0,
which results in a contradiction. This means that I˜ ≫ 0.
The boundedness of
βi
I˜i
S˜i + I˜i
S˜i − γiI˜i, i ∈ Ω
implies
n∑
j=1
Lij I˜j = 0, i ∈ Ω.
Hence, the limiting endemic equilibrium E˜ is a solution of the system of 2n equations
dS
n∑
j=1
LijS˜j − βi
I˜i
S˜i + I˜i
S˜i + γiI˜i = 0, 1 ≤ i ≤ n, (3.3a)
n∑
j=1
Lij I˜j = 0, 1 ≤ i ≤ n− 1, (3.3b)
n∑
i=1
(S˜i + I˜i) =
n∑
i=1
(Si(0) + Ii(0)). (3.3c)
Solving (3.3b) gives
(I˜1, . . . , I˜n) = m(−1)
n−1(L∗11, . . . , L
∗
nn) = m(|L
∗
11|, . . . , |L
∗
nn|), m > 0
and substituting it into (3.3a) and (3.3c) yields
dS
n∑
j=1
LijS˜j − βi
m|L∗ii|
S˜i +m|L∗ii|
S˜i + γim|L
∗
ii| = 0, i ∈ Ω, (3.4)
and
m =
∑n
i=1(Si(0) + Ii(0))−
∑n
i=1 S˜i∑n
i=1 |L
∗
ii|
,
respectively. Denote Sˆi = S˜i/m for i ∈ Ω. The equation (3.4) can be rewritten as
dS
n∑
j=1
LijSˆj − βi
|L∗ii|
Sˆi + |L∗ii|
Sˆi + γi|L
∗
ii| = 0, i ∈ Ω. (3.5)
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Consider the following auxiliary system
dSˆi
dt
= dS
n∑
j=1
LijSˆj − βi
|L∗ii|
Sˆi + |L
∗
ii|
Sˆi + γi|L
∗
ii|, i ∈ Ω, (3.6)
which is dissipative, cooperative and irreducible in Rn+. Let fˆ denote the vector field de-
scribed by (3.6). Following fˆ (0)≫ 0 and Theorem 3.2.1 in Smith [27], the solution starting
at the origin converges to a positive equilibrium ω(0). It is easy to check that every positive
equilibrium of system (3.6) is locally asymptotically stable by computing the associated Ja-
cobian matrix. By the theory of connecting orbits [17], the system (3.6) cannot have more
than one positive equilibrium. Furthermore, Theorem C in Jiang [19] implies that the unique
positive equilibrium ω(0) is globally asymptotically stable.
Once the equation (3.5) is solved, we can then obtain
S˜i = mSˆi and I˜i = m|L
∗
ii|,
where
m =
∑n
i=1(Si(0) + Ii(0))∑n
i=1 Sˆi +
∑n
i=1 |L
∗
ii|
.
The existence and uniqueness of the positive solution of (3.5) implies the convergence of E∗
as dI →∞.
An easy way to calculate
∑
i∈Ω
βiL
∗
ii,
∑
i∈Ω
γiL
∗
ii and
∑
i∈Ω
L∗ii is through the Laplace expansion
∣∣∣∣∣∣∣∣∣
x1 x2 · · · xn
L21 L22 · · · L2n
...
...
. . .
...
Ln1 Ln2 · · · Lnn
∣∣∣∣∣∣∣∣∣
=
∑
i∈Ω
xiL
∗
ii.
The above-mentioned analysis can be adopted to some other epidemic patch models in
studying the monotonicity, convexity and asymptotic properties of the basic reproduction
number and spectral bound which serve as threshold quantities between disease persistence
and extinction [6, 15, 23, 29].
4 Discussion
It is clear that for SIS epidemic reaction-diffusion models the basic reproduction number is
a monotone decreasing function of the diffusion coefficient for the infected population (e.g.,
Allen et al. [2], Deng and Wu [11], Li et al. [21]). However, the dependence of R0 on dI for
SIS epidemic patch models was generally unknown [1, 16]. In this paper, by applying some
recent advances in the spectral theory of linear operators [3, 4], we show that R0 for the SIS
epidemic patch model remains strictly decreasing in dI regardless of the symmetry of the
connectivity matrix. Moreover, the first and second derivatives of R0 with respect to dI are
strictly negative and strictly positive for all dI > 0, respectively. Based on the approach and
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results, an improved and reachable lower bound of R0, a generalized monotone result on the
spectral bound of F − V and the limiting endemic equilibrium as dI →∞ are obtained.
The present work are applicable to epidemic patch models in which exactly one class of
infected compartments migrate between patches and one transmission route is involved. In
other words, the next generation matrix can be written in the form of FV −1 = F (D−dIL)
−1
where F and D are positive diagonal matrices and L is an essentially nonnegative irreducible
matrix with zero column sum. For example, it works for an SIS patch model with bilinear
incidence [31], the SIS patch model with media effect in Gao and Ruan [15], SIR or SIRS
patch model [23], SEIRS patch model in the absence of diffusion for infectious subpopulation
[26], the multipatch cholera model studied by Tien et al. [29], and a Ross-Macdonald type
malaria model with human movement analyzed by Auger et al. [6] and Cosner et al. [9].
These suggest that diffusion can help accelerate the elimination of infectious diseases.
The asymmetric movement in patch models can be viewed as advection-diffusion, so it
is not surprising that the basic reproduction number of the SIS model of reaction-diffusion-
advection type considered by Cui and Lou [10] is also monotone decreasing in the diffusion
coefficient for the infected population dI if the advection rate is proportional to dI . It is
worth mentioning that based on a cholera model Tien et al. [29] derived the limit of R0(dI)
as dI → ∞ and found that the difference of R0(dI) and its limit is an infinitesimal of the
same order as 1/dI through a Laurent series expansion. The strict monotonicity of R0
with respect to dI may fail when the SIS patch model (1.1) is extended to a multigroup-
multipatch model (Example 4.3 in Gao [16]), an SEIRS reaction-diffusion model [28], an SIS
reaction-diffusion periodic model (Theorem 2.5e in Peng and Zhao [25]), a periodic patch
model (it is easy to find a counterexample by using the constructive method in Peng and
Zhao [25]), or a reaction-diffusion model with advection (Theorem 1.4 in Cui and Lou [10]).
The influence of diffusion on disease persistence is strongly affected by model structures and
model formulations and further investigations are required.
Acknowledgements
This study was partially supported by NSFC (11601336, 11571097), Program for Profes-
sor of Special Appointment (Eastern Scholar) at Shanghai Institutions of Higher Learning
(TP2015050), and Shanghai Gaofeng Project for University Academic Development Pro-
gram. We sincerely thank Drs. Lee Altenberg, Jifa Jiang, Yuan Lou and Gilbert Strang for
their valuable discussions and comments.
References
[1] LJS Allen, BM Bolker, Y Lou, and AL Nevai. Asymptotic profiles of the steady states
for an SIS epidemic patch model. SIAM J Appl Math, 67(5):1283–1309, 2007.
[2] LJS Allen, BM Bolker, Y Lou, and AL Nevai. Asymptotic profiles of the steady states
for an SIS epidemic reaction-diffusion model. Discret Contin Dyn Syst A, 21(1):1–20,
2008.
13
[3] L Altenberg. The evolutionary reduction principle for linear variation in genetic trans-
mission. Bull Math Biol, 71(5):1264–1284, 2009.
[4] L Altenberg. Resolvent positive linear operators exhibit the reduction phenomenon.
Proc Natl Acad Sci U S A, 109(10):3705-3710, 2012.
[5] L Altenberg. On the ordering of spectral radius product r(A)r(AD) versus r(A2D) and
related applications. SIAM J. Matrix Anal Appl, 34(3):978–998, 2013.
[6] P Auger, E Kouokam, G Sallet, M Tchuente, and B Tsanou. The Ross–Macdonald
model in a patchy environment. Math Biosci, 216(2):123–131, 2008.
[7] A Berman and RJ Plemmons. Nonnegative Matrices in the Mathematical Sciences,
vol 9. SIAM, Philadelphia, 1994.
[8] JE Cohen. Convexity of the dominant eigenvalue of an essentially nonnegative matrix.
Proc Am Math Soc, 81(4):657–658, 1981.
[9] C Cosner, JC Beier, RS Cantrell, D Impoinvil, L Kapitanski, MD Potts, A Troyo, and
S Ruan. The effects of human movement on the persistence of vector-borne diseases. J
Theor Biol, 258(4):550–560, 2009.
[10] R Cui and Y Lou. A spatial SIS model in advective heterogeneous environments. J.
Differential Equations, 261(6):3305–3343, 2016.
[11] K Deng and Y Wu. Dynamics of a susceptible–infected–susceptible epidemic reaction–
diffusion model. P Roy Soc Edinb A, 146(5):929–946, 2016.
[12] O Diekmann, JAP Heesterbeek, and JAJ Metz. On the definition and the computation
of the basic reproduction ratio R0 in models for infectious diseases in heterogeneous
populations. J Math Biol, 28(4):365–382, 1990.
[13] S Friedland, and S Karlin. Some inequalities for the spectral radius of non-negative
matrices and applications. Duke Math J, 42(3):459–490, 1975.
[14] S Friedland. Convex spectral functions. Linear Multilinear A, 9(4):299–316, 1981.
[15] D Gao and S Ruan. An SIS patch model with variable transmission coefficients. Math
Biosci, 232(2):110–115, 2011.
[16] D Gao. Travel frequency and infectious diseases. SIAM J Appl Math, accepted.
[17] P Hess. Periodic-Parabolic Boundary Value Problems and Positivity. Longman Scientific
and Technical, New York, 1991.
[18] RA Horn and CR Johnson. Matrix Analysis. Cambridge University Press, New York,
2nd edition, 2013.
[19] J Jiang. On the global stability of cooperative systems. Bull London Math Soc, 26:455–
458, 1994.
14
[20] S Karlin. Classifications of selection-migration structures and conditions for a protected
polymorphism. In: MK Hecht, B Wallace, and GT Prance (eds). Evolutionary Biology,
Plenum, New York, 14:61-204, 1982.
[21] H Li, R Peng, and F-B Wang. Varying total population enhances disease persis-
tence: qualitative analysis on a diffusive SIS epidemic model. J. Differential Equations,
262(2):885–913, 2017.
[22] H Li and R Peng. Dynamics and asymptotic profiles of endemic equilibrium for SIS
epidemic patch models. J Math Biol, https://doi.org/10.1007/s00285-019-01395-8.
[23] MY Li and Z Shuai. Global stability of an epidemic model in a patchy environment.
Canad Appl Math Quart, 17(1):175–187, 2009.
[24] R Peng. Asymptotic profiles of the positive steady state for an SIS epidemic reaction-
diffusion model. Part I. J. Differential Equations, 249:1096–1119, 2009.
[25] R Peng and X-Q Zhao. A reaction–diffusion SIS epidemic model in a time-periodic
environment. Nonlinearity, 25(5):1451–1471, 2012.
[26] M Salmani and P van den Driessche. A model for disease transmission in a patchy
environment. Discret Contin Dyn Syst B, 6(1):185–202, 2006.
[27] HL Smith. Monotone Dynamical Systems: an Introduction to the Theory of Competitive
and Cooperative Systems. American Mathematical Society, Providence, RI, 1995.
[28] P Song, Y Lou and Y Xiao. A spatial SEIRS reaction-diffusion model in heterogeneous
environment. J Differential Equations, https://doi.org/10.1016/j.jde.2019.05.022.
[29] JH Tien, Z Shuai, MC Eisenberg, and P van den Driessche. Disease invasion on commu-
nity networks with environmental pathogen movement. J Math Biol, 70(5):1065–1092,
2015.
[30] P van den Driessche and J Watmough. Reproduction numbers and sub-threshold
endemic equilibria for compartmental models of disease transmission. Math Biosci,
180(2):29–48, 2002.
[31] W Wang and X-Q Zhao. An epidemic model in a patchy environment. Math Biosci,
190:97–112, 2004.
15
