1. Introduction. Most of the work done, to date, on entire functions with prescribed values at discrete point sets has been restricted to those functions whose "value set" is the algebraic numbers or some subset of these. Quite a bit has been accomplished on integral valued entire functions. In particular, certain bounds for the order and type of these functions have been determined. See R. C. Buck [2] , G. Pólya [4] and G. H. Hardy [3] . Order and type bounds have also been determined for entire functions which have all their derivatives specified as integral at integral points. See E. G. Straus [5] and D. Sato [6] .
In this paper we will consider more general "value sets," V, and more general discrete point sets or "domain sets" at which all the derivatives of the entire functions under consideration take values in V. We will determine certain "critical points" for the order and type of these more generalized classes of entire functions. D. Sato and E. G. Straus [7] recently showed that it is possible to construct entire functions (in fact 2N<> of them) which have values and derivatives of all orders belonging to a given set V of complex numbers, at all points of a given discrete set of points (that is, a set of points without finite limit points) as long as there is some e>0 such that the distance of the complex point z from V, is less than |z|1_e, for all sufficiently large \z\. Using similar conditions on our value sets, we will determine dividing lines for the order of these functions such that if the functions are of order less than a certain critical value there will only be a countable number of functions and another critical value such that there will be an uncountable number of functions in our family of any order greater than or equal to this critical value. Similar dividing lines for the types of these functions are also obtained. The dividing lines for the order and type are derived as functions of parameters which depend only on the "domain" and "value sets" under consideration.
2. Definitions and main results. We start with the definition of a generalized Taylor series. Definition 1. Let {zk} be a sequence of complex numbers, then a series
is called a generalized Taylor series (GTS). In this paper, the generalized Taylor series representations for our entire functions will have the form
with 2 m¡=n so that for all i>H(n), «i( = 0.
We use the representation (7) so that we can relate the coefficients to the order and type of our entire functions as in Theorem 1, and then determine order and type bounds for classes of entire functions as mentioned earlier. We will be concerned with the values of/(z) and its derivatives at the z¡ in (7) .
For later reference we therefore make the following definitions: Definition 2. A domain set, D, of the complex plane, C, is a (countable) set without finite limit points. We also define the following "critical points" for both the order and type. Definition 4. Let & be a family of entire functions, let ^p={f\fe¿F, order /^ p), and let ■*■? = {f\feP, order/< p} = |J ^.. p0 is a countable critical point for F if and only if &*0 is countable. px is an uncountable critical point for ^ if &'Pl is uncountable. If J5" is such that p0 = Pi then p* = po = pi is the critical point for ^ We let !F be a family of entire functions of order p and make similar definitions for the critical points a0, au and a* for the types of the elements of !F.
The next theorem we give is a slight generalization of D. Sato's Theorem 2-6-1 [6] . This result is given mainly because we will later use some of the same techniques and terminology.
Theorem 2. Let IF be the family of entire functions with a finite domain set, D^R (the reals), consisting of k points and suppose the value set for allfe !F on D is the integers, I. Then p* = k and a* = | Vk |_ 2lk where Vk = n*> ¡ fa -z¡).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Since Fs depends on a{ with i<s, if we can ensure at least two choices for /(,,)(zi)=»« we see from (6.2) that we will have at least two choices for as. Thus, we would like to choose the vs in at least two ways so that the following inequalities are satisfied: The upper bound for |FS| given by (6.8) is determined using exactly the same reasoning as in Theorem 4. By hypothesis there is at least one vseV with (6.9) \vs-Rs\ <c2/(l + |Fs|)« = r.
We now show that for c ( > 0) sufficiently large, there exists at least two vs e V such that (6.10) \vs-Ra\ < crx where r1 = c2(H-^s)-". For sufficiently large Fs, say |FS|^F0, we will have |Fs|>r. We can then choose R's so that |F;| = |FS| and \RS-R's\=2r. There will then be at least two vseV satisfying (6.11) |t;s-Fs| < 3r g Vj (cf. Figure 6 -1). By our assumption on the value set, V, it follows that there are infinitely many veV. Thus, we choose R'0 > R0 and so that there are at least two v's inside the circle \z\ =Fq. Then if \RS\ <R0 there will be at least two v's in Vsatisfying (6.12) \v-Rs\ < 2R'o (cf. Figure 6 -2).
Hence, there will be at least two vse V such that \v,-R,\ < 3rx if \R,\ à RQ, (6.13) ' ' < 2R0 if |FS| < F0.
We now choose c > max {2R'o/c2, 3}. 
