Domain Adaptation for Sentiment Analysis Using Increased Intraclass
  Separation by Rostami, Mohammad & Galstyan, Aram
Domain Adaptation for Sentiment Analysis Using Increased Intraclass
Separation
Mohammad Rostami Aram Galstyan
USC Information Sciences Institute
{mrostami,galstyan}@isi.edu
Abstract
Sentiment analysis is a costly yet necessary
task for enterprises to study the opinions
of their customers to improve their products
and to determine optimal marketing strate-
gies. Due to the existence of a wide range
of domains across different products and ser-
vices, cross-domain sentiment analysis meth-
ods have received significant attention. These
methods mitigate the domain gap between dif-
ferent applications by training cross-domain
generalizable classifiers which help to relax
the need for data annotation for each do-
main. Most existing methods focus on learn-
ing domain-agnostic representations that are
invariant with respect to both the source and
the target domains. As a result, a classifier
that is trained using the source domain anno-
tated data would generalize well in a related
target domain. We introduce a new domain
adaptation method which induces large mar-
gins between different classes in an embed-
ding space. This embedding space is trained to
be domain-agnostic by matching the data dis-
tributions across the domains. Large intraclass
margins in the source domain help to reduce
the effect of “domain shift” on the classifier
performance in the target domain. Theoretical
and empirical analysis are provided to demon-
strate that the proposed method is effective.
1 Introduction
The main goal in sentiment classification is to pre-
dict the polarity of users automatically after collect-
ing their feedback using online shopping platforms,
e.g., Amazon customer reviews. Popularity of on-
line shopping and reviews, fueled further by the
recent pandemic, provides a valuable resource for
businesses to study the behavior and preferences
of consumers and to align their products and ser-
vices with the market demand. A major challenge
for automatic sentiment analysis is that polarity is
expressed using completely dissimilar terms and
phrases in different domains. For example, while
terms such as “fascinating” and “boring” are used
to describe books, terms such as “tasty” and “stale”
are used to describe food products. As a result
of this discrepancy, an NLP model that is trained
for a particular domain may not generalize well in
other different domains, referred as the problem of
“domain gap” (Wei et al., 2018). Since generating
annotated training data for all domains is expensive
and time-consuming (Rostami et al., 2018), cross-
domain sentiment analysis has gained significant
attention recently (Saito et al., 2018; Peng et al.,
2018; Barnes et al., 2018; Sarma et al., 2019; Li
et al., 2019; Guo et al., 2020; Du et al., 2020; Gong
et al., 2020; Xi et al., 2020; Dai et al., 2020; Lin
et al., 2020). The goal in cross-domain sentiment
classification is to relax the need for annotation
via transferring knowledge from another domain in
which annotated data is accessible to train models
for domains with unannotated data.
The above problem has been studied more
broadly in the domain adaptation (DA) litera-
ture (Wang and Deng, 2018). A common DA ap-
proach is to map data points from two domains
into a shared embedding space to align the distri-
butions of both domains (Redko and Sebban, 2017;
Rostami, 2019). Since the embedding space would
become domain-agnostic, a source-trained classi-
fier will generalize well in the target domain. In
the sentiment analysis problem, this means that
polarity of natural language can be expressed inde-
pendent of the domain in the embedding space to
transcendent discrepancies. We can model this em-
bedding space using a shared deep encoder which
is trained to align the distributions of both domains
at its output space. This training procedure have
been implemented using either adversarial machine
learning (Pei et al., 2018; Long et al., 2018; Li et al.,
2019; Dai et al., 2020), which aligns distributions
indirectly, or by directly minimizing loss functions
that are designed to align the distributions of both






















Kang et al., 2019; Rostami et al., 2019a; Guo et al.,
2020; Xi et al., 2020; Lin et al., 2020; Rostami and
Galstyan, 2020; Stan and Rostami, 2021b).
Contributions: we develop a new cross-domain
sentiment analysis algorithm for model adaptation
by increasing the margins between class-specific
clusters in the source domain. Our idea is based
on learning a parametric distribution for the source
domain in a cross-domain embedding space. We
model this distribution as a Gaussian mixture
modal (GMM). We estimate the GMM parame-
ters using a subset of source samples for which the
classifier is confident. As a result, larger margins
between classes are induced using the GMM distri-
bution which help reducing domain gap. We then
use this parametric GMM distribution to align the
source and the target distributions. We draw confi-
dent samples from this distribution and enforce the
distribution of the target domain matches the GMM
distribution in addition to the source distribution in
the embedding space. We provide theoretical anal-
ysis that our method minimizes an upperbound for
the target domain expected error. We also provide
experiments and demonstrate that our algorithm
outperforms state-of-the-art algorithms.
2 Related Work
While domain adaptation methods for visual do-
mains usually use generative adversarial networks
(GANs) (Goodfellow et al., 2014) and align dis-
tributions indirectly, the dominant approach for
cross-domain sentiment analysis is to design ap-
propriate loss functions that directly impose do-
main alignment. The main reason is that natu-
ral language is expressed in terms of discrete val-
ues such as words, phrases, and sentences. Since
this domain is not continuous, even if we convert
natural language into real-valued vectors, it will
not be differentiable. Hence, adversarial learn-
ing procedure cannot be easily adopted for natural
language processing (NLP) applications. Several
alignment loss functions have been designed for
cross-domain sentiment analysis. A group of meth-
ods are based on aligning the low-order distribu-
tional moments, e.g., means and covariances, in
an embedding space (Wu and Huang, 2016; Peng
et al., 2018; Sarma et al., 2019; Guo et al., 2020).
An improvement over these methods is to use prob-
ability distribution metrics to consider the encoded
information in the higher-order moments (Courty
et al., 2016; Shen et al., 2018). Damodaran et
al. (Bhushan Damodaran et al., 2018) demonstrated
that using Wasserstein distance (WD) for domain
alignment boosts the performance significantly in
visual domains compared to aligning only the low-
order distributional moments (Long et al., 2015;
Sun and Saenko, 2016). We rely on the sliced
Wasserstein distance (SWD) for aligning distri-
bution. SWD has been used for domain adapta-
tion (Lee et al., 2019) and continual learning (Ros-
tami et al., 2019b, 2020) in visual domains due to
having less computational load compared to WD.
The major reason for performance degradation
of a source-trained model in a target domain stems
from “domain shift”, i.e., the boundaries between
the classes change in the embedding space even for
related domains which in turn increases possibility
of misclassification. It has been argued that if an
increased-margin classifier is trained in the source
domain, it can generalize better than many methods
that try to align distributions without further model
adaptation (Tommasi and Caputo, 2013). Inspired
by this argument, our method is based on both
aligning distributions in the embedding space and
also inducing larger margins between classes by
learning a “parametric distribution” for the source
domain. Our idea is based on the empirical observa-
tion that when a deep network classifier is trained
in a domain with annotated data, data points of
classes form separable clusters in an embedding
space, modeled via the network responses in hid-
den layers. This means that the source distribution
can be modeled as a multimodal distribution in
the embedding space. We can estimate this multi-
modal distribution using a Gaussian mixture model
(GMM). Our work is based on using the GMM
distribution to induce larger margins between the
class-specific clusters after an initial training phase
in the source domain. We estimate the GMM using
the source sample for which the classifier is confi-
dent and use random samples with high-confident
labels to induce larger margins between classes.
3 Cross-Domain Sentiment Analysis
Consider two sentiment analysis problems in a
source domain S with an annotated dataset DS =
(XS ,YS), where XS = [xs1, . . . ,x
s
N ] ∈ X ⊂
Rd×N and YS = [ys1, ...,ysN ] ∈ Y ⊂ Rk×N , and
a target domain T with an unannotated dataset
DT = (XS), where XT = [xt1, . . . ,x
t
N ] ∈ X ⊂
Rd×M . The real-valued feature vectors XS and
XT are obtained after pre-processing the input text
Figure 1: Architecture of the proposed cross-domain
sentiment analysis framework. Left: separable clusters
are formed in the embedding space after initial super-
vised model training in the source domain and then the
multimodal distribution is estimated as a GMM. Right:
random samples from the GMM with high-confident la-
bels are used to generate a pseudo-dataset. The pseudo-
dataset helps to induce larger margins between the
classes to mitigate domain shift in the target domain.
data using common NLP methods, e.g., bag of
words or word2vec. We consider that both do-
mains share the same type of sentiments and hence
the one-hot labels ysi encode k sentiment types,
e.g., negative or positive in binary sentiment anal-
ysis. Additionally, we assume that the source and
the target feature data points are drawn indepen-
dently and identically distributed from the domain-
specific distributions xsi ∼ pS(x) and xti ∼ pT (x).
There is a gap between these distributions, i.e.,
pT (x) 6= pS(x), which makes them distinct.
Given a family of parametric functions
fθ : Rd → Y , e.g., deep neural networks with
learnable weights θ, and considering an ideal
labeling function f(·), e.g., ∀(x,y) : y = f(x),
the goal is to search for the optimal pre-
dictor fθ∗(·) in this family for the target
domain. This model should have minimal




L(·) is a proper loss function and E(·) denotes the
expectation operator. Since the target domain data
is unlabeled, the naive approach is to estimate the
optimal model using the standard empirical risk












Given a large enough labeled data points in the
source domain, ERM model generalizes well in
the source domain. The source-trained model may
also perform much better than chance in the target
domain, given cross-domain knowledge transfer.
However, its performance will degrade in the target
domain compared to its performance in the source
domain because of existing distributional discrep-
ancy between the two domains, since pS 6= pT .
Our goal is to benefit from the encoded informa-
tion in the unlabeled target domain data points and
adapt the source-trained classifier fθ̂ to generalize
in the target domain. We use the common approach
of reducing the domain gap across the domains by
mapping data into a shared embedding space.
We consider that the predictor model fθ(·) can
be decomposed into a deep encoder subnetwork
φv(·) : X → Z ⊂ Rp and a classifier subnetwork
hw(·) : Z → Y such that fθ = hw ◦ φv, where
θ = (w,v). Here, Z is an embedding space which
is modeled by the encoder responses at its output.
We assume that the classes have become separable
for the source domain in this space after an initial
training phase on the source domain (see Figure 1,
left). If we can adapt the source-trained encoder
network such that the two domains share similar
distributions Z , i.e., φ(pS)(·) ≈ φ(pT )(·), the em-
bedding space would become domain-agnostic. As
a result, the source-trained classifier network will
generalize with similar performance in the target
domain. A number of prior cross-domain senti-
ment analysis algorithms use this strategy, select a
proper probability distribution metric to compute
the distance between the distributions φ(pS(xs))
and φ(pT (xt)), and then train the encoder network
to align the domains via minimizing this distance:




















where D(·, ·) denotes a probability metric to mea-
sure the domain discrepancy and λ is a trade-off
parameter between the source ERM and the do-
main alignment term. We base our work on this
general approach and use SWD (Lee et al., 2019)
to compute D(·, ·) in (2). Using SWD has three ad-
vantages. First, SWD can be computed efficiently
compared to WD based on a closed form solution
of WD distance in 2D. Second, SWD can be com-
puted using the empirical samples that are drawn
from the two distributions. Finally, SWD possesses
a non-vanishing gradient even when the support
of the two distributions do not overlap (Bonnotte,
2013; Lee et al., 2019). Hence SWD is suitable
for solving deep learning problems which are nor-
mally handled using first-order gradient-based opti-
Algorithm 1 SAIM2 (λ, τ)
1: Initial Training:
2: Input: source dataset DS = (XS ,YS),
3: Training on the Source Domain:
4: θ̂0 = (ŵ0, v̂0)
5: = arg minθ
∑
i L(fθ(xsi ),ysi )
6: GMM Distribution Estimation:
7: Use (4) and estimate αj ,µj , Σj
8: Model Adaptation:
9: Input: target dataset DT = XT
10: Pseudo-Dataset Generation:
11: D̂P = (ZP ,YP) =




1 , . . . ,y
p
N ]), where:
13: zpi ∼ p̂J(z), 1 ≤ i ≤ Np





i )} > τ
16: for itr = 1, . . . , ITR do
17: draw data batches from DS , DT , and DP
18: Update the model by solving (6)
19: end for
mization techniques, e.g., Adam or SGD (Stan and
Rostami, 2021a).
While methods based on variations of Eq. (2) are
effective to reduce the domain gap to some extent,
our goal is to improve upon the baseline obtained
by Eq. (2) by introducing a loss term that increases
the margins between classes in the source domain
(check the embedding space in Figure 1, right, for
having a better intuition). By doing so, our goal is
to mitigate the negative effect of domain shift.
4 Increasing Intraclass Margins
Our idea for increasing margins between the classes
is based on learning an intermediate parametric dis-
tribution in the embedding space. We demonstrate
that this distribution can be used to induce larger
margins between the classes. To this end, we con-
sider that the classifier subnetwork consists of a
softmax layer. This means that the classifier should
become a maximum a posteriori (MAP) estimator
after training to be able to assign a membership
probability to a given input feature vector. Un-
der this formulation, the model will generalize in
the source domain if after supervised training of
the model using the source data, the input distribu-
tion is transformed into a multi-modal distribution
pJ(·) = φv(pS)(·) with k modes in the embedding
space (see Figure 1, left). Each mode of this distri-
bution corresponds to one type of sentiments. The
geometric distance between the modes of this distri-
bution corresponds to the margins between classes.
If we test the source-trained model in the target
domain, the boundaries between class modes will
change due to the existence of “domain shift”, i.e.,
φv(pT )(·) 6= φv(pS)(·). Intuitively, as visualized
in Figure 1, if we can increase the margins between
the class-specific modes in the source domain, do-
main shift will likely cause less performance degra-
dation (Tommasi and Caputo, 2013).
We estimate the multimodal distribution in the




αjN (z|µj ,Σj), (3)
where µj and Σj denote the mean and co-variance
matrices for each component and αj denotes mix-
ture weights for each component. We solve for
these parameters to estimate the multimodal dis-
tribution. Note that unlike usual cases in which
iterative and time-consuming algorithms such as ex-
pectation maximization algorithm need to be used
for estimating the GMM parameters, the source
domain data points are labeled. As a result, we
can estimate µj and Σj for each component inde-
pendently using standard MAP estimates. Simi-
larly, the weights αj can be computed by a MAP
estimate. Let Sj denote the support set for class
j in the training dataset, i.e., Sj = {(xsi ,ysi ) ∈
DS | arg maxysi = j}. To cancel out outliers, we
include only those source samples in the Sj sets,
for which the source-trained model predicts the cor-
responding labels correctly. The closed-form MAP
































Computations in Eq. (4) can be done efficiently.
For a complexity analysis, please refer to the Ap-
pendix. Our idea is to use this multimodal GMM
distributional estimate to induce larger margins in
the source domain (see Figure 1, right). We up-
date the domain alignment term in (2) to induce
larger margins. To this end, we augment the source
domain samples in the domain alignment term
with samples of a labeled pseudo-dataset DP =
(ZP ,YP) that we generate using the GMM esti-
mate, whereZP = [z
p
1 , . . . ,z
p
Np




] ∈ Rk×Np . This pseudo-dataset is
generated using the the GMM distribution. We
draw samples from the GMM distributional esti-
mate zpi ∼ p̂J(z) for this purpose. To induce larger
margins between classes, we feed the initial drawn
samples into the classifier network and check the
confidence level of the classifier about its predic-
tions for these randomly drawn samples. We set
a confidence threshold τ ≈ 1 level and only se-
lect a subset of the drawn samples for which the
confidence level of the classifier is more than τ :
(zpi ,y
p
i ) ∈ DP if: z
p
i ∼ p̂J(z) and






Given the GMM distributional form, selection of
samples based on the threshold τ means that we
include GMM samples that are close to the class-
specific mode means µi (see Figure 1). In other
words, the margins between the clusters in the
source domain increase if we use the generated
pseudo-dataset for domain alignment. Hence, we
update Eq. (2) and solve the following problem:





































The first and the second terms in (6) are ERM terms
for the source dataset and the generated pseudo-
dataset in the embedding space to guarantee that
the classifier continues to generalize well in the
source domain after adaptation. The third and the
fourth terms are empirical SWD losses that align
the source and the target domain distributions us-
ing the pseudo-dataset which as we describe in-
duces larger margins. The hope is that as visual-
ized in Figure 1, these terms can reduce the effect
of domain shift. Our proposed solution, named
Sentiment Analysis using Increased-Margin Mod-
els (SAIM2), is presented and visualized in Algo-
rithm 1 and Figure 1.
5 Theoretical Analysis
Following a standard PAC-learning frame-
work (Shalev-Shwartz and Ben-David, 2014), we
prove that Algorithm 1 minimizes an upperbound
for the target domain expected error. Consider
that the hypothesis class in a PAC-learning
setting is the family of classifier sub-networks
H = {hw(·)|hw(·) : Z → Rk,v ∈ RV }, where
V denotes the number of learnable parameters.
We represent the expected error for a model
hw(·) ∈ H on the source and the target domains
by eS(w) and eT (w), respectively. Given the
source and the target datasets, we can represent
the empirical source and target distributions in the










we can build an empirical distribution for the





our analysis we also use the notion of joint-optimal
model hS,T (·) in our analysis which is defined
as: w∗ = arg minw eS,T = arg minw{eS + eT }
for any given domains S and T . When we have
labeled data in both domains, this is the best model
that can be trained using ERM. Existence of a good
joint-trained model guarantees that the domains are
related, e.g., similar types of sentiment polarities
are encoded across the two domains, to make
positive knowledge transfer feasible.
Theorem 1: Consider that we use the procedure
described in Algorithm 1 for cross-domain senti-
ment analysis, then the following inequality holds
for the target expected error:




















where ξ is a constant which depends on the proper-
ties of the loss function L(·).
Proof: the complete proof is included in the
Appendix.
Theorem 1 provides an explanation to justify
Algorithm 1. We observe that all the terms in the
upperbound of the target expected error in the right-
hand side of (7) are minimized by SAIM2. The
source expected error is minimized as the first term
in (6). The second and the third terms terms are
minimized as the third and fourth terms of (6). The
fourth term 1 − τ will be small if we set τ ≈ 1.
The term eS,P is minimized through the first and
the second term of (6). This is highly important
as using the pseudo-dataset provides a way to min-
imize this term. As can be seen in our proof in
the Appendix, if we don’t use the pseudo-dataset,
this terms is replaced with eS,T which cannot be
minimized directly due to lack of having annotated
data in the target domain. The last term in (7) is
a constant term that as common in PAC-learning
can become negligible states that in order to train
a good model if we have access to large enough
datasets. Hence all the terms in the upperbound
are minimized and if this upperbound is tight, then
the process leads to training a good model for the
target domain. If the two domain are related, e.g.,
share the same classes, and also classes become
separable in the embedding space, i.e., GMM esti-
mation error for the source domain distribution in
the embedding space is small, then the upperbound
is going to be likely tight. However, we highlight
that possibility of a tight upperbound is a condi-
tion for our algorithm to work. This is a common
limitation for most parametric learning algorithms.
6 Experimental Validation
Our implemented code is available at https://github.
com/mrostami1366.
6.1 Experimental Setup
We have selected the most common setup to per-
form our experiments for possibility of comparison.
Dataset and preprocessing: Most existing
works report performance cross-domain tasks that
are defined using the Amazon Reviews benchmark
dataset (Blitzer et al., 2007). The dataset is built
using Amazon product reviews from four product
domains: Books (B), DVD (D), Electronics (E),
and Kitchen (K) appliances. Each review is con-
sidered to have positive (higher than 3 stars) or
negative (3 stars or lower) sentiment. Following
the most common setup in the literature, we encode
each review in a 5000 dimensional or 30000 dimen-
sional tf-idf feature vector of bag-of-words uni-
grams and bigrams to compare our results against
the existing benchmarks. Note that using more ad-
vanced text embedding methods increases the abso-
lute performance, but we are interested in studying
the relative improvement compared to the source-
trained model. For this reason, we use these fea-
tures to have domain gap. Each task consists of
2000 labeled reviews for the source domain and
2000 unlabeled reviews for the target domain, and
2500–5500 examples for testing. We report our per-
formance on the 12 definable cross-domain tasks
for this dataset. We report the average prediction
accuracy and standard deviation (std) over 10 runs
on the target domain testing split for our algorithm.
Baselines: We compare our method against re-
cently developed algorithms. We compare against
DSN (Bousmalis et al., 2016) CMD (Zellinger
et al., 2017), ASYM (Saito et al., 2018),
PBLM (Ziser and Reichart, 2018), MT-Tri (Ruder
and Plank, 2018), TRL (Ziser and Reichart, 2019),
and TAT (Liu et al., 2019). These works are rep-
resentative of advances in the field based on var-
ious approaches. DSN and CMD are similar to
SAIM2 in that both align distributions in an em-
bedding space. DSN learns shared and domain-
specific knowledge for each domain and aligns the
shared knowledge using the mean-based maximum
mean discrepancy metric. CMD uses the central
moment discrepancy metric for domain alignment.
ASYM benefits from the idea of pseudo-labeling
of the target samples to updated the base model.
MT-Tri is based on ASYM but it also benefits from
multi-task learning. TRL and PBLM do not use
distribution alignment and are based on the pivot
based language model. TAT is a recent work that
has used adversarial learning successfully for cross-
domain sentiment analysis. We provided results by
the authors for the tasks in our table. We report
std if std is reported in the original paper. All the
methods except TAT that uses 30000 dimensional
features, use 5000 dimensional features. Note that
in the results, the methods are comparable if they
use features with the same dimension for fair com-
parison. We report performance of the source only
(SO) model as a lowerbound to demonstrate the
effect of adapting the model over this baseline.
Model and optimization setup: We used the
benchmark network architecture that is used in the
above mentioned works for fair comparison. We
used an encoder with one hidden dense layer with
50 nodes with sigmoid activation function. The
classifiers consist of a softmax layer with two out-
put nodes. We implemented our method in Keras,
used adam optimizer and tuned the learning rate in
the source domain. We set τ = 0.99 and λ = 10−2.
We tuned them based on a brute-force search. We
observed empirically that our algorithm is not sen-
sitive to the value of λ. We ran our code on a cluster
equipped with 4 Nvidia Tesla P100-SXM2 GPUs.
6.2 Comparative Results
Our results are reported in Table 1. In this ta-
ble, bold font denotes best performance among the
methods that use 5000 dimensional features. We
see that SAIM2 algorithm performs reasonably
well and in most cases leads to the best perfor-
mance. Note that this is not unexpected as none
of the methods has the best performance across all
Task B→D B→E B→K D→B D→E D→K
SO 81.7 ± 0.2 74.0 ± 0.6 76.4 ± 1.0 74.5 ± 0.3 75.6 ± 0.7 79.5 ± 0.4
DSN 82.8 ± 0.4 81.9 ± 0.5 84.4 ± 0.6 80.1 ± 1.3 81.4 ± 1.1 83.3 ± 0.7
CMD 82.6 ± 0.3 81.5 ± 0.6 84.4 ± 0.3 80.7 ± 0.6 82.2 ± 0.5 84.8 ± 0.2
ASYM 80.7 79.8 82.5 73.2 77.0 82.5
PBLM 84.2 77.6 82.5 82.5 79.6 83.2
MT-Tri 81.2 78.0 78.8 77.1 81.0 79.5
TRL 82.2 - 82.7 - - -
SAIM2 83.2 ± 0.2 83.9 ± 0.3 85.9 ± 0.3 80.3 ± 0.4 84.2 ± 0.3 87.3 ± 0.2
TAT∗ 84.5 80.1 83.6 81.9 81.9 84.0
SAIM2∗ 86.2 ± 0.2 85.1 ± 0.2 87.6 ± 0.2 80.9 ± 0.5 85.2 ± 0.2 88.6 ± 0.2
Task E→B E→D E→K K→B K→D K→E
SO 72.3 ± 1.5 74.2 ± 0.6 85.6 ± 0.6 73.1 ± 0.1 75.2 ± 0.7 85.4 ± 1.0
DSN 75.1 ± 0.4 77.1 ± 0.3 87.2 ± 0.7 76.4 ± 0.5 78.0 ± 1.4 86.7 ± 0.7
CMD 74.9 ± 0.6 77.4 ± 0.3 86.4 ± 0.9 75.8 ± 0.3 77.7 ± 0.4 86.7 ± 0.6
ASYM 73.2 72.9 86.9 72.5 74.9 84.6
PBLM 71.4 75.0 87.8 74.2 79.8 87.1
MT-Tri 73.5 75.4 87.2 73.8 77.8 86.0
TRL - 75.8 - 72.1 - -
SAIM2 78.6 ± 0.4 79.7 ± 0.2 89.2 ± 0.2 76.7 ± 0.4 79.1 ± 0.4 87.0 ± 0.1
TAT∗ 83.2 77.9 90.0 75.8 77.7 88.2
SAIM2∗ 78.8 ± 0.3 78.9 ± 0.3 90.1 ± 0.2 78.1 ± 0.2 78.8 ± 0.4 88.1 ± 0.1
Table 1: Classification accuracy for the cross-domain sentiment analysis tasks for Amazon Reviews dataset. In this
table, ∗ denotes methods that use 30000 dimensional tf-idf feature vectors.
tasks. We observe from this table that overall the
methods DSN and CMD which are based on align-
ing the source and target distributions- which are
more similar to our algorithm- have relatively sim-
ilar performances. This observation suggests that
we should not expect considerable performance
boost if we simply align the distributions by de-
signing a new alignment loss function. This means
that outperformance of SAIM2 compared to these
methods stems from inducing larger margins. We
verify this intuition in our ablative study. We also
observe that increasing the dimensional of tf-idf
features to 30000 leads to performance boost which
is probably the reason behind good performance of
TAT. Hence, we need to use the same dimension for
features for fair comparison among the methods.
To provide an empirical exploration to validate
the intuition we used for our rationale, we have
used UMAP (McInnes et al., 2018) to reduce the
dimension of the data representations in the 50D
embedding space to two for the purpose of 2D vi-
sualization. Figure 2 visualizes the testing splits
of the source domain before model adaptation, the
testing splits of the target domain before and af-
ter model adaptation, and finally random samples
drawn from the estimated GMM distribution for the
D→K task. Each point represents one data point
and each color represents one of the sentiments.
Observing Figure 2a and Figure 2b, we conclude
that the estimated GMM distribution approximates
the source domain distribution reasonably well and
at the same time, a margin between the classes in
the boundary region is observable. Figure 2c vi-
sualizes the target domain samples prior to model
adaptation. As expected, we observe that domain
gap has caused less separations between the classes,
as also evident from SO performance in Table 1.
Figure 2d visualizes the target domain samples af-
ter adaptation using SAIM2 algorithm. Compar-
ing Figure 2d with Figure 2c and Figure 2a, we see
that the classes have become more separated. Also,
careful comparison of Figure 2d and Figure 2b re-
veals SAIM2 algorithm has led to a bias in the
target domain to move the data points further from
the boundary. These visualizations serve as an em-
pirical verification for our theoretical analysis.
6.3 Effect of Data Imbalance on Performance
In practical setting, the label distribution for the
target domain training dataset cannot be enforced
to be balanced due to absence of labels. To study
the effect of label imbalance using a controlled ex-
periment, we synthetically design an imbalanced
dataset using the Amazon dataset. We designed two
experiments, where the target domain datasets has
the 90/10 and 80/20 ratios of imbalance between
the two classes, respectively. We have provided
domain adaptation results using for these two im-
balanced scenarios in Table 2. We can see that
performance of our algorithm has degraded slightly
but our algorithm has been robust to a large extent
with respect to label imbalance.
(a) Source (b) GMM. Dist. Samples
(c) Target: Pre-Adapt. (d) Target: Post-Adapt.
Figure 2: UMAP visualization for the D→K task: (a)
the source domain testing split, (b) the GMM distribu-
tion samples, (c) the target domain testing split pre- and
(d) post-adaptation. (Best viewed in color).
Task B→D B→E B→K D→B D→E D→K
80/20 82.8± 0.3 83.2± 0.5 85.5± 0.3 78.7± 0.2 83.3± 0.2 86.8± 0.2
90/10 82.9± 0.5 83.4± 0.3 85.8± 0.2 78.5± 0.4 83.3± 0.4 86.8± 0.3
Task E→B E→D E→K K→B K→D K→E
80/20 78.7± 0.2 78.5± 0.5 88.6± 0.1 76.3± 0.6 77.9± 0.4 86.6± 0.1
90/10 78.7± 0.2 78.0± 0.4 88.0± 0.2 76.5± 0.5 77.3± 0.3 86.7± 0.2
Table 2: Effect of label-imbalance on performance.
(a) Source (b) GMM Dist. Samples
(c) Target: Pre-Adapt. (d) Target: Post-Adapt.
Figure 3: UMAP visualization for the task D→K task
in the imbalanced regime of 90/10: (a) the source do-
main testing split, (b) the GMM distribution samples,
(c) the target domain testing split pre-, and (d) post-
domain adaptation. (Best viewed in color).
For sanity check, we have presented the UMAP
visualization for the testing split of the task D→K
Figure 4: Effect of τ
on performance.
Table 3: Performance for AO.
Task B→D B→E B→K
81.9 ± 0.5 80.9 ± 0.8 83.2 ± 0.8
Task D→B D→E D→K
74.0 ± 0.9 80.9 ± 0.7 83.4 ± 0.6
Task E→B E→D E→K
74.1 ± 0.6 74.0 ± 0.3 87.8 ± 0.9
Task D→B D→E D→K
74.1 ± 0.6 74.0 ± 0.3 87.8 ± 0.9
for the scenario 90/10 in Figure 3. Observations in
Figure 3 match what we reported in Table 2, con-
firming that our algorithm does require a balanced
dataset imbalanced is practically beneficial.
6.4 Ablation Studies
First note that the source only (SO) model result,
which is trained using (1), already serves as a ba-
sic ablative study to verify the effect of domain
alignment. Improvement over this baseline demon-
strates effect of domain adaptation on performance.
In Table 3, we have provided an additional abla-
tive studies. We have reported result of alignment
only (AO) model adaptation based on (2). The
AO model does not benefit from the margins that
SAIM2 algorithm induces between the classes.
Comparing AO results with Table 1, we can con-
clude that the effect of increased margins is im-
portant in our performance. Compared to other
cross-domain sentiment analysis methods, the per-
formance boost for our algorithm stems from induc-
ing large margins. This suggests that researchers
may check to investigate secondary techniques for
domain adaptation in NLP domains, in addition to
probability distribution alignment.
Finally, we have studied the effect of the value
of the confidence parameter on performance. In
Figure 4, we have visualized the performance of
our algorithm for the taskB → D when τ is varied
in the interval [0, 0.99]. When τ = 0, the samples
are not necessarily confident samples. We observe
that as we increase the value of τ , the performance
increases as a result of inducing larger margins. For
values τ > 0.8, the performance has less variance
which suggests robustness of performance if τ ≈ 1.
These empirical observations about τ accord with
our theoretical result, stated in the upperbound (7).
7 Conclusions
We developed a method for cross-domain sentiment
analysis based on aligning two domain-specific
distributions in a shared embedding space and in-
ducing larger margins between the classes in the
source domain using an intermediate multi-modal
GMM distribution. We theoretically justified our
approach. Our experiments demonstrate that our
algorithm is effective. A future research direction
is to address cross-domain sentiment analysis when
different types of sentiments exists in two domains.
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A Proof of Theorem 1
We use the following theorem by Redko et
al. (Redko and Sebban, 2017) and a result by Bol-
ley (Bolley et al., 2007) on convergence of the em-
pirical distribution to the true distribution in terms
of the WD distance in our proof.
Theorem 2 (Redko et al. (Redko and Sebban,
2017)): Under the assumptions described in our
framework, assume that a model is trained on the
source domain, then for any d′ > d and ζ <
√
2,
there exists a constant number N0 depending on
d′ such that for any xi > 0 and min(N,M) ≥
max(xi−(d
′+2),1) with probability at least 1− xi,
the following holds:
















Theorem 2 provides an upperbound for the per-
formance of a source-trained model in the target
domain Redko et al. (Redko and Sebban, 2017)
prove Theorem 2 for a binary classification setting.
We also provide our proof in this case but it can be
extended.
The second term in Eq. (8) demonstrates the
effect of domain shift on the performance of a
source-trained model in a target domain. When
the distance between the two distributions is sig-
nificant, this term will be large and hence the up-
perbound in Eq. (8) will be loose which means
potential performance degradation. Our algorithm
mitigates domain gap because this term is mini-
mized by minimization of the second and the third
terms in Theorem 1.
Theorem 1 : Consider that we the procedure de-
scribed in Algorithm 1 for cross-domain sentiment
analysis, then the following inequality holds for the
target expected error:




















where xi is a constant which depends on L(·) and
e′C(w
∗) denotes the expected risk of the optimally
joint trained model when used on both the source
domain and the pseudo-dataset.
Proof: Due to the construction of the pseudo-
dataset, the probability that the predicted labels for
















We use Jensen’s inequality and take expectation on
both sides of (10) to deduce:














Applying (11) in the below, deduce:
eS + eT = eS + eT + eP − eP ≤
eS + eP + |eT − eP | ≤ eS + eP + (1− τ).
(12)
Taking infimum on both sides of (12), we deduce:
eS,T ≤ eS,P + (1− τ). (13)
Now by considering Theorem 2 for the two do-
mains S and T and then using (13) in (8), we can
conclude:
















Now using the triangular inequality on the metrics
we can deduce:
D(µ̂T , µ̂S) ≤ D(µ̂T , µP) +D(µ̂S , µP)
≤ D(µ̂T , µ̂P) +D(µ̂S , µ̂P) + 2D(µ̂P , µP).
(15)
Now we replace the term D(µ̂P , µP) with its
empirical counterpart using Theorem 1.1 in the
work by (Bolley et al., 2007).
Theorem 3 (Theorem 1.1 by Bolley et al. (Bol-
ley et al., 2007)): consider that p(·) ∈ P(Z) and∫
Z exp (α‖x‖
2
2)dp(x) < ∞ for some α > 0. Let
p̂(x) = 1N
∑
i δ(xi) denote the empirical distribu-
tion that is built from the samples {xi}Ni=1 that are
drawn i.i.d from xi ∼ p(x). Then for any d′ > d
and xi <
√
2, there exists N0 such that for any
ε > 0 and N ≥ No max(1, ε−(d
′+2)), we have:
P (W (p, p̂) > ε) ≤ exp(−−xi
2
Nε2), (16)
where W denotes the WD distance. This relation
measures the distance between the empirical dis-
tribution and the true distribution, expressed in the
WD distance.
Applying (15) and (16) on (14) concludes
Theorem 2 as stated:


















B Complexity analysis for GMM
estimation
Estimating a GMM distribution usually is a compu-
tationally expensive tasks. The major reason is that
normally the data points are unlabeled. This would
necessitate relying on iterative algorithms such ex-
pectation maximization (EM) algorithm (Moon,
1996). Preforming iterative E and M steps until
convergence leads to high computational complex-
ity (Roweis, 1998). However, estimating the mul-
timodal distribution with a GMM distribution is
much simpler in our learning setting. Existence
of labels helps us to decouple the Gaussian com-
ponents and compute the parameters using MAP


































Given the above and considering that the source
domain data is balanced, complexity of comput-
ing αj is O(N) (just checking whether data points
xsi belong to Sj). Complexity of computing µj
is O(NF/k), where F is the dimension of the
embedding space. Complexity of computing the
co-variance matrices Σj is O(F (Nk )
2). Since, we
have k components, the total complexity of com-
puting GMM is O(FN
2
k ). If O(F ) ≈ O(k), which
seems to be a reasonable practical assumption, then
the total complexity of computing GMM would be
O(N2). Given the large number of learnable pa-
rameters in most deep neural networks which are
more than N for most cases, this complexity is
fully dominated by complexity of a single step of
backpropagation. Hence, this computing the GMM
parameters does not increase the computational
complexity for.
