In the last decades, it has been discussed the use of epidemiological prevalence ratio (PR) rather than odds ratio as a measure of association to be estimated in crosssectional studies. The main difficulties in use of statistical models for the calculation of PR are convergence problems, availability of adequate tools and strong assumptions.
Introduction
During the last decades, several authors [1] [2] [3] [4] [5] [6] [7] have been studying the best association measure to be estimated in cross-sectional studies. The consensus is that the prevalence odds ratio (POR) is a good approximation of the prevalence ratio (PR) 8 , if and only if, it is in the presence of a rare event. Logistic regression is the most popular statistical model used when estimating POR due to ease of interpretation and computational implementation. However, when the choice of association measure is the PR, this model produces poor estimates in the presence of a not rare event. In such context, several authors proposed alternatives methods instead of using logistic regression to estimate the true PR. is the misuse of a specific counting probability distribution to describe a response variable that is dichotomous (presence or absence of an outcome). 4 used a generalized linear model with the binomial distribution and log link (log-binomial model) to estimate directly PR 13 . Although this model makes possible to estimate directly the PR and assumes the appropriated probability distribution considering the type of the variable response, the lack of convergence in the presence of continuous variables is still a problem. For solving this problem, Deddens 6 introduced the COPY method to find an approximation to the MLE when the log-binomial model fails to converge.
Skov et al. (1998)
Due to the convergence problem of the log-binomial model, Schouten et al. 14 proposed a simple data manipulation in order to use the logistic regression to obtain the PR. It consists in modifying the data set by duplicating the lines where the event occur and replacing the 2 outcome from event to non-event [14] [15] [16] .
Other approach was proposed by Wilcosky and Chambless (1985) 17 , using the conditional and marginal methods 10 , which developed a direct adjustment of epidemiological measures from binary regression. An advantage is that this method assumes a probability distribution for variable with binomial response, which matches the nature of the observed variable as response in cross-sectional studies. We find one article18 that uses the Wilcosky and 
Methods
We use real and simulated data to compare prevalence ratio (PR) estimates obtained by the marginal and conditional models based on the approach proposed by Wilcosky and Chambless (1985) 17 . Those estimates are also compared with the estimates obtained by the Binomial, Log-binomial and robust Poisson/Cox models.
It is well known that it is possible to estimate the probability of occurrence of a disease (denominated prevalence in transversal studies) adjusted for two or more variables across the logistic model. Suppose, for example, that one has information about diabetes status (1:
Yes / 0: no), age (continuous) and obesity (1: Yes / 0: No) of a defined population, we can obtain the probability of diabetes by the equation below.
where are β 0 , β 1 and β 2 are regression coefficients estimated from the data. Note that exp(β 2 ) estimates the odds ratio for diabetes in obese compared to non-obese, adjusted by age. However, if we are interested in obtaining the estimated PR for diabetes in obese and non-obese adjusted by age, we can proceed in two ways as described below:
In each stratum of variable OBESITY (Yes or No), the diabetes prevalence is calculated for each age value observed in the dataset using equation (1). The PR is the ratio between the average of prevalences in each stratum. This estimate is called by Wilcosky and Chambless (1985) 17 marginal prevalence ratio (MPR).
Conditional Model
In each stratum of variable OBESITY, the diabetes prevalence is calculated using eq.
1 setting age as an average value obtaining from the dataset. Thus, the ratio of the two prevalences can be calculated. Wilcosky and Chambless (1985) 17 named this method as conditional prevalence ratio (CPR).
In the linear regression, both approaches estimate the same value. However, in the logistic model we observed significant differences between the estimates of the two models when p is close to zero or one. Adjusted prevalence ratios and prevalence odds ratio were estimated by several different methods. Prevalence ratio were estimated by robust Poisson and log-binomial models, the modified database Schouten et al. approach, and the conditional and marginal prevalence ratio proposed by Wilcosky and Chambless(1985) 17 . Prevalence odds ratio (POR) using the usual logistic regression were also presented.
According to Lee
The different methods to obtain prevalence ratios were coded in R 22 . The code is available in the appendix.
Results
Application 1: Toy example Table 1 presents different estimates for the prevalence ratio for variable X using different approaches. The crude prevalence ratio underestimates the prevalence ratio that varies from 1.71 to 2.25, whereas the crude and the adjusted prevalence odds ratio overestimate the prevalence ratio. The adjusted prevalence ratios are all very similar, providing reasonable estimates. The estimates differ only in the second or third decimal places, with the smallest estimated value in the log-binomial model and the largest in the conditional prevalence ratio. Note: The conditional prevalence ratio for X varies from 1.71 to 2.25 depending on the value of Z, POR = Prevalence odds ratio and PR = Prevalence ratio. Table 2 presents the adjusted prevalence ratio of the occurrence of underweight in the 4-5 year old children (outcome) by previous hospitalization (exposure) controlled by birth weight (normal or low birth weight).
Application 2: Underweight in the 4-5 year old children in Pelotas-

RS/Brazil
Despite the low prevalence of the outcome (4.1%), a difference of 0.169 between the crude PR and the crude POR for the previous hospitalization is observed. According to the crude PR, for those children that were previously hospitalized have a larger prevalence (Crude PR = 2.902) of being underweight, when compared with those without previous hospitalization.
The adjusted prevalence ratios of the log-binomial, robust Poisson, marginal prevalence ratio and Mantel-Haenszel approach presented similar estimates (2.481, 2.479, 2.460, and 2.483, respectively). The largest adjusted estimates were the POR (2.641) and the conditional prevalence ratio (2.532). Note: Z variables=age, number of pregnancies, and time since last gynecological examination;
POR=Prevalence odds ratio and PR=Prevalence ratio.
Discussion
Difficulties in obtaining prevalence ratio in cross-sectional studies have been investigated by several authors in recent years. Several authors use strategies for indirect calculation of the PR using the Breslow-Cox and Poisson models (with and without robust variance), while others interpret the prevalence odds ratio obtained in logistic regression models as prevalence ratio. Lee 9 is one of the first authors to discuss the methods proposed for estimating prevalence ratio. Most cross-sectional studies in health, until then used logistic regression model, since it has the advantage of adjusting for the effects (PORs) for several variables, either confounding or modifying effect, however, the POR can poorly estimate the prevalence ratio, up to 27 times more when the outcome is prevalent 23 .
Regarding the estimation of adjusted prevalence ratio, in our examples the estimates pro- 
