ABSTRACT
Introduction
One might ask what right I have to be writing on employer or employee data, as it has been eight years or so since I have done anything in this area; and in the economics publishing business eight years is about a lifetime. Trying to rationalize this paper, I am thus reminded about one of our favorite family jokes about the couple who are tired of having their tomcat going out every night "catting" around. They finally decide to have the cat neutered. The night after the cat returns from the veterinarian, lo and behold it is again out all night fooling around. The owners ask the cat, "What are you doing? We had you fixed, and you're still out 'catting' around." The cat responds, "Now I'm a consultant!" Like the tomcat I am a consultant who has a fair amount of experience in this area. The only difference is that, unlike the cat, I do not want to talk about fooling around at night. Instead, what I do is review a number of issues about where we have been and where we are in the area of firm-employee data, suggest some on-going research projects that seem especially worth pursuing, discuss others that might be done in more interesting ways, and suggest some new data initiatives.
Which Came First, the Data or the Idea?
I want to frame the discussion in terms of the larger issue: The direction of causation between theoretical ideas and the availability of data-i.e., the question: What generates scientific progress (assuming that we can use the term science to talk about economics)? Does it matter whether causation runs from data to problems or from problems to data? I think it does. Stafford (1986) discusses this issue in detail, arguing for causation from data to ideas. For example, in the case of inter-temporal labor supply we would not know so much without the creation of the PSID. The same data set has also generated a huge amount of serious thinking about the inter-generational transmission of inequality. Without the availability of micro data on establishments it is unlikely that the work of Dunne et al (1989) or Davis and Haltiwanger (1992) would have had their current intellectual influence. In terms of issues of firm behavior in particular, I doubt that we would even have thought about the issues in the way we now do without the availability of this type of data. No doubt the opposite is also often true, but my purpose here is to talk about the former.
To paraphrase Matthew 5, "Blessed are the data developers because they inspire the creation of knowledge." Creating data is a very thankless task for which one gets very few points. Yet so many of our ideas are inspired by new data, and so much of research rests on innovations in questions and data collection that are barely, if at all, acknowledged by the more technical researchers. Indeed, large numbers of studies by people who would not be caught dead using data themselves in the end depend on novelties in the kinds of data available to empirical researchers.
Using Matched Firm-Employer Data to Advance Labor-Market Research

a. Wage Determination
I could define a labor economist as somebody who has written at least one paper that includes a regression with wages or earnings as the dependent variable. If you have not done that, you may not be a labor economist. Now a crucial question in all earnings regressions is: Is it firm characteristics or worker characteristics that are important in determining wages? More generally, what are the relative contributions of these characteristics? This is important for policy purposes, because one might think of operating on the demand or supply side of the labor market to enhance workers' outcomes.
Early work by Groshen (1991) showed the importance of employer characteristics, and more recent work by Abowd et al (1999) and Bryan (2004) attempted to sort out employer from personal effects. The issue really only matters if we have the equivalent of a misspecification problem in econometrics. Consider the schematic in Figure 1 . So long as firms' and workers' characteristics are uncorrelated, we can obtain unbiased estimates of the impact of workers' (firms') characteristics on earnings. (I assume that both types of characteristics have separate, significant impacts on earnings, that the horizontal arrows in Figure 1 matter.) Does the vertical inequality in Figure 1 hold or not? One leading labor economist noted that one of his accounting colleagues remarked that labor economists are little better than accountants, as all we do measure the size of effects. In a sense he is more correct today than when he made this statement ten years ago, but I do hope we are doing more than that, trying to find out not merely how much, but why. We are trying to inquire about what underlies that vertical double arrow, and that is a deep question about causation in the labor market.
The difficulty with trying to infer the importance of firms' and workers' characteristics in wage determination is that the answer we obtain will depend upon how much information we have from workers and from firms and on how much variability there is in this information. If we have very little information on the variability of characteristics among workers and lots on firms, it will look like firms' characteristics matter a lot and workers' matter little. The obverse will be true if we have a lot on the 3 workers and very little on firms. I thus doubt that we will be able to get very good estimates of the relative importance of demand-or supply-side forces in wage determination.
We can, however, do better; and using matched firm-employee (FE) data in which there is substantial information on both workers and firms will help in this direction. The issue is not unimportant, given the failure of the vertical inequality in Figure 1 . For example, getting more information will enable us to obtain better measures of the returns to various types of investment in human capital. Also, while I do not know exactly what we mean by HR practices, I would think that better matched firm-employee data would allow those people who do understand this area to estimate more carefully the productivity effects of such practices. In the end we will never be able to sort out the effects fully-one can always envision characteristics of the firms or the workers on which we lack information; but with better data we can learn more about the true effects-and we can do so without having to resort to inferences from policy and other "experiments" that are not likely to typify most labor markets.
b. Match Quality and Employment Duration
There is a very large literature on this topic going back at least to Kiefer and Neumann (1979) . The entire literature builds a theoretical structure and tries to look inside the black box of wages and employment to infer things about the match of workers and firms (which we saw in the previous section is crucial to sorting out the underlying determinants of wages). The inferences are usually built on very heroic assumptions about structure, and the models are mostly tested using household data. A few papers (Baker et al, 1994 , was the first) actually try to use new FE data; but what we really need 4 is to examine match quality and employment duration by looking at large numbers of firms and their workers. Such data would yield substantial additional returns if more dynamic elements were added to the theory of match quality. Going beyond the issue of who flows out of firms and which firms gain and lose workers to thinking about the causes of quitting and firing would be valuable. This is a difficult task, not merely a matter of accounting.
Advancing on this front would allow us a better handle on the impacts and returns to training and re-training programs. It would allow us to answer more generally the Baker et al (1994) research question about the role of early activity in a job. It would shed light on the role of policies to encourage search, e.g., on the question of how unemployment insurance and the search requirements that it usually entails affect search behavior and job mobility. While we have a huge number of studies of UI, there is very little on the search that actually goes on and on the mobility that results from offering different levels of UI benefits with different qualifying requirements.
Match and mismatch in the labor market do not just arise out of one encounter, even a successful one: They are affected by each party's prior history of searching and matching, a point that relates to work on patterns of female labor-force participation by Heckman (1981) and more recently by Hyslop (1999) . The more you know about the long history of spells of work, the better you can predict next period's behavior. In other words, individual idiosyncrasies in participation affect future participation. The same persistence probably exists in spells of employment, in the sense that staying with a particular company alters the nature of one's future matches, and having workers stay a long time alters a company's behavior in its future attempts at matching. The obverse is also true (see Pfann and Hamermesh, 2001) . In order to analyze this kind of persistence one needs long-duration information on matched firms and workers. The Danish IDA, for example, would suffice for this purpose, but I do not know of any other sufficiently long and comprehensive dataset.
While we know that duration and incidence in unemployment matter, the lack of long longitudinal datasets has prevented us from going much further in assessing the welfare effects on workers of unemployment and on firms of having different histories of job-matching/hiring/firing. Even more important, especially in a time of increased protectionism, having more detailed histories of job matches would allow insights into the likely success of different alternative policies that might help trade-displaced workers find jobs. More generally, such data would be helpful in teaching us more about the losses to worker displacement: The current literature typically relies on firm (Jacobsen et al, 1994) or household (Hamermesh, 1987) data; and in the few cases where matched data are used, characteristics on at least one side of the market are very thin.
A further, innovative step would be to obtain interactive life histories of firms and workers. There is a large literature on firm survival (e.g., Jovanovic, 1982) More specifically, what are the characteristics of workers as firms are born, age and die? We know that new firms generally tend to have younger workers-an unsurprising result of the well-known fact of greater voluntary and involuntary mobility among younger labor-force participants. Beyond that knowledge, however, not much has been done. The absence of progress is, I believe, due to the absence of the kind of interactive longitudinal dataset that is needed, partly too because of the lack of deep thought that facts derivable from those data might generate. If nothing else, this approach might allow us to go beyond identifying firm-specific training as the difference between the wage effects of tenure and pre-firm experience.
Data like these might even allow us to take the notion of entrepreneurship more seriously than is done in the courses in our business schools that purport to teach this subject. I do not know what entrepreneurship is, but maybe there is something there.
Perhaps one could use these data to discover what it is, in terms of the kinds of labor (and other) resources that entrepreneurs collect and organize that makes some successfulallows some firms to grow while others die. If nothing else, this approach is surely a good 7 way to get grants, since business-supported foundations love to fund entrepreneurship research (although that maybe an oxymoron).
In the 1950s and early 1960s there was substantial interest in the idea of the optimal amount of turnover (Ross, 1958) . Since then almost nothing has been written on this topic, neither theory nor empirical work using the kind of employer and employee data that are now becoming increasingly available. Yet businesspeople talk about this 
c. Social Norms and Peer Effects
Going still further afield from the usual set of interests of labor economists, and going closer to topics currently near my research heart (Burda et al, 2006) is the idea of social norms and peer effects. These are currently very hot topics in both empirical and theoretical economics (e.g., Durlauf, 2002; Clark, 2003) . Some of this work deals specifically with the economics of the workplace; and recent efforts in this area include Bandiera et al (2006) and Jones et al (2006) . The study of the economics of conformity (Bernheim, 1994) is also related to this literature. Using FE data seems most appropriate in this context: Without knowing the details of worker characteristics and the nature of their interactions with their peers and their supervisors, it would seem difficult to sort out 8 peer effects and the roles of social norms from the usual substitution/complementarity relationships that occupy standard theory. With such data the researcher knows who the workers are, with whom they are working and when they are working, and s/he obtains a lot of variation in these relationships.
The difficulty with this area of research is that it is not easy to generate empirically refutable implications of these theories in the context of the workplace (or the marketplace generally, for that matter). Distinguishing peer effects from substitution relations in factor demand is no easy task. I am reminded of the scene in Through the Looking Glass, where Alice clearly sees the bottles standing on a shelf in the closet. As she approaches the closet the bottles seem blurred, and by the time she gets there they are a complete haze. The best expression of this difficulty is in a review of Frank (1984) that Bob Lucas wrote in the Wall Street Journal.
More serious thought is needed in this area to develop a testable theory of norms and peer effects; but I doubt that the absence of such thought will limit the burgeoning literature on these topics. So the question is how FE data can contribute to the literature.
Knowing the composition of work groups, including the wage rates of their members, their productivities, and how they interact, could allow us to distinguish between social effects and price responses. This would enable us to go beyond such initial serious efforts that are based on case studies (e.g., Mas and Moretti, 2006) . I am not sure how to construct these tests, but having spent five years as a manager I do believe such hard-tomeasure interactions are important, and I know that they are understudied.
Aside from a general intellectual interest, taking the idea of peer effects and social norms seriously in labor economics could be very useful. One might argue that the creation of beneficial social norms might be the central focus of human resource practices. More broadly, maybe there are certain public policies that one could introduce that might engender more positive peer effects in the workplace. Studying these issues using large FE data sets is a way that we labor economists can both ground our research more closely in workplace behavior while still basing it on serious theory (that we need to develop) and sound econometric analysis.
d. Macroeconomic Topics
Much of macroeconomic research these days is plain silly: Calibrating time series of divorce rates, for example, does not speak to the major macroeconomic issues of our day. I already discussed how longitudinal household and establishment data have enabled macroeconomists to explore the empirical micro-foundations of their subject.
Additional nice work using search theory to examine the macro-dynamics of vacancies and unemployment has been produced recently by Shimer (2005) and others. How much more, however, could be learned if the data were not just employee-based, but also allowed following matches of workers and firms as vacancies arose and workers became unemployed? Here is one area where the availability and use (which would follow from the availability) of longitudinal FE data would have a very big payoff. Indeed, applying formal theory to such data would allow us to answer a crucial question that has essentially not been studied for three decades: What do we mean by a job vacancy? How does the existence of job vacancies interact with both measured and unmeasured characteristics of workers, those currently in the firm and those potentially supplying themselves for jobs? Such an analysis would allow measuring job flows and worker flows in a way that goes beyond accounting for their cyclical changes. Much closer to my own research interests, current high-tech research on adjustment costs still relies on inferring those costs from observed net changes in employment. This is simply wrong (Hamermesh, 1995) : Hiring and firing costs are associated with hiring and firing, not with net changes in employment, since quits are ubiquitous. With data on both job flows and matched worker flows, this distinction can be made and embedded in an appropriate econometric model.
e. Program Evaluation
Card's (1990) pioneering examination of a particular "natural experiment" used double-differences in outcomes to evaluate policy impacts and led to an explosion of searches for such experiments and to double-differencing in labor economics. Many of these searches seem only very loosely based in any underlying economic problem (but see, e.g., Costa, 2001) ; and much of this line of research, which now is slowing down, is also close to devoid of any grounding in economic theory. FE data could well contribute to this activity and bring it a little bit closer to economics.
We could, for example, learn something from such data about the impact of changes in the minimum wage on wage, employment and hours changes among different groups of workers, both those directly affected and others. Similarly, while studying overtime restrictions in the U.S. is not too interesting because of the paucity of temporal and spatial variations in the law, in Europe those variations are large. With FE data one could be able to do the standard evaluation research on the impact of those changes (e.g., Crépon and Kramarz, 2002) , but more important, could also account for how match effects alter the outcomes in ways correlated with changes in the provisions governing overtime. Similarly, while interesting evaluation work has used standard data sets and natural experiments on laws governing compulsory schooling (e.g., Oreopoulos, 2006) to examine the returns to schooling, here again there is the strong possibility that the vertical double-arrow in Figure 1 matters. With longitudinal FE data the labor-market sorting that occurs when legislated changes alter the supplies of workers of different skill (education) levels can be properly accounted for, and the impacts of those laws can be assessed more accurately.
f. Trade Unions
Coming from a country that essentially has no unions except in the public sector, I
am somewhat hesitant about discussing research on the labor-market effects of unions.
The American industry of economic research on unions that flourished in the 1960s until the mid-1980s has essentially died off. That is unsurprising, as unions increasingly approximate Henry Simon's Cheshire Cat analogy; but they may come back, and they are certainly still important in the private sectors of many European economies. It may just be my nostalgia, but there still are interesting questions here. We do not know a lot about the things studied in that now hoary literature. The impact of unions on productivity, much studied by Richard Freeman and his students (e.g., Freeman and Medoff, 1984) , depends on changes in both firm and worker behavior and could be re-examined profitably using matched data. Similarly, while gross union wage effects have been measured ad nauseam, the impacts of unobservable characteristics of firms and workers on wages (and other outcomes) has not been studied; and considering them would very likely alter our inferences about the sizes of these union impacts.
Even though trade unions do not matter much in the U.S. labor market, their importance in Europe more than justifies extending existing research to take advantage of 13 FE datasets. Some interesting work has already been done using such data (Card and de la Rica, 2005) ; but there are many more topics that could usefully be studied even on fairly narrow issues of labor-market impacts. More important, such data may even be used to inform the study of questions involving the political-economic role of unions and their indirect effects on labor-market outcomes.
Expanding Data Frontiers a. Fruitful Additional Links Among Existing Data Sets
While tremendous steps have been taken in linking datasets, even in such relatively backward countries as the U.S., there are still many fruitful routes that could be taken at relatively low cost to link existing data sets. One of the most cost-effective surveys used by labor economics is the old EOPP data, a survey of employers in metropolitan areas that obtained information on them and their most recent hire (see, e.g., Barron and Black 1985) . A similar recent dataset is the four-city survey by Holzer and Danziger (2001) . These are both firm-employee data, without any matching, with information only on a few workers, but with vacancy data.
Since 2000 the U.S. has had vacancy data from large numbers of firms; and other countries have much longer series of micro data on vacancies. There would be a tremendous payoff to linking these data to available data from other sources, such as Social Security records, to learn about the characteristics of those who fill vacancies, those whose departures create them, and other aspects of the creation or death of job matches. Still more useful would be a link between individual data and the mobility data that (at least in the U.S.) accompany vacancy data. That would allow us to follow individuals and learn how the characteristics of firms and workers interact to generate 14 mobility of different types, e.g., layoffs versus quits versus fires. It would be a big step beyond the research that examines gross job flows and worker separations and accessions jointly (Anderson and Meyer, 1994; Hamermesh et al, 1996) . With such linked information we could obtain a complete picture of the dynamics of the labor market. We would be able to get a serious handle on the adjustment costs facing firms, and on the choices workers make when confronting matches offering different observed and unobserved (by the researcher) characteristics. Such data would allow us to go much further in the areas of job-matching and macroeconomic effects on the labor market.
b. New Matched Firm-Employee Data
Thus My concern about this issue stems partly from increased attention to time-use data-always collected from individuals and always treating time on the job as one aggregate (except for time spent in breaks). While we spend much of our time analyzing work and recognize that it proceeds at different paces, we usually say that work is just what we are paid for. But that definition only makes good sense if we are explicitly piece-rate workers, which very few employees are. Moreover, viewing work-hours as homogeneous-ignoring variations in effort and failing to distinguish time spent learning from time spent producing-means that we have to infer these distinctions from the output variations that they may generate. This puts us in the same position as biology before the invention of the electron microscope, much less the ability to sequence genes:
Results had to be inferred from outcomes rather than from understanding the underlying process.
We on the job relate to promotion policies, to paths of wages and to worker mobility, and how do these relations differ by gender/race/ethnicity?
Conclusions
The worldwide growth of matched firm-employee datasets is a wonderful development, not only for the grist they provide to labor and other economists, but because they enable society to obtain information about itself and answers to questions of public importance. Much has already been accomplished with existing FE datasets, much more could be accomplished with them, and still more could be learned were we to create additional such data. Despite these accomplishments and the obvious potential for still more, however, I am somewhat hesitant about recommending devoting many more resources to this sort of activity.
Think about the number of studies that are written in one year using, for examples, the PSID, NLS surveys or the German SOEP. Then think about the number being done with FE datasets, which are, as I have tried to indicate here, much richer along several dimensions. Why the difference? I believe the answer is simple: These household datasets are publicly available, readily downloadable and can be freely used in the privacy of one's home (or at least at one's place of employment or study). Many FE datasets require one to relocate, at least temporarily, to a secure site where the data are housed; and in the U.S., unless you reside in one of a few places, the secure sites are very Appropriate access to FE data does not seem possible with the current arrangements in most countries. I am very sympathetic to employers' need for privacy (but why the need is implicitly so much greater for firm data than for household data escapes me). We economists have not been forceful enough in demonstrating the importance of better access to matched data for research that will benefit the public. We have acquiesced too readily to the slightest expression of concern about privacy.
Incentives can be created to prevent any potential misuse of the data, and we must work them out with governmental agencies. Should we fail to do so, the research and policy potential of FE data will regrettably remain mostly untapped. 
