Abstract. The kinematic history of the Rocky Mountain foreland and adjacent areas is computed back to 85 Ma, using virtually all the structural, paleomagnetic, and stress data in the literature. A continuous velocity field is fit to the data in each time step by weighted least squares, and this velocity is integrated back through time. As proposed by Hamilton 
I attempted to collect all the significant information from the geologic literature through the end of 1997. While reading, I excluded estimates of age or strain that were based on regional consistency arguments, so that the requirement of independent errors for each datum might be fulfilled. Useful data were found in 262 papers; their bibliographic citations are listed in one the files described in Appendix B. This data set is rich in fault offsets (307 faults) and has a good number of paleomagnetic sites (220), but has fewer stress indicators (71 sites) and only a few balanced cross sections (11). Most of the fault offsets (Figure 2 ) are dip-slip; although I include all the dextral strike-slip faults proposed by Chapin and Cather [1981] or by Chapin [1983] , their joint offset is limited to about 20 km by the stratigraphic constraints of Woodward et al. [1997] . Where the literature specifies amounts of crustal shortening or extension across dip-slip faults, these figures are used directly. When only the stratigraphic throw was available, it is converted to horizontal motion by assuming fault dips of 25 ø for thrusts and 65 ø for normal faults.
Paleomagnetic paleolatitude anomalies and vertical-axis rotations are derived from the database of McElhinny and Lock [1995] , using only rocks magnetized since 85 Ma. I exclude samples with secondary magnetizations, those with unknown structural corrections, and all sedimentary rocks (because of the possibility of compaction-induced inclination anomalies). The North America polar wander path used to compute anomalies is from Van Alstine and de Boer [1978] . None of the paleolatitude anomalies exceeds twice the size of its standard deviation, and probably none of them is significant. Most of the computed vertical-axis rotations are less than 34 ø (except in some thrust plates of the Sevier belt). Therefore it is not surprising that there are few features of the solution driven entirely by paleomagnetic results.
Because of the shortage of conventional stress indicators for some of the time steps in this application, I treat faults as additional stress indicators (in their first phase of movement), with the greatest horizontal principal compression normal to thrusts and parallel to normal faults. Each of these rather unreliable stress indicators is assigned a 90% confidence range This new result (3 ø ) is largely independent of the data quoted in these papers, since my method is only able to use sites where the rocks have been magnetized during the time span of the computation (0-85 Ma), and there are only four such sites on the Colorado Plateau (none with statistically significant rotations). It is also probably more precise than any of the paleomagnetic studies since it is based primarily on net fault offsets, which have mostly been measured to precisions of 1 km or better. (It is true that converting some fault throws to fault heaves requires the assumption of fault dip; however, in order to increase this rotation result by a factor of 2, it would be necessary to change the assumed dip of thrusts from 25 ø to 13% which is implausible for an average dip of all Laramide thrusts throughout the brittle upper crust.)
In the rest of the computed history, rotation is minimal. The velocity field of the Rocky Mountain foreland is simple enough in most time steps to be reasonably described by a mean azimuth and a mean velocity, and this is done in Figures In conclusion, the best explanation for Cretaceous-Tertiary orogenies in the western United States seems to be a composite one. In the early Sevier orogeny (before 75 Ma), driving force was transmitted through a weak, elevated cordillera, as argued by Burchfiel and Davis [1975] and Livaccari [1991] . Perhaps coast-parallel shear components were absorbed in coastal strike-slip systems and cordilleran deformation [e.g., Tikoffand de Saint Blanquat, 1997], and only normal stresses perpendicular to the cordillera were transmitted inland ( Figure  9 ). However, the Laramide orogeny was a distinct and different event, during which the bulk of the driving force was applied to the base of North America by horizontally subducting slabs of oceanic lithosphere. Consequently, the azimuth of shortening was controlled by the azimuth of relative plate motion, while the rate of shortening was controlled by the changing area of contact between plates. More tentatively, it appears that the change in stress directions that occurred around 50 Ma may have marked the passage of an active Kula-Farallon transform within the horizontal subducting slabs.
Conclusions
A new paleotectonic and palinspastic method was applied to the Rocky Mountain foreland region, using reasonably mainder of this section, I will discuss only a single computational time step, so the superscript n will be suppressed.) I further assume that each scalar rate r k has an uncertainty that can be approximated by a Gaussian probability distribution with standard deviation crk and that the errors in these rates are independent. (A Gaussian probability distribution is reasonably appropriate for the numerator in each rate, which is an amount of strain or displacement. It is not appropriate for the denominator, the elapsed time, which typically comes with a hard upper limit based on cross-cutting relations but without any lower limit. Because of this, I will iterate the solution of the entire history in a way that allows additional degrees of freedom in each rate history; this method is described below. However, in each individual iteration, the elapsed time is held constant, giving a Gaussian distribution for the rate.)
Finally, I assume that there is a probability 0 < q• < 1 that each datum is relevant to the time step. Normally, q• is unity because irrelevant data are simply omitted from the list k = 1,...,K. However, in the cases of certain paleostress data, fractional q• are required. The natural logarithm of the density of the joint probability that the velocity model matches all the relevant rates is then formed from the individual probability densities ( The equations stated above are singular in the absence of boundary conditions. Some edge(s) of the model must be fixed (or moved in a predetermined way) to prov;.de a velocity reference frame. I replace the row equations that state that S is stationary with respect to variations in these nodal velocity components with simpler equations stating the desired values of these components.
This method permits only velocity boundary conditions not stress boundary conditions. Along each axis (O or •b) , one boundary should be constrained and one left free (because integrating strain information to find velocities is like solving first-order differential equations). When one margin of a continent is facing a subduction zone, it is best to leave that boundary free.
A3. A Priori or Pseudo Data
An essential context for all the geologic data showing locally intense straining is that they should be overlaid on a set of a priori data (or "pseudo data") stating that in other places the strain rate is close to zero. An appropriate formalism is to assign a zero target strain rate, with a statistical uncertainty. A larger standard deviation should be attached to this null hypothesis in complex regions where unknown faults and orogenic phases might have been buried or overlooked.
To implement these constraints, the score S of any velocity solution, which is to be optimized, is first augmented by a 
A5. Use of Fault-Slip Data
A large fraction of the available data concern offsets on faults. While offset is actually a vector, I use only the larger of the dip-slip or strike-slip components and treat this as a scalar datum. This is because the strike-slip component of dominantly dip slip faults is rarely known, while any dip-slip on strike-slip faults is irrelevant to relative horizontal velocities. After division by the time available, this scalar offset becomes a scalar relative velocity component across the fault.
When a fault is long enough to cross several finite elements, I impose the same slip and slip rate in each element. In the case of rigid microplate tectonics, where each fault connects to other faults at triple junctions, this method is reasonably accurate. The other end-member is the case where no faults connect, but all terminate within the domain. In that case, each fault might be expected (on the basis of crack theory for linear materials) to have an ellipsoidal profile of slip versus length. Such "elliptical" faults would have a mean slip which is only 79% (x/4) of their maximum slip. Thus my method might overstate strain by 27% in some cases where faults do not connect and where the geologic offsets reported are the maximum offsets. However, if the geologic offsets are considered to be determined at random points of convenience, then once again there is no systematic error.
If every fault extended continuously across the model from boundary to boundary, one could simply use its slip rate as a constraint on the relative velocity of the nodes on opposite sides of the fault. However, the number of faults in many applications is so great that such customized grids are prohibitively expensive to work with. Thus I have developed a more general approach, which allows any number of faults to cross a given finite element.
For each finite element, there are four steps: (1) Form the target strain rate tensor for that element as the sum of the strain rate tensors implied by all the active fault segments cutting that element; (2) Form the matrix of covariances of the strain rate components in that element as the sum of the covariances added by all the active fault segments, plus the small covariance of the strain rate in the continuum blocks between them; (3) Diagonalize the covariance matrix to find three principal axes (in strain rate space) along which the uncertainties are independent and also rotate the target strain rates into this new coordinate system; (4) Add these three independent targets as scalar data with known uncertainties in the global system of equations. 
A6. Use of Paleomagnetic Data
I assume that the paleomagnetic data set is restricted to sites that include some geologic or geochemical indication of the orientation of the paleohorizontal plane at the time of magnetization and that have been properly corrected for local structure. It is also best to exclude certain sedimentary rocks that are known to be especially prone to postmagnetization compaction, which can produce a nontectonic inclination anomaly.
The interpretation of paleomagnetic inclination and declination data in terms of north-south displacement and rotation requires the definition of a reference polar wander path. It is necessary to use the same velocity reference frame for polar wander and for velocity boundary conditions.
The inclination of a sample yields its magnetic paleolatitude according to a simple dipole model for the paleofield. This is converted to a paleolatitude anomaly by comparison with the polar wander path. The methods described in sections A3 and A5 effectively multiply the continuum-stiffness assumption into one scalar datum per finite element and multiply each fault offset into 1-2 scalar data per finite element traversed. If the finite element grid has many elements, the paleomagnetic data will require a similar weighting in order to avoid being overwhelmed in the global solution. Accordingly, both f and g functions of (17) and (19) should be multiplied by a dimensionless weight factor P which is common to all paleomagnetic data. A suggested value for P is the square root of twice the number of finite elements, which is the mean number of elements traversed by a fault crossing the whole grid. Then, a paleomagnetic datum indicating an exotic terrane will receive the same procedural weight as a fault-offset datum on the terrane-bounding fault, and the outcome will depend on the relative values and their uncertainties. Different values of P can be used to investigate solutions in which paleomagnetic data are either less or more prominent.
A7. Use of Stress Directions
One principal stress direction must always be perpendicular to the free surface of the Earth or approximately vertical. Thus the orientation of the stress tensor is described by the azimuth (7; measured clockwise from north) of the most compressive horizontal principal stress (•lh)' This direction is geologically recorded as the strike of igneous dikes or other vertical veins that break through any laterally homogeneous, isotropic rock. In some cases, a population of faults with slickensides can be statistically analyzed to determine the stress direction [e.g., Gephart, 1990] .
To relate this information about stress to my kinematic model, I approximate the lithosphere as horizontally isotropic, so that the principal directions of stress are the same as the principal directions of strain rate. There may be an error of up to 35 ø associated with this assumption; even so, I believe that the solutions will typically be more accurate and reasonable than those that ignore stress data. Paleostress data are different from structural and paleomagnetic data because they are not integral constraints over time but are momentary samples. A thin igneous dike may form in a day. Therefore it is necessary to distinguish between two types of published references on paleostress. The more desirable type summarizes many paleostress indicators of different ages to show that •'lh has remained constant over some time interval from age t 2 to age q. These data should be applied in each time step of that interval ( t 1/At < n _< t 2 / At ) with full relevance; that is, qJ = 1. The less desirable type of reference concerns paleostress indicators whose age can only be constrained to be less than t 2 but more than q. These are relevant to one of the time steps in the interval, but it is not clear to which. These should be applied in all time steps of the interval but with reduced weight due to their reduced (mean) relevance; that is, q• = inf {1, At/(t 2 -t 1)}.
Ideally, very complete data sets on paleostress direction would impose a "smoothness" constraint on the velocity solutions, mimicking the smoothness that forward models have as a result of solving the momentum equation. In practice, there are rarely more than a dozen relevant paleostress indicators in any given time step. A related problem is that if each paleostress indicator were only compared to the strain rate tensor in a single finite element, then its influence on the solution would decrease as the finite element grid was refined. I attempt to solve both problems by interpolating paleostress directions (with associated uncertainties) for every finite element in the grid, based on the relevant paleostress data. The interpolation is by nonparametric statistics based on the spatial autocorrelation of the present stress field as represented by the World Stress Map [Zoback, 1992] [Bird, 1988; 1992] . Each time step begins with an explicit "prediction" of new node locations. Using these, all nodal function derivatives, coefficients, and velocities are recomputed for the same time step. Then, the "predicted" velocity for that time step is "corrected" by adding one half of the (vector) change between the solutions. The node locations are corrected accordingly. Bird [1989] presented studies of the accuracy of this method; for practical purposes, it is sufficient to use time steps of-l-5 m.y.
A9. Iterative Revision of Rate Histories
Because the events in geologic history that can be dated are not always those we would choose, many data about strain or displacement come with loose time windows, bracketing but not specifying the true duration of deformation. However, adjacent data with better constraints should cause strain rates to rise in the correct period. If the model-predicted rate for any datum is larger than the tentative goal rate, this is probably an indication that the goal rates for that datum should be revised to permit more rapid deformation in a portion of the (26) is that in some cases it can cause numerical instability (i.e., self-amplification of small rate variations). The method is stable when applied to data with a constructive interaction (e.g., two fault segments that together form a microplate boundary), neutrally stable for isolated data that interact only with the a priori stiffness, and unstable for groups of data with a destructive interaction (e.g., two parallel thrust faults). In the unstable case, the repeated application of (26) leads to a history in which only one of the data has a nonzero rate in any particular time step. This is undesirable because the details of their rate histories arise from the solution process and not from the data. To prevent this, I only apply (26) to those data (and in those iterations) where the predicted rate in at least one time step exceeds the corresponding goal rate; this is a sign of a constructive interaction.
The entire computation is now repeated, beginning at the present. In many cases, data that have tight time constraints are able to pinpoint the time of an orogeny locally, but their influence is diluted by other data with broad time windows. Thus the peak in strain rate (as a function of time) in the computed history is initially modest. However, with iteration the tentative rates for the latter data will be adjusted to reflect a shorter, more intense event.
A10. Idealized Test Cases
The program Restore (Appendix B) which realizes this algorithm has been successfully tested in the following cases:
1. With no data except the a priori constraint and with a few boundary nodes fixed, the grid remains static.
2. With no data except the a priori constraint and with velocity boundary conditions at two nodes that imply plate rotation about a local Euler pole, the grid rotates as a rigid plate with no deformation. During rotation at angular rate 10 -15 s -1, internal strain rates are less than 2x 10 -19 sq. 11. When a microplate is completely free to move (e.g., isolated from the boundary conditions by a small-circle strike-slip fault of unknown offset) and it contains a paleolatitude anomaly datum, the microplate moves toward or away from the paleopole in accordance with the datum.
12. When a paleomagnetic site with a paleolatitude anomaly occurs in a plate interior isolated from active faults or other data, there is a conflict with the a priori assumption of no deformation, and the solution is a compromise. There is a dimensionless factor for paleolatitude anomalies • =or* .
(for all n and for all k in the class) where i is the iteration number up to a maximum of M. One way to think of this is that (most) rate uncertainties are initially increased arbitrarily to allow for the uncertainty in the time-history, or denominator. Once the time-history has been adjusted, they are smoothly returned to values based only on their numerators. Another way to say this is that the algorithm begins with a least squares solution, passes through a phase of weighted least squares solutions, and finishes with a maximum-likelihood solution.
Appendix B' Program and Data Files Available
The following computer files include everything needed to reproduce the computation and also to track the geologic data to its sources in the literature. These files will be available indefinitely for anonymous FTP access at the Internet address (URL) of ftp://element.ess.ucla.edu/restore. Restore 
