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Abstract
Terahertz quantum cascade lasers (THz QCLs) have many potential applications
such as medical and security screening. While their output power has recently
exceeded 1W, their highest operating temperature is currently limited to ≈ 200K
due to mechanisms such as thermal backﬁlling and non-radiative phonon emission
between lasing states. To achieve higher operating temperatures, theoretical models
are key to suppressing these degradation mechanisms either through further design
optimisation or new material systems.
This work investigates the opto-electronic properties of state-of-the-art inter-
subband devices in AlxGa1−xAs/GaAs and AlxGa1−xN/GaN material systems as
well as the applications of QCLs. A density matrix model is investigated and used
to predict the electron distribution, gain and current density in an arbitrary QCL
active region. This model is validated with a comparison to rate equation, non-
equilibrium Green’s function, and experimental data for AlxGa1−xAs/GaAs QCLs.
Novel designs using tall AlAs barriers to suppress leakage current are modelled, and
the eﬀect of long and short range interface roughness is investigated. An increased
sensitivity to roughness is shown for tall barrier structures which have a larger con-
duction band oﬀset discontinuity and thinner epitaxial layers. The model is then
used to optimise both AlGaAs and AlGaN QCL structures to propose new designs
for a desired emission wavelength.
The use of the density matrix approach to model possible applications is demon-
v
vi
strated by modelling the origin of the self-mixing (optical feedback) interferometry
terminal voltage variations. It is shown that the self-mixing voltage amplitude is
highly dependent on the diﬀerential resistance of the QCL, and the increased sensi-
tivity of a particular QCL is explained.
The feasibility of nitride QCLs is shown by comparing the calculated and exper-
imental absorption linewidth of near-infrared and THz AlxGa1−xN/GaN quantum
wells grown by molecular beam epitaxy. Finally, a novel adaptation of the density
matrix approach is used to investigate the transport properties of nitride resonant
tunnelling diodes alongside sequential tunnelling devices. This allows the extent of
transport due to bound defect states and interface roughness values to be estimated.
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Chapter 1
Introduction
This work discusses the theory, design and applications of AlxGa1−xAs/GaAs and
AlxGa1−xN/GaN intersubband devices including: quantum wells (QWs), resonant
tunnelling diodes (RTDs) and quantum cascade lasers (QCLs). This introduction
provides the relevant background material necessary to explain basic operation of
these devices, the motivation for developing terahertz (THz) radiation sources and
possible applications to be modelled. This chapter also describes the motivation
behind the development of GaN-based intersubband devices.
1.1 Intersubband transitions
Intersubband (ISB) transitions refer to electrons (or holes) transitioning between en-
ergy states conﬁned in either the conduction band (or valence band) of a heterostruc-
ture. Quantum wells formed by a layer of semiconductor material surrounded by
layers of a higher bandgap material provide conﬁnement in one dimension (conven-
tionally referred to as the z− plane). These 1D structures cause electrons to take
on discrete energy levels inside the well; however since there is no conﬁnement in
1
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the x and y planes, energy levels are given by
E = En +
~
2|k|2
2m∗
(1.1)
where n is the energy level, k is the in-plane wavevector, and m∗ is the eﬀective mass
of the material. Thus, there are a continuous range of allowed energies associated
with each energy level referred to as “subbands”.
ISB transitions were ﬁrst observed by Ando et al. in 1982 [1] as an optical
transition between two closely spaced energy levels formed in a 2D electron gas
(2DEG) at a silicon-silicon dioxide interface; ISB absorption in a quantum well
was then demonstrated at shorter mid-infrared wavelengths by West and Eglash
in 1985 [2] in a GaAs quantum well. These developments laid the groundwork for
lasers based on ISB transitions.
1.2 Basic laser principles
Three types of electron-photon interactions exist: spontaneous emission, absorption
and stimulated emission. Electrons will emit or absorb photons of energy ~ω if
available electron energy level separations are approximately equal to the incident
photon energy. An electron in an excited energy level may spontaneously emit
a photon and transition to a lower energy level (ﬁgure 1.1(a)). However, if an
electron lies in a lower energy level, it will absorb the energy of the incident photon
and be promoted to the upper energy level (ﬁgure 1.1(b)). Stimulated emission
(ﬁgure 1.1(c)) refers to an electron originally in the upper energy level interacting
with a photon, causing it to emit a second photon with the same phase coherence
and drop to the lower energy level. Systems in equilibrium (i.e. with no external
bias or optical pumping applied) will have a thermal distribution where there are
more electrons in the lower level than upper, and this will lead to ISB absorption
being dominant. Light ampliﬁcation through the stimulated emission of radiation (a
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Figure 1.1: (a) Spontaneous emission occurs when an electron in a higher energy
state randomly transitions to a lower energy level and emits a photon. (b) Absorp-
tion occurs when an electron interacts with a photon (absorbing its energy) and is
excited to a higher energy level. (c) Stimulated emission occurs when an electron
in a higher energy state interacts with a photon and drops to a lower energy level,
emitting a photon with the same phase as the incident photon.
LASER) is achieved by having a non-equilibrium system where more electrons are
in the upper laser level; photons then cause more emitted photons each time they
interact with an excited electron, causing an intense, coherent and unidirectional
light ﬁeld when in a laser cavity [3].
The energy levels available to electrons in conventional semiconductor diode
lasers are determined by the bandgap of the crystal structure, with electrons in
the conduction band recombining with holes in the valence band. While a slight
variation of the energy diﬀerence is possible by strain in some material systems,
engineering the transition to be signiﬁcantly lower than the bandgap energy is not
possible [4, 5]. Quantum wells can be used in interband lasers so that transitions
are between discrete energy levels in the conduction band to discrete levels in the
valence band. While this can be used to increase the frequency as energy separation
increases, emission with photon energies below the bandgap is still not possible.
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Figure 1.2: Simpliﬁed representation of lasing operation in a QCL. Electrons are
injected into excited discrete energy levels which then interact with a photon caus-
ing stimulated emission. Electrons in the lower lasing level are then extracted to
maintain a population inversion before being injected into another period.
1.3 Quantum cascade lasers
Quantum cascade lasers (QCLs) rely on many of the quantum wells described pre-
viously coupled close to one another. The discrete energy levels present in these
systems are dependent on the thicknesses of the layers which form the wells and
barriers. These can be engineered so that the energy levels provide an energy sepa-
ration equal to a desired emission frequency as well as provide a fast depopulation
of the lower lasing level necessary for a population inversion. These processes are
between the conﬁned subbands of the system, and as such QCLs are “unipolar”
intersubband devices since transport through the devices occurs in one band only.
Electrons are transported through many periods of the structure, and are there-
fore recycled for each photon emission in a “cascading” mechanism, leading to low
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threshold currents. Figure 1.2 shows how one electron can cause the emission of
many photons via the cascade mechanism.
A mid-IR (λ =4.2 µm) QCL was ﬁrst demonstrated by Capasso’s group at Bell
labs in 1994 [6] with the InxGa1−xAs/InAlAs material system, and the ﬁrst THz
QCL (λ = 68µm) in 2002 [7] with the AlxGa1−xAs/GaAs material system. The
current high temperature record for THz QCLs is 200K [8] and THz output powers
have recently exceeded 1W [9], both achieved with AlxGa1−xAs/GaAs active regions.
Mid-IR QCLs have recently reached powers of 190W at room temperature (RT) [10]
and have seen wall plug eﬃciency increase from 0.15% to greater than 50% [11].
Since QCLs rely on repeated transport of electrons between states, they provide
an excellent system in which to study quantum mechanics. The population inver-
sion needed for lasing is achieved by exploiting other mechanisms for electrons to
transition between energy levels in a process known as scattering; these scattering
processes are critical to both the electronic and optical properties of RTDs, QWs
and QCLs.
1.4 AlxGa1−xN/GaN intersubband devices
While work was beginning on QCL structures in other material systems, GaN mate-
rials were being developed for interband blue-UV diode and quantum well lasers as
well as solid state lighting [12]. ISB experimental work in nitride materials was ﬁrst
demonstrated by Gmachl et. al. at Bell Labs in 1999 [13] for λ = 1.75–4.2µm and
absorption at λ=1.55µm was demonstrated soon after that [14]. AlxGa1−xN/GaN
has several signiﬁcant diﬀerences from AlxGa1−xAs/GaAs materials: an LO phonon
energy of 92meV rather than 36meV oﬀers a promising solution to the main mech-
anisms that cause AlxGa1−xAs/GaAs QCLs to stop working below room tempera-
ture. Additionally the conduction band oﬀset at an AlN/GaN interface is ≈ 2 eV,
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which provides a comfortable margin for QCLs designed to emit at 1.55 µm where
telecommunication silica optical ﬁbres have an absorption minimum.
Nitride QCLs have not yet been realised due to defects which are caused by
growth problems exacerbated by the lattice mismatch of AlN and GaN. Additionally,
theoretical models have recently suggested that initial nitride designs signiﬁcantly
overestimated gain by assuming a ﬁxed linewidth [15, 16]. LO phonon scattering is
inversely proportional to the static and high-frequency permittivities of the material
which are lower in AlxGa1−xN/GaN . Therefore, previous work which assumed a
ﬁxed linewidth did not account for the signiﬁcantly shorter lifetimes in structures
relying on longitudinal optical (LO) phonon depopulation of the lower laser level.
Design of nitride QCLs is also made signiﬁcantly more complex due to the presence
of large internal electric ﬁelds caused by the asymmetric wurzite crystal structure
which themselves vary with layer thicknesses.
Work toward AlGaN devices has been intensive over the last decade and recent
breakthroughs in molecular beam epitaxy (MBE) have led to the ﬁrst demonstra-
tions of THz intersubband absorption [17, 18], mid-IR and THz electrolumines-
ence [19, 20] (where spontaneous emission occurs due to a population inversion
insuﬃcient to allow lasing) and RTDs [21–23]. These demonstrations indicate that
nitride QCLs may soon be realised experimentally and some of the current experi-
mental eﬀorts are analysed theoretically in the present work.
1.5 Resonant tunnelling diodes
Resonant tunnelling diodes (RTDs) consist of a single quantum well with ﬁnite bar-
riers near highly doped contact layers. When a ﬁeld is applied to the RTD, the well
structure tilts and the quantised well states come in and out of alignment with elec-
trons present in the “emitter” reservoir of the device as illustrated in ﬁgure 1.3. The
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Figure 1.3: Simpliﬁed representation of a resonant tunnelling diode: (a) with no
applied bias the current is zero. (b) As a bias is applied across the well the states
become increasingly aligned (c) with electrons at conduction band edge in emitter.
(d) The current peaks when a quantum well state is aligned with the emitter and
subsequently decreases after alignment.
resulting current–voltage (I–V ) curve features peaks when states are in alignment
and valleys when out of alignment. Regions where states are increasingly going out
of alignment after a peak are described as regions of negative diﬀerential resistance
(NDR), and this property has potential applications in bi-stable circuits, diﬀerential
comparators and oscillators [24]. RTDs have received a great deal of interest since
the pioneering work by Esaki and Tsu [25] due to the complex behaviour of their
apparent simple structure.
Characterisation of the electron transport properties of these structures is crit-
ical for the realisation of nitride QCLs and theoretical models to investigate un-
derlying physics are in great demand. Reliable and repeatable demonstrations of
Al0.18Ga0.82N/GaN resonant tunnelling diodes have recently been shown for temper-
atures up to 77K [23]. Further modelling of these devices is necessary to establish
the feasibility of reliable resonant tunnelling at higher temperatures.
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1.6 Terahertz radiation
The THz frequency range is typically deﬁned as the frequencies between 300GHz
and 10THz. A major motivation for the development of THz radiation sources is
to exploit its wavelength for security, medical and sensor applications [26, 27]. The
energy of THz radiation is resonant with that of inter- and intra- molecular bond
lengths for many biological and chemical materials allowing strong absorption in
polar materials. This has an additional beneﬁt of relatively small absorption in
non-polar materials which are typically used in packaging, allowing non-invasive
scanning through them. Terahertz imaging has demonstrated excellent diﬀerential
ability for many common drugs-of-abuse and explosives [27], and has promising
applications in the early diagnosis of skin cancer [28].
However, while there is great demand for THz sources, a THz gap exists in the
electromagnetic spectrum due to it lying above the energy level of many electronic
sources such as Gunn diodes, and below that of optical sources such as lead-salt or
conventional diode lasers which are restricted by the material bandgap [26]. The
recent increases in output power and high temperature operation mean that QCLs
are a promising THz source and this is a main drive for QCL development.
One promising application of THz QCLs is with self-mixing via optical feedback.
By emitting THz radiation onto a target and injecting the reﬂected light back into
the lasing cavity, terminal voltage variations can be measured and used to determine
the phase or amplitude of the reﬂected light. In this way, the QCL can be used as
a source and a detector and a cooled bolometer detector is no longer necessary.
Imaging through self-mixing with THz QCLs was ﬁrst demonstrated by Dean et
al. in 2011 [29] with a bound to continuum (BTC) QCL at 25K with an emission
frequency of 2.60THz. Research interests in this area lie with 3D imaging [30] and
self-mixing with QCLs in pulsed mode allowing their use at their highest operating
temperature.
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1.7 Thesis structure
The main objective of this thesis is to investigate the physics underlying the optical
and electronic transport properties of AlGaAs and AlGaN intersubband devices. A
secondary aim is the optimisation of structures for future improvement. Chapter 2
describes the properties of these material systems as well as the origin of internal
electric ﬁelds which are critical to modelling of nitride devices. This chapter also
addresses the computational methods for determining the energy eigenstates for
electrons in a superlattice heterostructure. Fermi’s golden rule is used in Chapter 3
to outline the incoherent scattering mechanisms relevant in intersubband devices.
Both Chapters 2 and 3 are intended to give only the computational and scattering
models used and contain little original work. The concept of density matrices and
a density matrix (DM) model for QCLs are presented in Chapter 4. This chapter
also presents results of DM simulations for the current high temperature record
THz QCL structure. These are then compared with rate equation, non-equilibrium
Green’s function and experimental results shared by collaborators to validate the
model.
It is shown in Chapter 5 how the validated DM QCL model can be used to
explain recent experimental results with tall-barrier structures designed to suppress
leakage current which can aﬀect high temperature performance. Additionally, this
chapter shows how active regions can be optimised using a genetic algorithm and
new structures are proposed for both GaAs and GaN material systems. Chapter 6
describes how the model can be used to explain the origin of voltage variations
in self-mixing applications, and replicate the increased sensitivity of a structure
recently grown and characterised by colleagues at the University of Leeds.
These validated models are then used in Chapter 7 to explain the origin of
linewidth broadening in AlGaN/GaN near-Infrared intersubband absorption struc-
tures grown by collaborators at Purdue University, USA and other state of the art
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devices in current literature. This chapter is based on the work in Refs. [31] and [32].
Chapter 8 describes the transport of electrons through AlGaN sequential tunnelling
devices and RTDs with a density matrix formalism derived by the present author.
Finally, chapter 9 summarises and concludes the work, outlining ideas for future
research that could be based on that within.
Chapter 2
AlxGa1−xAs and AlxGa1−xN
heterostructures
Chapter 1 described how alternating layers of semiconductor crystal can form quan-
tum wells which lead to conﬁnement of electrons. This chapter discusses the band-
structure of AlxGa1−xAs/GaAs and AlxGa1−xN/GaN heterostructures as well the
internal electric ﬁelds caused by uneven charge distributions. Additionally, the in-
ternal electric ﬁelds caused by the asymmetric crystal structure in AlxGa1−xN/GaN
is shown to signiﬁcantly modify the bandstructure. The Hamiltonian of the sys-
tem (without scattering terms) along with computational methods for solving both
Schrödinger and Poisson equations is presented.
2.1 Schrödinger equation
According to quantum mechanics, an electron in a vacuum acts as a state function
in the form of a wave:
ψ = ei(k•r−ωt) (2.1)
11
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where ω is the angular frequency, t is the time, r is the position vector, and |k| = 2π
λ
.
This wave with a given wavelength is associated with any particle with a momentum
p by the relation [33]:
λ =
h
p
(2.2)
where h is Planck’s constant. Momentum eigenvalues can be found using the mo-
mentum operator p on the electron wavefunction [33]:
− i~∇ψ = pψ (2.3)
where
∇ = ∂
∂x
iˆ+
∂
∂y
jˆ+
∂
∂z
kˆ (2.4)
In a vacuum where no additional potential exists, the total energy, E, of an electron
is given by its kinetic energy and can be found from the particle momentum with
the time-independent Schrödinger equation [33]:
− ~
2
2m
∇2ψ = Eψ (2.5)
The dispersion relation (which refers to the relationship between energy and mo-
mentum of the particle) implies that
E =
~
2k2
2m
(2.6)
In a crystal structure, the periodic arrangement of atoms introduce an additional
interaction for electrons caused by Coulomb interactions. Typically this is very com-
plex, and a simple solution to this is the introduction of an eﬀective mass for a spe-
ciﬁc material in place of the free electron mass. This changes the time-independent
Schrödinger equation and energy eigenvalues to:
− ~
2
2m∗
∇2ψ = Eψ (2.7)
and
E =
~
2k2
2m∗
(2.8)
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The periodic structure of the crystal lattice also forbids a range of electron energy
levels known as the bandgap, Eg between two distinct energy bands. Covalent bonds
binding atoms together in the lattice provide empty states for electrons to transition
between in the lower of these bands (known as the valence band).
The conduction (upper) band is typically empty at low temperatures in a semi-
conductor under equilibrium and thus they are semi-conducting, or conduct only
when electrons are excited into it. Introducing dopant atoms to replace certain
crystal sites (Al replacing Ga atoms in the present work) introduces diﬀerent bond
lengths and therefore diﬀerent bandgaps and eﬀective masses to the system. The
time-independent Schrödinger equation of each energy band is now modiﬁed to in-
clude the additional crystal potential V (z) which has a spatial dependence:
− ~
2
2m∗
∂2
∂z2
ψ(z) + V (z)ψ(z) = Eψ(z) (2.9)
In a semiconductor heterostructure made up of alternating wells and barriers, there
are an equivalent number of heterojunctions where the material parameters change
abruptly; however the wavefunction of particles should remain continuous across
the boundary. For a bandstructure where particles are conﬁned in the z− direction,
Eq. (2.9) discretises the total potential V (z) at each spatial point.
To solve this equation computationally, the numerical approximations for ﬁrst
and second derivatives are used. The ﬁrst derivative of the wavefunction that could
be used in Eq. (2.9) is given by [33]:
ψ′(x) ≈ ψi − ψi−1
δz
(2.10)
where i is the index of the ith spatial layer and δz is the spatial step size between
two adjacent indexes. Applying this to itself to get the second derivative gives:
ψ′′i ≈
ψi+1 − 2ψi + ψi−1
δz2
, (2.11)
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Substituting this into the Schrödinger equation (Eq. (2.9)) gives it in its discretised
form:
− ~
2
2m∗
[
ψi+1 − 2ψi + ψi−1
δz2
]
+ Viψi = Eψi. (2.12)
Solving this numerically to obtain the energy levels and wavefunctions of the band-
structure can be achieved by techniques such as the shooting method or matrix
methods. Throughout the present work, matrix methods were chosen for their relia-
bility in ﬁnding states lying close together in energy: a requirement for equilibrium
coupled well structures and THz QCLs with small energy separations. In the matrix
method approach, Eq. (2.9) can be solved as a number of simultaneous equations of
the form [34]:
aiψi−1 + biψi + ciψi+1 = Eψi, (2.13)
where the a, b and c coeﬃcients assuming a constant eﬀective mass are deﬁned
as [34]:
ai+1 = ci = − ~
2
2m∗δz2
(2.14)
bi =
~
2
m∗δz2
+ Vi.
All solutions for the Schrödinger equation require the wavefunctions to be deﬁned at
their initial and ﬁnal spatial points: for structures such as the QWs and QCLs con-
sidered in this work the conﬁning potential is periodic. Wavefunctions will therefore
spread over a few hundred nanometres of the device before decaying exponentially
to zero. A box which contains all the wavefunction can be introduced by setting
the initial and ﬁnal wavefunction points to be zero, so that the matrix to be solved
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is [34]:


b0 c0 0 · · · 0
a1 b1 c1 · · · 0
0
. . . . . . . . . 0
0 · · · aN−2 bN−2 cN−2
0 · · · 0 aN bN−1




ψ0
ψ1
...
ψN−2
ψN−1


= E


ψ0
ψ1
...
ψN−2
ψN−1


H ψ = E ψ
(2.15)
The LAPACK [35] package for C++ is a suitable library for numerical solution of
this equation and was used in this work.1 To account for a varying eﬀective mass it
can be shown that the coeﬃcients in Eq. 2.15 become [36]:
ai+1 = ci = − ~
2
2m∗
i+ 1
2
δz2
(2.16)
bi =
~
2
δz2

 1
m∗
i+ 1
2
+
1
m∗
i− 1
2

+ Vi.
where the intermediate mass values mi− 1
2
and mi+ 1
2
are calculated as the mean
of neighbouring points at zi and z ± δz. Additionally, matrix methods allow for
the inclusion of “non-parabolicity” eﬀects where the electron eﬀective mass is also
dependent on energy according to:
m∗(z, E) = m∗z,0(1 + αE) (2.17)
where α is the nonparabolicity coeﬃcient given by (1/Eg). This aﬀects the energy
levels and dispersion curves of the subbands, and is important in devices with states
lying far above the band edge. For devices where this could be important the
approach used in Ref. [37] is used.1
1Using code written by A. Valavanis and J. D. Cooper at the University of Leeds.
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2.2 Electric fields
In optical and electronic applications the bandstructure has an external bias applied
to the device to induce current ﬂow. This aﬀects the conduction band potential so
that it now becomes:
VF (z) = V (0)− zF (2.18)
where F is the applied ﬁeld typically given in kV/cm. In addition to the externally
applied bias, the carriers and ionised dopants create an internal electric ﬁeld due to
a charge distribution given by:
ρ(z) = e(N+d (z)− n(z)) (2.19)
where N+d is the spatial distribution of ionised donors and n(z) is the spatial distri-
bution of electrons spread across the structure wavefunctions. The potential due to
these charges, VP is found by solving Poisson’s equation
d2VP(z)
dz2
= − e
ǫ0ǫr
[
N+d (z)− n(z)
]
(2.20)
by a ﬁnite diﬀerence method similar to that for the Schrödinger equation. The
matrix to be solved is [38]:


−2 1 0 · · · 0
1 −2 1 · · · 0
0
. . . . . . . . . 0
0 · · · 1 −2 1
0 · · · 0 1 −2




VP,1
VP,2
...
VP,N−1
VP,N


= −eδz2
ǫ0ǫr


ρ1
ρ2
...
ρN−2
ρN


(2.21)
where ρi is the charge density at position index i and N is the total number of points
in the system. The charge density used is given by Eq. (2.19).
An improved approach is to calculate the eﬀect of the applied ﬁeld and charge
density together by solving the Poisson equation with boundary conditions that
2.3. Charge distribution 17
force VF at the start of the period to be 0, and force VF at the end of the period
with length Lp to be −FLp. Simulations completed in this work use this approach
which is presented in Ref. [34].1
To ﬁnd the static bandstructure of the device, the Schrödinger and Poisson
equations must be solved iteratively since the conﬁnement potential used to ﬁnd
the state wavefunctions depends on the charge distribution which itself relies on the
wavefunctions. In QCL simulations (described in Chapter 4) convergence is typically
achieved after four Schrödinger–Poisson (S–P) iterations, however an exception to
this is found in Chapter 7 when damping is required.
2.3 Charge distribution
The charge distribution is determined by both the donor atom proﬁle as well as the
electron charge density. In QCL devices all donors are assumed to be ionised due
to the availability of states for donated electrons to occupy. An exception exists
for heavily doped structures or those with no bias applied. For a donor atom to
contribute an electron to the device, some energy ED must be supplied to ionise
it from the lattice. This “activation” energy is 6meV and 20meV for Si donors in
GaAs [39] and GaN materials [40] respectively.
For a structure where the Fermi energy is known the density of ionised donors
in Eq. 2.20 is given by [40]:
ND+(z) = ND(z)f
+
d (z) (2.22)
where ND(z) is the dopant density and f+d (z) is the probability that an impurity
with a degeneracy of 2 is ionised [40]:
f+D(z) = 1−
1
1 +
1
2
exp
[
ED(z)− Ef
kBT
] . (2.23)
1Using code written by A. Valavanis and J. D. Cooper at the University of Leeds.
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where EF is the Fermi energy for the device.
Alternatively in structures where all dopants are assumed to be ionised so that:
ND+(z) = ND(z) (2.24)
the Fermi energy, EF, can be found iteratively using:
Ntotal =
n∑
i=1
m∗kBT
π~2
ln (1 + exp [−(Ei − EF)]) (2.25)
where Ntotal is the total ionised sheet density and E are the energies of the set of
subbands. Note that this is still the case of an equilibrium structure since only one
Fermi energy is present.
However, QCL structures are not in equilibrium with an applied bias and their
populations are determined by the scattering and tunnelling processes discussed in
later chapters. Within each subband the electron distribution is assumed to be a
Fermi–Dirac distribution given by:
fFD,i(Ek, Te,i) =
1
exp
[
Ek−EF,i(Te,i)
kBTe,i
]
+ 1
. (2.26)
where Ek is the wavevector energy and EF,i and Te,i are now the quasi Fermi-energy
of the ith subband and the electron temperature respectively. This approximation
is justiﬁed by considering fast electron–electron scattering causing thermalisation of
electrons [41]. Since the subband populations will be known later by the density
matrix approach, the quasi Fermi energies of each subband can be found by an
iterative solution of:
ni =
mdkBTe
π~2
{
EF,i(Te)
kBTe
+ ln
[
1 + e
EF,i(Te)
kBTe
]}
. (2.27)
to ﬁnd the quasi Fermi energy which returns the subband population. The spatial
electron density due to electrons conﬁned in subband i is given by:
ni(z) = ni|ψi(z)|2 (2.28)
and the total electron charge density at z is given by summing over all subbands for
use in Eq. (2.19).
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2.4 Material Properties
GaAs is a III-V direct bandgap semiconductor with a zinc blende structure which is
face centred cubic (fcc). Quantum well barriers are formed by replacing Ga atoms
with Al to form a AlxGa1−xAs/GaAs alloy where 0 < x < 1. With the introduction
of Al content, the bandgap increases from 1.42 eV (GaAs) to 2.16 eV (AlAs). At a
AlAs/GaAs heterojunction, the CB and VB alignment is such that 33 per cent of
the total discontinuity is in the valence band [33]. Therefore the conduction band
discontinuity ∆VCB = 0.67Eg [33]. At around x = 0.45 AlxGa1−xAs/GaAs becomes
an indirect semiconductor with the lowest conduction band energy at the X-valley.
The majority of the present work involves low Al concentrations (x < 0.25), however
in cases where pure AlAs barriers are used, the indirect valley is assumed not to
have a signiﬁcant eﬀect as electrons are conﬁned mainly to the GaAs well layers.
It should also be noted that the change in lattice constant with increasing alloy
content is negligible, and as a result of this defects due to lattice mismatch are not
signiﬁcant in AlGaAs materials, leading to very high growth quality. The relevant
material parameters for AlxGa1−xAs/GaAs materials is given in Table 2.1.
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Constant GaAs AlAs Unit
Bandgap (direct), Eg 1.4261 2.6731 eV
Eﬀective mass, m∗ 0.0672 0.15 2 me
Lattice constant, a0 5.652 5.662 Å
Static dielectric constant, ǫs 13.183 10.063 ǫ
High frequency dielectric constant, ǫinf 10.893 8.163 ǫ
Longitudinal Optical (LO) phonon energy ELO 361 meV
Material density, ρ 5320.04 kg m−3
Deformation potential, DA 7.01 eV
Electron mobility, µ 94005 4005 cm2 / Vs
Table 2.1: Material parameters for GaAs and AlAs. Where no AlAs values are
present the GaAs value is used.
2.5 AlGaN/GaN properties
AlxGa1−xN/GaN preferentially forms in the wurtzite crystal structure shown in
ﬁgure 2.1(a). In wurtzite structures, the center of the spatial charge distribution
(barycenter) from the group III and group V atoms does not coincide along the
c-axis [0001] [47] and therefore exhibits a spontaneous (also known as pyro-electric)
polarisation. This is calculated using Vergard’s law with a bowing factor (C = 0.021)
included as [48]:
Psp = xPAlNsp + (1− x)PGaNsp − Cx(1− x) (2.29)
1Reference [33].
2Reference [42].
3Reference [43].
4Reference [44].
5Reference [45].
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Figure 2.1: (a) Isometric and (b) side view of the hexagonal wurtzite crystal struc-
ture for GaN grown in the c− axis as Ga- or N- face. Ga- face GaN refers to GaN
where the direction is positive parallel to the outgoing surface, and vice-versa for N-
face. Crystal structures plotted with VESTA [46].
.
Figure 2.2: (a) Interface of an AlGaN and GaN layer causes a rearrangement of
lattice atoms that (b) induces a piezoelectric polarisation contribution due to the
piezeo electric eﬀect.
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where x is the molar content of AlN in the layer. The spontaneous polarisation
material parameters are given in Table 2.2.
Another contribution to the polarisation arises from the piezoelectric eﬀect
caused by an AlxGa1−xN/GaN interface (ﬁgure 2.2(a)) which is commonly observed
in other materials such as quartz. The mismatch of lattice constants between GaN
and AlGaN introduce a stress that separates charges along the interface and breaks
local electrostatic neutrality (ﬁgure 2.2(b)). The piezoelectric polarisation is calcu-
lated as [38]:
Ppz,k = 2
a− ak
ak
(
e31 − e33C13
C33
)
(2.30)
where Cij are the elastic constants, eij are the piezoelectric constants, ak is the lattice
constant of the kth layer, and a is the lattice constant of the substrate (always
GaN in the present work). The total polarisation of a layer is given by the sum
of individual spontaneous and piezoelectric polarisations and at AlxGa1−xN/GaN
interfaces this property changes abruptly. The discontinuity induces a bound sheet
charge according to σ= (P1 -P2) · nˆ, where nˆ is the unit vector normal to the
heterointerface. The polarisation ﬁelds, (P1, P2) are those across the junction [49].
As a result of the positive and negative bound charges an internal electric ﬁeld
as high as 10MeV/cm [47] can be induced with opposite polarities in the wells
and barriers causing a saw-tooth shape conduction band proﬁle. This ﬁeld can be
calculated either by adding the sheet charge to the charge density used in Poisson’s
equation, or alternatively the ﬁeld in the ith layer can be calculated as [48]:
Fi =
∑N
k=1 (Pk − Pi) Lkǫk
ǫi
∑N
k=1
Lk
ǫk
(2.31)
where Pi is the polarisation, Li is the length and ǫi is the permittivity of the ith layer.
Figure 2.3(a) shows a quantum well calculated with the AlxGa1−xN/GaN material
parameters without including internal electric ﬁelds; for a 4 nm well the energy sep-
aration is calculated to be 147meV. With the inclusion of the internal electric ﬁelds,
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Figure 2.3: (a) Bandstructure and wavefunction plot of a 4 nm GaN well surrounded
by 4 nm Al0.15Ga0.85N barriers. Calculated with AlxGa1−xN/GaN material param-
eters but excluding internal electric ﬁelds due to spontaneous and piezoelectric po-
larisations. (b) Same QW with internal electric ﬁelds included. Energy separation
of ground and ﬁrst excited states are increased due to the triangular well potential.
the energy separation increases to 192meV for the same well width as shown in
ﬁgure 2.3(b). This can make design of a structure with a resonant phonon energy
transition challenging [50] since the triangular well adds additional conﬁnement.
Another consequence of the triangular potential is that it breaks wavefunction sym-
metry of the ground and second excited states allowing transitions between them.
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Constant GaN AlN Unit
Bandgap (direct), Eg 3.511 6.251 eV
Eﬀective mass, m∗ 0.182 0.3 2 me
Lattice constant, a0 3.1121 3.1891 Å
Static dielectric constant, ǫs 10.283 ǫ
High frequency dielectric constant, ǫinf 5.353 ǫ
Longitudinal Optical (LO) phonon energy ELO 91.33 meV
Material density, ρ 6150.03 3230.03 kg m−3
Deformation potential, DA 8.33 eV
Spontaneous polarisation, PSP -0.0341 -0.0901 C/m2
Elastic constants
C11 390.01 396.01 GPa
C12 145.01 137.01 GPa
C13 106.01 108.01 GPa
C33 398.01 373.01 GPa
Piezoelectric constants
ǫ13 -0.494 -0.604 C/m2
ǫ33 0.734 1.464 C/m2
Electron mobility, µ 4005 cm2 / Vs
Table 2.2: Material parameters for GaN and AlN. Where no AlN values are present
the GaN value is used.
2.6 Growth of III-Nitrides
The growth of any semiconductor device will signiﬁcantly aﬀect its operation; any
scattering and tunnelling transport will be inﬂuenced by defects such as disloca-
tions, carrier traps, and interface roughness. Since AlxGa1−xN/GaN is not a lattice
1Reference [51].
2Reference [52].
3Reference [53].
4Reference [54].
5Reference [44].
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matched alloy, increasing alloy content increases the strain at interfaces and there-
fore the likely number of defects such as threading dislocations. Two general growth
methods are used for the growth of AlxGa1−xN/GaN intersubband devices:
• Molecular Beam Epitaxy (MBE) - Pure element sources are heated and the
incident ﬂux of the material is controlled with computer controlled shutters.
Molecules then condense onto a rotating heated substrate [55] so that the
devices are built up layer by layer.
• Metal Organic Chemical Vapour Deposition (MOCVD) - Elements that are
to be deposited are combined with complex organic molecules. Upon arrival
at the heated substrate, thermal energy breaks the molecular bond between
element and organic molecule [56]. This growth technique has much faster
growth rates and is widely used in industrial production of semiconductor
devices.
There are many examples of MBE growth in early GaN experimental work such
as that by Gmachl et al. [14] but in recent years there has been an increase in
MOCVD growth research [57] due to its advantages of shorter growth times and
lower growth temperatures. Additionally, variations of MBE growth such as plasma
assisted MBE (PAMBE) and radio frequency MBE (RFMBE) have shown promising
results recently [20, 58].
A major development toward GaN intersubband devices is the ﬁrst demonstra-
tion of electroluminesence in 2011 which was attributed to improvements in sub-
strate quality [20]. To investigate the eﬀect of dislocation density Terashima et
al. [20] switched from MOCVD growth on sapphire substrate with GaN templates
to the rf-MBE approach directly onto high quality GaN substrates; the threading
dislocations of these base layers is speciﬁed as 1× 109 to 1× 106 cm−2. This work
indicates that minimisation of carrier capture by dislocations is critical.
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2.7 Conclusion
In this chapter the important concepts needed to calculate the steady-state band-
structure and wavefunctions was presented. It was shown that electron conﬁnement
in 1D structures leads to subbands, and the conﬁnement is aﬀected by the conﬁne-
ment potential. Furthermore the signiﬁcant diﬀerences between AlxGa1−xAs/GaAs
and AlxGa1−xN/GaN devices was described and the importance of accounting for
nitride internal electric ﬁelds shown.
Chapter 3
Scattering mechanisms and
transport
In order to investigate the optical and electronic properties of intersubband devices,
an understanding of the transfer mechanisms between quantised states is required.
This scattering can be caused by mechanisms such as interaction with structural
defects, other charged particles, alloy disorder or interaction with lattice vibrations.
The concepts and calculations for each scattering mechanism are presented in this
chapter.1
1None of the calculations presented here were derived by the author. However, the work in the
following chapters is heavily based on these scattering models and they are included as background
information. Existing code written by colleagues in the quantum electronics group at the University
of Leeds was updated along with A. Valavanis, J. D Cooper and P. Ivanov during the course of the
present work to allow (among other things) convenient speciﬁcation of the material system being
investigated.
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3.1 Effect on optical and electronic properties
The scattering between quantised electron states in intersubband devices determines
the optical linewidth of their gain/absorption spectrum and provides diﬀerent mech-
anisms for electrons to travel through devices. Each transition is considered to be
instantaneous since the time taken for the transition is much shorter than the time
between transitions. The scattering rate in and out of states can be used to deter-
mine the typical lifetime of an electron in a given state before scattering out of it.
From this, linewidths are obtained using the lifetime uncertainty
∆E∆t ≈ ~
2
(3.1)
which is known as Heisenberg’s uncertainty principle. It follows from this that
states with very fast scattering to another state (for example if an energy spacing is
equal to the LO phonon energy of the material) then the state lifetime will be very
short, and an electron undergoing an absorption transition will have a large energy
broadening, ∆E, given by:
∆E ≈ ~
2∆τ
(3.2)
where τ is the lifetime of the state. Scattering between states in QCLs is also
exploited to create a population inversion for lasing, and scattering between states
leads to current ﬂow.
3.2 Fermi’s Golden rule
Scattering is the process of an electron (or holes in the valence band) changing state
due to some perturbation. Fermi’s Golden Rule states that an electron interacting
with a time-dependent Hamiltonian, H˜, will have a scattering rate given by [33]:
Wif =
2π
~
∑
f
∣∣∣〈i| H˜ |j〉∣∣∣2 δ(Ef − Ei) (3.3)
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where i and f are the initial and ﬁnal states of the electron of energies E. The Dirac
delta function, δ, ensures energy conservation and has important consequences on
the nature of elastic and inelastic scattering processes. The derivation of all scatter-
ing rate calculations begin with the substitution of the relevant perturbation poten-
tials into Eq. (3.3). In intersubband devices, several scattering mechanisms coexist:
longitudinal-optical (LO) phonons, longitudinal-acoustic (LA) phonons, interface
roughness (IFR), ionised impurities, electron–electron and alloy disorder scattering.
3.3 Electron-LO phonon scattering
A phonon is a periodic crystal vibration where atoms in the lattice oscillate and
propagate energy. The wavefunction of a phonon in a bulk crystal can be given
by [33, 59]:
φ = C(K)e−iK•r (3.4)
where C is a normalisation weighting coeﬃcient and K is the 3D wavevector. This
wavefunction describes the oscillating lattice structure and therefore potential as
charged ions oscillate; the induced electric ﬁeld is given by its derivative:
E = ∇φ = −iKφ (3.5)
where
∇ = ∂
∂x
+
∂
∂y
+
∂
∂z
(3.6)
This oscillating potential for bulk polar semiconductors can be shown to have the
scattering Hamiltonian [33]:
H˜ = e∑
K
(
~ωP
2|K|2
) 1
2 e−iK•r
Ω
1
2
(3.7)
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where Ω is the volume of a single lattice site, ω is the material dispersionless phonon
frequency and P is calculated as:
P =
1
ǫ∞
− 1
ǫs
(3.8)
where ǫ∞ is the high frequency permittivity and ǫs is the low-frequency permittivity
of the material. However, this interaction term uses the bulk phonon wavevector
term K which can be split into growth and (x–y) plane components for two dimen-
sional carriers [33]:
H˜ = e∑
Kxy
∑
Kz
(
~ωP
2 (|Kxy|2 + |Kz|2)
) 1
2 e−iKxy•rxy
A
1
2
e−iKzz
L
1
2
(3.9)
The phonon and quantised carrier eigenfunctions are substituted in Fermi’s Golden
rule (Eq. (3.3)) and after a lengthy derivation the two dimensional scattering rate
due to electron-longitudinal optical phonons is calculated as [33]:
Wif(ki) =
Υ′′
2
Θ
(
k2i −
2m∗∆
~2
)∫ +∞
−∞
π|Gif(Kz)|2√
K4z + 2K
2
z
(
2k2i − 2m∗∆~2
)
+
(
2m∗∆
~2
)2 dKz
(3.10)
where
Gif(Kz) =
∫
ψ∗f (z)e
−iKzzψi(z) dz (3.11)
is the form factor for the transition, ∆ = Ef − Ei − ~ω for absorption and ∆ =
Ef−Ei+~ω for emission processes. The prefactor, Υ′′, contains material properties
including the eﬀective mass, phonon energy and permittivities [33]:
Υ′′ =
2m∗e2ωP ′
(2π)2~2
(3.12)
where
P ′ =
(
1
ǫ∞
− 1
ǫs
)(
N0 +
1
2
∓ 1
2
)
(3.13)
N0 is the number of phonons per unit volume determined by the Bose-Einstein factor
for bosons [33]:
N0 =
1
exp(~ω/kT )− 1 (3.14)
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where T is the lattice temperature. The absorption processes where the phonon
population decreases is calculated with the upper (minus) symbol in Eq. (3.13) and
vice versa for emission processes. The heaviside step function in Eq. (3.10) ensures
that emission only happens when the energy emission wavevector for its associated
subband is at least ~ω above the ﬁnal state. For absorption processes, an energy
state must lie at least the phonon energy above the initial state. Scattering due
to electron-LO phonon scattering is therefore highly dependent on the energy level
separations, temperature and level of occupation of the subbands.
The oscillating crystal potential that is interacting with an electron will also
be aﬀected by other local charges locally. This reduces the scattering rate and is
accounted for by altering the scattering vector with a screening length:
K2z −→ K2z
(
1 +
λ2s
K2z
)2
(3.15)
where λs is the inverse screening length. There are several possible screening models
such as Park and Debye approaches [33].1 For Park screening the inverse screening
length is given by [60]:
λ2Park =
e2
π~2ǫs
∑
i
{√
2m∗Eim
∗fFD(Ei)
π~
}
(3.16)
while the Debye screening length is given by [44]:
λ2Debeye =
√
ǫkBT
e2Nd
(3.17)
where Nd is the sheet dopant density.
3.4 Average scattering rate
Equation (3.10) gives the scattering rate between an initial and ﬁnal wavevector
associated with either the same or a diﬀerent energy state. The actual scattering
1Debye screening used in this work as default.
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rate out of a particular wavevector will depend on its probability of occupation, and
the probability that its destination state is already full. Electrons in subbands have
a distribution given by the Fermi-Dirac function:
fFD =
1
e(Ei−Ef)/kT + 1
(3.18)
where Ef is the quasi Fermi energy of the subband. The average scattering rate
accounting for both states occupation probability is given by [33, 34, 61]:
Wif =
∫
Wif(ki)f
FD
i (ki)[1− fFDf (kf)] ki dki
πNi
(3.19)
During the scattering rate calculations a grid in wavevector space is created from
the subband minimum to 5 kBTe above it for THz QCLs and 100 kBTe for the near-
IR structures in Chapter 7. This allows the upper limit of integration to increase
with temperature and account for increasing electron kinetic energies. Scattering
rates between initial and ﬁnal subbands are calculated before averaging according
to Eq. (3.19) for LO phonon and all following scattering mechanisms.
3.5 Acoustic phonon scattering
While optical phonon scattering refers to neighbouring atom vibrations being in
opposite phase, acoustic phonons are in phase. The potential necessary to induce a
lattice displacement, or deformation potential, is given by DA. The electron-phonon
interaction is also dependent on the material density, ρ, and the material speed of
sound, vs and the scattering rate is given by [33, 62]:
Wif(ki) =
D2Am
∗
ρvs(2π)2~2
(
N0 +
1
2
∓ 1
2
) ∫ ∞
0
∫ 2π
0
(Gif(Kz))
2
×

Θ(α1)α1
√
α21 +K
2
z +Θ(α2)α2
√
α22 +K
2
z
α1 − α2

 dφ dKz (3.20)
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Figure 3.1: Schematic of interface roughness scattering where small ﬂuctuations in
the interface position cause a perturbing potential.
where
α1,2 = −ki cosφ±
√
k2i cos
2 φ− 2m
∗∆E
~2
(3.21)
Acoustic phonon scattering is typically slower than LO phonon scattering, and the
absorption of phonons is much slower than that of emission. Elastic phonon scat-
tering along with carrier–carrier scattering contributes to the thermalisation of sub-
bands.
3.6 Interface roughness scattering
The ﬂuctuations are usually assumed to have a Gaussian Fourier transform ∆z(r)
with height ∆ and correlation length Λ as shown in ﬁgure 3.1 [63]. This ﬂuctuation
in the conﬁnement potential causes a perturbation that scatters electrons. Typically
models assume a step-like potential such as that in Ref. 64, however the model used
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in the present work is given in Ref. 65. While diﬀuse interfaces are not investigated
here, this model is capable of being applied to arbitrary interface proﬁles. The
scattering rate between initial and ﬁnal wavevectors caused by an interface, I, can
be calculated as [65]:
Wif(ki) =
πm∗(∆Λ)2
~3
β(ki)
∑
I
(Fif,I)
2 (3.22)
where
β(ki) = e
−(k2i +k
2
f )Λ
2/4I0
(
kikfΛ
2
2
)
Θ(k2f ) (3.23)
where I0 is the zeroth order Bessel function, and
Fif,I = ψ
∗
f (zI)V0ψi(zI) (3.24)
The Fif,I term in Eq. (3.22) intuitively explains that the greater the probability of
electrons at the interface, the larger the scattering rate becomes. Additionally, the
scattering rate will increase with the square of the height of the initial barrier, V0,
and it is important that this limitation is accounted for in devices with high alloy
barriers or material systems with a high oﬀset like AlxGa1−xN/GaN . The roughness
parameters ∆ and Λ are typically treated as tuning parameters to match the current
density and gain observed in an experimental device. It is diﬃcult to predict the
interface roughness parameters of a device before growing and this introduces an
element of uncertainty in modelling. In the present work, initial values of ∆ = 2.8Å
and Λ = 100Å were used (unless otherwise stated) for device optimisation as they
are similar to those used by other modelling groups [66] and are shown to give good
agreement in Chapter 4.
3.7 Alloy disorder scattering
In Chapter 2 the high barrier material (either AlGaAs or AlGaN) was shown to
conﬁne electrons in the conduction band. The envelope function used to approximate
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GaAsAlxGa1-xAs AlxGa1-xAs GaAsAlxGa1-xAs AlxGa1-xAs
(a) (b)
Figure 3.2: (a) The bandstructure of a quantum well assuming no alloy disorder.
(b) The random placement of dopant atoms introduces a random disorder which
perturbs electrons.
the crystal lattice typically gives good agreement for the electron energy levels.
However, the Al atoms randomly replace the Ga atom sites in the barrier material
and also introduce a random barrier potential that perturbs the electrons as seen in
ﬁgure 3.2. The scattering rate due to alloy disorder can be shown to be [34, 64]:
Wif(ki) =
m∗Ω∆V 2ad
~3
Θ
(
k2f
) ∫
|ψf(z)|2x(z)[1− x(z)]|ψi(z)|2dz (3.25)
where x is the barrier alloy content, Ω = a3/4, and ∆Vad is the oﬀset of barrier and
well materials. The scattering rate due to alloy disorder is mainly dependent on
the overlap of the electron wavefunctions with the barrier material, and the alloy
content. Since the Ga → Al substitution is completely random, the probability of
scattering occurring increases from 0 with low Al content, peaking at x=50% and
decreasing to zero with AlAs or AlN barriers.
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3.8 Ionised impurity scattering
In QCLs and other intersubband devices, the electrons conﬁned and involved in
optoelectronic properties originate from dopant donor atoms. As electrons become
ionized and free of their initial atoms, the remaining atom has an uncompensated
charge. While the many-body eﬀect of the ionized dopants are included via the
Schrödinger-Poisson equation, electrons are also scattered by interacting with the
positive atomic charge. The perturbation Hamiltonian due to one such ionised atom
is given by [34]:
H˜imp(r − r0, z − z0) = − e
2
4πǫ
√
|r − r0|2 + (z − z0)2
, (3.26)
where (z, r) and (z0, r0) are the conﬁned carrier and impurity positions respectively.
Substituting this into Eq. (3.3), the scattering rate due to the ionised doping proﬁle
can be calculated as [34, 64]:
Wif(ki) =
m∗e4
4π~3ǫ2
Θ
(
k2f
) ∫ π
0
Jif(q)
q2
dθ (3.27)
where
Jif(q) =
∫
d(z0) |I(q, z0)|2 dz0 (3.28)
is the scattering matrix element. The integral of the initial and ﬁnal wavefunctions
with the doping proﬁle is given by [34]:
I(q, z0) =
∫
ψ∗f (z)ψi(z) e
−q|z−z0| dz (3.29)
and the scattering wavevector q = ki−kf. Ionised impurity scattering is also a polar
interaction like LO-phonon scattering and therefore is also screened by other local
electrons. Impurity scattering is commonly screened with the Thomas-Fermi inverse
scattering length (Eq. (3.17)) by substituting the scattering vector as:
q → q + m
∗e2
2πǫ~2
(3.30)
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which is denoted qTF. While it may seem counter intuitive that this screening
correction is independent of the sheet density, it is noted that the carrier sheet
density and the doping volume density are linear. Ionised impurity scattering is
relatively insensitive to increasing temperature, and highly dependent on the overlap
of initial and ﬁnal wavefunctions. For this reason ionised impurity scattering can be
employed to induce scattering between states if desired, and doping is usually kept
spatially away from optical transitions due to its eﬀect on the optical linewidth.
3.9 Electron–electron scattering
Typical subband electron densities are on the order of 1×1010 cm−2 in THz QCLs [8]
and these electrons interact with each other via electrostatic repulsion. The Hamil-
tonian for two interacting electrons is given by [33]:
H˜ = e
2
4πǫr
(3.31)
where ǫ is the permittivity of the material and r is the distance between the electrons.
While previous scattering mechanisms described one electron interacting with a
perturbation and ending up in either the same, or a diﬀerent subband, electron–
electron scattering involves two electrons. The initial and ﬁnal positions of both
electrons must be considered for each interaction. The initial and ﬁnal scattering
rates for the ﬁrst and second electrons are given by i, j and k, g respectively.
The scattering rate is calculated as [33, 67]:
Wijfg(ki) =
m∗e4
4π~3(4πǫ)2
∫ ∫ 2π
0
∫ 2π
0
|Aijfg(qxy)|2
q2xy
Pj(kj) dθ dα kj dkj (3.32)
where
Aijfg =
∫ +∞
−∞
∫ +∞
−∞
ψi(z)ψj(z
′)ψ∗f (z)ψ
∗
g(z
′) e−qxy|z−z
′| dz′ dz, (3.33)
(2qxy)
2 = 2k2ij +∆k
2
0 − 2kij
√
k2ij +∆k
2
0 cos θ, (3.34)
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k2ij = k
2
i + k
2
j − 2kikj cosα. (3.35)
The probability of scattering is reduced when the screening eﬀect of other electrons
is accounted for. Screening can be introduced in a simple approach by altering the
dielectric constant (in Eq. 3.32) to be dependent on wave vector as in the work of
Smet et al. [67]. It is shown in Refs. 33 and 67 that the dielectric constant becomes
ǫ = ǫrǫ0ǫsc, where ǫsc is the screening contribution given by:
ǫsc = 1 +
2πe2
(4πǫ)qxy
Πii(qxy, T )Aiiii(qxy) (3.36)
The polarization factor for subband i at absolute zero temperature is given by:
Πii(qxy, T = 0) =
m∗
π~2

1−Θ(qxy − 2kF)
√√√√1−
(
2kF
qxy
)2 (3.37)
where the Fermi wavevector deﬁned at T = 0 is:
kF =
√
2πNi (3.38)
Eq. 3.37 can be generalised to be applicable at any temperature following the ap-
proach in Ref. [68]:
Πii(qxy, T ) =
∫ ∞
0
Πii(qxy, T = 0)
4kT cosh2 ((EF − E)/(2kT ))
dE (3.39)
where EF is the subband quasi-Fermi energy. Screening eﬀects become larger as the
subband carrier density increases.
Electron–electron scattering is an elastic process and therefore intrasubband
events generally are much faster than intersubband scattering unless the energy
levels are close together. The fast intrasubband scattering mechanism is assumed to
be important in the thermalisation of electron distributions in subbands [41] however
it is occasionally neglected in the present work due to its computational burden.
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3.10 Conclusion
In this chapter a review of the calculations necessary for electron scattering was
presented. Both elastic and inelastic processes contribute to the optoelectronic
properties of devices. The semi-classical scattering rates were shown to depend
on material parameters, design and lattice temperatures. These calculations are the
basis upon which the following investigation on optical and electronic properties of
AlxGa1−xN/GaN and AlxGa1−xAs/GaAs intersubband devices are based.
Chapter 4
Coherent modelling of QCLs
In this chapter the principles of density matrix (DM) modelling of QCLs are pre-
sented. These use the semi-classical scattering rates presented in Chapter 3 along
with a “tight-binding” Hamiltonian for the QCL to account for time taken to tun-
nel through the injector barrier in QCL structures. The DM approach presented
is capable of modelling QCL structures with an arbitrary number of states per pe-
riod since transport between all states is included across the tunnelling barrier, in
contrast to typical DM approaches which include only a few coherences. While this
model has been presented previously with SiGe QCL structures, it has not been
compared to other approaches or experimental results for experimentally realised
AlxGa1−xAs/GaAs QCLs. It is shown that predicted current densities and emis-
sion power of a typical QCL structure agree well with state-of-the-art QCL devices
recently demonstrated. Additionally, the decreasing performance of THz QCLs is
analysed with the model which faithfully replicates the varying threshold current
and emission power observed in experimental devices with varying temperature.
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4.1 Motivation for coherent transport modelling
Initial models for the transport in QCLs [7, 69, 70] included only incoherent scat-
tering between states in the QCL structure. Conventionally, wavefunctions of states
were calculated with several periods of the QCL bandstructure. Under certain con-
ditions such as an applied ﬁeld which causes a pair of states to align, wavefunctions
are allowed to spread over the entire structure. It was shown in Chapter 3 that the
scattering rate is highly sensitive to overlap of the wavefunctions; since scattering
transport is assumed to be an instantaneous event, the rate equation approach al-
lows carriers to be transported instantly between spatially separated points. This
leads to unphysical resonances in populations, gain and most signiﬁcantly, current
density. In reality, carriers propagate over time, and it takes some ﬁnite time for
carriers to tunnel across barriers in the QCL structure. Figure 4.1(a) illustrates how
states calculated with an extended basis can form a symmetric doublet with splitting
∆E = 2~Ω when aligned. Since the scattering rate and therefore rate-equation cur-
rent is dependent on the overlap of states, the current will be independent of barrier
thickness. In cases such as terahertz QCLs where energy states are closer together,
current is often over estimated when state alignments occur. In reality, thick barri-
ers can trap carriers for an appreciable time and modify their transport through the
device. It is more realistic to assume that incoherent scattering only occurs between
the quasi-steady states within a single module, and to consider transport between
the modules as a coherent tunnelling process.
4.1.1 Density matrices
A number of methods exist for modelling coherent quantum transport in semicon-
ductor heterostructures including the density matrix and non-equilibrium Greens
function (NEGF) [71] approaches. The density matrix approach refers to the use
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Figure 4.1: Bandstructure and wavefunction plot of the three-well THz QCL in
Ref. 8 at F=8.5 kV/cm. (a) Extended wavefunctions allow carriers to be trans-
ported almost instantaneously through the device via the path shown with an ar-
row. (b) Wavefunctions calculated with a tight-binding Hamiltonian have a residual
coupling strength that accounts for tunnelling time.
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of a matrix to contain all possible information about a quantum mechanical system
in a compact manner. The following descriptions of density matrix properties are
very general and are based on more complete treatments in Ref. [72]. This density
matrix approach can deal with two types of uncertainty: the probabilistic interpre-
tation of the wave function described in Chapter 2, and the uncertainty regarding
which state the quantum system is in at a given time. The latter can be represented
by treating the system as a statistical ensemble of carriers; the state of the system
can be represented at any given time as a weighted summation over a number of
basis states |φi〉. The state of the system |ψ(t)〉 at any given time is then:
|ψ(t)〉 =∑
i
ci(t) |φi〉 (4.1)
where ci is the complex amplitude coeﬃcient (or weighting) of the ith state at time
t. The squared amplitudes of each basis state must add to one at any given time
such that:
〈ψ(t)|ψ(t)〉 =∑
j
c∗j (t)cj(t) =
∑
j
|cj(t)|2 = 1. (4.2)
The expectation value (i.e. average) of an observable property A is obtained by
using the operator A:
〈A〉 = 〈ψ|A|ψ〉 (4.3)
If the state is resolved into its set of basis states, it is more convenient to consider
the operator in its matrix form, with its elements deﬁned as:
Aij = 〈φi|A|φj〉 (4.4)
Substituting Eq. (4.1) into Eq. (4.3) gives:
〈A(t)〉 = ∑
i
c∗i (t)〈φi|A
∑
j
cj(t)|ψj〉 (4.5)
=
∑
i
∑
j
c∗i (t)cj(t)〈φi|A|φj〉
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=
∑
i
∑
j
c∗i (t)cj(t)Aij
Therefore, it is possible to determine the expectation value of an observable at any
given time, provided that the weightings of each state are known at that time. By
substituting ci = 〈φi|ψ〉, the expectation value in Eq. (4.6) is given by:
〈A(t)〉 =∑
i
∑
j
〈φj|ψ(t)〉〈ψ(t)|φi〉Aij (4.6)
This expression may be simpliﬁed by introducing the density operator:
ρ(t) = |ψ(t)〉〈ψ(t)| (4.7)
which describes the probability distribution of the quantum system.
The diagonal elements of the density matrix, ρii, represent the probability that
a carrier will be found in state i and must satisfy the density conservation law
Tr(ρ) = 1. Oﬀ-diagonal terms, ρij , represent the coherence (or polarisation) between
the states:
ρij(t) = 〈φi|ρ(t)|φj〉 = ci(t)c∗j (t) (4.8)
i.e. the coherent superpositions. In a system where carriers can be in several states
(such as the discrete energy levels in a QCL), the density matrix will describe the
populations of the states as well as the interaction between them.
Substituting the density operator into Eq. (4.6) gives:
〈A(t)〉 =∑
i
∑
j
〈φj|ρ(t)|φi〉Aij =
∑
i
∑
j
ρji(t)Aij (4.9)
which can be simpliﬁed to:
〈A(t)〉 =∑
j
[ρ(t)A]jj = Tr [ρ(t)A] (4.10)
i.e. the expectation value is the trace (i.e. sum of diagonal elements) of the density
matrix multiplied by the matrix operator for the observable.
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4.1.2 Time evolution of the density matrix
The statistical distribution of the ensemble of particles will evolve over time: either
as a response to an external input such as the applied bias ﬁeld, cavity light ﬁeld or
intrinsic oscillations of the system, e.g. Rabi oscillations. Substituting the density
operator (Eq. 4.7) into the Schrödinger equation gives:
d
dt
ρ(t) =
∂
∂t
[|ψ(t)〉〈ψ(t)|]
=
i
~
(H|ψ(t)〉〈ψ(t)|)− i
~
(|ψ(t)〉〈ψ(t)|H)
=
i
~
[H, ρ(t)]
(4.11)
which is the von Neumann/Liouville equation and describes the time evolution of
the state with the unperturbed Hamiltonian. Therefore, the values of the density
matrix elements can be found at any given time, and Eq. (4.10) can be solved to
ﬁnd the expectation value of any observable property.
4.2 Density matrix modelling of terahertz QCLs
Several density matrix formalisms have been applied to QCLs such as those in
Refs. [73–75]. These typically assume a ‘tight-binding’ approach where wave func-
tions for a period are calculated with the structure embedded in barrier material as
shown in ﬁgure 4.1(b). States in neighbouring periods then interact with the residual
coupling strength, Ω, that corresponds to Rabi oscillations across the barrier.
In the present work, the approach in Ref. 73 is followed and built upon, which
is a general model that does not need a priori knowledge of the states present in
the system. As the QCL is periodic, the density matrix calculation only needs to
consider the terms for a single period of the structure and the coherence terms
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between periods. The density matrix takes the form [73]:
ρ =


ρCC ρCU ρCD
ρUC ρUU ρUD
ρDC ρDU ρDD

 (4.12)
where CC, UU and DD refer to the central, upstream and downstream periods of
three periods of the structure under consideration. Each of these blocks is itself an
N×N matrix (where N is the number of subbands in each period), which represents
the coherences between all pairs of states within the same period (e.g. CC, UU etc.)
or in two diﬀerent periods (e.g., CU, UC, etc).
The calculation can be simpliﬁed by considering the translational invariance of
states in a QCL. As such, the coherences between equivalent pairs of states within
any period is identical and therefore ρCC = ρUU = ρDD [73]. The same applies for
equivalent interactions between any two periods, and so ρCD = ρUC and ρDC = ρCU.
Complexity is reduced further by noting that the upstream and downstream periods
are very widely separated, and as such the direct interactions between these pairs
of states are extremely weak. Therefore, ρUD = ρDU = 0. The ﬁnal density matrix
then takes the form [73]:
ρ =


ρCC ρCU ρUC
ρUC ρCC 0
ρCU 0 ρCC

 (4.13)
The Hamiltonian matrix for the system takes the form [73]:
H =


HCC HCU HUC
HUC HUU 0
HCU 0 HDD

 (4.14)
with diagonal terms containing the state energies calculated using the tight-binding
Hamiltonian and inter-period terms consisting of Rabi oscillation strengths calcu-
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lated as [75]:
~Ωij ≈ 〈i|Hext −HTB |j〉 (4.15)
where Hext and HTB refer to the Hamiltonians (potentials) of the extended structure
and of the ‘tight-binding’ sections, respectively. To achieve tight-binding Hamilto-
nians, some amount of padding material (10 nm in the present work) is added either
side of one period of the QCL to allow the wavefunctions to exponentially decay to
zero. Barriers in nitride structures can have a positive ﬁeld in the opposite direction
to the external electric ﬁeld; this causes the middle of the injection barrier to be
at a lower energy than at the end of it. In these cases, the input ﬁle is set so that
the periodic structure begins with a thin (1Å) barrier and ends with the rest of the
barrier width to calculate conﬁnement correctly.
Note that as in the density matrix in Eq. (4.13), these oﬀ-diagonal blocks are
identical between any two periods, and hence the substitutions HUC = HCD and
HDC = HCU have been made. However, the diagonal (UU, DD, CC) blocks of the
Hamiltonian matrix are diﬀerent from each other, since the applied electric ﬁeld
shifts the states in each period downward in energy. Typically QCL simulations
account for some interaction with the light ﬁeld present in the cavity; this can be
included in the density matrix Hamiltonian with oﬀ-diagonal intra-period terms
given by [73]:
Hij = zijA0e
iωt (4.16)
where zij is the dipole matrix element for the transition, A0 is the strength of the
incident light ﬁeld and ω is the radiation frequency.
In the equation of motion given by Eq. (4.11), scattering and dephasing caused by
interaction with perturbations such as those described in Chapter 3 will add extra
relaxation terms to the diagonal and oﬀ-diagonal elements of the density matrix.
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Equation (4.11) then becomes [73]:
dρ
dt
= − i
~
[H(t), ρ(t)]−
(
ρ
τ
)
relax
(4.17)
where the ﬁnal term is the relaxation matrix that describes the damping of the
system which can also symbolically be written as ρ
τ
. The diagonal terms of this
matrix describe the change in population over time caused by scattering between
states, and are given by: (
ρ
τ
)
ii
= −ρii
τi
+
∑
j 6=i
ρjj
τji
(4.18)
i.e. the diﬀerence between the density of carriers scattering into the state and those
scattering out. The oﬀ-diagonal elements reﬂect that every scattering event involving
either state i or j will aﬀect the coherence of that state with every other state, and
are given by: (
ρ
τ
)
ij
=
ρij
τ‖,ij
(4.19)
where τ‖,ij is the dephasing time. Several proposals have been made for their cal-
culation and the present work uses a combination of the approaches described in
Refs. 75 and 76:
1
τ‖,ij
=
1
2τi
+
1
2τj
+
1
τii
+
1
τjj
− 2√
τ IFRii τ
IFR
jj
(4.20)
where τii is the intrasubband scattering lifetime (due to mechanisms other than IFR
scattering) in state i, and τ IFRii is the intrasubband scattering lifetime due to inter-
face roughness in state i. Ref. 76 does not include the state lifetime contribution to
dephasing, however the coherence between states also determines the gain linewidth
(in addition to its eﬀect on tunnelling processes). This is commonly accepted to be
heavily inﬂuenced by the intersubband scattering lifetime [64, 77, 78]. A signiﬁcant
advantage of the extended density matrix approach described here is that it can
be used to simulate devices with any number of states without prior knowledge of
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the lasing states. It is therefore not reasonable to introduce a situation where the
coherence of some states is calculated without intersubband scattering contributions.
Moreover, some existing models do not include the contribution of intrasubband
scattering on the intersubband absorption/gain linewidth [78]. This approximation
is based on correlations of the intrasubband scattering potentials aﬀecting both
states similarly [79]. The last term in Eq. 4.20 accounts for carriers experiencing
scattering from correlated interface roughness so that dephasing overall is reduced
for i 6= j, and is zero for i = j. This then allows other intrasubband scattering contri-
butions to be included in the linewidth calculation similar to Refs. 64, 75, 77 and 80.
Electron-electron scattering is typically included in QCL simulations which do not
assume a subband electron temperature such as NEGF or Monte-Carlo modelling
as subband thermalisation is required. However this scattering is neglected here
due to its computational burden; this is not expected to aﬀect results signiﬁcantly
since it is thought intrasubband electron–electron scattering does not contribute to
linewidth broadening due to it being a second order eﬀect [32, 81].
4.3 Electron temperature
The scattering rates described in Chapter 3 show how perturbations can cause inter-
and intra- subband scattering. Intersubband scattering leads to the transfer of
kinetic energy between subbands; the total energy of a subband can increase or
decrease depending on an electron with kinetic energy Ek,i scattering in or out of it
respectively and this aﬀects the subband electron temperature. By considering the
transfer of only electrons for elastic processes, and electron and phonon energies for
inelastic processes, the energy transfer rate to the lattice can be calculated as [34, 61]:
dEk
dt
=
∑
f
∑
i
niEifW if . (4.21)
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where i and f are all subbands that are summed over. For systems which have
achieved a steady state condition, dEk
dt
= 0 must be obeyed to conserve energy.
Since QCLs are non-equilibrium devices, the average scattering rates are strongly
dependant on the electron temperature which describes their electron distribution.
An electron temperature which gives this condition is therefore found iteratively as
part of QCL simulations. In these simulations the electron temperature is assumed
to be constant for all subbands; this is an approximation which has been shown to
give good experimental agreement [82].
4.4 Current and gain
It is a desirable feature that QCL models include the eﬀect of the cavity light ﬁeld on
the active region. Typical DM models use a rotating-wave approach (RWA) where
each coherence is assumed to have only a single frequency harmonic corresponding to
the cavity light frequency. Typically the steady-state coherences depend on whether
the pair of states is optically active (i.e. their energy separation is close to the
lasing frequency). The approach used in the present work instead uses a “non-
RWA” formalism [73] where each density matrix element is assumed to have three
harmonic terms such that:
ρi,j = ρ
+
i,jexp(iω0t) + ρ
DC
i,j + ρ
−
i,jexp(−iω0t) (4.22)
The steady state solution can be obtained by setting dρ
dt
= 0 for ρDC values and
dρ
dt
= −iω for ρAC values and subsequently solving with the known scattering rates
to ﬁnd the coherence values. The time-dependent behaviour of the QCL can also be
calculated with standard time integration approaches to partial diﬀerential equations
e.g. Runge–Kutta methods. However, this can be time consuming and it is typically
the steady-state condition of the QCL that is of interest.
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Physical quantities such as current density for the QCL can be extracted from
the solved density matrix as j = Tr(ρJ)/2, with the current matrix derived from
the average drift velocity:
J = e
i
~
[H,z] (4.23)
The gain of the QCL can also be extracted from J by considering the harmonic
(AC) response of density matrix terms to a light ﬁeld. The complex permittivity ǫ˜
of the electron gas is calculated from:
ǫ˜ =
jac
d
dt
(A0 exp iωt)
(4.24)
and the gain follows as g = ω · Im(ǫ˜)/3nrc where nr is the refractive index of the
structure.
Improved agreement of QCL current densities can be achieved by considering
that current in weakly bound states found with the “tight-binding” Hamiltonian are
in fact continuum states [83]. Thus, the current density J can be separated into two
components: the scattering and tunnelling current between states that are bound
(j) and the drift current associated with the continuum electrons mobility. This is
calculated as [83]:
J = |e|
(
j + ncont3D µd|E|
)
(4.25)
where ncont3D is the 3D density of electrons in the continuum, µd is the electron drift
mobility (9400 and 400 cm2V−1s−1 for GaAs and GaN respectively) and |E| is the
applied electric ﬁeld. To obtain the separate current components the density matrix
is calculated with as many states as required ﬁrst, and then the Hamiltonian and
density matrices are truncated so that they contain the elements only for the bound
states. The bound current j is then found with Eq. (4.23) and the population of
continuum states is taken from the original density matrix and substituted into
Eq. (4.25).
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4.5 Threshold gain and output power
For lasing to occur, stimulated emission must be induced in a cavity which contains
the optical ﬁeld known as a waveguide. These are typically processed ridges of the
QCL active region which have metal deposited on either one, or both sides to conﬁne
the optical light ﬁeld as a surface plasmon. The modal overlap Γ is the fraction of
photons conﬁned to the active region where gain occurs. For maximum stimulated
emission and peak output powers this implies that Γ should be close to 1. Absorption
of radiation by free carriers and other cavity losses are attributed to a waveguide
loss αw. Lasers are used to produce radiation and therefore another source of loss is
emission through the cavity facets. The mirror losses αm are typically assumed to
be over the entire cavity round-trip and calculated as:
αm =
1
2Lw
ln
(
1
R1R2
)
(4.26)
where R1 and R2 are the reﬂectivities of the facets that can be calculated in a simple
approach as:
R1 = R2 =
(
n− 1
n+ 1
)2
(4.27)
where n is the cavity refractive index for a bare facet and air on the other side.
The sum of waveguide and mirror losses are used with the modal overlap to ﬁnd the
threshold gain. This is the minimum gain required for lasing:
Gth =
αw + αm
Γ
(4.28)
Typical GaAs waveguide losses are 20–30 cm−1 for single metal waveguides [7] and
10–20 cm−1 for double metal [8]. Low values of losses (15 cm−1 for a single metal
waveguide) are also predicted for GaN THz QCLs [15].
At applied biases where a population inversion is present, spontaneous emission
of photons will lead to cascading stimulated emission. The cavity ﬁeld strength will
increase until the point where stimulated emission reduces the population inversion
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until gain is equal to the cavity loss. Total emitted power P from one facet is then
calculated as:
P =
cǫ0nWH
2
|A0|2 (4.29)
where W and H are the width and the height of the QCL ridge respectively.
4.6 Simulation procedure
Figure 4.2 shows the simulation procedure in its entirety. Applied bias, lattice
temperature and cavity loss are input to the model; these are then used to set up
the device bandstructure (according to Sections 2.1 and 2.2) and make an initial
guess for the electron temperature. The Schrödinger-Poisson loop iteratively ﬁnds
the eﬀect of the charge distribution (Section 2.3) on the wavefunctions. Scattering
rates (Chapter 3) are then calculated for the transport between these states. After
convergence of this loop, a new TE is chosen depending on whether energy is being
given or taken from the lattice (Section 4.3). After convergence of this loop, a
steady-state solution of the QCL structure is obtained. The gain and current density
are both calculated by the density matrix formalism (Section 4.4) and stored. For
a simulation where the QCL is “on” the light ﬁeld intensity is varied iteratively
until peak gain is equal to the input losses (Section 4.5). The presence of the
light intensity iteration outside of the Schrödinger-Poisson and electron temperature
loops is justiﬁed by the small eﬀect of stimulated emission on the spatial charge
distribution. Additionally, this improves stability and simulation time required.
4.7 Simulation of a resonant phonon QCL
The ﬁrst demonstration of a QCL using resonant-phonon depopulation was in 2003
by Williams et al. [84] which operated in pulsed mode up to heat-sink tempera-
4.7. Simulation of a resonant phonon QCL 54
Figure 4.2: Flowchart for a fully self-consistent density matrix simulation of a QCL.
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tures of 65K. Subsequent iterations of this design [85] have increased the operating
temperature to the current record of 200K at 3.22THz. The bandstructure of this
device (herein referred to as the reference device) is shown in ﬁgure 4.3. Electrons
are injected from state 1’ in the upstream period to the ULL (state 4)1 via selective
tunnelling across the injection barrier and then emit a photon, dropping to the LLL
(state 2). This LLL is coupled with the ﬁrst excited state of the wide well (the
extractor) which lies approximately 36meV above the injector state allowing fast
depopulation via LO phonon scattering. This structure was chosen for comparative
modelling due to its potential for further improvements of its operating temperature
by design optimisation. IFR values of ∆ = 2.8Å and Λ = 100Å were used for the
simulations in this chapter [66, 86].
Figure 4.4 shows the calculated current and gain versus applied ﬁeld for the
structure at temperatures of 50, 100 and 200K with the density matrix approach
with the QCL in an “oﬀ” state. It can be seen that increasing temperature causes
an increase in current density as electron distributions and LO phonon scattering
increase. Gain decreases with increasing temperature due to both the population
inversion decreasing and increasing broadening of the gain. Figure 4.5 shows the
peak gain value as a function of applied ﬁeld and frequency at 50K. The frequency
sweep is completed for the range of 2–4THz where most QCL designs operate. It
can be seen that increasing the applied ﬁeld from 5 kV/cm to 12.2 kV/cm causes the
structure to change from an absorption regime to providing a peak gain value of
55 cm−1 at 3.2THz in good agreement with the results presented in Ref. 8.
The eﬀect of changing lattice temperature on the electron temperature is shown
in ﬁgure 4.6(a). This shows that the Te that provides kinetic energy balance for
the system has two distinct regions. Above ∼70K the electron temperature in-
creases linearly with lattice temperature. Below this value the electron temperature
1States in the upstream period are denoted n’.
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Figure 4.3: Bandstructure and wavefunction plot for the current high temperature
record structure demonstrated in Ref. [8]. ULL, upper lasing level; LLL, lower lasing
level; Ext, extractor; Inj, injector.
is relatively insensitive to changing lattice temperature. This is due both to elas-
tic scattering at low lattice temperatures remaining small at low temperatures and
an increasing contribution from LO-phonon scattering at higher temperatures. Fig-
ure 4.6(b) shows the eﬀect of the changing lattice temperature on the total scattering
rate and LO phonon scattering rate for the 4 → 3 and 2 → 3 transitions present
in the 4-level laser system (i.e level 4 is the ULL, 3 is the LLL, and 2 is the col-
lector/extractor state). This shows that the contributions from other scattering
mechanisms for 4 → 3 remain relatively constant and it is scattering due to LO
phonon emission that increases non-radiative transfer between these states, decreas-
ing the population inversion. Increasing the lattice temperature also increases the
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Figure 4.4: Calculated current and gain at diﬀerent temperatures for the 200K
record structure. With increasing temperature current density increases and peak
gain of the active region decreases.
scattering from the extractor states into the LLL in a process known as “back-ﬁlling”
which further reduces the population inversion. These processes are illustrated in
ﬁgure 4.7.
Figure 4.8 shows the eﬀect of calculating the current density with and without
Figure 4.5: Unclamped spectral gain versus applied ﬁeld calculated at 50K.
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Figure 4.6: (a) Eﬀect of increasing lattice temperature on electron temperature for
the device held at 12.2 kV/cm. (b) Scattering rate between speciﬁed subbands versus
lattice temperature.
Figure 4.7: (a) Non-radiative emission via LO-phonon scattering increases with
temperature as electrons gain enough thermal energy to emit a phonon, reducing
population inversion. (b) Thermal backﬁlling occurs as the lower lasing level is
repopulated with carriers that gain thermal energy in extraction states also reducing
the population inversion.
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Figure 4.8: As calculated DM current (dashed) and current calculated with the drift
mobility model for continuum states described in Section 4.4.
the contribution of continuum leakage current. Simulations for the leakage current
assume that states 1–4 are bound while the population of state 5 (light blue in
ﬁgure 4.3) is a continuum state. It can be seen that this improves the agreement
of the magnitude of the current density: at 11 kV/cm the standard DM current
is ∼700A/cm2 while with leakage included this is ∼1000A/cm2, in line with the
experimental results in Ref. 8. It is noted that the inclusion of further states should
converge to a stable current density value; however this is not found here. This is
attributed to the excessive overlap of wavefunctions lying above the “tight-binding”
conduction band edge with states in the neighbouring period. These states then
typically lie above the barrier material intended to isolate the bound wavefunctions
and are conﬁned by the hard-wall conditions of the Schrödinger solver. Coupling
strengths are overestimated due to this, and give unphysical population densities for
continuum states which are not quasi-bound, despite their detuning from conﬁned
states. Fortunately, this is justiﬁed for the range of ﬁelds applied here since state 5
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is the main parasitic state for tunnelling and scattering processes.
Figure 4.9: (a) Peak gain versus lattice temperature for the record 200K QCL
structure. (b) Current density versus lattice temperature for the same structure in
both “on and “oﬀ” states.
Figure 4.9 shows the eﬀect of the changing lattice and electron temperatures on
the calculated gain and current. In ﬁgure 4.9(a) it can be seen that the gain decreases
from 50 cm−1 at 10K to 13.5 cm−1 at 200K. This value is in reasonable agreement
with the value of 19.6 cm found by Monte-Carlo simulations in Ref. 8 however, the
DM model is not susceptible to unphysical spikes due to hybridisation. The current
density at 12.2 kV/cm is predicted to increase with increasing temperature which
is also found experimentally. Figure 4.9(b) also shows the eﬀect of including the
photon driven transport when the QCL is “on”. In simulations which include the
cavity light ﬁeld interaction, the ﬁeld intensity is increased until gain is clamped to
the losses. At low temperatures the unsaturated gain is much larger than losses at
this applied ﬁeld, and a large light ﬁeld is needed for the gain to be saturated. This
results in a much larger current since electrons undergo stimulated emission and are
moved coherently from the ULL to the LLL. At higher temperatures the excess gain
decreases and the on and oﬀ currents converge when the laser turns oﬀ at 200K
4.8. Comparison to rate equation and NEGF models 61
(simulations done with a ﬁtted loss value of 13.5 cm−1).
The calculated power and applied ﬁeld versus current density are shown in ﬁg-
ure 4.10. Voltage characteristics, output powers, and threshold current densities
agree well with those measured experimentally in Ref. 8. For example, at 10K a
threshold current of 980A/cm2 is predicted by the model and 1000A/cm2 is mea-
sured experimentally. Above 100K the discrepancy between these values increases
and is attributed to experimental phenomenon such as non-linear contact drops and
changing cavity losses. The unusual form of the light-current (L–I) curve is ex-
plained by the NDR predicted by the DM model where the ULL is moving out of
alignment but lasing still occurs. This causes the L–I to fall back on itself with
an unphysical appearance. This is not observed experimentally since the QCLs are
driven by a current source. With a drive current the QCL adapts a bias point where
the tunnelling, intersubband scattering and photon driven transport yield the cur-
rent density supplied to the device. In structures where an NDR exist, two voltage
values may give the desired driving current. Unstable oscillations between these
states cause lasing to cease as soon as this current density is reached. The L–I
curves predicted by the DM model also appear to be linear while experimentally the
rate at which power increases with increasing current reduces. This is attributed to
the increased current causing more self-heating of the device which reduces available
gain.
4.8 Comparison to rate equation and NEGF mod-
els
A comparison of the DM model results (with the QCL in an oﬀ state) are shown in
ﬁgure 4.11 for the reference record QCL at diﬀerent temperatures. It can be seen
that the rate equation approach [82] predicts a large current spike at 9.8 kV/cm
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Figure 4.10: Calculated ﬁeld and emitted power as a function of current density at
diﬀerent lattice temperatures. A ridge area of 10µm×200µm and losses of 13.5 cm−1
were assumed.
while only a shoulder of the main peak is observed with the DM model. This is due
to the limitations presented in Section 4.1 where the rate equation approach was
explained to allow instantaneous transport of electrons when wavefunctions spread
over several periods of the device. It is therefore shown to be important that the time
taken to tunnel across barriers such as the injection barrier be taken into account.
In regions where this unphysical hybridisation of the wavefunctions does not
occur, the gain and current predicted by the devices are similar. The rate equation
approach is shown to also capture the decreasing peak gain with a rate of decay
similar to that predicted by the DM method. However at 200K the rate equation
approach predicts substantially higher gain of 24 cm−1 compared with 13.5 cm−1
predicted by the DM model. The rate equation approach used for these simulations
does not account for cavity light ﬁeld interaction and no comparisons were possible
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Figure 4.11: Comparison of rate equation (dashed) and density matrix (solid) models
applied to the reference QCL at diﬀerent temperatures.
for the QCL in an on state.
A recent investigation has shown that a similar (simpliﬁed) density matrix ap-
proach is suﬃcient to obtain good agreement with experimental and NEGF results
for mid-infrared QCLs [87]. In recent collaborations between the present author and
D. Winge and A. Wacker at the University of Lund, a comparison of the NEGF [71]
and DM approaches for THz designs was completed. These structures are signif-
icantly diﬀerent from mid-IR structures since their energy spacings and therefore
scattering rates are signiﬁcantly diﬀerent. Figure 4.12 shows the current density for
on and oﬀ simulations with these two approaches. Good agreement of the current
density until the shoulder at 11 kV/cm is achieved. Beyond this, the NEGF model
predicts an NDR region. In this model, the energy of the subband states is aﬀected
strongly by its scattering interaction with other states. Under the main alignment
where the DM model predicts a peak at 12.2 kV/cm, the NEGF model predicts a
strong scattering rate due to alignment of subband levels. This shifts the energy
of the ULL and LLL states in energy and decreases the overall current. While the
current is changed due to this scattering, the population inversion required for lasing
4.8. Comparison to rate equation and NEGF models 64
is still achieved in the NEGF model at the correct applied ﬁeld. This is evident by
the QCL turning on and oﬀ at 11 kV/cm and 14.5 kV/cm respectively.
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Figure 4.12: Comparison of DM model presented in this chapter and NEGF model
described in Ref. 71. Good agreement below threshold is achieved for the shape and
magnitude of the current density.
The conﬁned subband states used in the DM model do not change signiﬁcantly
with the scattering rate (only the amount found by the iterative Schrödinger-Poisson
calculation) and therefore this valley where the QCL is lasing is not predicted. This
may indicate an overestimation of scattering on the self-energy calculated by the
NEGF approach. Good agreement in the magnitude of photon-driven current (the
diﬀerence between current in on and oﬀ states at a ﬁxed applied ﬁeld) is achieved.
At peak output power, the diﬀerence is calculated as 500A/cm2 for the DM model
and 580A/cm2 for the NEGF model. These results suggest that the DM model
is capable of obtaining good agreement with experimental QCLs without the need
for computationally intensive NEGF modelling. It is noted that the DM approach
takes around 20 s to complete a simulation for a single bias and temperature point
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to obtain a full gain spectrum on a standard desktop computer. Similar simulations
with the NEGF approach take signiﬁcantly longer to obtain gain measurements at
each frequency sweep point.
4.9 Series resistance in experimental QCLs
Simulated QCL characteristics such as current and power versus current density may
diﬀer from experimental measurements for many reasons. These include the IFR
values, waveguide losses, series resistances, and contact voltage drop eﬀects amongst
other things. While IFR values and waveguide losses aﬀect current densities and
output power directly, the position of these with respect to voltage may also change.
The heterostructure wafer with the active region is typically fabricated into ridges,
with metal deposited on top and either directly below the active region or onto
highly doped substrate material alongside it. These form contacts (as well as provide
conﬁnement for the optical mode) which wire bonds are then attached to so that
current can be supplied to the structure. These contacts can induce a voltage drop
and/or a series resistance Rs, in series with the device that shifts the physical I–V
curve. To estimate the magnitude of the series resistance, the RS is found as [88]:
Rs =
(V ∗ − V )
IA(V )
(4.30)
where V is the simulated voltage drop across the QCL at its main peak, V ∗ is the
resonant experimental voltage (including contacts) and IA is the resonant current
(theoretical or experimental as these should agree).
Several groups have regrown the 200K reference structure since its demonstra-
tion in 2012 [89] in order to improve upon its design, however its peak operating
temperature has not yet been matched. One study presented in Ref. 89 attempted
to use tall AlAs barriers to suppress continuum leakage current. The reference
structure from Ref. [8] was regrown and current densities were shown to be similar
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Figure 4.13: Fitted DM results with experimental results presented by Chan et al.
in Ref. 89 at 50K. DM results have a constant voltage drop of 5V and contact
resistance of 0.8Ω applied.
however the voltages were much higher. Figure 4.13 shows the experimental and
simulated current density for the device at 25K. Values of contact drop and series
resistance were found by trial-and-error until the DM model results had the closest
match with experimental presented by Chan et al. in Ref. 89. Excellent agreement
is obtained with a constant voltage drop of 5V and contact resistance of 0.8Ω.
4.10 Conclusion
A method for the simulation of QCL operation using an extended density matrix
simulation has been described. It includes some coherent eﬀects such as the time
taken for electrons to tunnel through the injection barrier and is capable of including
the cavity light ﬁeld interaction. It has been used to explain the decreasing gain and
therefore decreasing output power performance with increasing lattice temperature.
Increasing temperature leads to increased scattering and reduces the population
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inversion by non-radiative emission where electrons travel up the ULL subband to
emit LO phonons and also the thermal-backﬁlling of the LLL. This model has been
validated by comparing directly to rate equations and NEGF simulations of the
current 200K reference structure and being shown to have similar predictions for
electron transport.
The density matrix results have also been compared with regrowths of the current
high T structure [89] and it was found that ﬁtting with a series resistance and contact
voltage drop are necessary for agreement. This model has been used with all the
material parameters and scattering rate calculations presented in Chapters 2 and 3
for AlGaAs/GaAs QCLs however it may also be used with direct substitution of
parameters for AlGaN/GaN QCLs. The model is used in Chapter 5 to propose
AlxGa1−xN/GaN structures which provide gain. The feasibility of their realisation
are conﬁrmed with investigations in Chapters 7 and 8 on intersubband absorption
and transport.
Chapter 5
QCL active region design
This chapter discusses the design of THz QCL active regions. The DM model
investigated in Chapter 4 is used to investigate various parameters such as doping
level and barrier height that aﬀect QCL gain. A genetic optimisation algorithm is
presented and applied to the current highest temperature AlxGa1−xAs/GaAs design
and it is shown that the diagonality of the lasing transition varies depending on the
operating temperature that the structure is designed for. A previously proposed
AlxGa1−xN/GaN QCL design is modelled and it is shown that gain broadening due
to fast LO phonon scattering and interface roughness scattering lead to insuﬃcient
gain at any temperature. Solutions to these performance degradation mechanisms
are used to optimise a structure, and an output design with emission at 3.25THz
at room temperature is analysed.
5.1 Introduction
QCLs have undergone intensive research over the last two decades with mid-IR
devices achieving high temperature continuous wave operation of over 5W [90].
Terahertz devices have seen much slower progress, and the development of high
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power, room temperature THz devices is highly sought after. The ﬁrst THz QCL
used a bound-to-continuum (BTC) active region [7], however it has been shown
that resonant phonon designs are required for high temperature operation. The
last three record temperature QCLS (178K in 2008 [91], 186K in 2009 [92] and
200K in 2012 [8]) used the RP mechanism and these had small changes in layer
thicknesses with small improvements achieved by lowering cavity losses. Gain cannot
be increased indeﬁnitely with increased doping, and this is shown in Section 5.2.
Alternative techniques must be employed for further progress in THz QCLs.
All of the previous record devices employed barriers with alloy contents of 15%,
however recent investigations [89, 93] have freed this parameter. In Ref. 93 vari-
able height barriers were used to optimise the current record temperature design
and a predicted increase of 31K was achieved. Attempts to realise these structures
experimentally [94] found that maximum lasing temperatures obtained were lower
than that of the reference design; nevertheless this indicates the viability of struc-
tures with diﬀerent barrier heights. The designs used in Refs. [93] and [94] used
two alloy contents for the AlxGa1−xAs barriers which adds additional complexity
for MBE growers who typically calibrate the ﬂux of the Al cell to achieve a desired
alloy concentration. In contrast, Ref. 89 demonstrates the selective replacement of
AlxGa1−xAs barriers with AlAs barriers for which the growth rate does not need
additional calibration, a situation which may be preferred for some growth teams.
A theoretical analysis of these structures is given in Section 5.3.
Automatic optimisation of QCLs could be a promising tool to search a large
parameter space of possible active region designs and this is investigated in Sec-
tion 5.4. The eﬀect of thermal activation on electron distributions within subbands
was shown in Chapter 4 to reduce population inversion and gain. AlxGa1−xN/GaN
is regarded as a promising alternative material due to its larger phonon energy re-
ducing non-radiative emission. Optimisation is then used in Section 5.4 to obtain a
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high temperature design with this material system.
5.2 Effect of doping on gain and dephasing
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Figure 5.1: Gain (solid lines) and current density (dashed lines) calculated for the
current record temperature structure at 12.2 kV/cm versus volume doping density
of the central 5 nm section of the extractor well. The vertical dashed line indicates
the doping level present in Ref. 8.
Equation 4.23 in Chapter 4 suggests that the overall gain of a structure with a
fractional population inversion is proportional to its sheet doping density. Figure 5.1
shows the eﬀect of increased doping on the unsaturated gain and current density at
diﬀerent temperatures. It can be seen that for low temperatures the peak volume
doping density for the central 5 nm of the extractor well is 7.5×1016 cm−3. At 200K
this peak gain is achieved earliest at 6 × 1016 cm−3 which is the doping density of
the experimental record structure at 12.2 kV/cm. The current density is calculated
to increase with doping density as expected, however this increase is sub-linear.
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Current does not increase linearly as scattering due to ionised impurities de-
creases the dephasing time for transport from the injector state into the ULL of
the QCL. This is also evident in the gain–doping characteristics where an increas-
ing inversion occurs until dephasing processes take over at high levels of doping.
These results suggest that for any QCL structure an optimum doping level exists
and simply increasing doping of a device with gain will not oﬀer a route to higher
temperature THz QCL operation.
5.3 Tall-barrier designs
5.3.1 Gain suppression by interface roughness
As described in Section 5.1, changing the barrier heights of AlxGa1−xAs/GaAs QCLs
gives a new degree of freedom to achieve gain at high temperatures. While some
recent investigations have focussed on optimising the optically active states, Ref. 89
uses AlAs barriers to suppress leakage current to continuum states above the max-
imum conduction band edge. By replacing the injector barrier with AlAs as shown
in ﬁgure 5.2, thermally activated carriers in parasitic state n = 5 experience more
conﬁnement. In the experimental results presented in Ref. 89, this device has a lower
threshold current density at temperatures above 150K, indicating reduction of the
thermally activated leakage current. Another device is also presented in Ref. 89
where all barriers were replaced with AlAs, however no lasing was observed and this
was conjectured to be due to excessive interface roughness broadening. Ref. 89 did
not conﬁrm these results theoretically, and no simulations to date have shown the
suppression of gain in THz QCL designs due to AlAs barriers.
Figure 5.3 shows the calculated gain versus applied ﬁeld for each of the structures
in Ref. 89. Similar values of gain are predicted for the reference and structure with an
AlAs injection barrier. However, the design with all AlAs barriers has a peak gain of
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Figure 5.2: (a) Bandstructure and wavefunction plot of sample ’NRC-V775C’
in Ref. 89 at 12.2 kV/cm with an AlAs injection barrier. (b) Same for sample
’OWI230T’ in Ref. 89 where all barriers have been replaced with AlAs to reduce
leakage current.
7 cm−1, despite a low simulated lattice temperature of 10K. This is consistent with
the experimental observations of this device. To conﬁrm that interface roughness
broadening is the main cause of gain suppression in these structures, the interface
roughness height (∆) was lowered to 1.0Å. Figure 5.4 shows how gain recovers to a
peak value of 30 cm−1. The sensitivity of the gain in THz QCLs to the barrier oﬀset
is because the interface roughness scattering rate is proportional to the square of the
interface potential. Therefore an increase from 15% alloy barrier to a 100% alloy
barrier represents a factor of 36 increase. To avoid this, barrier heights should be
kept low, or the overlap of the wavefunctions with the interface should be minimised.
Alternatively, AlAs could be sandwiched between Al0.15Ga0.85As barriers so that the
overlap with the tall barrier is spatially separated from where the wavefunctions are
largest; this technique has been applied successfully to mid-IR QCLs [95].
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Figure 5.3: Gain–bias plot for the reference design and those in Ref. 89. The
reference design and injector AlAs design have similar gain values at 10K however
design with all AlAs barriers is not expected to lase due to insuﬃcient gain due to
IFR broadening.
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Figure 5.4: Gain–bias characteristics for the all AlAs design at 10K with standard
and reduced IFR parameters. Standard parameters: ∆ = 2.8Å, Λ = 100Å. Reduced
parameters: ∆ = 1.0Å, Λ = 100Å.
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Figure 5.5: (a) Schematic of long range variations in layer widths in the x–y plane
which cause variations in subband separations and alignments. (b) Normal distri-
bution of layer widths for various standard deviation values.
5.3.2 Long-range thickness variations
It is also conjectured in Ref. 89 that the design with all AlAs barriers is more sus-
ceptible to long range ﬂuctuations in barrier width. While short range roughness
creates a perturbation that aﬀects the states calculated with a perfect crystal poten-
tial, long range thickness variations change the conﬁnement of the carriers and their
energy separations. While other growth issues such as material inter-diﬀusion have
been studied in QCLs [96], this long range ﬂuctuation has not been investigated.
Figure 5.5(a) shows how uncorrelated variations in the barrier and well materials
change the thickness of the well in the x–y plane. A normal distribution is assumed
for the variation of the layer thicknesses around the intended (nominal) thickness.
Estimates of the standard deviation for typical QCL samples were obtained from a
transmission electron microscopy (TEM) image of an AlxGa1−xAs/GaAs QCL [97].
The standard deviation of the layer thicknesses were then averaged for the state life-
time for a carrier in a typical subband. Values of 1Å were obtained for a typical QCL
structure. Figure 5.6 shows the calculated gain–bias sweeps for the three structures
with various values of standard deviation. For each simulation, layer thicknesses
5.3. Tall-barrier designs 75
6 8 10 12 14
Applied field [kV/cm]
-30
-20
-10
0
10
20
30
40
50
60
G
ai
n 
[1
/cm
]
Nominal
σ = 0.5 Å
σ = 1.0 Å
σ = 2.0 Å
Injector AlAs Reference
All AlAs
Figure 5.6: Simulated gain–bias characteristics for the reference design and those in
Ref. 89 with standard deviation values.
were randomly generated on a normal distribution with a mean value corresponding
to the intended width and standard deviations of 0.5, 1 and 2Å. Gain and current
density data calculated from full self-consistent bias sweeps were averaged over 100
random variations of the structure.
The peak gain of the “reference” structure decreases 13% from 47 cm−1 to
40 cm−1 between the structure calculated with nominal layer widths and with the
inclusion of long range ﬂuctuations with a standard deviation of 2Å. For the “in-
jector AlAs” structure the decrease is 25% from 60 cm−1 to 44 cm−1, and for the
“all AlAs” structure the decrease is 61% from 8.2 cm−1 to 3.2 cm−1. The enhanced
sensitivity of the injector and all AlAs structures is attributed to the narrower in-
jection barrier; as it is small to begin with, small variations in thickness cause more
signiﬁcant variations in the coupling strength and injection alignment. Figure 5.7
shows the gain spectrum versus bias for each value of standard deviation. The gain
spectrum is aﬀected by both a reduction in gain for samples of the structure where
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Figure 5.7: Calculated gain versus frequency and applied ﬁeld for diﬀerent long range
roughness standard deviations for the structure with an AlAs injection barrier.
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Figure 5.8: Current–voltage and light–current characteristics for the injector AlAs
QCL at 10K for various long-range roughness standard deviations.
carrier injection is not eﬃcient, and a broadening eﬀect due to the varying subband
separation of the optical transition. Figure 5.8 shows the calculated I–V and L–I
characteristics for the injector AlAs structure. The reduction in gain leads to a sig-
niﬁcant reduction of emitted output power. From these results it is concluded that
long-range interface roughness can signiﬁcantly aﬀect the optical properties of QCL
structures, and this sensitivity must be accounted for to design robust structures
that are engineered for a particular problem such as tall barriers for leakage current.
5.4 Genetic optimisation of QCLs
QCL active region design is a complicated task to complete manually; changing
the layer thickness of one well to improve alignment or localisation often aﬀects
other states in a non-linear manner. Often a trial-and-error approach is adapted,
and this can lead to only a narrow range of the parameter space being investi-
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Figure 5.9: Genetic optimisation of a THz QCL based on the current high tem-
perature design in Ref. 8. All individuals are sorted by descending gain after each
generation and the top structures are used to generate further random generations.
gated. Automated design techniques have been applied to QCLs previously, such
as the simulated annealing technique [98] and genetic algorithms [99, 100]. Cur-
rently, no genetic optimisation has been applied to the further improvement of the
current highest temperature design in Ref. 8 and this is described in the present
section. Genetic algorithms imitate the process of natural selection by generating
individuals with random variations. The subsequent generation then uses the best
structures (evaluated by some ﬁgure of merit) for the basis upon which to perform
more mutations. When applied to QCL structures, these mutations can be to the
layer thicknesses, doping proﬁle, barrier height or applied bias. The most signiﬁcant
QCL ﬁgure of merit is typically its unsaturated gain, which determines the lasing
power of a structure.
While Section 5.3 discussed the possible beneﬁts of variable height barriers, al-
lowing a genetic algorithm this degree of freedom will likely result in a signiﬁcant
variation in barrier alloy contents which may be a non-trivial issue for growers.
Therefore, in the following optimisations, the barrier alloy fraction is ﬁxed to 15%.
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Additionally, the sheet doping density per period was also restricted to be the same
as the initial structure. Only the QCL layer thicknesses were varied, allowing a ran-
dom layer thickness change between ±20%. For each structure, a full density matrix
simulation is completed and the gain evaluated for a narrow frequency range where
emission is desired. 100 individuals per generation are generated, and their gain
value calculated and sorted. The top ten structures of the previous generation are
then used as a basis to generate ten structures each. Over the course of 20 genera-
tions, 2000 QCL structures are evaluated and the top structure is then characterised
with bias and temperature sweeps. While a ﬁxed electron temperature is assumed
(based oﬀ Figure 4.6) during the optimisation procedure, the characterisation sweeps
are completed with thermal balance included in the simulation. Other input param-
eters are the applied ﬁeld and the lattice temperature that the layer thicknesses are
optimised for. Figure 5.9 shows the evolution graphs for optimisations completed at
lattice temperatures of 10K and 200K. These show that increases between subse-
quent generations become increasingly smaller after the eighth generation, indicating
some convergence on the maximum value possible. The structure optimised at a low
temperature of 10K shows a 45% peak gain increase from 55 cm−1 to 80 cm−1 for
individual 1 in the ﬁrst and twentieth generations respectively while the high temper-
ature 200K optimisation increases the predicted gain from 13 cm−1 to 23 cm−1. The
layer widths for the 10K structure are 42/95/19.4/81.5/28/52/48.5/69Å where
the Al0.15Ga0.85As barriers are in bold, the GaAs wells are in regular text, and the
underlined well section is n-doped with Si at 6.2× 1016 cm−3. The layer widths
for the 200K optimised structure are 32/93.5/26/80/31/59/59.5/48Å where the
underlined well section is n-doped at 5.06× 1016 cm−3.
Figure 5.10(a) shows the evolution of the injector coupling strength (1’→4) sorted
by descending gain in each generation. This indicates this value remains around
1.2meV and variations from this lead to reduced gain; it is also noted that this
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Figure 5.10: (a) Coupling strength for every simulated device sorted as in ﬁgure 5.9
for the 10K genetic optimisation. Solid blue and red lines indicate the ﬁrst and
twentieth generations respectively. (b) Gain and current density versus lattice tem-
perature for the structures optimised at diﬀerent temperatures.
value is similar for optimisations at both temperatures (not shown). The gain and
current characteristics versus lattice temperature for each structure are shown in
ﬁgure 5.10(b). The structure optimised at a low temperature has a large unsaturated
gain at low temperatures however is very sensitive to increasing temperature. On
the contrary, the structure optimised for high temperature operation has a lower
gain at low temperature but is signiﬁcantly less sensitive to temperature increases.
The current densities for the optimised structures are predicted to be ∼50% higher
than the reference structure in Ref. 8. This will lead to larger self-heating of the
device, however pulsed operation may still be feasible.
Figure 5.11 shows the bandstructure for both designs. At low temperatures the
optical transition evolves to have a larger dipole matrix element, however at high
temperatures it is necessary for this transition to become more diagonal to reduce
non-radiative emission processes. z43 reduces from 6.44 nm for the 10K optimised
structure at 12.2 kV/cm to 5.9 nm for the 200K optimised structure. At 200K the
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Figure 5.11: Bandstructure and wavefunction plots of the top structures after genetic
optimisation at 10K and 200K. The arrow indicates an exaggerated change in the
diagonality of the optical transition.
LO phonon scattering rate from state 4 into state 2 is reduced from 4.62×1012 s−1
to 2.66×1012 s−1 between the two designs. These results conﬁrm experimental re-
sults demonstrated in literature that high temperature designs require increasingly
diagonal transitions [101].
5.5 AlxGa1−xN/GaN QCL design
5.5.1 Previous designs
Shortly after the ﬁrst demonstrations of intersubband absorption in
AlxGa1−xN/GaN structures, this material was proposed for QCL active re-
gions [15, 50]. It was shown that the LO phonon energy of 92meV signiﬁcantly
reduces the thermal degradation methods such as non-radiative phonon emission
between the ULL and LLL. Additionally, a design was proposed to exploit the larger
conduction band oﬀset between AlN and GaN of 2 eV which can comfortably conﬁne
subband separations required for emission at 1.55µm [50]. Several THz nitride
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QCLs have been proposed [15, 80, 102–104], however it was shown in Ref. 16 that
these typically underestimate gain broadening due to fast broadening. The models
used for these initial designs took the linewidth typical for AlxGa1−xAs/GaAs QCLs
which is around 2meV [15]. The Frölich coupling constant used in the LO phonon
scattering calculation (Eq. 3.10) depends on the low- and high-frequency dielectric
constants. These values are 10.28 and 5.3 for GaN and 12.9 and 10.89 for GaAs;
indicating a Frölich constant 15 times larger than that for AlxGa1−xAs/GaAs QCLs.
It was shown in Ref. 80 that InyAlxGa1−xN/GaN systems could be engineered so
that the lower laser state is spatially decoupled from the LO phonon extraction well
in a three well structure similar to the current AlxGa1−xAs/GaAs high temperature
design. This design was investigated with a DM model similar to that in Chapter 4,
however the coherent tunnelling extraction transport is treated with spatially
extended wavefunctions. While the barrier is only 3.3 nm, the nitride triangular
well potential extends the distance over which carriers must tunnel and therefore
extraction eﬃciency may be overestimated. Moreover, it is desirable to propose
designs with binary rather than tertiary alloys which are currently grown more
commonly by MBE growers.
The AlxGa1−xN/GaN QCL shown in ﬁgure 5.12 was proposed in 2008 by Bel-
lotti et. al in Ref. 102. This structure is engineered to emit at 2THz and designed
so that the extraction well states are separated by an energy similar to that of the
LO phonon energy. Electrons are injected from the injector state (red) to the ULL
(pink), which emits a photon. The LLL (blue) is then aligned with the extrac-
tion state (green) which is resonantly depopulated to the injector state. Figure 3
in Ref. 102 shows how this design is more insensitive to temperature by a fac-
tor of over three with a population inversion predicted up to room temperature.
Figure 5.13 shows the gain versus applied ﬁeld (calculated with the DM model in
Chapter 4) for this structure with standard and reduced IFR parameters. It is found
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Figure 5.12: Bandstructure and wavefunction plot of the three-well QCL design
presented in Ref. 102.
that the gain predicted in Ref. 102 is only replicated if the IFR roughness height
is reduced to 0.1 nm. Even with this reduction, gain is not predicted at room tem-
perature, and this is attributed to the eﬀect of broadening due to LO phonons also
being neglected. The increased sensitivity of the structure to IFR scattering can
be explained by considering the increased conduction band oﬀset potential at the
AlxGa1−xN/GaN interface; the diﬀerence for a deﬁned alloy value is typically two
times larger than the oﬀset at an AlxGa1−xAs/GaAs interface. Section 5.3 described
how IFR scattering is proportional to the square of this discontinuity, and it is the
same mechanism occurring in this structure.
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Figure 5.13: Calculated gain versus applied ﬁeld for the three-well QCL design
presented in Ref. 102 with standard (solid) and reduced (dashed) IFR roughness
height.
5.5.2 Optimised THz design
The genetic algorithm described previously relies upon the initial structure to deﬁne
the general parameters of the structure: number of wells, alloy content, and number
of bound states. Figure 5.13 showed how IFR scattering reduced the gain of a pre-
vious AlxGa1−xN/GaN QCL and therefore 8% barrier alloy was used for the initial
structure instead of 15% barrier alloy content. This leads to an Al0.08Ga0.92/GaN
discontinuity of 140meV, in line with the typical Al0.15Ga0.85As/GaAs 149meV
discontinuity in the current highest temperature QCL [8]. Assuming similar IFR
parameters (as suggested is possible by Ref. 105, Ref. 106, and the results pre-
sented in Chapter 8) this will reduce gain broadening signiﬁcantly. Additionally,
as shown in Refs. 16, 80, the enhanced LO phonon scattering in AlxGa1−xN/GaN
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Figure 5.14: Bandstructure and wavefunction plot of the optimised AlxGa1−xN/GaN
QCL at 61 kV/cm.
QCLs can make the LLL lifetime too short and broaden the gain excessively; there-
fore, the initial structure had an extra well inserted to improve separation of the
LLL and resonant extraction mechanism, similar to the “hybrid” design presented
in Ref. 107. A similar optimisation to that in Section 5.4 was performed with an
applied ﬁeld of 60 kV/cm. This applied ﬁeld bias was chosen to be in line with other
AlxGa1−xN/GaN QCLs such as that in Ref. 15.
Figure 5.14 shows the calculated bandstructure and wavefunction plot for the
optimised structure at F = 60 kV/cm. The layer widths for this design are
26/35/22/33/22/31/24/59Å where the Al0.08Ga0.92N barriers are in bold, the GaN
wells are in regular text, and the underlined well section is n-doped with Si at
1.2× 1017 cm−3. Electrons are resonantly injected by state 1’ into state 5 which is
17.5meV (4.43THz) above state 4; the injection coupling strength Ω1′5 was calcu-
lated to be 3.57meV. Scattering and lasing transport occurs between states and state
2 (green) is depopulated by LO phonon emission to state 1 which lies 109.6meV be-
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Figure 5.15: Calculated spectral gain versus applied ﬁeld for the optimised
AlxGa1−xN/GaN QCL operating with peak emission at 3.65THz.
low it. Figure 5.15 shows the calculated gain spectrum versus applied ﬁeld at 100K
and 300K. This shows the gain calculated from 2THz to 4THz with gain achieved
after a bias of 40 kV/cm. Peak gain at both temperatures is found to be at 3.65THz
corresponding to the energy transition of state 4 into state 3 in ﬁgure 5.14. The
injector state is therefore found to be state 5, which injects carriers by incoherent
scattering transport. Since the injector and LLL states are spatially decoupled, this
allows a population inversion to be achieved rapidly when the Stark eﬀect changes
the overlap of these states. The lifetime of the lower state is controlled by the overlap
of its wavefunction with states 1 and 2; in this design state 2 is spatially extended
over the optically active well and the phonon extraction well so that the LLL can
remain localised. Figure 5.15 also shows that gain of 26 cm−1 is achieved even at
room temperatures since this injection scheme remains robust due to suppressed LO
phonon scattering caused by the large phonon energy.
Figure 5.16 shows the calculated gain versus applied ﬁeld for the QCL at diﬀerent
temperatures. While the design was optimised with an input ﬁeld of 60 kV/cm, at
lower temperature peak gain can be achieved at 63 kV/cm over a narrow range.
This is not predicted at 300K, and this is attributed to the resonant characteristics
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Figure 5.16: Gain versus applied ﬁeld for the optimised AlxGa1−xN/GaN QCL at
diﬀerent temperatures.
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Figure 5.17: Comparison of peak gain versus lattice temperature for the optimised
AlxGa1−xN/GaN QCL and the current high temperature AlxGa1−xAs/GaAs design
in Ref. 8.
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of incoherent transport. Gain reduces from a peak value of 55 cm−1 to 26 cm−1 at
F = 61 kV/cm as the lattice temperature increases from 100K to 300K. The peak
gain at approximately 50 kV/cm is due to the direct alignment of the ULL with state
1’ of the upstream period. This illustrates the restrictions still faced by an automatic
optimisation program: changing layer widths with ﬁxed barrier heights and applied
ﬁelds may reach some local gain maximum in the parameter space. An extreme
example of this would be that gain is not possible with any possible structure with
zero applied ﬁeld. Similarly, the optimisation has here produced a design which
operates at high temperature, but has several possibilities of applied ﬁeld that will
provide similar gain. Figure 5.17 shows the comparison of the peak gain predicted
by the DM model for the optimised AlxGa1−xN/GaN design with the current high
temperature record design in Ref. 8 at 61 and 12.2 kV/cm respectively. At 300K the
AlxGa1−xN/GaN design is predicted to have a gain of 26 cm−1 suﬃcient to achieve
lasing.
5.6 Conclusion
An analysis of novel QCL designs was presented in this chapter along with ap-
proaches to achieve improvements in gain at diﬀerent temperatures. It was shown
that tall barrier QCLs, which are a form of variable height QCL that is easier for
MBE teams to grow, can improve threshold current performance at high tempera-
tures. This is due to reduced leakage of carriers to continuum states which improves
injection eﬃciency and reduces the self-heating eﬀect which causes further gain
degradation. The density matrix model was used to explain recent experimental
data in Ref. 89 in which structures with all AlAs barriers were not expected to lase
and it was shown in the present work that this is due to excessive interface roughness
broadening which is proportional to the square of the AlxGa1−xAs/GaAs interface
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discontinuity. It was also shown by performing statistically averaged simulations
that a normal distribution applied to the intended layer thicknesses aﬀects these
structures more than typical constant 15% alloy QCLs due to narrower layers.
Genetic optimisation methods have been shown previously to improve character-
istics such as the dynamic operating range of QCLs, however further improvements
on the current high temperature QCL design have not been achieved. This approach
was applied to the reference structure to show how QCL performance metrics (such
as unsaturated gain) can be optimised for diﬀerent temperatures. For example, low
temperature QCLs can be engineered to have a large output power at low temper-
atures but not operate at 200K. Conversely, a design that operates at 200K can
be achieved however its performance at low temperatures will be inferior to the
previous case due to increased diagonality of the optical transition. Furthermore,
it was shown that injection coupling strengths converged to values of 1.2meV over
20 generations of the genetic algorithm. Using the concepts learned from this anal-
ysis of AlxGa1−xAs/GaAs designs, an initial design with lower alloy content and
an additional quantum well were used for optimisation of an AlxGa1−xN/GaN de-
sign. The optimised design was shown to have a gain of 26 cm−1 at 3.65THz at
300K which has been shown to be suﬃcient for lasing. The results presented in
Chapter 4 have validated the density matrix approach for AlxGa1−xAs/GaAs de-
signs and it is shown in Chapters 7 and 8 that the scattering rates used can also
achieve good agreement with experimentally observed AlxGa1−xN/GaN optical and
electronic transport properties.
Chapter 6
Origin of voltage signals in THz
QCL self-mixing interferometry
This chapter presents the application of the density matrix model to bound-to-
continuum QCLs used in self-mixing interferometry. This is one technique in which
QCLs can be used in interferometry applications to exploit the promising properties
of terahertz radiation. By calculating the change in photon-driven current due to a
varying cavity light ﬁeld, a model is developed that can replicate the experimentally
observed magnitude of self-mixing signal with excellent agreement and attribute it
to the local gradient of the I–V curve.
6.1 Introduction
Self-mixing (SM) interferometry refers to the partial reinjection of radiation emitted
from a laser. The injected radiation ﬁeld interacts with the intra-cavity ﬁeld causing
measurable variations of the QCL terminal voltage and their optical properties.
The ﬁrst demonstration of this eﬀect was the detection of Doppler shifts caused by
moving remote reﬂectors with gas lasers in 1968 [108]. Important developments using
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Figure 6.1: Experimental schematics for self-mixing imaging with a THz QCL.
(a) THz beam is focussed onto target ﬁxed to translational stage. Feedback is
modulated by the optical chopper which is used by the lock-in ampliﬁer to acquire
the modulation-amplitude of the self mixing signal. (Osc.=oscilloscope). (b) Col-
limated beam is focused onto oscillating target (e.g. speaker sub-woofer) which is
driven by a sinusoidal voltage. SM signals are also measured by the eﬀect of SM
on the power emitted from the back facet with a helium-cooled bolometer, D. In
both setups, the QCL is driven by a constant current and the voltage variations are
measured with an AC-coupled diﬀerential ampliﬁer.
this principle were its use in a self-mixing interferometer to measure optical path
length in 1978 [109], and the demonstration of SM with a laser diode in 1986 [110].
The theory of SM with conventional laser sources is well studied and explained by the
Lang–Kobayashi approach [111]. Its eﬀect has only recently been demonstrated in
THz QCLs [29] for imaging in 2011 by Dean et al. following the use of SM to measure
the linewidth enhancement factor of THz QCLs [112] in 2008. SM techniques have
been applied to displacement sensing [113], high-resolution imaging of concealed
objects [30] and 3D imaging of materials using swept frequency interferometry [114].
Figure 6.1(a) shows an experimental set up for a self mixing scheme where emit-
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ted THz radiation from one facet is focussed onto a target on a translational stage.
The QCL is driven slightly above threshold current and the optical feedback is
modulated mechanically by an optical chopper. Reﬂected emission from this target
(several %) of the emitted ﬁeld strength is reinjected into the cavity and the eﬀect
of this on the QCL is measured. While SM signals can be extracted from the cavity
optical power with an embedded photodetector, THz QCL measurements are typi-
cally done by measuring the change in voltage across terminals with an AC-coupled
diﬀerential ampliﬁer [29]. In this way, the QCL is used as both a source and detector
without the need for extra cryogenic cooling for detectors which is an advantage for
possible applications. Alternatively, another setup (ﬁgure 6.1(b)) for velocimetry
measurements consists of collimated THz radiation incident on an oscillating target
such as a speaker sub-woofer driven by a sinusoidal voltage [113]. In this setup, the
varying power emitted during SM from the back facet of the device is collected by a
helium-cooled bolometer and an oscilloscope is used with the diﬀerential ampliﬁer to
measure terminal voltage ﬂuctuations. These techniques have been used recently to
acquire high-resolution images of objects through varying levels of attenuation and
optical path lengths [113]. The upper limit for coherent detection is limited by the
linewidth of the free-running laser, which is very small for QCLs (∆f ∼ 20–30 kHz)
leading to a possible maximum path length of ∼ 10 km [30].
An approximation of conventional modelling techniques (such as approaches in
Refs. 113 and 115) is the assumption that measured voltage variations are linear
with respect to the cavity change in power, ∆P such that:
∆VSM ∝ ∆P (6.1)
This is not fully justiﬁed in QCL structures since carrier transport is dominated by
the mechanisms of subband alignment, intersubband scattering and photon driven
transport. Indeed, ﬁgure 2(b) in Ref. 29 shows peak sensitivity of a bound-to-
continuum (BTC) QCL near threshold and decreasing with increasing current.
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Ref. 116 presents a scheme to calculate the terminal voltage response for QCLs,
however this approach adapts some approximations typical for diode lasers such as
Boltzmanns law of carrier concentration for a changing diode voltage. Recent ex-
perimental results shared by P. Dean and colleagues (unpublished) of a BTC device
with the same structure as in Ref. 29 has demonstrated a signiﬁcant increase in
sensitivity near cut-oﬀ and is the motivation for the present work to explain the
underlying physics. BTC devices are preferred for self-mixing interferometry due
to their low current densities that allow continuous wave operation. However, they
are inherently more complex due to there being over 9 states in each period of the
active region leading to an increase in computational expense and uncertainty over
the contributions from incoherent and coherent transport.
6.2 Modelling of BTC QCLs
6.2.1 Reduced rate equations
Chapter 4 presented a density matrix model capable of replicating THz QCL power–
current and voltage–current characteristics. In addition to this work, the present
author has contributed to the modelling of BTC QCLs with a reduced rate equation
(RRE) approach in Ref. 117. In this work, Agnew et al. use parameters calculated
with full rate equations in a time dependent model which couples the ULL and LLL
populations, photon densities and temperature of the active region over time. This
dynamical model improved upon previous reduced rate equation approaches [118]
which assumed ﬁxed laser parameters irrespective of applied bias and temperature,
an approach only valid near the conditions they were calculated for. Figure 6.2(a)
shows the calculated and experimental L–I characteristics for a 2.9THz QCL along
with experimental data (inset). Excellent agreement of threshold current, roll-over
and cut-oﬀ current is achieved as well as decreasing emitted power with increas-
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Figure 6.2: (a) Calculated optical output power versus current for a 2.9THz QCL
at diﬀerent temperatures. Inset shows experimentally measured data with temper-
atures corresponding the same colours in the main ﬁgure. (b) Calculated emitted
power and populations over time; a steady state condition is reached after 150 ps.
Adapted from joint publication with G. Agnew [117].
ing temperature. However, the rate equation approach used to evaluate the QCL
parameters was shown in Chapter 4 to have signiﬁcant weaknesses due to state hy-
bridisation. Extensive polynomial ﬁtting of the full rate equation output is necessary
to obtain input to the reduced rate equation. While this is only necessary once, it is
nevertheless beneﬁcial to calculate QCL parameters with a more reliable model such
as the density matrix approach. It is noteworthy that reduced rate equations be-
have intuitively and may be able to capture the dynamics of QCLs under self-mixing.
Most signiﬁcantly, the inclusion of self-heating eﬀects during operation means that
it is applicable to QCLs which work under pulsed operation, allowing a feasibility
study of SM with QCLs near their limits of high temperature performance.
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Figure 6.3: Bandstructure and wavefunction plot for a 2.6THz BTC QCL at an
applied ﬁeld of 2.1 kV/cm.
6.2.2 Density matrix modelling
The DM model described in Chapter 4 is capable of accounting for the eﬀect of
light ﬁeld strength on active region current. This eﬀect occurs as stimulated emis-
sion drives current through the device between lasing states. Figure 6.3 shows the
wavefunction and bandstructure of the 2.6THz BTC QCL with 9 states per period
at its designed alignment ﬁeld of 2.1 kV/cm. Lasing occurs between the red (ULL)
and blue (LLL) states with fast depopulation of the LLL by a miniband of states
lying close in energy. To date, DM modelling of BTC QCLs in materials other than
SiGe [73] has not been demonstrated. Figure 6.4 shows the comparison of the experi-
mental and simulated I–V and L–I characteristics assuming cavity losses of 18 cm−1
and IFR parameters of ∆=1.3Å and Λ=100Å. Also shown are the simulated I–V
characteristics assuming a series resistance of 2Ω applied as described in Chapter 8.
Excellent agreement is achieved for the threshold current density, magnitude of the
output power, and voltage characteristics. It is important for the following work to
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Figure 6.4: Simulated and experimental L–I and V –I data for the BTC device
grown and characterised by colleagues at the University of Leeds and shared by
P. Dean.
note that the experimental I–V curve exhibits an NDR like feature at ≈ 260A/cm2
where voltage current no longer increases with voltage. This is also evident in the
modelling results which use the applied ﬁeld as an input parameter. Above a bias
of 4V (with contact resistance applied) the experimentally measured current does
not increase further. This is due to there being no state lying energetically close
above the ULL as shown in ﬁgure 6.3. As discussed in Chapter 4, NDR features in
current-driven QCLs cause oscillations between voltages where current is equivalent
to the driving current and this NDR feature prevents the QCL from lasing at this
current density. In contrast, the density matrix calculated lasing stops naturally at
this current density due to the losses and IFR values chosen.
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6.3 Three mirror cavity loss
During operation, the laser cavity ﬁeld reaches a steady state magnitude where the
gain is clamped to the losses of the cavity as discussed in Chapter 4. Typically, the
laser cavity and target are treated as a three mirror cavity with its own associated
loss (or the threshold gain value) [115]. In a simple picture, if the target reﬂector
(third mirror) is positioned so that it reﬂects precisely at a node of the emitted
standing wave, then the reﬂected (and reinjected) radiation will be 180 degrees out
of phase to the emitted radiation. In the classical wave picture of electromagnetic
radiation, waves can interfere constructively or destructively as is the case with light
ﬁelds with opposite phase interacting. Since it is typically asserted that cavity gain
is always clamped to cavity losses, it follows that for a QCL operating with a ﬁxed
applied bias, the cavity ﬁeld strength will decrease when interacting destructively
with a ﬁeld out of phase. This reduction in the magnitude of the cavity light ﬁeld
can be represented by a new cavity loss which varies according to the phase and
magnitude of reinjected radiation.
The eﬀect of changing cavity loss on the simulated current and predicted output
power is signiﬁcant. Figure 6.5 (and direct side-on view in ﬁgure 6.6) show the eﬀect
of changing loss on current density at each applied bias point at 25K. This shows a
gradient in current above the threshold current of 210A/cm2 for low to mid values
of cavity loss. Increased cavity loss results in higher threshold currents and this is
evident from the horizontal grid lines remaining ﬂat at high losses. Separation of
grid lines indicates the gradient of the I–V curve along the applied ﬁeld axis. It was
found that above threshold, a change in cavity loss of 1 cm−1 results in a change in
cavity current of approximately 0.9085A/cm2 around the loss value of 12 cm−1.
6.3. Three mirror cavity loss 98
10
15
20 0
2
4
0
200
400
Applied field [kV/cm]Loss [1/cm]
Cu
rre
nt
 d
en
sit
y 
[A
/cm
2 ]
Figure 6.5: Calculated current density for QCL under lasing operation at 25K.
Changing cavity loss changes the threshold gain and lasing power which varies the
photon driven current.
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Figure 6.6: Calculated current density versus loss along the applied ﬁeld axis. At
lower losses the cavity power and current density increase.
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Changing the threshold gain has a signiﬁcant eﬀect on the emitted power of
the QCL since it changes the required cavity ﬁeld strength required for clamping.
Figure 6.7 shows the calculated emitted power versus cavity loss and applied ﬁeld.
This shows peak output power predicted at 2.1 kV/cm for losses between 10 and
20 cm−1. Peak emitted power is predicted to decrease from 10mW to 0.5mW over
this range and the threshold applied ﬁeld increases gradually from 1.7 kV/cm to
1.9 kV/cm.
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Figure 6.7: Simulated emitted cavity power versus applied ﬁeld and loss. Peak
power is achieved with states aligned at 2.1 kV/cm.
6.4 QCL terminal voltage variations
Self-mixing setups such as those shown in ﬁgure 6.1 have a complex combination of
standing wave formations for the lasing cavity and three mirror cavity. The QCL
cavity with its own lasing cavity ﬁeld emits radiation from its facet which travels
to the target, is reﬂected and is reinjected to the cavity as shown in ﬁgure 6.8. In
chopper modulated and oscillating target setups, the changed phase of the returning
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Figure 6.8: Schematic for origin of changing cavity loss for a three mirror system.
The resultant cavity ﬁeld depends on both the magnitude and phase of the reinjected
radiation. When constructive (destructive) interference occurs the equivalent system
losses decrease (increase).
light ﬁeld and the cavity ﬁeld phase interact; this changes the emission frequency
of the QCL so that the ﬁeld is continuous across the facet boundary. Typically this
is solved for using the excess phase equation in the Lang-Kobayashi approach [111].
This is neglected here for simplicity and it is assumed that only the classical in-
teraction of waves occurs. However, it is shown that excellent agreement between
simulations and experimental work is achieved for steady state conditions with this
approach. For an example oscillating target setup, the radiative power, P , emitted
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from the laser back facet will vary according to:
P (τext) = P0 [1 +mcos(τext)] (6.2)
where P0 is the unperturbed (free-running) laser power and m is an amplitude
factor proportional to ǫ
√
Rext [113]. ǫ is the coupling-eﬃciency factor to account for
optical losses such as external cavity attenuation, and mismatch between emitted
and reﬂected radiation.
Equation (6.2) states that at points where the cosine function equals 1, the
maximum change in power will occur (∆P )max = mP0. For weak feedback, this
will be a factor of a few percent change. Assuming trial values of Rext = 0.25
for an aluminium target such as the plate used in Ref. 113 and ǫ = 0.1 yields a
peak variation of ≈ 5% due to interaction with reinjected radiation. While these
choices are arbitrary as the coupling of reinjection back into the cavity is unknown
here experimentally, it is typically accepted that several percent of emitted power is
reinjected depending on the feedback strength regime. To obtain the experimental
peak change in power/voltage for chopper modulated systems, the target position
is varied to ﬁnd the position where the self mixing signal is largest at each current
point.
Figure 6.9 shows the interpolated data for applied ﬁeld values (without any
contact resistance eﬀect) for desired current density and cavity loss values. The un-
derlying concept of this lookup table is to ﬁnd the required device bias and photon
ﬁeld strength combination that gives the QCL drive current. For example, if the
virtual cavity loss increases, then threshold gain increases and power subsequently
decreases. This implies reduced photon driven transport and a diﬀerent (typically
higher) bias ﬁeld across the active region to supply the correct current which is held
constant. For the case where the cavity loss decreases then the opposite is true
and typically the required bias is reduced. To ﬁnd the cavity loss value required
for a given cavity power including feedback, a similar lookup table is produced at
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Figure 6.9: Calculation of applied ﬁeld values necessary for a QCL drive current
and loss value for the BTC structure at 25K.
each current drive density. The assumed free-running loss value and current density
parameters are used ﬁrst to establish the loss value after reinjection, which is then
used with current density to ﬁnd the applied ﬁeld. By ﬁnding the diﬀerence between
free-running QCL bias and the QCL bias under feedback, the self-mixing voltage
is extracted as shown in ﬁgure 6.10 along with results of the recent experimental
device and calculated diﬀerential resistance.1 Reasonable agreement between the
magnitude and features of the device are found. By comparing the VSM and calcu-
lated diﬀerential resistance it is clear these are related. The calculated diﬀerential
resistance has features very similar to the experimental self mixing voltage signal
however the theoretical Vsm calculation does not have a similar maximum peak.
This is due to the the calculated and experimental QCLs being in diﬀerent regions
of their light output roll-over curve. The calculated L value with the assumed free
running loss has almost turned oﬀ at the current density where a large Vsm peak is
1This was achieved with a variation around a reference loss of 12 cm−1 which gave the best
agreement with experimental VSM measurements. The loss value of 18 cm−1 used for ﬁgure 6.4
however was ﬁtted for agreement with threshold and cut oﬀ current densities.
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Figure 6.10: Comparison of peak self-mixing terminal voltage signal calculated with
the density matrix solver and experimental data provided by colleagues at the Uni-
versity of Leeds. Calculated diﬀerential resistance is also shown.
observed experimentally. The change in current and therefore self-mixing signal are
then small at this point. Conversely, the experimental QCL cuts oﬀ due to the NDR
feature where it appears to be near its peak output power. It would be desirable to
ﬁt the position of the DM peak light current however this depends on several ﬁtting
parameters such as IFR values and waveguide losses. Nevertheless it is shown in
the next section that combining these results with the experimental I-V curve can
give good agreement with the voltage variation. To summarise, it is proposed that
the peak observed experimentally is due to the QCL changing voltage over a larger
range to achieve the ﬁeld required for scattering current and photon driven current
to be equal to the drive current.
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6.5 Hybrid model - combining DM results with
experimental I–V
Figure 6.11: Current density versus loss applied to experimentally measured I–V
data of the QCL.
The previous section demonstrated how the sensitivity of the QCL at each current
point is highly dependent on the local gradient of the I–V curve. Although the
carrier transport and light interaction abilities of the DM model can obtain good
agreement with experimental data, there will be typically many unaccounted for
eﬀects occurring in experimental devices. These can include contact resistance,
contact voltage drops, parasitic currents and device heating. Therefore it is desirable
to combine the current–light response calculated by the DM model with the actual
experimental V –I curve. Over large changes in cavity ﬁeld intensity the squared
dependence of the power will make this approach invalid however the small change
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in cavity power allows a linear correlation between power and current. Values of
dP/dLoss = −3.8 × 10−4 Wcm and dJ/dLoss = −0.9 A/cm were extracted from
the DM model for the QCL at 2.1 kV/cm. These gradients were applied to the
experimental V –I and L–I curves over a small range of loss values. The magnitude
of loss value used here is arbitrary as long as the assumed free-running loss lies
reasonably within the range since the applied current gradient is linear. Figure 6.11
shows the raw data with this gradient applied to obtain predicted current density
for a changing cavity loss for each applied ﬁeld.
Figure 6.12 shows the data then interpolated to ﬁnd applied ﬁeld points equiv-
alent to each current density and loss values. It can be seen that at lower current
densities (< 260 A/cm2) that the gradient of the applied ﬁeld change with the loss is
small by the grid lines almost parallel with the y− axis. However, at approximately
260A/cm2 a large miscut occurs and the gradient of voltage change increases signiﬁ-
cantly. As in the case of the theoretical work, this is attributed to the ﬁeld requiring
large changes in voltage to acquire alignment of subbands so that scattering current
and photon driven current equal the driving current. The unusual characteristic of
this experimental device is that the signiﬁcant plateau of current with respect to
voltage is similar to an NDR feature however the QCL continues to lase with current
increasing just into the NDR region. Figure 6.13 shows the predicted VSM simulated
with this “hybrid” method of combining results of the DM model with the exper-
imental data. This shows the peak self-mixing signal as a function of current for
both measurements done with a chopper and an oscillating target. The diﬀerence
in magnitude for the experimentally measured signal for chopper modulated and
oscillating target approaches is attributed to the chopper modulated measurements
being done manually. Excellent agreement between the position of the peak signal is
obtained indicating that this large peak is related to the I–V curve. The magnitude
of the peak also has good agreement assuming a constant 5% reinjection of cavity
6.6. Conclusion 106
Figure 6.12: Interpolated bias ﬁeld required for a given loss and drive current using
the data presented in ﬁgure 6.11.
light. At lower current densities, the simulated VSM is signiﬁcantly smaller than that
measured experimentally. This is likely due to the coupling eﬃciency of reinjected
radiation changing depending on the emitted and reﬂected power which themselves
depend on the current density. Peak output power is achieved at 260A/cm2 before
the QCL abruptly turns oﬀ; it is proposed that the percentage of reinjected light
(compared with emitted light) is greatest at this point experimentally.
6.6 Conclusion
In this chapter the usefulness of the density matrix model has been demonstrated
by applying it to a THz BTC QCL. Its inclusion of eﬀects of light interaction with
the cavity allows the current response of the QCL to be calculated depending on
6.6. Conclusion 107
200 220 240 260 280
0
0.05
0.1
0.15
0.2
Current density [A/cm2]
Se
lf−
m
ix
in
g 
sig
na
l [
V]
 
 
Simulation hybrid
Vsm chopper
Vsm osc
Figure 6.13: Comparison of peak self-mixing terminal voltage signal calculated with
the “hybrid” model to experimental data provided by colleagues at the University
of Leeds.
a changing cavity loss which the gain is clamped to. Self-mixing interferometry
is a promising application of QCLs since it allows the QCL to be used as both a
source and detector. By applying the model to this situation, an explanation for
the origin of terminal voltage variations is presented for QCLs for the ﬁrst time. By
combining experimental I–V data of a QCL recently characterised by colleagues,
excellent agreement is obtained for the magnitude and position of peak self-mixing
signal with respect to the QCL drive current. This model could be used to design
and evaluate QCLs tailored to have large sensitivities at desired wavelengths.
Chapter 7
AlGaN/GaN intersubband
absorption
The characterisation of intersubband absorption is a critical ﬁrst step toward nitride
QCL or QWIP structures. Demonstration of absorption between the discrete en-
ergy states requires low defect densities, understanding of the internal electric ﬁelds
present, and low enough interface roughness that does not broaden the linewidth
to a value where peak absorption is weak. To date, it has been demonstrated in
both polar and non-polar structures at near-IR and THz wavelengths. This chapter
will describe a systematic investigation and comparison with experimental devices
grown and characterised by collaborators at Purdue University presented in Ref. 32
and results are based therein.1 This theoretical work uses the scattering mechanisms
discussed in Chapter 3 to establish agreement of simulated linewidth for both ranges
of the electromagnetic spectrum.
1Additionally, the scattering rate calculations are presented in a conference publication in
Ref. [31] as well as the present authors 2012 University of Leeds transfer report.
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7.1 Introduction
Nitride absorption at near-infrared wavelengths was ﬁrst demonstrated in 1999 [13]
and subsequent studies [13, 14, 119] have observed a signiﬁcant blue-shift of the ex-
perimental peak energy with calculated subband energies. It was shown in Ref. 17
that the inclusion of many-body eﬀects such as the depolarisation shift, excitonic
correction and exchange correlation perturbation are necessary to obtain experimen-
tal and theoretical agreement. Intersubband absorption with linewidths of 10–20%
have been shown for transition energies of 600–800meV [17, 32]. Initial scatter-
ing rate calculations in 1.55µm quantum wells [120, 121] suggested that the fastest
intra-subband scattering mechanism is LO phonon scattering. However, only results
for intrasubband scattering in the ground state were calculated. It was shown in
Chapter 4 that gain due to an inversion between two states is aﬀected by the lifetime
of both states. This is also true in the case of intersubband absorption, and in the
present work it was found that this leads to signiﬁcantly diﬀerent predictions for the
dominant scattering contributions to the linewidth.
7.2 Intersubband Absorption
The intersubband absorption of a photon with angular frequency ω is calculated
by [31, 122]:
Aif(ω) =
e2ω
2nǫ0c
|Mij|2
∫ ∞
0
L(~ω, ~ω0, k
2
t )Fif(k
2
t )dk
2
t , (7.1)
where n is the refractive index, c the velocity of light, ǫ is the vacuum permittivity,
~ω and ~ω0 are the photon and eﬀective absorption energies and Mij is the dipole
transition matrix element. Fif accounts for the diﬀerence in population and is
the diﬀerence of Fermi-Dirac factors for the two states at wavevector k. L is the
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normalized Lorentzian:
L(~ω, ~ω0, k
2
t ) =
Γ/2π
(~ω − ~ω0)2 + (Γ/2)2 , (7.2)
where Γ is the FWHM broadening of the absorption spectra. ~ω0 has an in-plane
wavevector, kt, dependent component and includes the eﬀects of non-parabolicity in
the transverse direction. This introduces a small broadening depending on the elec-
tron distribution within the subband. The transition energy between two subbands
at a particular wavevector ~ω0 becomes [122]:
~ω0 = E0f − E0i + k
2
t ~
2
2mif
, (7.3)
where m−1if is the diﬀerence of reciprocal in-plane masses m
−1
if = m
−1
||f − m−1||i with
m|| having a diﬀerent change than the perpendicular case, i.e. m∗||(E) = m
∗[1 +
(2α′ + β)(E − U)] [38]. The Schrödinger-Poisson and absorption calculations were
done using two values of non-parabolicity α values (0.3 and 0.6 eV−1) reported in
literature [17, 122], however it was found that α = 0.3 eV gives better agreement
with experimental values of absorption energy. The quantum well material GaN
value of β was taken as 0.049 eV−1 [122].
7.3 Absorption broadening mechanisms
The incoherent scattering processes discussed in Chapter 3 will aﬀect state lifetimes
which introduce an energy broadening. The lifetime, τbroad, used to determine life-
time broadening is given by [64]:
1
τbroad
=
1
2τi
+
1
2τf
+
1
τii
+
1
τff
(7.4)
where τi and τii are the the inter- and intrasubband scattering lifetimes, respectively
of state i. In addition to homogeneous lifetime broadening, the absorption spectra
will also be broadened by the presence of wells with varying thickness. These well
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ﬂuctuations in the x–y plane cause energy separations to ﬂuctuate and for the total
absorption to be broadened accordingly. At high doping densities subband popu-
lations increasingly occupy high subband wavevectors where non-parabolic eﬀects
become apparent. Noting that photon interactions are strictly vertical, the diﬀerence
in energy between diﬀerent states increases with increasing wavevector. While this
introduces a broadening eﬀect, it is negligible during the absorption integral for even
the high doping densities observed here. The scattering rate calculations used in this
chapter were completed with the integral step numbers of nk = 15, nΘ = 15 and
nq = 15 for the wavevector, scattering angle, and scattering magnitude respectively
to reduce computational time.
7.4 Many-body effects
At high carrier densities, many-body eﬀects can alter the position of the absorption
peak energy signiﬁcantly due to interactions beyond the electrostatic potential and
Coulomb scattering. The exchange interaction (an eﬀect due to interaction with
identical particles) is included as a perturbation to the ground state E1 as [17, 31, 32]:
∆Eexch1 =−
e2
2ǫ0ǫr
∫ +∞
−∞
dz
∫ +∞
−∞
dz′
∫ kF
0
k′dk′
2π
e−k
′|z−z′|
k′
× |Ψ1(z′)|2|Ψ1(z)|2,
(7.5)
where ǫr is the dielectric constant of the QW material (GaN). The modulus of the
in-plane wave vector is given by k′ and kF is related to the surface free carrier density,
ns (approximated to be that of the populations in a single isolated quantum well)
by kF =
√
2πns. Ψ1 is the ground state wavefunction in the well. The eﬀective
resonant absorption energy used by the Lorentzian in Eq. (7.1) is modiﬁed from
that calculated without many-body eﬀects to [17]:
~ω0 = ~ω12
√
1 + α− β (7.6)
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where ~ω12 is the intersubband transition energy between ground and ﬁrst excited
states. The depolarisation shift, α, introduces a blue-shift to the transition due to
resonant screening by the electron plasma, and the excitonic correction, β, causes
a smaller transition red-shift due to interaction with the ground quasi-hole which
includes correlation eﬀects. These are given by [17, 31, 32]:
α =
2e2ns
ǫ0ǫre12
∫ +∞
−∞
dz
(∫ z
−∞
dz′Ψ1(z
′)Ψ2(z
′)
)2
, (7.7)
where ns is again approximated as the surface carrier density of the isolated well,
and the excitonic correction is calculated as:
β =
2ns
e12
∫ +∞
−∞
dz|Ψ1(z)|2|Ψ2(z)|2∂Vxc[n(z)]
∂n(z)
, (7.8)
Vxc[n(z)] is calculated as a function of the spatially dependent 3D carrier density
n(z) given by Eq. 2.19 as:
Vxc[n(z)] =− 2
rs
(
9
4π2
)1/3 e2
8πǫ0ǫra∗
×
[
1 + 0.7734
rs
21
ln
(
1 +
21
rs
)]
, (7.9)
with dimensionless parameter rs = 3
√
3
4π(a∗)3n(z)
and the eﬀective Bohr radius a∗ =
4πǫ0~2
m0e2
ǫr
m∗/m0
[17, 31, 32].
7.5 Polar GaN near-IR absorption
The large energy spacing required for near-IR wavelength transitions oﬀers some
advantages over THz spacings since intersubband scattering is expected to be slow
even at high temperatures. However, it requires very narrow well widths (around
3 nm compared with 6 nm for THz absorption). The devices investigated in this
work were grown and characterised at Purdue University, USA and modelled in
collaboration with the author [32]. These devices were grown by MBE on free-
standing GaN substrates with dislocation densities of the order of 1×106 cm−2. They
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consist of 15 repetitions of a 26Å Al0.18Ga0.82N barrier/26Å GaN well structure.
This study included a range of growth variations, however the following scattering
rate investigations are comparable to samples D, E-1, and E-2. These samples vary
only the position of the well delta doping which is predicted not to be ionised in
simulation, and therefore should be equivalent. The large diﬀerence in observed
superlattice absorption FWHMs was attributed to the growth pause necessary for
delta doping improving AlGaN/GaN interface quality. The superlattice structure
was grown on top of an undoped GaN buﬀer layer and capped with a 2.6 nm GaN
layer.
7.5.1 Calculation of absorption bandstructures
Bandstructure calculations were calculated with the Fermi energy pinned to half
the bandgap below the GaN cap bandedge. This pinning level was suggested in
Ref. 123 to be due to Al dangling-bonds on the Al-polar (0001) surface for large
alloy fractions. The practical eﬀect of this is negligible as the system will converge
to a similar bandstructure for most wells irrespective of the position of the Fermi-
level. Only the unpopulated wells near the surface of the device will be aﬀected,
as the ﬁeld required to have no voltage drop across the device varies. Each itera-
tion of the Schrödinger-Poisson loop was damped by 99.9% such that only 0.1% of
the newly calculated Poisson potential was added to the conduction band potential.
This is necessary for a stable convergence toward a steady state bandstructure due
to the large internal ﬁelds. In the ﬁrst S–P iteration (shown in ﬁgure 7.1(a)), the
bulk/superlattice interface lies far below the pinned Fermi energy, causing the ﬁrst
several wells to have a large sheet density with carriers donated from the intended
doping proﬁle. Without damping, this large sheet density will cause a large local
Poisson potential pushing these wells well above the Fermi energy. Subsequent iter-
ations will oscillate between these two situations; however with damping the Poisson
7.5. Polar GaN near-IR absorption 114
Figure 7.1: (a) Initial and converged bandstructure calculated for near-IR samples
described in Ref. [32]. (b) As grown doping proﬁle and ionised doping proﬁle pre-
dicted by simulation. (c) Bandstructure and wavefunction plot for one well of the
structure. Also shown is the ionised doping proﬁle to show proximity of ionised
impurities and wavefunctions.
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potential will gradually converge to a steady value which can be combined with the
conduction band potential without ﬁelds. Figure 7.1(b) shows how this converged
bandstructure leads to only partial ionisation of the dopants given to the well as
they lie below the system Fermi energy. It is found that all of the barrier dopants
are ionised, while only the states lying at the very left of each triangular well are
partially ionised, with no ionisation of the delta doping whether it is placed at either
the middle or end of the well. Figure 7.1(c) shows the conﬁned wavefunctions for
one complete well and the ionised doping proﬁle. Due to the high doping densities
of nitride absorption structures, it is expected that the Coulombic interactions (im-
purity and electron–electron scattering) will contribute signiﬁcantly to the linewidth
via lifetime broadening [17]. Assuming nominal layer thicknesses, the energy diﬀer-
ence between ground and ﬁrst excited states (∆E) is 478.8meV (without correcting
for many-body eﬀects) while the experimental peak is 654meV for Sample D. In-
cluding the exchange interaction perturbation this becomes 608.37meV, and with
excitonic and depolarisation shifts this becomes 675.58meV in reasonable agreement
with experiment.1
Broadening was estimated by calculating the scattering rates for the ground and
ﬁrst excited states due to the mechanisms described in Chapter 3. Table 7.1 shows
the relative contribution of each mechanism for the device with the intended well
width and doping density. The lowest experimental linewidth value for this structure
measured in Ref. [32] was 87meV. Intrasubband scattering due to ionised impurities
and carrier–carrier scattering is found to be signiﬁcant in line with what is expected
for such highly doped structures in the next section. Interface roughness was not cal-
culated in all of the investigations in this chapter since it is a parameter that varies
between samples. Calculations for this device using IFR parameters of ∆=2.8Å
1These values were calculated by the present author whereas the similar values presented in
Ref. [32] were calculated with nextnano3 [124] by C. Edmunds at Purdue University, USA.
7.5. Polar GaN near-IR absorption 116
Scattering mechanism Impurity e-e ADS e-LO e-AP Total
Broadening (meV) 99 0.1 0.20 2.5 0.10 102
Table 7.1: Homogeneous broadening contributions in meV to absorption linewidth
from impurity scattering, e–e=electron–electron scattering, ADS = alloy disorder
scattering, e-LO longitudinal-optical phonon scattering, e-AP = acoustic phonon
scattering
and Λ=100Å give scattering rates of W1,1 = 8.25× 1013 s−1, W1,2 = 3.06× 10−3 s−1,
W2,1 = 1.10 × 103 s−1 and W2,2 = 8.13 × 1015 s−1 due to interface roughness. In
Chapter 4 intrasubband IFR scattering was not included in the linewidth calcula-
tion due to correlation of interfaces and this appears to be a reasonable conclusion
here as broadening would be excessive. While intrasubband scattering due to impu-
rity scattering may also reduce its contribution to the linewidth, QCL simulations
without dephasing appear to overestimate the gain suggesting that it is reasonable
to include the eﬀect of intrasubband impurity dephasing on the linewidth.
7.5.2 Effect of well width variation
Variation of well width in intersubband devices aﬀects energy separation, scattering
rates, and in the case of nitride devices, the internal electric ﬁeld strength. Conse-
quentially, the extent of ionisation of dopants in the well is also aﬀected. Energy
separation and linewidth calculations were repeated for the initial structure above
and the GaN well width varied from 10Å to 100Å. Figure 7.2 shows how the pre-
dicted position of peak absorption energy decreases with increasing well width. The
increasing contribution by many-body eﬀects is explained by the changing electric
ﬁelds causing more of the well material to be above the Fermi level. This increased
ionisation increases the overall carrier density that contributes to many-body per-
turbations. Exact agreement of the peak absorption energy can be achieved with a
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well width of 29Å rather than the intended 26Å (over 1ML larger) and it is possible
that agreement can also achieved with other variations of the growth parameters,
e.g. barrier height, doping level, and barrier width.
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Figure 7.2: Ground state and ﬁrst excited state energy diﬀerence versus well width
with and without many-body corrections.
Figure 7.3(a) shows the changing linewidth contribution predicted by the model
using Eq. (7.4) with varying well width. The dominant impurity contribution is
found to oscillate with increasing well width as the interaction of changing wave-
function overlap and doping proﬁle vary. The magnitude of the oscillation is large,
especially for narrow wells which is as expected due to the increased sensitivity of
subband conﬁnement with these widths. As well width increases beyond 90Å the
general trend is a decreasing impurity scattering contribution as well ionisation and
spatial overlap with the ionised donors decreases. Alloy disorder scattering is pre-
dicted to decrease with increasing well width which is an intuitive result as state
wavefunction overlap with disorder in the barriers decreases. The slight decrease
in LO phonon related scattering can be explained by a changing form factor for
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initial and ﬁnal states, as well as an increasing population in the upper subband
introducing ﬁnal state blocking.
Figure 7.3(b) shows the calculated broadening with the lifetime contribution only
from the ground and ﬁrst excited states of the well, i.e:
1
τbroad
=
1
2τi
+
1
2τf
(7.10)
The substantially lower predicted linewidths indicate that the majority of the scat-
tering responsible for broadening in Figure 7.3(a) is due to intrasubband scattering.
Also noteworthy is that LO phonon emission is expected to be the dominant con-
tribution to broadening in line with that reported in Ref. 121. This is an intuitive
result as the subband separation does not allow fast scattering by elastic mecha-
nisms. Noting the diﬀerent y-axis scales between Figure 7.3(a) and Figure 7.3(b), it
is the intrasubband form of LO phonon absorption and acoustic phonon scattering
that contribute most to linewidth calculated with Eq. (7.4). Small variations from
the trend of LO phonon emission broadening are attributed to the relatively low in-
tegration resolution used to calculate the scattering rates rather than a convergence
issue of the bandstructure since some other mechanisms are unaﬀected.
Finally, to illustrate the eﬀects of including the well ground state only, i.e:
1
τbroad
=
1
2τi
+
1
τii
, (7.11)
ﬁgure 7.3(c) shows the calculation contributions versus well width. One diﬀerence
here is that intrasubband carrier-carrier scattering is now included in the calcu-
lation. While this value is now comparable to the experimental linewidth, it is
important to note that this approach neglects the broadening contribution from the
ﬁnal absorption subband.
Figure 7.4 shows the dipole matrix element and sheet density versus well width.
The dipole matrix element is shown to smoothly increase from -0.4 nm to 0.7 nm
as the overlap of upper and lower absorption states vary; this will lead to a dip on
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Figure 7.3: Homogeneous lifetime contributions from diﬀerent scattering mecha-
nisms versus well width using diﬀerent expressions for broadening. (a) includes inter-
and intrasubband scattering contributions from both states (Eq. 7.4), (b) includes
intersubband scattering only (Eq. 7.10) and (c) includes inter- and intrasubband
scattering for the ground state only (Eq. 7.11).
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Figure 7.4: Dipole matrix element and subband sheet density versus well width.
Increasing well widths lead to a larger proportion of the well doping being ionised
leading to higher subband densities.
absorption which is proportional to the square of the dipole matrix element. The
sheet density is shown to increase from ∼13×1016m−2 to ∼33×1016m−2 due to the
increasing degree of well ionisation discussed previously which leads to the varying
contribution from many-body eﬀects. Ionised impurity does not increase accordingly
since the widening well reduces wavefunction overlap with the ionised dopants at
the beginning of the well.
7.5.3 Effect of barrier doping variation
Figure 7.1(b) and (c) show that only the barrier dopants are signiﬁcantly ionised
in these absorption structures. While MBE growth is capable of accurate and high
quality growths, the implantation of active dopants may diﬀer from the intended
doping density. Figure 7.5 shows the calculated transition energy and energies in-
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Figure 7.5: Calculated absorption energies for varying barrier doping level. Increas-
ing doping causes a greater contribution from many-body corrections explaining
the blue-shift of experimental peak absorption energy with that calculated without
corrections.
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Figure 7.6: Homogeneous lifetime contributions from diﬀerent scattering mecha-
nisms versus barrier doping.
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cluding many-body corrections versus doping density. The calculated energy with-
out corrections is found to decrease slightly with increasing doping density. This is
attributed to the ionised donors reducing the barrier potential which reduces con-
ﬁnement of the absorption subbands. The magnitude of the exchange correlation
perturbation increases slightly with increasing doping density, however the increase
is most signiﬁcant for the combined depolarisation and excitonic corrections. Fig-
ure 7.6 shows how the increasing doping density leads to increasing scattering due
to electron-electron and ionised impurity scattering. The experimental linewidth
could be matched theoretically with a doping density of 3.2×1019cm−3 instead of
the intended 3.8×1019cm−3 value representing a modest 15% variation.
7.5.4 Effect of temperature variation
Figure 7.7 shows the eﬀect of temperature on the calculated intersubband absorption
linewidth. The total linewidth is not expected to change signiﬁcantly as intrasub-
band impurity scattering is relatively temperature insensitive. LO phonon emission
and absorption processes increase with temperature due to them being boson pro-
cesses.
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Figure 7.7: Homogeneous lifetime contributions from diﬀerent scattering mecha-
nisms versus lattice temperature. While phonon mechanisms are highly dependent
on temperature, the dominant contributor, ionised impurity scattering, is relatively
insensitive to temperature.
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Figure 7.8: Bandstructure and wavefunction plot for the structure presented in
Ref. 125. The 10 nm step well is used to achieve a ﬂat band potential that allows
smaller energy gaps.
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7.6 Absorption in THz structures
THz absorption in AlxGa1−xN/GaN QWs was ﬁrst demonstrated by Mach-
hadani et al. in 2010 [125]. This work used optimised layer widths and a step barrier
to achieve a ﬂat bandstructure so that subband separations could be controlled. The
sensitivity of this structure to experimental design ﬂuctuations such as step barrier
alloy content led to the development of a more robust design in 2013 [126]. In ad-
dition to the demonstrations of absorption in polar GaN, THz absorption has also
been demonstrated in non-polar m-plane structures by Edmunds et. al [127]. This
section investigates the linewidth contributions as in the previous section but for
the THz absorption structure described in Ref. 125.
The bandstructure and wavefunctions for this design are shown in ﬁgure 7.8.
The structure consists of a superlattice of QWs with a 3 nm Al0.05Ga0.95N barrier,
a 3 nm GaN well and a 10 nm Al0.1Ga0.9N step barrier. Additionally, a similar
structure but with a 15 nm step barrier was also grown. The GaN well were doped to
1×1019cm−3 and 5×1018cm−3 respectively [125]. The experimental peak absorption
energy was reported as 17.4meV for the 10 nm structure and 8.7meV for the 15 nm
structure at 4.7K. The corresponding absorption linewidths for these structures were
9.93meV and 2.98meV. Sample A with the 10 nm step well was used as the reference
structure and the step well width and temperature were varied to investigate their
eﬀect on linewidths. The calculated transition energy was found to be 16.6 meV
without any many-body corrections. With depolarisation and excitonic corrections
this value was found to be 45meV and with both these and the exchange interaction
perturbation the absorption energy is calculated as 55meV. The applicability of
the many-body corrections presented in section 7.4 have been doubted in other
works also [127] and are ignored as good agreement has already been achieved. The
individual contributions from each mechanism with a step barrier width of 10 nm
are shown in Table 7.2 with a lattice temperature of 4.7K. The total predicted
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Scattering mechanism Impurity e-e ADS e-LO e-AP Total
Broadening (meV) 2.91 0.08 0.20 0.33 0 3.32
Table 7.2: Homogeneous broadening contributions in meV to absorption linewidth
from impurity scattering, e–e=electron–electron scattering, ADS = alloy disorder
scattering, e-LO longitudinal-optical phonon scattering, e-AP = acoustic phonon
scattering
is 3.32meV which is much lower than the 9.93meV measured experimentally in
Ref. [125]. This suggests that these structures are perhaps more susceptible to long
and short range thickness variations. Intersubband scattering due to short range
ﬂuctuations (IFR) is possible in this structure due to the closer energy spacing of
the states. The scattering rate model predicts a rate of WIFR,2,1 = 1.023× 1012 s−1
which gives a broadening contribution of 0.3meV i.e, still insuﬃcient to agree with
experiment. The discrepancy could then be attributed to long range ﬂuctuations
causing broadening, or variations in the parameters such as doping density.
7.6.1 Effect of well width variation
Figure 7.9 shows the variation of absorption linewidth contributions with increasing
step barrier width for a lattice temperature of 4.7K. It can be seen that most
scattering rates decrease as the well width increases and this is attributed to a
decreasing dipole matrix element. LO phonon emission processes drop suddenly as
soon as the well width changes from 25Å to 30Å. The energy separations between
the ground and excited state at these two points are 96.13 and 83.79meV respectively
and this feature is therefore explained by it crossing the GaN phonon energy of
92meV. The shift appears sharp due to the low lattice and electron temperatures.
Carrier carrier contributions (coming from intersubband events only) increase with
increasing well width as the subbands get closer together in energy. Beyond step
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Figure 7.9: Calculated lifetime broadening contributions versus well width for the
structure presented in Ref. 125. Ionised impurity scattering is calculated to be the
dominant scattering mechanism.
widths of 160Å the wavefunction overlap of the states decreases as band bending of
the step causes wavefunctions to diverge spatially.
7.6.2 Effect of temperature variation
Chapter 4 illustrated how THz structures are heavily aﬀected by increasing lattice
temperature. Figure 7.10 illustrates the eﬀect of temperature on the contributions
to lifetime for sample A in Ref. 125. The total linewidth is predicted to increase
196% from 2.8meV to 5.5meV from 10K to 270K. Experimental measurements
of this variation for AlxGa1−xN/GaN absorption structures have not been reported
however the results calculated here may explain why room temperature absorption
of THz radiation has not been demonstrated. All scattering rates increase with
temperature as electrons move up the carrier subbands. LO phonon emission and
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Figure 7.10: Calculated lifetime contributions versus temperature for the THz ab-
sorption structure. Only LO phonon scattering processes are aﬀected signiﬁcantly
by increasing temperature.
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Figure 7.11: Calculated population diﬀerence between the ground and excited states
in the THz structure.
7.7. Conclusion 128
absorption processes have the most signiﬁcant increase due to the increasing thermal
energy allowing intersubband scattering to increase. Figure 7.11 illustrates that
the population diﬀerence decreases with temperature as the Fermi level shifts with
temperature; this also contributes to the weakening of the absorption magnitude
with temperature.
7.7 Conclusion
This chapter has investigated the scattering rate contributions to lifetime broaden-
ing of intersubband absorption. Using the scattering rates presented in Chapter 3,
the lifetime of electrons in the upper and lower absorption states was calculated.
The eﬀect of these on the linewidth calculated with the scheme in Ref. 64 was pre-
sented for both near-IR and THz structures. A linewidth of 102meV was predicted
for the near-IR structure investigated in a recent collaboration between C. Edmunds
and O. Malis at Purdue University and the present author [32]. The dominant con-
tribution to this was found to be intrasubband scattering due to ionised impurities
in the excited state involved in the intersubband absorption. It was also shown
that variations in well width, doping and temperature could also be used to account
for the remaining discrepancy between theory and experiment. Ideally, the calcu-
lated linewidth should be smaller than that measured experimentally so that long
and short range interface roughness can also be included. However these are diﬃ-
cult to establish as they depend on the growth quality and the conclusions reached
regarding the dominant broadening mechanism are suﬃcient to improve future de-
vices. Namely, that the doping level and position should be carefully considered so
that broadening is not excessive. Reducing the density of, and spatially separating
dopants from carrier distributions has been used in Ref. 127, and a linewidth re-
duction of 40% was observed. Ionised impurity scattering was also calculated to be
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the dominant broadening mechanism for the THz absorption structure reported in
Ref. 125 however the agreement of the total linewidth is not as good as in the near-
IR case: the linewidth was predicted to be 3.32meV however the experimentally
measured value was 9.93meV at 4.2K.
The experimentally measured peak absorption energy of the near-IR structures
had a signiﬁcant blue shift compared to that calculated theoretically. Many-body
corrections such as the exchange correlation interaction, depolarisation shift and ex-
citonic correction were shown to give excellent agreement when included. These were
shown to vary signiﬁcantly with the doping density. The validity of these corrections
in the far-IR scheme is questioned as the peak absorption energy was calculated to
be 16.6meV without corrections, 55meV with corrections, and 17.4meV experimen-
tally.
Chapter 8
Transport in experimental nitride
heterostructures
This chapter investigates the electron transport in epitaxially-grown nitride-based
resonant tunnelling diodes (RTDs) and superlattice sequential tunnelling devices.
The density-matrix model described in Chapter 4 is adapted for RTDs and shown
to reproduce the experimentally measured features of the current–voltage curves
at diﬀerent temperatures. These comparisons are completed in collaboration with
experimental collaborators at Purdue University, USA who grew and characterised
the devices.
Lifetime broadening eﬀects due to dephasing are shown to have a signiﬁcant inﬂu-
ence in the experimental data. Additionally, it is shown that the interface roughness
geometry has a large eﬀect on current magnitude, peak-to-valley ratios and misalign-
ment features; in some cases eliminating negative diﬀerential resistance entirely in
RTDs. Sequential tunnelling device characteristics are dominated by a parasitic cur-
rent that is most likely to be caused by dislocations, however excellent agreement
between the simulated and experimentally measured tunnelling current magnitude
and alignment bias is demonstrated. This analysis of the eﬀects of scattering life-
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times, contact doping and growth quality on electron transport highlights critical
optimisation parameters for the development of III–nitride unipolar electronic and
optoelectronic devices.
8.1 Introduction
Resonant tunnelling diodes (RTDs) are the simplest devices in which to explore
vertical tunnelling transport and they have undergone extensive experimental and
theoretical investigation since the pioneering work by Esaki and Tsu [128]. While
they are well studied in arsenide [129] and antimonide [130] materials, measurement
in nitrides remains relatively challenging. Initial reports of nitride RTDs [131, 132]
demonstrated that an NDR was only observed during the forward I–V bias sweep
and was absent during the reverse scan. This was attributed to deep defects which
trap charges at AlGaN/GaN interfaces; it was proposed that these lower the bar-
rier height of AlGaN layers and alter transport depending on direction of the ap-
plied bias [21, 133]. The existence of defects such as these charge traps and screw
dislocations led to the need for systematic veriﬁcation of the origin of negative
diﬀerential resistance (NDR) features [22, 134–136] to establish whether resonant
tunnelling had actually been demonstrated. Typically this benchmark is the tem-
perature dependence and repeatability of results over several forward and reverse
bias sweeps. Recent advances in growth technology such as those discussed in Chap-
ter 2 have reduced threading dislocation densities substantially. These developments
have led to repeatable measurements of wurtzite and cubic AlGaN RTDs since
2010 [23, 133, 137–139] and sequential tunnelling devices [140, 141] since 2011.
Sequential tunnelling devices rely on repeated tunnelling and scattering of car-
riers through up to several hundred periods of a structure in a similar way to the
QCL structures investigated in Chapter 4. Sequential transport was ﬁrst demon-
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strated in nitride devices by Sudradjat et al. [142] with 20–30 three-well periods of an
Al0.15Ga0.85N/GaN structure at low temperature with good agreement between the
experimental and predicted subband-alignment voltages. Following this, a thinner
structure with 10 periods of a single well and AlN barriers was grown and compared
with analytical expressions [141] for current, however it was found that domain for-
mation dominates the I–V characteristics, preventing investigation into the roles of
scattering on transport. To date, there has been no detailed theoretical study and
comparison of devices which require scattering and tunnelling between several states
per period.
Several approaches exist for the modelling of RTD current–voltage characteristics
including the transfer matrix [128], Wigner functions [143–145] and non-equilibrium
Green’s function (NEGF) methods [129]. To date, nitride RTDs have been studied
with the transfer matrix approach [146] which assumes purely ballistic (coherent)
transport through the double barrier structure, and also by the NEGF approach [147]
which is computationally intensive but describes scattering in the presence of coher-
ent transport. Even fewer theoretical results are available for sequential tunnelling
transport due to its recent experimental realisation.
In this Chapter, transport modelling for RTDs and sequential tunnelling de-
vices is uniﬁed by developing a modiﬁed form of the density matrix (DM) ap-
proach for RTDs similar to the QCL approach used in Chapter 4. This DM ap-
proach was shown to have good I–V and output power agreement with experimental
AlxGa1−xAs/GaAs QCLs. By comparing output from the model with state-of-the-
art nitride experimental devices, the relative importance of coherent and incoherent
transport mechanisms and the eﬀect they have on critical characteristics such as the
current peak-to-valley ratio, magnitude of current and high temperature behaviour
is shown.
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8.2 Resonant tunnelling diodes
Electrons in an RTD travel from a highly-doped emitter region into a double barrier
structure with resonant quantised subbands and then on to a collector region. By
applying a bias to the device, the quantised states move in and out of alignment
with a distribution of carriers in the emitter, causing NDR features in their I–V
characteristics.
8.2.1 Preparation of experimental devices
Al0.18Ga0.82N/GaN RTDs with 49Å wells (barriers 24Å) were grown by collaborators
using plasma-assisted molecular beam epitaxy (MBE) on n++ GaN substrates, which
were grown using hydride vapour phase epitaxy (dislocation density estimated to be
less than < 5× 106 cm−2) that were supplied by Kyma Technologies [23, 139]. Low
Al composition was used to suppress relaxation eﬀects of the strained AlGaN barrier
layers during growth/processing and also to minimise electrical breakdown through
interaction of the applied bias with polarisation discontinuities. The emitter and
collector regions consisted of GaN with silicon doping at a level of 1×1019 cm−3 sep-
arated by 20Å spacer layers from the well structure. After processing into 4×4 µm
mesas, the chips were mounted on copper blocks and wire bonded to gold contact
pads before measurement in a liquid nitrogen-ﬂow cryostat.
8.2.2 DM RTD model
In the RTD DM model, the device is split into three sections (the emitter, well, and
collector) and it is assumed that the barriers are suﬃciently thick or tall enough
to limit transport to quantum tunnelling only. This is appropriate since incoherent
scattering will dominate transport within each section independently. This is similar
to how incoherent transport dominates in THz QCLs except for tunnelling across the
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Figure 8.1: Bandstructure and wavefunction plot of an Al0.18Ga0.82N 49Å RTD.
The localised wavefunctions are obtained using a ‘tight-binding’ scheme with the
device split into emitter (E), well (W) and collector (C) regions.
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thicker injection barrier. Rather than calculate the bandstructure with the approach
used in Chapter 2, the self-consistent Schrödinger–Poisson solver nextnano3 [124]
was used to calculate steady-state conduction band proﬁles which include the inter-
nal electric ﬁelds and the eﬀects of contact Fermi level pinning and carrier distribu-
tions at each voltage step. The bandproﬁles were calculated only once and so the
eﬀect of temperature on the ionisation of the heavily doped contact regions is not
included here. Localised wavefunctions are obtained in each of the three sections
of the device and similar to the QCL tight-binding Hamiltonian, the other sections
of the device are replaced with barrier material. The resulting electron probability
densities are shown in ﬁgure 8.1. These can then be used as basis states for coherent
transport through the device. The density matrix is expressed in block form as:
ρ =


ρEE ρEW ρEC
ρWE ρWW ρWC
ρCE ρCW ρCC

 (8.1)
where E, W and C refer to emitter, well and collector states respectively. This is
signiﬁcantly diﬀerent from the QCL density matrix since RTDs are not periodic
structures. The size of the system is therefore (NE + NW + NC)2 where N is the
number of states for each section. The eﬀect of changing the well width used to
create a continuum (and therefore the number of states) on the model is presented
in Appendix A. The Hamiltonian for the unperturbed system is:
H =


HEE HEW 0
HWE HWW HWC
0 HCW HCC

 (8.2)
where the diagonal elements consist of the basis state energies. The oﬀ-diagonal
elements within the intra-region blocks (EE, WW and CC) are zero since no optical
interaction is assumed. Again, similar to the QCL model; the inter-region blocks
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(EW, WE, WC and CW) describe the coupling between states and are calculated
according to that in Ref. 148. If two energy levels of neighbouring sections couple
coherently, electron wave packets can propagate (tunnel) through the barrier from
one energy level to another. The coherent transport depends on the strength of the
coupling, the detuning from resonance, and the lifetime of the coherence. Dephasing
terms are similarly calculated according to Eq. (4.18) in Chapter 4 with contributions
from LO phonons, acoustic phonons, ionised impurities and interface roughness
scattering for the emitter and collector reservoirs. Since the population of the wells is
not known in advance of calculating transport through the structure, its population
is set to be an insigniﬁcant value. The consequence of this is that mechanisms where
intrasubband events are dominant such as electron-electron and interface roughness
scattering overestimate the dephasing and are not included here. Additionally, since
the DM implementation is tight binding, ionised impurity scattering is not included
since the well module is isolated from the other sections. Therefore only phonon
transport is included to allow carriers to tunnel into the well excited state, and
either tunnel to the collector reservoir or scatter to the ground state and tunnel
from there. The intrasubband electron–electron scattering rate was calculated to
be approximately Wii = 1 × 1013 s−1 at 77K and this was applied to all subbands
in the emitter and collector reservoirs to account for dephasing by this mechanism.
Variations on this approximation are presented in Appendix A.
8.2.3 Steady state solution and current
The Tsu–Esaki formalism for current assumes a Fermi–Dirac distribution of car-
riers in the reservoir regions with Fermi energies pinned to contacts on each side
of the device to determine the magnitude of current. However, since the subband
quasi-Fermi energy was set before the calculation of scattering rates, the solution
for the diagonal ρ elements naturally resembles a Fermi–Dirac distribution in each
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Figure 8.2: Experimental I–V characteristics for the Al0.18Ga0.82N RTD with a
49Å well and mesa size of 4 × 4 µm2 at 77K. Data shared by O. Mails at Purdue
University, USA.
reservoir. Eq. (4.11) (the Liouville equation) in Chapter 4 is solved with ∂ρ
∂t
= 0 to
ﬁnd the steady-state emitter and well state populations and coherences using the
Armadillo/LAPACK C++ linear algebra libraries [35, 149]. To make the system in-
homogeneous, trace conditions for the reservoirs were set so that
∑
i ρii = 1. Physical
quantities such as current density for this device are calculated as in Chapter 4 with
a mesa size of 4×4 µm.
8.2.4 Experimental device characteristics
Experimental I–V characteristics at 77K are shown in ﬁgure 8.2. The experimental
device shows a resonant peak at 0.165V with a plateau-like feature between 0.17–
0.18V. Previous experimental measurements of AlGaAs RTDs have also observed
plateau features in their I–V characteristics [129, 150]. Several theories for their
origin have been proposed including inter-valley interface scattering[151], quantised
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interface states [150, 152] or time averaged oscillations [153].
8.2.5 RTD Dephasing time and coupling strengths
Figure 8.3(a) shows the calculated dephasing times over a range of temperatures
between states in the emitter reservoir and the ground and ﬁrst excited states of the
quantised well at V = 0.136V where the simulations predicted a peak current. The
slight discrepancy with the experimentally measured 0.165V resonance is attributed
to contact resistance eﬀects, as discussed in Chapter 4 and shown later in this section.
Dephasing times are found to vary signiﬁcantly with temperature, decreasing from
94 fs at 6K to 33 fs at 300K between the quantised emitter state (at E = −40meV)
and the ground state in the well. This is due to a signiﬁcant increase in intrasubband
scattering caused mainly by interface roughness and impurity scattering. Dephasing
time decreases at higher energies in the emitter reservoir due to the absence of ﬁnal-
state blocking (as they are weakly populated) leading to a faster scattering rate.
This absence of ﬁnal-state blocking causes the dephasing time for continuum states
at 6K to be lower than that at higher temperatures. Additionally, the smaller
population of the ﬁrst excited state in the well contributes to a reduction in the
dephasing time for tunnelling in and out of this state.
Initial coupling strengths given by Eq. (4.15) were found to yield currents larger
than the experimentally measured values, and a scaling factor of 0.365 was used to
account for this overestimation. This is a predictable error since the anti-crossing
energy will be overestimated by the tight-binding Hamiltonian and its eﬀect on the
PVR is shown in Appendix A. Extraction-coupling strengths were calculated to be
larger than emitter-coupling strengths and therefore play a less signiﬁcant role in
determining the vertical electron transport in these devices. Figure 8.3(b) shows the
calculated coupling strengths for both EW and CW blocks of the Hamiltonian versus
energy. These show that the coupling strength between the quantised emitter state
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Figure 8.3: Calculated dephasing times (a) and coupling strengths (b) for the quan-
tised emitter state into the ground (triangles) and ﬁrst excited state (circles) of the
RTD well at 0.136V.
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and well states is large due to its localisation at the interface. Coupling strengths
between the ﬁrst excited state in the well and the continuum reservoir states is
higher due to the reduced conﬁnement of the triangular barrier potential at these
higher energies.
Figure 8.4 shows the calculated oﬀ-diagonal block coherences between the emitter
continuum states and the ground state of the well at diﬀerent temperatures. At 6K
the coherence value is largest between the emitter and well ground states at the
alignment bias of 0.136V. Since the density matrix describes the statistical nature
of the system and coherence between all states, the interaction of these two states
also increases the coherence of all other emitter states with the well ground state
(plotted with a smaller range on right pane). The coherences for the emitter states
and the well ﬁrst excited states are also shown to be increasing above 0.15V as the
alignment of this pair increases.
As temperature increases, the magnitude of coherence between the emitter states
and the well decreases as dephasing due to scattering increasing and the population
spreading over a larger energy range accoring to Fermi-Dirac statistics. At 300K the
coherence between the emitter states and the ﬁrst excited state of the well (dashed
lines in ﬁgure 8.4) is comparable to that for the well ground state. This implies that
transport occurs from the emitter to the collector via both states and is the reason
for no NDR occurring in the simulations at high temperature.
8.2.6 Effect of interface roughness on PVR
Figure 8.5 shows the eﬀect of varying IFR parameters on the peak-to-valley (PVR)
ratio calculated by the DM model. Interface roughness has been shown to have a
signiﬁcant eﬀect on transport in unipolar devices [154] and can suppress gain al-
most completely in tall-barrier QCLs [89]. Figure 8.5 illustrates that increasing the
roughness height or correlation length decreases the PVR by increasing dephasing.
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Figure 8.4: Calculated coherence between the continuum of states in the emitter at
diﬀerent temperatures. Solid lines, emitter-well ground state; dashed lines, emitter-
well excited state
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Figure 8.5: Peak to valley ratio versus correlation length (Λ) and roughness height
(∆) interface roughness parameters used in dephasing calculation at 77K.
Typically, for intersubband scattering, Λ in the exponent term of Eq. (3.23) causes
scattering rate to decrease with increasing Λ until it is outweighed by its contribu-
tion in the prefactor of Eq. (3.22), causing scattering to increase after some value.
However, since dephasing is the main eﬀect of scattering in RTDs, intrasubband
elastic events are of greatest importance. These result in a small change in electron
wavevector, and therefore the exponent term in Eq. (3.23) remains signiﬁcant at
large values of Λ.
8.2.7 Density matrix electron transport characteristics
Figure 8.6 shows the calculated I–V curve from 0.10–0.30V using interface-
roughness parameters ∆=2.8Å and Λ=100Å. Excellent agreement is obtained with
the experimentally measured location of the current peak as well as the magnitude
of the PVR. These roughness parameters are typical for AlGaAs/GaAs structures
such as QCLs [66] suggesting that interface quality is very high in these MBE grown
structures however this conclusion is subject to the condition that dephasing due to
8.2. Resonant tunnelling diodes 143
0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24 0.26 0.28 0.3
Voltage [V]
100
200
300
400
500
600
700
800
Cu
rre
nt
 [µ
m
]
6 K
77 K
300 K
Figure 8.6: Simulated current with (dashed) and without (solid) an external series
resistance applied to the data.
electron-electron scattering has been reasonably approximated.
The broadening due to dephasing gives improved agreement for the PVR com-
pared with transfer matrix simulations for similar RTDs in Ref. 146; these predict
a signiﬁcant PVR value even at room temperature. Increasing current due to align-
ment of the ﬁrst excited state in the well is underestimated by the model (current
at the 0.136V peak is achieved again at 0.26V in the simulation, rather than 0.25V
observed experimentally) and this is likely due to overestimating the relevant con-
ﬁnement of the excited state in the well compared to the ground state. The DM
model elucidates that the experimental current peak at V=0.165V arises from the
alignment with the quantised emitter state rather than the continuum above the
emitter band edge where a combination of lower population, dephasing time and
coupling strength is insuﬃcient to induce an NDR feature. A previous study [23]
of nitride RTDs has also observed alignment features prior to a signiﬁcant NDR
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feature. It is inferred from the DM model that these can be attributed to alignment
with the emitter band-edge in cases where the alignment energies are suﬃciently
separated.
8.2.8 Experimental and theory discrepancies
It is noteworthy that the position of the NDR is close to that calculated theoretically
but lies 29mV above it. This suggests the presence of a contact resistance, Rs, in
series with the device that shifts the physical NDR to higher voltages as described in
Chapter 4. To estimate the magnitude of the series resistance, the RS is found using
Eq. (4.30) therein. The resulting shifted calculated I–V curves with a 60Ω contact
resistance are shown in Figure 8.6; this value is similar to those in Ref. 88 and that
necessary for ﬁtting with AlxGa1−xAs/GaAs QCLs in Chapter 4. Alternatively,
agreement can be achieved by assuming a constant voltage drop due to contacts.
However, it is likely a combination of these eﬀects is present. The absence of a
plateau feature in the simulated I–V characteristics is consistent with experimental
features being due to time-averaged oscillations of current when switching between
conﬁgurations of an empty well while misaligned, and a populated well at resonance.
8.3 Nitride sequential tunnelling devices
In this section the theoretical and experimental characteristics are compared for a
periodic triple-well structure similar to that in Ref. 140 with a period thickness of
178 nm in which interface and domain formation eﬀects are not expected to domi-
nate. These experimental devices were also grown at Purdue University, USA and
studied in a recent collaboration with the present author. Ten periods of the struc-
ture were grown by the collaborators on a GaN substrate using MBE. The epitaxial
layer thicknesses in each period are 23/47/10/23/26/49Å where the Al0.15Ga0.85N
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barriers are in bold, the GaN wells are in regular text, and the underlined well
is n-doped with Si at 1× 1017 cm−3 to give a sheet density of 5× 1010 cm−2 per
period. Contact layers were n++ doped at 2× 1018 cm−3. The calculated bandstruc-
ture of the device at 18.6 kV/cm is shown in Figure 8.7(a), assuming a linear voltage
drop across the device. The entire structure is also modelled with the nextnano3
Figure 8.7: (a) Bandstructure and wavefunction plot of the sequential tunnelling
device under an 18.6 kV/cm bias assuming a linear voltage drop. (b) Trailing few
periods of the structure and contact region calculated with nextnano3.
solver [124] to check for voltage non-uniformity due to interface accumulation and
depletion regions. This is shown in Figure 8.7(b), which veriﬁes that the voltage
drop is linear across most of the device. Figure 8.7(b) also shows that by doubling
8.3. Nitride sequential tunnelling devices 146
the contact doping, nextnano3 predicts that residual bending near the end of the
device can be suppressed by increased screening due to the ionised dopants. While
interface charge eﬀects do not have a signiﬁcant eﬀect on sequential tunnelling in the
majority of the device, careful control of the doping and spacer layers is necessary
for the most eﬃcient overall electron transport and simulations suggest that contact
doping should generally be as high as possible.
The theoretical results in subsection 8.3.1 were calculated with the DM model
described in Chapter 4 for three periods of the structure. No light ﬁeld interac-
tion was assumed since these sequential tunnelling structures exhibit no population
inversion at any applied ﬁeld.
8.3.1 Comparison of DM model and experimental results
The experimental and calculated current are shown in ﬁgure 8.8 as a function of the
applied electric ﬁeld, along with the subband energy variation. Two strong alignment
features are apparent in the simulated current. From the DM model it is deduced
that these arise from the ground state of the 49Å well coming into resonance with
the upstream states and downstream states at diﬀerent biases. This behaviour is less
readily apparent in the experimental data, since the sequential tunnelling features
are obscured by a large parasitic current, which is likely due to traps and other
current paths associated with defects such as screw dislocations [155]. However,
the alignment features are clearly visible as plateaus in the diﬀerential resistance
and there is excellent agreement between the experimental and simulated alignment
voltages, indicating that eﬀects of electric ﬁeld domain formation are negligible on
overall current.
The eﬀect of electron–electron scattering is to reduce and broaden the vertical
electron transport as shown in ﬁgure 8.8 and this must be taken into account in
superlattice doping considerations for optimised structures. Simulations of the de-
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Figure 8.8: (a) Experimental current and diﬀerential resistance. (b) Calculated
subband alignment energies at 77K. (c) Current calculated with the density matrix
formalism with and without additional e-e dephasing at 77K. Experimental data
shared by O. Malis for shared publication.
vice at 6K resulted in negligible I–V diﬀerences compared with simulations at 77K.
This was unexpected since the experimental data shows a shift to lower resistance
at higher temperatures. This discrepancy can be explained by the low lattice tem-
peratures at which phonon scattering is insigniﬁcant, thus causing simulations to
be similar at both temperatures. The experimental decrease in resistance is then
consistent with recent studies on the thermal activation of charge traps [156] and
resembles features of Frenkel–Poole tunnelling [157].
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Figure 8.9: Experimental sequential tunnelling current divided by electric ﬁeld vs
square root of electric ﬁeld at 6K and 77K along with straight line ﬁts.
8.3.2 Effect of nitride defects
Frenkel–Poole tunnelling enhances current ﬂow with a linear dependence between
the current divided by the electric ﬁeld and the square root of the electric ﬁeld.
Figure 8.9 shows a clear linear dependence between these functions however the
linear electric ﬁeld over the active region could not be used to ﬁt Frenkel–Poole or
phonon emission expressions typically applied to HEMTs [158]. This may indicate
that the electric ﬁeld relevant for these expressions is a complex interaction between
forward applied bias, reverse barrier ﬁelds and domain formation eﬀects (if present),
or that the leakage current comes from another mechanism entirely. Along with
previous studies on the electron charge trapping, these results (along with those
presented in Chapter 5) indicate that room temperature sequential tunnelling is
feasible provided material quality and suppression of defects is improved further.
This is important for thicker structures, such as QCLs, which require up to 10-µm-
thick active regions, although several studies have been performed to minimise strain
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with balanced substrates [159, 160].
8.4 Conclusion
This chapter investigated the vertical electron transport in diﬀerent types of
AlGaN/GaN heterostructures both theoretically and experimentally. The density
matrix formalism adapted for use with RTDs was shown to have excellent agreement
with the measured current–voltage characteristics. It was shown that a continuous
range of interface roughness parameters can yield the experimentally observed PVR
and that values of ∆=2.8Å and Λ=100Å that are typical for AlxGa1−xAs/GaAs
devices gave an excellent ﬁt. Only the interface roughness parameters, electron-
electron dephasing and coupling strength scaling factor were used to obtain agree-
ment with the measurement, suggesting that it can be used as a reliable analyser,
if not yet a predictive RTD model. A novel characteristic of this model is that it
is based on the same model that obtained excellent results for AlxGa1−xAs/GaAs
QCLs and was used to design AlxGa1−xN/GaN QCL design proposals.
Additionally, agreement between the predicted subband alignments and experi-
mental diﬀerential resistance plateaus was achieved with the DMmodel. By compar-
ing the magnitude of the current, it was shown that parasitic transport attributed
to defects appears to dominate the experimental I–V . While these could not be
ﬁtted with forms of Frenkel–Poole tunnelling, it was shown that the experimental
curves do shown a linear dependence between the current divided by the electric
ﬁeld and the square root of the electric ﬁeld. Domain formation at the interface be-
tween cladding layers and the superlattice heterostructure was shown to be reduced
by increased doping of the cladding layers. This, along with further reduction of
the substrate defect density are identiﬁed as some remaining solutions to potentially
realising an AlxGa1−xN/GaN QCL.
Chapter 9
Concluding remarks
A range of intersubband devices in AlxGa1−xAs/GaAs and AlxGa1−xN/GaN have
been investigated to establish the feasibility of room temperature THz QCL sources.
This chapter summarises the ﬁndings of each of the relevant chapters and presents
proposals for future work.
Quantum cascade lasers are promising sources of THz radiation which are pow-
erful and compact. However, they are currently limited to temperatures where
cryogenic cooling is necessary which limits their adoption in applications. Improve-
ments in QCL output power and even more importantly, operating temperature is
an active area for many research groups. While most THz QCL active region records
have been set with the AlxGa1−xAs/GaAs material system, AlxGa1−xN/GaN is a
promising alternative due to its signiﬁcantly diﬀerent material parameters. The ma-
terial parameters and methods for calculating the conﬁned subband energies were
shown in Chapter 2. The eﬀect of internal electric ﬁelds due to spontaneous and
piezoelectric polarisations were shown to have a signiﬁcant eﬀect on the conﬁned
subband energies for a quantum well system.
The optical and electronic transport properties in intersubband devices are both
aﬀected by the incoherent scattering mechanisms that cause electrons to change
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state. The scattering rates based on Fermi’s golden rule derived by others and used
in this work were presented in Chapter 3 for both inter- and intra-subband scat-
tering due to alloy disorder, interface roughness, LO-phonons, acoustic phonons,
impurities, and electron-electron scattering. In addition to these incoherent scat-
tering mechanisms, coherent transport such as tunnelling is present in electrically
active intersubband devices. The density matrix approach oﬀers many advantages
over the rate equation approach which has been used previously to design AlGaAs
and AlGaN QCLs. This approach allows the incoherent scattering rates described
in Chapter 3 to be used with a tight-binding Hamiltonian for a structure so that
tunnelling can be calculated coherently.
The concepts of density matrices and how they can be applied to QCL structures
is presented in Chapter 4. This model was applied to the current high temperature
record structure based on resonant LO-phonon depopulation of the lower laser level
and extraction state. The current–voltage and light–current characteristics variation
with temperature were observed to have good agreement. IFR values of ∆ = 2.8Å
and Λ = 100Å were shown to give good agreement in the present work similar to the
ﬁndings of other theoretical modelling groups [66]. Gain predicted by the model was
predicted to peak at ∼3.2THz in good agreement with the experimentally observed
3.22THz. For lasing to cease at 200K, our model predicts cavity losses of 13.5 cm−1
in reasonable agreement with values presented elsewhere [8, 66]. This performance
degradation with temperature was shown to be due to thermal activation of carriers
in subbands allowing LO-phonon emission (non-radiative emission) and thermal
backﬁlling. While this model had been previously applied to SiGe QCL structures,
it had not been validated or compared with other approaches and experimental
data. Chapter 4 also showed comparisons of the output with that of a rate equation
approach [82] and a non equilibrium Green’s function model. These results show
that the extended DM model here is capable of replicating QCL characteristics
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without the need for the computationally intensive Green’s function approach. It
was also shown that experimental discrepancies in some regrowths of this structure
can be explained by contact voltage drops and a contact resistance in series with
the QCL. A voltage drop of 5V and series resistance of 0.8Ω were shown to give
good agreement with the QCL results presented in Ref. [89].
Theoretical simulations of recently grown QCLs at MIT [89] with tall AlAs bar-
riers were shown in Chapter 5 to explain experimentally observed phenomenon.
Speciﬁcally, designs where all barriers are replaced with AlAs are not expected to
lase due to excessive broadening by interface roughness scattering. This was at-
tributed to the IFR scattering proportionality with the square of the AlAs/GaAs
interface potential. While previous studies have investigated the eﬀect of growth
imperfections such as alloy inter-diﬀusion, the eﬀect of long-range interface rough-
ness on QCL structures was shown for the ﬁrst time in the present work. Previous
demonstrations applied to simple QW structures only [32] showed how this broadens
the peak absorption energy and this was shown to lead to reduced gain in QCLs due
to its eﬀect on broadening. Devices with tall, thin barriers were shown to be more
sensitive to these long-range ﬂuctuations and it is suggested that spatially separated
tall barriers are used instead. Genetic algorithms are an eﬃcient technique to op-
timise QCL structures and it was shown that AlxGa1−xAs/GaAs QCLs optimised
for diﬀerent temperatures have signiﬁcantly diﬀerent gain-temperature characteris-
tics. High temperature QCLs can be expected to have a smaller output power at
low temperatures due to the more diagonal optical transition typically necessary to
minimise non-radiative emission when subbands become thermalised. Calculations
of existing AlxGa1−xN/GaN QCL designs [15, 102] suggest that these did not include
the eﬀect of both intra- and inter-subband scattering on the linewidth and therefore
their designs were not predicted to have gain even at low temperature.
The critical design parameters of QCLs were shown during the course of this
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work to be:
• Optimised doping levels; increasing doping increases the gain until a point
where dephasing and scattering processes reduce it
• Minimisation of well/barrier potential to reduce eﬀect of interface roughness
broadening of gain
• Eﬃcient injection and extraction of carriers into the upper and lower lasing
levels
These were used to suggest an initial starting structure for optimisation of nitride
structures. 8% alloy content barriers were used rather than the typical 15% to
reduce the eﬀect of the much larger conduction band oﬀset between AlN and GaN
than that in AlxGa1−xAs/GaAs . A 4-well structure was designed with two energy
level pairs having similar transition energies with a population inversion predicted
between each pair of upper and lower lasing levels. The optimised structure was
shown to have suﬃcient gain of 26 cm−1 to overcome waveguide losses at room
temperature at an applied ﬁeld of 61 kV/cm with current densities of ∼13kA/cm2.
While this current density is larger than for AlxGa1−xAs/GaAs devices, they are
typical for AlxGa1−xN/GaN structures due to the higher doping and required applied
ﬁelds [15].
To demonstrate how the DM model could be used to explain QCL characteristics
in applications, the eﬀect of light variations due to self-mixing on the QCL was
investigated in Chapter 6. It was shown that varying the cavity losses that the QCL
is clamped to for a given applied ﬁeld changes the current density by an appreciable
amount. Since QCLs are typically driven with a ﬁxed current, the structure changes
bias so that the current due to scattering and tunnelling plus the photon driven
current are equal to the drive current. By assuming a ﬁxed change in cavity power,
this assumption was proven to give good agreement with experimentally measured
154
variation of the self-mixing signal VSM with drive current using both a theoretically
calculated I–V curve and a hybrid model with the experimental data.
The feasibility of optical AlxGa1−xN/GaN intersubband devices was proven by
a theoretical investigation of near-IR and THz absorption structures in Chapter 7.
It was found that many body eﬀects have a signiﬁcant eﬀect on the transition en-
ergy for near-IR structures and must be included for agreement of theoretical and
experimentally measured peak absorption energy. By varying the well widths and
doping density it was shown that predicted linewidths due lifetime broadening are
expected to change signiﬁcantly. In the near-IR structures grown by collaborators
at Purdue University, USA it was found that intrasubband scattering due to ionised
impurities contributed most to the intersubband absorption between ground and
ﬁrst excited states. A value of 102meV was predicted for the sample investigated,
in good agreement with the 90meV measured experimentally [32]. While interface
roughness scattering was not included here, it can be inferred from the results that
small changes in doping or well width could reduce the predicted impurity scattering
contribution to a value less than 90meV so that the eﬀect of thickness variations can
also be included. Good agreement was also obtained for THz absorption structures
however many-body corrections did not improve agreement of the peak absorption
energy position.
To investigate electron transport properties of AlxGa1−xN/GaN intersubband
devices, the density matrix model in Chapter 4 was adapted for use with resonant
tunnelling diodes. This assumes a continuum of states for the emitter and collec-
tion reservoirs with a continuum of states in a suﬃciently wide well. The eﬀect of
interface roughness parameters on the RTD ﬁgure of merit, the peak to valley ratio
(PVR), was presented. It was found that large values of IFR roughness height can
suppress the NDR completely even at 77K. Inclusion of broadening due to IFR and
other mechanisms was shown to give improved results compared with transfer matrix
9.1. Further work 155
simulations in Ref. [146] which assume purely coherent transport. I–V curves with
good agreement to experimental devices also grown and characterised by collabo-
rators at Purdue University was achieved. However, sequential tunnelling devices
were shown to be dominated by parasitic currents likely due to defects such as charge
traps and screw dislocations. Despite the signiﬁcant diﬀerence between theoretical
and experimental I–V characteristics, the alignment of experimental diﬀerential re-
sistance plateaus with peaks in current predicted by the DM model indicate that
sequential tunnelling is likely occurring in these devices. It is suggested that if con-
tact doping is increased, defect density is reduced, and layer thicknesses optimised,
then QCL structures may be realised in the next few years.
9.1 Further work
The present work on the optical and electronic properties of AlxGa1−xAs/GaAs and
AlxGa1−xN/GaN intersubband devices has led to the identiﬁcation of possible future
research topics. While improvements of active regions and modelling are desirable,
it is likely that reduction of experimental AlxGa1−xN/GaN defect densities is most
critical to the realisation of nitride QCL structures.
The DM QCL model used in the present work (Chapter 4) was shown to have
good agreement with NEGF and experimental results however it is still based on
several assumptions. Most importantly, a single electron subband temperature was
used for all states. This has shown to be a fair approximation however improved
agreement may be obtained with Monte-Carlo approaches which track electron dis-
tributions over time and can show subbands having diﬀerent temperatures [102].
Additionally, second order tunnelling was shown to be important in mid-IR QCLs
and this should be included in the DM model to investigate its relevance in THz
QCLs [161].
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Active region optimisation for high-temperature operation is an active research
area at many institutions. Several groups are currently working on variable height
barriers to optimise the optical transition, and some have proposed tall barriers se-
lectively placed to reduce leakage current. It was shown that a genetic algorithm
can be used to automatically propose designs for operation at a desired wavelength
and temperature in Chapter 5. This should now be applied to devices with variable
barrier heights to suggest possible improved AlxGa1−xAs/GaAs designs. Similarly,
further investigation of AlxGa1−xN/GaN QCL designs should be completed for de-
signs operating in the Reststrahlen band of GaAs devices.
Chapter 6 presented results of the DM model applied to self-mixing interferom-
etry to investigate the origin of terminal voltage variations. While good agreement
was achieved, a full model which solves the excess phase equation should now be
completed. Additionally, the partial derivative form of the Liouville equation is
suitable to analyse the time evolution of the QCL populations and coherences [75].
This could be used to develop a dynamic model similar to the simple RRE approach
proposed in collaboration with the present author in Ref. 117. This would allow
the investigation of self-mixing with electrically modulated pulsed QCLs, as well as
concepts such as self-induced transparency [162].
Finally, it was shown in Chapters 7 and 8 that interface roughness in
AlxGa1−xN/GaN devices is comparable to that of AlxGa1−xAs/GaAs devices which
have been experimentally realised. It would be prudent to use the RTD DM model
to evaluate the PVR of RTDs with various barrier alloy contents and well thicknesses
to investigate the eﬀect of dephasing. Eﬀorts should now focus on innovations such
as those discussed in Chapter 1 to improve growth quality and reduce defect densi-
ties. This may be achieved by advances in MBE growth or by strain engineering of
substrates [15, 159].
Appendix A
On the approximations of the DM
RTD model
A.1 Contact well widths
The density matrix model developed for transport in resonant tunnelling diodes in
Chapter 8 is an adaption of that used for QCLs. However, the presence of highly
doped contact regions on either side of the active region is signiﬁcantly diﬀerent
from the approach for QCLs where periodic transport is assumed. In the RTD
model, a continuum of discrete energy levels is used to approximate a continuum
of energy levels in the emitter and collector reservoirs. It is therefore important to
establish the eﬃcacy of this approach by varying the well width used to calculate
wavefunctions.
As a bias is applied across the RTD device the reservoir contact band edge goes
down in energy. Since collector states are required to be present at the top of the
well near the well conﬁned states, this well becomes increasingly deeper. During
the voltage sweep, discrete energy states may enter the collector well and change
the coherences of all other states by a small amount. In the results presented in
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Figure A.1: I–V characteristics at 77K for the RTD in Chapter 8 with a diﬀerent
contact length. Deﬁned and undeﬁned refer to speciﬁed and ﬂoating numbers of
states in the wells.
Chapter 8 the number of states was set to be 35, 2, and 40 in the emitter, well,
and collector regions respectively with a contact length of 100 nm. This removes the
eﬀect of states entering and leaving the calculation. A comparison of this approach
(with “deﬁned” states) with a ﬂoating number of states (“undeﬁned”) is shown in
ﬁgure A.1. It can be seen that deﬁning a reasonable number of states has little eﬀect
on the peak current, its position, or the PVR value. This is due to the states at
the top of each well having an insigniﬁcant population to contribute to the electron
transport characteristics. A full I–V sweep with undeﬁned states and 75 nm contacts
is also shown in ﬁgure A.1 and it can be seen that this change in contact length
also has little eﬀect. To establish the minimum well width necessary for correct
treatment of contacts, it is necessary to calculate the current over a wider range of
contact widths.
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Figure A.2: Calculated current density at 0.135V versus length of emitter and
collector reservoirs.
Figure A.2 shows the calculated current at 0.135V versus the length of the
contacts in the emitter and collector reservoirs. For this calculation the number of
states included for the density matrix was undeﬁned so that the states present are
set correctly. It can be seen that current density rapidly converges after contact
lengths of 60 nm. Along with the results in ﬁgure A.1, this supports the suitability
of discrete states used to approximate the emitter and collector reservoirs.
A.2 Estimation of coupling strengths
In Chapter 8 the calculated coupling strengths between states in adjacent periods
were scaled by 0.36 to achieve agreement between the theoretical and experimental
current. While this is attributed to overestimation caused by the tight-binding
Hamiltonian, this may have an aﬀect on the coherences and therefore the PVR.
To investigate this, simulations for the RTD at 77K were repeated with the same
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Figure A.3: I–V simulation at 77K for the RTD in Chapter 8 at 77K with no ﬁtting
of the calculated coupling strengths. Magnitude of the PVR remains 1.43 despite
higher coupling strengths.
parameters. Figure A.3 shows that the current is a factor of 18.4 larger however
the PVR remains the same as that predicted with scaled coupling strengths and the
experimental data (PVR=1.43).
A.3 Electron-electron dephasing
An assumption in the density matrix model is a ﬁxed intrasubband carrier-carrier
scattering rate of 1×1013 s−1 for reservoir states. This value was set as it is similar
to the average scattering rate calculated with the model presented in Chapter 3 and
full calculations are computationally demanding due to the number of states present
here. The ﬁxed value underestimates the dephasing value for the quantised emitter
state, and the eﬀect of this on the PVR and current characteristics are presented
here.
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Figure A.4: I–V simulations with various implementations of electron-electron scat-
tering. Including scattering as calculated (using Eq. 3.32) for the emitter reservoir
reduces the PVR slightly, and its inclusion in the collector region suppresses all RTD
behaviour.
Figure A.5: Calculated dephasing times at 77K for the emitter and contact regions
with a ﬁxed electron-electron scattering rate and with the calculated values.
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Figure A.4 shows the I-V sweep of the device in Chapter 8 with electron-electron
scattering included as they were calculated for the emitter side (collector dephasing
due to electron-electron scattering is kept at W=1×1013s−1). It can be seen from
this that this reduces the PVR predicted which is due to dephasing increasing. It
was found that the experimental PVR of 1.43 could not be replicated even with low
interface roughness values; the maximum PVR achievable with this implementation
is 1.324. Including the calculated dephasing in the collector region suppresses any
RTD type behaviour in the model due to almost instantaneous dephasing.
The carrier-carrier scattering model is often neglected in QCL simulations, and
its validity at such high doping densities and regions high above the Fermi level
may be questioned. Figure A.5 shows the calculated dephasing times in the emitter
and collector reservoirs versus energy with ﬁxed and calculated electron-electron
scattering rates. At energies much higher than the Fermi level where states are
insigniﬁcantly populated, ﬁnal state blocking is negligible. The scattering rate in
these regions increases to values >1×1020s−1 with the model presented in Ref. [67].
Since carriers do propagate through the second barrier experimentally, it can be
inferred that these scattering rates are unphysical and a ﬁxed value is appropriate.
This does not aﬀect the conclusion presented in Chapter 8 regarding the presence of
high quality interfaces; a higher electron-electron scattering rate would imply lower
interface roughness scattering for a given PVR.
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