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Abstract. In this work a spectral theory for 2-dimensional, periodic, complex-
valued solutions u of the sinh-Gordon equation is developed. Spectral data for such
solutions are defined (following Hitchin and Bobenko) and the space of spectral
data is described by an asymptotic characterization. Using methods of asymptotic
estimates, the inverse problem for the spectral data is solved along a line, i.e. the
solution u is reconstructed on a line from the spectral data. Finally a Jacobi variety
and Abel map for the spectral curve is constructed; they are used to describe the
change of the spectral data under translation of the solution u .
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Part 1. Introduction
1. Introduction
The objective of the present work is to develop a spectral theory for periodic,
complex-valued solutions u : X → C of the 2-dimensional (i.e. X ⊂ C ) sinh-Gordon
equation
∆u+ sinh(u) = 0 .
We call such solutions simply periodic when we wish to emphasize the difference to
doubly periodic solutions (which have two linear independent periods).
We first discuss the importance of the sinh-Gordon equation. One of the most
significant reasons why the sinh-Gordon equation is interesting (apart from its relation
to soliton theory) is that solutions of the sinh-Gordon equation arise from minimal
surfaces resp. constant mean curvature surfaces (CMC surfaces) without umbilical
points (=zeros of the Hopf differential) in the 3-dimensional real space forms: the
Euclidean space IR3 , the 3-sphere S3 and the hyperbolic 3-space H3 (in H3 only if
the absolute value of the mean curvature is > 1 ). For example, as we will describe
more explicitly in Section 2, a conformal, minimal immersion f : X → S3 without
umbilical points can be reparameterized such that the Hopf differential is equal to
E dz2 with a constant value E ∈ S1 ; in this situation the Gauss equation for the
conformal metric g = eu/2 dz dz with the conformal factor u : X → IR of f reduces to
the sinh-Gordon equation, thus u is a solution of the sinh-Gordon equation. Moreover
the Codazzi equation reduces to 0 = 0 . Therefore studying minimal surfaces or CMC
surfaces in the 3-dimensional space forms means to study solutions of the sinh-Gordon
equation.
Simple examples of CMC surfaces are surfaces with parallel second fundamental
form, in IR3 these are the planes, spheres and (circular) cylinders (embedded in the
usual way). More interesting examples of CMC surfaces in IR3 are the Delaunay sur-
faces, a class of immersed CMC surfaces which are topologically cylinders and which
were first considered by Delaunay in [De]. Alexandrov showed in [Al] that the
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only embedded compact CMC surfaces in IR3 are the round 2-spheres, and Hopf
showed in [Ho] that the only immersed compact CMC surfaces in IR3 of genus g = 0
(i.e. homeomorphic to the 2-sphere) are again the round 2-spheres; he in fact conjec-
tured that there are no immersed compact CMC surfaces in IR3 besides the round
2-spheres at all. Interest in compact immersed CMC surfaces in the 3-dimensional
space forms soared, however, after Wente showed in 1986 (see [W]) this conjecture
to be false by constructing what is now known as the Wente tori: a family of compact,
immersed CMC surfaces in IR3 of genus g = 1 . Later, Kapouleas found compact
immersed CMC surfaces in IR3 at first for every genus g ≥ 3 (see [Ka1]), and then
also for g = 2 (see [Ka2], [Ka3]). A family of compact minimal surfaces in S3 is the
family of Lawson surfaces: they exist for every genus g ≥ 1 , have a large symmetry
group and were obtained by Lawson by applying a reflection principle to a suitably
chosen solution of Plateau’s Problem (of finding a minimal surface with prescribed
boundary) in [Law].
A celebrated result was the classification of all immersed CMC tori in IR3 resp. S3
by Pinkall and Sterling in [PS] and independently by Hitchin in [Hi]. The clas-
sification by Pinkall and Sterling is based on proving that CMC tori can be described
by polynomial Killing fields; a summary of their proof is found in [Hel], Chapter 9.
While also Pinkall’s and Sterling’s classification can be interpreted in terms of spectral
theory, Hitchin’s classification is based on spectral theory in a more explicit way, and
we will discuss the latter classification in some more detail below.
As stated at the beginning, the present work sets out to develop a spectral theory
for simply periodic solutions of the sinh-Gordon equation. The term “spectral theory”
here refers more precisely to a scheme of studying solutions of a given differential oper-
ator by looking at the spectrum of an associated Lax operator. This scheme was first
developed for the Korteweg-de Vries equation (KdV equation). In this introduction,
we will first describe the scheme as it applies to the KdV equation, and then how it
can be applied to the sinh-Gordon equation. The study of simply periodic solutions
of the sinh-Gordon equation by this method is the main topic of the present work.
The KdV equation is the partial differential equation ut = −uxxx + 6 u ux (which
was first studied in the 19th century in relation to the modeling of waves on shallow
water channels). It is an important insight that is due to Lax (see [Lax]) that the KdV
equation can be written in the form of what is now known as a Lax equation, i.e. in
the form d
dt
L = [B,L] (where [B,L] is the commutator B ·L−L ·B ) with respect to
two other differential operators L and B . In this situation, the pair (L,B) is called
a Lax pair. More specifically, for the KdV equation L = − d2
dx2
+u is the 1-dimensional
Schro¨dinger operator, and B = −4 d3
dx3
+3u d
dx
+3 d
dx
u is another differential operator
of third order. Note that if u is a periodic solution of the KdV equation, then the
Lax operators L and B are also periodic.
The idea then is to study periodic solutions u of the KdV equation via the periodic
spectrum of the associated Lax operator L . It is known that this spectrum is a pure
point spectrum, thus the spectrum is defined by the eigenvalue equation Lψ = λψ ,
where λ ∈ C and ψ is a periodic function. It is a consequence of the Lax equation that
the spectrum of L is invariant under the flows of L and B (and also under an infinite
family of “higher flows”). The periodic spectrum does not determine u uniquely,
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however one can define additional data associated to the periodic eigenfunctions ψ
(which move under the flows of L and B ), so that the spectrum along with these
additional data determine the original solution u of the KdV equation uniquely. The
spectrum together with these additional data are called the spectral data of u .
In relation to the correspondence between the solution u and the spectral data
there are two fundamental problems: first the direct problem to study the spectral
data corresponding to a solution u and to derive properties of the spectral data from
properties of the solution u ; and second, the inverse problem to study u by its spectral
data, especially to show that u is determined uniquely by the spectral data and to
reconstruct u from its spectral data.
Note that this approach to the study of periodic solutions u of the KdV equa-
tion depends almost exclusively on the study of the spectrum of the 1-dimensional
Schro¨dinger operator L with potential u along a period (i.e. only with respect to the
single variable x ). The other Lax operator B comes into play only when one recon-
structs the two-dimensional solution u of the KdV equation from its values along the
x-line by applying the flow of B .
The Lax equation can be interpreted as a zero curvature condition in the following
way: The second order differential operator L can be rewritten as the 2-dimensional
first order differential operator − d
dx
+( 0 1u 0 ) and then the eigenvalue equation Lψ = λψ
takes the form
d
dx
Ψ = UλΨ (∗)
with the 2-dimensional periodic operator
Uλ :=
(
0 1
u− λ 0
)
and Ψ =
(
ψ1
ψ2
)
=
(
ψ
d
dx
ψ
)
.
Moreover there exists another 2-dimensional periodic operator Vλ also depending on
the parameter λ so that the Lax equation d
dt
L = [B,L] is equivalent to the zero
curvature condition
∂Uλ
∂t
− ∂Vλ
∂x
+ [Uλ, Vλ] = 0 . (†)
Results on the study of the KdV equation via the spectral theory for the associ-
ated 1-dimensional Schro¨dinger operator in this way are summarized for example in
[KP], Chapter III. The spectral theory for the 1-dimensional Schro¨dinger operator
was investigated by McKean and van Moerbeke in [MM]; this work was later
extended by McKean and Trubowitz to include also the study of the Jacobi va-
riety of the spectral curve in [MT]. Representative for many further results on this
topic, I mention only [MSS] by Mu¨ller, Schmidt and Schrader, where certain
quasi-periodic solutions are constructed by means of complex analysis on hyperellip-
tic spectral curves of infinite genus. A very accessible introduction to the spectral
theory of the 1-dimensional Schro¨dinger equation is the book [PT], which however
considers only solutions u of the Schro¨dinger equation with the Dirichlet boundary
conditions y(0) = y(1) = 0 (choosing what David Hilbert would have called “that
special case which contains all the germs of generality”). The cited papers and books,
but especially [PT], have been very inspirational for the treatment of the sinh-Gordon
equation in the present work, and several of the results in the present work correspond
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to analogous theorems in the theory of the Schro¨dinger equation; the correspondences
will be pointed out.
Other examples of differential equations that have been studied successfully by
means of the spectral theory of a corresponding Lax operator L include the mod-
ified Korteweg-de Vries equation (mKdV equation) and the non-linear Schro¨dinger
equation.
In this work we study the sinh-Gordon equation via periodic 2-dimensional operators
Uλ , Vλ associated to a periodic solution u of the sinh-Gordon equation that satisfy
the zero curvature condition (†); from the monodromy of the associated differential
equation (∗) we will obtain data that are analogous to the spectral data described
above for the 1-dimensional Schro¨dinger operator. For a given solution u of the sinh-
Gordon equation, the operators Uλ , Vλ are obtained from the Maurer-Cartan form
αλ = Uλ dx+ Vλ dy of the extended frame Fλ of the minimal immersion f : X → S3
corresponding to u . However the dependence of the operators Uλ and Vλ on λ
is more complicated in this setting; consequently the equation (∗) can no longer be
interpreted as the eigenvalue equation for a differential operator L as was the case
for the KdV equation, and thus also the parameter λ can no longer be interpreted
as a eigenvalue resp. a spectral value. Nevertheless, the analogy to the situation for
the KdV equation is very close via the interpretation of the Lax equation as a zero
curvature condition, which is the reason why I take the liberty of applying the term
spectral theory also to the study of periodic solutions of the sinh-Gordon equation by
this method; likewise we will use the adjective “spectral” for the parameter λ and
similar objects.
This concept of spectral theory has first been applied to the sinh-Gordon equation
by Hitchin in [Hi] where he studied doubly periodic solutions in relation with his
classification of the minimal tori in S3 . These concepts have later been refined by
Bobenko and adapted to CMC immersions in all the 3-dimensional space forms.
McIntosh [Mc] has described spectral data from the point of view of considering
harmonic maps from a torus into S2 (such maps correspond to minimal immersions
of a torus into S3 by taking the Gauss map). In the present text, we will use this kind
of spectral theory to study simply periodic solutions of the sinh-Gordon equation.
We now describe the construction of spectral data for the sinh-Gordon equation
explicitly using the terminology of Bobenko, which we will also use in the present
work, and then Hitchin’s method for the classification.
Consider a minimal conformal immersion f : X → S3 without umbilical points into
the 3-sphere, corresponding to a solution u : X → IR of the sinh-Gordon equation.
Then the frame F : X → SO(4) of f induces the so(4)-valued flat connection form
α = F−1 · dF on X (which is the Maurer-Cartan form of F ). In fact, minimal
immersions into S3 come in families fλ with λ ∈ S1 (the fλ differ only in their
Hopf differential E dz2 ), and thus we obtain a corresponding family of frames F λ
and of flat connection forms αλ . If we identify SO(4) with (SU(2) × SU(2))/ZZ2
and therefore so(4) with su(2)⊕ su(2) , then the connection form αλ is of the form
αλ = (αλ, α−λ) with an su(2)-valued flat connection form αλ . Moreover, αλ can
be written down explicitly in terms of u and λ , also for λ ∈ C∗ (instead of only
for λ ∈ S1 ), and also for complex-valued solutions u (which do not correspond to
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immersions, then the Lie groups SO(4) and SU(2) are replaced by their complex
forms SO(4,C) and SL(2,C) ). The dx-part and the dy-part of αλ give the λ-family
of Lax pairs for our solution u of the sinh-Gordon equation as explained above. We
integrate αλ by solving the differential equation dFλ = αλ ·Fλ for Fλ along a period
of u , and consider the monodromy M(λ) := Fλ(z1) · Fλ(z0)−1 along a period. Then
the hyperelliptic complex curve (possibly with singularities) defined by the eigenvalues
of M(λ)
Σ := { (λ, µ) ∈ C∗ × C ∣∣ det(M(λ)− µ · 1l) = 0 }
will be called the spectral curve of u in the present work (but is called the multiplier
curve by Hitchin, who reserves the term “spectral curve” for a different object, see
below), and the divisor D defining the eigenline bundle of M(λ) on Σ is the spectral
divisor of u . (Σ, D) is called the spectral data for the solution u of the sinh-Gordon
equation. The branch points of Σ are analogous to the periodic spectrum of the 1-
dimensional Schro¨dinger operator L in the treatment of the KdV equation via spectral
theory described above, and the spectral data (Σ, D) are analogous to the spectral
data for L .
Hitchin’s objective is to classify the minimal immersed tori of S3 , corresponding
to the case where u is doubly periodic. The two minimal periods of u induce two
different monodromies and therefore Hitchin obtains at first two different sets (Σ, D)
of spectral data for u . However, because the homotopy group of the torus is abelian,
the two monodromies commute, and therefore the two curves Σ are in fact the same.
Hitchin constructs a complex curve Σ˜ on which the eigenlines of the monodromies
actually are holomorphic line bundles, even at the branch points or singularities of Σ ;
he obtains Σ˜ as a partial desingularization of Σ , namely by desingularizing Σ at all
those singularities which are also divisor points. It turns out that the resulting curve
Σ˜ has finite geometric genus, and can therefore be compactified by adding points
above λ = 0 and λ =∞ . This is what permits Hitchin to show that doubly periodic
solutions u are of finite type, and therefore ultimately to classify the doubly periodic
solutions of the sinh-Gordon equation, by applying classical results of the theory of
compact Riemann surfaces.
We mention that Heller has applied Hitchin’s construction of spectral data to
compact (closed) immersed surfaces of genus g ≥ 2 in S3 ; he obtains the most
interesting results for surfaces which are “Lawson symmetric”, i.e. which have the
symmetry group of one of the Lawson surfaces; he also obtained CMC deformations
of such surfaces in S3 . See for example [He1], [He2] and [HeS].
In the present work, we develop the theory of spectral data for solutions u : X → C
of the sinh-Gordon equation (with X ⊂ C ) which have only a single period (are
simply periodic). Note that we include the case of complex-valued u throughout the
work. By a linear transformation of X we may suppose without loss of generality
that 0 ∈ X holds and that the period of u is 1 . Then X is a horizontal strip in C
and
u(z + 1) = u(z) holds for all z ∈ X .
It is possible to construct the spectral data also for bare Cauchy data (u, uy) for a
solution of the sinh-Gordon equation, here u and uy are periodic functions defined
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only on the interval [0, 1] , where uy gives the derivative of u in normal direction.
This is the viewpoint we will take throughout most of the work.
In this context we are interested in requiring only as weak regularity conditions for
(u, uy) as possible. There are two reasons: First, we are interested in characterizing
precisely which divisors on a spectral curve are spectral divisors of some Cauchy data
(u, uy) ; it turns out that every additional differentiability condition imposed on (u, uy)
reduces the space of divisors by an intricate relationship between its divisor points. By
not imposing more regularity than necessary, we obtain a description of the space of
divisors that is as simple as possible. Second, while any solution u of the sinh-Gordon
equation is infinitely differentiable (in fact even real analytic, because the sinh-Gordon
equation is elliptic) on the interior of its domain, we are also interested in the behavior
of the solution on the boundary of its domain, where its behavior can be worse. For
these reasons we only require (u, uy) ∈ W 1,2([0, 1])× L2([0, 1]) .
The definition of the spectral data (Σ, D) described above carries over to our situa-
tion without difficulty. As spectral curve, we use the complex curve Σ defined by the
eigenvalues of the monodromy (called the multiplier curve by Hitchin), not the partial
desingularization Σ˜ that Hitchin calls the spectral curve. There are several reasons
for this choice:
The most important reason is that I take the point of view of describing variations
of u within its spectral class by variation of the spectral divisor, not by change of the
curve on which the divisor is defined. Because Hitchin’s partial desingularization Σ˜
needs to be chosen in dependence of the spectral divisor, spectral divisors on the same
complex curve Σ can induce different partial desingularizations Σ˜ . Thus using the
partial desingularization would complicate the approach of working on a fixed curve.
Another reason is that in our setting (with u only simply periodic) Hitchin’s partial
desingularization Σ˜ would still have infinite geometric genus in general, so passing
from Σ to Σ˜ is not quite as useful in the present situation as it is for Hitchin. Moreover
we note that the existence of a partial desingularization of Σ which parameterizes the
eigenline bundle of the monodromy is a property of only the sinh-Gordon integrable
system, as a consequence of the fact that the monodromy has values in (2×2)-matrices,
which causes Σ to be hyperelliptic. In the spectral theory for other integrable systems,
the monodromies generally have values in larger endomorphism spaces, hence Σ is no
longer hyperelliptic (instead it covers the λ-plane with order ≥ 3 ), and then there
does not exist such a partial desingularization, see Remark 3.4.
However, there is one complication that is caused by using the curve Σ as spectral
curve, instead of its partial desingularization, and that is that we need to deal with
the fact that it is possible for singularities of Σ to occur in the support of the spec-
tral divisor. In this case, the divisor, in the classical sense, does not convey enough
information to determine the monodromy M(λ) uniquely, which is of course what we
expect of the spectral data. The solution to this problem is to generalize the concept
of a divisor following a concept of Hartshorne [Ha2]. In this sense, a generalized
divisor is a subsheaf D of the sheaf M of meromorphic functions on Σ which is
finitely generated over the sheaf O of holomorphic functions on Σ . Such a general-
ized divisor contains exactly the same information as a classical divisor in the regular
8 S. KLEIN
points of Σ , but it conveys more information in the singular points. It is the proper
concept of a divisor to ensure that the spectral curve Σ together with a generalized
divisor D uniquely determines the monodromy M(λ) ,
In our setting, the geometric genus of the spectral curve Σ is in general infinite –
the branch points accumulate near λ = ∞ and near λ = 0 – so Σ can no longer
be compactified. For this reason, the classical results on compact Riemann surfaces
which played a significant role for the study of solutions of finite type, are no longer
applicable to Σ in the case of infinite type.
We need to replace these standard results with arguments for non-compact surfaces.
To make such arguments feasible, one needs to prescribe the asymptotic behavior of
the spectral curve Σ “at its ends”, i.e. near the points λ = ∞ and λ = 0 . The
information on the asymptotic behavior of Σ is the replacement for the fact from
the finite type theory that Σ can be compactified at λ = ∞ and λ = 0 . It is for
this reason that asymptotic estimates for the quantities involved in the construction
of the spectral data are a very important, perhaps the most important tool for the
conduction of the present study.
Unfortunately there are only very few results on open Riemann surfaces with pre-
scribed asymptotics found in the literature. One example would be the book [FKT]
by Feldman/Kno¨rrer/Trubowitz. From this book, we will indeed use one of the
results from Chapter 1 of the book that apply to general surfaces that are parabolic in
the sense of Ahlfors and Nevanlinna. However the results in the later part of the
book, which would be very useful to us, depend on very strict geometric hypotheses for
the surface under consideration, see Section 5 of [FKT], and especially the hypothesis
GH2(iv), which requires that the “size of the handles” tj (comparable to the distance
between the pairs of branch points) satisfies
∑
tβj < ∞ for every β > 0 . This re-
quirement implies in particular that the tj are decreasing more rapidly than j
−n for
every n ≥ 1 . Because of our relatively mild requirements on the differentiability of
(u, uy) , the tj do not decrease sufficiently rapidly by far for our spectral curve Σ , and
thus the results from the latter part of [FKT] are not applicable in our situation. For
this reason we develop some results analogous to classical results on compact Riemann
surfaces in this work, as needed.
We now give an overview of the results of the work. In Section 2 we explicitly de-
scribe the relationship between solutions u of the sinh-Gordon equation, and minimal
immersions f : X → S3 without umbilical points. This relationship is of importance
because it provides the sl(2,C)-valued flat connection form αλ (depending on the
spectral parameter λ ∈ C∗ ) and thereby the extended frame Fλ : X → SL(2,C) as
the solution of the differential equation dFλ = αλ Fλ . In the case where u is simply
periodic, the monodromy M(λ) ∈ SL(2,C) of the extended frame along the period
is then used in Section 3 to construct the spectral data (Σ, D) for u . Here Σ is
the spectral curve, defined by the eigenvalues of M(λ) , which turns out to be a hy-
perelliptic complex curve, and D is the divisor on Σ defining the eigenline bundle of
M(λ) . With respect to D , a difficulty arises in view of the fact that the spectral curve
Σ can be singular: If the support of D contains singular points, then the classical
divisor does not convey enough information at these points to uniquely determine the
monodromy M(λ) anymore, and thus we replace D with a generalized divisor D in
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the sense of Hartshorne as explained above. We will see in Section 12 that (Σ,D)
uniquely determines the monodromy M(λ) (up to a choice of sign).
The first main part of the work then is to describe the asymptotic behavior of the
monodromy M(λ) and thereby of the spectral data (Σ,D) near λ = ∞ and near
λ = 0 . As explained above, this is the most important instrument for understanding
and controlling the spectral curve in our situation.
We begin in Section 4 by calculating the spectral data for the “vacuum solution”
u = 0 of the sinh-Gordon equation. This example is of importance because we will
describe the asymptotic behavior of the various objects near λ → ∞ and λ → 0 by
comparing the objects for any given simply periodic solution u to the corresponding
(explicitly calculated) object for the vacuum solution. In this way, one can view the
spectral data for the vacuum solution as being “typical” for the spectral data for any
simply periodic solution, where the extent of typical-ness is quantified precisely by the
asymptotic estimates of the sections to come.
For the investigation of the asymptotic behavior of M(λ) and of the spectral data
(Σ,D) , we do not consider a solution u of the sinh-Gordon equation defined on a hor-
izontal strip in C of positive height, but rather periodic Cauchy data (u, uy) defined
on [0, 1] . For the reasons explained above, we only require (u, uy) ∈ W 1,2([0, 1]) ×
L2([0, 1]) ; the condition of periodicity then reduces to u(0) = u(1) . Note that for
many of the asymptotic estimates we also admit Cauchy data without the condition
of periodicity. Such “non-periodic potentials” of course do not correspond to simply-
periodic solutions of the sinh-Gordon equation; they are considered for the sole purpose
of deriving the asymptotic behavior of the extended frame Fλ in Proposition 11.7.
The strategy for obtaining asymptotic estimates for the spectral data is to find
asymptotic estimates for the monodromy M(λ) first and then to derive asymptotic
estimates for the spectral data from them. Similarly as in the case of the 1-dimensional
Schro¨dinger equation (compare [PT], Chapter 2), one needs to carry out this process
in two stages: First one derives a relatively mild asymptotic for the monodromy (called
the “basic asymptotic” in Section 5), which then yields first information on the spectral
data (Section 6): It turns out that the points in the support of the spectral divisor
D can be enumerated by a sequence (λk, µk)k∈Z of points on Σ , where for |k| large,
each (λk, µk) is in a certain neighborhood of a corresponding point (λk,0, µk,0) in the
divisor of the vacuum; we call these neighborhoods the excluded domains Ûk,δ . Note
that that the divisor points are (asymptotically) free to move in the excluded domains,
they are not restricted to intervals or curves (as it is the case, for example, for real
solutions of the KdV equation, where these intervals are called “gaps”); the reason is
that we are considering complex, not only real, solutions of the sinh-Gordon equation.
Similarly, Σ has two branch points in each Ûk,δ for |k| large; if they coincide, then
a singularity of Σ occurs. This singularity is an ordinary double point; for |k| large
this is the only type of singularity that can occur, but for small |k| , the spectral curve
Σ can also have singularities of higher order.
These asymptotic assessments can still be refined: By studying the Fourier transform
of the given Cauchy data (u, uy) , in Section 7 it is shown that the difference between
the monodromy M(λ) and the monodromy M0(λ) follows for λ = λk,0 a law of
square-summability, which we call the “Fourier asymptotic” for the monodromy. From
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this fact, it follows that the divisor points and the branch points also follow a square-
summability law with respect to the difference to their counterparts for the vacuum.
We show this for the divisor points in Section 8, whereas the corresponding result for
the branch points of the spectral curve is postponed to Section 11 to avoid technical
difficulties.
Our next objective is to solve the inverse problem for the monodromy: Suppose
that spectral data (Σ,D) are given, where the support of D satisfies the square-
summability law just mentioned, then one would like to reconstruct the monodromy
M(λ) from which these spectral data were induced; in particular, we need to show
that M(λ) is determined uniquely by the spectral data. If we write the SL(2,C)-
valued monodromy M(λ) in the form M(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
with holomorphic functions
a, b, c, d : C∗ → C , the spectral divisor directly conveys information on the zeros of c
and on the function values of d (or a ) at the zeros of c . The inverse problem for the
monodromy is, in essence, to reconstruct the functions a, b, c, d from these information
and from their known asymptotic behavior.
To facilitate the discussion of this problem, we introduce in Section 9 spaces of
holomorphic functions on C∗ or on Σ which have a prescribed asymptotic behavior
near λ = ∞ and/or near λ = 0 . The difference between the functions comprising
M(λ) and the corresponding functions of the vacuum will turn out to be contained
in certain of these spaces, and it is for this reason that these spaces are extremely
important in the sequel.
In Section 10 we address the mentioned problem of reconstructing a holomorphic
function on C∗ with a prescribed asymptotic behavior from the sequence of its zeros,
or else from a sequence of its values at certain points. The first of these problems
(reconstruction from the zeros) is reminiscent of Hadamard’s Factorization Theorem
(see for example [C], Theorem XI.3.4, p. 289), but here we have a holomorphic function
defined on C∗ with two accumulation points of the sequence of zeros (λ =∞ and λ =
0 ), instead of a function on C with the zeros accumulating only at λ =∞ . For both
of the reconstruction problems, we obtain explicit descriptions of the solution function
as an infinite product resp. sum. For the proof of the corresponding statements, we
require several relatively elementary results on the convergence and estimate of infinite
sums and products, these results are collected in Appendix A.
By applying the explicit product resp. sum formulas from Section 10 to the functions
comprising the monodromy M(λ) , we can improve the asymptotic description for
M(λ) one final time: in the description of the Fourier asymptotic in Section 7, the
points λ = λk,0 played a special role. In Section 11 we are now liberated from this
condition and obtain a square-summability law for M −M0 with respect to arbitrary
points e.g. in excluded domains. We also obtain the asymptotic behavior of the branch
points of the spectral curve Σ , and an asymptotic estimate for the extended frame
Fλ itself.
Finally in Section 12 we characterize those generalized divisors D on a spectral
curve Σ for which (Σ,D) is the spectral data of a monodromy M(λ) . It turns out
that besides the asymptotic behavior that was described before, one needs a certain
compatibility condition (Definition 12.1(1)) and (as is to be expected) that the divisor
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D is non-special. Under these circumstances it turns out that (Σ,D) corresponds
to a monodromy M(λ) and that M(λ) is determined uniquely by (Σ,D) (up to a
change of sign of the off-diagonal entries). This concludes the solution of the inverse
problem for the monodromy.
The next question is the inverse problem for the Cauchy data (u, uy) themselves,
i.e. to reconstruct (u, uy) from the spectral data (Σ,D) . The corresponding problem
has been solved for the potentials of finite type, and it appears natural to try to apply
that result for our infinite type potentials.
For this purpose we show in Section 13 (by a fixed point argument) that the set of
finite type divisors is dense in the space of all asymptotic divisors. Moreover, in Sec-
tion 14 we equip the space of potentials with a symplectic form and construct Darboux
coordinates on this symplectic space, building on previous results by Knopf [Kn2].
Using these two results, we are then able to show relatively easily in Section 15 that
for the open and dense subset Pottame of “tame” potentials, the map Pottame → Div
associating to each tame potential (Cauchy data) the corresponding spectral divisor
is a diffeomorphism onto an open and dense subset of the space of all asymptotic
divisors. This essentially solves the inverse problem for the Cauchy data (u, uy) .
The final part of the work is concerned with constructing a Jacobi variety and an
Abel map for the spectral curve Σ . For the sake of simplicity, we will here restrict
ourselves to spectral curves Σ which do not have any singularities other than ordinary
double points. Also in this part we admit spectral data corresponding to complex
solutions of the sinh-Gordon equation, it is for this reason that the individual Jacobi
coordinates take values in C (and not only in S1 , which would be familiar for example
from the Jacobi variety for (real) solutions of the 1-dimensional Schro¨dinger operator
constructed in [MT], Sections 11ff.).
The construction of the Jacobi variety needs to be prepared with more asymptotic
estimates: In Section 16 we prove estimates for certain contour integrals on the spectral
curve Σ , and in Section 17 we study holomorphic 1-forms on Σ . In particular we
construct holomorphic 1-forms which have zeros in all the excluded domains, with
the exception of a single one, and find sufficient conditions for such 1-forms to be
square-integrable on Σ .
With help of these results we will construct a canonical basis (ωn) for the space of
holomorphic 1-forms explicitly in Section 18. In the case where the spectral curve Σ
has no singularities, the existence of such a basis follows from the general theory of
parabolic (in the sense of Ahlfors/Nevanlinna) Riemann surfaces described for example
in Chapter 1 of [FKT]. However this is not enough for us, not only because we also need
to handle the case where Σ has singularities, but also because we derive asymptotic
estimates for the ωn from their explicit representation which are stronger than those
one can obtain abstractly; we need these stronger estimates in the construction of the
Jacobi variety and the Abel map for Σ .
The work is concluded with two applications of this construction: In Section 19
we describe the motions in the Jacobi variety that correspond to translations of the
solution u of the sinh-Gordon equation. Similarly as is known for the finite type
setting, it turns out that these translations correspond to linear motions in the Jacobi
variety. And finally, in Section 20 we describe the asymptotic behavior of the spectral
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data (Σ, D) for an actual simply periodic solution u : X → C of the sinh-Gordon
equation, given on a horizontal strip of positive height X ⊂ C . We see that in
this case the spectral data satisfy an exponential asymptotic law, much steeper than
the asymptotic behavior of the spectral data for Cauchy data (u, uy) , as is to be
expected, solutions of the sinh-Gordon equation being real analytic in the interior of
their domain.
In section 21 we give a perspective how the present work of research might be
extended to study compact immersed minimal surfaces in S3 , especially those of
genus g ≥ 2 .
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Part 2. Spectral data
2. Minimal immersions into the 3-sphere and the sinh-Gordon equation
We begin by describing the relationship between minimal immersions without um-
bilical points into the 3-sphere and solutions of the sinh-Gordon equation explicitly,
especially to obtain the sl(2,C)-valued flat connection form αλ ; from the integration
of αλ we will obtain spectral data for periodic solutions of the sinh-Gordon equation.
Suppose that f : X → S3 is a conformal immersion of some Riemann surface X
into the 3-sphere S3(κ) ⊂ IR4 of curvature κ > 0 . Then there exists a function
u : X → IR such that the pull-back Riemannian metric g = f ∗〈 · , · 〉 induced by f
on X is given by g = eu/2 dz dz = eu/2 (dx2 + dy2) . u is called the conformal factor
of f . If we denote the mean curvature function of f by H , and the Hopf differential
of f by E dz2 , the equations of Gauss and Codazzi read
uzz +
1
2
(H2 + κ) eu − 2E E e−u = 0
Hz e
u = 2Ez .
We now specialize to the situation where f is minimal, i.e. H = 0 , and maps into the
sphere of radius 2 , i.e. κ = 1
4
. Moreover let us suppose that f has no umbilical points.
Then we can choose a holomorphic chart z of X such that the Hopf differential’s
function E is constant and of modulus 1
4
. In this situation the equation of Codazzi
reduces to 0 = 0 , whereas the equation of Gauss reduces to the sinh-Gordon equation
∆u+ sinh(u) = 0 . (2.1)
This shows that minimal immersions f : X → S3(κ) give rise to solutions of the
sinh-Gordon equation.
SPECTRAL THEORY FOR SIMPLY PERIODIC SOLUTIONS OF SINH-GORDON 13
We now describe the relationship between minimal immersions into S3 := S3(κ = 1
4
)
and solutions of the sinh-Gordon equation in more detail. For this purpose, we suppose
X to be simply connected.
We denote by fx and fy the derivative of f in the direction x resp. y , and put
ex :=
fx
‖fx‖ , ey :=
fy
‖fy‖ . Moreover, we let N be the unit normal field of the immersion
f . Then (ex, ey, N) is an orthonormal basis field of TS
3 along f , hence the frame
F :=
(
ex, ey, N,
1
2
f
)
: X → SO(4) is a positively oriented orthonormal basis field of
IR4 along f . X being simply connected, we can lift F to the universal covering
group SU(2) × SU(2) of SO(4) , obtaining (F [1], F [2]) : X → SU(2) × SU(2) with
F [1], F [2] : X → SU(2) .
It is clear that the “integrability condition” ((F [1], F [2])z)z = ((F
[1], F [2])z)z trans-
lates into differential equations for F [1] and F [2] . But it is an insight due to Bobenko
(see [Bo2]) that the two components F [1], F [2] of the frame are governed by essen-
tially the same differential equation. Indeed, there exists λ ∈ S1 so that we have
(F [1], F [2]) = (Fλ, F−λ) , where Fλ satisfies the differential equation dFλ = αλ Fλ with
αλ :=
1
4
(−uz −λ−1 e−u/2
eu/2 uz
)
dz +
1
4
(
uz −eu/2
λ e−u/2 −uz
)
dz .
An explicit calculation shows that
dαλ + [αλ ∧ αλ] = 1
8
(∆u+ sinh(u))
(
1 0
0 −1
)
dz ∧ dz ,
therefore the Maurer-Cartan equation dαλ+ [αλ∧αλ] = 0 for αλ is equivalent to the
sinh-Gordon equation for u . Therefore we have the following equivalence:
Proposition 2.1. Suppose u : X → C is any differentiable function. Then the
following three statements are equivalent:
(1) The function u solves the sinh-Gordon equation ∆u+ sinh(u) = 0 .
(2) The metric eu/2 dz dz satisfies the equations of Gauss and Codazzi for a min-
imal immersion into S3 with constant Hopf differential of modulus 1
4
.
(3) For any, or for all λ ∈ C∗ , αλ (as defined above) satisfies the Maurer-Cartan
equation dαλ + [αλ ∧ αλ] = 0 .
If any of the statements in the Proposition holds, then (3) shows that there is a
unique solution Fλ : X → SU(2) to the differential equation dFλ = αλ Fλ with
Fλ(z0) = 1l (where z0 ∈ X is fixed) for every λ ∈ C∗ . It is clear that Fλ depends
holomorphically on λ ∈ C∗ . In this setting, the family (Fλ)λ∈C∗ is called the extended
frame of u or of f ; the parameter λ is called the spectral parameter.
On the other hand, if u : X → C is a solution of the sinh-Gordon equation, then
the metric eu/2 dz dz together with any constant Hopf differential E dz2 of modulus
1
4
satisfies the equations of Gauss and Codazzi for a minimal immersion into S3 .
Thus, if u is real-valued in this setting, then u corresponds to a minimal conformal
immersion fE : X → S3 with that metric and that Hopf differential. Thus we see
that minimal immersions into S3 come in families (fE)E∈(1/4)S1 ; each such family is
called an associated family.
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Therefore solutions u : X → IR of the sinh-Gordon equation are in one-to-one
correspondence with associated families of minimal immersions into S3 .
Note that αλ has certain symmetries. In the case where the solution u is simply
periodic, the symmetries of αλ also induce symmetries for the extended frame Fλ and
for the monodromy M(λ) = Fλ(z1) ·Fλ(z0)−1 of Fλ along the period. In the following
proposition we describe these symmetries, where we suppose for the sake of simplicity
that X ⊂ C holds, that we have 0 ∈ X , that the period of u is 1 (so the real interval
[0, 1] is contained in X ), and that we consider the base point z0 = 0 . Then the
monodromy of the extended frame is given by M(λ) = Fλ(z0 + 1) · Fλ(z0)−1 = Fλ(1) .
One of the applications of these symmetries will be to derive asymptotic estimates
for λ→ 0 from asymptotic estimates for λ→∞ .
Proposition 2.2. Let Φ : z 7→ z . If u : X → C is a simply periodic solution of the
sinh-Gordon equation as above, then u˜ := −u ◦ Φ and u : z 7→ u(z) also are simply
periodic solutions of the sinh-Gordon equation. Moreover we put g := ( 1 00 λ ) . Then we
have
(1) αλ−1,u = g
−1 · Φ∗αλ,u˜ · g ,
Fλ−1,u = g
−1 · (Fλ,u˜ ◦ Φ) · g ,
Mu(λ
−1) = g−1 ·Mu˜(λ) · g .
(2) α
λ
−1
,u
= −αtλ,u (where αt denotes the transpose of α ),
F
λ
−1
,u
= (F−1λ,u)t ,
Mu(λ
−1
) = (Mu(λ)−1)t .
Proof. For (1). We have
Φ∗dz = dz and Φ∗dz = dz ,
and also
u˜z ◦ Φ = −uz and u˜z ◦ Φ = −uz .
Using these equations, we calculate:
g−1 · (Φ∗αλ,u˜)(z) · g
= g−1·
[
1
4
(−u˜z ◦ Φ −λ−1 e−(u˜◦Φ)/2
e(u˜◦Φ)/2 u˜z ◦ Φ
)
Φ∗dz +
1
4
(
u˜z ◦ Φ −e(u˜◦Φ)/2
λ e−(u˜◦Φ)/2 −u˜z ◦ Φ
)
Φ∗dz
]
· g
= g−1·
[
1
4
(
uz −λ−1 eu/2
e−u/2 −uz
)
dz +
1
4
( −uz −e−u/2
λ eu/2 uz
)
dz
]
· g
=
1
4
(
uz −eu/2
λ−1 e−u/2 −uz
)
dz +
1
4
(−uz −λ e−u/2
eu/2 uz
)
dz
= αλ−1,u(z) .
Now let F˜ := g−1 · (Fλ,u˜ ◦ Φ) · g . Then we have
dF˜ = g−1 · d(Fλ,u˜ ◦ Φ) · g = g−1 · Φ∗ dFλ,u˜ · g = g−1 · Φ∗(αλ,u˜ Fλ,u˜) · g
= g−1 · (Φ∗αλ,u˜) · g · g−1 · (Fλ,u˜ ◦ Φ) · g = αλ−1,u F˜
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as well as F˜ (0) = 1l . In other words, F˜ solves the same initial value problem as
Fλ−1,u , and thus we have F˜ = Fλ−1,u .
Finally, we have Mu(λ
−1) = Fλ−1,u(1) = g−1 · Fλ,u˜(Φ(1)) · g = g−1 ·Mu˜(λ) · g .
For (2). We have
α
λ
−1
,u
=
1
4
(−uz −λ e−u/2
eu/2 uz
)
dz +
1
4
(
uz −eu/2
λ
−1
e−u/2 −uz
)
dz
=
1
4
(−uz −λ e−u/2
eu/2 uz
)
dz +
1
4
(
uz −eu/2
λ−1 e−u/2 −uz
)
dz
= −αtλ,u .
Now let F˜ := (F−1λ,u)
t . We then have
dF˜ = (dF−1λ,u)
t = −(F−1λ,u dFλ,u F−1λ,u)t = −(F−1λ,u αλ,u Fλ,u F−1λ,u)t
= −(F−1λ,u αλ,u)t = −αtλ,u F˜ = αλ−1,u F˜
as well as F˜ (0) = 1l . It follows that F˜ solves the initial value problem for F
λ
−1
,u
,
and hence F
λ
−1
,u
= F˜ holds.
Finally, we have (Mu(λ)
−1)t = (Fλ,u(1)−1)t = Fλ−1,u(1) =Mu(λ
−1
) . 
3. Spectral data for simply periodic solutions of the sinh-Gordon
equation
We now suppose that a simply periodic solution u : X → C of the sinh-Gordon
equation ∆u+ sinh(u) = 0 on a domain X ⊂ C is given. Without loss of generality,
we suppose that 0 ∈ X and that 1 ∈ C is the period of u . Then X is a horizontal
strip in C that contains the real axis IR and we have
u(z + 1) = u(z) for all z ∈ X .
We let Fλ be the extended frame corresponding to u , i.e. for each λ ∈ C∗ , Fλ :
X → SU(2) satisfies
dFλ = αλ Fλ , Fλ(0) = 1l
with
αλ :=
1
4
(−uz −λ−1 e−u/2
eu/2 uz
)
dz +
1
4
(
uz −eu/2
λ e−u/2 −uz
)
dz (3.1)
=
1
4
(
i uy −eu/2 − λ−1 e−u/2
eu/2 + λ e−u/2 −i uy
)
dx
+
i
4
( −ux eu/2 − λ−1 e−u/2
eu/2 − λ e−u/2 ux
)
dy . (3.2)
Although u is periodic, the extended frame Fλ generally is not. To measure the
deviance of Fλ from being periodic, we are lead to consider the monodromy Mz(λ) :=
Fλ(z + 1) · Fλ(z)−1 . It should be noted that the monodromy M itself satisfies a
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differential equation with respect to differentiation in the base point z . Indeed, we
have
dzMz(λ) = d
(
Fλ(z + 1) · Fλ(z)−1
)
= dFλ(z + 1) · Fλ(z)−1 − Fλ(z + 1) · Fλ(z)−1 · dFλ(z) · Fλ(z)−1
= αλ(z + 1) · Fλ(z + 1) · Fλ(z)−1 − Fλ(z + 1) · Fλ(z)−1 · αλ(z)
= [αλ(z),Mz(λ)] , (3.3)
because αλ(z + 1) = αλ(z) holds due to the periodicity of u . Consequently, we have
Mz(λ) = Fλ(z) ·Mz=0(λ) · Fλ(z)−1 .
We use the monodromy M(λ) := Mz=0(λ) at z = 0 to define spectral data for u .
We first define the spectral curve by the eigenvalues of M(λ) :
Σ := { (λ, µ) ∈ C∗ × C ∣∣ det(M(λ)− µ · 1l) = 0 } . (3.4)
Σ is a non-compact complex curve (i.e. a 1-dimensional complex analytic space),
possibly with singularities. The natural functions λ and µ on Σ are holomorphic,
and they generate the sheaf of holomorphic functions on Σ , i.e. a function f : Σ→ C
is holomorphic if and only if it can locally be extended to a holomorphic function in
λ and µ on a neighborhood in C∗ × C .
To phrase the definition (3.4) of Σ more explicitly, we write the monodromy M(λ)
in the form
M(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
(3.5)
with the holomorphic functions a, b, c, d : C∗ → C . Then we have
∆(λ) := tr(M(λ)) = a(λ) + d(λ) . (3.6)
Moreover, because αλ is trace-free, we have
a(λ) · d(λ)− b(λ) · c(λ) = det(M(λ)) = 1 . (3.7)
Equations (3.6) and (3.7) show that the characteristic polynomial of M(λ) is µ2 −
∆(λ) · µ+ 1 , and thus we obtain
Σ = { (λ, µ) ∈ C∗ × C ∣∣µ2 −∆(λ) · µ+ 1 = 0 } . (3.8)
It follows from this presentation of Σ that for any (λ, µ) ∈ Σ , µ 6= 0 holds, that
there are at least one and at most two points (λ, µ) ∈ Σ that are above some given
λ ∈ C∗ , and that the holomorphic involution
σ : Σ→ Σ, (λ, µ) 7→ (λ, µ−1) (3.9)
maps Σ onto itself. Therefore the complex curve Σ is hyperelliptic with the hyperel-
liptic involution σ .
More generally, for a given λ ∈ C∗ we have (λ, µ) ∈ Σ if and only if
µ =
1
2
(
∆(λ)±
√
∆(λ)2 − 4
)
(3.10)
holds; equivalently (λ, µ) ∈ Σ is characterized by the eigenvalue equation
(a(λ)− µ) · (d(λ)− µ) = b(λ) · c(λ) . (3.11)
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Note that
√
∆2 − 4 = µ − µ−1 is a holomorphic function on Σ , which is anti-
symmetric with respect to σ , i.e. we have
√
∆2 − 4 ◦ σ = −√∆2 − 4 .
It also follows from Equation (3.10) that (λ∗, µ∗) ∈ Σ is a fixed point of the hyper-
elliptic involution σ if and only if ∆(λ∗) = ±2 (or ∆(λ∗)2 − 4 = 0 ) holds; this is
the case if and only if µ∗ ∈ {±1} holds, and in this case, there is only one point in
Σ above λ∗ . Such a point is a branch point of Σ if the zero of ∆∓ 2 (or ∆2 − 4 ) is
of odd order, and it is a singularity of Σ if the zero of ∆∓ 2 (or ∆2 − 4 ) is of order
≥ 2 (an ordinary double point if the zero is of order 2 ); in the latter case we call the
order of zero of ∆ ∓ 2 (or ∆2 − 4 ) the order of the singularity. There are no other
branch points or singularities of Σ .
In this situation, the zeros of ∆2 − 4 (corresponding to the branch points and
singularities of Σ ) are analogous to the Dirichlet spectrum in the spectral theory of
the 1-dimensional Schro¨dinger equation (see for example, [PT], Chapter 2, p. 25f.).
We will now describe the local complex space structure of Σ , in particular near
its singularities. We let O resp. M be the sheaf of holomorphic resp. of meromor-
phic functions on Σ . The sheaf of unitary rings O is generated by the holomorphic
functions λ and µ (or by λ and µ − µ−1 ) in the sense that a function f on Σ is
holomorphic if and only if can locally be written in the form
f = f+(λ) + f−(λ) · (µ− µ−1)
with holomorphic functions f+ and f− in λ . In other words, f is holomorphic at
some (λ∗, µ∗) ∈ Σ if and only if it can be extended to a holomorphic function in λ
and µ on a neighborhood of (λ∗, µ∗) in C∗ × C∗ .
Near any point (λ∗, µ∗) of Σ that is not a fixed point of σ (i.e. that is neither a
branch point nor a singularity), the holomorphic function λ−λ∗ is a local coordinate
on Σ near (λ∗, µ∗) , and near any regular branch point (λ∗, µ∗) of Σ , the function
µ− µ−1 is a local coordinate.
To study the structure of Σ at singular points, we consider the normalization Σ̂ of Σ
together with the one-sheeted covering π : Σ̂→ Σ (see for example [dJP], Section 4.4,
p. 161ff.). We let OΣ̂ resp. M̂Σ̂ be the sheaf of holomorphic functions resp. of
meromorphic functions on Σ̂ . Then the abelian group H0(Σ,M) of meromorphic
functions on Σ is isomorphic to the abelian group H0(Σ, π∗MΣ̂) of sections in the
direct image sheaf π∗MΣ̂ via f 7→ f ◦ π , and we identify π∗MΣ̂ with M in this
way. Under this identification, Ô := π∗OX̂ corresponds to the germs of meromorphic
functions on Σ which are locally bounded ([dJP], Theorem 4.4.15, p. 167).
If Σ has at (λ∗, µ∗) a singularity of odd order 2n+1 (i.e. ∆2−4 has at λ∗ a zero
of order 2n + 1 ), then there is exactly one point in Σ̂ above (λ∗, µ∗) , this point is
a branch point of the normalization,
√
λ− λ∗ is a coordinate of Σ̂ near that branch
point, dλ vanishes at (λ∗, µ∗) of first order, and we have (on Σ̂ )
µ− µ−1 =
(√
λ− λ∗
)2n+1
· ϕ (3.12)
with a non-zero holomorphic function germ ϕ ∈ Ô . It follows that the δ-invariant
dim(Ô(λ∗,µ∗)/O(λ∗,µ∗)) of Σ at (λ∗, µ∗) (see [dJP], Definition 5.2.1(1), p. 186) equals
n . A meromorphic function germ f ∈ M on Σ at (λ∗, µ∗) can be described as
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a meromorphic function germ f̂ (i.e. a Laurent series) in
√
λ− λ∗ ; in this setting
we define the order of a zero (or the order of a pole) of f at (λ∗, µ∗) , denoted by
ordΣ(f) (or by polordΣ(f) := − ordΣ(f) ) as the order of the zero (or pole) of f̂ as
a function in
√
λ− λ∗ . In particular, for a function g that is meromorphic in λ , we
have ordΣ(g) = 2 · ordC(g) .
On the other hand, if Σ has at (λ∗, µ∗) a singularity of even order 2n (i.e. ∆2− 4
has at λ∗ a zero of order 2n ), then there are two points in Σ̂ above (λ∗, µ∗) , these
points are not branch points of Σ̂ , λ − λ∗ is a coordinate near each of these two
points, so dλ does not vanish at either of these points. A meromorphic function germ
f ∈ M on Σ at (λ∗, µ∗) can be described as a pair (f1, f2) of germs of functions
meromorphic in λ− λ∗ , and in this sense we have
µ− µ−1 =((λ− λ∗)n · ϕ , −(λ− λ∗)n · ϕ) (3.13)
with a non-zero holomorphic function germ ϕ in λ . It follows that the δ-invariant
dim(Ô(λ∗,µ∗)/O(λ∗,µ∗)) of Σ at (λ∗, µ∗) again equals n . We define the order of a zero
(or the order of a pole) of a meromorphic function germ f at (λ∗, µ∗) , denoted by
ordΣ(f) (or by polordΣ(f) := − ordΣ(f) ), as the sum of the two zero (or pole) orders
ordΣ(f) := ordC(f1) + ord
C(f2) or polord
Σ(f) := polordC(f1) + polord
C(f2) ,
where f is represented by (f1, f2) as above. In particular, for a function g that is
meromorphic in λ , we again have ordΣ(g) = 2 · ordC(g) .
The spectral curve Σ alone does not fully characterize the monodromy M(λ) . It
describes the eigenvalues of M(λ) , but not the corresponding eigenvectors. Therefore
we define a second spectral object, namely the divisor associated to the bundle Λ of
eigenvectors of M(λ) , which is a holomorphic line bundle at least on Σ′ , the Riemann
surface of regular points of Σ .
To obtain an explicit description of Λ , we note that (v1, v2) ∈ C2 is an eigenvector
of M(λ) corresponding to the eigenvalue µ ∈ C∗ if and only if either of the two
equivalent (by the eigenvalue equation (3.11)) equations
(a(λ)− µ) · v1 + b(λ) · v2 = 0 or c(λ) · v1 + (d(λ)− µ) · v2 = 0
holds. Therefore (µ−d(λ)
c(λ)
, 1) is a global meromorphic section of Λ , and thus the divisor
on Σ characterizing the line bundle Λ is the pole divisor D of the meromorphic
function µ−d
c
on Σ .
The divisor D is analogous in the spectral theory for the 1-dimensional Schro¨dinger
operator L to the constants κn associated to the periodic eigenfunctions of L , that
uniquely determine the potential of L together with the periodic spectrum of L (see
for example, [PT], p. 59 and Theorem 3.5, p. 62). We (preliminarily) call D the
spectral divisor of the monodromy M(λ) .
Proposition 3.1. If (λ∗, µ∗) is a regular point of Σ that is a member of the support
of D , say with multiplicity m ≥ 1 , then ordCλ∗(c) = m and ordΣ(λ∗,µ∗)(µ − a) ≥ m
holds. In particular c(λ∗) = 0 and a(λ∗) = µ∗ holds. Moreover, if (λ∗, µ∗) is a
regular branch point of Σ , then m = 1 holds.
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Proof. Let (λ∗, µ∗) ∈ Σ be a regular point of Σ that is in the support of D with
multiplicity m , and therefore a pole of µ−d
c
of order m .
Let us first suppose that (λ∗, µ∗) is not a branch point of Σ , i.e. that ∆2 − 4 is
non-zero at λ∗ . Then both λ and µ are local coordinates of Σ near (λ∗, µ∗) , and
therefore the order of zeros or poles of holomorphic functions at (λ∗, µ∗) do not depend
on whether we view the functions on Σ or on C∗ . Moreover, it is not possible for both
of the functions µ− a and µ− d to be zero at (λ∗, µ∗) ; it follows by Equation (3.11)
that either µ − a or µ − d has a zero of order at least m . If µ − d had a zero of
order at least m , then µ−d
c
would not have a pole at (λ∗, µ∗) , and therefore (λ∗, µ∗)
would not be in the support of D . Thus we see that µ−d is not zero at (λ∗, µ∗) , and
therefore the pole order m of µ−d
c
equals the exact order of the zero of c . Moreover
Equation (3.11) shows that µ− a has a zero of order at least m .
Now consider the case that (λ∗, µ∗) is a regular branch point of Σ , i.e. that ∆2−4
has a simple zero at λ∗ . Then µ∗ ∈ {±1} and therefore a(λ∗) = d(λ∗) = µ∗ holds.
Thus we see that as function on C∗ , (a − d)2 has a zero of order at least 2 ; the
equation (which follows from Equations (3.6) and (3.7))
∆2 − 4 = (a+ d)2 − 4(ad− bc) = (a− d)2 + 4bc
therefore shows that bc can have a zero of order at most 1 . Thus ordCλ∗(c) = 1 and
b(λ∗) 6= 0 holds. Because of ordΣ(λ∗,µ∗)(λ) = 2 , we thus obtain ordΣ(λ∗,µ∗)(c) = 2 and
ordΣ(λ∗,µ∗)(µ−d) ≥ 1 . Because µ−dc has a pole at (λ∗, µ∗) , in fact ordΣ(λ∗,µ∗)(µ−d) = 1
is the only possibility. Thus the pole order m of µ−d
c
equals 2 − 1 = 1 , and hence
ordCλ∗(c) = m holds. 
The preceding Proposition shows in particular that if the support of D is contained
in the set of regular points of Σ , then we have
D = { (λ, µ)m ∈ C∗ × C | c(λ) = 0, µ = a(λ), m = ordCλ (c) } . (3.14)
However, in general it is possible for poles of µ−d
c
to lie in singularities of Σ , and
in these points, the spectral divisor D as defined above does not contain enough
information to completely characterize the behavior of the monodromy M(λ) . To
handle this case, we need to generalize the concept of a divisor in an appropriate way
such that the necessary additional information at the singularities of Σ at which µ−d
c
is not holomorphic is included. It turns out that the most suitable generalization of
the concept of a divisor for the present problem has been introduced by Hartshorne
in [Ha2], §1. We now describe Hartshorne’s concept of a generalized divisor, which he
introduced for general Gorenstein curves in [Ha2] (and later, in even more generality),
in our setting, i.e. on a hyperelliptic complex plane curve Σ .
As before, we denote by O resp. by M the sheaf of holomorphic functions resp. of
meromorphic functions on Σ . A generalized divisor is a subsheaf D of M that is
finitely generated over O , and we say that D is positive if O ⊂ D holds. For a
positive generalized divisor D , the support of D is the set of points (λ, µ) ∈ Σ for
which D(λ,µ) 6= O(λ,µ) holds. The map Σ→ ZZ, (λ, µ) 7→ dim
(D(λ,µ)/O(λ,µ)) defines a
divisor on Σ in the usual sense, which we call the underlying classical divisor of D .
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Definition 3.2. The (generalized) spectral divisor of the monodromy
M(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
is the subsheaf D of M on Σ generated by the meromorphic functions 1 and µ−d
c
over O .
The generalized spectral divisor D is the proper replacement for the pole divisor of
µ−d
c
in the classical sense, which we regarded above as spectral divisor. It is obviously
positive, and at regular points of Σ , D is equivalent to that pole divisor. It should be
noted that it is possible for a singular point (λ∗, µ∗) to be in the support of D even
if µ−d
c
does not have a pole at this point; this happens if µ−d
c
is locally bounded (and
therefore holomorphic on the normalization Σ̂ ) at (λ∗, µ∗) , but not holomorphic on
Σ at this point. Therefore µ−d
c
is not necessarily a function of maximal pole order
in D(λ∗,µ∗) . From now on, the classical spectral divisor D is always the underlying
classical divisor of D (rather than the pole divisor of µ−d
c
in the classical sense). We
will see below that D is given by Equation (3.14), now without the restriction to
regular points.
We introduced the generalized spectral divisor because it conveys more information
than a classical divisor at the singular points of Σ . We will now study in more detail
exactly which additional information is conveyed. The following proposition gives the
key for understanding the structure of generalized divisors on the hyperelliptic complex
curve Σ in general:
Proposition 3.3. Any generalized divisor D on Σ is locally free over a unique sub-
sheaf of rings R of Ô .
More specifically, if (λ∗, µ∗) is a singular point of Σ , and f ∈ D(λ∗,µ∗) is of maximal
pole order, let j0 ≥ 0 be the largest integer so that µ−µ−1(λ−λ∗)j0 ·f ∈ D(λ∗,µ∗) holds, and let
R(λ∗,µ∗) be the subring of Ô(λ∗,µ∗) generated by µ−µ
−1
(λ−λ∗)j0 and O(λ∗,µ∗) . Then D(λ∗,µ∗)
is generated by f over R(λ∗,µ∗) , or by f and µ−µ
−1
(λ−λ∗)j0 ·f over O(λ∗,µ∗) . Here we have
j0 ∈ {0, . . . , n} , where the order of the singularity (λ∗, µ∗) is either 2n or 2n+ 1 .
Note that in this proposition, the case j0 = 0 is equivalent to R(λ∗,µ∗) = O(λ∗,µ∗) ;
in this case D is at (λ∗, µ∗) a locally free divisor on Σ . The case j0 = n is equivalent
to R(λ∗,µ∗) = Ô(λ∗,µ∗) ; in this case D corresponds at (λ∗, µ∗) to a locally free divisor
on the normalization Σ̂ of Σ . Moreover, if the maximal pole order of function germs
in D(λ∗,µ∗) is 0 (then the germs in D(λ∗,µ∗) are locally bounded), then 1 is a function
of maximal pole order in D(λ∗,µ∗) and therefore R(λ∗,µ∗) = D(λ∗,µ∗) holds.
Remark 3.4. As noted in the Introduction, Hitchin uses in his classification of the
minimal tori in S3 in [Hi] a certain partial desingularization of Σ as spectral curve;
his spectral curve is precisely the complex curve Σ˜ “between” Σ and its normalization
Σ̂ whose sheaf of holomorphic functions is the sheaf of rings R from Proposition 3.3.
We also note that for the validity of Proposition 3.3, the fact that Σ is hyperelliptic
is of crucial importance. For every m ≥ 3 , there are examples of complex curves
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which are m-fold (branched) coverings above IP1 and on which there exist general-
ized divisors that are not locally free. An example for m = 3 is described in [Sc],
Example 9.3, p. 93f..
Proof of Proposition 3.3. We need to consider the situation only at singularities of Σ .
Let (λ∗, µ∗) ∈ Σ be a singular point of Σ , say of order 2n + 1 or 2n with n ≥ 1 .
In what follows, we consider the stalks at (λ∗, µ∗) of the sheaves under consideration,
and omit the subscript (λ∗,µ∗) for them. We suppose that (λ∗, µ∗) is in the support
of D , i.e. that D/O 6= {0} holds.
We now choose f ∈ D such that its pole order (as defined above) is maximal among
the elements of D , and let D̂ resp. D˜ be the generalized divisor generated by f over
Ô resp. over O . Because D is an O-module, we have D˜ ⊂ D . We also have D ⊂ D̂
(in the case where (λ∗, µ∗) is a singularity of even order, both components fν of the
representant (f1, f2) of f have maximal pole order); from this inclusion it also follows
that D̂ is the generalized divisor generated by D over Ô .
Because of dim(Ô/O) = n , we have dim(D̂/D˜) = n . Moreover, (ϕj)j=1,...,n with
ϕj :=
µ−µ−1
(λ−λ∗)j is a basis of Ô/O , and therefore (fj)j=1,...,n with fj := ϕj · f is a basis
of D̂/D˜ .
For g ∈ D̂/D˜ written as g = ∑nj=1 tj fj with tj ∈ C , we let j0(g) ∈ {0, . . . , n}
be the largest j0(g) ≥ 1 so that tj0(g) 6= 0 , or j0(g) = 0 for g = 0 . Further we let
j0 ∈ {0, . . . , n} be the largest value of j0(g) that occurs for any g ∈ D/D˜ . Then
we claim that (fj)j=1,...,j0 is a basis of D/D˜ (with D/D˜ = {0} if j0 = 0 ). It only
needs to be shown that fj ∈ D/D˜ holds for j ∈ {1, . . . , j0} , and to show this, we
let g =
∑n
j=1 tj fj ∈ D/D˜ be with tj0 6= 0 and tj = 0 for all j > j0 . Then
g · (λ− λ0)j0−1 = tj0 f1 ∈ D/D˜ and therefore f1 ∈ D/D˜ holds. Now suppose that we
have already shown that f1, . . . , fj1−1 ∈ D/D˜ holds for some j1 ∈ {2, . . . , j0} . Then
we also have (g −∑j1−1j=1 tj fj) · (λ− λ∗)j0−j1 = tj0 fj1 ∈ D/D˜ and thus fj1 ∈ D/D˜ .
Therefore D is locally free at (λ∗, µ∗) ; it is generated by f over the subring R of
Ô generated by µ−µ−1
(λ−λk)j0 ∈ Ô and O . 
Proposition 3.5. Let D be a positive generalized divisor on Σ and (λ∗, µ∗) be a
singular point of Σ that is in the support of D . We let m := dim(D(λ∗,µ∗)/O(λ∗,µ∗))
be the degree of D at (λ∗, µ∗) , s ≥ 0 be the maximal pole order that occurs for a germ
in D(λ∗,µ∗) , and j0 be the number from Proposition 3.3. Then we have m = s + j0 .
Proof. As before, we work in the stalks of sheaves at (λ∗, µ∗) and omit the subscript
(λ∗,µ∗) .
Like in the proof of Proposition 3.3 we let D̂ be the generalized divisor generated by
D over Ô . Because D and D̂ are positive, we then have the inclusions O ⊂ D ⊂ D̂
and O ⊂ Ô ⊂ D̂ , which imply the short exact sequences
0 −→ D/O −→ D̂/O −→ D̂/D −→ 0 and 0 −→ Ô/O −→ D̂/O −→ D̂/Ô −→ 0
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and thereby the equations
dim(D/O)− dim(D̂/O) + dim(D̂/D) = 0
and dim(Ô/O)− dim(D̂/O) + dim(D̂/Ô) = 0 ,
whence
m = dim(D/O) = dim(Ô/O) + dim(D̂/Ô)− dim(D̂/D)
follows. We have dim(Ô/O) = n (this is the δ-invariant of the singularity (λ∗, µ∗) of
Σ ), dim(D̂/Ô) = s and dim(D̂/D) = n− j0 (compare the proof of Proposition 3.3).
Thus we obtain
m = n+ s− (n− j0) = s+ j0 .

The following two propositions give a “geometric” interpretation of the data R and
j0 introduced by Proposition 3.3 in the case where D is the spectral divisor of a
monodromy M(λ) .
We let OM be the sheaf of (2 × 2)-matrices of holomorphic functions in λ which
commute with the monodromy M(λ) for every λ ∈ C∗ . We say that a meromorphic
function ϕ on Σ is an eigenvalue of OM , if there exists locally a section N(λ) of
OM so that ϕ is an eigenvalue of the matrix N(λ) , and we denote by RM the sheaf
of eigenvalues of OM . It is clear that λ · 1l and M(λ) are global sections in OM , and
therefore the functions λ and µ are eigenvalues of OM . Hence we have O ⊂ RM .
Conversely, if N(λ) is a (2×2)-matrix of holomorphic functions in λ that commutes
with M(λ) , then N(λ) acts on the eigenvector ( µ−dc ) of M(λ) by
N ·
(
µ− d
c
)
= ϕ ·
(
µ− d
c
)
with a meromorphic function ϕ in λ , and in this situation ϕ is a section in RM .
Proposition 3.6. Let D be the generalized spectral divisor of the monodromy M(λ)
and (λ∗, µ∗) ∈ Σ , and let R(λ∗,µ∗) and j0 be the data associated to D(λ∗,µ∗) in Propo-
sition 3.3. Then we have R(λ∗,µ∗) = RM,(λ∗,µ∗) , and j0 is the order of the zero of
M(λ) − 1
2
∆(λ) 1l at λ∗ (defined as the minimum of the order of the zeros of the
entries of this (2× 2)-matrix).
Proof. As before, we omit the subscript (λ∗,µ∗) .
By Proposition 3.3, R is uniquely characterized as the subring of Ô over which D
is locally free. Because of this uniqueness property, R is the largest subring of Ô that
acts on D . To show that R = RM holds, it therefore suffices to show that RM acts
on D , and that for any meromorphic, locally bounded function ϕ with ϕ · D ⊂ D ,
we have ϕ ∈ RM .
We first show that RM acts on D . Let ϕ ∈ RM be given. By definition, there
exists N ∈ OM so that ϕ
(
f1
f2
)
= N · ( f1f2 ) holds, where f1 := µ−dc and f2 := 1 are
the two generators of D over O . Because D is a O-module, and the entries of N
are in O , it follows that ϕ f1, ϕ f2 ∈ D holds. Because f1, f2 generate D , we in fact
have ϕ · D ⊂ D .
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We now show that RM is the largest subring of Ô that acts on D . For this
purpose, let ϕ be a meromorphic, locally bounded function with ϕ · D ⊂ D . We will
show that ϕ ∈ RM holds. We decompose ϕ into its symmetric and its anti-symmetric
part, i.e. we write
ϕ(λ, µ) = ϕ+(λ) + ϕ−(λ) · (µ− µ−1)
with meromorphic functions ϕ+ and ϕ− in λ . The symmetric part ϕ+(λ) is mero-
morphic in λ and locally bounded, and therefore holomorphic in λ . Because of
O ⊂ RM , we thus have ϕ+ ∈ RM . It therefore remains to show that ϕ−(λ) · (µ −
µ−1) ∈ RM holds, and for this, it suffices to show that the entries of the (2×2)-matrix
N(λ) := ϕ−(λ) · (M(λ) −M(λ)−1) are holomorphic in λ , i.e. that N(λ) does not
have a pole.
Because the vectors
(
f1(λ,µ)
f2(λ,µ)
)
=
(
µ−d(λ)
c(λ)
1
)
and
(
f1(λ,µ−1)
f2(λ,µ−1)
)
=
(
µ−1−d(λ)
c(λ)
1
)
are
linear independent in C2 for any (λ, µ) ∈ Σ with µ 6= µ−1 and c(λ) 6= 0 , any
meromorphic function h can uniquely be represented in the form
h(λ, µ) = h1(λ) · f1(λ, µ) + h2(λ) · f2(λ, µ) (3.15)
with meromorphic functions h1, h2 . In this situation we have h ∈ D if and only if
h1 and h2 are holomorphic. (Indeed, if h1, h2 are holomorphic, then we have h ∈ D
simply because D is an O-module generated by f1 and f2 . Conversely, if h ∈ D
holds, we have a representation h = h˜1 f1 + h˜2 f2 with holomorphic h˜1, h˜2 because
D is generated by f1 and f2 ; and because of the uniqueness of the representation
(3.15), we see that h1 = h˜1 , h2 = h˜2 are holomorphic.)
Now we have
N(λ) ·
(
f1
f2
)
= ϕ−(λ) · (µ− µ−1) ·
(
f1
f2
)
, (3.16)
where (µ−µ−1) ( f1f2 ) ∈ D holds. Because of the hypothesis ϕ− ·D ⊂ D , it follows that
the components of the vector in (3.16) are in D , whence it follows by the preceding
statement that the entries of N(λ) are holomorphic.
This completes the proof that R = RM holds.
j0 ≥ 0 is by definition the largest number so that µ−µ−1(λ−λ∗)j0 ∈ RM holds. For
any j ≥ 0 , we have µ−µ−1
(λ−λ∗)j ∈ RM if and only if 1(λ−λ∗)j · (M(λ) − M(λ)−1) is
holomorphic and therefore a section in OM . This is the case if and only if the entries
of M(λ) −M(λ)−1 all have zeros of multiplicity at least j at λ∗ . Thus j0 is the
multiplicity of the zero of M(λ)−M(λ)−1 at λ∗ .
Because of det(M(λ)) = 1 , we have
M(λ)−M(λ)−1 =
(
a(λ)− d(λ) 2b(λ)
2c(λ) d(λ)− a(λ)
)
= 2 · (M(λ)− 1
2
∆(λ) 1l
)
,
and therefore j0 is the multiplicity of the zero of M(λ)− 12 ∆(λ) 1l at λ∗ . 
The following proposition describes further properties of the spectral divisors be-
longing to monodromies of the kind studied here. Proposition 3.7(1) shows that the
underlying classical divisor D of the generalized spectral divisor D of a monodromy
M(λ) is given by Equation (3.14), now without the restriction that the support of D
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be contained in the regular points of Σ . We will use the property of Proposition 3.7(2)
in Section 12 as one of several properties that characterize the spectral divisors among
all the generalized divisors on Σ .
Proposition 3.7. Let D be the generalized spectral divisor of the monodromy M(λ) =(
a(λ) b(λ)
c(λ) d(λ)
)
and (λ∗, µ∗) ∈ Σ a singular point in the support of D . Let m :=
dim(D(λ∗,µ∗)/O(λ∗,µ∗)) be the degree of (λ∗, µ∗) in D .
(1) m = ordC(c) .
(2) There exists g ∈ D(λ∗,µ∗) so that η := g − µ−µ
−1
(λ−λ∗)m is a meromorphic function
germ solely in λ , with polordΣ(η) ≤ polordΣ(g) .
(3) If m = 1 , then we have j0 = 1 for the number j0 from Proposition 3.3, and
every germ in D(λ∗,µ∗) is locally bounded (i.e. we have s = 0 for the maximal
pole order occurring for germs in D(λ∗,µ∗) ).
Proof. As before, we omit the subscript (λ∗,µ∗) .
For (1). Let us abbreviate ℓ := ordC(c) , then we have c = γ · (λ− λ∗)ℓ with some
invertible γ ∈ O . Because D is generated by 1 and µ−d
c
over O , it is therefore
also generated by 1 and µ−d
(λ−λ∗)ℓ over O . Thus D/O is spanned as a linear space
by µ−d
(λ−λ∗)j with j = 1, . . . , ℓ . In fact,
(
µ−d
(λ−λ∗)j
)
j=1,...,ℓ
is a basis of D/O : Otherwise
there would exist a non-trivial linear combination of
(
µ−d
(λ−λ∗)j
)
j=1,...,ℓ
that is a member
of O ; by multiplying this linear combination with an appropriate power of (λ− λ∗) ,
we would obtain µ−d
λ−λ∗ ∈ O . Hence the anti-symmetric part of
µ−d
c
, which equals
µ−µ−1
2 (λ−λ∗) , would also be a member of O . But this is a contradiction to the hypothesis
that (λ∗, µ∗) is a singular point of Σ . Therefore we have m = dim(D/O) = ℓ .
For (2). We again write c = γ · (λ−λ∗)m , then we have 1γ · µ−d(λ−λ∗)m =
µ−d
c
∈ D and
therefore also g := 2 · µ−d
(λ−λ∗)m ∈ D . With this choice of g ,
η := g − µ− µ
−1
(λ− λ∗)m =
2 · (µ− d)− (µ− µ−1)
(λ− λ∗)m =
µ+ µ−1 − 2d
(λ− λ∗)m =
∆− 2d
(λ− λ∗)m
is a meromorphic function in λ .
The decomposition of g into its even and odd parts is
g =
∆− 2d
(λ− λ∗)m +
µ− µ−1
(λ− λ∗)m ,
and therefore we have
polordΣ(g) = max
{
polordΣ
(
∆− 2d
(λ− λ∗)m
)
, polordΣ
(
µ− µ−1
(λ− λ∗)m
)}
= max
{
polordΣ(η), 2m− n̂} ≥ polordΣ(η) ,
where n̂ denotes the order of the singularity at (λ∗, µ∗) , i.e. the multiplicity of the
zero of ∆2 − 4 at λ∗ .
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For (3). By Proposition 3.5 we have s + j0 = m = 1 and therefore either s =
0, j0 = 1 or s = 1, j0 = 0 . Assume s = 1, j0 = 0 . Because of s > 0 , the function
µ−d
c
is then of maximal pole order in D and thus has a pole of order s = 1 at (λ∗, µ∗) .
On the other hand we have
µ− d
c
=
∆− 2d
2c
+
µ− µ−1
2c
.
Here it follows from (1) that ordC(c) = m = 1 and therefore ordΣ(c) ≤ 2 holds. On
the other hand, ordΣ(µ − µ−1) ≥ 2 holds because (λ∗, µ∗) is a singular point of Σ ,
and therefore µ−µ
−1
2c
is locally bounded near (λ∗, µ∗) . Moreover we have ∆(λ∗) =
±2 = 2d(λ∗) , hence ∆ − 2d has a zero at λ∗ , and therefore ∆−2d2c is also locally
bounded near (λ∗, µ∗) . It follows that
µ−d
c
is locally bounded near (λ∗, µ∗) , which is
a contradiction. Thus we have s = 0, j0 = 1 . 
Part 3. The asymptotic behavior of the spectral data
4. The vacuum solution
The most obvious solution of the sinh-Gordon equation ∆u + sinh(u) = 0 is the
“vacuum” u = 0 , corresponding to a minimal surface of zero sectional curvature,
i.e. to a flat minimal cylinder. In the present section, we calculate the monodromy
and the spectral data of the vacuum. This example is of particular importance to
us because in the coming sections, we will describe the asymptotic behavior of the
spectral data in the general situation by comparing these data to the corresponding
spectral data of the vacuum.
By plugging u = 0 into Equation (3.2) we see that the connection form α0 := αu=0
corresponding to the vacuum is given by
α0 =
1
4
(
0 −(1 + λ−1)
1 + λ 0
)
dx+
i
4
(
0 1− λ−1
1− λ 0
)
dy . (4.1)
Because α0 does not depend on the point z = x+ iy , and its dx -component and its
dy-component
A :=
1
4
(
0 −(1 + λ−1)
1 + λ 0
)
resp. A˜ :=
i
4
(
0 1− λ−1
1− λ 0
)
commute, we can compute the extended frame F0 = F0(z, λ) corresponding to the
vacuum simply by
F0(x+ iy, λ) = exp(xA) · exp(yA˜) .
We carry out this computation explicitly. We have
A2 = − 1
16
(1 + λ) (1 + λ−1) 1l = −ζ(λ)2 · 1l with ζ(λ) := 1
4
(
λ1/2 + λ−1/2
)
(4.2)
and
A˜2 = − 1
16
(1− λ)(1− λ−1) 1l = ζ˜(λ)2 · 1l with ζ˜(λ) := 1
4
(
λ1/2 − λ−1/2) , (4.3)
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and therefore for every n ∈ IN0
A2n = (−1)n ζ(λ)2n · 1l and A˜2n = ζ˜(λ)2n · 1l
and
A2n+1 = (−1)n ζ(λ)2nA = (−1)n ζ(λ)2n+1
(
0 −λ−1/2
λ1/2 0
)
and A˜2n+1 = ζ˜(λ)2n A˜ = −i ζ˜(λ)2n+1
(
0 λ−1/2
λ1/2 0
)
.
Thus we obtain
exp(xA) =
∞∑
n=0
xn
n!
An =
∞∑
n=0
x2n
(2n)!
(−1)nζ(λ)2n1l +
∞∑
n=0
x2n+1
(2n+ 1)!
(−1)n ζ(λ)2n+1
(
0 −λ−1/2
λ1/2 0
)
= cos(x ζ(λ)) · 1l + sin(x ζ(λ)) ·
(
0 −λ−1/2
λ1/2 0
)
and
exp(yA˜) =
∞∑
n=0
yn
n!
A˜n =
∞∑
n=0
y2n
(2n)!
ζ˜(λ)2n1l− i
∞∑
n=0
y2n+1
(2n+ 1)!
ζ˜(λ)2n+1
(
0 λ−1/2
λ1/2 0
)
= cosh(y ζ˜(λ)) · 1l− i sinh(y ζ˜(λ)) ·
(
0 λ−1/2
λ1/2 0
)
.
Finally we obtain
F0(x+ iy, λ)
= exp(xA) · exp(yA˜)
=
(
cos(x ζ(λ)) · 1l + sin(x ζ(λ))
(
0 −λ−1/2
λ1/2 0
))
·
(
cosh(y ζ˜(λ)) · 1l− i sinh(y ζ˜(λ))
(
0 λ−1/2
λ1/2 0
))
=
(
cos(xζ(λ)) cosh(yζ˜(λ))+i sin(xζ(λ)) sinh(yζ˜(λ)) −λ−1/2 (i cos(xζ(λ)) sinh(yζ˜(λ))+sin(xζ(λ)) cosh(yζ(λ)))
λ1/2 (−i cos(xζ(λ)) sinh(yζ˜(λ))+sin(xζ(λ)) cosh(yζ(λ))) cos(xζ(λ)) cosh(yζ(λ))−i sin(xζ(λ)) sinh(yζ˜(λ))
)
=
 cos(xζ(λ)− iyζ˜(λ)) −λ−1/2 sin (xζ(λ) + iyζ˜(λ))
λ1/2 · sin
(
xζ(λ)− iyζ˜(λ)
)
cos
(
xζ(λ) + iyζ˜(λ)
)  . (4.4)
Note that all the entries of F0 are even in λ
1/2 , and therefore indeed define holomor-
phic functions in λ ∈ C∗ .
In particular, we have for the monodromy of the vacuum with respect to the base
point z0 = 0
M0(λ) = F0(1, λ) =
(
cos(ζ(λ)) −λ−1/2 sin(ζ(λ))
λ1/2 sin(ζ(λ)) cos(ζ(λ))
)
=:
(
a0(λ) b0(λ)
c0(λ) d0(λ)
)
. (4.5)
We will use the names a0, . . . , d0 for the component functions of the monodromy of
the vacuum throughout the entire book without any further reference, and likewise
∆0(λ) := tr(M0(λ)) = 2 cos(ζ(λ)) . (4.6)
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As consequence of Equation (3.8), the spectral curve of the vacuum is given by
Σ0 = { (λ, µ) ∈ C∗ × C
∣∣µ = 1
2
(
∆0(λ)±
√
∆0(λ)2 − 4
)
}
= { (λ, µ) ∈ C∗ × C ∣∣µ = cos(ζ(λ))±√cos(ζ(λ))2 − 1 }
= { (λ, µ) ∈ C∗ × C ∣∣µ = e±i ζ(λ) } . (4.7)
This curve has no branch points above C∗ . It has double points at all those λ ∈ C∗
for which ζ(λ) is an integer multiple of π ; these values of λ are exactly the following:
λk,0 := 8π
2k2 + 4πk
√
4π2k2 − 1− 1 with k ∈ ZZ . (4.8)
Proof. Let us choose for
√· · · the standard branch of the square root function (so
that we have Re(
√
λ) ≥ 0 for all λ ∈ C ). Then the equation ζ(λ) = kπ with k ∈ ZZ
has a solution only if k ≥ 0 . In this case we have ζ(λ) = 1
4
(λ1/2 + λ−1/2) = kπ if and
only if λ− 4kπ√λ+ 1 = 0 holds. The two possible values of √λ that correspond to
this equation are
√
λ = 2kπ ±√4k2π2 − 1 , and this yields
λ =
(
2kπ ±
√
4k2π2 − 1
)2
= 8π2k2 ± 4πk
√
4π2k2 − 1− 1 .
Therefore the entirety of solutions of ζ(λ) ∈ ZZπ is given by (4.8), where now k again
runs through all of ZZ . 
We have λk,0 ∈ IR for all k ∈ ZZ , and |λk,0| > 1 resp. |λk,0| < 1 if k > 0
resp. k < 0 . Moreover, λk,0 tends to ∞ resp. to 0 for k → ∞ resp. k → −∞ .
By using the Taylor expansion
√
1 + x = 1+ 1
2
x− 1
8
x2 + 1
16
x3 +O(x4) , we obtain the
more specific asymptotic assessments:
λk,0 = 16π
2k2 − 2 +O(k−2) for k →∞
and λk,0 =
1
16π2
k−2 +
1
128π4
k−4 +O(k−6) for k → −∞ . (4.9)
We finally calculate the spectral divisor of the vacuum. The points (λ, µ) ∈ Σ0 of
the classical divisor are determined by the equations c0(λ) :=
√
λ · sin(ζ(λ)) = 0 and
µ = a0(λ) := cos(ζ(λ)) . Again c0(λ) = 0 holds if and only if λ = λk,0 for some
k ∈ ZZ , all these zeros of c0 are of simple multiplicity, and we have
µk,0 := a0(λk,0) = cos(kπ) = (−1)k . (4.10)
Thus, the classical spectral divisor of the vacuum is given by the divisor on Σ0
D0 := { (λk,0, µk,0) | k ∈ ZZ } = { (λk,0, (−1)k) | k ∈ ZZ } . (4.11)
Notice that for the vacuum, the support of the spectral divisor coincides with the set
of double points of the spectral curve.
To determine the generalized spectral divisor D0 of the vacuum, we look at the
associated data R and j0 from Proposition 3.3. Because every point (λk,0, µk,0) in
the support of D0 is of degree m = 1 , Proposition 3.7(3) shows that we have j0 = 1 ,
and thus j0 equals the δ-invariant of that point in Σ . Hence we have R(λk,0,µk,0) =
Ô(λk,0,µk,0) . By Proposition 3.7(3) the maximal pole order s occurring in (D0)(λk,0,µk,0)
is s = 0 , and therefore (D0)(λk,0,µk,0) is generated by 1 over R(λk,0,µk,0) = Ô(λk,0,µk,0) .
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Thus (D0)(λk,0,µk,0) = (Ô0)(λk,0,µk,0) holds, where Ô0 is the direct image in Σ0 of the
sheaf of holomorphic functions on the normalization Σ̂0 of Σ0 . Therefore we have
D0 = Ô0 .
5. The basic asymptotic of the monodromy
In the present section, we will prove the basic asymptotic estimates for the mon-
odromy. We will refine our asymptotic assessment in Section 7 and again in Section 11.
The asymptotic estimate of Theorem 5.4 (resp. Proposition 5.9, where we require one
more degree of differentiability) is analogous to the basic estimates of [PT], Theo-
rem 1.3, p. 13 in the treatment of the 1-dimensional Schro¨dinger equation.
Beginning with this section, we suppose that for the potential (simply periodic
solution of the sinh-Gordon equation) u , only periodic Cauchy data (u, uy) on the
real line are given. As explained in the Introduction, we want the requirements on
the differentiability of u and uy to be as relaxed as possible. Specifically, we only
require that u is in the Sobolev-space of weakly once-differentiable functions with
square-integrable derivative, i.e. u ∈ W 1,2([0, 1]) and that uy is square-integrable,
i.e. uy ∈ L2([0, 1]) . Note that u is in particular continuous, so individual function
values u(x) of u are well-defined.
We regard u and uy as being extended periodically to the real line, and we define
“mixed derivatives” of u in the natural way by using both u and uy , e.g. uz :=
1
2
(ux − i uy) , where ux is the Sobolev-derivative of u , and uy is the given function.
We denote the space of such non-periodic potentials by Potnp := { (u, uy) | u ∈
W 1,2([0, 1]), uy ∈ L2([0, 1]) } . Via the norm
‖(u, uy)‖Pot :=
√
‖u‖2W 1,2 + ‖uy‖2L2 ,
Potnp becomes a Banach space.
Because our ultimate interest is with periodic solutions of the sinh-Gordon equation,
we are of course most interested in periodic potentials. u and uy are at first only
defined on [0, 1] , so the condition of periodicity for u is simply u(0) = u(1) ; this
condition is well-defined because u is continuous. uy is only square-integrable, so we
cannot access individual function values of uy ; for this reason we do not impose a
similar condition of periodicity on uy . We then regard u and uy also as extended
periodically to the real line. The space of periodic potentials is thus given by
Pot := { (u, uy) ∈ Potnp
∣∣u(0) = u(1) } , (5.1)
it is a complex hyperplane in Potnp .
Also for such Cauchy data (u, uy) ∈ Potnp (in the place of a solution u of the
sinh-Gordon equation defined on an entire horizontal strip in C ), we can define the
dx-part of the flat connection 1-form α
α =
1
4
(
i uy −eu/2 − λ−1 e−u/2
eu/2 + λ e−u/2 −i uy
)
dx . (5.2)
Although α is in general only square-integrable and not locally Lipschitz continu-
ous (as a consequence of our conditions of differentiability on (u, uy) ), the following
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Lemma 5.2 shows that we still have an extended frame Fλ : IR→ SL(2,C) along the
real line associated to (u, uy) , i.e. a solution to the initial value problem
F ′λ(x) = αλ(x) · Fλ(x) and Fλ(0) = 1l . (5.3)
From Fλ we obtain the monodromy at x = 0 as M(λ) := Fλ(1) . If (u, uy) is periodic
( (u, uy) ∈ Pot ), we define spectral data (Σ, D) resp. (Σ,D) for (u, uy) exactly as in
Section 3. If (u, uy) is not periodic, we do not define a spectral curve Σ for (u, uy)
(if one were to define Σ by Equation 3.4, it would turn out that the branch points
of Σ do not satisfy any reasonable asymptotic law, so such a definition would be of
no interest), but we still define the classical spectral divisor D of (u, uy) as a point
multi-set in C∗ × C∗ by Equation (3.14).
Remark 5.1. Lemma 5.2 shows that for the existence of the extended frame Fλ as a
solution of (5.3), it in fact suffices for α to be integrable (instead of square-integrable).
Most of the asymptotic estimates of the present section, and of Section 7 could also
be carried out in an analogous way, if the space of potentials were extended from
W 1,2([0, 1])×L2([0, 1]) to W 1,p([0, 1])×Lp([0, 1]) with a fixed p > 1 . We will phrase
several of the following lemmas (but not the full proof of the asymptotic estimates) in
such a way that this possibility becomes apparent.
In what follows, we denote by | . . . | also an arbitrary sub-multiplicative matrix
norm on the space C2×2 of complex (2× 2)-matrices.
Lemma 5.2. Let α ∈ Lp([0, 1],C2×2) with p ≥ 1 . Then the sum
F : [0, 1]→ C2×2, x 7→ 1l +
∞∑
n=1
∫ x
t1=0
∫ t1
t2=0
· · ·
∫ tn−1
tn=0
α(t1)α(t2) . . . α(tn) d
nt
converges in W 1,p([0, 1],C2×2) to the solution of the initial value problem
F ′ = αF and F (0) = 1l ,
and we have |F (x)| ≤ exp(‖α‖L1) for every x ∈ [0, 1] .
Proof. For every n ≥ 1 , we put
Fn(x) :=
∫ x
t1=0
∫ t1
t2=0
· · ·
∫ tn−1
tn=0
α(t1)α(t2) . . . α(tn) d
nt .
We then have Fn ∈ W 1,p([0, 1],C2×2) with
F ′n(x) = α(x) · Fn−1(x)
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(where we put F0(x) := 1l ). Moreover, we have
|Fn(x)| =
∣∣∣∣∫ x
t1=0
∫ t1
t2=0
· · ·
∫ tn−1
tn=0
α(t1)α(t2) . . . α(tn) d
nt
∣∣∣∣
≤
∫ x
t1=0
∫ t1
t2=0
· · ·
∫ tn−1
tn=0
|α(t1)| · |α(t2)| · . . . · |α(tn)|dnt
=
1
n!
∫ x
t1=0
∫ x
t2=0
· · ·
∫ x
tn=0
|α(t1)| · |α(t2)| · . . . · |α(tn)|dnt
=
1
n!
(∫ x
0
|α(t)| dt
)n
≤ 1
n!
‖α‖nL1 .
It follows that the series
∑
n≥1 Fn(x) converges absolutely and uniformly for x ∈ [0, 1] ,
whereas the series
∑
n≥1 F
′
n = α·
∑
n≥0 Fn converges in L
p([0, 1],C2×2) . Therefore the
series defining F converges in W 1,p([0, 1]) , and we have F ′ = α · F and F (0) = 1l .
Moreover, it follows from the preceding estimate that |F (x)| ≤ exp(‖α‖L1) holds for
every x ∈ [0, 1] . 
We now turn to the description of the asymptotic behavior of the monodromy M(λ) .
For estimating the error of the asymptotic approximation of M(λ) , the function
w(λ) := | cos(ζ(λ))|+ | sin(ζ(λ))| (5.4)
will be important. We jot down a few facts about this function:
Proposition 5.3. (1) We have 1
2
e| Im(ζ(λ))| ≤ w(λ) ≤ 2 e| Im(ζ(λ))| for all λ ∈ C∗ .
(2) w is bounded on every horizontal strip in the ζ-plane.
Proof. For (1). For any λ ∈ C∗ , we have
| cos(ζ(λ))| =
∣∣∣∣12 (eiζ(λ) + e−iζ(λ))
∣∣∣∣ ≤ max{∣∣eiζ(λ)∣∣ , ∣∣e−iζ(λ)∣∣}
= max
{
eIm ζ(λ), e− Im ζ(λ)
}
= e| Im ζ(λ)|
and likewise
| sin(ζ(λ))| ≤ e| Im ζ(λ)| ,
hence
w(λ) = | cos(ζ(λ))|+ | sin(ζ(λ))| ≤ 2 e| Im(ζ(λ))| .
Concerning the lower bound for w(λ) , we have
w(λ) = | cos(ζ(λ))|+ | sin(ζ(λ))| =
∣∣∣∣12 (eiζ(λ) + e−iζ(λ))
∣∣∣∣ + ∣∣∣∣ 12i (eiζ(λ) − e−iζ(λ))
∣∣∣∣
=
1
2
|eiζ(λ)| · (∣∣1 + e−2iζ(λ)∣∣+ |1− e−2iζ(λ)|)
=
1
2
e| Im(ζ(λ))| · (∣∣1 + ex+iy∣∣ + |1− ex+iy|) (5.5)
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with x := Re(−2iζ(λ)), y := Im(−2iζ(λ)) . We further have∣∣1± ex+iy∣∣2 = |(1± ex cos(y))± i · ex sin(y)|2 = (1± ex cos(y))2 + (ex sin(y))2
= 1± 2 ex cos(y) + e2x ≥ 1± 2 ex cos(y) .
Depending on the sign of cos(y) , for at least one choice of the sign ± , we have
1± 2 ex cos(y) ≥ 1 , and therefore it follows from (5.5) that w(λ) ≥ 1
2
e| Im(ζ(λ))| holds.
For (2). This is an immediate consequence of (1). 
Theorem 5.4. Let (u, uy) ∈ Potnp be given. We put τ := e−(u(0)+u(1))/4 and υ :=
e(u(1)−u(0))/4 . (Note that we have υ = 1 for (u, uy) ∈ Pot .)
We compare the monodromy M(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
of (u, uy) to the monodromy
M0(λ) =
(
a0(λ) b0(λ)
c0(λ) d0(λ)
)
of the vacuum (see Equation (4.5)). For every ε > 0 there
exists R > 0 , such that:
(1) For all λ ∈ C with |λ| ≥ R , we have
|a(λ)− υ a0(λ)| ≤ ε w(λ)
|b(λ)− τ−1 b0(λ)| ≤ ε |λ|−1/2w(λ)
|c(λ)− τ c0(λ)| ≤ ε |λ|1/2w(λ)
|d(λ)− υ−1 d0(λ)| ≤ ε w(λ) .
(2) For all λ ∈ C∗ with |λ| ≤ 1
R
, we have
|a(λ)− υ−1 a0(λ)| ≤ ε w(λ)
|b(λ)− τ b0(λ)| ≤ ε |λ|−1/2w(λ)
|c(λ)− τ−1 c0(λ)| ≤ ε |λ|1/2w(λ)
|d(λ)− υ d0(λ)| ≤ ε w(λ) .
Moreover if P is a relatively compact subset of Potnp , then R can in (1) and (2) be
chosen uniformly (in dependence of ε ) for (u, uy) ∈ P .
Most of the remainder of the section is concerned with the proof of this theorem.
One important instrument for the proof will be the following lemma, concerning the
comparison of solutions of the differential equations dF = αF and dF = (α + β)F
with suitable α, β .
Lemma 5.5. Suppose that p ≥ 1 is fixed, and α, β ∈ Lp([0, 1],C2×2) are given. We
put α˜ := α + β , and let F, F˜ ∈ W 1,p([0, 1],C2×2) be the solutions of F ′ = αF and
F˜ ′ = α˜F˜ with F (0) = F˜ (0) = 1l , see Lemma 5.2.
(1) We have
F˜ (x) = F (x) +
∞∑
n=1
F˜n(x) , (5.6)
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where we put for n ≥ 1
F˜n(x) = F (x) ·
∫ x
t1=0
∫ t1
t2=0
· · ·
∫ tn−1
tn=0
n∏
j=1
F (tj)
−1 β(tj)F (tj) dnt ,
and the infinite sum in Equation (5.6) converges in W 1,p([0, 1],C2×2) . More-
over, there exists a constant C‖α‖ > 0 depending only on ‖α‖L1 , such that for
all x ∈ [0, 1] we have
|F˜ (x)| ≤ exp(C‖α‖ · ‖β‖L1) · |F (x)| . (5.7)
If we fix R > 0 , then the convergence of the sum in (5.6) is uniform for all
α, β ∈ Lp([0, 1],C2×2) with ‖α‖L1, ‖β‖L1 ≤ R .
(2) In the previous setting, we now suppose that α is constant with respect to x ,
and that α2 = a · 1l holds with some a ∈ C∗ . Then we have:
(a) F (x) = exp(xα) for all x ∈ [0, 1] . Therefore F extends to the group
homomorphism IR → GL(2,C), x 7→ F (x) := exp(xα) , i.e. we have
besides F (0) = 1l for all x, y ∈ IR
F (x+ y) = F (x) · F (y) and F (x)−1 = F (−x) . (5.8)
Moreover, |F (x)| ≤ exp(x |α|) holds.
(b) There exist unique β+, β− ∈ Lp([0, 1],C2×2) with β = β+ + β− and such
that β+ commutes with α and β− anti-commutes with α . We also have
the following rule of commutation:
β±(x) · F (y) = F (±y) · β±(x) . (5.9)
Then we have for every n ≥ 1
F˜n(x) =
∑
ε∈{±1}n
∫ x
t1=0
∫ t1
t2=0
· · ·
∫ tn−1
tn=0
F (ξε(t)) βε1(t1) · · · βεn(tn) dnt ,
where for every ε := (ε1, . . . , εn) ∈ {±1}n and t = (t1, . . . , tn) ∈ [0, x]n
with 0 ≤ tn ≤ tn−1 ≤ . . . ≤ t1 ≤ x , we put
ξε(t) := x− 2tν1 + 2tν2 −+ . . .+ 2(−1)jtνj ,
where 1 ≤ ν1 < . . . < νj ≤ n are those indices ν ∈ {1, . . . , n} for which
we have εν = −1 . We have ξε(t) ∈ [−x, x] .
(c) Now suppose that β [1], β [2] ∈ Lp([0, 1],C2×2) are given. We apply the situ-
ation of (b) to β [ν] (for ν ∈ {1, 2} ), denoting the quantities corresponding
to β [ν] by the superscript [ν] . Then there exists a constant C > 0 , de-
pending only on an upper bound for ‖max{|β [ν]± |}‖L1 , such that
|F˜ [1](x)− F˜ [2](x)| ≤ C · |F (x)|·∥∥max{|β [1]+ − β [2]+ |, |β [1]− − β [2]− |}∥∥L1
holds.
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Proof. For (1). We begin by showing the claims on the convergence of the infinite sum
in (5.6). We note that we have for any n ≥ 1 : F˜n ∈ W 1,p([0, 1],C2×2) and
F˜ ′n(x) = F
′(x) ·
∫ x
t1=0
∫ t1
t2=0
· · ·
∫ tn−1
tn=0
n∏
j=1
F (tj)
−1 β(tj)F (tj) dnt
+ F (x) · F (x)−1 β(x)F (x)
∫ x
t2=0
· · ·
∫ tn−1
tn=0
n∏
j=2
F (tj)
−1 β(tj)F (tj) dn−1t
= α(x) F˜n(x) + β(x) F˜n−1(x) (5.10)
(with F˜0 := F ). Moreover, for x ∈ [0, 1] , we have
|F˜n(x)| ≤ |F (x)| ·
∫ x
t1=0
∫ t1
t2=0
· · ·
∫ tn−1
tn=0
n∏
j=1
|F (tj)−1| · |β(tj)| · |F (tj)| dnt
≤ |F (x)| · 1
n!
∫ x
t1=0
∫ x
t2=0
· · ·
∫ x
tn=0
n∏
j=1
|F (tj)−1| · |β(tj)| · |F (tj)| dnt
= |F (x)| · 1
n!
(∫ x
0
|F (t)−1| · |β(tj)| · |F (t)| dt
)n
≤ |F (x)| · 1
n!
(
exp(‖α‖L1)2 ‖β‖L1
)n
,
where the last inequality follows from Lemma 5.2. It follows that the series
∑∞
n=1 F˜n(x)
converges absolutely and uniformly in x , whereas the series
∞∑
n=1
F˜ ′n(x) = α(x) ·
∞∑
n=1
F˜n(x) + β(x) ·
∞∑
n=0
F˜n(x)
converges in Lp([0, 1],C2×2) . Therefore
∑∞
n=1 F˜n converges in the Sobolev space
W 1,p([0, 1],C2×2) . Moreover, these convergences are also uniform when α and β vary
with ‖α‖L1, ‖β‖L1 ≤ R (for a fixed R > 0 ). Moreover, we have 1 +
∑∞
n=1 |F˜n(x)| ≤
|F (x)| · exp(C‖α‖ · ‖β‖L1) with C‖α‖ := exp(‖α‖L1)2 .
Therefore Equation (5.6) defines an element F˜ ∈ W 1,p([0, 1],C2×2) . We have
F˜n(0) = 0 for all n ≥ 1 , and therefore F˜ (0) = F (0) = 1l . It remains to show
that F˜ solves the differential equation F˜ ′ = α˜F˜ . Indeed, because the series
∑∞
n=1 F˜n
converges in W 1,p([0, 1],C2×2) , we have
F˜ ′(x) = F ′(x) +
∞∑
n=1
F˜ ′n(x)
(5.10)
= α(x)F (x) +
∞∑
n=1
(
α(x) F˜n(x) + β(x) F˜n−1(x)
)
= (α(x) + β(x)) ·
(
F (x) +
∞∑
n=1
F˜n(x)
)
= α˜(x) · F˜ (x) .
For (2). (a) is obvious. For (b), we put
β± :=
1
2
(β ± αβ α−1) .
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Then we clearly have β+ + β− = β . Because of the hypothesis α2 = a · 1l , we also
have α−1 = 1
a
· α , and therefore
α · β± = 1
2
(αβ ± α2 β α−1) = 1
2
(αβ ± β α) = ±1
2
(β ± αβ α−1)α = ±β± · α ,
i.e. α commutes with β+ and anti-commutes with β− ; herefrom also Equation (5.9)
follows. It is clear that this decomposition of β is unique.
We now calculate F˜n in the present situation, using the properties of F given by
Equations (5.8) and (5.9):
F˜n(x) = F (x) ·
∫ x
t1=0
∫ t1
t2=0
· · ·
∫ tn−1
tn=0
n∏
j=1
F (tj)
−1 β(tj)F (tj) dnt
=
∫ x
0
∫ t1
0
· · ·
∫ tn−1
0
F (x− t1) β(t1)F (t1 − t2) β(t2) . . . β(tn)F (tn)dnt
=
∑
ε∈{±1}n
∫ x
0
∫ t1
0
· · ·
∫ tn−1
0
F (x− t1) βε1(t1)F (t1 − t2) βε2(t2) . . . βεn(tn)F (tn)dnt
=
∑
ε∈{±1}n
∫ x
0
∫ t1
0
· · ·
∫ tn−1
0
F (ξε(t)) βε1(t1) βε2(t2) . . . βεn(tn) d
nt , (5.11)
where we define for any ε = (ε1, . . . , εn) ∈ {±1}n and t ∈ IRn
ξε(t) := (x− t1) + ε1 (t1 − t2) + ε1 ε2 (t2 − t3) + . . .+ ε1 · · · εn−1 (tn−1 − tn) + ε1 · · · εn tn
= x− 2tν1 + 2tν2 −+ . . .+ 2(−1)jtνj
with the νj defined as in the statement of part (2)(b) of the lemma.
For (c), we abbreviate β∗ := max{|β [1]± |, |β [2]± |} ∈ Lp([0, 1]) and δ := max{|β [1]+ −
β
[2]
+ |, |β [1]− − β [2]− |} ∈ Lp([0, 1]) . Then we have for any n ≥ 1 , any ε = (ε1, . . . , εn) ∈
{±1}n , and any 0 ≤ tn ≤ . . . ≤ t1 ≤ x
β [1]ε1 (t1) . . . β
[1]
εn (tn)− β [2]ε1 (t1) . . . β [2]εn (tn)
=
n∑
j=1
β [2]ε1 (t1) · · ·β [2]εj−1(tj−1) · (β [1]εj (tj)− β [2]εj (tj)) · β [1]εj+1(tj+1) · · ·β [1]εn (tn)
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and therefore by (b)
|F˜ [1]n (x)− F˜ [2]n (x)|
≤
∑
ε∈{±1}n
∫ x
t1=0
∫ t1
t2=0
· · ·
∫ tn−1
tn=0
|F (ξε(t))|︸ ︷︷ ︸
≤|F (x)|
·|β [1]ε1 (t1) · · · β [1]εn (tn)− β [2]ε1 (t1) · · · β [2]εn (tn)| dnt
≤ |F (x)| ·
∑
ε∈{±1}n
n∑
j=1
∫ x
t1=0
∫ t1
t2=0
· · ·
∫ tn−1
tn=0
|β [2]ε1 (t1)| · · · |β [2]εj−1(tj−1)| · |β [1]εj (tj)− β [2]εj (tj)|
· |β [1]εj+1(tj+1)| · · · |β [1]εn (tn)| dnt
≤ |F (x)| ·
∑
ε∈{±1}n
n∑
j=1
∫ x
t1=0
∫ t1
t2=0
· · ·
∫ tn−1
tn=0
β∗(t1) · · ·β∗(tj−1) · δ(tj) · β∗(tj+1) · · ·β∗(tn) dnt
≤ |F (x)| · 2n · n · 1
(n− 1)! · ‖β
∗‖n−1L1 · ‖δ‖L1 ,
whence
|F˜ [1](x)− F˜ [2](x)| ≤
∞∑
n=1
|F˜ [1]n (x)− F˜ [2]n (x)| ≤ |F (x)| · ‖δ‖L1
∞∑
n=1
n
(n− 1)! · 2
n · ‖β∗‖n−1L1
≤ 8 |F (x)| · ‖δ‖L1 · ‖β∗‖L1 · (1 + exp(2 ‖β∗‖L1)) = C · |F (x)| · ‖δ‖L1
follows with C := 8‖β∗‖L1 · (1 + exp(2‖β∗‖L1)) . 
Proof of Theorem 5.4. For the purposes of the proof, we fix an arbitrary branch of the
square root function on some slitted complex plane, denoted by λ1/2 (or
√
λ ). Below,
we will show the claimed asymptotic assessment for λ in this slitted plane; it then
extends to all of C∗ by an argument of continuity.
We will primarily prove the asymptotic behavior for λ → ∞ ; only in the end will
we use Proposition 2.2 to transfer that result to the case λ→ 0 .
The first important step in the proof is to regauge α , that is to say, we choose a
function g = gλ : IR→ GL(2,C) depending holomorphically on the spectral parameter
λ ∈ C∗ such that gλ ∈ W 1,2([0, 1],C2×2) ( g should be periodic if u is periodic), and
then pass from α and F to
α˜ = g−1 α g − g−1 g′ and F˜ (x) = g(x)−1 · F (x) · g(0) . (5.12)
We then again have α˜ ∈ L2([0, 1],C2×2) and F˜ ∈ W 1,2([0, 1],C2×2) , and F˜ satisfies
the following ordinary initial value problem, analogous to Equation (5.3)
F˜ ′(x) = α˜(x) · F˜ (x) and F˜ (0) = 1l . (5.13)
We also put M˜(λ) = F˜λ(1) .
The g we are going to use for the regauging of α is
g :=
(
1 0
0 λ1/2
)
·
(
eu/4 0
0 e−u/4
)
=
(
eu/4 0
0 λ1/2 e−u/4
)
. (5.14)
In the definition of g , the first factor represents the transition from an “untwisted”
to a “twisted” representation of the minimal surface; it is also needed to ensure that
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the leading term (with respect to λ ) of α˜ is no longer nilpotent (which would imply
that its adjunct operator is not invertible, and would cause problems later on). The
second factor serves to make the leading term of α˜ independent of u , thereby making
asymptotic assessments feasible.
Via Equation (3.2) and the equations
g−1 =
(
e−u/4 0
0 λ−1/2 eu/4
)
and g′ =
1
4
(
ux e
u/4 0
0 −λ1/2 ux e−u/4
)
, (5.15)
we obtain
α˜ = g−1 α g − g−1 g′ =
( −1
2
uz −14 λ1/2 − 14 λ−1/2 eu
1
4
λ1/2 + 1
4
λ−1/2 e−u 1
2
uz
)
= α˜0 + β + γ (5.16)
with
α˜0 := ζ(λ)
(
0 −1
1 0
)
, β := −1
2
uz
(
1 0
0 −1
)
, γ :=
1
4
λ−1/2
(
0 −eu + 1
e−u − 1 0
)
.
We will now asymptotically compare the monodromy M˜(λ) with the monodromy
M˜0(λ) := F˜0,λ(1) corresponding to F˜
′
0 = α˜0 F˜0 , F˜0(0) = 1l . More specifically, if we
denote by | . . . | also the maximum absolute row sum norm1 for (2 × 2)-matrices, we
will show that for given ε > 0 there exists R > 0 so that for λ ∈ C with |λ| ≥ R ,
we have
|M˜(λ)− M˜0(λ)| ≤ ε · w(λ) . (5.17)
Note that
M˜0(λ) =
(
cos(ζ(λ)) − sin(ζ(λ))
sin(ζ(λ)) cos(ζ(λ))
)
(5.18)
and therefore w(λ) = |M˜0(λ)| holds.
To see that the claimed estimate in Theorem 5.4(1) follows from (5.17), we write the
non-regauged monodromy as M(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
as in the statement of the theorem.
Then we have
M˜(λ) = g(1)−1M(λ) g(0)
=
(
e−(u(1)−u(0))/4 a(λ) λ1/2 e−(u(0)+u(1))/4 b(λ)
λ−1/2 e(u(0)+u(1))/4 c(λ) e(u(1)−u(0))/4 d(λ)
)
.
By plugging this equation, as well as Equation (5.18) into the estimate (5.17), we
obtain Theorem 5.4(1).
It thus suffices to prove the estimate (5.17).
The expression γ can be neglected in our asymptotic consideration. The reason
for this is, roughly speaking, that γ is of order |λ|−1/2 for |λ| → ∞ . To prove more
precisely that γ can be neglected, we apply Lemma 5.5(2)(c) with α = α0 , β
[1] = β
1Note that the maximum absolute row sum norm is the operator norm associated to the maximum
norm on C2 . Therefore it is sub-multiplicative.
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and β [2] = β + γ to compare the resulting solutions F˜ [1] and F˜ [2] . Notice that β
anti-commutes with α0 , thus we have β
[1]
+ = 0 and β
[1]
− = β . Moreover, we have
γ+ =
1
4
λ−1/2 (cosh(u)− 1)
(
0 −1
1 0
)
and γ− = −1
4
λ−1/2 sinh(u)
(
0 1
1 0
)
.
It follows that we have β
[1]
± − β [2]± = γ± = O(|λ|−1/2) , and that ‖max{|β [ν]± |}‖L1 is
bounded for λ → ∞ . It now follows from Lemma 5.5(2)(c) that there exists C > 0
such that |F˜ [1]−F˜ [2]| ≤ C ·|λ|−1/2 ·w(λ) holds. By choosing |λ| large, we can therefore
ensure |F˜ [1] − F˜ [2]| ≤ 1
2
ε w(λ) .
In other words, it follows from this argument that it suffices to show that for given
ε > 0 there exists R > 0 so that for λ ∈ C with |λ| > R and x ∈ [0, 1] we have
|Eλ(1)− E0,λ(1)| ≤ ε · w(λ) (5.19)
for the solution E = Eλ of the initial value problem
E ′(x) = (α˜0 + β(x))E(x) with E(0) = 1l (5.20)
and for the solution E0(x) = E0,λ(x) = exp(x α˜0) of
E ′0(x) = α˜0E0(x) with E0(0) = 1l ;
we have
E0(x) = F˜0(x) =
(
cos(ζ(λ) x) − sin(ζ(λ) x)
sin(ζ(λ) x) cos(ζ(λ) x)
)
. (5.21)
Because β anti-commutes with α˜0 , we have by Lemma 5.5(2)(b)
E = E0 +
∞∑
n=1
En (5.22)
with
En(x) =
∫ x
0
∫ t1
0
· · ·
∫ tn−1
0
E0(x− t1) β(t1)E0(t1 − t2) β(t2)E0(t2 − t3) · · ·β(tn)E0(tn) dnt
=
∫ x
0
∫ t1
0
· · ·
∫ tn−1
0
E0(ξ(t)) β(t1) β(t2) · · ·β(tn) dnt , (5.23)
where
ξ(t) := x− 2t1 + 2t2 − 2t3 +− . . .+ 2(−1)n tn .
In the integral of Equation (5.23), we now carry out the substitution (t1, . . . , tn) 7→
(s1, . . . , sn) with sj = tj − sj+1 for j ≤ n− 1 and sn = tn , i.e.
sn = tn
sn−1 = tn−1 − sn = tn−1 − tn
sn−2 = tn−2 − sn−1 = tn−2 − tn−1 + tn
sn−3 = tn−3 − sn−2 = tn−3 − tn−2 + tn−1 − tn
. . .
s2 = t2 − s3 = t2 − t3 + t4 −+ . . .+ (−1)n tn
s1 = t1 − s2 = t1 − t2 + t3 −+ . . .+ (−1)n+1 tn .
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Then we have tj = sj + sj+1 for j ≤ n − 1 and tn = sn . Thus, the corresponding
mapping Φ : (sj) 7→ (tj) is a diffeomorphism with det Φ′ = 1 from
U := { (s1, . . . , sn) ∈ IRn | ∀j = 1, . . . , n : sj ≥ 0, s1+s2 ≤ x, ∀j = 3, . . . , n : sj ≤ sj−2 }
onto the simplex
O := { (t1, . . . , tn) ∈ IRn | 0 ≤ tn ≤ tn−1 ≤ · · · ≤ t1 ≤ x }
which is the domain of integration in (5.23). We also see
ξ(t) = x− 2s1 .
By carrying out the substitution in (5.23), we thus obtain
En(x) =
∫
U
E0(x− 2s1) β(s1 + s2) β(s2 + s3) . . . β(sn−1 + sn) β(sn) dns
=
∫ x
s1=0
E0(x− 2s1)
∫ x−s1
s2=0
β(s1 + s2)
∫ s1
s3=0
β(s2 + s3)
∫ s2
s4=0
β(s3 + s4)
· · ·
∫ sn−2
sn=0
β(sn−1 + sn) β(sn) dns
=
∫ x
s1=0
E0(x− 2s1)Gn(s1) ds1 (5.24)
with
Gn(s1) := Hn(x− s1, s1) , (5.25)
where Hn is defined by
H1(s0, s1) = β(s1) (5.26)
and
Hn(s0, s1) =
∫ s0
s2=0
β(s1 + s2)Hn−1(s1, s2) ds2 for n ≥ 2 .
We thus have for n ≥ 2
Hn(s0, s1) :=
∫ s0
s2=0
β(s1 + s2)
∫ s1
s3=0
β(s2 + s3) · · ·
∫ sn−2
sn=0
β(sn−1 + sn) β(sn) dn−1s .
(5.27)
We will now show2 for all n ≥ 1
Gn ∈ L2([0, 1],C2×2) and ‖Gn‖2 ≤ 1
(⌊n/2⌋ − 1)! · ‖β‖
n
2 . (5.28)
Indeed, for n = 1 we have G1 = β , and thus (5.28) holds in this case. For n = 2 , we
have
G2(s1) = H2(x− s1, s1) =
∫ x−s1
0
β(s1 + s2) β(s2) ds2
2The proof given below shows that we in fact have Gn ∈ L∞([0, 1],C2×2) for n ≥ 2 .
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and therefore G2 ∈ W 1,1([0, 1],C2×2) ⊂ L2([0, 1],C2×2) and ‖G2‖2 ≤ ‖β‖22 by the
Cauchy-Schwarz inequality. For even n ≥ 4 , we fix s0, s1 ∈ [0, 1] and define the
simplices
S+ := { (s2, s4, . . . , sn) ∈ IRn/2 | 0 ≤ sn ≤ . . . ≤ s4 ≤ s2 ≤ s0 } ,
S− := { (s3, s5, . . . , sn−1) ∈ IRn/2−1 | 0 ≤ sn−1 ≤ . . . ≤ s5 ≤ s3 ≤ s1 } .
Then we have
Hn(s0, s1)
=
∫
S−
∫
S+
β(s2 + s1) β(s2 + s3) β(s4 + s3) β(s4 + s5) . . . β(sn + sn−1) β(sn) dn/2s dn/2−1s .
For the inner integral, we have by the Cauchy-Schwarz inequality∣∣∣∣∫
S+
β(s2 + s1) β(s2 + s3) β(s4 + s3) β(s4 + s5) . . . β(sn + sn−1) β(sn) d
n/2s
∣∣∣∣ ≤ ‖β‖n2 ,
and thus we have
|Hn(s0, s1)| ≤ vol(S−) · ‖β‖n2 =
s
n/2−1
1
(n/2− 1)! · ‖β‖
n
2 ≤
1
(n/2− 1)! · ‖β‖
n
2 .
Thus we see Gn(s) = Hn(x − s, s) ∈ L∞([0, 1],C2×2) ⊂ L2([0, 1],C2×2) and ‖Gn‖2 ≤
‖Hn‖∞ ≤ 1(n/2−1)! · ‖β‖n2 . Therefore we obtain (5.28) for even n ≥ 4 . For odd n ≥ 3 ,
we can argue similarly, obtaining
|Hn(s0, s1)| ≤ 1
((n− 1)/2)! · ‖β‖
n
2 ,
and therefore also in this case (5.28), completing its proof.
As a consequence of (5.28), we have
∞∑
n=1
‖Gn‖2 ≤
∞∑
n=1
1
(⌊n/2⌋ − 1)! · ‖β‖
n
2 <∞
(because the power series
∑∞
n=1
1
(⌊n/2⌋−1)! · rn is convergent for every real r ), and thus
we have
G :=
∞∑
n=1
Gn ∈ L2([0, 1],C2×2) .
It follows via Equations (5.22) and (5.24) that the series
∑∞
n=0En converges in
W 1,2([0, 1],C2×2) and that we have
E(x)−E0(x) =
∫ x
0
E0(x− 2s)G(s) ds .
We now use this representation of E − E0 to show the estimate (5.17). For this
purpose, we set x = 1 , and fix δ > 0 at first arbitrarily. Then we have for all
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s ∈ [0, 1] : |E0(1 − 2s)| ≤ |E0(1)| = w(λ) , and for all s ∈ [δ, 1 − δ] : |E0(1 − 2s)| ≤
|E0(1− 2δ)| ≤ e−2δ | Im(ζ(λ))| · w(λ) . Thus we obtain
|E(1)−E0(1)| ≤
∫ 1
0
|E0(1− 2s)| · |G(s)| ds
=
∫ δ
0
|E0(1− 2s)| · |G(s)| ds+
∫ 1−δ
δ
|E0(1− 2s)| · |G(s)| ds
+
∫ 1
1−δ
|E0(1− 2s)| · |G(s)| ds
≤ w(λ) · ‖G|[0, δ]‖1 + e−2δ | Im(ζ(λ))| · w(λ) · ‖G‖1 + w(λ) · ‖G|[1− δ, 1]‖1 .
Because of G ∈ L1([0, 1],C2×2) , we can now choose δ > 0 such that we have
‖G|[0, δ]‖1 ≤ ε4 and ‖G|[1 − δ, 1]‖1 ≤ ε4 . Dependent on this δ , there further ex-
ists C > 0 such that e−2δ C · ‖G‖1 ≤ ε2 . For all λ ∈ C∗ with | Im(ζ(λ))| ≥ C we then
obtain
|E(1)−E0(1)| ≤ ε · w(λ) (5.29)
and therefore (5.19).
It remains to show that (5.19) also holds within { λ ∈ C∗ ∣∣ | Im(ζ(λ))| ≤ C } for λ
of sufficiently large absolute value. We have
E(1)− E0(1) =
∫ 1
0
E0(1− 2s)G(s) ds = 1
2
∫ 1
−1
E0(s)G
(
1−s
2
)
ds ,
where the entries of E0(s) are
cos(ζ(λ)s) =
1
2
(eisζ(λ)+e−isζ(λ)) and ±sin(ζ(λ)s) = ± 1
2i
(eisζ(λ)−e−isζ(λ)) , (5.30)
therefore it follows from the variant of Riemann-Lebesgue’s Lemma given in the fol-
lowing lemma (Lemma 5.6), applied with the compact set N ⊂ L1([−1, 1]) comprised
of the four component functions of G(1−s
2
) , that there exists R > 0 so that (5.19)
holds for λ ∈ C∗ with |Re(ζ(λ))| ≥ R and | Im(ζ(λ))| ≤ C . This completes the
proof of (1).
To prove that R can be chosen uniformly in dependence on ε for relatively compact
subsets P of Potnp , we note that for (u, uy) ∈ P , ‖(u, uy)‖Pot is bounded, and
therefore ‖β‖L1 and ‖γ‖L1 are also bounded for (u, uy) ∈ P . For this reason, the
estimates leading up to (5.29) are uniform for (u, uy) ∈ P , and thus we obtain (5.19)
for λ ∈ C∗ with | Im(ζ(λ))| ≥ C for all (u, uy) ∈ P , where C > 0 where C > 0 is a
constant depending on ε . Moreover, we let N be the topological closure of the set of
the component functions of G(1−s
2
) where (u, uy) now runs through all of P ; N is
compact, because P is relatively compact. By applying Lemma 5.6 with this N , we
obtain (5.19) for |Re(ζ(λ))| ≥ R and | Im(ζ(λ))| ≤ C for all (u, uy) ∈ P .
To prove part (2) of the theorem (i.e. the case λ → 0 ), we let u˜(x) := −u(x)
and u˜y(x) := uy(x) ; then we have (u˜, u˜y) ∈ Pot . If we denote the monodromy
corresponding to u resp. to u˜ by
Mu(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
resp. by Mu˜(λ) =
(
a˜(λ) b˜(λ)
c˜(λ) d˜(λ)
)
,
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then we have by Proposition 2.2(1)
Mu(λ) = ( 1 00 λ ) ·Mu˜(λ−1) ·
(
1 0
0 λ−1
)
,
i.e. (
a(λ) b(λ)
c(λ) d(λ)
)
=
(
a˜(λ−1) λ−1 · b˜(λ−1)
λ · c˜(λ−1) d˜(λ−1)
)
. (5.31)
By the result for λ→∞ , applied to u˜ , we have for |λ−1| ≥ R
|a˜(λ−1)− e(u˜(1)−u˜(0))/4 cos(ζ(λ−1))| ≤ ε w(λ−1)
|˜b(λ−1)− (−λ1/2 e(u˜(0)+u˜(1))/4 sin(ζ(λ−1))| ≤ ε |λ|1/2w(λ−1)
|c˜(λ−1)− λ−1/2 e−(u˜(0)+u˜(1))/4 sin(ζ(λ−1))| ≤ ε |λ|−1/2w(λ−1)
|d˜(λ−1)− e−(u˜(1)−u˜(0))/4 cos(ζ(λ−1))| ≤ ε w(λ−1) .
By Equation (5.31), and ζ(λ−1) = ζ(λ) , w(λ−1) = w(λ) , u˜(0) = −u(0) , we now
obtain for |λ| ≤ 1/R
|a(λ)− e−(u(1)−u(0))/4 cos(ζ(λ))| ≤ ε w(λ)
|λ · b(λ)− (−λ1/2 e−(u(0)+u(1))/4 sin(ζ(λ))| ≤ ε |λ|1/2w(λ)
|λ−1 · c(λ)− λ−1/2 e(u(0)+u(1))/4 sin(ζ(λ))| ≤ ε |λ|−1/2w(λ)
|d(λ)− e(u(1)−u(0))/4 cos(ζ(λ))| ≤ ε w(λ)
and therefore the statement claimed for λ→ 0 . It is clear that also the statement on
the uniformness of the estimate for (u, uy) ∈ P transfers to the case λ→ 0 . 
The following Lemma, which is a variant of the Riemann-Lebesgue Lemma, has
been used in the preceding proof:
Lemma 5.6. Let N be a compact subset of L1([a, b]) . For any given ε, C > 0 there
then exists R > 0 such that for every ζ ∈ C with | Im(ζ)| ≤ C , |Re(ζ)| ≥ R and
every g ∈ N we have ∣∣∣∣∫ b
a
e−2πiζt g(t) dt
∣∣∣∣ ≤ ε .
Proof. We extend the functions in L1([a, b]) to IR by zero, then we have N ⊂ L1(IR) .
The map
Φ : L1(IR)× [−C,C]→ L1(IR), (g, y) 7→ (t 7→ e2πyt · g(t))
is continuous, hence the image N˜ := Φ(N × [−C,C]) is a compact set in L1(IR) .
Therefore there exist finitely many f1, . . . , fn ∈ L1(IR) so that N˜ ⊂
⋃n
k=1B(fk,
ε
2
)L1 .
By the classical Riemann-Lebesgue Lemma ([G], Proposition 2.2.17, p. 105), there ex-
ists R > 0 , so that we have |f̂k(x)| ≤ ε2 for every x ∈ IR with |x| ≥ R and every
k ∈ {1, . . . , n} ; here we denote for any f ∈ L1(IR) by
f̂(x) :=
∫
IR
e−2πixt f(t) dt
the Fourier transform of f .
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Now let g ∈ N and ζ = x + iy ∈ C be given with |x| ≥ R , |y| ≤ C . By
construction, there exists some k ∈ {1, . . . , n} with ‖Φ(g, y) − fk‖1 ≤ ε2 , and with
this k we have
‖Φ̂(g, y)− f̂k‖∞ ≤ ‖Φ(g, y)− fk‖1 ≤ ε
2
by the Hausdorff-Young inequality for the case p′ =∞ , p = 1 ([G], Proposition 2.2.16,
p. 104). We now have∣∣∣∣∫ b
a
e−2πiζt g(t) dt
∣∣∣∣ = ∣∣∣∣∫ b
a
e−2πixt e2πyt g(t) dt
∣∣∣∣ = ∣∣∣∣∫ b
a
e−2πixtΦ(g, y)(t) dt
∣∣∣∣ = ∣∣∣Φ̂(g, y)(x)∣∣∣
≤
∣∣∣Φ̂(g, y)(x)− f̂k(x)∣∣∣ + ∣∣∣f̂k(x)∣∣∣ ≤ ε
2
+
ε
2
= ε .

Corollary 5.7. In the setting of Theorem 5.4 we have the following additional facts:
(1) There exists C > 0 (dependent on (u, uy) ) so that we have
|a(λ)| ≤ C w(λ)
|b(λ)| ≤ C |λ|−1/2w(λ)
|c(λ)| ≤ C |λ|1/2w(λ)
|d(λ)| ≤ C w(λ) .
(2) There exists for every ε > 0 some R > 0 , so that for every λ ∈ C∗ with
|λ| ≥ R or |λ| ≤ 1
R
, we have
(a) |b(λ) c(λ)− b0(λ) c0(λ)| ≤ ε w(λ)2 .
We now suppose (u, uy) ∈ Pot . Then we define ∆(λ) := tr(M(λ)) = a(λ) +
d(λ) , and for every ε > 0 there exists some R > 0 , so that for every λ ∈ C∗
with |λ| ≥ R or |λ| ≤ 1
R
, we have
(b) |∆(λ)−∆0(λ)| ≤ ε w(λ) .
(c) |(∆(λ)2 − 4)− (∆0(λ)2 − 4)| ≤ ε w(λ)2 .
The constants C resp. R can be chosen uniformly for (u, uy) ∈ P , where P is a
relatively compact subset of Potnp .
Proof. For (1). By Theorem 5.4 there exists R > 0 (corresponding to ε = 1 ) so that
we have for λ ∈ C∗ with |λ| ≥ R or |λ| ≤ 1
R
|a(λ)− υ a0(λ)| ≤ w(λ)
and therefore
|a(λ)| ≤ |υ| · |a0(λ)|+ |a(λ)− υ a0(λ)| ≤ |υ| · w(λ) + w(λ) = (|υ|+ 1) · w(λ) .
Because { 1
R
≤ |λ| ≤ R} is compact, a is bounded on this set by some constant
C1 > 0 . Because w(λ) ≥ 1 holds for all λ ∈ C∗ , we then have |a(λ)| ≤ C w(λ)
for all λ ∈ C∗ with C := max{|υ| + 1, C1} . The claims on b , c and d are shown
similarly.
For (2). For any ε˜ > 0 we have by Theorem 5.4 some R > 0 so that the estimates
from that theorem hold for |λ| ≥ R resp. for |λ| ≤ 1
R
.
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We then have for |λ| ≥ R
|b(λ) c(λ)− b0(λ) c0(λ)| = |b(λ) c(λ)− τ−1 b0(λ) τ c0(λ)|
≤ |b(λ)− τ−1 b0(λ)| · |c(λ)|+ |τ |−1 |b0(λ)| · |c(λ)− τ c0(λ)|
≤ ε˜ |λ|−1/2w(λ) · C |λ|1/2w(λ) + |τ |−1 |λ|−1/2w(λ) · ε˜ |λ|1/2w(λ)
= (C + |τ |−1) ε˜ w(λ)2 .
A similar calculation gives for |λ| ≤ 1
R
|b(λ) c(λ)− b0(λ) c0(λ)| ≤ (C + |τ |) ε˜ w(λ)2 .
By choosing ε˜ := (C +max{|τ |, |τ |−1})−1 · ε , we obtain (2)(a).
We now suppose that we have (u, uy) ∈ Pot and therefore υ = 1 . We then have
|∆(λ)−∆0(λ)| ≤ |a(λ)− a0(λ)|+ |d(λ)− d0(λ)| ≤ 2 ε˜ w(λ) ,
therefore we obtain (2)(b) by choosing ε˜ := ε/2 . Finally, we have
|(∆(λ)2 − 4)− (∆0(λ)2 − 4)| = |∆(λ) + ∆0(λ)| · |∆(λ)−∆0(λ)|
≤ (2|∆0(λ)|+ |∆(λ)−∆0(λ)|) · |∆(λ)−∆0(λ)|
(b)
≤ (4w(λ) + ε˜ w(λ)) · ε˜ w(λ) = (4 + ε˜) ε˜ w(λ)2 .
By choosing ε˜ > 0 such that (4 + ε˜) ε˜ = ε , we obtain (2)(c). 
The following corollary shows that the derivatives (with respect to λ ) of the func-
tions comprising the monodromy can also be estimated via Theorem 5.4. This is
basically a consequence of the fact that these functions depend holomorphically on λ ,
whence it follows that Cauchy’s inequality is applicable. For reference, we note
a′0(λ) = d
′
0(λ) =
1− λ
8 λ2
c0(λ) (5.32)
b′0(λ) =
1− λ
8 λ
a0(λ)− 1
2 λ
b0(λ) (5.33)
c′0(λ) =
λ− 1
8 λ
a0(λ) +
1
2 λ
c0(λ) . (5.34)
Corollary 5.8. In the situation of Theorem 5.4, for every ε > 0 there exists R′ > 0
such that:
(1) For all λ ∈ C with |λ| ≥ R′ , we have
|a′(λ)− υ a′0(λ)| ≤ ε |λ|−1/2w(λ)
|b′(λ)− τ−1 b′0(λ)| ≤ ε |λ|−1w(λ)
|c′(λ)− τ c′0(λ)| ≤ ε w(λ)
|d′(λ)− υ−1 d′0(λ)| ≤ ε |λ|−1/2w(λ) .
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(2) For all λ ∈ C∗ with |λ| ≤ 1
R′
, we have
|a′(λ)− υ−1 a′0(λ)| ≤ ε |λ|−3/2w(λ)
|b′(λ)− τ b′0(λ)| ≤ ε |λ|−2w(λ)
|c′(λ)− τ−1 c′0(λ)| ≤ ε |λ|−1w(λ)
|d′(λ)− υ d′0(λ)| ≤ ε |λ|−3/2w(λ) .
The constant R′ can be chosen uniformly for (u, uy) ∈ P , where P is a relatively
compact subset of Potnp .
Proof. We show the estimates for the function a′ , the other functions are handled
analogously. Let ε > 0 be given, and fix δ > 0 . By Theorem 5.4 there exists R > 0
such that for λ ∈ C with |λ| ≥ R we have
|a(λ)− υ a0(λ)| ≤ ε δ
2 eδ
w(λ) .
There exists R′ > R such that for all λ ∈ C with |λ| ≥ R′ , the closure U of
U := { λ′ ∈ C ∣∣ |λ′−λ| < δ |λ|1/2 } is entirely contained in {|λ′| ≥ R} . For λ′ ∈ U , we
have w(λ′) ≤ 2 eδ w(λ) by Proposition 5.3(1), and therefore by Cauchy’s inequality,
applied to the holomorphic function a− a0 :
|a′(λ)− υ a′0(λ)| ≤
1
δ |λ|1/2 maxλ′∈∂U |a(λ
′)− υ a0(λ′)|
≤ 1
δ |λ|1/2 ·
ε δ
2 eδ
· 2 eδ w(λ) = ε |λ|−1/2w(λ) .
For the case λ → 0 , we take U := { λ′ ∈ C∗ ∣∣ |λ′ − λ| < δ |λ|3/2 } , and again choose
R′ > R , such that for |λ| ≤ 1
R′
, we have U ⊂ {|λ′| ≤ 1
R′
} . We again have w(λ′) ≤
2 eδ w(λ) for λ′ ∈ U , and therefore by Cauchy’s inequality
|a′(λ)− υ−1 a′0(λ)| ≤
1
δ |λ|3/2 maxλ′∈∂U |a(λ
′)− υ−1 a0(λ′)|
≤ 1
δ |λ|3/2 ·
ε δ
2 eδ
· 2 eδ w(λ) = ε |λ|−3/2w(λ) .

For Cauchy data (u, uy) that are once more differentiable, we obtain an even better
asymptotic estimate. For stating this asymptotic estimate, we introduce the space of
(non-periodic) once more differentiable potentials
Pot
1
np := { (u, uy) | u ∈ W 2,2([0, 1]), uy ∈ W 1,2([0, 1]) } , (5.35)
and phrase the statement in terms of the regauged monodromy E from the proof of
Theorem 5.4:
Proposition 5.9. Suppose that we have (u, uy) ∈ Pot1np . Then there exist constants
R,C > 0 , such that for every λ ∈ C with |λ| ≥ R and x ∈ [0, 1] , we have
|Eλ(x)− E0,λ(x)| ≤ C√|λ| w(λ) .
If P is a relatively compact subset of Pot1np , then the constants R,C can be chosen
uniformly for (u, uy) ∈ P .
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Proof. We use the objects and notations from the proof of Theorem 5.4. In particular
we use the regauging described at the beginning at that proof. But now we can use
the higher degree of differentiability of (u, uy) to eliminate the λ
0-component from α˜
by regauging α˜ resp. F˜ once more, with
h :=
(
λ−1/2 uz 1
−1 −λ−1/2 uz
)
. (5.36)
We have
h−1 =
1
1− λ−1 u2z
(−λ−1/2 uz −1
1 λ−1/2 uz
)
and dh =
(
λ−1/2 uzx 0
0 −λ−1/2 uzx
)
,
(5.37)
and from this, we obtain for the again regauged α˜ by an explicit calculation
α := h−1 α˜ h− h−1 dh = α˜0 + λ−1/2 · (β+ + β−) +O(|λ|−1)
with β+ :=
(
0 1
2
u2z − 14 cosh(u) + 1−1
2
u2z +
1
4
cosh(u)− 1 0
)
and β− :=
(
0 −uzx − 14 sinh(u)−uzx − 14 sinh(u) 0
)
.
We also consider E(x) := h−1(x)E(x) h(0) . From Equations (5.21), (5.36) and (5.37),
we obtain by an explicit calculation
h−1E0 h = E0 +O(|λ|−1/2) . (5.38)
By Lemma 5.5(2)(b) we have E = E0 +
∑∞
n=1En with
En(x) = λ
−n/2 ∑
ε∈{±1}n
∫ x
0
∫ t1
0
· · ·
∫ tn−1
0
E0(ξε(t)) βε1(t1) βε2(t2) . . . βεn(tn) d
nt+O(|λ|−1) ,
where ξε is defined as in Lemma 5.5(2)(b). We have ξε(t) ∈ [−x, x] and therefore
|E0(ξε(t))| ≤ |E0(x)| ≤ |E0(1)| = w(λ) .
We therefore obtain
|En(x)| ≤ |λ|−n/2 · 2n · 1
n!
· w(λ) · (‖β+‖∞ + ‖β−‖∞)n .
It follows that the sum
∑∞
n=0En converges uniformly to some E , which is a solution
of E
′
(x) = α(x)E(x) , E(0) = 1l , and we have
|E(x)− E0(x)| ≤
(
exp(2 |λ|−1/2 (‖β+‖∞ + ‖β−‖∞))− 1
) · w(λ) ≤ C1 |λ|−1/2w(λ)
(5.39)
with a suitable constant C1 > 0 .
Because we have
E(x)− E0(x) = h(x)
(
E(x)− E0(x) + E0(x)− h(x)−1E0(x) h(0)
)
h(0)−1 ;
it follows from the estimates (5.39) and (5.38), along with the fact that h and h−1 are
bounded with respect to λ ∈ C∗ , that the estimate given in the Proposition holds. 
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6. Basic behavior of the spectral data
We would like to show that the spectral data (Σ,D) corresponding to a potential
behave like the spectral data (Σ0,D0) of the vacuum (as described in Section 4)
“asymptotically” for λ near ∞ , and for λ near 0 . In particular, we would like
to show that the classical spectral divisor D corresponding to D , like the classical
spectral divisor D0 of the vacuum, is composed of a ZZ-sequence of points (λk, µk)k∈Z ,
and that for |k| large, (λk, µk) ∈ D is near (λk,0, µk,0) ∈ D0 . Similarly, we will show
that the set of zeros of ∆2−4 with multiplicities (corresponding to the branch points
resp. singularities of the spectral curve Σ ) is enumerated by two ZZ-sequences (κk,1)
and (κk,2) such that for |k| large, κk,1 and κk,2 are near λk,0 .
For a first quantified description of these asymptotic claims, we introduce the con-
cept of so-called excluded domains around the double points of Σ0 .
For this, let δ > 0 be given. If δ is sufficiently small, certainly for δ < π − 1
2
, the
open set { λ ∈ C∗ ∣∣ |ζ(λ) − ζ(λk,0)| < δ } (where ζ(λ) is here and henceforth again
defined as in Equation (4.2)) has two connected components for every k ∈ ZZ \ {0} ,
one of them contained in {|λ| > 1} , the other in {|λ| < 1} ; whereas it is connected
for k = 0 .
Proof. O := { λ ∈ C∗ ∣∣ |ζ(λ) − ζ(λk,0)| < δ } is invariant under λ 7→ λ−1 , thus it
can be connected only if O contains at least one λ ∈ C∗ with |λ| = 1 . Because of
ζ(eit) = 1
4
(eit/2 + e−it/2) = 1
2
cos(t/2) , we see that |λ| = 1 implies |ζ(λ)| ∈ [0, 1
2
] .
Therefore O cannot contain any λ with |λ| = 1 if δ < π − 1
2
. 
Definition 6.1. Let 0 < δ < π − 1
2
be given. Then we put for k ∈ ZZ
Uk,δ :=

{ λ ∈ C∗ ∣∣ ∣∣ζ(λ)− ζ(λk,0)∣∣ < δ, |λ| > 1 } for k > 0
{ λ ∈ C∗ ∣∣ ∣∣ζ(λ)∣∣ < δ } for k = 0
{ λ ∈ C∗ ∣∣ ∣∣ζ(λ)− ζ(λk,0)∣∣ < δ, |λ| < 1 } for k < 0 .
We call Uk,δ the excluded domain near λk,0 of radius δ . We also consider the union
Uδ :=
⋃
k∈Z Uk,δ of all excluded domains of radius δ and the area outside the excluded
domains Vδ := C
∗ \ Uδ .
In the sequel, we will use the domains Uk,δ , Uδ and Vδ permanently without further
explicit reference.
Proposition 6.2. There exist constants C1, C2 > 0 , such that for every 0 < δ <
π − 1
2
, every k ∈ ZZ and every λ1, λ2 ∈ Uk,δ we have
(1) For k > 0 : C1 · |k|−1 · |λ1 − λ2| ≤ |ζ(λ1)− ζ(λ2)| ≤ C2 · |k|−1 · |λ1 − λ2|
For k < 0 : C1 · |k|3 · |λ1 − λ2| ≤ |ζ(λ1)− ζ(λ2)| ≤ C2 · |k|3 · |λ1 − λ2|
(2) For k > 0 : B(λk,0, δC1|k|) ⊂ Uk,δ ⊂ B(λk,0, δC2|k|)
For k < 0 : B(λk,0, δC1|k|−3) ⊂ Uk,δ ⊂ B(λk,0, δC2|k|−3)
Here B(z0, r) := { z ∈ C | |z − z0| < r } is the open Euclidean ball of radius
r > 0 around z0 ∈ C in C .
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Proof. For (1). For k > 0 we have
ζ(λ1)− ζ(λ2) = 1
4
·
(√
λ1 −
√
λ2 +
1√
λ1
− 1√
λ2
)
=
1
4
·
(
1− 1√
λ1 λ2
)
· 1√
λ1 +
√
λ2
· (λ1 − λ2) .
Because of λν ∈ Uk,δ for ν ∈ {1, 2} and k > 0 , we have |λν | > 2 , and therefore
1
2
≤
∣∣∣1− 1√
λ1 λ2
∣∣∣ ≤ 32 , and moreover, ∣∣∣ 1√λ1+√λ2 ∣∣∣ is of the order of k . Herefrom, the
claimed statement follows.
For k < 0 , we use the fact that ζ(λν) = ζ(λ
−1
ν ) holds, and that we have λ
−1
ν ∈ U−k,δ
where −k > 0 . By application of the first part of the proof, we thus obtain
C1 · |k|−1 · |λ−11 − λ−12 | ≤ |ζ(λ1)− ζ(λ2)| ≤ C2 · |k|−1 · |λ−11 − λ−12 | .
Because of |λ−11 −λ−12 | = |λ1−λ2||λ1 λ2| and because 1|λν | is of order k2 , we obtain the claimed
statement also in this case.
For (2). This is an immediate consequence of (1). 
Proposition 6.3. Let 0 < δ < π − 1
2
be given.
(1) w(λ) is bounded on Uδ , more precisely we have for every λ ∈ Uδ :
1
2
≤ w(λ) ≤ 2 eδ .
(2) cot ◦ζ is bounded on Vδ .
(3) There exists a constant C > 1 (dependent on δ ) so that | sin(ζ(λ))| ≤ w(λ) ≤
C | sin(ζ(λ))| holds for all λ ∈ Vδ .
Proof. For (1). Let λ ∈ Uδ be given. Then there exists k ∈ ZZ with λ ∈ Uk,δ and
therefore |ζ(λ)− ζ(λk,0)| < δ . We have ζ(λk,0) = |k|π ∈ IR , and therefore it follows
that | Im(ζ(λ))| < δ . Thus we obtain from Proposition 5.3(1):
1
2
≤ 1
2
e| Im(ζ(λ))| ≤ w(λ) ≤ 2 e| Im(ζ(λ))| ≤ 2 eδ .
For (2). It suffices to show that cot is bounded on C\⋃k∈Z B(kπ, δ) , and for this,
it in turn suffices to show that cot is bounded on the sets
M1 := { x+ iy ∈ C
∣∣ |x− kπ| ≥ δ
2
for all k ∈ ZZ and |y| ≤ δ
2
}
and
M2 := { x+ iy ∈ C
∣∣ |y| ≥ δ
2
} .
M1 is the union of translations by integer multiples of π of the rectangle Q :=
[ δ
2
, π − δ
2
]× [− δ
2
, δ
2
] . cot is bounded on the compact set Q ; because it is π-periodic,
it follows that cot is also bounded on all of M1 .
To show that cot is bounded on M2 , we use the formula
cot(x+ iy) =
sin(2x)
cosh(2y)− cos(2x) − i
sinh(2y)
cosh(2y)− cos(2x) .
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If x+ iy ∈M1 is given, we have∣∣∣∣ sin(2x)cosh(2y)− cos(2x)
∣∣∣∣ ≤ 1cosh(δ)− 1
and ∣∣∣∣ sinh(2y)cosh(2y)− cos(2x)
∣∣∣∣ ≤ | sinh(2y)|cosh(2y)− 1 ;
note that y 7→ | sinh(2y)|
cosh(2y)−1 is real for y 6= 0 , and tends to 1 for y → ±∞ , hence is
bounded on {|y| ≥ δ
2
} . Thus it follows that cot is bounded on M2 .
For (3). Because of
w(λ) = | cos(ζ(λ))|+ | sin(ζ(λ))| , (6.1)
the inequality | sin(ζ(λ))| ≤ w(λ) is obvious. On the other hand, cot ◦ζ is bounded
on Vδ by (2), thus there exists C > 1 with | cot(ζ(λ))| ≤ C−1 for λ ∈ Vδ . It follows
from Equation (6.1) that we have
w(λ) = | sin(ζ(λ))| · (| cot(ζ(λ))|+ 1) ≤ | sin(ζ(λ))| · C .

We now suppose that “a monodromy” that has the asymptotic behavior of Theo-
rem 5.4 is given, that is to say: Suppose that a (2× 2)-matrix
M(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
of holomorphic functions a, b, c, d : C∗ → C is given, and denote by
M0(λ) =
(
a0(λ) b0(λ)
c0(λ) d0(λ)
)
=
(
cos(ζ(λ)) −λ−1/2 sin(ζ(λ))
λ1/2 sin(ζ(λ)) cos(ζ(λ))
)
,
the monodromy of the vacuum, compare Equation (4.5). Then we require of M(λ)
that det(M(λ)) = 1 holds for all λ ∈ C∗ and that there exist constants τ, υ ∈ C∗ ,
such that for every ε > 0 there exists R > 0 so that for every λ ∈ C∗ with |λ| ≥ R
resp. with |λ| ≤ 1
R
the estimates of Theorem 5.4(1) resp. (2) hold. We note that in
this setting, the Corollaries 5.7 and 5.8 also hold.
In this setting, we also use the trace functions ∆(λ) := a(λ) + d(λ) and ∆0(λ) =
a0(λ) + d0(λ) = 2 cos(ζ(λ)) again. In the case υ = 1 we define the spectral curve Σ ,
the generalized spectral divisor D associated to M(λ) and the underlying classical
divisor D in the way described in Section 3. For υ 6= 1 we avoid defining the spectral
curve (as it would not be of any interest, because it would not be asymptotically close
to any “reasonable” curve), but we still define the classical spectral divisor D as a
multi-set of points in C∗ × C∗ by Equation (3.14).
Theorem 5.4 shows that this situation is at hand in particular when a potential
(u, uy) ∈ Potnp is given and M(λ) is the monodromy associated to it; for (u, uy) ∈ Pot
we have υ = 1 .
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Whenever we have a spectral curve Σ , we consider also the pre-images Ûk,δ , Ûδ
and V̂δ in Σ of the excluded domains Uk,δ , their union Uδ :=
⋃
k∈Z Uk,δ and the
complement Vδ := C
∗ \ Uδ . More explicitly, we define for δ > 0 and k ∈ ZZ
Ûk,δ := { (λ, µ) ∈ Σ | λ ∈ Uk,δ } ,
Ûδ := { (λ, µ) ∈ Σ | λ ∈ Uδ } =
⋃
k∈Z
Ûk,δ ,
V̂δ := { (λ, µ) ∈ Σ | λ ∈ Vδ } = Σ \ Ûδ .
We call also the Ûk,δ excluded domains (in Σ ).
Definition 6.4. Let X ⊂ C∗ resp. X̂ ⊂ Σ be any subset, δ > 0 and n ∈ IN0 .
(1) We say that the excluded domains Uk,δ resp. Ûk,δ asymptotically contain (ex-
actly) n elements of X resp. of X̂ , if there exists k0 ∈ IN such that for all
k ∈ ZZ with |k| ≥ k0 we have #(X ∩ Uk,δ) = n resp. #(X̂ ∩ Ûk,δ) = n .
(2) We say that the excluded domains Uk,δ resp. Ûk,δ asymptotically and totally
contain (exactly) n elements of X resp. of X̂ , if there exists k0 ∈ IN such
that for all k ∈ ZZ with |k| ≥ k0 we have
#(X ∩ Uk,δ) = n and #(X \
⋃
|k|≥k0
Uk,δ) = n · (2k0 − 1)
resp.
#(X̂ ∩ Ûk,δ) = n and #(X̂ \
⋃
|k|≥k0
Ûk,δ) = n · (2k0 − 1) .
The following statement, which establishes the fundamental structure of the spectral
data, is analogous to the “Counting Lemma” in the treatment of the 1-dimensional
Schro¨dinger equation in [PT] (Lemma 2.2, p. 27).
Proposition 6.5. (1) In the case υ = 1 , the excluded domains Uk,δ asymptoti-
cally and totally contain exactly two zeros (with multiplicity) of ∆2 − 4 .
Therefore the zeros of ∆2 − 4 can then be enumerated by two sequences
(κk,1)k∈Z and (κk,2)k∈Z in C∗ in such a way that for every 0 < δ < π − 12
there exists N ∈ IN so that κk,1,κk,2 ∈ Uk,δ for all k ∈ ZZ with |k| ≥ N .
(2) The excluded domains Uk,δ asymptotically and totally contain exactly one zero
(with multiplicity) of c .
Therefore the zeros of c can be enumerated by a sequence (λk)k∈Z in C∗ in
such a way that for every 0 < δ < π− 1
2
there exists N ∈ IN so that λk ∈ Uk,δ
holds for all k ∈ ZZ with |k| ≥ N .
(3) We have D = { (λk, µk) | k ∈ ZZ } , where we put µk := a(λk) . Then we have
lim
k→∞
(µk − υ · µk,0) = lim
k→−∞
(µk − υ−1 · µk,0) = 0 .
These estimates hold uniformly for the set of monodromies M(λ) corresponding to
a relatively compact set P of potentials in Potnp .
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Proof. For (1). Let 0 < δ < π − 1
2
be given, and let C1 > 1 be the constant from
Proposition 6.3(3) so that
∀λ ∈ Vδ : | sin(ζ(λ))| ≤ w(λ) ≤ C1 · | sin(ζ(λ))| (6.2)
holds. Because of υ = 1 , by Corollary 5.7(2)(c) there then exists R > 0 , such that
for every λ ∈ C∗ with |λ| ≥ R or |λ| ≤ 1
R
, we have
|(∆(λ)2 − 4)− (∆0(λ)2 − 4)| ≤ 2
C21
w(λ)2 .
If we additionally have λ ∈ Vδ , then it follows by the estimate (6.2) that
|(∆(λ)2 − 4)− (∆0(λ)2 − 4)| ≤ 2
C21
· (C1 | sin(ζ(λ))|)2 = 1
2
|∆0(λ)2 − 4| < |∆0(λ)2 − 4|
(6.3)
holds.
There exists N ∈ IN such that the boundaries of the excluded domains Uk,δ with
|k| > N and moreover the boundaries of the topological annuli
Tk := { λ ∈ C∗
∣∣ |ζ(λ)| ≤ π (k + 1
2
) }
with k ≥ N are contained in Vδ ∩{|λ| ≥ R or |λ| ≤ 1R} . It then follows from (6.3) by
Rouche´’s Theorem that ∆2 − 4 and ∆20 − 4 have the same number of zeros on each
Uk,δ and on each Tk with |k| ≥ N . Therefore ∆2 − 4 has two zeros on each Uk,δ
with |k| ≥ N , and 2 · (2k + 1) zeros on each Tk with |k| ≥ N .
Herefrom (1) follows: For |k| ≥ N , we let κk,1 and κk,2 be the two zeros of ∆2−4
on Uk,δ , and then we name the remaining 2 · (2N + 1) zeros as κk,1,κk,2 , where
k ∈ {−N, . . . , N} .
For (2). We would like to apply a similar argument to c as we used for ∆2 − 4 in
the proof of (1). However, in the basic asymptotics from Theorem 5.4, c in general
approximates different functions for λ→∞ and for λ→ 0 , namely τ c0 resp. τ−1 c0 .
But to be able to apply Rouche´’s Theorem especially for the topological annuli Tk ,
we need a comparison function that approximates c both near λ→∞ and λ→ 0 .
To obtain such a comparison function, we consider the constant potential (u˜, u˜y) ∈
Pot with u˜ = −2 ln(τ) , u˜y = 0 , and the associated monodromy M˜(λ) =
(
a˜(λ) b˜(λ)
c˜(λ) d˜(λ)
)
.
Then we also have e−(u˜(0)+u˜(1))/4 = τ , and therefore for given ε > 0 there exists R > 0
such that for |λ| ≥ R we have
both |c(λ)− τ c0(λ)| ≤ ε |λ|1/2w(λ) and |c˜(λ)− τ c0(λ)| ≤ ε |λ|1/2w(λ)
(the first inequality by our hypothesis on M(λ) , and the second inequality from The-
orem 5.4), wherefrom we obtain
|c(λ)− c˜(λ)| ≤ 2ε |λ|1/2w(λ) . (6.4)
If we additionally have λ ∈ Vδ , then we have |τ c0(λ)| ≤ |c˜(λ)| + |c˜(λ) − τ c0(λ)| ≤
|c˜(λ)|+ ε C1 |c0(λ)| and therefore
|λ|1/2w(λ) ≤ C1 |c0(λ)| ≤ C1|τ | − ε C1 |c˜(λ)| .
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By combining this estimate with (6.4), we obtain
|c(λ)− c˜(λ)| ≤ 2C1 ε|τ | − ε C1 |c˜(λ)| .
By choosing ε > 0 sufficiently small, we can thus achieve for all λ ∈ Vδ , |λ| ≥ R
|c(λ)− c˜(λ)| ≤ 1
2
|c˜(λ)| < |c˜(λ)| .
By a similar argument, we obtain the same estimate also for λ ∈ Vδ with |λ| ≤ 1R .
By an analogous application of Rouche´’s Theorem as in the proof of (1), it follows
that there exists N ∈ IN , so that c and c˜ have the same number of zeros on the
excluded domains Uk,δ with |k| ≥ N and on the topological annuli Tk with k ≥ N .
To complete the proof of (2), it therefore suffices to show that the statement of (2)
holds for c˜ in the place of c .
For this purpose, we calculate c˜ and its zeros explicitly. Proceeding similarly as in
the investigation of the vacuum in Section 4, we note that the 1-form α˜λ associated to
(u˜, u˜y) (Equation (5.2)) is independent of x , and therefore M˜(λ) = exp(α˜λ) holds.
By an explicit calculation similar to the one in Section 4, we obtain
c˜(λ) =
√
λ τ + τ−1
λ−1 τ + τ−1
· sin(ξ(λ)) with ξ(λ) = 1
4
√
(λ τ + τ−1) · (λ−1 τ + τ−1) .
λ ∈ C∗ is a zero of c˜ if and only if
either ξ(λ)2 = (kπ)2 with k ∈ IN or
√
λ τ + τ−1
λ−1 τ + τ−1
· ξ(λ) = 0
holds. For k ∈ IN , the equation ξ(λ)2 = (kπ)2 yields the quadratic equation
λ2 − (16 π2 k2 − τ 2 − τ−2) · λ+ 1 = 0
and thereby the two zeros of c˜
λ˜±k :=
1
2
·
(
16 π2 k2 − τ 2 − τ−2 ±
√
(16 π2 k2 − τ 2 − τ−2)2 − 4
)
By comparing λ˜±k with the asymptotic assessments of λk,0 in (4.9), we see that for
k → ∞ λ˜k − λk,0 = O(1) and λ˜−k − λ−k,0 = O(k−4) holds. Therefore we have
λ˜k ∈ Uk,δ for |k| sufficiently large.
Finally, the equation
√
λ τ+τ−1
λ−1 τ+τ−1
· ξ(λ) = 0 is equivalent to λ τ + τ−1 = 0 , which
yields one further zero: λ˜0 = −τ−2 . This shows that c˜ satisfies the property of (2),
and therefore the proof of (2) is completed.
For (3). Let ε > 0 be given. For k > 0 , we have
µk − υ µk,0 = a(λk)− υ a0(λk,0) = a(λk)− υ a0(λk) + υ · (a0(λk)− a0(λk,0))
= a(λk)− υ a0(λk) + υ ·
∫ λk
λk,0
a′0(λ) dλ .
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We now fix 0 < δ < π− 1
2
(to be chosen later). By the asymptotic behavior of a and
the fact that w(λ) is bounded on Uδ (Proposition 6.3(1)), there exists N ∈ IN such
that for all k ≥ N we have
|a(λk)− υ a0(λk)| ≤ ε
2
.
We now estimate
∫ λk
λk,0
a′0(λ) dλ :∣∣∣∣∣
∫ λk
λk,0
a′0(λ) dλ
∣∣∣∣∣ ≤ |λk − λk,0| · maxλ∈Uk,δ |a′0(λ)| .
We have a′0(λ) = −18 (λ−1/2 − λ−3/2) sin(ζ(λ)) by Equation (5.32); because sin is
bounded on any horizontal strip in the ζ-plane, there exists C > 0 (independent of
the choice of δ < π − 1
2
), such that maxλ∈Uk,δ |a′0(λ)| ≤ Ck holds for all k ≥ N . We
now set δ := ε
2C
, then it follows from (2) and Proposition 6.2(2) that by increasing N
if needed, we can obtain |λk − λk,0| ≤ ε2C |υ| k for k ≥ N . For such k we then have∣∣∣∫ λkλk,0 a′0(λ) dλ∣∣∣ ≤ ε2 |υ| and thus
|µk − υ · µk,0| ≤ |a(λk)− υ a0(λk)|+ |υ| ·
∣∣∣∣∣
∫ λk
λk,0
a′0(λ) dλ
∣∣∣∣∣ ≤ ε2 + |υ| · ε2 |υ| = ε .
This shows that limk→∞(µk−υ ·µk,0) = 0 holds. The limit limk→−∞(µk−υ−1·µk,0) = 0
is shown similarly.
Finally, we note that the fact that the estimates (1)–(3) hold uniformly for a rela-
tively compact set P of potentials follows from the corresponding statements in the
propositions in Section 5. 
Remark 6.6. The trace function ∆˜ corresponding to the constant potential (u˜, u˜y)
studied in the proof of Proposition 6.5(2) equals ∆˜(λ) = 2 cos(ξ(λ)) , and thus we
have ∆˜2(λ)− 4 = −4 sin(ξ(λ))2 . It follows that for the zeros κ˜k,ν of ∆˜2− 4 we have
for k 6= 0 : κ˜k,1 = κ˜k,2 = λ˜k . However, for k = 0 , we have κ˜k,1 = −τ−2 6= −τ 2 = κ˜k,2
(for τ 6∈ {±1,±i} ).
This shows that the spectral curve Σ˜ corresponding to u˜ has geometric genus 1 :
Compared to the spectral curve of the vacuum, which has only double points, no
branch points, and therefore geometric genus 0 , one double point (namely the one for
k = 0 ) has been “opened” into a pair of branch points.
The minimal surfaces in S3 of spectral genus 1 , and how they arise from surfaces of
spectral genus 0 by means of deformation, have been studied extensively by Kilian,
Schmidt and Schmitt in [KSS]. Such minimal surfaces are “bubbletons” (i.e. solitons
of the sinh-Gordon equation); they are constant along all lines parallel to the x-axis.
Moreover, in [KSS], Section 3.3, an explicit presentation of the solution of the sinh-
Gordon equation corresponding to our potential (u˜, u˜y) in terms of elliptic functions
is given.
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Proposition 6.7 (Uniqueness statements.). (1) Suppose c, c˜ : C∗ → C are two
holomorphic functions with the following asymptotic behavior: There are con-
stants τ, τ˜ ∈ C∗ such that for every ε > 0 there exists R > 0 , such that we
have for all λ ∈ C with |λ| ≥ R
|c(λ)− τ c0(λ)| ≤ ε |λ|1/2w(λ) resp. |c˜(λ)− τ˜ c0(λ)| ≤ ε |λ|1/2w(λ)
and for all λ ∈ C∗ with |λ| ≤ 1
R
|c(λ)− τ−1 c0(λ)| ≤ ε |λ|1/2w(λ) resp. |c˜(λ)− τ˜−1 c0(λ)| ≤ ε |λ|1/2w(λ) .
If c and c˜ have the same zeros (counted with multiplicity), then either c = c˜ ,
τ = τ˜ or c = −c˜ , τ = −τ˜ holds.
(2) Suppose further that a, a˜ : C∗ → C are two holomorphic functions with the
following asymptotic behavior: There are constants υ, υ˜ ∈ C∗ such that for
every ε > 0 there exists R > 0 , such that we have for all λ ∈ C with |λ| ≥ R
|a(λ)− υ a0(λ)| ≤ ε w(λ) resp. |a˜(λ)− υ˜ a0(λ)| ≤ ε w(λ)
and for all λ ∈ C∗ with |λ| ≤ 1
R
|a(λ)− υ−1 a0(λ)| ≤ ε w(λ) resp. |a˜(λ)− υ˜−1 a0(λ)| ≤ ε w(λ) .
If we have a(λ) = a˜(λ) and ordλ(a − a˜) ≥ ordλ(c) for every λ ∈ C∗ with
c(λ) = 0 , then a = a˜ and υ = υ˜ holds.
(3) Suppose that f, f˜ : C∗ → C are two holomorphic functions with the following
asymptotic behavior: There are constants τ±, τ˜± ∈ C∗ such that for every
ε > 0 there exists R > 0 such that we have for all λ ∈ C with |λ| ≥ R
|f(λ)− τ+ (∆0(λ)2 − 4)| ≤ ε w(λ)2 resp. |f˜(λ)− τ˜+ (∆0(λ)2 − 4)| ≤ ε w(λ)2
and for all λ ∈ C∗ with |λ| ≤ 1
R
|f(λ)− τ− (∆0(λ)2 − 4)| ≤ ε w(λ)2 resp. |f˜(λ)− τ˜− (∆0(λ)2 − 4)| ≤ ε w(λ)2 .
If f and f˜ have the same zeros (counted with multiplicity), then there is a
constant A ∈ C∗ such that f = A · f˜ and τ± = A · τ˜± holds.
Proof. For (1). Because c and c˜ have the same zeros, ϕ := c/c˜ is holomorphic and
non-zero on all of C∗ . For fixed ε, δ > 0 , there exists R > 0 so that for λ ∈ Vδ with
|λ| ≥ R we have
|c(λ)− τ c0(λ)| ≤ ε |λ|1/2w(λ) ≤ ε C1 |c0(λ)| ,
where C1 > 1 is the constant from Proposition 6.3(3), and hence
|c(λ)| ≤ (|τ |+ ε C1) · |c0(λ)| . (6.5)
Likewise, from
|c˜(λ)− τ˜ c0(λ)| ≤ ε |λ|1/2w(λ) ≤ ε C1 |c0(λ)|
we obtain
|c˜(λ)| ≥ (|τ˜ | − ε C1) · |c0(λ)| . (6.6)
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From the estimates (6.5) and (6.6) we see that for λ ∈ Vδ with |λ| ≥ R , we have
|ϕ(λ)| = |c(λ)||c˜(λ)| ≤
|τ |+ ε C1
|τ˜ | − ε C1 =: C2 .
If we now choose ε > 0 with |τ˜ | − ε C1 > 0 , it follows that ϕ is bounded on Vδ near
λ → ∞ . If k ∈ IN is so large that |λ| ≥ R holds for all λ ∈ Uk,δ , then we have by
the maximum principle for holomorphic functions for every λ ∈ Uk,δ
|ϕ(λ)| ≤ max
λ′∈∂Uk,δ
|ϕ(λ′)| ≤ C2 .
Hence ϕ is bounded on a neighborhood of λ = ∞ , and thus can be extended holo-
morphically in λ =∞ .
An analogous argument shows that ϕ can be extended holomorphically also in
λ = 0 . Thus ϕ is a holomorphic function on the Riemann sphere IP1(C) , and hence
constant. In other words, there exists A ∈ C∗ with c˜ = A · c .
Let us now consider the sequence of real numbers (ξk)k∈IN with |ξk| > 1 , ζ(ξk) =
(2k + 1
2
)π . Then we have lim ξk = ∞ , sin(ζ(ξk)) = 1 , cos(ζ(ξk)) = 0 , and thus
c0(ξk) = ξ
1/2
k and w(ξk) = 1 . Therefore there exists for any ε > 0 an R > 0 such
that
|c(ξk)− τ ξ1/2k | ≤ ε |ξk|1/2 and |Ac(ξk)− τ˜ ξ1/2k | ≤ ε |ξk|1/2
holds. From the second inequality, we get |c(ξk)− τ˜A ξ1/2k | ≤ ε|A| |ξk|1/2 , hence we obtain
from the first inequality∣∣∣∣(τ − τ˜A
)
ξ
1/2
k
∣∣∣∣ ≤ ε (1 + 1|A|
)
|ξk|1/2 ,
and therefore
∣∣τ − τ˜
A
∣∣ ≤ ε (1+ 1|A|) follows. Because the latter inequality holds true for
every ε > 0 , we have
∣∣τ − τ˜
A
∣∣ = 0 and thus τ˜ = A · τ . The analogous argument for a
sequence (ξk) with ξk → 0 gives τ˜−1 = A · τ−1 . Therefrom we conclude A ∈ {±1} ,
and the claim follows.
For (2). We first note that if we denote the sequence of the zeros of c by (λk)k∈Z as
in Proposition 6.5(2) and put µk := a(λk) = a˜(λk) , then we have by Proposition 6.5(3)
(applied to both the function a and the function a˜ )
lim
k→∞
(µk − υ µk,0) = lim
k→∞
(µk − υ˜ µk,0) = 0
and therefore
lim
k→∞
(
(υ˜ − υ) · µk,0
)
= 0 .
Because of µk,0 = (−1)k , υ = υ˜ follows.
Now consider ψ(λ) := λ · a(λ)−a˜(λ)
c(λ)
. Because of the hypothesis ordλ(a− a˜) ≥ ordλ(c)
for all λ ∈ C∗ with c(λ) = 0 , ψ is holomorphic on all of C∗ , even at the zeros of c .
We again fix ε, δ > 0 . Then there exists R > 0 so that for every λ ∈ C∗ with
|λ| ≥ R or |λ| ≤ 1
R
we have
|a(λ)− υ a0(λ)| ≤ ε w(λ) and |a˜(λ)− υ a0(λ)| ≤ ε w(λ)
and therefore
|a(λ)− a˜(λ)| ≤ 2ε w(λ) .
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If we additionally have λ ∈ Vδ and let C1 > 0 be the constant from Proposition 6.3(3),
then we deduce
|a(λ)− a˜(λ)| ≤ 2ε C1 |λ|−1/2 |c0(λ)| .
We then also have by the asymptotic for c (after suitably enlarging R if necessary)
|c(λ)− τ c0(λ)| ≤ ε |λ|1/2w(λ) ≤ ε C1 |c0(λ)|
and therefore
|c(λ)| ≥ (|τ | − ε C1) |c0(λ)| .
Thus we obtain on Vδ ∩ {|λ| ≥ R or |λ| ≤ 1R} :
|ψ(λ)| =
∣∣∣∣λ · a(λ)− a˜(λ)c(λ)
∣∣∣∣ ≤ |λ| · 2ε C1 |λ|−1/2 |c0(λ)|(|τ | − ε C1) |c0(λ)| = 2ε C1|τ | − ε C1 |λ|1/2 .
By applying the maximum principle to ψ on the excluded domains contained in
{|λ| ≥ R or |λ| ≤ 1
R
} and then on { 1
R
≤ |λ| ≤ R} , it follows that there exists a
constant C2 > 0 such that
|ψ(λ)| ≤ C2 · |λ|1/2 holds for all λ ∈ C∗ .
From this estimate, it follows first that ψ can be extended holomorphically in λ = 0
by setting ψ(0) = 0 , and then that the holomorphic function ψ on the complex plane
C is constant. We therefore have ψ = 0 , whence a = a˜ follows.
For (3). The proof is analogous to that of (1). We abbreviate f0(λ) := ∆0(λ)
2−4 =
−4 sin(ζ(λ))2 .
Because f and f˜ have the same zeros, ϕ := f/f˜ is holomorphic and non-zero on
all of C∗ . For fixed ε, δ > 0 , there exists R > 0 so that for λ ∈ Vδ with |λ| ≥ R we
have
|f(λ)− τ+ f0(λ)| ≤ ε w(λ)2 ≤ ε C21 | sin(ζ(λ))|2 = 14 ε C21 |f0(λ)| ,
where C1 > 1 again is the constant from Proposition 6.3(3), and hence
|f(λ)| ≤ (|τ+|+ 14 ε C21) · |f0(λ)| . (6.7)
From the analogous inequality for f˜ ,
|f˜(λ)− τ˜+ f0(λ)| ≤ 14 ε C21 |f0(λ)| ,
we obtain
|f˜(λ)| ≥
(
|τ˜+| − 1
4
ε C21
)
· |f0(λ)| . (6.8)
From the estimates (6.7) and (6.8) we see that for λ ∈ Vδ with |λ| ≥ R , we have
|ϕ(λ)| = |f(λ)|
|f˜(λ)|
≤ |τ+|+
1
4
ε C21
|τ˜+| − 14 ε C21
=: C3 .
If we now choose ε > 0 with |τ˜+| − 14 ε C21 > 0 , it follows that ϕ is bounded on Vδ
near λ→∞ . If k ∈ IN is so large that |λ| ≥ R holds for all λ ∈ Uk,δ , then we have
by the maximum principle for holomorphic functions for every λ ∈ Uk,δ
|ϕ(λ)| ≤ max
λ′∈∂Uk,δ
|ϕ(λ′)| ≤ C3 .
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Hence ϕ is bounded on C∗ near λ =∞ , and thus can be extended holomorphically
in λ =∞ .
An analogous argument shows that ϕ can be extended holomorphically also in
λ = 0 . Thus ϕ is a holomorphic function on the Riemann sphere IP1(C) , and hence
constant. That is, there exists A ∈ C∗ with f = A · f˜ .
Let us now consider the sequence of real numbers (ξk)k∈IN with |ξk| > 1 , ζ(ξk) =
(2k+ 1
2
)π . Then we have lim ξk =∞ , sin(ζ(ξk)) = 1 , cos(ζ(ξk)) = 0 and w(ξk) = 1 .
For any ε > 0 there thus exists R > 0 so that
|A · f˜(ξk) + 4 τ+| ≤ ε and |f˜(ξk) + 4 τ˜+| ≤ ε
holds. From the second inequality, we get |A · f˜(ξk) + 4A τ˜+| ≤ ε · |A| , hence
|τ+ −A · τ˜+| ≤ (1 + |A|) · ε ,
whence τ+ = A · τ˜+ follows. The analogous argument also gives τ− = A · τ˜− . 
7. The Fourier asymptotic of the monodromy
Beyond the “basic” asymptotic of the monodromy described in the Section 5, which
applies to all λ for which |λ| is sufficiently large resp. small, we will also need another
type of asymptotic estimate that specifically relates (M(λk,0))k∈Z to certain Fourier
coefficients. In particular, that series is ℓ2-summable. Because of the relation to
Fourier coefficients, we will call this type of asymptotic “Fourier asymptotic”. Via the
Fourier asymptotic, we will prove a refinement of the basic asymptotic description of
the spectral data from Section 6.
In the treatment of the 1-dimensional Schro¨dinger equation, our Fourier asymptotic
as described in the following Theorem, is analogous to the refined estimate of [PT],
Theorem 1.4, p. 16.
Theorem 7.1. Let (u, uy) ∈ Potnp be given and put τ := e−(u(0)+u(1))/4 and υ :=
e(u(1)−u(0))/4 . We denote by ak resp. bk the cosine resp. the sine Fourier coefficients
of uz , and by a˜k, b˜k the Fourier coefficients of −uz :
ak :=
∫ 1
0
uz(t) cos(2πkt) dt a˜k := −
∫ 1
0
uz(t) cos(2πkt) dt
bk :=
∫ 1
0
uz(t) sin(2πkt) dt b˜k := −
∫ 1
0
uz(t) sin(2πkt) dt . (7.1)
Let (rij,k)k∈Z for i, j ∈ {1, 2} be the sequences defined by the following equations for
k ≥ 0 :
(−1)kM(λk,0) =
(
υ 0
0 υ−1
)
+
1
2
(
−υ ak −λ−1/2k,0 τ−1 bk
λ
1/2
k,0 τ bk υ
−1 ak
)
+
(
r11,k λ
−1/2
k,0 r12,k
λ
1/2
k,0 r21,k r22,k
)
(−1)kM(λ−k,0) =
(
υ−1 0
0 υ
)
+
1
2
(
−υ−1 a˜k −λ−1/2−k,0 τ b˜k
λ
1/2
−k,0 τ
−1 b˜k υ a˜k
)
+
(
r11,−k λ
−1/2
−k,0 r12,−k
λ
1/2
−k,0 r21,−k r22,−k
)
.
For every p > 1 we then have (rij,k)k∈Z ∈ ℓp(ZZ) , and there exists a constant C > 0
(dependent on p ) with ‖rij‖ℓp ≤ C · ‖(u, uy)‖2Pot .
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The remainder of this section is concerned with the proof of the above theorem. The
strategy for the proof is to decompose the given potential (u, uy) into two summands,
one with a higher order of regularity and one that is small with respect to ‖ · ‖Pot .
We will derive asymptotics for these two kinds of potentials separately, in Lemmas 7.4
and 7.3, and finally combine the two to obtain the proof of Theorem 7.1.
In the proof, we will make use of the Banach spaces ℓp(ZZ) and ℓp(ZZ2) . We note
that for 1 ≤ p < q ≤ ∞ , we have ℓp ⊂ ℓq and for any (ak) ∈ ℓp :
‖ak‖ℓq ≤ ‖ak‖ℓp . (7.2)
Proof of Equation (7.2). Let (ak) ∈ ℓp be given. Without loss of generality we may suppose ‖ak‖ℓp =
1 , then we have in particular |ak| ≤ 1 for all k . Therefore we have |ak|q ≤ |ak|p because of p < q ,
and hence
‖ak‖qℓq =
∑
k
|ak|q ≤
∑
k
|ak|p = ‖ak‖pℓp = 1 ,
whence ‖ak‖ℓq ≤ 1 = ‖ak‖ℓp follows. 
There are two important operations for such sequences:
First, the component-wise multiplication (ak · bk) of two sequences ak and bk . The
Ho¨lder inequality states that whenever ak ∈ ℓp and bk ∈ ℓp′ , where p, p′ ≥ 1 and
1
p
+ 1
p′
= 1 , we have (ak · bk) ∈ ℓ1 and ‖ak · bk‖ℓ1 ≤ ‖ak‖ℓp · ‖bk‖ℓp′ .
The second important operation is the convolution of two sequences (ak) and (bk) .
The convolution a ∗ b is defined by
(a ∗ b)k :=
∑
j∈Z
ak−j bj = (b ∗ a)k , (7.3)
for all sequences (ak) and (bk) such that the above infinite sum converges for all k .
Young’s inequality states that for p, q, r ≥ 1 with 1
r
+ 1 = 1
p
+ 1
q
, and any sequences
(ak) ∈ ℓp and (bk) ∈ ℓq , the convolution a ∗ b is well-defined, we have a ∗ b ∈ ℓr
and ‖a ∗ b‖ℓr ≤ ‖a‖ℓp · ‖b‖ℓq ([BS], Theorem 4.2.4, p. 199). Moreover, the convolution
with the sequences ( 1
k
)k∈Z and ( 1|k|)k∈Z (which are only weakly ℓ
1 ), where we assign
1
0
an arbitrary value, will be important for us. In relation to this, we have for any
1 < p ≤ 2 (not for p = 1 , however!) and any ak ∈ ℓp(ZZ) also ( 1k ∗a), ( 1|k| ∗a) ∈ ℓp(ZZ)
and ∥∥ 1
k
∗ a∥∥
ℓp
,
∥∥∥ 1|k| ∗ a∥∥∥
ℓp
≤ CY,p · ‖a‖ℓp (7.4)
with a constant CY,p > 0 depending only on p .
Proof. Let T be either of the linear operators (ak) 7→ ( 1k ∗ ak) or (ak) 7→ ( 1|k| ∗ ak) . Then T maps
ℓ1(ZZ) into the Lorentz space ℓ1,∞(ZZ) , and it maps ℓ2(ZZ) into ℓ2(ZZ) . The reason for the latter
inclusion is that up to a factor, 1
k
is the Fourier transform of g(x) := x ∈ L2([0, 1]) . For a given
(ak) ∈ ℓ2(ZZ) there exists some f ∈ L2([0, 1]) whose Fourier transform is (ak) . Then the L2-function
f ·g has the Fourier transform ( 1
k
∗ak) = T ((ak)) , and therefore we have T ((ak)) ∈ ℓ2(ZZ) . The claim
now follows by application of the Marcinkiewicz interpolation theorem (see [BS], Corollary 4.4.14,
p. 226) to the operator T . 
In the sequel, we will consider the Fourier transform for integrable functions f ∈
L1([0, 1]) on the circle resp. functions g ∈ L1([0, 1]2) on the torus. For k ∈ ZZ resp. for
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k1, k2 ∈ ZZ we define the Fourier transform
f̂(k) :=
∫ 1
0
f(t) e−2πikt dt resp. ĝ(k1, k2) :=
∫ 1
0
g(t1, t2) e
−2πi(k1t1+k2t2) d2t . (7.5)
It is important to note that for f ∈ L2([0, 1]) , we have f̂ ∈ ℓ2(ZZ) , and the Fourier
map L2([0, 1])→ ℓ2(ZZ) is an isomorphism of Banach (actually Hilbert) spaces, i.e. it is
bijective and preserves the norm by Plancherel’s identity ([G], Proposition 3.1.16(1),
p. 170): ‖f̂‖ℓ2(Z ) = ‖f‖L2([0,1]) for any f ∈ L2([0, 1]) . Moreover, the Fourier se-
ries
∑
k∈Z f̂(k) · e2πimx converges to f with respect to the L2-norm ([G], Proposi-
tion 3.1.16(2), p. 170). Analogous statements hold for functions on the torus [0, 1]2 .
We also note that the multiplication of functions corresponds under Fourier trans-
formation to the convolution of the corresponding Fourier series: For any f1, f2 ∈
L2([0, 1]) , we have f̂1 · f2 = f̂1 ∗ f̂2 . If f ∈ W 1,2([0, 1]) is periodic, we also have
f̂ ′(k) = 2πik f̂(k) for k ∈ ZZ . The following Lemma concerns the inverse of the latter
operation, namely the Fourier coefficients of the anti-derivative of a function f .
For this, and in the sequel, we will have use besides the sequence spaces ℓp(N) (with
N ⊂ ZZ , 1 ≤ p ≤ ∞ ) also for the spaces ℓpn(N) (n ∈ ZZ ). We say that a sequence
(ak)k∈IN is in ℓpn(N) if and only if the sequence (k
n ak)k∈IN is in ℓp(N) ; here (and
also in associated formulas in the sequel) we put 0n := 1 for all n ∈ ZZ to simplify
notation. Of course, we equip ℓpn(N) with the norm
‖ak‖ℓpn(N) := ‖kn ak‖ℓp(N) .
In this way, ℓpn(N) becomes a Banach space (a Hilbert space for p = 2 ).
Lemma 7.2. Let f ∈ L1([0, 1]) be such that f̂ ∈ ℓ1−1(ZZ) . We put F (x) :=
∫ x
0
f(x) dx .
Then we have
F̂ (k) =
{
f̂(k)−f̂(0)
2πik
for k 6= 0
1
2
f̂(0)−∑j∈Z \{0} f̂(j)2πij for k = 0 . (7.6)
Proof. Note that F (0) = 0 and F (1) = f̂(0) holds. For k ∈ ZZ \ {0} we thus have
F̂ (k) =
∫ 1
0
F (t) e−2πikt dt
= − 1
2πik
F (t) e−2πikt
∣∣∣∣t=1
t=0
−
∫ 1
0
f(t)
(
− 1
2πik
)
e−2πikt dt
= − 1
2πik
f̂(0) +
1
2πik
∫ 1
0
f(t) e−2πikt dt
=
f̂(k)− f̂(0)
2πik
.
To calculate F̂ (0) , we consider for j ∈ ZZ the functions fj(x) := e2πijx and
Fj(x) :=
∫ x
0
fj(t) dt =
{
e2πijx−1
2πij
for j 6= 0
x for j = 0
.
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Then we have for j 6= 0
F̂j(0) =
∫ 1
0
Fj(x) dx =
1
2πij
e2πijx − x
2πij
∣∣∣∣∣
x=1
x=0
= − 1
2πij
,
and for j = 0
F̂0(0) =
∫ 1
0
F0(x) dx =
1
2
x2
∣∣∣∣x=1
x=0
=
1
2
.
It follows that we have
F̂ (0) =
1
2
f̂(0)−
∑
j∈Z \{0}
f̂(j)
2πij
.

The following two lemmas each prove a sort of a Fourier asymptotic in a special case
with respect to the potential (u, uy) : Lemma 7.3 deals with the case where ‖(u, uy)‖Pot
is small, and Lemma 7.4 deals with the case where (u, uy) ∈ Pot1np holds, i.e. (u, uy)
is once more differentiable. Because every (u, uy) ∈ Potnp can be decomposed as a
sum of one potential each of these two kinds, we will be able to combine these two
lemmas into a full proof of Theorem 7.1.
Both lemmas operate in the setting of the proof of Theorem 5.4. In particular
they concern the regauged and modified monodromy E introduced in that proof and
its series representation E(x) =
∑∞
n=0En(x) , see Equation (5.22). In the following
Lemma 7.3, note that the constant term 1l equals (−1)k E0,λk,0(1) and the Fourier
term 1
2
( −ak bk
bk ak
)
equals (−1)k E1,λk,0(1) . Therefore the main point of Lemma (7.3)
is to estimate the sum
∑
n≥2En,λk,0(1) of the remaining terms in Eλk,0(1) . It is
relatively easy to see that each individual of these summands is in ℓp(k,C2×2) , but it
is a remarkable fact that the behavior is not worsened by taking the infinite sum over
all n ≥ 2 .
Lemma 7.3. Suppose 1 < p ≤ 2 . There exists a constant R0 > 0 such that for all
(u, uy) ∈ Potnp with ‖(u, uy)‖Pot ≤ R0 , we have
(−1)k Eλk,0(1) = 1l +
1
2
(−ak bk
bk ak
)
+ ℓp(k,C2×2) ,
and the ℓp-norm of the ℓp-sequence is ≤ C · ‖(u, uy)‖2Pot with some constant C >
0 (that depends on p ). Here ak and bk are the Fourier coefficients of uz as in
Equation (7.1).
Proof. We continue to work in the setting of the proof of Theorem 5.4. At first we do
not restrict the norm of (u, uy) . We set λ = λk,0 with k ≥ 1 , and omit the subscript
λk,0 from E in the sequel.
The strategy we follow is to prepare the situation for a proof by induction on n
that En(1) ∈ ℓp(k,C2×2) holds with a specific estimate for ‖En(1)‖ℓp(k,C2×2) . Via this
estimate we will show that
∑
n≥2En(1) is bounded in ℓ
p(k,C2×2) by a geometric sum.
This geometric sum converges (only) if ‖(u, uy)‖Pot is small, yielding the result of the
lemma.
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For n ≥ 1 we define functions hn(s0, s1) and gn(s) by
h1(s0, s1) := −1
2
uz(s1) ,
for n ≥ 2
hn(s0, s1) :=
(
−1
2
)n ∫ s0
s2=0
uz(s1 + s2)
∫ s1
s3=0
uz(s2 + s3) · · ·
∫ sn−2
sn=0
uz(sn−1 + sn) uz(sn) dn−1s ,
and for n ≥ 1
gn(s) := hn(1− s, s) .
Then we have by Equations (5.25), (5.26) and (5.27)
Gn(s) = gn(s)L
n and Hn(s0, s1) = hn(s0, s1)L
n ,
where we put
L :=
(
1 0
0 −1
)
and therefore have Ln =
{
L for n odd
1l for n even
.
For n = 0 we have by Equation (5.21)
E0(1) =
(
cos(kπ · 1) − sin(kπ · 1)
sin(kπ · 1) cos(kπ · 1)
)
= (−1)k · 1l .
Moreover we have ζ(λ) = kπ , w(λ) = 1 , and therefore for n ≥ 1 by Equations (5.24)
and (5.21)
En(1) =
∫ 1
0
E0(1− 2s)Gn(s) ds =
∫ 1
0
(
cos((1− 2s)kπ) − sin((1− 2s)kπ)
sin((1− 2s)kπ) cos((1− 2s)kπ)
)
Gn(s) ds
= (−1)k ·
∫ 1
0
(
cos(2kπs) sin(2kπs)
− sin(2kπs) cos(2kπs)
)
Gn(s) ds
= (−1)k ·
∫ 1
0
(
cos(2kπs) sin(2kπs)
− sin(2kπs) cos(2kπs)
)
gn(s) ds · Ln . (7.7)
Specifically for n = 1 we have
g1(s) = h1(1− s, s) = −1
2
uz(s) ,
hence
E1(1) = −(−1)
k
2
∫ 1
0
(
cos(2kπs) sin(2kπs)
− sin(2kπs) cos(2kπs)
)
uz(s) ds · L
= −(−1)
k
2
(
ak bk
−bk ak
)
· L = (−1)
k
2
(−ak bk
bk ak
)
.
Thus it remains to show that for (u, uy) ∈ Potnp with ‖(u, uy)‖Pot ≤ R0 with some
R0 > 0 ,
∞∑
n=2
En(1) ∈ ℓp(k)
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holds, where ‖∑∞n=2En(1)‖ℓp(k) ≤ C · ‖(u, uy)‖2Pot holds with a constant C > 0 ; and
because of Equations (7.7) and (5.30), for this it is in turn sufficient to show that for
the discrete Fourier coefficients ĝn of gn we have
∞∑
n=2
ĝn(k) ∈ ℓp(k) with
∥∥∥∥∥
∞∑
n=2
ĝn(k)
∥∥∥∥∥
ℓp(k)
≤ C · ‖(u, uy)‖2Pot (7.8)
with some constant C > 0 .
Because of hn ∈ L2([0, 1]2) , we can express the bivariate function hn on the torus
by its Fourier series:
hn(s0, s1) =
∑
k0,k1∈Z
ĥn(k0, k1) e
2πi(k0s0+k1s1) .
Thereby we obtain
ĝn(k) =
∫ 1
0
gn(s) e
−2πiks ds =
∫ 1
0
hn(1− s, s) e−2πiks ds
=
∑
k0,k1∈Z
ĥn(k0, k1)
∫ 1
0
e2πi(k0(1−s)+k1s) e−2πiks ds
=
∑
k0,k1∈Z
ĥn(k0, k1)
∫ 1
0
e2πi(k1−k0−k)s ds
=
∑
k0,k1∈Z
ĥn(k0, k1)δk1,k+k0 =
∑
ℓ∈Z
ĥn(ℓ− k, ℓ) . (7.9)
For the sake of brevity, we put ck := −12 ûz(k) for k ∈ ZZ ; then we have (ck) ∈ ℓ2(ZZ)
and ‖c‖ℓ2 ≤ ‖(u, uy)‖Pot .
We now make the following claim:
There exists a constant C1 > 0 such that for every n ≥ 2 , we have
∀ k ∈ ZZ : ĥn(ℓ− k, ℓ) ∈ ℓ1(ℓ) (7.10)
‖ĥn(ℓ− k, ℓ)‖ℓ1(ℓ) ∈ ℓp(k) (7.11)∥∥∥ ‖ĥn(ℓ− k, ℓ)‖ℓ1(ℓ) ∥∥∥
ℓp(k)
≤ (C1 · ‖c‖ℓ2)n . (7.12)
The claims (7.10), (7.11) imply that ĥn lies in a Bochner space ℓ
1 ⊗ ℓp .
Before we prove the claim (7.10)–(7.12), we would like to note that the statement
(7.8) which we need to show follows from (7.10)–(7.12). Indeed, we then have for
n ≥ 2
|gn(k)|
(7.9)
≤ ‖ĥn(ℓ− k, ℓ)‖ℓ1(ℓ)
and therefore by (7.12)
‖gn(k)‖ℓp(k) ≤ (C1 · ‖c‖ℓ2)n .
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If we now put R0 :=
1
2C1
and C := 2C21 , and consider (u, uy) ∈ Pot with ‖c‖ℓ2 ≤
‖(u, uy)‖Pot ≤ R0 , then we thus see
∞∑
n=2
‖gn(k)‖ℓp(k) ≤ (C1 · ‖c‖ℓ
2)2
1− C1 · ‖c‖ℓ2 ≤ 2 (C1 · ‖c‖ℓ
2)2 ≤ C · ‖(u, uy)‖2Pot .
Therefore (7.8) follows from the claim (7.10)–(7.12).
We will now prove the claim (7.10)–(7.12) by induction on n ≥ 2 . First, let us look
at the case n = 2 . Then we have
h2(s0, s1) =
∫ s0
s2=0
ϕ2(s2, s1) ds2 with ϕ2(s0, s1) = (−12uz(s0)) · (−12uz(s0 + s1)) .
For (k0, k1) ∈ ZZ2 we thus have
ϕ̂2(k0, k1) = (δj1,0 cj0 ∗ δj0,j1 cj0)(k0,k1) =
∑
j0,j1∈Z
δj1,0 cj0 δ(k0−j0),(k1−j1) ck0−j0 = ck0−k1 ck1 ,
(7.13)
and therefore by Lemma 7.2
ĥ2(k0, k1) =
{
1
2πik0
ϕ̂2(k0, k1)− 12πik0 ϕ̂2(0, k1) for k0 6= 0
1
2
ϕ̂2(0, k1)−
∑
ℓ 6=0
ϕ̂2(ℓ,k1)
2πiℓ
for k0 = 0
(7.13)
=
{
1
2πik0
ck0−k1 ck1 − 12πik0 c−k1 ck1 for k0 6= 0
1
2
c−k1 ck1 − ck1
∑
ℓ 6=0
cℓ−k1
2πiℓ
for k0 = 0
. (7.14)
Therefore we obtain for k ∈ ZZ
‖ĥ2(ℓ− k, ℓ)‖ℓ1(ℓ) =
∑
ℓ 6=k
|ĥ2(ℓ− k, ℓ)|+ |ĥ2(0, k)|
(7.14)
≤ 1
2π
|c−k|
∑
ℓ 6=k
|cℓ|
|ℓ− k| +
1
2π
∑
ℓ 6=k
|c−ℓ| · |cℓ|
|ℓ− k| +
1
2
|c−k| · |ck|+ 1
2π
|ck|
∑
ℓ 6=0
|cℓ−k|
|ℓ|
=
1
2π
|c−k| · ( 1|ℓ| ∗ |cℓ|)k +
1
2π
(
1
|ℓ| ∗ |c−ℓ cℓ|)k +
1
2
|c−k| · |ck|+ 1
2π
|ck| · ( 1|ℓ| ∗ |c−ℓ|)k
< ∞ .
Thus we have ĥ2(ℓ− k, ℓ) ∈ ℓ1(ℓ) and moreover, by use of the Ho¨lder inequality and
Young’s inequality in the variant for weakly ℓ1-sequences of (7.4):∥∥∥ ‖ĥ2(ℓ− k, ℓ)‖ℓ1(ℓ) ∥∥∥
ℓp(k)
≤ 1
2π
‖c‖ℓ2 CY,2 ‖c‖ℓ2 + 1
2π
CY,pC1,p ‖c‖ℓ2 ‖c‖ℓ2 + 1
2
‖c‖ℓ2 ‖c‖ℓ2 + 1
2π
‖c‖ℓ2 CY,2 ‖c‖ℓ2
≤(C1 · ‖c‖ℓ2)2
with a suitable C1 > 0 . This shows that (7.10)–(7.12) hold for n = 2 .
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We now tackle the induction step. We suppose that n ≥ 3 is given such that
(7.10)–(7.12) hold for n− 1 . We then have
hn(s0, s1) =
∫ s0
s2=0
ϕn(s2, s1) ds2 with ϕn(s0, s1) := −1
2
uz(s0 + s1) hn−1(s1, s0) .
Therefore we have
ϕ̂n(k0, k1) = (δj0,j1 cj0 ∗ ĥn−1(j1, j0))(k0,k1) =
∑
j0,j1∈Z
δj0,j1 cj0 ĥn−1(k1 − j1, k0 − j0)
=
∑
j∈Z
cj ĥn−1(k1 − j, k0 − j) .
and hence by Lemma 7.2
ĥn(k0, k1) =
{
1
2πik0
ϕ̂n(k0, k1)− 12πik0 ϕ̂n(0, k1) for k0 6= 0
1
2 ϕ̂n(0, k1)−
∑
ℓ 6=0
ϕ̂n(ℓ,k1)
2πiℓ for k0 = 0
=
{
1
2πik0
∑
j cj ĥn−1(k1 − j, k0 − j)− 12πik0
∑
j cj ĥn−1(k1 − j,−j) for k0 6= 0
1
2
∑
j cj ĥn−1(k1 − j,−j)− 12πi
∑
ℓ 6=0,j∈ZZ
1
ℓ
cj ĥn−1(k1 − j, ℓ− j) for k0 = 0
.
(7.15)
We therefore obtain
‖ĥn(ℓ− k, ℓ)‖ℓ1(ℓ) =
∑
ℓ 6=k
|ĥn(ℓ− k, ℓ)|+ |ĥn(0, k)|
≤ 1
2π
∑
ℓ 6=k,j∈Z
|cj| |ĥn−1(ℓ− j, ℓ− k − j)|
|ℓ− k|︸ ︷︷ ︸
(A)
+
1
2π
∑
ℓ 6=k,j∈Z
|cj| |ĥn−1(ℓ− j,−j)
|ℓ− k|︸ ︷︷ ︸
(B)
+
1
2
∑
j∈Z
|cj| |ĥn−1(k − j,−j)|︸ ︷︷ ︸
(C)
+
1
2π
∑
ℓ 6=0,j∈Z
|cj | |ĥn−1(k − j, ℓ− j)|
|ℓ|︸ ︷︷ ︸
(D)
(7.16)
We estimate the four sums labeled (A) , (B) , (C) and (D) separately. First, we
have by Cauchy-Schwarz’s inequality and the variant (7.4) of Young’s inequality
(A) =
∑
ℓ 6=k,j∈Z
|cj| |ĥn−1(ℓ− j, ℓ− k − j)|
|ℓ− k| =
∑
ℓ 6=−j,j∈Z
|cj| |ĥn−1(ℓ+ k, ℓ)|
|ℓ+ j|
=
∑
j∈Z
|cj|
(
1
|ℓ| ∗ |ĥn−1(−ℓ + k,−ℓ)|
)
j
≤ ‖c‖ℓ2 ·
∥∥∥ 1|ℓ| ∗ |ĥn−1(ℓ+ k, ℓ)|∥∥∥
ℓ2(ℓ)
≤ ‖c‖ℓ2 · CY,2 · ‖ĥn−1(ℓ+ k, ℓ)‖ℓ2(ℓ)
(7.2)
≤ ‖c‖ℓ2 · CY,2 · ‖ĥn−1(ℓ+ k, ℓ)‖ℓ1(ℓ) .
By the induction hypothesis, it thus follows that (A) <∞ , (A) ∈ ℓp(k) and
‖(A)‖ℓp(k) ≤ ‖c‖ℓ2 · CY,2 ·
∥∥∥‖ĥn−1(ℓ+ k, ℓ)‖ℓ1(ℓ)∥∥∥
ℓp(k)
≤ (C1 · ‖c‖ℓ2)n ,
when C1 > 0 is chosen with C1 ≥ CY,2 .
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Next, we have by Cauchy-Schwarz’s inequality and (7.2)
(B) =
∑
ℓ 6=k,j∈Z
|cj| |ĥn−1(ℓ− j,−j)
|ℓ− k| ≤
∑
ℓ 6=k
1
|ℓ− k|‖c‖ℓ2 ‖ĥn−1(ℓ− j,−j)‖ℓ2(j)
≤
∑
ℓ 6=k
1
|ℓ− k|‖c‖ℓ2 ‖ĥn−1(ℓ− j,−j)‖ℓ1(j) = ‖c‖ℓ2 · (
1
|ℓ| ∗ ‖ĥn−1(ℓ− j,−j)‖ℓ1(j))k .
By the induction hypothesis, it thus follows that (B) <∞ . Because of the induction
hypothesis ‖ĥn−1(ℓ− j,−j)‖ℓ1(j) ∈ ℓp(ℓ) , we also have 1|ℓ| ∗ ‖ĥn−1(ℓ− j,−j)‖ℓ1(j) ∈ ℓp
by the variant (7.4) of Young’s inequality, and therefore (B) ∈ ℓp(k) and
‖(B)‖ℓp(k) ≤ ‖c‖ℓ2 · CY,p ·
∥∥∥‖ĥn−1(ℓ− j,−j)‖ℓ1(j)∥∥∥
ℓp(ℓ)
≤ (C1 · ‖c‖ℓ2)n ,
when C1 > 0 is chosen with C1 ≥ CY,p .
Third, we estimate
(C) =
∑
j∈Z
|cj| |ĥn−1(k − j,−j)| ≤ ‖c‖ℓ2 · ‖ĥn−1(k − j,−j)‖ℓ2(j)
(7.2)
≤ ‖c‖ℓ2 · ‖ĥn−1(k − j,−j)‖ℓ1(j) .
By the induction hypothesis, it thus follows that (C) <∞ , (C) ∈ ℓp(k) and
‖(C)‖ℓp(k) ≤ ‖c‖ℓ2 ·
∥∥∥‖ĥn−1(k − j,−j)‖ℓ1(j)∥∥∥
ℓp(k)
≤ (C1 · ‖c‖ℓ2)n ,
when C1 > 0 is chosen with C1 ≥ 1 .
Finally, we obtain
(D) =
∑
ℓ 6=0,j∈Z
|cj| |ĥn−1(k − j, ℓ− j)|
|ℓ| =
∑
ℓ 6=0,j∈Z
|cℓ−j| |ĥn−1(j + (k − ℓ), j)|
|ℓ|
≤
∑
ℓ 6=0
1
|ℓ| ‖c‖ℓ2 ‖ĥn−1(j + (k − ℓ), j)‖ℓ2(j)
(7.2)
≤ ‖c‖ℓ2 ·
∑
ℓ 6=0
1
|ℓ| ‖ĥn−1(j + (k − ℓ), j)‖ℓ1(j)
= ‖c‖ℓ2 ·
(
1
|ℓ| ∗ℓ ‖ĥn−1(j + ℓ, j)‖ℓ1(j)
)
k
.
By the induction hypothesis, it thus follows that (D) <∞ . Because of the induction
hypothesis ‖ĥn−1(j+ ℓ, j)‖ℓ1(j) ∈ ℓp(ℓ) , we also have 1|ℓ| ∗ℓ ‖ĥn−1(j+ ℓ, j)‖ℓ1(j) ∈ ℓp by
the variant (7.4) of Young’s inequality, and therefore (D) ∈ ℓp(k) and
‖(D)‖ℓp(k) ≤ ‖c‖ℓ2 · CY,p ·
∥∥∥‖ĥn−1(j + ℓ, j)‖ℓ1(j)∥∥∥
ℓp(ℓ)
≤ (C1 · ‖c‖ℓ2)n ,
when C1 > 0 is chosen with C1 ≥ CY,p .
By applying these estimates for (A), (B), (C) and (D) to (7.16), we see that the
claim (7.10)–(7.12) indeed holds for n , where we choose C1 := max{1, CY,2, CY,p} > 0
(independently of n ). 
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Lemma 7.4. For every (u, uy) ∈ Pot1np there exist constants σu ∈ C and ρu > 0 so
that for k ≥ 1 , the matrices Ak ∈ C2×2 defined by the equation
(−1)k Eλk,0(1) = 1l +
1
2
(−ak bk
bk ak
)
+
σu
k
(
0 −1
1 0
)
+ Ak
satisfy |Ak| ≤ ρuk2 . Here both σu and ρu are bounded on any closed ball in Pot1np .
Proof. We work in the situation of the proof of Proposition 5.9. When we fix λ = λk,0
and x = 1 , we have
E0(1) = (−1)k · 1l
and
E1(1) = E0(1) ·
∫ 1
0
E0(−t) · β(t) · E0(t) dt
= (−1)k λ−1/2k,0
(∫ 1
0
β+(t) dt+
∫ 1
0
E(2t) β−(t) dt
)
= (−1)k λ−1/2k,0
(∫ 1
0
(−1
2
u2z +
1
4
cosh(u)− 1) dt
(
0 1
−1 0
)
+
∫ 1
0
(
cos(2πkt) − sin(2πkt)
sin(2πkt) cos(2πkt)
) (
0 1
1 0
)
(−uzx − 14 sinh(u)) dt
)
=
(−1)k
4πk
(
σu
(
0 1
−1 0
)
−
∫ 1
0
(− sin(2πkt) cos(2πkt)
cos(2πkt) sin(2πkt)
)
uzx(t) dt
)
+O(k−3)
with σu :=
∫ 1
0
(−1
2
u2z +
1
4
cosh(u)− 1) dt ; note that sinh(u) ∈ W 2,2([0, 1]) holds, and
therefore the Fourier coefficients of this function are O(k−2) ; see also Equation (4.9).

Proof of Theorem 7.1. We first consider the case k > 0 , and we regauge α as in the
proof of Theorem 5.4. By the analogous argument as in the proof of Theorem 5.4 we see
that the contribution of γ to F˜ is of order O(|λk,0|−1/2) = O( 1k) ∈ ℓp(k) , and therefore
can again be neglected. We have E0(1) = (−1)k 1l and E1(1) = (−1)
k
2
( −ak bk
bk ak
)
. In
view of the regauging function g , it therefore suffices to show that
∑∞
n=2En(1) ∈
ℓp(k,C2×2) .
Because Pot1np is dense in Potnp , there exist (u
[1], u
[1]
y ) ∈ Pot1np and (u[2], u[2]y ) ∈
Potnp with ‖(u[2], u[2]y )‖Pot ≤ R0 (where R0 is the constant from Lemma 7.3), such
that (u, uy) = (u
[1], u
[1]
y ) + (u[2], u
[2]
y ) holds. For ν ∈ {1, 2} , we denote the quan-
tities associated to (u[ν], u
[ν]
y ) by the superscript [ν] . Then by Lemma 7.4 we have∑∞
n=2E
[1]
n (1) ∈ ℓp(k,C2×2) . We also note that by Proposition 5.9, there exists a
constant C1 > 0 such that we have for all x ∈ [0, 1]
|E[1](x)− E0(x)| ≤ C1√|λ| ;
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note that w(λk,0) = 1 holds. We also have |E0(x)|, |E0(x)−1| ≤ 2 , and therefore
|E[1](x)| ≤ C1 + 2 =: C2 . We moreover obtain
|(E[1])−1| ≤ |E−10 |+ |(E[1])−1 − E−10 | ≤ 2 + |E−10 | |(E[1])−1| |E0 − E[1]|
≤ 2 + 2C1 |λ|−1/2 |(E[1])−1|
and therefore
|(E[1])−1| ≤ 2 (1− 2C1 |λ|−1/2)−1 .
It follows that for |λ| sufficiently large, we have |(E[1])−1| ≤ C3 for some C3 > 0 .
Then we also have
|(E[1])−1 − E−10 | ≤ |E−10 | |(E[1])−1| |E0 − E[1]| ≤ 2 · C3 · C1 |λ|−1/2 = C4 |λ|−1/2
with C4 := 2C1C3 . We put A := max{2, C1, C2, C3, C4} .
We also note that we have
∑∞
n=2E
[2]
n (1) ∈ ℓp(k,C2×2) and ‖∑∞n=2E[2]n (1)‖ℓp ≤
C · ‖(u[2], u[2]y )‖Pot by Lemma 7.3.
To compare En with E
[1]
n , we now apply Lemma 5.5(1) with α = α˜0 + β˜
[1] and
β = β˜ [2] . Therefrom we obtain
En(1) = E
[1](1) ·
∫ x
t1=0
∫ t1
t2=0
· · ·
∫ tn−1
tn=0
n∏
j=1
E[1](tj)
−1 β˜ [2](tj)E[1](tj) dnt
= E0(1) ·
∫ x
t1=0
∫ t1
t2=0
· · ·
∫ tn−1
tn=0
n∏
j=1
E0(tj)
−1 β˜ [2](tj)E0(tj) dnt +Dn(1)
= E[2](1) +Dn(1)
with
Dn(x) = (E
[1](x)− E0(x)) ·
∫ x
t1=0
· · ·
∫ tn−1
tn=0
n∏
j=1
E0(tj )
−1 β˜[2](tj)E0(tj) d
nt
+ E[1](x) ·
n∑
ℓ=1
∫ x
t1=0
· · ·
∫ tn−1
tn=0

ℓ−1∏
j=1
E[1](tj )
−1 β˜[2](tj )E
[1](tj)


·
(
(E[1](tℓ)
−1 −E0(tℓ)−1) β˜[2](tℓ)E0(tℓ) +E[1](tℓ)−1 β˜[2](tℓ) (E[1](tℓ)− E0(tℓ))
)
·

 n∏
j=ℓ+1
E0(tj)
−1 β˜[2](tj)E0(tj)

 dnt ,
whence it follows
|Dn(x)| ≤ (2n+ 1) · x
n
n!
· ‖β˜ [2]‖n ·A2n · A |λk,0|−1/2 ≤ (A˜ ‖(u
[2], u
[2]
y )‖Pot x)n
n!
· 1
k
with some A˜ > 0 . If ‖(u[2], u[2]y )‖Pot is sufficiently small, we therefore see that
∞∑
n=2
|Dn(x)| ≤ C · ‖(u[2], u[2]y )‖2Pot ·
1
k
∈ ℓp(k)
holds with some C > 0 .
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We now simply combine
∞∑
n=2
|En(1)| ≤
∞∑
n=2
|E[1]n (1)|+
∞∑
n=2
|Dn(1)| ∈ ℓp(k) ,
completing the proof of Theorem 7.1 for the case k > 0 .
Finally, we use Proposition 2.2(1) to derive the case k < 0 from the case k > 0 . We
let u˜(z) := −u(z) and g(λ) := ( 1 00 λ ) . Then we have u˜z(z) = −uz(z) , and therefore
a˜k resp. b˜k (defined in Equations (7.1)) are the cosine resp. the sine Fourier coefficients
of u˜z . Also, we have e
−u˜(0)/2 = eu(0)/2 = τ−1 . Thus we obtain from Proposition 2.2(1)
and the case k > 0 of the present theorem, remembering λ−k,0 = λ−1k,0 :
(−1)kMu(λ−k,0) = g(λ−1−k,0)−1 · (−1)kMu˜(λ−1−k,0) · g(λ−1−k,0)
= g(λk,0)
−1 · (−1)kMu˜(λk,0) · g(λk,0)
= g(λk,0)
−1 ·
(
1l +
1
2
(
−a˜k −λ−1/2k,0 τ b˜k
λ
1/2
k,0 τ
−1 b˜k a˜k
)
+
(
r˜11,k λ
−1/2
k,0 r˜12,k
λ
1/2
k,0 r˜21,k r˜22,k
))
· g(λk,0)
= 1l +
1
2
(
−a˜k −λ1/2k,0 τ b˜k
λ
−1/2
k,0 τ
−1 b˜k a˜k
)
+
(
r˜11,k λ
1/2
k,0 r˜12,k
λ
−1/2
k,0 r˜21,k r˜22,k
)
= 1l +
1
2
(
−a˜k −λ−1/2−k,0 τ b˜k
λ
1/2
−k,0 τ
−1 b˜k a˜k
)
+
(
r˜11,k λ
−1/2
−k,0 r˜12,k
λ
1/2
−k,0 r˜21,k r˜22,k
)
.
By putting rij,−k := r˜ij,k , the proof of the case k < 0 is completed. 
8. The consequences of the Fourier asymptotic for the spectral data
We can use the Fourier asymptotics of the previous section to improve our descrip-
tion of the asymptotic behavior of the (classical) spectral divisor D = {(λk, µk)} of a
potential (u, uy) . This is similar to the analogous refinement in the treatment of the
1-dimensional Schro¨dinger equation found in [PT], Theorem 2.4, p. 35.
We would expect a similar refinement for the asymptotic behavior of the branch
points κk,ν of the spectral curve Σ . However, we postpone the investigation of this
refinement until Section 11, to avoid technical difficulties.
The following Proposition 8.1 describes a relationship between the distance between
the corresponding points of two spectral divisors, and the function values at λk,0 of
the functions c and a in the corresponding monodromies. We will then use this rela-
tionship in Corollary 8.2 to derive the (improved) asymptotic behavior of the spectral
data from the result of Theorem 7.1.
Note that Proposition 8.1 gives more information than what would be needed for
Corollary 8.2: First, we compare two arbitrary spectral divisors with each other (in-
stead of one spectral divisor to the divisor of the vacuum), and second, we give in
Proposition 8.1(1) two different variants of the estimate, where only the second one
(involving the sequence ε˜k ) would be needed for Corollary 8.2. We do this to facilitate
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a further application of Proposition 8.1 in the proof of Lemma 13.3 (where the zeros
of the function ∆′(λ) are studied).
We use the notations of the latter part of Section 6.
Proposition 8.1. (1) Let c[1], c[2] : C∗ → C be holomorphic functions which sat-
isfy the basic asymptotics of Theorem 5.4, i.e. there exist numbers τ [1], τ [2] ∈ C∗
so that for every ε > 0 there exists R > 0 so that we have
|c[ν](λ)− τ [ν] c0(λ)| ≤ ε |λ|1/2w(λ) for |λ| ≥ R
and |c[ν](λ)− (τ [ν])−1 c0(λ)| ≤ ε |λ|1/2w(λ) for |λ| ≤ 1R ,
where ν ∈ {1, 2} . Then let (λ[ν]k )k∈Z be the sequence of zeros of c[ν] as in
Proposition 6.5(2).
In this setting we have for k > 0∣∣∣(λ[1]k − λ[2]k ) − 8 (−1)k ((τ [1])−1 c[1](λk,0)− (τ [2])−1 c[2](λk,0))∣∣∣
≤ εk · |λ[1]k − λ[2]k |+ |λ[1]k − λk,0| ·
C
k
· max
λ∈Uk,δ
∣∣(τ [2])−1 c[2](λ)− (τ [1])−1 c[1](λ)∣∣
≤ ε˜k · max
λ∈Uk,δ
∣∣(τ [2])−1 c[2](λ)− (τ [1])−1 c[1](λ)∣∣
and∣∣∣(λ[1]−k − λ[2]−k) − 8 (−1)k+1 λ−k,0 (τ [1] c[1](λ−k,0)− τ [2] c[2](λ−k,0))∣∣∣
≤ ε−k · |λ[1]−k − λ[2]−k|+ |λ[1]−k − λ−k,0| · C · k · max
λ∈U−k,δ
∣∣τ [2] c[2](λ)− τ [1] c[1](λ)∣∣
≤ ε˜−k · 1
k2
· max
λ∈U−k,δ
∣∣τ [2] c[2](λ)− τ [1] c[1](λ))∣∣ ,
where (εk)k∈Z , (ε˜k)k∈Z are sequences converging towards zero for k → ±∞ ,
and C > 0 is a constant.
(2) Suppose that additionally holomorphic functions a[1], a[2] : C∗ → C are given
that satisfy the corresponding basic asymptotics of Theorem 5.4, i.e. there exist
numbers υ[1], υ[2] ∈ C∗ so that for every ε > 0 there exists R > 0 so that we
have
|a[ν](λ)− υ[ν] a0(λ)| ≤ ε w(λ) for |λ| ≥ R
and |a[ν](λ)− (υ[ν])−1 a0(λ)| ≤ ε w(λ) for |λ| ≤ 1R .
Then put µ
[ν]
k := a
[ν](λ
[ν]
k ) for k ∈ ZZ , see Proposition 6.5(3).
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In this setting there exist C1, C2 > 0 so that we have for k > 0∣∣∣((υ[2])−1 µ[2]k − (υ[1])−1 µ[1]k ) − ((υ[2])−1 a[2](λk,0)− (υ[1])−1 a[1](λk,0))∣∣∣
≤ C1 · |λ
[1]
k − λk,0|
k
· max
λ∈Uk,δ
∣∣(υ[2])−1 a[2](λ)− (υ[1])−1 a[1](λ)∣∣
+ C2 · |λ
[2]
k − λ[1]k |
k
·
(
1 + max
λ∈Uk,δ
|(υ[2])−1 a[2](λ)− a0(λ)|
)
and∣∣∣(υ[2] µ[2]−k − υ[1] µ[1]−k) − (υ[2] a[2](λ−k,0)− υ[1] a[1](λ−k,0))∣∣∣
≤ C1 · |λ[1]−k − λ−k,0| · k3 · max
λ∈U−k,δ
∣∣υ[2] a[2](λ)− υ[1] a[1](λ)∣∣
+ C2 · |λ[2]−k − λ[1]−k| · k3 ·
(
1 + max
λ∈U−k,δ
|υ[2] a[2](λ)− a0(λ)|
)
.
Proof. We first show in both (1) and (2) the estimates for λk and µk with k positive.
For (1). The strategy of the proof is to express the quantity (τ [1])−1 c[1](λk,0) −
(τ [2])−1 c[2](λk,0) in terms of integrals, and then use the given asymptotic behavior of
the c[ν] (also in the form of Corollary 5.8, which follows by the application of Cauchy’s
inequality) to relate these integrals to λ
[1]
k − λ[2]k .
By definition, we have c[ν](λ
[ν]
k ) = 0 and therefore
(τ [1])−1 c[1](λk,0)− (τ [2])−1 c[2](λk,0)
= − (τ [1])−1 (c[1](λ[1]k )− c[1](λk,0))+ (τ [2])−1 (c[2](λ[2]k )− c[2](λk,0))
= (τ [2])−1
∫ λ[2]k
λk,0
c[2]′(λ) dλ− (τ [1])−1
∫ λ[1]k
λk,0
c[1]′(λ) dλ
=
∫ λ[2]k
λ
[1]
k
c′0(λ) dλ+
∫ λ[2]k
λk,0
(
(τ [2])−1 c[2]′(λ)− c′0(λ)
)
dλ
+
∫ λ[2]k
λ
[1]
k
(
(τ [2])−1 c[2]′(λ)− c′0(λ)
)
dλ . (8.1)
We now handle the three resulting integrals separately.
By Equation (5.34) we have
c′0(λ) =
λ− 1
8λ
cos(ζ(λ)) +
1
2
√
λ
sin(ζ(λ))
=
(−1)k
8
+
1
8
(
cos(ζ(λ))− (−1)k)− 1
8λ
cos(ζ(λ)) +
1
2
√
λ
sin(ζ(λ)) .
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It follows that there exists a constant C1 > 0 so that for all k ≥ 1 and all λ ∈ Uk,δ
we have ∣∣∣∣c′0(λ)− (−1)k8
∣∣∣∣ ≤ C1k ,
and therefore ∣∣∣∣∣
∫ λ[2]k
λ
[1]
k
c′0(λ) dλ−
(−1)k
8
(λ
[1]
k − λ[2]k )
∣∣∣∣∣ ≤ C1k · |λ[1]k − λ[2]k | . (8.2)
Next, there exists a constant C2 > 0 so that we have∣∣∣∣∣
∫ λ[1]k
λk,0
(
(τ [2])−1 c[2]′(λ)− (τ [1])−1 c[1]′(λ))dλ∣∣∣∣∣
≤ |λ[1]k − λk,0| · max
λ∈[λk,0,λ[1]k ]
∣∣(τ [2])−1 c[2]′(λ)− (τ [1])−1 c[1]′(λ)∣∣
≤ |λ[1]k − λk,0| ·
C2
k
· max
λ∈Uk,δ
∣∣(τ [2])−1 c[2](λ)− (τ [1])−1 c[1](λ)∣∣ , (8.3)
where we denote for λ1, λ2 ∈ C∗ by [λ1, λ2] the straight line from λ1 to λ2 in the
complex plane, and where the second ≤-sign follows from an application of Cauchy’s
inequality similar to the one in the proof of Corollary 5.8.
Moreover by Corollary 5.8(1), the sequence
ε
[1]
k := max
λ∈[λ[1]k ,λ
[2]
k ]
∣∣(τ [2])−1 c[2]′(λ)− c′0(λ)∣∣
converges to zero for k → ∞ (note that w(λ) is uniformly bounded on [λ[1]k , λ[2]k ] ⊂
Uk,δ ), and therefore we have∣∣∣∣∣
∫ λ[2]k
λ
[1]
k
(
(τ [2])−1 c[2]′(λ)− c′0(λ)
)
dλ
∣∣∣∣∣ ≤ |λ[2]k − λ[1]k | · maxλ∈[λ[1]k ,λ[2]k ]
∣∣(τ [2])−1 c[2]′(λ)− c′0(λ)∣∣
≤ ε[1]k · |λ[2]k − λ[1]k | . (8.4)
By applying the estimates (8.2), (8.3) and (8.4) to Equation (8.1), we obtain∣∣∣∣((τ [1])−1 c[1](λk,0)− (τ [2])−1 c[2](λk,0)) − (−1)k8 (λ[1]k − λ[2]k )
∣∣∣∣
≤ ε[2]k · |λ[1]k − λ[2]k |+ |λ[1]k − λk,0| ·
C2
k
· max
λ∈Uk,δ
∣∣(τ [2])−1 c[2](λ)− (τ [1])−1 c[1](λ)∣∣ (8.5)
with the sequence ε
[2]
k :=
C1
k
+ ε
[1]
k , which converges to zero for k →∞ , and therefore
the first claimed estimate for |λ[1]k − λ[2]k | .
For the second claimed estimate we note that by Proposition 6.5(2) there exists a
sequence (ε
[3]
k ) which converges to zero for k →∞ so that |λ[1]k −λk,0| ≤ k ·ε[3]k holds,
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and therefore it follows from (8.5) that∣∣∣∣((τ [1])−1 c[1](λk,0)− (τ [2])−1 c[2](λk,0)) − (−1)k8 (λ[1]k − λ[2]k )
∣∣∣∣
≤ ε[2]k · |λ[1]k − λ[2]k |+ C2 · ε[3]k · max
λ∈Uk,δ
∣∣(τ [2])−1 c[2](λ)− (τ [1])−1 c[1](λ)∣∣ (8.6)
holds.
It follows from (8.6) that there exists C3 > 0 so that
|λ[1]k − λ[2]k | ≤ C3 · max
λ∈Uk,δ
∣∣(τ [2])−1 c[2](λ)− (τ [1])−1 c[1](λ)∣∣
holds, and that we therefore have∣∣∣∣((τ [1])−1 c[1](λk,0)− (τ [2])−1 c[2](λk,0)) − (−1)k8 (λ[1]k − λ[2]k )
∣∣∣∣
≤ ε[4]k · max
λ∈Uk,δ
∣∣(τ [2])−1 c[2](λ)− (τ [1])−1 c[1](λ)∣∣
with the sequence ε
[4]
k := ε
[2]
k ·C3+C2 ·ε[3]k , which converges to zero for k →∞ . Hence
the second claimed estimate for |λ[1]k − λ[2]k | follows.
For (2). We have µ
[ν]
k = a
[ν](λ
[ν]
k ) by definition and therefore(
(υ[2])−1 µ[2]k − (υ[1])−1 µ[1]k
) − ((υ[2])−1 a[2](λk,0)− (υ[1])−1 a[1](λk,0))
= (υ[2])−1·(a[2](λ[2]k )− a[2](λk,0))− (υ[1])−1·(a[1](λ[1]k )− a[1](λk,0))
= (υ[2])−1 ·
∫ λ[2]k
λk,0
a[2]′(λ) dλ− (υ[1])−1 ·
∫ λ[1]k
λk,0
a[1]′(λ) dλ
=
∫ λ[1]k
λk,0
(
(υ[2])−1 a[2]′(λ)− (υ[1])−1 a[1]′(λ)) dλ+ (υ[2])−1 · ∫ λ[2]k
λ
[1]
k
a[2]′(λ) dλ . (8.7)
There exist constants C4, C5, C6 > 0 so that we have∣∣∣∣∣
∫ λ[1]k
λk,0
(
(υ[2])−1 a[2]′(λ)− (υ[1])−1 a[1]′(λ)) dλ∣∣∣∣∣
≤ |λ[1]k − λk,0| · max
λ∈[λk,0,λ[1]k ]
∣∣(υ[2])−1 a[2]′(λ)− (υ[1])−1 a[1]′(λ)∣∣
≤ |λ[1]k − λk,0| ·
C4
k
· max
λ∈Uk,δ
∣∣(υ[2])−1 a[2](λ)− (υ[1])−1 a[1](λ)∣∣
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(where the second inequality follows from Cauchy’s inequality), and also∣∣∣∣∣(υ[2])−1 ·
∫ λ[2]k
λ
[1]
k
a[2]′(λ) dλ
∣∣∣∣∣ ≤ |λ[2]k − λ[1]k | · |υ[2]|−1 · maxλ∈[λ[1]k ,λ[2]k ] |a[2]′(λ)|
≤ |λ[2]k − λ[1]k | ·
(
C5
k
+ max
λ∈[λ[1]k ,λ
[2]
k ]
|(υ[2])−1 a[2]′(λ)− a′0(λ)|
)
≤ |λ
[2]
k − λ[1]k |
k
·
(
C5 + C6 · max
λ∈Uk,δ
|(υ[2])−1 a[2](λ)− a0(λ)|
)
(the last estimate again by Cauchy’s inequality). By taking the absolute value of
Equation (8.7) and then applying the preceding estimates, we obtain the result claimed
for µ
[1]
k − µ[2]k in the Proposition.
The estimates for λ
[ν]
−k and µ
[ν]
−k in (1) and (2) can now be derived by applying the
previously shown results to the holomorphic functions c˜[ν], a˜[ν] : C∗ → C for ν ∈ {1, 2}
given by
c˜[ν](λ) := λ · c[ν](λ−1) and a˜[ν](λ) := a[ν](λ−1) .
We denote the quantities associated to c˜[ν] resp. to a˜[ν] by attaching a tilde to the
associated symbol. c˜[ν] and a˜[ν] satisfy the asymptotic hypotheses required in (1)
resp. (2) of the Proposition, with the constants
τ˜ [ν] = (τ [ν])−1 and υ˜[ν] = (υ[ν])−1 .
Moreover, we have
λ˜
[ν]
k = (λ
[ν]
−k)
−1 and µ˜[ν]k = µ
[ν]
−k .
The estimates for λ
[ν]
−k and µ
[ν]
−k now follow by applying the previous results to c˜
[ν]
and a˜[ν] . 
To simplify notations in the sequel, we consider besides the space ℓpn also ℓ
p
n,m :=
ℓpn,m(ZZ) . We define the corresponding norm for sequences (ak)k∈Z by
‖ak‖ℓpn,m := ‖ak‖ℓpn(k>0) + |a0|+ ‖a−k‖ℓpm(k>0) .
Of course, we put ℓpn,m := { (ak)k∈Z
∣∣ ‖ak‖ℓpn,m < ∞} ; in this way, ℓpn,m becomes a
Banach space.
Corollary 8.2. Let (u, uy) ∈ Potnp (or M(λ) a monodromy matrix satisfying the
asymptotic properties of Theorems 5.4 and 7.1), and D the classical spectral divisor of
(u, uy) (or of M(λ) ). We enumerate D = {(λk, µk)}k∈Z as in Proposition 6.5(2),(3),
then we have
λk − λk,0 ∈ ℓ2−1,3(k) and
{
µk − υ µk,0 if k ≥ 0
µk − υ−1 µk,0 if k < 0
}
∈ ℓ20,0(k) ,
where υ := e(u(1)−u(0))/4 ∈ C∗ .
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Proof. We write the monodromy M(λ) of (u, uy) as M(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
, and put
τ := e−(u(0)+u(1))/4 . Then the hypotheses of Proposition 8.1 are satisfied for c[1] = c ,
a[1] = a and c[2] = c0 , a
[2] = a0 by Theorem 5.4.
By Proposition 8.1(1) there exists C1 > 0 and a sequence (εk)k∈Z with εk → 0 for
k → ±∞ such that we have for k > 0∣∣(λk − λk,0) − 8 (−1)k (τ−1 c(λk,0)− c0(λk,0))∣∣
≤ ε[1]k · |λk − λk,0|+ |λk − λk,0| ·
C1
k
· max
λ∈Uk,δ
∣∣c0(λ)− τ−1 c(λ)∣∣
and ∣∣(λ−k − λ−k,0) − 8 (−1)k+1 λ−k,0 (τ c(λ−k,0)− c0(λ−k,0))∣∣
≤ ε[1]−k · |λ−k − λ−k,0|+ |λ−k − λ−k,0| · C1 · k · max
λ∈U−k,δ
|c0(λ)− τ c(λ)| .
For k →∞ ,
both
C1
k
· max
λ∈Uk,δ
∣∣c0(λ)− τ−1 c(λ)∣∣ and C1 · k · max
λ∈U−k,δ
|c0(λ)− τ c(λ)|
converge to zero for k →∞ by Theorem 5.4, and therefore it follows that there exists
C2 > 0 so that
|λk−λk,0| ≤ C2 ·|τ−1 c(λk,0)−c0(λk,0)| and |λ−k−λ−k,0| ≤ C2
k2
·|τ c(λ−k,0)−c0(λ−k,0)|
(8.8)
holds. It follows from Theorem 7.1 that
|τ−1 c(λk,0)− c0(λk,0)| ∈ ℓ2−1(k > 0) and |τ c(λ−k,0)− c0(λ−k,0)| ∈ ℓ21(k > 0)
holds, and therefore we obtain from (8.8) that
|λk − λk,0| ∈ ℓ2−1(k > 0) and |λ−k − λ−k,0| ≤ ℓ23(k > 0)
and therefore λk − λk,0 ∈ ℓ2−1,3(k) holds.
Moreover, by Proposition 8.1(2) there exist C2, C3 > 0 so that we have for k > 0∣∣(µk,0 − υ−1 µk) − (a0(λk,0)− υ−1 a(λk,0))∣∣
≤ C2 · |λk − λk,0|
k
· max
λ∈Uk,δ
∣∣a0(λ)− υ−1 a(λ)∣∣+ C3 · |λk − λk,0|
k
· 1
and ∣∣(µ−k,0 − υ µ−k) − (a0(λ−k,0)− υ a(λ−k,0))∣∣
≤ C2 · |λ−k − λ−k,0| · k3 · max
λ∈U−k,δ
|a0(λ)− υ a(λ)|+ C3 · |λ−k,0 − λ−k| · k3 · 1 .
Because we have previously shown λk − λk,0 ∈ ℓ2−1,3(k) , and for k →∞
both max
λ∈Uk,δ
∣∣a0(λ)− υ−1 a(λ)∣∣ and max
λ∈U−k,δ
|a0(λ)− υ a(λ)|
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converge to zero by Theorem 5.4, and we have∣∣a0(λk,0)− υ−1 a(λk,0)∣∣ ∈ ℓ20(k > 0) and ∣∣a0(λ−k,0)− υ a(λ−k,0)∣∣ ∈ ℓ20(k > 0)
by Theorem 7.1, it follows that
µk − υ µk,0 ∈ ℓ20(k > 0) and µ−k − υ−1 µ−k,0 ∈ ℓ20(k > 0)
holds. 
Definition 8.3. We call a positive generalized divisor D or the underlying classical
divisor D on a spectral curve Σ ⊂ C∗ × C (or a discrete multi-set D of points in
C∗ × C ) non-periodic asymptotic, if the support of D is enumerated by a sequence
(λk, µk)k∈Z , and if there exists a number υ ∈ C∗ so that we have
λk − λk,0 ∈ ℓ2−1,3(k) and
{
µk − υ µk,0 if k ≥ 0
µk − υ−1 µk,0 if k < 0
}
∈ ℓ20,0(k) .
We call a non-periodic asymptotic divisor D resp. D asymptotic, if the above holds
with υ = 1 i.e. if we have
λk − λk,0 ∈ ℓ2−1,3(k) and µk − µk,0 ∈ ℓ20,0(k) .
We denote the space of asymptotic classical divisors (on any spectral curve, regarded
as point multi-sets in C∗ × C∗ ) by Div .
Corollary 8.2 shows that if (Σ,D) are the spectral data belonging to a non-periodic
potential (u, uy) ∈ Potnp (or to a monodromy M(λ) satisfying the asymptotic prop-
erties of Theorems 5.4 and 7.1) then D is an non-periodic asymptotic divisor on Σ .
If (u, uy) ∈ Pot holds, i.e. if the potential is periodic, or if υ = 1 holds in the setting
of the present section, then D is in fact an asymptotic divisor on Σ .
In view of Definition 8.3 it is tempting to identify the space Div of asymptotic
classical divisors with the Banach space ℓ2−1,3⊕ℓ20,0 . But we need to be careful, because
for the points of an asymptotic classical divisor D that lie in the “compact part” of
Σ (i.e. for those finitely many points of D which do not need to lie in their excluded
domains, see Proposition 6.5(2),(3)) there is no canonical enumeration. Consequently,
the space of asymptotic divisors has a different structure from ℓ2−1,3 ⊕ ℓ20,0 near those
asymptotic divisors D which contain a point of higher multiplicity (which can occur
only for the finitely many divisor points in the “compact part” of Σ ).
To describe the structure of the space of asymptotic divisors, we consider the group
P (ZZ) of finite permutations of ZZ , i.e. of permutations σ : ZZ → ZZ for which there
exists N ∈ IN (dependent on σ ) with σ(k) = k for all k ∈ ZZ with |k| > N . P (ZZ)
acts on ℓ2−1,3 ⊕ ℓ20,0 by permuting the elements of sequences, and the quotient space
(ℓ2−1,3 ⊕ ℓ20,0)/P (ZZ) is isomorphic to the space Div of asymptotic divisors.
Letting D[1], D[2] ∈ Div be two asymptotic divisors, represented in the usual form
D[ν] = {(λ[ν]k , µ[ν]k )}k∈Z for ν ∈ {1, 2} , we define a distance between them by
‖D[1] −D[2]‖Div := inf
σ1,σ2∈P (Z )
(∥∥∥λ[1]σ1(k) − λ[2]σ2(k)∥∥∥2ℓ2−1,3 +
∥∥∥µ[1]σ1(k) − µ[2]σ2(k)∥∥∥2ℓ20,0
)1/2
.
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Then the topology induced by this distance is the quotient topology of (ℓ2−1,3 ⊕
ℓ20,0)/P (ZZ) ; in the sequel we will regard Div with this topology and this distance
function.
Near any divisor D ∈ Div that does not contain any points of higher multiplicity,
the space Div is locally isomorphic to ℓ2−1,3 ⊕ ℓ20,0 (with the product Hilbert norm).
However, if D does contain points of higher multiplicity, this is no longer the case.
Coordinates of Div near such a point are obtained in the following way: Suppose D =
{(λk, µk)}k∈Z , where points (λk, µk) occur more than once according to multiplicity.
Choose N ∈ IN such that (λk, µk) ∈ Ûk,δ holds for all k with |k| > N (in particular,
none of these (λk, µk) have multiplicity > 1 ). Then the 2N + 1 coefficients of a
polynomial with zeros in all the λk , |k| ≥ N (these coefficients are the elementary
symmetric polynomials in λk , |k| ≤ N ), together with the λk with |k| > N provide
coordinates for Div near D .
Part 4. The inverse problem for the monodromy
9. Asymptotic spaces of holomorphic functions
We now introduce “asymptotic spaces” of holomorphic functions on C∗ or on Σ
which have prescribed descent to 0 for λ→∞ and/or for λ→ 0 ; for this purpose we
will cover C∗ by a sequence (Sk)k∈Z of annuli, the descent of the functions described
by these spaces will be uniform on each of these annuli Sk (up to a factor w(λ)
s ).
The purpose of these spaces is to describe the asymptotic behavior of the monodromy
of a potential (u, uy) ∈ Pot ; more specifically we will see in Sections 10 and 11
that the differences between the functions comprising the monodromy matrix and
the corresponding functions for the vacuum are members of such asymptotic spaces
as we are about to introduce. This formulation of the asymptotic behaviour of the
monodromy (which we will regard as the final asymptotics) will liberate us from the
special role that the points λk,0 play in the Fourier asymptotic of Theorem 7.1.
It is a remarkable fact that we will be able to control the asymptotic behavior of the
monodromy by way of these asymptotic spaces not only on the excluded domains, but
on all of C∗ . This is similar to the basic asymptotics of Theorem 5.4, but it is very
interesting that the addition of the Fourier asymptotics of Theorem 7.1 which states
only the ℓ2-summability of the asymptotic difference at the single sequence of points
(λk,0) already implies control of an ℓ
2-summability-type not only in excluded domains
(i.e. small neighborhoods of λk,0 ) but on entire annuli in C
∗ via the asymptotic spaces
defined below.
The underlying reason why this control is possible, and the fact that inspired the
definition of the asymptotic spaces, is that the holomorphic functions comprising the
monodromy can be described by infinite sums resp. products (as we will see in Sec-
tion 10), and these infinite sums and products can be estimated on the Sk essentially
by the statements of Proposition A.1(2),(3) resp. Proposition A.4(2).
In this section, we suppose that a spectral curve Σ is given only where we define
or investigate objects involving Σ .
76 S. KLEIN
For k ∈ ZZ we put
Sk :=

{ λ ∈ C∗ ∣∣ (k − 1
2
)π ≤ |ζ(λ)| ≤ (k + 1
2
)π, |λ| > 1 } for k > 0
{ λ ∈ C∗ ∣∣ |ζ(λ)| ≤ π
2
} for k = 0
{ λ ∈ C∗ ∣∣ (−k − 1
2
)π ≤ |ζ(λ)| ≤ (−k + 1
2
)π, |λ| < 1 } for k < 0
(9.1)
and
Ŝk := { (λ, µ) ∈ Σ | λ ∈ Sk } . (9.2)
We call Sk resp. Ŝk the annulus near λk,0 in C
∗ resp. in Σ . Note that for 0 <
δ < π − 1
2
, Uk,δ ⊂ Sk holds, that different Sk resp. Ŝk intersect at most at their
boundary, and that we have
⋃
k∈Z Sk = C
∗ resp.
⋃
k∈Z Ŝk = Σ .
The reader is reminded of the function w(λ) introduced in Equation (5.4).
We now define the asymptotic spaces which we will use in Section 11 to describe the
asymptotic behavior of the holomorphic functions constituting the monodromy M(λ)
of a potential (u, uy) ∈ Pot , and of many other functions in the course of this work.
We introduce three versions of the asymptotic spaces: One that controls the function
both near λ = ∞ and near λ = 0 , and one each where only one of the “ends” near
λ =∞ resp. near λ = 0 is controlled.
Definition 9.1. Let 0 < p ≤ ∞ , n,m ∈ ZZ , s ≥ 0 and a domain G ⊂ C∗ resp. Ĝ ⊂
Σ be given.3
Then we say that a holomorphic function f : G → C resp. f : Ĝ → C has ℓpn,m-
asymptotic of type s if there exists a sequence (ak)k∈Z ∈ ℓpn,m(k) of non-negative
numbers such that
∀ k ∈ ZZ ∀λ ∈ G ∩ Sk : |f(λ)| ≤ ak · w(λ)s
resp.
∀ k ∈ ZZ ∀λ ∈ Ĝ ∩ Ŝk : |f(λ)| ≤ ak · w(λ)s
holds. We call any such sequence (ak) a bounding sequence for f . We denote the
space of all ℓpn,m-asymptotic functions f : G → C resp. f : Ĝ → C of type s by
As(G, ℓpn,m, s) resp. As(Ĝ, ℓ
p
n,m, s) . These spaces become Banach spaces via the norm
‖f‖As(G,ℓpn,m,s) := inf ‖ak‖ℓpn,m resp. ‖f‖As(Ĝ,ℓpn,m,s) := inf ‖ak‖ℓpn,m ,
where the infimum is taken over all bounding sequences (ak) for f .
Definition 9.2. Let 0 < p ≤ ∞ , n,m ∈ ZZ , s ≥ 0 and a domain G ⊂ C∗ resp. Ĝ ⊂
Σ be given. We put
G∞ := { λ ∈ C∗
∣∣ |λ| > 1 } ∩G and G0 := { λ ∈ C∗ ∣∣ |λ| < 1 } ∩G
resp.
Ĝ∞ := { (λ, µ) ∈ Σ
∣∣ |λ| > 1 } ∩ Ĝ and Ĝ0 := { (λ, µ) ∈ Σ ∣∣ |λ| < 1 } ∩ Ĝ .
3In most of our applications, we will have G ∈ {C∗, Vδ} resp. Ĝ ∈ {Σ, V̂δ} , p ∈ {2,∞} and
s ∈ {0, 1} .
SPECTRAL THEORY FOR SIMPLY PERIODIC SOLUTIONS OF SINH-GORDON 77
(1) We say that a holomorphic function f : G → C resp. f : Ĝ → C has ℓpn-
asymptotic of type s near λ = ∞ , if f |G∞ ∈ As(G∞, ℓpn,0, s) resp. f |Ĝ∞ ∈
As(Ĝ∞, ℓ
p
n,0, s) holds. We denote the space of these functions with As∞(G, ℓ
p
n, s)
resp. As∞(Ĝ, ℓpn, s) , it becomes a Banach space via the norm
‖f‖As∞(G,ℓpn,s) :=
∥∥ f |G∞ ∥∥As(G∞,ℓpn,0,s) resp. ‖f‖As∞(Ĝ,ℓpn,s) :=∥∥ f |Ĝ∞ ∥∥As(Ĝ∞,ℓpn,0,s) .
(2) We say that a holomorphic function f : G → C resp. f : Ĝ → C has
ℓpm-asymptotic of type s near λ = 0 , if f |G0 ∈ As(G0, ℓp0,m, s) resp. f |Ĝ0 ∈
As(Ĝ0, ℓ
p
0,m, s) holds. We denote the space of these functions with As0(G, ℓ
p
m, s)
resp. As0(Ĝ, ℓ
p
m, s) , it becomes a Banach space via the norm
‖f‖As0(G,ℓpm,s) :=
∥∥ f |G0 ∥∥As(G0,ℓp0,m,s) resp. ‖f‖As0(Ĝ,ℓpm,s) :=∥∥ f |Ĝ0 ∥∥As(Ĝ0,ℓp0,m,s) .
Remark 9.3. An entire function f with f ∈ As∞(C, ℓ∞0 , s) satisfies
|f(λ)| ≤ C1 · exp(s · | Im(ζ(λ))|) ≤ C2 · exp( s4 ·
√
|λ|) for λ ∈ C with |λ| large,
with constants C1, C2 > 0 and therefore is an entire function of order ρ =
1
2
and type
σ = s
4
.
The following proposition states several important facts on asymptotic functions.
Proposition 9.4(1) shows that a holomorphic function on C∗ which is asymptotic on
some Vδ , i.e. on the area outside the excluded domains, is in fact asymptotic on all of
C∗ ; this will be especially useful in several instances.
Proposition 9.4. Let 0 < p ≤ ∞ , n,m ∈ ZZ and s ≥ 0 .
(1) Let f : C∗ → C be a holomorphic function so that f |Vδ ∈ As(Vδ, ℓpn,m, s) holds
for some δ > 0 , and let (ak) ∈ ℓpn,m(k) be a bounding sequence for f .
Then already f ∈ As(C∗, ℓpn,m, s) holds and ((4eδ)s · ak) is a bounding se-
quence for f , in particular we have
‖f‖As(C∗,ℓpn,m,s) ≤ (4eδ)s·
∥∥ f |Vδ ∥∥As(Vδ,ℓpn,m,s) .
(2) Let G ⊂ C∗ be a domain, f ∈ As(G, ℓpn,m, s) and j ∈ ZZ . Then we have
λj/2 · f ∈ As(G, ℓpn−j,m+j, s) , and for any bounding sequence (ak) for f ,
bk :=

(4π(k + 1))j · ak if k > 0
(4π)j · a0 if k = 0(
1
4π(|k|−1)
)j
· ak if k < 0
is a bounding sequence for λj/2 · f . In particular, we have
‖λj/2 · f‖As(G,ℓpn−j,m+j ,s) ≤ (8π)|j| · ‖f‖As(G,ℓpn,m,s) .
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(3) Let f ∈ As(C∗, ℓpn,m, s) and j ∈ IN . Then for the j-th derivative f (j) of f ,
we have f (j) ∈ As(C∗, ℓpn+j,m−3j, s) , and if (ak) is a bounding sequence for f ,
then bk :=
12s·j!
rjk
·max{ak−1, ak, ak+1} is a bounding sequence for f (j) , where
rk :=

k if k > 0
1 if k = 0
1
16π2 |k|3 if k < 0
.
In particular, we have
‖f (j)‖As(C∗,ℓpn+j,m−3j ,s) ≤ C · ‖f‖As(C∗,ℓpn,m,s)
with a constant C > 0 .
In (1)–(3), analogous statements hold for the spaces As∞(C∗, ℓpn, s) and As0(C
∗, ℓpm, s) .
Proof. For (1). For k ∈ ZZ and λ ∈ Sk ∩ Vδ we have |f(λ)| ≤ ak w(λ)s by definition.
We need to show that for λ ∈ Uk,δ ⊂ Sk ,
|f(λ)| ≤ (4 eδ)s ak · w(λ)s
holds. Indeed we have by Proposition 6.3(1) for any λ′ ∈ Uk,δ
1
2
≤ w(λ′) ≤ 2 eδ
and therefore for λ ∈ Uk,δ by the maximum principle for holomorphic functions
|f(λ)| ≤ max
λ′∈∂Uk,δ
|f(λ′)| ≤ ak ·
(
max
λ′∈∂Uk,δ
w(λ′)
)s
≤ ak · (2 eδ)s ≤ (4 eδ)s ak · w(λ)s .
For (2). We let (ak) be a bounding sequence for f , and define (bk) as in the
Proposition. Note that (ak) ∈ ℓpn,m(k) implies (bk) ∈ ℓpn−j,m+j(k) . For k ∈ ZZ and
λ ∈ Sk , we have
π · (k − 1
2
) ≤ |ζ(λ)| ≤ π · (k + 1
2
)
and therefore 
16 π2 (k − 1)2 ≤ |λ| ≤ 16 π2 (k + 1)2 if k > 0
4 π2 ≤ |λ| ≤ 16 π2 if k = 0
1
16π2 (|k|+1)2 ≤ |λ| ≤ 116π2 (|k|−1)2 if k < 0
,
hence 
(4 π (k − 1))j ≤ |λ|j/2 ≤ (4 π (k + 1))j if k > 0
(2π)j ≤ |λ|j/2 ≤ (4π)j if k = 0(
1
4π (|k|+1)
)j
≤ |λ|j/2 ≤
(
1
4π (|k|−1)
)j
if k < 0
.
For λ ∈ Sk ∩G , we therefore obtain
|λj/2 · f(λ)| ≤ |λ|j/2 · ak · w(λ)s ≤ bk · w(λ)s ,
whence the claimed statements follow.
For (3). We let (ak) be a bounding sequence for f , and define (rk) and (bk) as
in the Proposition. Note that (ak) ∈ ℓpn,m(k) implies (bk) ∈ ℓpn+j,m−3j(k) . Let k ∈ ZZ
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be given. rk is chosen such that for any λ ∈ Sk and λ′ ∈ C∗ with |λ′ − λ| = rk , we
have
|ζ(λ′)− ζ(λ)| ≤ 1 . (9.3)
It follows from (9.3) that we have
λ′ ∈ Sk−1 ∪ Sk ∪ Sk+1 . (9.4)
We also obtain from (9.3) by Proposition 5.3(1):
w(λ′) ≤ 2 e| Im(ζ(λ′))| ≤ 2 e| Im(ζ(λ))| e| Im(ζ(λ′)−ζ(λ))| ≤ 2 e| Im(ζ(λ))| e|ζ(λ′)−ζ(λ)|
≤ 2 · 2w(λ) · e ≤ 12w(λ) .
We now obtain by Cauchy’s inequality, applied to the holomorphic function f on the
disk B(λ, rk) :
|f (j)(λ)| ≤ j!
rjk
· max
|λ′−λ|=rk
|f(λ′)| ≤ j!
rjk
·max{ak−1, ak, ak+1} ·
(
max
|λ′−λ|=rk
w(λ′)
)s
≤ j!
rjk
·max{ak−1, ak, ak+1} · (12w(λ))s = bk · w(λ)s ,
whence the claimed statements follow. 
10. Interpolating holomorphic functions
One of the main results of this text is that the monodromy M(λ) can be recon-
structed uniquely (up to a sign in the off-diagonal entries) from the spectral data
(Σ,D) . More specifically, the given spectral data (Σ,D) provide the following infor-
mation on the holomorphic functions comprising the monodromy
M(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
to which they belong: The components λ∗ of the points (λ∗, µ∗) in the support
of D give all the zeros of c (with multiplicity), and moreover the components µ∗
provide information on function values of a resp. d by the equations a(λ∗) = µ∗ ,
d(λ∗) = µ−1∗ . (If (λ∗, µ∗) is a point of degree m ≥ 2 in the divisor D , then the
generalized spectral divisor D also determines the derivatives d′(λ∗), . . . , d(m−1)(λ∗)
in a manner that will be explained in detail in Lemma 12.2.)
So the problem at hand is to reconstruct a holomorphic function on C∗ from either
the knowledge of its zeros, or from its function values at a sequence of points, in both
cases together with the knowledge of the asymptotic behavior of the function near
λ =∞ and near λ = 0 . We will address these two problems in the present section.
Proposition 10.1 is concerned with the reconstruction of a holomorphic function on
C∗ “with the asymptotic behavior of c ” from the knowledge of its zeros. In a way,
this proposition is an adaption of Hadamard’s Factorization Theorem (see for example
[C], Theorem XI.3.4, p. 289) to our specific situation. The most significant difference
between our situation and the classical Theorem is that whereas the classical Theorem
concerns entire functions with zeros accumulating near λ = ∞ , we are interested
in holomorphic functions on C∗ , whose zeros accumulate both near λ = ∞ and
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near λ = 0 . Notice that similarly to Hadamard’s Theorem, we obtain an explicit
representation of c as an infinite product.
Thereafter we study in Corollary 10.3 the behavior of the function c(λ)
λ−λk on Uk,δ ;
here λk is a root of c and Uk,δ is the excluded domain associated to this root. We need
to understand the behavior of such functions both for the proof of Proposition 10.4
and on several further occasions in the course of this work.
Finally, Proposition 10.4 concerns the reconstruction of a holomorphic function on
C∗ “with the asymptotic behavior of a or d ” from the knowledge of its function values
at the zeros of c ; if c has zeros of higher order, then also values of the derivatives of
a resp. d at these points need to be known. We obtain an explicit description of a
resp. d as an infinite series.
In Section 12, we will use Propositions 10.1 and 10.4 to reconstruct the monodromy
M(λ) from its spectral data (Σ,D) .
We mention that in the proofs of the present section (and nowhere else) we use the
results on infinite sums and products collected in Appendix A.
Proposition 10.1 (Interpolation by the zeros.). (1) Let a sequence (λk)k∈Z in C∗
be given, such that we have
λk − λk,0 ∈ ℓ2−1,3(k) .
Then the infinite product4
τ :=
(∏
k∈Z
λk,0
λk
)1/2
(10.1)
converges absolutely in C∗ , and the infinite product
c(λ) =
1
4
τ (λ− λ0) ·
∞∏
k=1
λk − λ
16 π2 k2
·
∞∏
k=1
λ− λ−k
λ
(10.2)
converges locally uniformly to a holomorphic function c = c(λ) : C∗ → C . c
has zeros in all the λk (with the appropriate multiplicity, if some of the λk
coincide) and no others. Moreover, we have
c− τ c0 ∈ As∞(C∗, ℓ2−1, 1) and c− τ−1 c0 ∈ As0(C∗, ℓ21, 1) . (10.3)
(2) Let R0 > 0 be given. Then there exists a constant C > 0 (depending only
on R0 ), such that for any pair of sequences (λ
[1]
k )k∈Z , (λ
[2]
k )k∈Z ∈ ℓ2−1,3(k) with
‖λ[ν]k − λk,0‖ℓ2−1,3 ≤ R0 , the quantities τ [ν] and c[ν] corresponding to (λ
[ν]
k ) as
in (1) satisfy:
(a) |τ [1] − τ [2]|, |(τ [1])−1 − (τ [2])−1| ≤ C · ‖λ[1]k − λ[2]k ‖ℓ2−1,3
(b) τ [2] c[1] − τ [1] c[2] ∈ As∞(C∗, ℓ2−1, 1)
(τ [2])−1 c[1](λ)− (τ [1])−1 c[2](λ) ∈ As0(C∗, ℓ21, 1)
4Because of the freedom of choice of the branch of the square root function, τ is determined only
up to sign. In view of the fact that the off-diagonal entries of the monodromy are determined by
their zeros only up to a sign (see Proposition 6.7(1)), this is to be expected.
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(c) With the notation 0−1 := 1 ,
ak :=
{
k−1 · |λ[1]k − λ[2]k | for k ≥ 0
|k|3 · |λ[1]k − λ[2]k | for k < 0
(10.4)
and
rk := C ·
k ·
(
ak ∗ 1|k|
)
for k ≥ 0
|k|−1 ·
(
ak ∗ 1|k|
)
for k < 0
, (10.5)
we have rk ∈ ℓ2−1,1(k) , and (rk)k>0 resp. (rk)k<0 is a bounding sequence
for τ [2] c[1] − τ [1] c[2] for λ → ∞ resp. for (τ [2])−1 c[1](λ)− (τ [1])−1 c[2](λ)
for λ→ 0 .
(d) In particular, we have∥∥τ [2] c[1] − τ [1] c[2]∥∥
As∞(C∗,ℓ2−1,1)∥∥(τ [2])−1 c[1] − (τ [1])−1 c[2]∥∥
As0(C∗,ℓ21,1)
}
≤ C ·
∥∥∥λ[1]k − λ[2]k ∥∥∥
ℓ2−1,3
.
Proof. We begin by looking at the case λk = λk,0 . The corresponding number τ
defined by Equation (10.1) is clearly τ = 1 , and we show that the function c defined
by Equation (10.2) equals c0(λ) =
√
λ sin(ζ(λ)) . Indeed, by virtue of the product
expansion of the sine function
sin(z) = z ·
∞∏
k=1
(
1− z
2
k2 π2
)
,
the following formulas for the λk,0
λ0,0 = −1 , λk,0 + λ−k,0 = 16 π2 k2 − 2 and λk,0 · λ−k,0 = 1 ,
and the equation
ζ(λ)2 =
λ2 + 2λ+ 1
16 λ
,
we have
c0(λ) =
√
λ sin(ζ(λ)) =
√
λ ζ(λ)
∞∏
k=1
(
1− ζ(λ)
2
k2 π2
)
=
1
4
(λ+ 1)
∞∏
k=1
16π2k2 λ− (λ2 + 2λ+ 1)
16π2k2 · λ
=
1
4
(λ− λ0,0)
∞∏
k=1
−λ2 + (λk,0 + λ−k,0) λ− λk,0 λ−k,0
16π2k2 · λ
=
1
4
(λ− λ0,0)
∞∏
k=1
(λk,0 − λ) · (λ− λ−k,0)
16π2k2 · λ
=
1
4
(λ− λ0,0)
∞∏
k=1
λk,0 − λ
16 π2 k2
∞∏
k=1
λ− λ−k,0
λ
. (10.6)
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Note that the final expression in (10.6) is the infinite product of Equation (10.2), where
λk = λk,0 .
To prove the proposition, we will use the results from Appendix A to show the
convergence and estimation of the infinite products involved; we will apply the results
from Appendix A both for products over k ≥ 1 and for products over k ≥ 0 , see
Remark A.6. The numbers Ck > 0 occurring in the following estimates are constants
that depend only on R0 . Moreover we choose 0 < δ0 < δ < π− 12 , then all but finitely
many of the λk resp. λ
[ν]
k are in Uk,δ .
We note that because of λk − λk,0 ∈ ℓ2−1,3(k) , we have both λk − λk,0 ∈ ℓ2−1(k ≥ 1)
and λ−1−k − λk,0 ∈ ℓ2−1(k ≥ 0) , and
‖λk − λk,0‖ℓ2−1(k≥1) ,
∥∥λ−1−k − λk,0∥∥ℓ2−1(k≥0) ≤ C1 · R0 . (10.7)
Inspired by this “decomposition”, we write
c(λ) =
1
4
τ · ρ · c+(λ) · c−
(
1
λ
)
· λ
with
c+(λ) :=
∞∏
k=1
(
1− λ
λk
)
, c−(λ) :=
∞∏
k=0
(
1− λ
λ−1−k
)
, ρ :=
∞∏
k=1
λk
16 π2 k2
,
and
τ =
(
σ+ · σ−1−
)1/2
with
σ+ :=
∞∏
k=1
λk,0
λk
and σ− :=
∞∏
k=0
λk,0
λ−1−k
.
Then the infinite products defining σ± and ρ converge absolutely in C∗ by Proposi-
tion A.3, and the infinite products defining c±(λ) converge locally uniformly to holo-
morphic functions on C by Proposition A.4(1). It also follows from Proposition A.3
that
|σ±| , |σ−1± | , |ρ| , |ρ−1| ≤ C2
and therefore also
|τ | , |τ−1| ≤ C2 (10.8)
holds.
It follows that the product defining τ converges absolutely in C∗ , and the infinite
products in the definition of c in Equation (10.2) converge absolutely and locally
uniformly to a well-defined holomorphic function c . It is clear that c has zeros in all
the λk (with appropriate multiplicity), and no others.
Before we show the asymptotic behavior of c given in (10.3), we first work in the
setting of (2). For this purpose, we let a pair of sequences (λ
[1]
k )k∈Z , (λ
[2]
k )k∈Z ∈ ℓ2−1,3(k)
with ‖λ[ν]k − λk,0‖ℓ2−1,3 ≤ R0 be given, and denote the quantities associated to (λ
[ν]
k )
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by the superscript [ν] (for ν ∈ {1, 2} ). In relation to the splitting (10.7), we note that
we have
C3 ·
∥∥∥λ[1]k − λ[2]k ∥∥∥
ℓ2−1,3
≤
∥∥∥λ[1]k − λ[2]k ∥∥∥
ℓ2−1(k≥1)
+
∥∥∥(λ[1]k )−1 − (λ[2]k )−1∥∥∥
ℓ2−1(k≥0)
≤ C4 ·
∥∥∥λ[1]k − λ[2]k ∥∥∥
ℓ2−1,3
. (10.9)
We now show (2)(a). By Proposition A.3 we have∣∣∣∣∣σ[1]±σ[2]± − 1
∣∣∣∣∣ ≤ C5 · ∥∥∥λ[1]k − λ[2]k ∥∥∥ℓ2−1,3
and also (by exchanging the roles of (λ
[1]
k ) and (λ
[2]
k ) )∣∣∣∣∣σ[2]±σ[1]± − 1
∣∣∣∣∣ ≤ C6 · ∥∥∥λ[1]k − λ[2]k ∥∥∥ℓ2−1,3 ,
and therefore∣∣∣∣∣σ[1]+σ[1]− − σ
[2]
+
σ
[2]
−
∣∣∣∣∣ ≤ |σ[2]+ | · |σ[2]− |−1 ·
(∣∣∣∣∣σ[2]−σ[1]−
∣∣∣∣∣ ·
∣∣∣∣∣σ[1]+σ[2]+ − 1
∣∣∣∣∣ +
∣∣∣∣∣σ[2]−σ[1]− − 1
∣∣∣∣∣
)
≤ C22 ·
(
C22 · C5 ·
∥∥∥λ[1]k − λ[2]k ∥∥∥
ℓ2−1,3
+ C6 ·
∥∥∥λ[1]k − λ[2]k ∥∥∥
ℓ2−1,3
)
= C7 ·
∥∥∥λ[1]k − λ[2]k ∥∥∥
ℓ2−1,3
.
Because we have |τ [ν]|2 ≥ C−22 > 0 by Equation (10.8), and the square root function
is Lipschitz continuous on the interval [C−22 ,∞) , it follows that we have
|τ [1] − τ [2]| =
∣∣∣∣∣∣
(
σ
[1]
+
σ
[1]
−
)1/2
−
(
σ
[2]
+
σ
[2]
−
)1/2∣∣∣∣∣∣ ≤ C8 ·
∥∥∥λ[1]k − λ[2]k ∥∥∥
ℓ2−1,3
.
By exchanging the roles of (λ
[1]
k ) and (λ
[2]
k ) we also obtain
| (τ [1])−1 − (τ [2])−1 | ≤ C9 · ∥∥∥λ[1]k − λ[2]k ∥∥∥
ℓ2−1,3
,
completing the proof of (2)(a).
Continuing the proof of the remaining parts of (2) and of (1), we at first consider
only the parts of the Proposition concerned with the asymptotic behaviour of the
function c for λ→∞ . We begin by investigating the function τ [2] c[1](λ)
τ [1] c[2](λ)
. We have
τ [2] c[1](λ)
τ [1] c[2](λ)
− 1 = τ
[2] · 1
4
τ [1] ρ[1] c
[1]
+ (λ) c
[1]
− (λ
−1) λ
τ [1] · 1
4
τ [2] ρ[2] c
[2]
+ (λ) c
[2]
− (λ−1) λ
− 1 = ρ
[1] c
[1]
+ (λ) c
[1]
− (λ
−1)
ρ[2] c
[2]
+ (λ) c
[2]
− (λ−1)
− 1
=
(
ρ[1] c
[1]
+ (λ)
ρ[2] c
[2]
+ (λ)
− 1
)
· c
[1]
− (λ
−1)
c
[2]
− (λ−1)
+
(
c
[1]
− (λ
−1)
c
[2]
− (λ−1)
− 1
)
= (g(λ)− 1) · h(λ) + (h(λ)− 1) (10.10)
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with
g(λ) :=
ρ[1] c
[1]
+ (λ)
ρ[2] c
[2]
+ (λ)
=
∞∏
k=1
λ
[1]
k − λ
λ
[2]
k − λ
and
h(λ) :=
c
[1]
− (λ
−1)
c
[2]
− (λ−1)
=
∞∏
k=0
λ
[1]
−k − λ
λ
[2]
−k − λ
.
By Proposition A.4(2) we have for λ ∈ Sn ∩ Vδ , n ≥ 1 ,
|g(λ)− 1| ≤ r[g]n ,
where
r[g]n := C10 ·
({
ak for k > 0
0 for k ≤ 0
}
∗ 1|k|
)
n
with a constant C10 > 0 , and the sequence (ak) is the one from Equation (10.4).
Likewise by Proposition A.4(2), applied to (λ
[ν]
−k)
−1 in the place of λ[ν]k , we obtain
for λ ∈ Sn ∩ Vδ , n ≥ 1 ,
|h(λ)− 1| ≤ r[h]n ,
where
r[h]n := C11·
({
|(λ[1]−k)−1−|(λ
[2]
−k)
−1|
|k| for k ≥ 0
0 for k < 0
}
∗ 1|k|
)
n
≤ C12·
({
ak for k ≤ 0
0 for k > 0
}
∗ 1|k|
)
−n
with constants C11, C12 > 0 , and again with the sequence (ak) from Equation (10.4).
We have r
[g]
n , r
[h]
n ≤ rn , where the sequence (rn) is defined by Equation (10.5) (and
we choose C as the maximum of C10 and C12 ), and thus we have
|g(λ)− 1| , |h(λ)− 1| ≤ rn . (10.11)
From this estimate it also follows that there exists C13 > 0 so that
|g(λ)| , |h(λ)| ≤ C13 . (10.12)
By taking the absolute value in Equation (10.10), and then applying the estimates
(10.11) and (10.12), we obtain∣∣∣∣τ [2] c[1](λ)τ [1] c[2](λ) − 1
∣∣∣∣ ≤ C14 · rn (10.13)
with a constant C14 > 0 .
By applying this estimate in the setting of (1), i.e. for λ
[1]
k = λk and λ
[2]
k = λk,0 , we
obtain in particular ∣∣∣∣ c(λ)τ c0(λ) − 1
∣∣∣∣ ≤ C14 · rn .
and therefore
|c(λ)− τ c0(λ)| ≤ C15 · rn · |c0(λ)| .
Because |c0(λ)| = |λ|1/2 · | sin(ζ(λ))| is comparable on Vδ to |λ|1/2 ·w(λ) by Proposi-
tion 6.3(3), it follows that (c− τ c0)|Vδ ∈ As∞(Vδ, ℓ2−1, 1) holds. By Proposition 9.4(1)
we in fact have c−τ c0 ∈ As∞(C∗, ℓ2−1, 1) . This shows the half of (10.3) concerned with
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λ→∞ . Moreover, because of c0 ∈ As∞(C∗, ℓ∞−1, 1) , we conclude c ∈ As∞(C∗, ℓ∞−1, 1)
and thus
|c(λ)| ≤ C15 · n · w(λ) (10.14)
with a constant C15 > 0 .
We return to the setting of (2). Again for λ ∈ Sn ∩ Vδ with n ≥ 1 , we have
|τ [2] c[1](λ)− τ [1] c[2](λ)| = |τ [1]| · |c[2](λ)| ·
∣∣∣∣τ [2] c[1](λ)τ [1] c[2](λ) − 1
∣∣∣∣ .
From the estimates (10.8), (10.14) and (10.13) we thus conclude
|τ [2] c[1](λ)− τ [1] c[2](λ)| ≤ C2 · C15 · w(λ) · C14 · rn .
This shows that (τ [2] c[1] − τ [1] c[2])|Vδ ∈ As∞(Vδ, ℓ2−1, 1) and therefore by Proposi-
tion 9.4(1) τ [2] c[1] − τ [1] c[2] ∈ As∞(C∗, ℓ2−1, 1) holds. Moreover, we see that (rk) is
a bounding sequence for τ [2] c[1] − τ [1] c[2] (where the constant C > 0 occurring in
the definition (10.5) of rk is enlarged appropriately). This shows the half of (2)(b)
and (2)(c) concerned with λ → ∞ , and the half of (2)(d) concerned with λ → ∞
follows by application of the version of Young’s inequality for weakly ℓ1-sequences (see
Equation (7.4)).
It remains to show the asymptotic statements in (1) and (2)(b)–(d) also for λ→ 0 .
We do this by reducing the situation for λ→ 0 to the previously proven situation for
λ→∞ . For this purpose, we first note
c0(λ
−1) = λ−1 · c0(λ) .
Then we put λ˜k := λ
−1
−k , and denote the quantities associated to (λ˜k) by a tilde ˜.
With λk−λk,0 ∈ ℓ2−1,3(k) , we also have λ˜k−λk,0 ∈ ℓ2−1,3(k) , and for the corresponding
sequences (ak) and (rk) defined by Equation (10.4) resp. (10.5), we have that a˜k is
comparable to a−k , and therefore r˜k is comparable to r−k . Explicit calculations yield
σ+ = −λ˜0 · σ˜− , σ− = −λ˜0 · σ˜+ , τ = τ˜−1 , ρ = −λ˜0 · τ˜ 2 · ρ˜
and for λ ∈ C∗
c+(λ) =
1
1− λ˜0 · λ
· c˜−(λ) and c−(λ) = λ˜0 − λ
λ˜0
· c˜+(λ)
and therefore
c(λ−1) =
1
4
τ · ρ · c+(λ−1) · c−(λ) · λ−1
=
1
4
τ˜−1 · (−λ˜0 τ˜ 2 ρ˜) ·
(
1
1− λ˜0 λ−1
c˜−(λ
−1)
)
·
(
λ˜0 − λ
λ˜0
c˜+(λ)
)
· λ−1
=
1
4
· τ˜ · ρ˜ · c˜+(λ) · c˜−(λ−1) · λ · λ−1
= c˜(λ) · λ−1 .
Using these formulas, the asymptotic estimates for c resp. for c[ν] for λ → 0 follow
from the previously shown asymptotic estimates for λ → ∞ applied to c˜ resp. to
c˜[ν] . 
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Corollary 10.2. Suppose that c : C∗ → C is a holomorphic function which satisfies
the following two asymptotic properties for some τ ∈ C∗ :
(a) For every ε > 0 there exists R > 0 such that we have
for all λ ∈ C∗ with |λ| ≥ R : |c(λ)− τ c0(λ)| ≤ ε |λ|1/2w(λ)
and
for all λ ∈ C∗ with |λ| ≤ 1
R
: |c(λ)− τ−1 c0(λ)| ≤ ε |λ|1/2w(λ) .
(b) (c(λk,0))k∈Z ∈ ℓ2−1,1(k) .
Then we already have
c− τ c0 ∈ As∞(C∗, ℓ2−1, 1) and c− τ−1 c0 ∈ As0(C∗, ℓ21, 1) (10.15)
and
τ = ±
(∏
k∈Z
λk,0
λk
)1/2
,
where (λk)k∈Z is the sequence of zeros of c as in Proposition 6.5(2).
Addendum. If L is a set of holomorphic functions on C∗ which satisfy (a) and (b)
in such a way that R = R(ε) > 0 in (a) can be chosen uniformly for all c ∈ L , and
in (b) there is a uniform bound (zk)k∈Z ∈ ℓ2−1,1(k) for the sequences (c(λk,0)) for all
c ∈ L , then there exists a uniform bounding sequence for the asymptotics in (10.15)
that applies for all c ∈ L .
Proof. By Proposition 6.5(2) the zeros of c are enumerated by a sequence (λk)k∈Z such
that for every δ > 0 , there exists N ∈ IN so that λk ∈ Uk,δ holds for k ∈ ZZ with
|k| ≥ N . By Corollary 8.2 we have λk−λk,0 ∈ ℓ2−1,3(k) . Therefore Proposition 10.1(1)
shows that there exists a holomorphic function c˜ : C∗ → C that has zeros in all the
λk (with the appropriate multiplicity) and no others, and which satisfies
c˜− τ˜ c0 ∈ As∞(C∗, ℓ2−1, 1) and c˜− τ˜−1 c0 ∈ As0(C∗, ℓ21, 1)
with
τ˜ =
(∏
k∈Z
λk,0
λk
)1/2
.
By Proposition 6.7(1) we have (c, τ) = ±(c˜, τ˜) , whence the claimed statement follows.
In the situation of the addendum, the hypotheses ensure that there is a uniform
sequence (wk)k∈Z ∈ ℓ2−1,1(k) of non-negative real numbers so that we have |λk−λk,0| ≤
wk for every sequence (λk)k∈Z that is the sequence of zeros of a c ∈ L . Let
ak :=
{
k−1 · wk for k ≥ 0
|k|3 · wk for k < 0
and rk := C ·
k ·
(
ak ∗ 1|k|
)
for k ≥ 0
|k|−1 ·
(
ak ∗ 1|k|
)
for k < 0
with the constant C > 0 from Proposition 10.1(2)(c). By applying that proposition
with λ
[1]
k = λk , λ
[2]
k = λk,0 , we see that with the sequence (rk)k>0 resp. (rk)k<0 is a
bounding sequence for c˜− τ˜ c0 resp. for c˜− τ˜−1 c0 (that is independent of c ∈ L ). 
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Corollary 10.3. (1) In the setting of Proposition 10.1(1), c(λ)
λ−λk is a holomorphic
function on C∗ for every k ∈ ZZ . There exists a constant C > 0 (depending
only on R0 ) and a sequence (rk) ∈ ℓ20,−2(k) such that for every k > 0 and
every λ ∈ Uk,δ we have∣∣∣∣ c(λ)λ− λk − τ (−1)
k
8
∣∣∣∣ ≤ C |λ− λk|k + rk
and for every k < 0 and every λ ∈ Uk,δ we have∣∣∣∣ c(λ)λ− λk −
(
−τ−1 (−1)
k
8
λ−1k,0
)∣∣∣∣ ≤ C |λ− λk| k5 + rk .
Here we can choose
rk :=
1
8
λ−1k,0+
C ·
(
ak ∗ 1|k|
)
for k > 0
C k2 ·
(
ak ∗ 1|k|
)
for k < 0
with ak :=
{
k−1 · |λk − λk,0| for k > 0
k3 · |λk − λk,0| for k < 0
.
(2) In the setting of Proposition 10.1(2) there exists a constant C > 0 (depending
only on R0 ) and a sequence rk ∈ ℓ20,−2(k) with ‖rk‖ℓ20,−2 ≤ C · ‖λ
[1]
k − λ[2]k ‖ℓ2−1,3
such that we have for all k ∈ ZZ and λ ∈ Sk if k > 0∣∣∣∣∣ c[1](λ)τ [1] · (λ− λ[1]k ) − c
[2](λ)
τ [2] · (λ− λ[2]k )
∣∣∣∣∣ ≤ rk
and if k < 0∣∣∣∣∣ c[1](λ)(τ [1])−1 · (λ− λ[1]k ) − c
[2](λ)
(τ [2])−1 · (λ− λ[2]k )
∣∣∣∣∣ ≤ rk .
More specifically, we can choose
rk :=
C ·
(
ak ∗ 1|k|
)
for k > 0
C k2 ·
(
ak ∗ 1|k|
)
for k < 0
with ak :=
{
k−1 · |λ[1]k − λ[2]k | for k > 0
k3 · |λ[1]k − λ[2]k | for k < 0
.
Proof. We consider only the case k > 0 , and prove (2) before (1).
For (2). We note that because the holomorphic function c[ν] has a zero at λ = λ
[ν]
k ,
c[ν](λ)
λ−λ[ν]k
is a holomorphic function on C∗ , and we have
c[1](λ)
τ [1] · (λ− λ[1]k )
− c
[2](λ)
τ [2] · (λ− λ[2]k )
=
1
τ [1] τ [2]
(
(τ [2] c[1](λ)− τ [1] c[2](λ)) · 1
λ− λ[1]k
+ τ [1] c[2](λ) ·
(
1
λ− λ[1]k
− 1
λ− λ[2]k
))
.
(10.16)
We choose δ > 0 so large that λ
[ν]
k ∈ Uk,δ holds for all k , and at first consider
λ ∈ Sk ∩ V2δ . Thus there exists C1 > 0 with |λ − λ[ν]k | ≥ C1 · k for all k > 0 ,
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ν ∈ {1, 2} and all λ ∈ Sk ∩ V2δ . We also have∣∣∣∣∣ 1λ− λ[1]k − 1λ− λ[2]k
∣∣∣∣∣ = |λ[1]k − λ[2]k ||λ− λ[1]k | · |λ− λ[2]k | ≤ |λ
[1]
k − λ[2]k |
(C1 k)2
.
Moreover, by Proposition 10.1(2) we have (τ [2] c[1](λ) − τ [1] c[2](λ)) ∈ As∞(C∗, ℓ2−1, 1)
and c[ν](λ) ∈ As∞(C∗, ℓ∞−1, 1) . By plugging these results into Equation (10.16), we see
that there is a sequence rk ∈ ℓ20(k > 0) with ‖rk‖ℓ20 ≤ C · ‖λ
[1]
k − λ[2]k ‖ℓ2−1,3 for some
C > 0 such that for all k > 0 and all λ ∈ Sk ∩ V2δ we have∣∣∣∣∣ c[1](λ)τ [1] · (λ− λ[1]k ) − c
[2](λ)
τ [2] · (λ− λ[2]k )
∣∣∣∣∣ ≤ rk .
Because of the maximum principle for holomorphic functions, this inequality then also
holds for λ ∈ Uk,2δ ⊂ Sk .
The “more specific” description of rk follows from the corresponding description in
Proposition 10.1(2).
For (1). We consider the holomorphic functions gk(λ) :=
c(λ)
λ−λk and gk,0(λ) :=
c0(λ)
λ−λk,0
on Uk,δ . For λ ∈ Uk,δ , we have
c(λ)
λ− λk −τ
(−1)k
8
= gk(λ)−gk(λk,0)+gk(λk,0)−τ gk,0(λk,0)+τ
(
gk,0(λk,0)− (−1)
k
8
)
.
(10.17)
We estimate the three differences on the right hand side separately.
First, for λ ∈ Uk,δ , we have the Taylor approximation of c near its zero λ = λk
|c(λ)− c′(λk) · (λ− λk)| ≤ 1
2
|c′′(ξ)| · |λ− λk|2
with some ξ ∈ Uk,δ (dependent on λ ), and therefore
|g′k(λ)| =
∣∣∣∣c′(λ) (λ− λk)− c(λ)(λ− λk)2
∣∣∣∣ ≤ 12 |c′′(ξ)| .
Because of c′′ ∈ As(C∗, ℓ∞1,−5, 1) , there exists C > 0 with
∣∣g′k|Uk,δ∣∣ ≤ Ck , and thus
|gk(λ)− gk(λk,0)| ≤ C
k
|λ− λk,0| ≤ C
k
|λ− λk|+ C
k
|λk − λk,0| .
Second, we have gk(λk,0) − τ gk,0(λk,0) ∈ ℓ20(k) by (2) (applied with λ[1]k = λk and
λ
[2]
k = λk,0 ). And third, we have
gk,0(λk,0)− (−1)
k
8
= c′0(λk,0)−
(−1)k
8
= −(−1)
k
8
λ−1k,0 .
By plugging the preceding results into Equation (10.17), we obtain the claimed
statement. 
SPECTRAL THEORY FOR SIMPLY PERIODIC SOLUTIONS OF SINH-GORDON 89
Proposition 10.4 (Interpolation by the values.). Let sequences (λk)k∈Z and (µk)k∈Z
and a number υ ∈ C∗ be given, such that we have
λk − λk,0 ∈ ℓ2−1,3(k) and
{
µk − υ µk,0 if k ≥ 0
µk − υ−1 µk,0 if k < 0
}
∈ ℓ20,0(k) .
We further require that whenever λk = λk˜ holds for some k, k˜ ∈ ZZ , we have µk = µk˜ .
Then let c : C∗ → C be the holomorphic function with zeros at the λk defined in
Proposition 10.1, and put for k ∈ ZZ
dk := #{ k˜ ∈ ZZ | λk˜ = λk } = ordλk(c) .
(1) There are only finitely many k ∈ ZZ with dk ≥ 2 , the infinite sum5
a(λ) :=
∑
k∈Z
µk · (dk − 1)! · c(λ)
c(dk)(λk) · (λ− λk)dk (10.18)
converges absolutely and locally uniformly on C∗ , we have
a− υ a0 ∈ As∞(C∗, ℓ20, 1) and a− υ−1 a0 ∈ As0(C∗, ℓ20, 1) , (10.19)
and
a(λk) = µk for all k ∈ ZZ . (10.20)
(2) Let Λ := { λk | k ∈ ZZ, dk ≥ 2 } be the set of multiple zeros of c , and for each
λ∗ ∈ Λ choose tλ∗,1, . . . , tλ∗,ordλ∗(c)−1 ∈ C . With the function a defined by
Equation (10.18), a˜ : C∗ → C ,
a˜(λ) := a(λ) +
∑
λ∗∈Λ
ordλ∗(c)−1∑
j=1
tλ∗,j ·
c(λ)
(λ− λ∗)j (10.21)
is another holomorphic function with
a˜− υ a0 ∈ As∞(C∗, ℓ20, 1) and a˜− υ−1 a0 ∈ As0(C∗, ℓ20, 1) , (10.22)
and
a˜(λk) = µk for all k ∈ ZZ . (10.23)
Moreover, any holomorphic function a˜ that satisfies (10.22) and (10.23) is
obtained in this way.
(3) Now let two pairs of sequences (λ
[ν]
k )k∈Z , (µ
[ν]
k )k∈Z and numbers υ
[ν] ∈ C∗
(where ν ∈ {1, 2} ) that satisfy the hypotheses of (1) be given, and denote the
corresponding holomorphic function of (1) with a[ν] : C∗ → C . Then for every
R0 > 0 there exists a constant C > 0 (depending only on R0 ), such that if
we have∥∥∥λ[ν]k − λk,0∥∥∥
ℓ2−1,3
≤ R0 and
∥∥∥∥∥
{
µk − υ µk,0 if k ≥ 0
µk − υ−1 µk,0 if k < 0
}∥∥∥∥∥
ℓ20,0
≤ R0 ,
then the following holds:
5Note that if dk > 1 holds, then the summand
µk·(dk−1)!·c(λ)
c(dk)(λk)·(λ−λk)
dk
will occur dk times in the sum
defining a . This is the reason why the factor (dk − 1)! (instead of dk! ) occurs in the numerator.
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(a) υ[2] a[1] − υ[1] a[2] ∈ As∞(C∗, ℓ20, 1) ,
(υ[2])−1 a[1] − (υ[1])−1 a[2] ∈ As0(C∗, ℓ20, 1)
(b) With the notation 1
0
:= 1 ,
ak :=
{
k−1 · |λ[1]k − λ[2]k | for k ≥ 0
|k|3 · |λ[1]k − λ[2]k | for k < 0
and bk :=
{
|υ[2] µ[1]k − υ[1] µ[2]k | for k ≥ 0
|(υ[2])−1 µ[1]k − (υ[1])−1 µ[2]k | for k < 0
(10.24)
and
rk := C ·
((
ak ∗ 1|k|
)
∗ 1|k| +
(
bk +
|τ [1] − τ [2]|
|k|
)
∗ 1|k|
+
|υ[1] − (υ[1])−1|+ |υ[2] − (υ[2])−1|
|k|
)
, (10.25)
we have rk ∈ ℓ20,0(k) , and (rk)k>0 resp. (rk)k<0 is a bounding sequence
for υ[2] a[1] − υ[1] a[2] for λ → ∞ resp. for (υ[2])−1 a[1] − (υ[1])−1 a[2] for
λ→ 0 .
(c) In particular, we have∥∥υ[2] a[1] − υ[1] a[2]∥∥
As∞(C∗,ℓ2−1,1)∥∥(υ[2])−1 a[1] − (υ[1])−1 a[2]∥∥
As0(C∗,ℓ21,1)
}
≤ C·
(∥∥∥λ[1]k − λ[2]k ∥∥∥
ℓ2−1,3
+ ‖bk‖ℓ20,0 + |τ
[1] − τ [2]|
+ |υ[1] − (υ[1])−1|+ |υ[2] − (υ[2])−1|
)
.
Remark 10.5. If no two λk coincide in the setting of Proposition 10.4, then we have
dk = 1 for all k , and therefore
a(λ) =
∑
k∈Z
µk · c(λ)
c′(λk) · (λ− λk) (10.26)
is the only holomorphic function a : C∗ → C that satisfies (10.19) and (10.20).
In the general setting, Proposition 10.4(1),(2) shows that for every λk that occurs
more than once, i.e. dk ≥ 2 , we may prescribe the values of a′(λk), . . . , a(dk−1)(λk)
arbitrarily; then there exists one and only one holomorphic function a : C∗ → C that
satisfies (10.19) and (10.20), and has the prescribed values of its derivatives.
Proof of Proposition 10.4. For (1) and (3). Because of the requirement λk − λk,0 ∈
ℓ2−1,3(k) , every excluded domain Uk,δ contains asymptotically and totally exactly one
of the λk . It follows that only finitely many λk can coincide with one another, and
therefore we have dk = 1 for all k with only finitely many exceptions.
Every single summand µk·(dk−1)!·c(λ)
c(dk)(λk)·(λ−λk)dk with dk ≥ 2 is by itself in As(C
∗, ℓ∞2dk−1,1, 1)
and therefore in As(C∗, ℓ20,0, 1) . For the proof of the convergence results and the claims
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on the asymptotic behavior, we may therefore suppose without loss of generality that
dk = 1 holds for all k . Then a(λ) is given by Equation (10.26).
Because of the hypotheses, the sequence (µk) is bounded, we have c
′ − τ c′0 ∈
As(C∗, ℓ20,−2, 1) (where τ is the number defined by Equation (10.1)) and therefore
1
c′(λk)
∈ ℓ∞0,2(k) , and c(λ)λ−λk ∈ ℓ∞2,0(k) locally uniformly with respect to λ ∈ C∗ . It
follows that
µk · c(λ)
c′(λk) · (λ− λk) ∈ ℓ
∞
2,2(k) ⊂ ℓ10,0(k)
holds (again uniformly in λ ). This shows that the infinite sum defining the function
a in Equation (10.26) indeed converges absolutely and locally uniformly, and thus
Equation (10.26) defines a holomorphic function a . For k, ℓ ∈ ZZ we have
(dk − 1)! · c(λ)
c(dk)(λk) · (λ− λk)dk
∣∣∣∣
λ=λℓ
=
{
1
dk
for k = ℓ
0 for k 6= ℓ .
Because the term µk·(dk−1)!·c(λ)
c(dk)(λk)·(λ−λk)dk occurs dk times in the infinite sum in Equation
(10.18), this shows that a(λk) = µk holds.
Before we show the claims in (10.22) on the asymptotic behavior of the function a ,
we work in the setting of (3). As usual, we denote the objects associated with (λ
[ν]
k )
and (µ
[ν]
k ) by the superscript
[ν] (for ν ∈ {1, 2} ). We will first show the asymptotic
statements in (3) for the case λ→∞ . For this purpose, we will again use statements
from Appendix A. The constants Ck > 0 occurring in the sequel only depend on R0
and upper and lower bounds for |υ[ν]| .
We write
a[ν](λ) = a
[ν]
+ (λ) + a
[ν]
− (λ)
with
a
[ν]
+ (λ) =
∞∑
k=1
µ
[ν]
k · c[ν](λ)
(c[ν])′(λ[ν]k ) · (λ− λ[ν]k )
and a
[ν]
− (λ) =
∞∑
k=0
µ
[ν]
−k · c[ν](λ)
(c[ν])′(λ[ν]−k) · (λ− λ[ν]−k)
.
To estimate υ[2] a[1] − υ[1] a[2] , we will look at the functions υ[2] a[1]+ − υ[1] a[2]+ and
υ[2] a
[1]
− − υ[1] a[2]− separately. The handling of the two functions is quite dissimilar,
owing to the different asymptotic behavior of λ
[ν]
k , µ
[ν]
k and (c
[ν])′(λ[ν]−k) for k → ∞
and for k → −∞ .
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Let us first look at υ[2] a
[1]
+ − υ[1] a[2]+ . For λ ∈ C∗ we have
υ[2] a
[1]
+ (λ)− υ[1] a[2]+ (λ)
=
∞∑
k=1
(
υ[2] µ
[1]
k · (τ [1])−1 c[1](λ)
(τ [1])−1 (c[1])′(λ[1]k ) · (λ− λ[1]k )
− υ
[1] µ
[2]
k · (τ [2])−1 c[2](λ)
(τ [2])−1 (c[2])′(λ[2]k ) · (λ− λ[2]k )
)
= (τ [1])−1 c[1](λ) ·
∞∑
k=1
(
υ[2] µ
[1]
k − υ[1] µ[2]k
) · 1
(τ [1])−1 (c[1])′(λ[1]k ) · (λ− λ[1]k )
(10.27)
+ ((τ [1])−1 c[1](λ)− (τ [2])−1 c[2](λ)) ·
∞∑
k=1
υ[1] µ
[2]
k
(τ [1])−1 (c[1])′(λ[1]k ) · (λ− λ[1]k )
(10.28)
+ (τ [2])−1 c[2](λ) ·
∞∑
k=1
(
1
(τ [1])−1 (c[1])′(λ[1]k )
− 1
(τ [2])−1 (c[2])′(λ[2]k )
)
· υ
[1] µ
[2]
k
λ− λ[1]k
(10.29)
+ (τ [2])−1 c[2](λ) ·
∞∑
k=1
(
1
λ− λ[1]k
− 1
λ− λ[2]k
)
· υ
[1] µ
[2]
k
(τ [2])−1 (c[2])′(λ[2]k )
.
(10.30)
We will estimate the four expressions (10.27)–(10.30) individually. For this purpose,
we fix n ∈ IN and consider λ ∈ Sn ∩ Vδ .
For the expression (10.27), we note that (c[1])′(λ[1]k ) is bounded away from zero, and
that we have bk ∈ ℓ2(k ≥ 1) (where bk is defined by Equation (10.24)), whence we
obtain∣∣∣∣∣
∞∑
k=1
(
υ[2] µ
[1]
k − υ[1] µ[2]k
) · 1
(τ [1])−1 (c[1])′(λ[1]k ) · (λ− λ[1]k )
∣∣∣∣∣ ≤ C1 ·
∞∑
k=1
bk
|λ− λ[1]k |
with a constant C1 > 0 . By Proposition A.1(3), the latter sum is ≤ C2n ·
(
bk ∗ 1|k|
)
n
≤
C3
n
rn with constants C2, C3 > 0 and (rk) defined in Equation (10.25). Because we
have c[1] ∈ As∞(C∗, ℓ∞−1, 1) , and hence |c[1](λ)| ≤ C4 · n · w(λ) , it follows that the
expression (10.27) is ≤ C5 · rn · w(λ) .
For the expression (10.28), we note that υ[1] µ
[2]
k = υ
[1] υ[2] (−1)k + ℓ2(k ≥ 1) and
moreover (τ [1])−1 (c[1])′(λ[1]k ) =
1
8
(−1)k + ℓ2(k ≥ 1) holds, whence it follows that there
exists a sequence tk ∈ ℓ2(k ≥ 1) with
υ[1] µ
[2]
k
(τ [1])−1 (c[1])′(λ[1]k )
= 8 υ[1] υ[2] + tk
and hence
∞∑
k=1
υ[1] µ
[2]
k
(τ [1])−1 (c[1])′(λ[1]k ) · (λ− λ[1]k )
= 8 υ[1] υ[2]
∞∑
k=1
1
λ− λ[1]k
+
∞∑
k=1
tk
λ− λ[1]k
.
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By Proposition A.1(1),(3) it follows that there exists a constant C6 > 0 with∣∣∣∣∣
∞∑
k=1
υ[1] µ
[2]
k
(τ [1])−1 (c[1])′(λ[1]k ) · (λ− λ[1]k )
∣∣∣∣∣ ≤ C6 · 1n . (10.31)
On the other hand, by Proposition 10.1(2) we have (τ [1])−1 c[1](λ) − (τ [2])−1 c[2](λ) ∈
As∞(C∗, ℓ2−1, 1) with C7 · k · (ak ∗ 1k ) being a bounding sequence. We have
C7 · k · (ak ∗ 1k) ≤ C8 · k · (ak ∗ ( 1|k| ∗ 1|k|)) = C8 · k · ((ak ∗ 1|k|) ∗ 1|k|) ≤ k · rk .
Together with (10.31), it follows that the expression (10.28) is ≤ C9 · rn · w(λ) .
For the expression (10.29), we note that by Proposition 10.1(2), we have
(τ [1])−1 c[1](λ)−(τ [2])−1 c[2](λ) = (τ [1])−1 (τ [2])−1 (τ [2] c[1](λ)−τ [1] c[2](λ)) ∈ As∞(C∗, ℓ2−1, 1)
and C10 · k · (ak ∗ 1|k|) is a bounding sequence. By Proposition 9.4(3), therefore
(τ [1])−1 (c[1])′ − (τ [2])−1 (c[2])′ ∈ As∞(C∗, ℓ20, 1) holds, and C11 · (ak ∗ 1|k|) ∈ ℓ2(k ≥ 1) is
a bounding sequence with a constant C11 > 0 . Moreover, υ
[1] µ
[2]
k is bounded. Thus
we have∣∣∣∣∣
∞∑
k=1
(
1
(τ [1])−1 (c[1])′(λ[1]k )
− 1
(τ [2])−1 (c[2])′(λ[2]k )
)
· υ
[1] µ
[2]
k
λ− λ[1]k
∣∣∣∣∣ ≤ C12 ·
∞∑
k=1
(ak ∗ 1|k|)
|λ− λ[1]k |
with a constant C12 > 0 . By Proposition A.1(3) it follows that the sum to the right in
the inequality above is ≤ C13
n
· ((ak ∗ 1|k|) ∗ 1|k|)n ≤ C13n · rn . Together with the fact that
c[2] ∈ As∞(C∗, ℓ∞−1, 1) holds, it follows that the expression (10.29) is ≤ C14 · rn ·w(λ) .
Finally, for the expression (10.30) we again note that
υ[1] µ
[2]
k
(τ [2])−1 (c[2])′(λ
[2]
k )
is bounded,
and thus we have∣∣∣∣∣
∞∑
k=1
(
1
λ− λ[1]k
− 1
λ− λ[2]k
)
· υ
[1] µ
[2]
k
(τ [2])−1 (c[2])′(λ[2]k )
∣∣∣∣∣ ≤ C15 ·
∞∑
k=1
|λ[1]k − λ[2]k |
|λ− λ[1]k | · |λ− λ[2]k |
.
By Proposition A.1(4), the sum on the right hand side of the preceding inequality is
≤ C16
n
· (ak ∗ 1|k|)n ≤ C16n · rn . Similarly as for the expression expression (10.29) above,
it follows that the expression (10.30) is ≤ C17 · rn · w(λ) .
The preceding estimates show that for λ ∈ Sn ∩ Vδ ,(
υ[2] a
[1]
+ (λ)− υ[1] a[2]+ (λ)
)
≤ C18 · rn · w(λ) (10.32)
holds with a constant C18 > 0 .
We now attend to υ[2] a
[1]
− − υ[1] a[2]− . We let λ ∈ C∗ be given and write
υ[2] a
[1]
− (λ)− υ[1] a[2]− (λ)
=
(
υ[2] − (υ[2])−1) a[1]− (λ)+((υ[2])−1 a[1]− (λ)− (υ[1])−1 a[2]− (λ))+((υ[1])−1 − υ[1]) a[2]− (λ) .
(10.33)
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For estimating the various parts of Equation (10.33), we keep the following inequalities
in mind: We fix n ∈ IN and let λ ∈ Sn . Then we have for k ≥ 0
1
|λ− λ[ν]−k|
≤ C19|n2 − k−2| =
C19 · k2
|n2 k2 − 1| =
C19 · k2
|nk + 1| · |nk − 1| ≤
C19 · k2
nk · |n+ k| =
C19 · k
n · |n+ k|
with a constant C19 > 0 . We may also assume without loss of generality that |λ| ≥
2 |λ[ν]−k| holds for all k ≥ 0 and ν ∈ {1, 2} , then we have
1
|λ− λ[ν]−k|
≤ 1
2 |λ| . (10.34)
We also have c[ν] ∈ As∞(C∗, ℓ∞−1, 1) and therefore
|c[ν](λ)| ≤ C20 · n · w(λ) .
Moreover, from the asymptotic for c[ν] for λ→ 0 , namely c[ν]−(τ [ν])−1 c0 ∈ As0(C∗, ℓ21, 1)
(Proposition 10.1(2)(b)), it follows by Proposition 9.4(3) that (c[ν])′ − (τ [ν])−1 c′0 ∈
As0(C
∗, ℓ2−2, 1) holds, and therefore there exists a constant C21 > 0 such that
1
|(c[ν])′(λ[ν]−k)|
≤ C21 · 1
k2
holds for k ≥ 0 . We also note that µ[ν]−k is bounded.
In the first instance, we obtain using these estimates
|a[ν]− (λ)| =
∣∣∣∣∣
∞∑
k=0
µ
[ν]
−k · c[ν](λ)
(c[ν])′(λ[ν]−k) · (λ− λ[ν]−k)
∣∣∣∣∣ ≤ C22 · |c(λ)||λ| ·
∞∑
k=0
1
k2
≤ C23 · |c(λ)||λ| ,
and therefore
a
[ν]
− ∈ As∞(C∗, ℓ∞1 , 1) . (10.35)
This shows that two of the terms occurring in (10.33), namely
(
υ[2] − (υ[2])−1) a[1]−
and
(
(υ[1])−1 − υ[1]) a[2]− are in As∞(C∗, ℓ∞1 , 1) with C23·∣∣υ[2] − (υ[2])−1∣∣ · 1k ≤ C23 · rk
resp. C23·
∣∣υ[1] − (υ[1])−1∣∣ · 1
k
≤ C23 · rk being a bounding sequence.
We now estimate the remaining term in (10.33), (υ[2])−1 a[1]− (λ) − (υ[1])−1 a[2]− . To
do so, we split this expression similarly as we did for υ[2] a
[1]
+ − υ[1] a[2]+ :
(υ[2])−1 a[1]− (λ)− (υ[1])−1 a[2]−
=
∞∑
k=0
(
(υ[2])−1 µ[1]−k · (τ [1])−1 c[1](λ)
(τ [1])−1 (c[1])′(λ[1]−k) · (λ− λ[1]−k)
− (υ
[1])−1 µ[2]−k · (τ [2])−1 c[2](λ)
(τ [2])−1 (c[2])′(λ[2]−k) · (λ− λ[2]−k)
)
= (τ [1])−1 c[1](λ) ·
∞∑
k=0
(
(υ[2])−1 µ[1]−k − (υ[1])−1 µ[2]−k
) · 1
(τ [1])−1 (c[1])′(λ[1]−k) · (λ− λ[1]−k)
(10.36)
+ ((τ [1])−1 c[1](λ)− (τ [2])−1 c[2](λ)) ·
∞∑
k=0
(υ[1])−1 µ[2]−k
(τ [1])−1 (c[1])′(λ[1]−k) · (λ− λ[1]−k)
(10.37)
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+ (τ [2])−1 c[2](λ) ·
∞∑
k=0
(
1
(τ [1])−1 (c[1])′(λ[1]−k)
− 1
(τ [2])−1 (c[2])′(λ[2]−k)
)
· (υ
[1])−1 µ[2]−k
λ− λ[1]−k
(10.38)
+ (τ [2])−1 c[2](λ) ·
∞∑
k=0
(
1
λ− λ[1]−k
− 1
λ− λ[2]−k
)
· (υ
[1])−1 µ[2]−k
(τ [2])−1 (c[2])′(λ[2]−k)
.
(10.39)
We again treat the expressions (10.36)–(10.39) separately:
The expression (10.36) satisfies
|(10.36)| ≤ C24 · n · w(λ) ·
∞∑
k=0
b−k
k2
· k
n · |n+ k| ≤ C24 · w(λ) ·
∞∑
k=0
b−k · 1|n+ k|
≤ C24 · w(λ) ·
(
bk ∗ 1|k|
)
n
≤ C24 · rn · w(λ) .
The expression (10.37) satisfies
|(10.37)| ≤ C26 ·
∣∣(τ [1])−1 c[1](λ)− (τ [2])−1 c[2](λ)∣∣ · 1|λ| ·
∞∑
k=0
1
k2
≤ C27 ·
∣∣(τ [1])−1 c[1](λ)− (τ [2])−1 c[2](λ)∣∣ · 1|λ| .
We have (τ [1])−1 c[1] − (τ [2])−1 c[2] ∈ As∞(C∗, ℓ2−1, 1) with bounding sequence C28 · k ·
(ak ∗ 1|k|) ≤ C29 · k · rk by Proposition 10.1(2)(b),(c) and therefore it follows that
|(10.37)| ≤ C29 · rn · w(λ) .
For the expression (10.38) we have
|(10.38)| ≤ C30 · n · w(λ) ·
∞∑
k=0
∣∣∣∣∣ 1(τ [1])−1 (c[1])′(λ[1]−k) − 1(τ [2])−1 (c[2])′(λ[2]−k)
∣∣∣∣∣ · kn · |n+ k|
≤ C31 · w(λ) ·
∞∑
k=0
∣∣∣(τ [2])−1 (c[2])′(λ[2]−k)− (τ [1])−1 (c[1])′(λ[1]−k)∣∣∣
k4
· k|n+ k| .
(10.40)
We now note that we have
(τ [2])−1 (c[2])′(λ[2]−k)− (τ [1])−1 (c[1])′(λ[1]−k)
=
(
(τ [2])−1 − (τ [1])−1) (c[2])′(λ[2]−k)+((τ [1])−1 (c[2])′(λ[2]−k)− (τ [2])−1 (c[1])′(λ[1]−k))
+
(
(τ [2])−1 − (τ [1])−1) (c[1])′(λ[1]−k)
= τ [1] τ [2] (τ [1] − τ [2]) ((c[1])′(λ[1]−k) + (c[2])′(λ[2]−k))
+
(
(τ [1])−1 (c[2])′(λ[2]−k)− (τ [2])−1 (c[1])′(λ[1]−k)
)
,
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and because of (c[ν])′ ∈ As0(C∗, ℓ∞−2, 1)∣∣∣τ [1] τ [2] (τ [1] − τ [2]) ((c[1])′(λ[1]−k) + (c[2])′(λ[2]−k))∣∣∣ ≤ C32 · k2 · ∣∣τ [1] − τ [2]∣∣ .
Moreover, by Proposition 10.1(2)(b),(c) we have (τ [1])−1 c[2]−(τ [2])−1 c[1] ∈ As0(C∗, ℓ21, 1)
with C33 · 1k(ak ∗ 1|k|)−k a bounding sequence, and from this it follows by Proposi-
tion 9.4(3) that we have (τ [1])−1 (c[2])′ − (τ [2])−1 (c[1])′ ∈ As0(C∗, ℓ2−2, 1) with C34 ·
k2 (ak ∗ 1|k|)−k a bounding sequence. Thus we have∣∣∣(τ [1])−1 (c[2])′(λ[2]−k)− (τ [2])−1 (c[1])′(λ[1]−k)∣∣∣ ≤ C34 · k2 · (ak ∗ 1|k|
)
−k
,
and therefore ∣∣∣τ [1] τ [2] (τ [1] − τ [2]) ((c[1])′(λ[1]−k) + (c[2])′(λ[2]−k))∣∣∣
≤ k2 ·
(
C32
∣∣τ [1] − τ [2]∣∣+ C34 (ak ∗ 1|k|
)
−k
)
.
By plugging this result into (10.40), we obtain
|(10.38)| ≤ C35 · w(λ) ·
∞∑
k=0
∣∣τ [1] − τ [2]∣∣ + (ak ∗ 1|k|)−k
k
· 1|n+ k|
≤ C35 · w(λ) ·
((∣∣τ [1] − τ [2]∣∣
|k| +
(
ak ∗ 1|k|
))
∗ 1|k|
)
≤ C36 · rn · w(λ) .
Finally, for the expression (10.39) we have
|(10.39)| ≤ C37 · n · w(λ) ·
∞∑
k=0
∣∣∣∣∣ 1λ− λ[1]−k − 1λ− λ[2]−k
∣∣∣∣∣ · 1k2
≤ C37 · n · w(λ) ·
∞∑
k=0
|λ[1]−k − λ[2]−k|
|λ− λ[1]−k| · |λ− λ[2]−k|
· 1
k2
≤ C38 · n · w(λ) ·
∞∑
k=0
|λ[1]−k − λ[2]−k| ·
k2
n2 · |n+ k|2 ·
1
k2
≤ C38 · 1
n
· w(λ) ·
∞∑
k=0
k−3 · a−k
|n+ k|2
≤ C38 · w(λ) ·
∞∑
k=0
a−k · 1|n+ k| ≤ C38 · w(λ) ·
(
ak ∗ 1|k|
)
n
≤ C39 · rn · w(λ) .
From the preceding estimates, we obtain that for all n ∈ IN and λ ∈ Sn we have(
υ[2] a
[1]
− (λ)− υ[1] a[2]− (λ)
)
≤ C40 · rn · w(λ) (10.41)
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holds with a constant C40 > 0 .
By combining (10.32) and (10.41) we obtain that(
υ[2] a[1](λ)− υ[1] a[2](λ)) ≤ C41 · rn · w(λ)
holds with a constant C41 > 0 , and therefore we have υ
[2] a[1]−υ[1] a[2] ∈ As∞(C∗, ℓ2, 1)
and that rn is a bounding sequence if the constant C > 0 in Equation (10.25) is chosen
appropriately. This shows the parts of (3)(a) and (3)(b) concerning λ→∞ . The part
of (3)(c) concerning λ→∞ follows by an application of the version (7.4) of Young’s
inequality.
We next show the part of (10.19) in (1) concerning λ → ∞ , i.e. we show that in
the situation of (1), a− ν a0 ∈ As∞(C∗, ℓ20, 1) holds. To do so, we apply the situation
of (3) with λ
[1]
k = λk , µ
[1]
k = µk and λ
[2]
k = λk,0 , µ
[2]
k = µk,0 . Then υ
[1] = υ and
υ[2] = 1 holds. By (3)(a) we then have a[1] − υ a[2] ∈ As∞(C∗, ℓ20, 1) . We therefore
only need to show that a[2] (i.e. the function a obtained from Equation (10.26) by
setting λk = λk,0 and µk = µk,0 ) equals a0 = cos(ζ(λ)) .
We base our proof of this fact on the partial fraction expansion of the cotangent
function: For z ∈ C \ { kπ | k ∈ ZZ } ,
cot(z) =
1
z
+
∞∑
k=1
2z
z2 − (kπ)2 (10.42)
holds. We also remember
c′0(λk,0) =
λk,0 − 1
8 λk,0
µk,0 . (10.43)
Therefore we have for λ ∈ C∗ \ { λk,0 | k ∈ ZZ }
a0(λ) = cos(ζ(λ)) = sin(ζ(λ)) · cot(ζ(λ)) = c0(λ)√
λ
· cot(ζ(λ))
(10.42)
=
c0(λ)√
λ
·
(
1
ζ(λ)
+
∞∑
k=1
2 ζ(λ)
ζ(λ)2 − (kπ)2
)
= c0(λ) ·
(
4
λ+ 1
+
∞∑
k=1
λ+ 1
2 λ (ζ(λ)2 − ζ(λk,0)2)
)
= c0(λ) ·
(
4
λ+ 1
+
∞∑
k=1
8 (λ+ 1) λk,0
(λ+ 1)2 λk,0 − (λk,0 + 1)2 λ
)
= c0(λ) ·
(
4
λ+ 1
+
∞∑
k=1
8 (λ+ 1)
(λ− λ−k,0) (λ− λk,0)
)
= c0(λ) ·
(
4
λ+ 1
+
∞∑
k=1
8
λk,0 − λ−k,0
(
λk,0 + 1
λ− λk,0 −
λ−k,0 + 1
λ− λ−k,0
))
= c0(λ) ·
 4
λ+ 1
+
∑
k∈Z \{0}
8
λk,0 − λ−k,0
λk,0 + 1
λ− λk,0

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(10.43)
= c0(λ) ·
 4
λ+ 1
(λ0,0 − 1)µ0,0
8 λ0,0 f ′0(λk,0)
+
∑
k∈Z \{0}
8
λk,0 − λ−k,0
λk,0 + 1
λ− λk,0
(λk,0 − 1)µk,0
8 λk,0 c′0(λk,0)

λ0,0=−1
= c0(λ) ·
∑
k∈Z
µk,0
c′0(λk,0) · (λ− λk,0)
.
Therefore the desired equality holds for all λ ∈ C∗ \ { λk,0 | k ∈ ZZ } . Because its both
sides are holomorphic in λ , that equality in fact holds for λ ∈ C∗ .
Next we show the parts of (1) and (3) concerning λ → 0 . Similarly as we did in
the proof of Proposition 10.1, we do so by reducing the situation for λ → 0 to the
previously proven situation for λ → ∞ . For this purpose, we put λ˜k := λ−1−k and
µ˜k := µ−k . Mutatis mutandis, these sequences again satisfy the hypotheses of part (3)
of the proposition. Again we denote the quantities associated to (λ˜k) and µ˜k by a
tilde ˜. We note that a˜k , b˜k and r˜k is comparable to a−k , b−k and r−k , respectively.
We may again suppose without loss of generality that dk = 1 holds for all k ∈ ZZ .
Then we obtain by explicit calculation
τ = τ˜−1 and υ = υ˜−1 ,
and
c(λ−1) = c˜(λ) · λ−1 and c′(λk) = −λ˜−k · c˜′(λ˜−k)
and therefore
a(λ−1) =
∑
k∈Z
µk · c(λ−1)
c′(λk) · (λ−1 − λk) =
∑
k∈Z
µ˜−k · c˜(λ) · λ−1
(−λ˜−k) · c′(λ˜−k) · (λ−1 − λ˜−1−k)
=
∑
k∈Z
µ˜−k · c˜(λ)
c′(λ˜−k) · (λ− λ˜−k)
=
∑
k∈Z
µ˜k · c˜(λ)
c′(λ˜k) · (λ− λ˜k)
= a˜(λ) .
Using these formulas, one derives the asymptotic estimates for λ → 0 in (1) and (3)
from the corresponding estimates for λ→∞ that have been shown before.
For (2). For any λ∗ ∈ Λ we put d(λ∗) := ordλ∗(c) ≥ 2 . For 1 ≤ j ≤ d(λ∗) − 1 ,
we have ϕλ∗,j(λ) :=
c(λ)
(λ−λ∗)j ∈ As(C∗, ℓ∞2j−1,1, 1) ⊂ As(C∗, ℓ20,0, 1) , and therefore (10.19)
implies (10.22). Moreover, we have ϕλ∗,j(λk) = 0 for all k (including the case λk =
λ∗ ), and therefore a˜(λk) = a(λk) = µk .
Now suppose that â is another holomorphic function that satisfies (10.19) and
(10.20). Because ϕλ∗,j has at every λk with λk 6= λ∗ a zero of order dk , and because
the i-th derivative of ϕλ∗,j at λ∗ satisfies
ϕ
(i)
λ∗,j
(λ∗) = 0 for 0 ≤ i ≤ d(λ∗)− j − 1
and
ϕ
(d(λ∗)−j)
λ∗,j
(λ∗) 6= 0 ,
the numbers tλ∗,j can be chosen such that for every λ∗ ∈ Λ and every 1 ≤ j ≤
d(λ∗) − 1 , a˜(j)(λ∗) = â(j)(λ∗) holds, i.e. a˜ − â has at λ∗ a zero of order (at least)
d(λ∗) . By Proposition 6.7(2), a˜ = â follows. 
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Corollary 10.6. Suppose that a : C∗ → C is a holomorphic function which satisfies
the following two asymptotic properties for some υ ∈ C∗ :
(a) For every ε > 0 there exists R > 0 such that we have
for all λ ∈ C∗ with |λ| ≥ R : |a(λ)− υ a0(λ)| ≤ ε w(λ)
and
for all λ ∈ C∗ with |λ| ≤ 1
R
: |a(λ)− υ−1 a0(λ)| ≤ ε w(λ) .
(b)
{
a(λk,0)− υ a0(λk,0) if k ≥ 0
a(λk,0)− υ−1 a0(λk,0) if k < 0
}
∈ ℓ20,0(k) .
Then we already have
a− υ a0 ∈ As∞(C∗, ℓ20, 1) and a− υ−1 a0 ∈ As0(C∗, ℓ20, 1) . (10.44)
Addendum. If L is a set of holomorphic functions which satisfy (a) and (b) in such
a way that the values of υ corresponding to a ∈ L are bounded and bounded away
from zero, that R = R(ε) > 0 in (a) can be chosen uniformly for all a ∈ L , and
that in (b) there is a uniform bound (zk)k∈Z ∈ ℓ20,0(k) for the sequences in (b) for all
a ∈ L , then there exists a uniform bounding sequence for the asymptotics in (10.44)
that applies for all a ∈ L .
Proof. Let λk := λk,0 and µk := a(λk,0) . Then we have by hypothesis (b)
λk − λk,0 ∈ ℓ2−1,3(k) and
{
µk − υ µk,0 if k ≥ 0
µk − υ−1 µk,0 if k < 0
}
∈ ℓ20,0(k) .
By Proposition 10.4(1) it follows that there exists a holomorphic function a˜ : C∗ → C
that satisfies
a˜− υ a0 ∈ As∞(C∗, ℓ20, 1) and a˜− υ−1 a0 ∈ As0(C∗, ℓ20, 1)
and a˜(λk) = µk for all k ∈ ZZ . Because no two of the λk coincide (i.e. the function c0
with zeros at the λk,0 has no zeros of higher order), it follows from Proposition 6.7(2)
that a˜ = a holds, and thus the claimed statement follows.
In the setting of the addendum, the hypothesis that the numbers υ corresponding to
a ∈ L are bounded and bounded away from zero ensures that there exists a constant
C1 > 0 so that |υ − υ−1| ≤ C1 holds for all these υ . Let
rk := C ·
(
zk ∗ 1|k| +
C1
|k|
)
with the constant C > 0 from Proposition 10.4(3)(b). By applying that proposition
with λ
[1]
k = λ
[2]
k = λk,0 , µ
[1]
k = a(λk,0) and µ
[2]
k = µk,0 , we see that with the sequence
(rk)k>0 resp. (rk)k<0 is a bounding sequence for a − υ a0 resp. for a − υ−1 a0 (that
is independent of a ∈ L ). 
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11. Final description of the asymptotic of the monodromy
Resulting from the interpolation theorems from Section 10 and by using the asymp-
totic spaces introduced in Section 9, we can now describe the asymptotics of the
monodromy, its discriminant ∆2 − 4 and also of the extended frame in their final
form. Moreover, we now prove the refined asymptotics for the branch points κk,ν of
the spectral curve, which are analogous to Corollary 8.2 for the spectral divisor, and
which had been postponed in Section 8.
Definition 11.1. We say that a (2× 2)-matrix of holomorphic functions C∗ → C
M(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
with det(M(λ)) = 1 has non-periodic monodromy asymptotic or is an non-periodic
(asymptotic) monodromy with respect to numbers τ, υ ∈ C∗ if we have
(a)
a(λ)− υ a0(λ) ∈ As∞(C∗, ℓ20, 1)
b(λ)− τ−1 b0(λ) ∈ As∞(C∗, ℓ21, 1)
c(λ)− τ c0(λ) ∈ As∞(C∗, ℓ2−1, 1)
d(λ)− υ−1 d0(λ) ∈ As∞(C∗, ℓ20, 1)
(b)
a(λ)− υ−1 a0(λ) ∈ As0(C∗, ℓ20, 1)
b(λ)− τ b0(λ) ∈ As0(C∗, ℓ2−1, 1)
c(λ)− τ−1 c0(λ) ∈ As0(C∗, ℓ21, 1)
d(λ)− υ d0(λ) ∈ As0(C∗, ℓ20, 1) .
If this is the case with υ = 1 , then we say that M(λ) has monodromy asymptotic or
is an (asymptotic) monodromy with respect to τ ∈ C∗ .
We denote the space of non-periodic monodromy asymptotic matrices with respect
to τ, υ by Monτ,υ , and put Monτ := Monτ,υ=1 . Monnp :=
⋃
τ,υ∈C∗ Monτ,υ is the space
of all non-periodic monodromy asymptotic matrices, and Mon :=
⋃
τ∈C∗ Monτ is the
space of all monodromy asymptotic matrices.
Note that a monodromy M(λ) ∈ Monnp in particular has the properties shown for
spectral monodromies in Theorems 5.4 and 7.1. Therefore Corollary 8.2 concerning
the asymptotic behavior of a spectral divisor is applicable to the spectral divisor D
associated to a monodromy M(λ) ∈ Monnp .
We next show that the monodromy M(λ) associated to a (non-periodic) potential
(u, uy) ∈ Potnp indeed has monodromy asymptotic in the sense of Definition 11.1.
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Theorem 11.2. Let (u, uy) ∈ Potnp , M(λ) be the monodromy associated to (u, uy) ,
∆(λ) its trace function, and τ := e−(u(0)+u(1))/4 and υ := e(u(1)−u(0))/4 .
Then we have:
(1) M(λ) ∈ Monτ,υ .
Moreover, if P is a relatively compact subset of Potnp , then there exist uni-
form bounding sequences for the entries of the monodromy that apply to the
monodromies of the potentials (u, uy) ∈ P .
(2) If (u, uy) ∈ Pot holds (i.e. (u, uy) is periodic), then we in fact have M(λ) ∈
Monτ .
(3) We have the following trace formula: If D = {(λk, µk)} is the classical spectral
divisor corresponding to M(λ) , then we have
e(u(0)+u(1))/2 =
∏
k∈Z
λk
λk,0
.
Remark 11.3. It is tempting to try to replace the condition “P is a relatively compact
subset of Potnp ” in Theorem 11.2(1) by “P is a small closed ball in Potnp ”. However
with this variant of the condition, the theorem would not be true, as the condition
that P needs to be relatively compact is ultimately derived from the requirement that
the set N ⊂ L1([a, b]) is compact in the version of the Riemann-Lebesgue Lemma
described in Lemma 5.6 (which had been used to prove the basic asymptotic for the
monodromy, Theorem 5.4). It is clear that one does not obtain a uniform estimate in
the Riemann-Lebesgue Lemma if N is replaced by a small ball in L1([a, b]) , and thus
we also cannot relax the condition on P in Theorem 11.2(1) in a similar way.
Proof of Theorem 11.2. We write
M(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
and ∆(λ) = a(λ) + d(λ) .
For (1). We note the facts we already know from Theorems 5.4 and 7.1 about
the asymptotics of the monodromy of (u, uy) . From them, the statements on the
functions a and d follow from Corollary 10.6, and the statements on c follow from
Corollary 10.2. The statements on b follow by applying Corollary 10.2 with −λ · b(λ)
in the place of c(λ) .
If P ⊂ Potnp is a relatively compact set, then Theorems 5.4 and 7.1 show that the
entries of the monodromies of (u, uy) ∈ P satisfy the hypotheses of the Addendum
in Corollary 10.2 resp. Corollary 10.6. These Addenda imply the existence of uniform
bounding sequences in the sense described in the statement.
For (2). This follows from the fact that the periodicity of (u, uy) is equivalent to
υ = 1 .
For (3). The trace formula follows from calculating the parameter τ of the asymp-
totic of the monodromy in two different ways: On one hand, we have
τ = e−(u(0)+u(1))/4
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by Theorem 5.4. On the other hand, we have
τ = ±
(∏
k∈Z
λk,0
λk
)1/2
by Proposition 10.1(1). By combining these two equations, we obtain
e(u(0)+u(1))/2 = τ−2 =
∏
k∈Z
λk
λk,0
.

Corollary 11.4. Let M(λ) ∈ Monτ,υ with τ, υ ∈ C∗ be given; this applies for example
in the setting of Theorem 11.2 (where M(λ) is the monodromy of a non-periodic
potential (u, uy) ∈ Potnp ). We write M(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
and ∆(λ) = tr(M(λ)) =
a(λ) + d(λ) . Then we have
(1) a, d,∆ ∈ As(C∗, ℓ∞0,0, 1) , b ∈ As(C∗, ℓ∞1,−1, 1) and c ∈ As(C∗, ℓ∞−1,1, 1) .
(2) ∆(λ)− υ+υ−1
2
∆0(λ) ∈ As(C∗, ℓ20,0, 1) .
(3) ∆2 −
(
υ+υ−1
2
∆0
)2
, bc− b0c0 ∈ As(C∗, ℓ20,0, 2) .
We now suppose that υ = 1 holds, and let Σ be the spectral curve associated to M(λ) .
Then we also have
(4) µ− µ0, µ−1 − µ−10 ∈ As(Σ, ℓ20,0, 1) , where we set µ0 := ei ζ(λ) .
(5) µ, µ−1 ∈ As(Σ, ℓ∞0,0, 1) .
(6)
(
µ−d
c
− i
τ
√
λ
)
|V̂δ ∈ As∞(V̂δ, ℓ21, 0) and
(
µ−d
c
− i
τ−1
√
λ
)
|V̂δ ∈ As0(V̂δ, ℓ2−1, 0) ,
where
√
λ is chosen as the holomorphic function on V̂δ with the correct sign.
Proof. For (1). These statements follow from Definition 11.1 together with the fact
that
a0, d0,∆0 ∈ As(C∗, ℓ∞0,0, 1) , b0 ∈ As(C∗, ℓ∞1,−1, 1) and c0 ∈ As(C∗, ℓ∞−1,1, 1)
holds.
For (2). Because of ∆ = a + d and ∆0 = 2a0 = 2d0 we have
∆(λ)− υ+υ−1
2
∆0(λ) =
(
a(λ)− υ a0(λ)
)
+
(
d(λ)− υ−1 d0(λ)
)
=
(
a(λ)− υ−1 a0(λ)
)
+
(
d(λ)− υ d0(λ)
)
.
The claimed statement follows from this equation together with the asymptotics for
a and d in Definition 11.1.
For (3). This follows from the preceding results by the equations
∆2 −
(
υ+υ−1
2
∆0
)2
=
(
∆+ υ+υ
−1
2
∆0
)
·
(
∆− υ+υ−1
2
∆0
)
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and
b c− b0 c0 = (b− τ−1 b0) · c+ τ−1 b0 · (c− τ c0)
= (b− τ b0) · c+ τ b0 · (c− τ−1 c0) .
For (4). We have µ = 1
2
(∆ +
√
∆2 − 4) and µ0 = 12(∆0 +
√
∆20 − 4) . Because we
have ∆−∆0 ∈ As(C∗, ℓ20,0, 1) by (2), it remains to show that(√
∆2 − 4−
√
∆20 − 4
)
∈ As(Σ, ℓ20,0, 1) (11.1)
holds. To show this, we use the formula
√
∆2 − 4−
√
∆20 − 4 =
∆2 −∆20√
∆2 − 4 +
√
∆20 − 4
.
Because both
√
∆2 − 4 and
√
∆20 − 4 are comparable to w(λ) on V̂δ , it follows from
(3) that (√
∆2 − 4−
√
∆20 − 4
)∣∣∣∣ V̂δ ∈ As(V̂δ, ℓ20,0, 1)
holds, whence (11.1) follows by Proposition 9.4(1); this shows µ− µ0 ∈ As(Σ, ℓ20,0, 1) .
Similarly we obtain µ−1 − µ−10 ∈ As(Σ, ℓ20,0, 1) from the equations µ−1 = 12(∆ −√
∆2 − 4) and µ−10 = 12(∆0 −
√
∆20 − 4) ,
For (5). Because of µ0, µ
−1
0 ∈ As(Σ, ℓ∞0,0, 1) , it follows from (4) that µ, µ−1 ∈
As(Σ, ℓ∞0,0, 1) holds.
For (6). We have i√
λ
= µ0−d0
c0
and therefore
µ− d
c
− i
τ
√
λ
=
1
τ c0
(
(µ− µ0) + (d− d0)
)− µ− d
c · τ c0 (c− τ c0) . (11.2)
Because both c and c0 are comparable to
√|λ| · w(λ) on V̂δ , and we have (µ −
µ0)|V̂δ ∈ As(V̂δ, ℓ20,0, 1) , d − d0 ∈ As(C∗, ℓ20,0, 1) , µ, d ∈ As(Σ, ℓ∞0,0, 1) and c − τ c0 ∈
As∞(C∗, ℓ2−1,1, 1) , it follows that
(
µ−d
c
− i
τ
√
λ
)
|V̂δ ∈ As∞(V̂δ, ℓ21, 0) holds.
The other asymptotic assessment
(
µ−d
c
− i
τ−1
√
λ
)
|V̂δ ∈ As0(V̂δ, ℓ2−1, 0) is similarly
obtained by replacing τ with τ−1 in Equation (11.2). 
In the sequel, we will use the asymptotic behavior of the monodromy described
in Definition 11.1 resp. Theorem 11.2 as well as the consequences in Corollary 11.4
without referencing these statements explicitly every time.
The following proposition concerns the zeros of the discriminant ∆2−4 of an asymp-
totic monodromy M(λ) ∈ Mon . It shows that the zeros of ∆2 − 4 (corresponding to
the branch points and singularities of the associated spectral curve Σ ) have the same
kind of asymptotic behavior as was shown for the divisor points in Corollary 8.2. Note
that this statement is true only for periodic asymptotic monodromies (i.e. for the case
υ = 1 ).
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Proposition 11.5. Let M(λ) ∈ Mon be given (or let M(λ) be the monodromy of a
potential (u, uy) ∈ Pot ), ∆(λ) be the trace function of M(λ) . We consider the two
sequences (κk,1) and (κk,2) of zeros of ∆
2−4 (i.e. of branch points and singularities
of the spectral curve Σ associated to ∆ ) defined in Proposition 6.5(1).
Then we have κk,ν − λk,0 ∈ ℓ2−1,3(k) for ν ∈ {1, 2} .
Proof. By Corollary 11.4(2) we have ∆ − ∆0 ∈ As(C∗, ℓ20,0, 1) . We let (Σ,D) be
the spectral data of M(λ) . By Proposition 6.5(2),(3) and Corollary 8.2, the points
in the support of D are enumerated by a sequence (λk, µk)k∈Z on Σ , such that
λk − λk,0 ∈ ℓ2−1,3(k) and µk − µk,0 ∈ ℓ20,0(k) holds.
Using the fact that ∆0(λk,0) = 2(−1)k = ∆(κk,ν) holds, we write
∆0(κk,ν)−∆0(λk,0)
= ∆0(κk,ν)−∆(κk,ν)
=
(
∆0(λk)−∆0(λk,0)
)
+
(
∆0(λk,0)−∆(λk)
)
+
∫ κk,ν
λk
(∆′0 −∆′)(λ) dλ . (11.3)
To evaluate the terms involved in this equation, we first note the following Taylor
expansion for ∆0(λ) = 2 cos(ζ(λ)) for λ ∈ Uk,δ :
∆0(λ) = ∆0(λk,0) + (−1)k (ζ(λ)− ζ(λk,0))2 +O
(
(ζ(λ)− ζ(λk,0))4
)
. (11.4)
As a consequence, we see that we have for the left hand side of (11.3)
∆0(κk,ν)−∆0(λk,0) = (−1)k ·(ζ(κk,ν)−ζ(λk,0))2 ·(1+O((ζ(κk,ν)−ζ(λk,0))2)) . (11.5)
We now investigate the three summands on the right hand side of (11.3) individually.
First, we note that because of λk−λk,0 ∈ ℓ2−1,3(k) we have ζ(λk)− ζ(λk,0) ∈ ℓ20,0(k)
by Proposition 6.2(1), whence it follows by the Taylor expansion Equation (11.4) that
∆0(λk)−∆0(λk,0) ∈ ℓ10,0(k) (11.6)
holds.
Second, we have
∆(λk)−∆0(λk,0) = µk + µ−1k − 2 (−1)k = (µ1/2k − (−1)k µ−1/2k )2
=
(
µk − µ−1k
µ
1/2
k + (−1)k µ−1/2k
)2
=
(
(µk − µk,0)− (µ−1k − µ−1k,0)
µ
1/2
k + (−1)k µ−1/2k
)2
.
We have µk − µk,0 ∈ ℓ20,0(k) , and therefore also µ−1k − µ−1k,0 ∈ ℓ20,0(k) (because z 7→
z−1 is locally Lipschitz continuous near z = ±1 ). Because the denominator µ1/2k +
(−1)k µ−1/2k in the expression above is bounded away from zero, it follows that we have
∆(λk)−∆0(λk,0) ∈ ℓ10,0(k) . (11.7)
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Third, because of ∆−∆0 ∈ As(C∗, ℓ20,0, 1) (Corollary 11.4(2)), we have ∆′ −∆′0 ∈
As(C∗, ℓ21,−3, 1) by Proposition 9.4(3), and thus we obtain∣∣∣∣∫ κk,ν
λk
(∆′0 −∆′)(λ) dλ
∣∣∣∣ ≤ |κk,ν − λk| · ℓ21,−3(k) = |ζ(κk,ν)− ζ(λk)| · ℓ20,0(k)
≤(|ζ(κk,ν)− ζ(λk,0)|+ |ζ(λk)− ζ(λk,0)|︸ ︷︷ ︸
∈ℓ20,0(k)
) · ℓ20,0(k)
= |ζ(κk,ν)− ζ(λk,0)| · ℓ20,0(k) + ℓ10,0(k) . (11.8)
By plugging the Equations (11.5), (11.6), (11.7) and (11.8) into Equation (11.3),
we obtain that there exist sequences ak ∈ ℓ10,0(k) and bk ∈ ℓ20,0(k) so that with
rk := |ζ(κk,ν)− ζ(λk,0)| we have
r2k = ak + bk · rk
and therefore
rk =
bk
2
±
√
b2k
4
− ak ∈ ℓ20,0(k) .
It follows that κk,ν − λk,0 ∈ ℓ2−1,3(k) holds. 
In the next proposition, the discriminant function ∆2−4 of a monodromy M(λ) ∈
Mon is studied. Proposition 11.6(1),(2) gives a representation of ∆2− 4 analogous to
the one of the monodromy function c in Proposition 10.1; more specifically, the infi-
nite product in Proposition 11.6(1) is analogous to Equation (10.2), and the formula
in Proposition 11.6(2) is analogous to the trace formula in Equation (10.1). Proposi-
tion 11.6(3) gives a more detailed asymptotic description of ∆2 − 4 on the excluded
domains than is provided by Corollary 11.4(3); we will use this asymptotic description
in Section 16 to prove certain estimates in preparation for the construction of the
Jacobi variety for the spectral curve Σ .
Proposition 11.6. Let M(λ) ∈ Mon and ∆ := tr(M(λ)) ; we enumerate the zeros
κk,ν of ∆
2 − 4 as in Proposition 6.5(1).
(1) We have
∆(λ)2−4 = − 1
4λ
·(λ−κ0,1)(λ−κ0,2)·
∞∏
k=1
(λ− κk,1) (λ− κk,2)
(16 π2 k2)2
·
∞∏
k=1
(λ− κ−k,1) (λ− κ−k,2)
λ2
.
(2) We have ∏
k∈Z
κk,1 · κk,2
λ2k,0
= 1 .
(3) There exists a C > 0 and a sequence ak ∈ ℓ20,0(k) such that for all k > 0 and
all λ ∈ Uk,δ we have∣∣∣∣λk,0 · ∆(λ)2 − 4(λ− κk,1) · (λ− κk,2) −
(
− 1
16
)∣∣∣∣ ≤ Ck · (|λ− κk,1|+ |λ− κk,2|) + ak ,
106 S. KLEIN
whereas for k < 0 and λ ∈ Uk,δ we have∣∣∣∣λ3k,0 · ∆(λ)2 − 4(λ− κk,1) · (λ− κk,2) −
(
− 1
16
)∣∣∣∣ ≤ C k3 · (|λ− κk,1|+ |λ− κk,2|) + ak .
Proof. For (1) and (2). Let us put f0(λ) := ∆0(λ)
2− 4 = −4 sin(ζ(λ))2 and f(λ) :=
∆(λ)2 − 4 . Then we have f − f0 ∈ As(C∗, ℓ20,0, 2) by Corollary 11.4(3).
Moreover we put
f˜(λ) := − 1
4λ
· (λ− κ0,1)(λ− κ0,2) ·
∞∏
k=1
(λ− κk,1) (λ− κk,2)
(16 π2 k2)2
·
∞∏
k=1
(λ− κ−k,1) (λ− κ−k,2)
λ2
= −4
λ
· 1
τ1 · τ2 · c1(λ) · c2(λ)
with
cν(λ) :=
1
4
τν (λ− κ0,ν)
∞∏
k=1
κk,ν − λ
16 π2 k2
∞∏
k=1
λ− κ−k,ν
λ
and
τν :=
(∏
k∈Z
λk,0
κk,ν
)1/2
for ν ∈ {1, 2} .
By Proposition 10.1(1) we have
cν − τν c0 ∈ As∞(C∗, ℓ2−1, 1) and cν − τ−1ν c0 ∈ As0(C∗, ℓ21, 1)
and therefore
f˜ − f0 ∈ As∞(C∗, ℓ20, 2) and f˜ − τ−21 τ−22 f0 ∈ As0(C∗, ℓ20, 2) .
The holomorphic functions f and f˜ have the same zeros with multiplicities, and by
the preceding asymptotic estimates they satisfy the hypotheses of Proposition 6.7(3)
with τ± = 1 = τ˜+ and τ˜− = τ
−2
1 τ
−2
2 . It follows from that proposition that there
exists a constant A ∈ C∗ with f = A · f˜ , 1 = A · 1 and 1 = A · τ−11 τ−22 . Thus we
have f˜ = f and
1 = A = τ 21 τ
2
2 =
∏
k∈Z
λ2k,0
κk,1 κk,2
.
For (3). We first consider the case k > 0 . By Corollary 10.3(1), there exists for
ν ∈ {1, 2} a constant Cν > 0 and a sequence a[ν]k ∈ ℓ20,−2(k) such that we have for all
k > 0 and all λ ∈ Uk,δ∣∣∣∣ cν(λ)τ−1ν · (λ− κk,ν) − (−1)
k
8
∣∣∣∣ ≤ Cν |λ− κk,ν|k + a[ν]k ,
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and therefore∣∣∣∣ c1(λ) · c2(λ)τ1 τ2 (λ− κk,1) (λ− κk,2) − 164
∣∣∣∣
≤
∣∣∣∣ c1(λ)τ1 (λ− κk,1)
∣∣∣∣ · ∣∣∣∣ c2(λ)τ2 (λ− κk,2) − (−1)
k
8
∣∣∣∣+ ∣∣∣∣ c1(λ)τ1 (λ− κk,1) − (−1)
k
8
∣∣∣∣ · ∣∣∣∣(−1)k8
∣∣∣∣
≤C ·
( |λ− κk,1|
k
+
|λ− κk,2|
k
)
+ ak (11.9)
with C > 0 and ak ∈ ℓ20(k > 0) . Furthermore, we have∣∣∣∣λk,0λ − 1
∣∣∣∣ = |λk,0 − λ||λ| = O(k−1) . (11.10)
By (1), we have
∆(λ)2 − 4 = −4
λ
· c1(λ) · c2(λ)
τ1 τ2
and therefore by the estimates Equations (11.9) and (11.10) we obtain
∣∣∣∣λk,0 · ∆(λ)2 − 4(λ− κk,1) · (λ− κk,2) −
(
− 1
16
)∣∣∣∣ = ∣∣∣∣4 λk,0λ c1(λ) · c2(λ)τ1 τ2 (λ− κk,1) (λ− κk,2) − 116
∣∣∣∣
≤
∣∣∣∣λk,0λ − 1
∣∣∣∣︸ ︷︷ ︸
=O(k−1)
·
∣∣∣∣4 c1(λ) · c2(λ)τ1 τ2 (λ− κk,1) (λ− κk,2)
∣∣∣∣︸ ︷︷ ︸
=O(1)
+4
∣∣∣∣ c1(λ) · c2(λ)τ1 τ2 (λ− κk,1) (λ− κk,2) − 164
∣∣∣∣︸ ︷︷ ︸
≤C·
(
|λ−κk,1|
k
+
|λ−κk,2|
k
)
+ak
≤C
′
k
· (|λ− κk,1|+ |λ− κk,2|) + a′k
with a new C ′ > 0 and a new sequence a′k ∈ ℓ20(k > 0) . This proves (3) for the case
k > 0 .
In the case k < 0 we proceed similarly. The estimate analogous to Equation (11.9)
is ∣∣∣∣ c1(λ) · c2(λ)τ−11 τ−12 (λ− κk,1) (λ− κk,2) − 164 λ−2k,0
∣∣∣∣ ≤ C · (|λ− κk,1|+ |λ− κk,2|) · k7 + ak
with C > 0 and ak ∈ ℓ2−4(k) , and the estimate Equation (11.10) also holds in the
case k < 0 .
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We thus obtain (note that we have τ1 τ2 = τ
−1
1 τ
−1
2 by (2))∣∣∣∣λ3k,0 · ∆(λ)2 − 4(λ− κk,1) · (λ− κk,2) −
(
− 1
16
)∣∣∣∣ = ∣∣∣∣4 λ3k,0λ c1(λ) · c2(λ)τ1 τ2 (λ− κk,1) (λ− κk,2) − 116
∣∣∣∣
≤
∣∣∣∣λk,0λ − 1
∣∣∣∣︸ ︷︷ ︸
=O(k−1)
·
∣∣∣∣4 λ2k,0 c1(λ) · c2(λ)τ1 τ2 (λ− κk,1) (λ− κk,2)
∣∣∣∣︸ ︷︷ ︸
=O(1)
+ 4 λ2k,0︸ ︷︷ ︸
=O(k−4)
∣∣∣∣ c1(λ) · c2(λ)τ−11 τ−12 (λ− κk,1) (λ− κk,2) − 164 λ−2k,0
∣∣∣∣︸ ︷︷ ︸
≤C·(|λ−κk,1|+|λ−κk,2|)·k7+ak
≤C ′ k3 · (|λ− κk,1|+ |λ− κk,2|) + a′k
with new constants C ′ > 0 and a′k ∈ ℓ20(k < 0) . This proves also the case k < 0 . 
Finally we consider the extended frame F (x, λ) := Fλ(x) associated to a potential
(u, uy) ∈ Potnp , see Section 2. For the construction of the Darboux coordinates on
the space of (periodic) potentials in Section 14, we need an asymptotic estimate for
F (x, λ) that is uniform in x ∈ [0, 1] , and which is analogous to the asymptotics we
have for the monodromy M(λ) = F (1, λ) . The following proposition provides the
necessary result:
Proposition 11.7. Let (u, uy) ∈ Potnp and F (x, λ) :=
(
a(x,λ) b(x,λ)
c(x,λ) d(x,λ)
)
be the extended
frame associated to (u, uy) . We also consider the extended frame of the vacuum
F0(x, λ) :=
(
a0(x, λ) b0(x, λ)
c0(x, λ) d0(x, λ)
)
:=
(
cos(x ζ(λ)) −λ−1/2 sin(x ζ(λ))
λ1/2 sin(x ζ(λ)) cos(x ζ(λ))
)
and put τ(x) := e−(u(0)+u(x))/4 , υ(x) := e(u(x)−u(0))/4 .
Then for every x ∈ [0, 1] we have
(1)
a(x, λ)− υ(x) a0(x, λ) ∈ As∞(C∗, ℓ20, 1)
b(x, λ)− τ(x)−1 b0(x, λ) ∈ As∞(C∗, ℓ21, 1)
c(x, λ)− τ(x) c0(x, λ) ∈ As∞(C∗, ℓ2−1, 1)
d(x, λ)− υ(x)−1 d0(x, λ) ∈ As∞(C∗, ℓ20, 1)
(2)
a(x, λ)− υ(x)−1 a0(x, λ) ∈ As0(C∗, ℓ20, 1)
b(x, λ)− τ(x) b0(x, λ) ∈ As0(C∗, ℓ2−1, 1)
c(x, λ)− τ(x)−1 c0(x, λ) ∈ As0(C∗, ℓ21, 1)
d(x, λ)− υ(x) d0(x, λ) ∈ As0(C∗, ℓ20, 1) ,
and these asymptotic estimates are uniform in the sense that there exist bounding
sequences that are suitable for all x ∈ [0, 1] .
SPECTRAL THEORY FOR SIMPLY PERIODIC SOLUTIONS OF SINH-GORDON 109
Proof. For given x0 ∈ [0, 1] , we consider the functions u˜, u˜y given for t ∈ [0, 1] by
u˜(t) =
{
u(t) for 0 ≤ t ≤ x0
u(x0) for x0 < t ≤ 1
and u˜y(t) =
{
uy(t) for 0 ≤ t ≤ x0
0 for x0 < t ≤ 1
.
Then we have (u˜, u˜y) ∈ Potnp .
Let us denote by F˜ (t, λ) the extended frame of the potential (u˜, u˜y) , and let us
denote by F̂ (t, λ) the extended frame of the constant potential (û = u(x0), ûy = 0) ∈
Pot . (For the geometric meaning of this constant potential, refer to Remark 6.6.)
Then we have for t ∈ [0, 1]
F˜ (t, λ) =
{
F (t, λ) for 0 ≤ t ≤ x0
F̂ (t− x0, λ) · F (x0, λ) for x0 < t ≤ 1
,
in particular
F (x0, λ) = F̂ (1− x0, λ)−1 · F˜ (1, λ) .
By Theorem 11.2, we have F˜ (1, λ) = M˜(λ) ∈ Monτ=e−(u(0)+u(x0))/4,υ=e(u(x0)−u(0))/4 , and
because the set P of potentials (u˜, u˜y) , where x0 runs through [0, 1] , is relatively
compact in Pot , there exists bounding sequences corresponding to this asymptotic
that are independent of x0 ∈ [0, 1] .
Concerning the extended frame F̂ (t, λ) of the constant potential, we note that the
corresponding 1-form
α̂λ =
1
4
(
0 −eu(x0)/2 − λ−1 e−u(x0)/2
eu(x0)/2 + λ e−u(x0)/2 0
)
dx
is independent of t , and therefore can be calculated explicitly as
F̂ (t, λ) = exp(t · α̂λ) =
(
cos(t · ξ(λ)) −β(λ)−1 · sin(t · ξ(λ))
β(λ) · sin(t · ξ(λ)) cos(t · ξ(λ))
)
with
ξ(λ) :=
1
4
√
(λ e−u(x0)/2 + eu(x0)/2) · (λ−1 e−u(x0)/2 + eu(x0)/2)
and β(λ) :=
√
eu(x0)/2 + λ e−u(x0)/2
eu(x0)/2 + λ−1 e−u(x0)/2
(compare the proof of Proposition 6.5(2)). An explicit calculation shows that F˜ (t, λ)
is asymptotically close to(
a0(t, λ) e
u(x0)/2 b0(t, λ)
e−u(x0)/2 c0(t, λ) d0(t, λ)
)
resp. to
(
a0(t, λ) e
−u(x0)/2 b0(t, λ)
eu(x0)/2 c0(t, λ) d0(t, λ)
)
for λ→∞ resp. for λ→ 0 .
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It follows that for λ → ∞ , F (x0, λ) = F̂ (1 − x0, λ)−1 · F˜ (1, λ) is for λ → ∞
asymptotically close to (where we abbreviate ζ := ζ(λ) )(
a0(1− x0, λ) eu(x0)/2 b0(1− x0, λ)
e−u(x0)/2 c0(1− x0, λ) d0(1 − x0, λ)
)−1
·
(
e(u(x0)−u(0))/4 a0(1, λ) e(u(0)+u(x0))/4 b0(1, λ)
e−(u(0)+u(x0))/4 c0(1, λ) e−(u(x0)−u(0))/4 d0(1, λ)
)
=
(
d0(1− x0, λ) −eu(x0)/2 b0(1− x0, λ)
−e−u(x0)/2 c0(1− x0, λ) a0(1 − x0, λ)
)
·
(
e(u(x0)−u(0))/4 a0(1, λ) e(u(0)+u(x0))/4 b0(1, λ)
e−(u(0)+u(x0))/4 c0(1, λ) e−(u(x0)−u(0))/4 d0(1, λ)
)
=
(
e(u(x0)−u(0))/4 cos((1 − x0)ζ) cos(ζ) + e(u(x0)−u(0))/4 sin((1 − x0) ζ) sin(ζ)
−e−(u(0)+u(x0))/4 λ1/2 sin((1− x0) ζ) cos(ζ) + e−(u(0)+u(x0))/4 cos((1 − x0) ζ)λ1/2 sin(ζ)
−e(u(0)+u(x0))/4 cos((1 − x0) ζ)λ−1/2 sin(ζ) + e(u(x0)+u(0))/4 λ−1/2 sin((1 − x0) ζ) cos(ζ)
e(u(0)−u(x0))/4 λ1/2 sin((1− x0) ζ)λ−1/2 sin(ζ) + e−(u(x0)−u(0))/4 cos((1 − x0) ζ) cos(ζ)
)
=
(
e(u(x0)−u(0))/4 cos(x0 ζ) −e(u(0)+u(x0))/4 λ−1/2 sin(x0 ζ)
e−(u(0)+u(x0))/4 λ1/2 sin(x0 ζ) e−(u(x0)−u(0))/4 cos(x0 ζ)
)
=
(
υ(x0) a0(x0, λ) τ(x0)−1 b0(x0, λ)
τ(x0) c0(x0, λ) υ(x0)−1 d0(x0, λ)
)
.
An analogous calculation shows that for x→ 0 , F (x0, λ) is asymptotically close to(
υ(x0)
−1 a0(x0, λ) τ(x0) b0(x0, λ)
τ(x0)
−1 c0(x0, λ) υ(x0) d0(x0, λ)
)
.

12. Non-special divisors and the inverse problem for Mon→ Div
In this section we characterize the pairs (Σ,D) which uniquely define a monodromy
M(λ) ∈ Mon such that (Σ,D) is the spectral data of M(λ) . Remember that in
Section 3, we associated to any M(λ) ∈ Mon (henceforth, we will no longer consider
non-periodically asymptotic objects, i.e. from here on we will always suppose υ = 1 )
the trace function ∆(λ) := tr(M(λ)) and thereby the spectral curve
Σ := { (λ, µ) ∈ C∗ × C |µ2 −∆(λ) · µ+ 1 = 0 } , (12.1)
and moreover the spectral divisor, i.e. the generalized divisor D on Σ generated by
1 and µ−d
c
. D is positive and asymptotic (see Definition 8.3).
We now suppose that any pair (Σ,D) is given, and ask if there exists a monodromy
M(λ) ∈ Mon such that (Σ,D) is the spectral data of M(λ) . Here we suppose that
Σ is a spectral curve “of the type we consider”, i.e. that there exists a holomorphic
function ∆ : C∗ → C with ∆ − ∆0 ∈ As(C∗, ℓ20,0, 1) so that the complex curve Σ
is given by Equation (12.1). Moreover, we suppose that D is a generalized divisor
on Σ , i.e. a subsheaf of the sheaf of meromorphic functions on Σ that is finitely
generated over the sheaf O of holomorphic functions on Σ ; moreover we require D
to be positive (i.e. O ⊂ D ) and asymptotic in the sense of Definition 8.3.
However it turns out that two further conditions need to be imposed on D so
that (Σ,D) is the spectral data of a monodromy M(λ) ∈ Mon . The first of these
conditions, which we call “D is compatible” below, is a condition concerning the local
structure of spectral divisors at singularities of Σ , namely precisely the property that
has been shown for spectral divisors in Proposition 3.7(2). Thus every spectral divisor
D also is compatible.
The second condition that we need to impose is one also concerning the asymptotic
behavior of D , namely that D is non-special (which is also required in the case
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of finite type divisors). We have not yet shown that all spectral divisors are non-
special (because the definition of specialty involves the asymptotic behavior near λ =
∞ resp. λ = 0 , we could not have done so in Section 3), but this follows from
Theorem 12.3 below, which states that a compatible, asymptotic, positive generalized
divisor D is a spectral divisor corresponding to some monodromy M(λ) if and only
if it is non-special.
As in Section 3, we let O be the sheaf of holomorphic functions on Σ , Σ̂ be the
normalization of Σ , and Ô be the direct image onto Σ of the sheaf of holomorphic
functions on Σ̂ . For a positive generalized divisor D we call the classical divisor
D : Σ→ IN0, (λ, µ) 7→ dim(D(λ,µ)/O(λ,µ))
the underlying classical divisor of Σ , and in Definition 8.3 we described what it means
for D resp. D to be asymptotic. In the sequel, we will also use other notations from
Section 3.
Definition 12.1. Let D be an asymptotic, positive generalized divisor on Σ .
(1) We call D compatible, if for every singular point (λ∗, µ∗) ∈ Σ that is in the
support of D , say with degree m := dim(D(λ∗,µ∗)/O(λ∗,µ∗)) ≥ 1 , there exists
g ∈ D(λ∗,µ∗) so that η := g − µ−µ
−1
(λ−λ∗)m is a meromorphic function germ in λ
alone, with polordΣ(η) ≤ polordΣ(g) .
(2) We call D special, if D contains a section f that is a non-constant meromor-
phic function on Σ which is bounded on V̂δ for some δ > 0 . Otherwise we
say that D is non-special.
We prepare the proof of the theorem on the reconstruction of the monodromy from
the spectral data (Theorem 12.3) with the following lemma:
Lemma 12.2. Let D be a compatible, positive generalized divisor on Σ , and (λ∗, µ∗) ∈
Σ is in the support of D , i.e. m := dim(D(λ∗,µ∗)/O(λ∗,µ∗)) ≥ 1 holds. We further sup-
pose that (λ− λ∗)−1 is not a section of D .
Moreover, we suppose that holomorphic function germs c, d in λ at λ = λ∗ are
given with ordCλ∗(c) = m . In the sequel we give a characterization of the condition
that µ−d
c
∈ D(λ∗,µ) holds for “all” (one or two) values of µ ∈ C∗ with (λ∗, µ) ∈ Σ ;
for this we distinguish between regular and singular points (λ∗, µ∗) of Σ .
(1) Suppose that (λ∗, µ∗) is a regular point of Σ . If (λ∗, µ∗) is not a branch point
(i.e. ∆(λ∗)2 − 4 6= 0 holds), then the holomorphic function µ−1 on Σ can
near (λ∗, µ∗) be represented as a holomorphic function ϑ(λ) in λ , and we
have µ−d
c
∈ D(λ∗,µ∗) and µ−dc ∈ D(λ∗,µ−1∗ ) if and only if we have
d(k)(λ∗) = ϑ(k)(λ∗) for k ∈ {0, . . . , m− 1} . (12.2)
If (λ∗, µ∗) is a branch point (i.e. ∆2 − 4 has a simple zero at λ∗ ) then we
have m = 1 , and µ−d
c
∈ D(λ∗,µ∗) holds if and only if we have
d(λ∗) = µ−1∗ . (12.3)
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(2) Suppose that (λ∗, µ∗) is a singular point of Σ (i.e. ∆2−4 has a zero of order
n̂ ≥ 2 at λ∗ ); we let g ∈ D(λ∗,µ∗) be so that η := g− µ−µ
−1
(λ−λ∗)m is a meromorphic
function germ in λ alone, with polordΣ(η) ≤ polordΣ(g) . Then m ≤ n̂ − j0
holds, η˜ := 1
2
(
∆ − (λ − λ∗)m · η
)
is a holomorphic function germ in λ , and
µ−d
c
∈ D(λ∗,µ∗) holds if and only if we have
d(k)(λ∗) = η˜(k)(λ∗) for k ∈ {0, . . . , m− 1} . (12.4)
Addendum. If the condition of Equation (12.2), (12.3) or (12.4) holds in the setting
of (1) resp. (2), then the function germ b := (∆−d)·d−1
c
is holomorphic at λ∗ .
Proof. For (1). If (λ∗, µ∗) is a regular point of Σ , then D(λ∗,µ∗) is completely char-
acterized by the underlying classical divisor, therefore a meromorphic function germ
f is in D(λ∗,µ∗) if and only if it has at (λ∗, µ∗) at most a pole of order m . Let us
now first suppose that (λ∗, µ∗) is not a branch point of Σ . We then have µ−1∗ 6= µ∗ ,
and because of the hypothesis that (λ − λ∗)−1 is not a section of D , we see that
(λ∗, µ−1∗ ) is not in the support of D . Therefore f ∈ D(λ∗,µ−1∗ ) holds if and only if f is
holomorphic at (λ∗, µ∗) . Moreover, O(λ∗,µ∗) is generated by λ as a ring, and there-
fore the holomorphic function µ−1 can near (λ∗, µ∗) be represented as a holomorphic
function ϑ(λ) in λ . In any event, µ−d
c
has at (λ∗, µ∗) a pole of order at most m ,
and therefore µ−d(λ)
c(λ)
∈ D(λ∗,µ∗) holds. In this situation, Equation (12.4) is equivalent
to the fact that the holomorphic function germ µ − d(λ) has at (λ∗, µ−1∗ ) a zero of
order at least m , and this is in turn equivalent to the fact that µ−d(λ)
c(λ)
is holomorphic
at (λ∗, µ−1∗ ) , which is equivalent to
µ−d(λ)
c(λ)
∈ D(λ∗,µ∗) . Moreover, we have
(∆− d) · d− 1 = (µ+ µ−1 − d) · d− µ · µ−1 = −(µ− d) · (µ−1 − d) , (12.5)
therefore the function (∆− d) · d− 1 has a zero of order at least m at λ∗ . Because
c also has a zero of order m at λ∗ , it follows that b is holomorphic at λ∗ .
Now suppose that (λ∗, µ∗) is a regular branch point of Σ . Then µ∗ = µ−1∗ holds,
and because dλ has a simple zero at λ∗ , the function (λ− λ∗)−1 has a pole of order
2 when regarded as a meromorphic function on Σ . Therefore m ≥ 2 would imply
that (λ− λ∗)−1 is a section of D , in contradiction to the hypothesis. Hence m = 1
holds. Therefore c has a simple zero as a function in λ , but a zero of order 2 as a
holomorphic function germ on Σ . In this situation, the equation d(λ∗) = µ−1∗ = µ∗ is
equivalent to the fact that µ− d(λ) has (at least) a simple zero at (λ∗, µ∗) (because
µ is a coordinate on Σ near (λ∗, µ∗) ); this is equivalent to
µ−d
c
having at most a pole
of order 1 at (λ∗, µ∗) and therefore to
µ−d
c
∈ D(λ∗,µ∗) . Moreover, because µ−1 − d
also has a zero at (λ∗, µ∗) , Equation (12.5) shows that the function (∆ − d) · d − 1
has as function on Σ a zero of order at least 2 , and therefore as function in λ a zero
of order at least 1 . Because c also has a zero of order m = 1 as function in λ , it
follows again that b is holomorphic.
For (2). Because D is compatible, there exists g ∈ D(λ∗,µ∗) so that η := g− µ−µ
−1
(λ−λ∗)m
is a meromorphic function germ in λ alone, with polordΣ(η) ≤ polordΣ(g) . Here the
pole order of η (as a function of λ ) is at most m , and therefore (λ − λ∗)m · η and
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hence also η˜ is holomorphic. Moreover, because c has at λ∗ a zero of order m , there
exists an invertible γ ∈ Oλ∗(λ) with c = γ · (λ− λ∗)m . We now calculate
µ− d
c
− 1
2γ
g =
µ− d
c
− 1
2γ
(
η +
µ− µ−1
(λ− λ∗)m
)
=
µ− d
c
− µ− µ
−1
2γ (λ− λ∗)m −
(λ− λ∗)m · η
2γ (λ− λ∗)m
=
2µ− 2d− µ+ µ−1 − (λ− λ∗)m · η
2 c
=
µ+ µ−1 − 2d− (λ− λ∗)m · η
2 c
=
∆− 2d− (λ− λ∗)m · η
2 c
=
η˜ − d
c
.
Because we have 1
2γ
g ∈ D(λ∗,µ∗) , this calculation shows that µ−dc ∈ D(λ∗,µ∗) holds if
and only if η˜−d
c
∈ D(λ∗,µ∗) holds. Because the latter germ is meromorphic in λ alone,
and we have (λ− λ∗)−1 6∈ D(λ∗,µ∗) by hypothesis, η˜−dc ∈ D(λ∗,µ∗) holds if and only if
η˜−d
c
is holomorphic, and this is true if and only if η˜ − d has a zero of order at least
m (with respect to λ ). The latter condition is equivalent to (12.4).
For the proof of the Addendum, we let n̂ be the order of the singularity (λ∗, µ∗) of
Σ , i.e. n̂ is the order of the zero of ∆2 − 4 at λ∗ . In the sequel, we will distinguish
between the cases that n̂ = 2n + 1 is odd, and that n̂ = 2n is even. Moreover let
s ≥ 0 be the maximal pole order that occurs in D(λ∗,µ∗) . As a first stage for the proof,
we will show that
s ≤ n̂− 2j0 (12.6)
holds, where j0 ∈ {0, . . . , n} is the number from Proposition 3.3. Let f ∈ D(λ∗,µ∗) be
of pole order s . By the fact that D is a O-module and by Proposition 3.3 it then
follows that
(λ− λ∗)n−j0 · f , µ− µ
−1
(λ− λ∗)j0 · f ∈ D(λ∗,µ∗) . (12.7)
If n̂ = 2n + 1 is odd, then (12.7) means that√
λ− λ∗
2n−2j0 · f ,
√
λ− λ∗
2n−2j0+1 · f ∈ D(λ∗,µ∗)
and therefore √
λ− λ∗
−s+2n−2j0 · Ô(λ∗,µ∗) ⊂ D(λ∗,µ∗)
holds, where Ô denotes the direct image of the sheaf of holomorphic functions on the
normalization of Σ . If −s+2n− 2j0 ≤ −2 were true, this would imply (λ− λ∗)−1 ∈
D(λ∗,µ∗) , in contradiction to the hypothesis. Thus we have −s + 2n − 2j0 ≥ −1 and
therefore (12.6) holds in this case.
If n̂ = 2n is even, then we represent f = (f1, f2) as a pair of germs of meromorphic
functions in λ at the two points above (λ∗, µ∗) in the normalization of Σ , and denote
the pole order of fν by sν ( ν ∈ {1, 2} ), ordered such that s1 ≥ s2 holds. Then we
have s1 + s2 = s , and (12.7) means that
(λ− λ∗)−s1+n−j0 · Ô(λ∗,µ∗) ⊂ D(λ∗,µ∗)
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holds. If −s1 + n − j0 ≤ −1 were true, this would imply (λ − λ∗)−1 ∈ D(λ∗,µ∗) , in
contradiction to the hypothesis. Therefore we have −s1 + n− j0 ≥ 0 , whence (12.6)
follows also in this case.
It follows from (12.6) by Proposition 3.5 that
m = s+ j0 ≤ n̂− j0 (12.8)
holds.
To show that b is holomorphic in λ , we note that by (12.4), d− η˜ has at λ∗ a zero
of order m (with respect to λ ), so we can represent d in the form d = η˜+(λ−λ∗)m ·ζ
with a holomorphic function germ ζ in λ . We now calculate:
b =
(∆− d) · d− 1
c
=
(∆− η˜ − (λ− λ∗)m · ζ) · (η˜ + (λ− λ∗)m · ζ)− 1
γ · (λ− λ∗)m
=
1
γ
·
(
(∆− η˜) · η˜ − 1
(λ− λ∗)m +∆ ζ − 2 η˜ ζ − (λ− λ∗)
m ζ2
)
. (12.9)
Because ∆ ζ − 2 η˜ ζ − (λ− λ∗)m ζ2 is obviously holomorphic, it remains to show that
(∆−η˜)·η˜−1
(λ−λ∗)m is holomorphic. For this purpose, we continue to calculate:
(∆− η˜) · η˜ − 1
(λ− λ∗)m =
(
∆− 1
2
(∆− (λ− λ∗)mη)
) · 1
2
(
∆− (λ− λ∗)mη
)− 1
(λ− λ∗)m
=
1
4
(
∆+ (λ− λ∗)mη
)·(∆− (λ− λ∗)mη)− 4
(λ− λ∗)m
=
1
4
∆2−((λ− λ∗)m η)2 − 4
(λ− λ∗)m =
1
4
(
∆2 − 4
(λ− λ∗)m − (λ− λ∗)
m · η2
)
.
(12.10)
∆2− 4 has (with respect to λ ) a zero of order n̂ , whereas (λ−λ∗)m has by (12.8) a
zero of order at most n̂− j0 ≤ n̂ . Therefore ∆2−4(λ−λ∗)m is holomorphic in λ . Moreover,
we have
polordC(η2) = polordΣ(η) ≤ polordΣ(g) ≤ s = m− j0 ≤ m
(where the last equals sign again follows from Proposition 3.5), and hence (λ−λ∗)m ·η2
is also holomorphic. Therefore it follows from Equation (12.10) that (∆−η˜)·η˜−1
(λ−λ∗)m is
holomorphic, and thus we see from Equation (12.9) that b is holomorphic. 
Now we are ready to prove that any non-special, compatible, asymptotic, positive
generalized divisor on Σ is the spectral divisor of an asymptotic monodromy M(λ) ∈
Mon . This is the content of the implication (a) ⇒ (c) of the following theorem. Also
note the equivalence (a) ⇔ (b) of the theorem, which shows that for a compatible,
asymptotic, positive divisor D the property that D is non-special (which is by its
definition related to the behavior of D near λ = 0 and λ =∞ ) can be characterized
in terms of the local behavior of D at the points of its support.
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Theorem 12.3. Let D be an compatible, asymptotic, positive generalized divisor on
Σ . Then the following statements are equivalent:
(a) D is non-special.
(b) There does not exist any λ∗ ∈ C∗ so that the meromorphic function (λ−λ∗)−1
on Σ is a section of D .
(c) There exists a monodromy M(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
∈ Mon with a + d = ∆ , such
that D is the spectral divisor of M(λ) , i.e. D is generated by 1 and µ−d
c
over O . Moreover, M(λ) is determined uniquely up to a joint change of sign
of the functions b and c .
(d) There is one and only one global meromorphic function f on Σ that is a sec-
tion of D and such that
(
f − i
τ
√
λ
)
|V̂δ ∈ As∞(V̂δ, ℓ21, 0) and
(
f − i
τ−1
√
λ
)
|V̂δ ∈
As0(V̂δ, ℓ
2
−1, 0) holds for some δ > 0 . (Here
√
λ is a fixed holomorphic branch
of the square root function on V̂δ , and τ ∈ C∗ is defined by Equation (10.1)
via the underlying classical divisor D = {(λk, µk)} of D .)
Addendum. If D is non-special, then the following statements hold concerning the
monodromy M(λ) in (c), where we let D = {(λk, µk)}k∈Z be the underlying classical
divisor of D :
(1) c is characterized up to sign by the fact that it has zeros in all the λk (with the
correct multiplicity) and no others; this function is given by Equation (10.2) in
Proposition 10.1.
(2) The functions a resp. d satisfy a(λk) = µk resp. d(λk) = µ
−1
k for all k ∈ ZZ ;
these functions are given by Equations (10.18) and (10.21) in Proposition 10.4
(where the tλ∗,j are uniquely determined from the spectral data (Σ,D) ).
(3) The function b is characterized by det(M) = ad− bc = 1 .
(4) We have M(λ) ∈ Monτ with τ = ±
(∏
k∈Z
λk,0
λk
)1/2
.
(5) M(λ) is uniquely determined by the spectral data (Σ,D) up to a joint change
of sign of b , c and τ .
Moreover, the uniquely determined function f from (d) then equals ±µ−d
c
. If we
choose a sign for the holomorphic function
√
λ on V̂δ , the condition that f =
µ−d
c
holds in (d) determines the sign of c in (1) and the sign of τ in (4), and therefore
determines M(λ) in (5).
Proof. For (a) ⇒ (b). Assume to the contrary that there exists λ∗ ∈ C∗ so that
f := (λ− λ∗)−1 is a section of D . Then we can choose δ > 0 so large that λ∗ 6∈ Vδ
holds, and with this choice of δ , the non-constant meromorphic function f is bounded
on V̂δ . Therefore D would be special, in contradiction to the hypothesis (a).
For (b) ⇒ (c). Because D is asymptotic, the underlying classical divisor D is of
the form D = {(λk, µk)}k∈Z with λk − λk,0 ∈ ℓ2−1,3(k) and µk − µk,0 ∈ ℓ20,0(k) .
By Proposition 10.1(1),
τ := ±
(∏
k∈Z
λk,0
λk
)1/2
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then converges in C∗ , and after fixing the sign of τ , there exists a holomorphic
function c(λ) on C∗ with zeros in all the λk (with multiplicity) and no others, and
which satisfies the asymptotic property
c− τ c0 ∈ As∞(C∗, ℓ2−1, 1) and c− τ−1 c0 ∈ As0(C∗, ℓ21, 1) ;
c is unique by Proposition 6.7(1), and c(λ) is given explicitly by Equation (10.2).
The next step of the construction is to obtain a holomorphic function d with d−d0 ∈
As(C∗, ℓ20,0, 1) such that
µ−d
c
is a global section of D . For this purpose, we apply
Lemma 12.2, which is applicable because of the hypothesis (b). This lemma shows
that the condition that µ−d
c
be a section of D is equivalent to the prescription of the
values of d(ν)(λk) for every k ∈ ZZ and ν ∈ {0, . . . , m − 1} , where m is the degree
of the point (λk, µk) in D , and m also equals the multiplicity of the zero λk of c .
Therefore Proposition 10.4(1), (2) shows (see Remark 10.5) that there exists one and
only one holomorphic function d with d− d0 ∈ As(C∗, ℓ20,0, 1) so that the conditions
from Lemma 12.2 are satisfied for all points in the support of D , and therefore µ−d
c
is a global section of D .
We let a := ∆− d , this is also a holomorphic function in λ and we have a− a0 ∈
As(C∗, ℓ20,0, 1) . Moreover, b :=
ad−1
c
is holomorphic by the Addendum of Lemma 12.2.
From the equation
b− τ−1 b0 = ad− 1
c
− a0 d0 − 1
τ c0
=
1
c
·((a− a0) d+ a0 (d− d0))− b0
τ c
· (c− τ c0)
one obtains (b−τ−1 b0)|Vδ ∈ As∞(C∗, ℓ21, 1) and then by Proposition 9.4(1) b−τ−1 b0 ∈
As∞(C∗, ℓ21, 1) . Similarly one also shows b− τ b0 ∈ As0(C∗, ℓ2−1, 1) .
We now consider
M(λ) :=
(
a(λ) b(λ)
c(λ) d(λ)
)
.
By the preceding construction, we have det(M(λ)) = 1 , M(λ) ∈ Monτ and a+d = ∆.
Moreover, both 1 and µ−d
c
are global sections of D , so the spectral divisor DM of
M(λ) (which is generated by 1 and µ−d
c
) is contained in D . Both D and DM
are asymptotic divisors, i.e. they have asymptotically and totally the same degree.
Therefore DM ⊂ D in fact implies DM = D .
For (c) ⇒ (d). We let M(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
be the monodromy from (c). Then f :=
µ−d
c
is a section of D , and
(
f − i
τ
√
λ
)
|V̂δ ∈ As∞(V̂δ, ℓ21, 0) and
(
f − i
τ−1
√
λ
)
|V̂δ ∈
As0(V̂δ, ℓ
2
−1, 0) hold by Corollary 11.4(6).
For the proof of the uniqueness of f , we suppose that another section f˜ of D
with
(
f˜ − i
τ
√
λ
)
|V̂δ ∈ As∞(V̂δ, ℓ21, 0) and
(
f˜ − i
τ−1
√
λ
)
|V̂δ ∈ As0(V̂δ, ℓ2−1, 0) is given.
We first show that the odd parts of f and f˜ are equal. Because f and f˜ are
sections in D , g := c · (f − f˜) is a holomorphic function on Σ , and we have (f −
f˜)|V̂δ ∈ As(V̂δ, ℓ21,−1, 0) , and therefore g|V̂δ ∈ As(V̂δ, ℓ20,0, 1) . We now represent g =
g+ + (µ − µ−1) · g− with holomorphic functions g+, g− in λ ∈ C∗ . Along with g ,
we also have ((µ − µ−1) · g−)|V̂δ ∈ As(V̂δ, ℓ20,0, 1) . Because µ − µ−1 is comparable to
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w(λ) on V̂δ , this implies g−|Vδ ∈ As(Vδ, ℓ20,0, 0) and therefore by Proposition 9.4(1)
g− ∈ As(C∗, ℓ20,0, 0) . This shows that the holomorphic function g− on C∗ can be
extended to a holomorphic function on IP1 by setting g−(0) = g−(∞) = 0 . It follows
that g− = 0 holds, and thus the odd parts of f and f˜ are equal.
Because we have
f =
µ− d
c
=
(∆− 2d) + (µ− µ−1)
2c
,
it follows that there exists a meromorphic function d˜ in λ so that
f˜ =
(∆− 2d˜) + (µ− µ−1)
2c
=
µ− d˜
c
holds. Because g = c · (f˜ − f) is holomorphic on Σ , d˜ is in fact holomorphic in λ .
Moreover, (f˜ − f)|V̂δ ∈ As(V̂δ, ℓ21,−1, 0) implies
−d− d˜
c
∣∣∣∣∣
Vδ
=
(
∆− 2d˜
2c
− ∆− 2d
2c
)∣∣∣∣∣
Vδ
∈ As(Vδ, ℓ21,−1, 0)
and therefore (d − d˜)|Vδ ∈ As(Vδ, ℓ20,0, 1) , hence d − d˜ ∈ As(C∗, ℓ20,0, 1) by Proposi-
tion 9.4(1). Lemma 12.2 shows that the condition µ−d
c
∈ H0(Σ,D) prescribes for
any (λ∗, µ∗) in the support of D , say of degree m , the values of d(λ∗) , d′(λ∗) , . . . ,
d(m−1)(λ∗) , and therefore we have ordλ∗(d − d˜) ≥ ordλ∗(c) for every λ∗ ∈ C with
c(λ∗) = 0 . Proposition 6.7(2) shows that d = d˜ and therefore f = f˜ holds.
For (d) ⇒ (a). Suppose that (d) holds, i.e. there exists one and only one section f
of D such that
(
f − i
τ
√
λ
)
|V̂δ ∈ As∞(V̂δ, ℓ21, 0) and
(
f − i
τ−1
√
λ
)
|V̂δ ∈ As0(V̂δ, ℓ2−1, 0)
holds for some δ > 0 .
Assume to the contrary that D is special. Thus there exists a section g of D
which is non-constant and bounded on V̂δ for some δ > 0 . Then we have in partic-
ular 1√
λ
· g|V̂δ ∈ As(V̂δ, ℓ21,−1, 0) , and therefore for every s ∈ C∗ , fs := f + s · 1√λ g
is a section of D different from f , for which
(
fs − iτ √λ
)
|V̂δ ∈ As∞(V̂δ, ℓ21, 0) and(
fs − iτ−1√λ
)
|V̂δ ∈ As0(V̂δ, ℓ2−1, 0) holds. This contradicts the uniqueness statement
of (d). 
With this theorem, we have clarified the equivalence between monodromies M(λ) ∈
Mon and spectral data (Σ,D) .
From this point onward, we would like to avoid technical complications by restricting
the class of divisors in such a way that the generalized divisor D is uniquely determined
by the underlying classical divisor D . We will achieve this by requiring that the degree
of D above any λ∗ ∈ C∗ is at most 1 ; we will call such divisors tame. The set of
tame divisors is open and dense in Div ; also note that the divisor D0 of the vacuum
is tame (see Section 4). Because tame generalized divisors are uniquely characterized
by their underlying classical divisors, we will work mostly with the classical divisors
in the case of tame divisors.
The concept is made precise by the following definition and proposition:
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Definition 12.4. (1) We say that an asymptotic classical divisor D = {(λk, µk)} ∈
Div (viewed as a multi-set of points in C∗×C∗ ) is tame if the λk are pairwise
unequal. We denote the subset of tame divisors in Div by Divtame .
(2) We say that a generalized divisor D on the spectral curve Σ is tame, if it is
compatible, asymptotic and positive, and if the total degree of D above any
λ∗ ∈ C∗ is at most 1 .
(3) We say that a potential (u, uy) ∈ Pot is tame, if its associated spectral divisor
is tame. We denote the subset of tame potentials in Pot by Pottame .
At the end of Section 8 we identified the space Div of asymptotic divisors with the
quotient space (ℓ2−1,3 ⊕ ℓ20,0)/P (ZZ) , and viewed in this way, Divtame is an open and
dense subset of Div . The singular points of Div are those D ∈ Div which contain a
point of multiplicity ≥ 2 , and therefore the points of Divtame are regular points of
Div . Thus Divtame has the structure of an (infinite-dimensional) smooth manifold.
The following Proposition 12.5(1) shows that every tame generalized divisor D is
non-special, and therefore is the spectral divisor of a monodromy M(λ) ; moreover it
shows that if a point (λk, µk) in the support of D is a singular point of Σ for |k| large,
then D looks at (λk, µk) like the spectral divisor of the vacuum at any of its points,
see Section 4. Moreover Proposition 12.5(2) shows that the classical tame divisors D
(regarded as multi-sets of points in C∗ × C∗ ) are in one-to-one correspondence with
the spectral data (Σ,D) , where D is a tame generalized divisor on the spectral curve
Σ . The latter fact justifies our approach of investigating tame classical (rather than
generalized) divisors in the sequel.
Proposition 12.5. (1) Let D be a tame generalized divisor on Σ . Then the
following holds:
(a) The underlying classical divisor D of D is tame.
(b) D is non-special.
(c) We write D = {(λk, µk)} as in Proposition 6.5(3). Then there exists
N ∈ IN such that for every k ∈ ZZ with |k| > N where (λk, µk) is a
singular point of Σ , this singular point is an ordinary double point and
we have D(λk ,µk) = Ô(λk ,µk) . Here Ô denotes the direct image in Σ of
the sheaf of holomorphic functions on the normalization of Σ .
(2) Let D = {(λk, µk)} ∈ Divtame . Then there exists one and only one holomorphic
function ∆ : C∗ → C with ∆ − ∆0 ∈ As(C∗, ℓ20,0, 1) so that the hyperelliptic
complex curve
Σ := { (λ, µ) ∈ C∗ × C∗ ∣∣µ2 −∆(λ) · µ+ 1 = 0 } (12.11)
contains D , and there exists one and only one tame generalized divisor D on
Σ so that D is the support of D .
Proof. For (1)(a). This is obvious.
For (1)(b). For any λ∗ ∈ C∗ , the meromorphic function (λ−λ∗)−1 on Σ has total
pole order 2 above λ∗ (regardless of whether Σ is regular or singular above λ∗ ),
and therefore cannot be a section of the tame divisor D . Thus D is non-special by
Theorem 12.3(b)⇒(a).
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For (1)(c). We enumerate the zeros of the discriminant function ∆2 − 4 by two
sequences (κk,1) and (κk,2) as in Proposition 6.5(1), then there exists N ∈ IN so that
κk,ν ∈ Uk,δ and (λk, µk) ∈ Ûk,δ holds for all k ∈ ZZ with |k| > N and ν ∈ {1, 2} .
Because the excluded domains Uk,δ are disjoint, it follows that ∆
2 − 4 can have only
zeros of order ≤ 2 on Uk,δ with |k| > N , and therefore any singularities of Σ in Ûk,δ
are then of order 2 , i.e. ordinary double points.
Now let k ∈ ZZ be given with |k| > N so that the divisor point (λk, µk) is a
singular point of Σ . By the preceding argument, this singularity of Σ is then an
ordinary double point, and hence the δ-invariant of Σ at (λk, µk) is 1 . Moreover,
D is non-special by (1)(b), and therefore is the spectral divisor of a monodromy
M(λ) ∈ Mon by Theorem 12.3(a)⇒(c). Here the degree of (λk, µk) in D is 1 ,
because D is tame, and therefore it follows from Proposition 3.7(3) that j0 = 1 and
s = 0 holds, where j0 is the number from Proposition 3.3 and s is the maximal
pole order occurring in D(λk,µk) . Because j0 thus equals the δ-invariant of (λk, µk) ,
we have R(λk ,µk) = Ô(λk ,µk) for the ring R(λk ,µk) over which D(λk,µk) is locally free
(see Proposition 3.3), and because of s = 0 we have D(λk,µk) = R(λk ,µk) . Thus
D(λk ,µk) = Ô(λk ,µk) holds.
For (2). We have
1
2
(
µk + µ
−1
k
)− µk,0 = 1
2
(
1− 1
µk µk,0
)
· (µk − µk,0) .
µk−µk,0 ∈ ℓ20,0(k) and µk,0 = (−1)k implies limk→±∞ 12
(
1− 1
µk µk,0
)
= 0 and therefore
by the above calculation 1
2
(
µk + µ
−1
k
) − µk,0 ∈ ℓ20,0(k) . Because D is tame, the λk
are pairwise different, therefore Proposition 10.4(1),(2) shows that there exists one
and only one holomorphic function 1
2
∆ : C∗ → C with 1
2
∆ − 1
2
∆0 ∈ As(C∗, ℓ20,0, 1)
and
1
2
∆(λk) =
1
2
(
µk + µ
−1
k
)
for all k ∈ ZZ .
If we now define the complex curve Σ by Equation (12.11), then we have D ⊂ Σ ,
and there is no other way to choose ∆ so that this inclusion holds. We let O be
the sheaf of holomorphic functions on Σ , and Ô be the direct image of the sheaf of
holomorphic functions on the normalization Σ̂ of Σ .
By Proposition 10.1(1) there exists (up to sign) one and only one holomorphic
function c : C∗ → C with c − τ c0 ∈ As∞(C∗, ℓ2−1, 1) and c − τ−1 c0 ∈ As0(C∗, ℓ21, 1)
for some τ ∈ C∗ , which has zeros at all the λk , k ∈ ZZ and no others. And again
because the λk are pairwise different, there exists one and only one holomorphic
function d : C∗ → C with d− d0 ∈ As(C∗, ℓ20,0, 1) such that d(λk) = µ−1k holds for all
k ∈ ZZ , by Proposition 10.4(1),(2).
We let D be the generalized divisor on Σ generated by 1 and µ−d
c
over O . Clearly
D is positive, and the support of D is D , hence D is asymptotic. Because D is tame,
the total degree of D above any λ∗ ∈ C∗ is at most 1 . Moreover D is compatible:
If (λ∗, µ∗) ∈ D is a singular point of Σ , let g := 2 µ−dλ−λ∗ , then g ∈ H0(Σ,D) holds
and η := g − µ−µ−1
λ−λ∗ =
∆−2d
λ−λ∗ is a meromorphic function in λ with a pole of order at
most 1 . Therefore it follows that D is tame. 
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By virtue of Proposition 12.5, the tame classical divisors are in one-to-one corres-
pondence with spectral data (Σ,D) , where Σ is a spectral curve and D is a tame,
generalized divisor on Σ . In the sequel, we will therefore speak of the spectral curve
Σ and trace function ∆ = µ + µ−1 , and of the tame generalized divisor D on Σ
associated to a tame classical divisor D ∈ Divtame (regarded as a multi-set of points
in C∗×C∗ ). In this manner, any tame classical divisor D gives rise to a monodromy
M(λ) with spectral divisor D by Theorem 12.3.
Part 5. The inverse problem for periodic potentials (Cauchy data)
13. Divisors of finite type
An asymptotic divisor D on a spectral curve Σ is said to be of finite type, if the
following conditions hold:
(1) The spectral curve Σ has finite geometric genus (i.e. only finitely many of the
double points of the spectral curve of the vacuum have “opened up” into a pair
of branch points with positive distance).
(2) All but finitely many of the points (λ∗, µ∗) in the support of D lie in double
points of Σ , and we have D(λ∗,µ∗) = Ô(λ∗,µ∗) , where Ô denotes the direct
image in Σ of the sheaf of holomorphic functions on the normalization of Σ .
Spectral data (Σ,D) of finite type thus look like the spectral data of the vacuum near
all but finitely many of the divisor points, see Section 4. In particular the equation
D(λ∗,µ∗) = Ô(λ∗,µ∗) implies that the ring R(λ∗,µ∗) from Proposition 3.3 over which
D(λ∗,µ∗) is locally free equals Ô(λ∗,µ∗) ; this shows that a generalized divisor D of
finite type is locally free in the normalization Σ̂ of Σ with the exception of finitely
many points.
Among the asymptotic divisors, those that are of finite type play a special role,
because the spectral data associated to solutions u of the sinh-Gordon equation that
are doubly periodic, meaning that there is a number τ ∈ C with Im(τ) > 0 such that
u(z+1) = u(z+ τ) = u(z) holds for all z ∈ C , are of finite type. (Conversely though,
not every solution u associated to spectral data of finite type is doubly periodic,
because an additional periodicity condition has to be fulfilled.) With an additional
closing condition, doubly periodic solutions of the sinh-Gordon equation correspond to
constant mean curvature tori in IR3 , or to minimal tori in S3 . The finite type solutions
u of the sinh-Gordon equation, and consequently the minimal tori, have been famously
classified by Pinkall/Sterling ([PS]), and independently by Hitchin ([Hi]).
For many other integrable systems, where one can similarly define the concept of
a finite type potential, the finite type potentials are known to be dense in the space
of all potentials. For example, this is true for the integrable system associated to the
KdV equation (where the “finite type potentials” are called finite-gap solutions), see
[KP], Section 11. Therefore we expect the finite type potentials to be dense in the
space of all potentials also in our setting for the sinh-Gordon equation, and likewise
that the set of divisors of finite type is dense in the space of all asymptotic potentials.
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It is the objective of the present section to prove the latter statement, i.e. that the
divisors of finite type are indeed dense in Div . Later, in Corollary 15.6(1), we will see
that also the set of finite type potentials in Pottame is dense in Pottame .
We will see that it suffices to consider divisors of finite type that are tame, be-
cause the tame divisors themselves comprise an open and dense set in Div . Proposi-
tion 12.5(1)(c) shows that for a tame generalized divisor D and a point (λk, µk) in
the support of D with |k| large that is a singular point of the associated spectral
curve Σ , we already have that the singularity (λk, µk) is an ordinary double point of
Σ and that D(λk,µk) = Ô(λk ,µk) holds. Moreover by Proposition 12.5 the generalized
tame divisors are in one-to-one correspondence with classical tame divisors. Therefore
the definition of classical finite type divisors given below is for tame divisors equivalent
to the the definition of finite type above.
Definition 13.1. (1) Let D = { (λk, µk) | k ∈ ZZ } be an asymptotic divisor on
a spectral curve Σ with trace function ∆ = µ + µ−1 , and let κk,ν be the
zeros of ∆2 − 4 (see Proposition 6.5(1)). We say that D is of finite type, if
κk,1 = κk,2 = λk holds for all k ∈ ZZ with at most finitely many exceptions.
(2) We say that a potential (u, uy) ∈ Pot is of finite type, if its associated spectral
divisor D is of finite type.
As promised we will show in the present section that the set of finite type divisors
is dense in Div . In fact, the following theorem states that the set of tame divisors of
finite type is dense in Divtame . Because Divtame is open and dense in Div , it follows
from this theorem that the finite type divisors are dense in Div .
Theorem 13.2. Let D = {(λk, µk)} ∈ Divtame be given. Then for every ε > 0 there
exists a divisor of finite type D∗ = {(λ∗k, µ∗k)} ∈ Divtame with
‖D∗ −D‖Div ≤ ε .
Moreover, for given N ∈ IN , D∗ can be chosen such that
∀ k ∈ ZZ, |k| ≤ N : λ∗k = λk , µ∗k = µk (13.1)
holds.
We prepare the proof of Theorem 13.2 with two lemmas. For a given holomorphic
function ∆ with ∆ − ∆0 ∈ As(C∗, ℓ20,0, 1) (intended to be the trace function of a
spectral curve Σ ), the first lemma (Lemma 13.3) studies the asymptotic behavior of
the sequence (ηn) of zeros of ∆
′ . These zeros are of interest in relation to potentials of
finite type because if Σ has an ordinary double point (or, in fact, any other singularity)
above some λ∗ ∈ C∗ , then ∆′(λ∗) = 0 holds. The second lemma (Lemma 13.4)
provides a Lipschitz estimate for the quantity ∆(ηn) − ∆(λn) where (λk) is a fixed
sequence, but ∆ and correspondingly (ηn) varies. Both lemmas will be used in the
proof of Theorem 13.2 to set up a fixed point equation to describe the property of a
divisor being of finite type, and to show that the Banach fixed point theorem applies
to this equation.
122 S. KLEIN
Lemma 13.3. (1) Let ∆ : C∗ → C be a holomorphic function with ∆ − ∆0 ∈
As(C∗, ℓ20,0, 1) . Then ∆
′ has asymptotically and totally a zero in each excluded
domain Uk,δ , and besides these exactly one additional zero.
If η∗ ∈ C∗ denotes a zero of ∆′ for which |η∗ − 1| becomes minimal, and
if we denote by (ηk)k∈Z the sequence of the remaining zeros of ∆′ , where
ηk ∈ Uk,δ holds for |k| large, then ηk − λk,0 ∈ ℓ2−1,3(k) holds.
In the sequel, we will denote the sequence of all zeros of ∆′ by (ηk)k∈Z∪{∗} .
(2) Let R0 > 0 , let ∆
[1],∆[2] : C∗ → C be two holomorphic functions with ∆[ν] −
∆0 ∈ As(C∗, ℓ20,0, 1) and ‖∆[ν] − ∆0‖As(C∗,ℓ20,0,1) ≤ R0 for ν ∈ {1, 2} . We
denote the zeros of ∆[ν]′ as in (1) by (η[ν]k )k∈Z∪{∗} . Then there exists a constant
C > 0 , dependent only on R0 , such that
|η[1]k − η[2]k | ≤ C ·
{
k if k > 0
|k|−3 if k < 0
}
·max{bk−1, bk, bk+1}
holds, where (bk)k∈Z ∈ ℓ20,0(k) is a bounding sequence for ∆[1] − ∆[2] in
As(C∗, ℓ20,0, 1) .
Proof. For (1). Because of ∆−∆0 ∈ As(C∗, ℓ20,0, 1) , we have by Proposition 9.4(3)
∆′ −∆′0 ∈ As(C∗, ℓ21,−3, 1) and ∆′′ −∆′′0 ∈ As(C∗, ℓ22,−6, 1) (13.2)
Moreover, we have
∆′0 ∈ As(C∗, ℓ∞1,−3, 1) and ∆′′0 ∈ As(C∗, ℓ∞2,−6, 1) (13.3)
and therefore also
∆′ ∈ As(C∗, ℓ∞1,−3, 1) and ∆′′ ∈ As(C∗, ℓ∞2,−6, 1) . (13.4)
We begin by showing that ∆′ has at least one zero η∗ . It follows from (13.2), (13.3)
and (13.4) that we have(
∆′′
∆′
− ∆
′′
0
∆′0
)∣∣∣∣
Vδ
=
(∆′′ −∆′′0) ·∆′0 +∆′′0 · (∆′0 −∆′)
∆′ ·∆′0
∣∣∣∣
Vδ
∈ As(C∗, ℓ21,−3, 1) ;
because the sequence of circumferences of Uk,δ is in ℓ
∞
−1,3(k) , this implies∫
∂Uk,δ
(
∆′′
∆′
− ∆
′′
0
∆′0
)
dλ ∈ ℓ20,0(k) .
Because
∫
∂Uk,δ
(
∆′′
∆′
− ∆′′0
∆′0
)
dλ is the difference of the “zero counting integrals” for ∆′
and for ∆′0 , this integral is an integer multiple of 2πi , and therefore equals zero for
large |k| . Thus we see that for |k| large, ∆′ and ∆′0 have the same number of zeros
on Uk,δ , i.e. one. In particular, ∆
′ has at least one zero, and we let η∗ ∈ C∗ be the
zero of ∆′ for which |η∗ − 1| becomes minimal. (If there are several such zeros, we
make an arbitrary choice.)
We now put
τ :=
√
η∗ ∈ C∗ and c(λ) := −8τ λ
2
λ− η∗ ∆
′(λ) . (13.5)
SPECTRAL THEORY FOR SIMPLY PERIODIC SOLUTIONS OF SINH-GORDON 123
Because η∗ is a zero of ∆′ , c(λ) is a holomorphic function on C∗ , and we claim that
we have
c− τ c0 ∈ As∞(C∗, ℓ2−1, 1) and c− τ−1 c0 ∈ As0(C∗, ℓ21, 1) . (13.6)
Indeed, because of ∆0(λ) = cos(ζ(λ)) and c0(λ) =
√
λ sin(ζ(λ)) , we have
∆′0(λ) = −
1
8
(
λ−1/2 − λ−3/2) sin (ζ(λ)) = −λ− 1
8λ2
c0(λ)
and therefore
c0(λ) = − 8λ
2
λ− 1 ∆
′
0(λ) .
We thus obtain via (13.2) and (13.3)
c− τ c0 = −8 τ λ
2
λ− η∗ · (∆
′ −∆′0) +
−8 τ (η∗ − 1) λ2
(λ− η∗) · (λ− 1) ·∆
′
0 ∈ As∞(C∗, ℓ2−1, 1)
and
c− τ−1 c0 = −8 τ
−1 η∗ λ2
λ− η∗ · (∆
′ −∆′0) +
−8 τ−1 (η∗ − 1) λ3
(λ− η∗) · (λ− 1) ·∆
′
0 ∈ As0(C∗, ℓ21, 1) .
By Proposition 6.5(2) it follows from (13.6) that the holomorphic function c(λ)
has asymptotically and totally exactly one zero in every excluded domain Uk,δ , and
that the sequence (ηk)k∈Z of these zeros satisfies ηk − λk,0 ∈ ℓ2−1,3(k) . Because of
∆′(λ) = λ−η∗−8 τ λ2 · c(λ) , it follows that η∗ and the (ηk)k∈Z are all the zeros of ∆′ .
For (2). In the setting of (2), we denote the objects defined above in relation
to ∆[ν] by the superscript [ν] ( ν ∈ {1, 2} ). If (bk) is a bounding sequence for
∆[1]−∆[2] ∈ As(C∗, ℓ20,0, 1) , then by Proposition 9.4(3) there exists a constant C1 > 0
so that {
C1
k
·max{bk−1, bk, bk+1} for k > 0
C1 · k3 ·max{bk−1, bk, bk+1} for k < 0
is a bounding sequence for ∆[1]′ −∆[2]′ ∈ As(C∗, ℓ21,−3, 1) , and therefore with another
constant C2 > 0 and the sequence
b˜k :=
{
C2 · k ·max{bk−1, bk, bk+1} for k > 0
C2
k
·max{bk−1, bk, bk+1} for k < 0
,
(˜bk)k>0 is a bounding sequence for τ
[2] c[1] − τ [1] c[2] ∈ As∞(C∗, ℓ2−1, 1) and (˜bk)k<0 is
a bounding sequence for τ [1] c[1] − τ [2] c[2] ∈ As0(C∗, ℓ21, 1) . By application of Proposi-
tion 8.1(1), the claimed statement follows. 
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Lemma 13.4. Let R0 > 0 , and let (λk)k∈Z with λk − λk,0 ∈ ℓ2−1,3(k) and ‖λk −
λk,0‖ℓ2−1,3 ≤ R0 be given. Further suppose that for ν ∈ {1, 2} , ∆[ν] : C∗ → C is a
holomorphic function with ∆[ν]−∆0 ∈ As(C∗, ℓ20,0, 1) and ‖∆[ν]−∆0‖As(C∗,ℓ20,0,1) ≤ R0 .
We put w
[ν]
k := ∆
[ν](λk) and let (η
[ν]
k )k∈Z∪{∗} be the sequence of zeros of (∆
[ν])′ as in
Lemma 13.3(1). Then there exists a constant C > 0 , depending only on R0 , so that
we have for n ∈ ZZ∣∣(∆[1](η[1]n )−∆[1](λn)) − (∆[2](η[2]n )−∆[2](λn))∣∣
≤ C ·
(
|ζ(η[1]n )− ζ(λn)| ·
(
|w[1]k − w[2]k | ∗
1
|k|
)
n
+ |ζ(η[1]n )− ζ(η[2]n )|2
)
.
Proof. In the sequel, we always have ν ∈ {1, 2} , and all Ck are constants > 0 that
depend only on R0 . We have(
∆[1](η[1]n )−∆[1](λn)
) − (∆[2](η[2]n )−∆[2](λn))
=
∫ η[1]n
λn
(∆[1])′(λ) dλ−
∫ η[2]n
λn
(∆[2])′(λ) dλ
=
∫ η[1]n
λn
(∆[1] −∆[2])′(λ) dλ+
∫ η[1]n
η
[2]
n
(∆[2])′(λ) dλ . (13.7)
We will estimate the two summands in the last expression individually.
For the first term in (13.7), we have∣∣∣∣∣
∫ η[1]n
λn
(∆[1] −∆[2])′(λ) dλ
∣∣∣∣∣ ≤ |η[1]n − λn| · maxλ∈Un,δ
∣∣∣(∆[1] −∆[2])′ (λ)∣∣∣
(∗)
≤ |η[1]n − λn| · ℓ∞1,−3(n) · max
λ∈Un,δ
∣∣(∆[1] −∆[2]) (λ)∣∣
(†)
≤ C1 · |ζ(η[1]n )− ζ(λn)| · max
λ∈Un,δ
∣∣(∆[1] −∆[2]) (λ)∣∣ , (13.8)
where the estimate marked (∗) follows from Cauchy’s inequality, and the estimate
marked (†) follows from Proposition 6.2(1).
To estimate
(
∆[1] −∆[2]) (λ) , we apply Proposition 10.4(3): In the setting described
there, we choose λ
[1]
k = λ
[2]
k = λk and µ
[ν]
k =
1
2
w
[ν]
k . Then we have τ
[1] = τ [2] ,
υ[1] = υ[2] = 1 , ak = 0 and bk =
1
2
|w[1]k −w[2]k | . It follows from Proposition 10.4(3)(b)
that there exists C2 > 0 so that
rn := C2 ·
(
|w[1]k − w[2]k | ∗
1
|k|
)
n
∈ ℓ20,0(n)
is a bounding sequence for ∆[1] −∆[2] in As(C∗, ℓ20,0, 1) ; here we set 10 := 1 as usual.
Because w(λ) is bounded on Uδ , there exists C3 > 0 so that
max
λ∈Un,δ
∣∣(∆[1] −∆[2]) (λ)∣∣ ≤ C3 · rn .
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By plugging this estimate into (13.8) we obtain∣∣∣∣∣
∫ η[1]n
λn
(∆[1] −∆[2])′(λ) dλ
∣∣∣∣∣ ≤ C4 · |ζ(η[1]n )− ζ(λn)| ·
(
|w[1]k − w[2]k | ∗
1
|k|
)
n
(13.9)
with C4 := C3 · C2 · C1 .
We now turn our attention to the second summand in (13.7). We have∫ η[1]n
η
[2]
n
(∆[2])′(λ) dλ =
∫ η[1]n
η
[2]
n
gn(λ) · (λ− η[2]n ) dλ , (13.10)
where the function
gn(λ) :=
(∆[2])′(λ)
λ− η[2]n
is holomorphic because (∆[2])′ has a zero at η[2]n . We now define (compare the proof
of Lemma 13.3(1))
τ :=
√
η
[2]
∗ ∈ C∗ and c(λ) := −8τ λ
2
λ− η[2]∗
(∆[2])′(λ) ,
then we have c− τ c0 ∈ As∞(C∗, ℓ2−1, 1) , c− τ−1 c0 ∈ As0(C∗, ℓ21, 1) and
gn(λ) = − 1
8τ
λ− η[2]∗
λ2
c(λ)
λ− η[2]n
.
For λ ∈ Un,δ we have by Corollary 10.3(1):
∣∣∣ c(λ)
λ−η[2]n
∣∣∣ ∈ ℓ∞0,−2(n) , and we also have∣∣∣λ−η[2]∗λ2 ∣∣∣ ∈ ℓ∞2,−4(n) . Thus we obtain
|gn(λ)| ∈ ℓ∞2,−6(n) for λ ∈ Un,δ ,
and therefore by Equation (13.10)∣∣∣∣∣
∫ η[1]n
η
[2]
n
(∆[2])′(λ) dλ
∣∣∣∣∣ ≤ |η[2]n − η[1]n | · ℓ∞2,−6(n) · maxλ∈[η[1]n ,η[2]n ] |λ− η[2]n |
≤ ℓ∞2,−6(n) · |η[2]n − η[1]n |2
(∗)
≤ C5 · |ζ(η[2]n )− ζ(η[1]n )|2 , (13.11)
where (∗) again follows from Proposition 6.2(1).
By taking the absolute value in Equation (13.7) and then applying the estimates
(13.9) and (13.11), we obtain the claimed statement. 
We are now ready to prove Theorem 13.2:
Proof of Theorem 13.2. The following construction depends on a number N ∈ IN . We
will see that if N is chosen large enough, then this construction will yield a divisor of
finite type D∗ so that (13.1) holds.
The idea of the proof is as follows: We need to construct the trace function ∆(λ)
(with the asymptotic ∆ − ∆0 ∈ As(C∗, ℓ20,0, 1) ) for a spectral curve Σ such that
(λk, µk) ∈ Σ holds for |k| ≤ N and so that Σ has a double point in each excluded
domain Ûk,δ with |k| > N . The latter condition means: We have ∆(ηk) = 2(−1)k
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for |k| > N , where (ηk)k∈Z∪{∗} is the sequence of zeros of ∆′ as in Lemma 13.3(1).
Because the λk are pairwise unequal (D being tame), Proposition 10.4 shows that
we can uniquely determine a trace function ∆ with ∆ − ∆0 ∈ As(C∗, ℓ20,0, 1) by
prescribing the values of ∆ at the points λk as
∆(λk) = 2(−1)k + zk
with a sequence (zk) ∈ ℓ20,0(k) . ∆′ has a zero in each excluded domain Uk,δ with |k|
large, and therefore ∆ is approximately constant on Uk,δ . If some ∆ defined via any
sequence (zk) ∈ ℓ20,0(k) is given, we can therefore expect to decrease |∆(ηk)− 2(−1)k|
by passing from (zk) to (z˜k) defined by
z˜k = zk −
(
∆(ηk)− 2(−1)k
)
= ∆(λk)−∆(ηk) .
In particular the desired equality ∆(ηk) = 2(−1)k is equivalent to the fixed point
equation z˜k = zk . The following proof shows that (for N chosen suitably large), the
iteration map (zk) 7→ (z˜k) defines a contraction with respect to the ℓ2-norm, and thus
has a unique fixed point by Banach’s Fixed Point Theorem.
To carry out the described idea, we consider the Banach space BN of sequences
(zk) , where the index k runs through all the integers with |k| > N , equipped with
the ℓ2-norm. To each member (zk) ∈ BN we associate the holomorphic function
∆ : C∗ → C with ∆−∆0 ∈ As(C∗, ℓ20,0, 1) and
∆(λk) =
{
µk + µ
−1
k for |k| ≤ N
2(−1)k + zk for |k| > N
for all k ∈ ZZ ; existence of ∆ follows from Proposition 10.4(1) (applied to 1
2
∆ with
υ = 1 ), and ∆ is uniquely determined by these equations because D is tame, and
hence the λk are pairwise unequal (Proposition 10.4(2)). In this situation, we also
have the sequence (ηk)k∈Z∪{∗} of the zeros of ∆′ as in Lemma 13.3(1); the sequence
satisfies ηk − λk,0 ∈ ℓ2−1,3(k) .
We now define for given (zk) ∈ BN and the associated objects ∆ , (ηk) a new
sequence (z˜k)|k|>N by
z˜k := zk−
(
∆(ηk)− 2 (−1)k
)
= ∆(λk)−∆(ηk) .
We then have for |k| > N
|z˜k| = |∆(λk)−∆(ηk)| ≤
∫ λk
ηk
|∆′(λ)|︸ ︷︷ ︸
∈As(C∗,ℓ∞1,−3,1)
dλ ≤ ℓ∞1,−3(k) · |λk − ηk|︸ ︷︷ ︸
∈ℓ2−1,3(k)
∈ ℓ20,0(k) ,
and therefore we have (z˜k) ∈ BN . Hence, the map
Φ : BN → BN , (zk) 7→ (z˜k)
is well-defined.
Before we show that for sufficiently large N , Φ is a contraction on some small closed
ball in BN , we look at what happens if we apply Φ to the sequence zk = 0 ∈ BN .
It should be noted that the function ∆[0] associated to this sequence depends on the
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choice of N , as do the associated sequences (η
[0]
k ) and (z˜n) := Φ(0) ∈ BN . First we
note that ∆[0] is characterized by
1
2
∆[0](λk) = µ
[0]
k :=
{
1
2
(µk + µ
−1
k ) for |k| ≤ N
1
2
(µk,0 + µ
−1
k,0) = (−1)k for |k| > N
,
and therefore, if we put R0 := max{‖λk − λk,0‖ℓ2−1,3, ‖12(µk + µ−1k ) − µk,0‖ℓ20,0} (the
value of this constant depends on the divisor D , but not on N ), we have
‖λk − λk,0‖ℓ2−1,3 ≤ R0 and ‖µ
[0]
k − µk,0‖ℓ20,0 ≤ R0 ,
therefore it follows from Proposition 10.4(3)(c) that there exists a constant C1 > 0
(again depending on D , but not on N ) so that
‖∆[0] −∆0‖As(C∗,ℓ20,0,1) ≤ C1 · R0
holds, moreover by Proposition 10.4(3)(b) (note that we have υ[ν] = 1 and τ [2] = 1
in the application of that proposition), the ℓ20,0-sequence
C1 ·
((
ak ∗ 1|k|
)
∗ 1|k| +
(
|µ[0]k − µk,0|+
|τ − 1|
|k|
)
∗ 1|k|
)
with
ak :=
{
k−1 · |λk − λk,0| for k ≥ 0
|k|3 · |λk − λk,0| for k < 0
is a bounding sequence for ∆[0]−∆0 . Because we have |µ[0]k −µk,0| ≤ |12(µk+µ−1k )−µk,0|
for all k , in fact
bk := C1 ·
((
ak ∗ 1|k|
)
∗ 1|k| +
(∣∣1
2
(µk + µ
−1
k )− µk,0
∣∣+ |τ − 1||k|
)
∗ 1|k|
)
is another bounding sequence in ℓ20,0(k) for ∆
[0]−∆0 ; this sequence does not depend on
N . Next we estimate ‖η[0]k −λk,0‖ℓ2−1,3(|k|>N) by applying Lemma 13.3(2) in the setting
∆[1] = ∆[0] , ∆[2] = ∆0 : Because ‖∆[0] −∆0‖As(C∗,ℓ20,0,1) is bounded independently of
N , there exists a constant C2 > 0 which is independent of N , so that we have for
k ∈ ZZ
|η[0]k − λk,0| ≤ 13 C2 ·
{
k if k > 0
|k|−3 if k < 0
}
·max{bk−1, bk, bk+1} .
Therefore we have
‖η[0]k − λk,0‖ℓ2−1,3(|k|>N) ≤ C2 · ‖bk‖ℓ20,0(|k|>N) . (13.12)
Finally, we have∣∣∣z˜[0]k ∣∣∣ = ∣∣∆[0](λk)−∆[0](ηk)∣∣ ≤ (|η[0]k − λk,0|+ |λk − λk,0|) · max
λ∈Uk,δ
|∆[0]′(λ)| .
Because we have ∆[0] − ∆0 ∈ As(C∗, ℓ20,0, 1) , where (bk) is a bounding sequence
independent of N , we also have ∆[0]′−∆′0 ∈ As(C∗, ℓ21,−3, 1) with a bounding sequence
independent of N by Proposition 9.4(3). Because we also have ∆′0 ∈ As(C∗, ℓ∞1,−3, 1) ,
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it follows that we have ∆[0]′ ∈ As(C∗, ℓ∞1,−3, 1) with a bounding sequence (ck) ∈
ℓ∞1,−3(k) that is independent of N . With this sequence, we have∣∣∣z˜[0]k ∣∣∣ ≤ (|η[0]k − λk,0|+ |λk − λk,0|) · ck .
Hence there exist constants C3, C4 > 0 , independent of N , so that∥∥∥z˜[0]k ∥∥∥
BN
≤ C3 ·
(
‖η[0]k − λk,0‖ℓ2−1,3 + ‖λk − λk,0‖ℓ2−1,3(|k|>N)
)
(13.12)
≤ C3 ·
(
C2 · ‖bk‖ℓ20,0(|k|>N) + ‖λk − λk,0‖ℓ2−1,3(|k|>N)
)
≤ C4 ·
(
‖bk‖ℓ20,0(|k|>N) + ‖λk − λk,0‖ℓ2−1,3(|k|>N)
)
. (13.13)
We now fix besides N ∈ IN also δ > 0 , and consider the closed ball
BN,δ := { (zk) ∈ BN
∣∣ ‖zk‖BN ≤ δ }
in BN . We will show that if we choose δ small enough and N large enough, then Φ
is a contracting self-mapping on BN,δ .
For this purpose, we let two sequences (z
[1]
k ), (z
[2]
k ) ∈ BN be given, and we denote
the objects associated to (z
[ν]
k ) by ∆
[ν] , (η
[ν]
k ) and (z˜
[ν]
k ) . Moreover, we denote the
objects associated to the zero sequence (zk = 0) by ∆
[0] , (η
[0]
k ) and (z˜
[0]
k ) as before.
By Lemma 13.4 (for its application, note that for the w
[ν]
k from the Lemma we have
w
[1]
k − w[2]k = ∆[1](λk)−∆[2](λk) = z[1]k − z[2]k ) we have for |n| > N
|z˜[1]n − z˜[2]n | =
∣∣(∆[1](η[1]n )−∆[1](λn)) − (∆[2](η[2]n )−∆[2](λn))∣∣
≤ C5 ·
(
|ζ(η[1]n )− ζ(λn)| ·
(
1
|k| ∗ |z
[1]
k − z[2]k |
)
n
+ |ζ(η[1]n )− ζ(η[2]n )|2
)
,
where C5 and all Ck ( k > 5 ) occurring in the sequel are positive constants, which
apply uniformly for all (zk) ∈ BN,δ , all sufficiently large N ∈ IN , and all δ > 0 which
are smaller than some arbitrarily fixed upper bound. From this estimate, we obtain
by Cauchy-Schwarz’s inequality, the variant (7.4) of Young’s inequality for weakly
ℓ1-sequences and Proposition 6.2(1)
‖z˜[1]n − z˜[2]n ‖BN ≤ C6 · ‖z˜[1]n − z˜[2]n ‖ℓ10,0(|n|>N)
≤ C7 ·
(
‖ζ(η[1]n )− ζ(λn)‖ℓ20,0(|n|>N) · ‖z[1]n − z[2]n ‖ℓ20,0(|n|>N) + ‖ζ(η[1]n )− ζ(η[2]n )‖2ℓ20,0(|n|>N)
)
≤ C8 ·
(
‖η[1]n − λn‖ℓ2
−1,3(|n|>N)
· ‖z[1]n − z[2]n ‖ℓ20,0(|n|>N) + ‖η
[1]
n − η[2]n ‖2ℓ2
−1,3(|n|>N)
)
.
(13.14)
We now note that we have by Lemma 13.3(2) and Proposition 10.4(2)(c) (in the
application of the latter proposition, we have λ
[1]
k = λ
[2]
k , τ
[1] = τ [2] and υ[ν] = 1 )
‖η[1]n − η[2]n ‖ℓ2−1,3(|n|>N) ≤ C9 · ‖∆[1] −∆[2]‖As(C∗,ℓ20,0,1) ≤ C10 · ‖z[1]n − z[2]n ‖BN , (13.15)
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and for ν ∈ {1, 2} we also have
‖η[ν]n − λn‖ℓ2
−1,3(|n|>N)
≤ ‖η[ν]n − η[0]n ‖ℓ2
−1,3(|n|>N)
+ ‖η[0]n − λn,0‖ℓ2
−1,3(|n|>N)
+ ‖λn − λn,0‖ℓ2
−1,3(|n|>N)
(13.15)
(13.12)
≤ C10 · ‖z[ν]n ‖BN + C2 · ‖bn‖ℓ20,0(|n|>N) + ‖λn − λn,0‖ℓ2−1,3(|n|>N) .
(13.16)
By applying these estimates to (13.14), we obtain
‖z˜[1]n − z˜[2]n ‖BN ≤
(
C10 · ‖z[1]n ‖BN + C2 · ‖bk‖ℓ20,0(|n|>N)
+ ‖λn − λn,0‖ℓ2
−1,3(|n|>N)
+ C210 · ‖z[1]n − z[2]n ‖BN
)
· ‖z[1]n − z[2]n ‖BN
≤ C11 ·
(
‖z[1]n ‖BN + ‖z[2]n ‖BN + ‖bk‖ℓ20,0(|n|>N) + ‖λn − λn,0‖ℓ2−1,3(|n|>N)
)
· ‖z[1]n − z[2]n ‖BN .
(13.17)
Inequality (13.17) shows that Φ is Lipschitz continuous on BN,δ .
If we now choose
δ := min
{
1
8C11
,
ε
C10 + C2 + 2
}
and then N ∈ IN so large that the following inequalities hold:
‖bn‖ℓ20,0(|n|>N) ≤ min
{
δ,
δ
4C4
}
‖λn − λn,0‖ℓ2−1,3(|n|>N) ≤ min
{
δ,
δ
4C4
}
‖µn − µn,0‖ℓ20,0(|n|>N) ≤ δ ,
then it follows from Equation (13.17) that for (z
[ν]
k ) ∈ BN,δ we have
‖z˜[1]n − z˜[2]n ‖BN ≤ C11 · (δ + δ + δ + δ) · ‖z[1]n − z[2]n ‖BN ≤
1
2
‖z[1]n − z[2]n ‖BN . (13.18)
Moreover, by setting z
[1]
k = zk ∈ BN,δ and z[2]k = 0 in this inequality, we also see
‖z˜n − z˜[0]n ‖BN ≤
1
2
‖zn‖BN
and therefore
‖z˜n‖BN ≤
1
2
‖zn‖BN + ‖z˜[0]n ‖BN
(13.13)
≤ 1
2
‖zn‖BN + C4 ·
(
‖bn‖ℓ20,0(|n|>N) + ‖λn − λn,0‖ℓ2−1,3(|n|>N)
)
≤ 1
2
δ + C4 ·
(
δ
4C4
+
δ
4C4
)
= δ . (13.19)
Inequality (13.19) shows that Φ maps the complete metric space BN,δ into itself, and
inequality (13.18) shows that Φ is a contraction (with Lipschitz constant 1
2
) on this
space.
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The Banach Fixed Point Theorem therefore shows that Φ has exactly one fixed
point (z∗n) in BN,δ . We let ∆
∗ and (η∗k) be the objects associated to (z
∗
n) . Then we
define the divisor D∗ = {(λ∗k, µ∗k)} by
λ∗k :=
{
λk for |k| ≤ N
η∗k for |k| > N
and µ∗k :=
{
µk for |k| ≤ N
(−1)k for |k| > N .
By construction, D∗ is an asymptotic divisor on the spectral curve Σ∗ corresponding
to ∆∗ . Because (z∗k) is a fixed point of Φ , we have for |k| > N
z∗k = z
∗
k − (∆∗(η∗k)− 2(−1)k)
and therefore ∆∗(η∗k) = 2(−1)k . Because we have ∆∗′(η∗k) = 0 by the definition
of η∗k , it follows that the spectral curve Σ
∗ associated to ∆∗ has a double point at
(η∗k, 2(−1)k) = (λ∗k, µ∗k) . Hence D∗ is of finite type.
Moreover we have
‖D∗ −D‖Div ≤ ‖λ∗n − λn‖ℓ2−1,3(n) + ‖µ∗n − µn‖ℓ20,0(n)
= ‖η∗n − λn‖ℓ2−1,3(|n|>N) + ‖(−1)n − µn‖ℓ20,0(|n|>N)
(13.16)
≤ C10 · ‖z∗n‖BN + C2 · ‖bn‖ℓ20,0(|n|>N)
+ ‖λn − λn,0‖ℓ2−1,3(|n|>N) + ‖(−1)n − µn‖ℓ20,0(|n|>N)
≤ C10 · δ + C2 · δ + δ + δ = (C10 + C2 + 2) · δ ≤ ε .
Finally, if we choose N large enough that λk ∈ Uk,δ holds for |k| > N , and suppose
that ε is small enough that the condition ‖D∗ − D‖Div < ε implies that then also
λ∗k ∈ Uk,δ holds for |k| > N , then the λ∗k are necessarily pairwise unequal. Therefore
D∗ is then tame. 
14. Darboux coordinates for the space of potentials
In the present section we will view the space of potentials Pot as an (infinite-
dimensional) symplectic manifold, and construct coordinates for this manifold which
are adapted to the symplectic structure. By analogy with the finite-dimensional situ-
ation, we will call these coordinates Darboux coordinates.
More specifically, we consider the Hilbert space Pot (a hyperplane in Potnp =
W 1,2([0, 1])×L2([0, 1]) ). For (u, uy) ∈ Pot , the tangent space T(u,uy)Pot is canonically
isomorphic to Pot , and we will typically denote elements of T(u,uy)Pot by (δu, δuy)
and (δ˜u, δ˜uy) . For any function f defined on Pot , we let δf :=
∂f
∂(u,uy)
· (δu, δuy) be
the variation of f in the direction of (δu, δuy) ∈ T(u,uy)Pot .
In this setting we define a bilinear form Ω on each tangent space T(u,uy)Pot by
Ω : T(u,uy)Pot× T(u,uy)Pot→ C,
(
(δu, δuy) , (δ˜u, δ˜uy)
) 7→ ∫ 1
0
(
δu · δ˜uy − δ˜u · δuy
)
dx .
(14.1)
Ω defines a non-degenerate symplectic form on Pot .
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We recall a theorem for the finite-dimensional situation due to Darboux:
Theorem 14.1 (Darboux [Da]). Any symplectic manifold (M,Ω) of dimension 2n <
∞ is locally symplectomorphic to an open subset of (IR2n,Ω0) , where Ω0 is the canon-
ical symplectic form on IR2n .
In the sequel, we will obtain coordinates on the symplectic space Pot near any tame
potential (u, uy) , which are analogous to the coordinates promised by Darboux’s the-
orem for the finite-dimensional case. These coordinates are an excellent and important
instrument for understanding the structure of Pot ; we will base our proof that the map
Pottame → Divtame is a diffeomorphism (in Section 15) on the use of these coordinates.
Concerning the analogous coordinates for the space of potentials for the 1-dimensional
Schro¨dinger equation (see [PT], Theorem 2.8, p. 44), Po¨schel/Trubowitz write:
“It is only a slight exaggeration to say that [these coordinates are] the basis of almost
everything else we are going to do.”. In our situation, we will not use the Darboux co-
ordinates quite as intensely, but they will still prove to be very useful. The application
of the Darboux coordinates for the 1-dimensional Schro¨dinger equation to the spectral
theory for the KdV equation (for which the 1-dimensional Schro¨dinger operator is the
Lax operator) is described in [KP], Section 8.
In our situation concerning the sinh-Gordon equation, M. Knopf has constructed
in [Kn2] a symplectic basis (with respect to Ω ) for a certain subspace U of T(u,uy)Pot ,
and thereby effectively Darboux coordinates for this subspace. Knopf did not show
that this “subspace” is actually all of T(u,uy)Pot , but we will combine his represen-
tation with the asymptotic estimates of the present work (especially the asymptotic
description of the extended frame given in Proposition 11.7, giving rise to the asymp-
totic descriptions of δM(λ) in Lemma 14.6 and of δλk , δµk in Lemma 14.8 below)
to prove that in fact U = T(u,uy)Pot holds. Therefore Knopf’s paper [Kn2] actually
provides Darboux coordinates for Pot (near tame potentials).
Because we will base our construction of Darboux coordinates on [Kn2], we now
report on the results of that paper, giving his results in the notations of the present
work. When adapting the results from [Kn2], one should note that the notations of
that paper differ from ours in several important points: (1) The norming of the poten-
tial u differ, as is evidenced by Knopf’s sinh-Gordon equation ∆u + 2 sinh(2u) = 0
([Kn2], Equation (1.1)) in comparison to our sinh-Gordon equation ∆u+ sinh(u) = 0
(Equation (2.1)). (2) Knopf’s flat connection form αλ differs from ours by a factor 2 ,
and by an additional conjugation with a constant matrix (compare Equation (3.2) to
[Kn2], Equations (2.1)). (3) Knopf normalizes the eigenvector field of the monodromy
as (1, µ−a
b
) , whereas we use (µ−d
c
, 1) . In the definition of the (classical) spectral
divisor, the pair of holomorphic functions (c, a) is therefore replaced by (b, d) . More-
over, quantities have been renamed in the following report to avoid clashes with the
conventions of the present work.
We fix (u, uy) ∈ Pottame and let D = {(λk, µk)} be the spectral divisor of (u, uy) .
By hypothesis, D is tame, i.e. D does not contain any double points. Therefore λk
and µk can be interpreted as well-defined smooth functions on Pot near (u, uy) , and
c′(λk) 6= 0 holds for all k ∈ ZZ .
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In the sequel we consider the extended frame F (x, λ) corresponding to the potential
(u, uy) , we write it in the form
F (x, λ) =
(
a(x, λ) b(x, λ)
c(x, λ) d(x, λ)
)
(14.2)
like we already did in Proposition 11.7, and also consider the extended frame of the
vacuum
F0(x, λ) :=
(
a0(x, λ) b0(x, λ)
c0(x, λ) d0(x, λ)
)
:=
(
cos(x ζ(λ)) −λ−1/2 sin(x ζ(λ))
λ1/2 sin(x ζ(λ)) cos(x ζ(λ))
)
.
We now define for k ∈ ZZ
vk := (vk,1, vk,2) and wk := (wk,1, wk,2) (14.3)
with
vk,1(x) := a(x, λk) c(x, λk)
vk,2(x) :=
i
4
(
(eu(x)/2 − λk e−u(x)/2) a(x, λk)2 + (eu(x)/2 − λ−1k e−u(x)/2) c(x, λk)2
)
wk,1(x) := a(x, λk) d(x, λk) + b(x, λk) c(x, λk)
wk,2(x) :=
i
2
(
(eu(x)/2 − λk e−u(x)/2) a(x, λk) b(x, λk)
+ (eu(x)/2 − λ−1k e−u(x)/2) c(x, λk) d(x, λk)
)
and we also put
ϑk :=
∫ 1
0
(
λk a(x, λk)
2 + λ−1k c(x, λk)
2
) · eu(x)/2 dx . (14.4)
In [Kn2], it is shown in the proof of Theorem 5.5 that c′(λk) = −i µk2λk · ϑk holds;
because we have c′(λk) 6= 0 it follows from that equation that
ϑk 6= 0
holds.
We can now state the main result of [Kn2]:
Theorem 14.2 (Knopf [Kn2]). Let (u, uy) ∈ Pottame .
(1) For k ∈ ZZ we have vk, wk ∈ T(u,uy)Pot , and up to the factor ϑk , (vk, wk) is
a system of symplectic vectors with respect to Ω , i.e. we have for all k, ℓ ∈ ZZ
Ω(vk, vℓ) = 0
Ω(vk, wℓ) = ϑk · δkℓ ( δkℓ : Kronecker delta)
Ω(wk, wℓ) = 0 .
(2) For all (δu, δuy) , (δ˜u, δ˜uy) ∈ T(u,uy)Pot that are finite linear combinations of
the vk and wk , we have
Ω
(
(δu, δuy) , (δ˜u, δ˜uy)
)
=
i
2
∑
k∈Z
(
δλk
λk
· δ˜µk
µk
− δ˜λk
λk
· δµk
µk
)
. (14.5)
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In the sequel, we liberate Knopf’s preceding result from the stated restrictions. More
specifically, we prove the following two statements:
(1) The symplectic system (vk, wk) defined by Equations (14.3) spans T(u,uy)Pot
(in the Hilbert space sense, i.e. span{ vk, wk | k ∈ ZZ } = T(u,uy)Pot ).
(2) The infinite sum on the right-hand side of Equation (14.5) converges absolutely
for arbitrary (δu, δuy) , (δ˜u, δ˜uy) ∈ T(u,uy)Pot .
In this way we will generalize Knopf’s Theorem 14.2 to the result of the following
theorem. This result shows that the (vk, wk) essentially define Darboux coordinates
on Pot (near any tame potential), and the functions λ−1k δλk and µ
−1
k δµk define
Darboux coordinates on Div (near any tame divisor, where Div is equipped with the
symplectic structure induced by the map Pot→ Div associating to each potential its
associated spectral divisor).
Theorem 14.3. Let (u, uy) ∈ Pottame .
(1) The symplectic system (vk, wk) defined by Equations (14.3) is a symplectic
basis of T(u,uy)Pot (as before, up to the factor ϑk ).
(2) For all (δu, δuy) , (δ˜u, δ˜uy) ∈ T(u,uy)Pot ,
Ω
(
(δu, δuy) , (δ˜u, δ˜uy)
)
=
i
2
∑
k∈Z
(
δλk
λk
· δ˜µk
µk
− δ˜λk
λk
· δµk
µk
)
(14.6)
holds, and the sum on the right hand side of this equation converges.
Remark 14.4. In Theorem 14.3 we are still restricted to tame potentials resp. divisors,
i.e. spectral divisors without multiple points. To lift this restriction, we would need
to deal with the complication that if (λk, µk) = (λk′, µk′) holds for k 6= k′ , then also
vk = vk′ and wk = wk′ holds, and therefore we do not get “enough” independent
coordinates by the (vk, wk) in this case. To obtain the “missing” coordinates, we
would need to consider appropriate coordinates on Div in such points; they are given
by the elementary symmetric polynomials in the λk resp. µk , see the discussion at
the end of Section 8.
The remainder of the section is dedicated to the proof of Theorem 14.3.
Lemma 14.5. Let (u, uy) ∈ Pottame be given. The symplectic system (vk, wk) defined
by Equations (14.3) is a basis of T(u,uy)Pot .
Proof. By Theorem 14.2(1) (=[Kn2], Theorem 5.4), (vk, wk) is a symplectic system
(up to the factor ϑk ) with respect to the non-degenerate symplectic form Ω , and
therefore these vectors are linear independent. It remains to show that they span
T(u,uy)Pot
∼= { (u, uy) ∈ W 1,2([0, 1]) × L2([0, 1])
∣∣u(0) = u(1) } in the Hilbert space
sense, i.e. that the set span{ vk, wk | k ∈ ZZ } is dense in T(u,uy)Pot . Because { u ∈
W 1,2([0, 1])
∣∣u(0) = u(1) } is dense in L2([0, 1]) , the preceding claim is equivalent to
the statement that the set span{ vk, wk | k ∈ ZZ } is dense in L2([0, 1])×L2([0, 1]) . We
will prove the latter statement by applying the following fact from functional analysis,
which we cite from [PT], Theorem D.3, p. 163f. (where its proof can also be found):
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Let (hi)i∈I be an orthonormal basis of a Hilbert space H , and sup-
pose that (h˜i)i∈I is another sequence of vectors in H that is linear
independent. If in addition∑
i∈I
‖hi − h˜i‖2 <∞ ,
then (h˜i)i∈I is also a basis of H .
To apply this theorem to the present situation (with H := L2([0, 1]) × L2([0, 1]) ),
we need to investigate the asymptotic behavior of the vk and the wk . In relation to
this, we denote for 1 ≤ p ≤ ∞ and n ∈ ZZ by ℓpn(L2([0, 1])) the space of sequences
(fk)k≥1 in L2([0, 1]) with (‖fk‖L2([0,1])) ∈ ℓpn(k ≥ 1) .
As an exemplar case we look at vk,1(x) = a(x, λk) · c(x, λk) for k > 0 . By Proposi-
tion 11.7 we have
a− υ a0 ∈ As∞(C∗, ℓ20, 1) , c− τ c0 ∈ As∞(C∗, ℓ2−1, 1) ,
c ∈ As∞(C∗, ℓ∞−1, 1) and υ a0 ∈ As∞(C∗, ℓ∞0 , 1) ,
where all these asymptotic assessments are uniform in x ∈ [0, 1] and where we put
τ(x) := e−(u(0)+u(x))/4 , υ(x) := e(u(x)−u(0))/4 . As a consequence we have
a(x, λk)− υ(x) a0(x, λk) ∈ ℓ20(L2([0, 1]))
c(x, λk)− τ(x) c0(x, λk) ∈ ℓ2−1(L2([0, 1]))
c(x, λk) ∈ ℓ∞−1(L2([0, 1]))
υ(x) a0(x, λk) ∈ ℓ∞0 (L2([0, 1]))
and therefore
vk,1(x)− 1
2
√
λk e
−u(0)/2 sin(2ζ(λk)x)
= a(x, λk) · c(x, λk)− υ(x) a0(x, λk) τ(x) c0(x, λk) ∈ ℓ2−1(L2([0, 1])) .
Moreover, it is easy to check that√
λk sin(2ζ(λk)x)− 4πk sin(2kπ x) ∈ ℓ2−1(L2([0, 1]))
holds, and thus we obtain
vk,1(x)− 2πk e−u(0)/2 sin(2kπ x) ∈ ℓ2−1(L2([0, 1])) .
By carrying out analogous calculations for vk,2 and wk,ν , one obtains for k > 0
vk,1(x)− k · 2π e−u(0)/2 · sin(2kπ x) ∈ ℓ2−1(L2([0, 1]))
vk,2(x)− k2 · (−4)π2 i e−u(0)/2 · cos(2kπ x) ∈ ℓ2−2(L2([0, 1]))
wk,1(x)− cos(2kπ x) ∈ ℓ20(L2([0, 1]))
wk,2(x)− k · 2πi · sin(2kπ x) ∈ ℓ2−1(L2([0, 1]))
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and also
v−k,1(x)− k−1 · 18π eu(0)/2 · sin(2kπ x) ∈ ℓ21(L2([0, 1]))
v−k,2(x)− i4 eu(0)/2 · cos(2kπ x) ∈ ℓ20(L2([0, 1]))
w−k,1(x)− cos(2kπ x) ∈ ℓ20(L2([0, 1]))
w−k,2(x)− k · (−2)πi · sin(2kπ x) ∈ ℓ2−1(L2([0, 1]))
We now define elements of L2([0, 1])× L2([0, 1]) for k ≥ 1 by:
h˜s1,k :=
√
2 ·
(
1
4π
eu(0)/2 · k−1 · vk + 4π e−u(0)/2 · k · v−k
)
h˜s2,k :=
√
2
4πi
· k−1 · (wk − w−k)
h˜c1,k :=
√
2
2
· (wk + w−k)
h˜c2,k :=
√
2 ·
(
1
8π2
i eu(0)/2 · k−2 · vk − 2i e−u(0)/2 · v−k
)
(14.7)
Moreover, we put
h˜c1,0 := v0 and h˜c2,0 := w0 .
Because the vectors in { vk, wk | k ∈ ZZ } are linear independent, the above definitions
show that the vectors in { h˜c1,k, h˜c2,k | k ≥ 0 } ∪ { h˜s1,k, h˜s2,k | k ≥ 1 } are also linear
independent. Moreover, from the preceding asymptotic assessments of the v±k,ν and
the w±k,ν one can calculate that
h˜c1,k − hc1,k , h˜c2,k − hc2,k ∈ ℓ20(L2([0, 1])) for k ≥ 0
and h˜s1,k − hs1,k , h˜s2,k − hs2,k ∈ ℓ20(L2([0, 1])) for k ≥ 1 (14.8)
holds, where we put for k ≥ 0
hc1,k(x) :=
(√
2 cos(2kπ x) , 0
)
and hc2,k(x) :=
(
0 ,
√
2 cos(2kπ x)
)
and for k ≥ 1
hs1,k(x) :=
(√
2 sin(2kπ x) , 0
)
and hs2,k(x) :=
(
0 ,
√
2 sin(2kπ x)
)
.
{ hc1,k, hc2,k | k ≥ 0 }∪{ hs1,k, hs2,k | k ≥ 1 } is an orthonormal basis of the Hilbert space
H := L2([0, 1])× L2([0, 1]) , the vectors in { h˜c1,k, h˜c2,k | k ≥ 0 } ∪ { h˜s1,k, h˜s2,k | k ≥ 1 }
are linear independent, and by (14.8) we have
∞∑
k=0
‖h˜c1,k−hc1,k‖2H+
∞∑
k=0
‖h˜c2,k−hc2,k‖2H+
∞∑
k=1
‖h˜s1,k−hs1,k‖2H+
∞∑
k=1
‖h˜s2,k−hs2,k‖2H < ∞ .
It follows by the theorem cited at the beginning of the proof that { h˜c1,k, h˜c2,k | k ≥
0 } ∪ { h˜s1,k, h˜s2,k | k ≥ 1 } is a basis of H . By solving the Equations (14.7) defining
the h˜... for v±k and w±k it follows that { vk, wk | k ∈ ZZ } also is a basis of H . This
completes the proof. 
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After the question of Theorem 14.3(1) has been settled with the preceding Lemma,
we next need to show the convergence of the infinite sum occurring in Theorem 14.3(2).
To do so, we will have to describe the asymptotic behavior of the summand δλk
λk
· δ˜µk
µk
−
δ˜λk
λk
· δµk
µk
for k → ±∞ , and thus we will need to find out about the asymptotic
behaviour of the functions δλk and δµk .
As preparation for the latter task, the following Lemma describes the asymptotic
behaviour of the variation δM(λ) of the monodromy M(λ) .
Lemma 14.6. Let (u, uy) ∈ Pottame be given. We denote the monodromy of (u, uy)
by M(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
as usual.
(1) (The case λ→∞ .) There exist functions depending on λ ∈ C∗ and t ∈ [0, 1]
with
f1,a ∈ As∞(C∗, ℓ20, 2) , f2,a ∈ As∞(C∗, ℓ∞1 , 2) ,
f1,b ∈ As∞(C∗, ℓ21, 2) , f2,b ∈ As∞(C∗, ℓ∞2 , 2) ,
f1,c ∈ As∞(C∗, ℓ2−1, 2) , f2,c ∈ As∞(C∗, ℓ∞0 , 2) ,
f1,d ∈ As∞(C∗, ℓ20, 2) , f2,d ∈ As∞(C∗, ℓ∞1 , 2) ,
where all these memberships in asymptotic spaces are uniform in t ∈ [0, 1] , so
that we have
δa(λ) = −1
2
a(λ)
∫ 1
0
δuz(t) cos(2ζ(λ)t) dt+
1
2
τ λ1/2 b(λ)
∫ 1
0
δuz(t) sin(2ζ(λ)t) dt
+
∫ 1
0
δuz(t) f1,a(t) dt+
∫ 1
0
δu(t) f2,a(t) dt
δb(λ) = 1
2
b(λ)
(∫ 1
0
δuz(t) cos(2ζ(λ)t) dt− δu(0)
)
+ 1
2
τ−1 λ−1/2 a(λ)
∫ 1
0
δuz(t) sin(2ζ(λ)t) dt
+
∫ 1
0
δuz(t) f1,b(t) dt+
∫ 1
0
δu(t) f2,b(t) dt
δc(λ) = −1
2
c(λ)
(∫ 1
0
δuz(t) cos(2ζ(λ)t) dt− δu(0)
)
+ 1
2
τ λ1/2 d(λ)
∫ 1
0
δuz(t) sin(2ζ(λ)t) dt
+
∫ 1
0
δuz(t) f1,c(t) dt+
∫ 1
0
δu(t) f2,c(t) dt
δd(λ) = 1
2
d(λ)
∫ 1
0
δuz(t) cos(2ζ(λ)t) dt+
1
2
τ−1 λ−1/2 c(λ)
∫ 1
0
δuz(t) sin(2ζ(λ)t) dt
+
∫ 1
0
δuz(t) f1,d(t) dt+
∫ 1
0
δu(t) f2,d(t) dt .
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(2) (The case λ → 0 .) There exist functions depending on λ ∈ C∗ and t ∈ [0, 1]
with
g1,a ∈ As0(C∗, ℓ20, 2) , g2,a ∈ As0(C∗, ℓ∞1 , 2) ,
g1,b ∈ As0(C∗, ℓ2−1, 2) , g2,b ∈ As0(C∗, ℓ∞0 , 2) ,
g1,c ∈ As0(C∗, ℓ21, 2) g2,c ∈ As0(C∗, ℓ∞2 , 2)
g1,d ∈ As0(C∗, ℓ20, 2) , g2,d ∈ As0(C∗, ℓ∞1 , 2) ,
where all these memberships in asymptotic spaces are uniform in t ∈ [0, 1] , so
that we have
δa(λ) = 1
2
a(λ)
∫ 1
0
δuz(t) cos(2ζ(λ)t) dt− 12 τ−1 λ1/2 b(λ)
∫ 1
0
δuz(t) sin(2ζ(λ)t) dt
+
∫ 1
0
δuz(t) g1,a(t) dt+
∫ 1
0
δu(t) g2,a(t) dt
δb(λ) = 1
2
b(λ)
(
−
∫ 1
0
δuz(t) cos(2ζ(λ)t) dt+ δu(0)
)
− 1
2
τ λ−1/2 a(λ)
∫ 1
0
δuz(t) sin(2ζ(λ)t) dt
+
∫ 1
0
δuz(t) g1,b(t) dt +
∫ 1
0
δu(t) g2,b dt
δc(λ) = −1
2
c(λ)
(
−
∫ 1
0
δuz(t) cos(2ζ(λ)t) dt+ δu(0)
)
− 1
2
τ−1 λ1/2 d(λ)
∫ 1
0
δuz(t) sin(2ζ(λ)t) dt
+
∫ 1
0
δuz(t) g1,c(t) dt+
∫ 1
0
δu(t) g2,c(t) dt
δd(λ) = −1
2
d(λ)
∫ 1
0
δuz(t) cos(2ζ(λ)t) dt− 12 τ λ−1/2 c(λ)
∫ 1
0
δuz(t) sin(2ζ(λ)t) dt
+
∫ 1
0
δuz(t) g1,d(t) dt +
∫ 1
0
δu(t) g2,d(t) dt .
Remark 14.7. If we apply Lemma 14.6 to the vacuum potential, i.e. (u, uy) = (0, 0) ,
then all the functions f... and g... vanish (see the proof below). It follows that up to fac-
tors which do not depend on (δu, δuy) , the variations δa0(λk,0)·(δu, δuy), . . . , δd0(λk,0)·
(δu, δuy) are the |k|-th Fourier coefficients of δuz (for k > 0 ) or of δuz (for k < 0 ).
This is a linearised version of the observation that for the monodromy M(λ) corres-
ponding to a potential (u, uy) ∈ Pot , a first order approximation of M(λk,0) is given
by the |k|-th Fourier coefficients of uz resp. of uz , see Theorem 7.1.
Proof of Lemma 14.6. For (1). Let (u, uy) ∈ Pottame and (δu, δuy) ∈ T(u,uy)Pot be
given.
We once again need to use the regauging of the extended frame which we described
in the proof of Theorem 5.4. In the sequel, we will use the notations taken from that
proof, especially with regard to the regauging map g defined in Equation (5.14), the
regauged 1-form α˜ = α˜0 + β + γ from Equation (5.16), the regauged extended frame
resp. monodromy F˜ (x) resp. M˜ defined by Equation (5.12), and the corresponding
vacuum solution F˜0 given by Equation (5.21).
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We begin by calculating δF˜ (x) . From the fact that F˜ satisfies the homogeneous
linear initial value problem
F˜ ′(x) = α˜ F˜ (x) with F˜ (0) = 1l ,
it follows that δF˜ solves the inhomogeneous linear initial value problem
(δF˜ )′(x) = α˜ · δF˜ + δα˜ · F˜ with δF˜ (0) = 0 ,
and therefore δF˜ is given by
δF˜ (x) = F˜ (x)
∫ x
0
F˜ (t)−1 · δα˜(t) · F˜ (t) dt . (14.9)
Now we have
α˜ = α˜0 − 1
2
uz L+ γ with γ =
1
4
λ−1/2
(
0 −eu + 1
e−u − 1 0
)
and L :=
(
1 0
0 −1
)
and therefore
δα˜ = −1
2
δuz L+ δγ with δγ =
1
4
λ−1/2 δu
(
0 −eu
−e−u 0
)
.
It therefore follows from Equation (14.9) that we have
δF˜ (x) = F˜ (x)
∫ x
0
(
δuz(t) · X˜(t) + δuz(t) · R˜1(t) + δu(t) · R˜2(t)
)
dt (14.10)
with
X˜(t) := −1
2
F˜0(t)
−1 L F˜0(t)
(5.21)
=
1
2
(− cos(2 ζ(λ) t) sin(2 ζ(λ) t)
sin(2 ζ(λ) t) cos(2 ζ(λ) t)
)
(14.11)
R˜1(t) := −1
2
(
(F˜ (t)−1 − F˜0(t)−1)L F˜0(t) + F˜ (t)−1 L (F˜ (t)− F˜0(t))
)
(14.12)
R˜2(t) :=
1
4
λ−1/2 F˜ (t)−1
(
0 −eu(t)
−e−u(t) 0
)
F˜ (t) . (14.13)
We now undo the regauging by g , to obtain δF from δF˜ : By Equation (5.12) we
have
F (x) = g(x) · F˜ (x) · g(0)−1
and therefore
δF (x) = g(x) · δF˜ (x) · g(0)−1 + δg(x) · F˜ (x) · g(0)−1 + g(x) · F˜ (x) · δ(g(0)−1)
= g(x) · δF˜ (x) · g(0)−1 + δg(x) · F˜ (x) · g(0)−1 − g(x) · F˜ (x) · g(0)−1 · δg(0) · g(0)−1
= g(x) · δF˜ (x) · g(0)−1 + δg(x) · g(x)−1 · F (x)− F (x) · δg(0) · g(0)−1 .
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When we set x = 1 in the above equation, we obtain (remember that the potential
(u, uy) ∈ Pottame is periodic, and therefore g(1) = g(0) holds)
δF (1) = g(0) · δF˜ (1) · g(0)−1 + δg(0) · g(0)−1 · F (1)− F (1) · δg(0) · g(0)−1
= g(0) · δF˜ (1) · g(0)−1 + [g(0)−1 · δg(0), F (1)]
(∗)
= g(0) · δF˜ (1) · g(0)−1 + 1
4
δu(0) [L, F (1)]
= g(0) · δF˜ (1) · g(0)−1 + 1
2
δu(0)
(
0 −b(1, λ)
c(1, λ) 0
)
= F (1)
∫ 1
0
(δuz(t) ·X(t) + δuz(t) · R1(t) + δu(t) · R2(t)) dt
+
1
2
δu(0)
(
0 −b(1, λ)
c(1, λ) 0
)
(14.14)
with (compare Equations (14.11)–(14.13))
X(t) := g(0) X˜(t) g(0)−1 =
1
2
( − cos(2 ζ(λ) t) τ−1 λ−1/2 sin(2 ζ(λ) t)
τ λ1/2 sin(2 ζ(λ) t) cos(2 ζ(λ) t)
)
R1(t) := g(0) R˜1(t) g(0)
−1 = −1
2
(
(F (t)−1 − F̂0(t)−1)L F̂0(t) + F (t)−1 L (F (t)− F̂0(t))
)
R2(t) := g(0) R˜2(t) g(0)
−1 =
1
4
λ−1/2 F (t)−1
(
0 −λ−1/2 τ−1 eu(t)
−λ1/2 τ e−u(t) 0
)
F (t)
F̂0(t) := g(0) F˜0(t) g(0)
−1 =
(
a0 τ
−1 b0
τ c0 d0
)
;
for the equals sign marked (∗) we note that we obtain from Equation (5.14)
δg(x) =
1
4
δu(x)
(
eu/4 0
0 −λ1/2 e−u/4
)
and therefore g(x)−1 · δg(x) = 1
4
δu(x)L .
We now write the extended frame F in the form
F =
(
a b
c d
)
(note that the functions a, . . . , d here depend not only on λ ∈ C∗ , but on x ∈ [0, 1]
as well). Because of det(F ) = det(F̂0) = 1 we then have
F−1 =
(
d −b
−c a
)
and F̂−10 =
(
d0 −τ−1 b0
−τ c0 a0
)
.
By carrying out the matrix multiplications in Equation (14.14), and using these for-
mulae, we see that the component functions of δM = δF (1) are indeed of the form
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claimed in part (1) of the Theorem, where
fa,1 = −12
(
(d− d0)a0 + (b− τ−1 b0)c0
)
fa,2 =
1
4
(
τ a b e−u(t) − τ−1 c d λ−1 eu(t))
fb,1 = −12
(
(d− d0)b0 + (b− τ−1 b0)d0
)
fb,2 =
1
4
(
τ b2 e−u(t) − τ−1 d2 λ−1 eu(t))
fc,1 = −12
(− (c− τ c0)a0 + (a− a0)c0) fc,2 = 14 (τ a2 e−u(t) + τ−1 c2 λ−1 eu(t))
fd,1 = −12
(− (c− τ c0)b0 + (a− a0)d0) fd,2 = 14 (− τ a b e−u(t) + τ−1 c d λ−1 eu(t)) .
It remains to show that these functions have the asymptotic behavior stated in part
(1) of the Theorem, and this follows from the asymptotic behavior of the extended
frame F described in Proposition 11.7, together with the fact that the functions e±u(t)
are (continuous and therefore) bounded for t ∈ [0, 1] .
For (2). We consider besides the given potential (u, uy) also the potential (u˜, u˜y) :=
(−u, uy) , and denote the quantities associated to the latter potential by a tilde. We
will reduce (2) for (u, uy) to the statement of (1) applied to (u˜, u˜y) .
We have τ˜ = τ−1 ,
(δu˜, δu˜y) = (−δu, δuy)
and therefore
δu˜ = −δu and δu˜z = −δuz .
By Proposition 2.2(1) we have
M(λ−1) = g−1 · M˜(λ) · g with g :=
(
1 0
0 λ
)
,
i.e. (
a(λ−1) b(λ−1)
c(λ−1) d(λ−1)
)
=
(
a˜(λ) λ · b˜(λ)
λ−1 · c˜(λ) d˜(λ)
)
.
By differentiation of this equation with respect to (u, uy) it follows:(
δa(λ−1) δb(λ−1)
δc(λ−1) δd(λ−1)
)
=
(
δa˜(λ) λ · δb˜(λ)
λ−1 · δc˜(λ) δd˜(λ)
)
.
Thus we obtain via the result of (1)
δa(λ−1) = δa˜(λ)
= −1
2
a˜(λ)
∫ 1
0
δu˜z(t) cos(2ζ(λ)t) dt+
1
2
τ˜ λ1/2 b˜(λ)
∫ 1
0
δu˜z(t) sin(2ζ(λ)t) dt
+
∫ 1
0
δu˜z(t) f˜1,a(t) dt+
∫ 1
0
δu˜(t) f˜2,a(t) dt
= 1
2
a(λ−1)
∫ 1
0
δuz(t) cos(2ζ(λ
−1)t) dt
− 1
2
τ−1 λ1/2 λ−1 b(λ−1)
∫ 1
0
δuz(t) sin(2ζ(λ
−1)t) dt
+
∫ 1
0
δuz(t) g1,a(t)
∣∣
λ−1
dt +
∫ 1
0
δu(t) g2,a(t)
∣∣
λ−1
dt
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with the functions g1,a := −f˜1,a
∣∣
λ−1
and g2,a := −f˜2,a
∣∣
λ−1
. The uniform asymptotic
properties f˜1,a ∈ As∞(C∗, ℓ20, 2) and f˜2,a ∈ As∞(C∗, ℓ∞1 , 2) imply g1,a ∈ As0(C∗, ℓ20, 2)
and g2,a ∈ As0(C∗, ℓ∞1 , 2) . By substituting λ for λ−1 in the above equation we obtain
the result for δa in (2). The asymptotic equations for δb, δc, δd are shown in the same
way. 
We next apply Lemma 14.6 to describe the asymptotic behavior of δλk and δµk :
Lemma 14.8. Let (u, uy) ∈ Pottame be given, and let D = {(λk, µk)} ∈ Divtame
be the spectral divisor of (u, uy) . Because D does not contain any double points, the
functions λk and µk are well-defined and smooth on neighborhoods of (u, uy) in Pot .
In this setting, there exist sequences (ak) ∈ ℓ2−1,3(k) and (bk) ∈ ℓ20,0(k) of non-negative
real numbers, so that we have for (δu, δuy) ∈ T(u,uy)Pot :
(1) For k > 0 :∣∣∣∣δλk − (−4) (−1)k λ1/2k µ−1k ∫ 1
0
δuz(t) sin(2kπt) dt
∣∣∣∣ ≤ ak · ‖(δu, δuy)‖Pot∣∣∣∣δµk −(−12
)
µk
∫ 1
0
δuz(t) cos(2kπt) dt
∣∣∣∣ ≤ bk · ‖(δu, δuy)‖Pot
(2) For k < 0 :∣∣∣∣δλk − 4 (−1)k λ3/2k µ−1k ∫ 1
0
δuz(t) sin(2kπt) dt
∣∣∣∣ ≤ ak · ‖(δu, δuy)‖Pot∣∣∣∣δµk − 12 µk
∫ 1
0
δuz(t) cos(2kπt) dt
∣∣∣∣ ≤ bk · ‖(δu, δuy)‖Pot
Moreover, δλk and δµk depend continuously on (δu, δuy) .
Proof. For (1). We have k > 0 here, and use the notations of Lemma 14.6. Because
D is tame, we have c′(λk) 6= 0 , and therefore the implicit function theorem shows
that the function λk is smooth, and that we have
δλk = − 1
c′(λk)
(δc)(λk) . (14.15)
We have c′(λk) =
c(λ)
λ−λk
∣∣∣
λ=λk
, and therefore Corollary 10.3(1) shows that
c′(λk)− τ (−1)
k
8
∈ ℓ20(k)
holds; because the function z 7→ z−1 is locally Lipschitz continuous near z = τ (−1)k
8
,
it follows that we also have
1
c′(λk)
=
8 (−1)k
τ
+ r
[1]
k (14.16)
with a sequence (r
[1]
k ) ∈ ℓ20(k) .
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Moreover, we estimate (δc)(λk) via Lemma 14.6(1): Because we have c(λk) = 0
and d(λk) = µ
−1
k , we obtain
(δc)(λk) =
1
2
τ λ
1/2
k µ
−1
k
∫ 1
0
δuz(t) sin(2ζ(λk)t) dt+
∫ 1
0
δuz(t) f1,c(t) dt+
∫ 1
0
δu(t) f2,c(t) dt
(14.17)
with functions f1,c ∈ As∞(C∗, ℓ2−1, 2) and f2,c ∈ As∞(C∗, ℓ∞0 , 2) uniformly in t ∈
[0, 1] . We let (r
[fc,1]
k ) ∈ ℓ2−1(k) resp. (r[fc,2]k ) ∈ ℓ∞0 (k) be bounding sequences for
fc,1(t) resp. fc,2(t) for all t ∈ [0, 1] . Then we have
|(δc)(λk)| ≤
(
|τ | |λk|1/2 |µk|−1 + r[f1,c]k
)
· ‖δuz‖L2([0,1]) + r[f2,c]k · ‖δu‖L2([0,1]) (14.18)
by Cauchy-Schwarz’s inequality, and the fact that | sin(2ζ(λk)t)| ≤ 2 holds for all
k ∈ ZZ and t ∈ [0, 1] .
We also note that we have λk − λk,0 ∈ ℓ2−1(k > 0) and therefore ζ(λk) − πk =
ζ(λk)− ζ(λk,0) ∈ ℓ20(k > 0) ; because sin(z) is Lipschitz continuous on any horizontal
strip in the complex plane, it follows that there exists a sequence (r
[2]
k ) ∈ ℓ2(k) such
that
| sin(2 ζ(λk) t)− sin(2πkt)| ≤ r[2]k (14.19)
holds for all k > 0 and t ∈ [0, 1] .
We now apply the preceding estimates to Equation (14.15) to obtain the asymptotic
assessment for δλk claimed in the Lemma. Indeed, we have
δλk
(14.15)
= − 1
c′(λk)
(δc)(λk)
= −8 (−1)
k
τ
(δc)(λk)−
(
1
c′(λk)
− 8 (−1)
k
τ
)
(δc)(λk)
(14.17)
= −4 (−1)k λ1/2k µ−1k
∫ 1
0
δuz(t) sin(2ζ(λk)t) dt
− 8 (−1)
k
τ
(∫ 1
0
δuz(t) f1,c(t) dt +
∫ 1
0
δu(t) f2,c(t) dt
)
−
(
1
c′(λk)
− 8 (−1)
k
τ
)
(δc)(λk)
and therefore
δλk − (−4) (−1)k λ1/2k µ−1k
∫ 1
0
δuz(t) sin(2kπt) dt
=− 4 (−1)k λ1/2k µ−1k
∫ 1
0
δuz(t)
(
sin(2ζ(λk)t)− sin(2kπt)
)
dt
− 8 (−1)
k
τ
(∫ 1
0
δuz(t) f1,c(t) dt+
∫ 1
0
δu(t) f2,c(t) dt
)
−
(
1
c′(λk)
− 8 (−1)
k
τ
)
(δc)(λk) .
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By use of the triangle inequality, Cauchy-Schwarz’s inequality and the estimates
(14.16), (14.18) and (14.19), we obtain∣∣∣∣δλk − (−4) (−1)k λ1/2k µ−1k ∫ 1
0
δuz(t) sin(2kπt) dt
∣∣∣∣
≤ a[1]k · ‖δuz‖L2([0,1]) + a[2]k · ‖δu‖L2([0,1])
≤ (a[1]k + a[2]k ) · ‖(δu, δuy)‖Pot
with
a
[1]
k := 4 |λk|1/2 |µk|−1 r[2]k + 8 |τ |−1 r[f1,c]k + r[1]k ·
(
|τ | |λk|1/2 |µk|−1 + r[f1,c]k
)
,
a
[2]
k := 8 |τ |−1 r[f2,c]k + r[1]k · r[f2,c]k .
Because we have a
[1]
k , a
[2]
k ∈ ℓ2−1(k) , the asymptotic estimate claimed for δλk in part
(1) of the lemma follows.
For the estimate for δµk , we first note that µk = a(λk) is a smooth function near
(u, uy) . However, the computation of δµk becomes slightly easier if we base our
calculation on µ−1k = d(λk) instead. The reason for this is that the expressions for
δd(λk) in Lemma 14.6 are somewhat simpler than those for δa(λk) , owing to the fact
that c(λk) = 0 holds, whereas we do not know anything about b(λk) .
Thus we calculate:
δµk = δ
(
(µ−1k )
−1) = −µ2k · δ(µ−1k ) = −µ2k · δ(d(λk)) = −µ2k · (δd(λk) + d′(λk) · δλk) .
(14.20)
For δd(λk) , we have by Lemma 14.6(1) (again noting that c(λk) = 0 and d(λk) = µ
−1
k
holds):
δd(λk) =
1
2
µ−1k
∫ 1
0
δuz(t) cos(2ζ(λk)t) dt+
∫ 1
0
δuz(t) f1,d(t) dt+
∫ 1
0
δu(t) f2,d(t) dt
(14.21)
with functions f1,d ∈ As∞(C∗, ℓ20, 2) and f2,d ∈ As∞(C∗, ℓ∞1 , 2) uniformly in t ∈ [0, 1] .
We let (r
[fd,1]
k ) ∈ ℓ20(k) resp. (r[fd,2]k ) ∈ ℓ∞1 (k) be uniform bounding sequences for
fd,1(t) resp. fd,2(t) for all t ∈ [0, 1] .
Next, we estimate d′(λk) . We have d′0(λk,0) = 0 and therefore
d′(λk) = d′(λk)− d′0(λk,0) = d′(λk)− d′0(λk) +
∫ λk
λk,0
d′′0(λ) dλ .
We have d′−d′0 ∈ As(C∗, ℓ21,−3, 1) and therefore d′(λk)−d′0(λk) ∈ ℓ21,−3(k) . Moreover,
we have d′′0 ∈ As(C∗, ℓ∞2,−6, 1) and λk − λk,0 ∈ ℓ2−1,3(k) and therefore
∫ λk
λk,0
d′′0(λ) dλ ∈
ℓ21(k) . Thus we obtain
|d′(λk)| =: r[3]k ∈ ℓ21(k) . (14.22)
Moreover, it follows from the asymptotic estimate for δλk shown above that we have
|δλk| ≤ a˜k · ‖(δu, δuy)‖Pot (14.23)
with the sequence
a˜k := 4 |λk|1/2 |µk|−1 + ak ∈ ℓ∞−1(k) .
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Similarly as Equation (14.19), we note moreover that there exists a sequence (r
[4]
k ) ∈
ℓ2(k) such that
| cos(2 ζ(λk) t)− cos(2πkt)| ≤ r[4]k (14.24)
holds for all k > 0 and t ∈ [0, 1] .
We now obtain
δµk
(14.20)
= −µ2k · (δd(λk) + d′(λk) · δλk)
(14.21)
= −1
2
µk
∫ 1
0
δuz(t) cos(2ζ(λk)t) dt− µ2k
∫ 1
0
δuz(t) f1,d(t) dt
− µ2k
∫ 1
0
δu(t) f2,d(t) dt− µ2k · d′(λk) · δλk
and therefore
δµk −
(−1
2
)
µk
∫ 1
0
δuz(t) cos(2kπt) dt
=− 1
2
µ2k
∫ 1
0
δuz(t)
(
cos(2ζ(λk)t)− cos(2kπt)
)
dt− µ2k
∫ 1
0
δuz(t) f1,d(t) dt
− µ2k
∫ 1
0
δu(t) f2,d(t) dt− µ2k · d′(λk) · δλk .
By use of the triangle inequality, Cauchy-Schwarz’s inequality and the estimates
(14.22), (14.23) and (14.24), we obtain∣∣∣∣δµk − (−12) µk ∫ 1
0
δuz(t) cos(2kπt) dt
∣∣∣∣
≤ b[1]k · ‖δuz‖L2([0,1]) + b[2]k · ‖δu‖L2([0,1]) + r[3]k · a˜k · ‖(δu, δuy)‖Pot
≤ (b[1]k + b[2]k + r[3]k · a˜k) · ‖(δu, δuy)‖Pot
with
b
[1]
k := −
1
2
|µk|2 r[4]k + |µk|2 r[f1,d]k and b[2]k := |µk|2 r[f2,d]k .
Because we have b
[1]
k , b
[2]
k , r
[3]
k · a˜k ∈ ℓ20(k) , and moreover µk − µ−3k ∈ ℓ20(k) holds, the
asymptotic estimate claimed for δµk in part (1) of the lemma follows.
For (2). This is shown similarly as (1), using the asymptotic estimates for δM for
λ→ 0 from Lemma 14.6(2).
Equations (14.15) and (14.20) also show that δλk and δµk depend continuously on
(δu, δuy) . 
Lemma 14.9. Let (u, uy) ∈ Pottame and (δu, δuy), (δ˜u, δ˜uy) ∈ T(u,uy)Pot be given.
Then the sum
1
2
∑
k∈Z
(
δλk
λk
· δ˜µk
µk
− δ˜λk
λk
· δµk
µk
)
converges absolutely, and it depends continuously on (δu, δuy) and (δ˜u, δ˜uy) .
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Proof. Because of (δu, δuy) ∈ T(u,uy)Pot ⊂W 1,2([0, 1])×L2([0, 1]) , we have δuz, δuz ∈
L2([0, 1]) , and therefore the Fourier coefficients∫ 1
0
δuz(t) cos(2kπt) dt and
∫ 1
0
δuz(t) sin(2kπt) dt
and ∫ 1
0
δuz(t) cos(2kπt) dt and
∫ 1
0
δuz(t) sin(2kπt) dt
are in ℓ2(k) . Lemma 14.8 therefore shows that
δλk ∈ ℓ2−1,3(k) and δµk ∈ ℓ20,0(k)
holds. Moreover, because of λk = λk,0 + ℓ
2
−1,3(k) we have
1
λk
∈ ℓ∞2,−2(k) , and because
of µk = µk,0 + ℓ
2
0,0(k) , we have
1
µk
∈ ℓ∞0,0(k) . Thus we obtain
δλk
λk
∈ ℓ21,1(k) and
δµk
µk
∈ ℓ20,0(k) .
By applying this result both for (δu, δuy) and (δ˜u, δ˜uy) we see that
δλk
λk
· δ˜µk
µk
− δ˜λk
λk
· δµk
µk
∈ ℓ11,1(k) ⊂ ℓ1(k)
holds, which means that the sum under investigation converges absolutely in C .
Moreover, the summands depend continuously on (δu, δuy) and (δ˜u, δ˜uy) by Lem-
ma 14.8. Because the above estimates show that the convergence of the sum is locally
uniform, it follows that also the sum depends continuously on (δu, δuy) and (δ˜u, δ˜uy) .

We now have all the pieces in place to complete the proof of Theorem 14.3.
Proof of Theorem 14.3. For (1). This is Lemma 14.5.
For (2). By Theorem 14.2(2) (=[Kn2], Theorem 5.5), Equation (14.6) holds for
all (δu, δuy), (δ˜u, δ˜uy) ∈ T(u,uy)Pot that are finite linear combinations of the vk and
the wk . Because the vectors (δu, δuy) with this property are dense in T(u,uy)Pot by
Lemma 14.5, and both sides of Equation (14.6) are well-defined and continuous for all
(δu, δuy), (δ˜u, δ˜uy) ∈ T(u,uy)Pot (the right-hand side by Lemma 14.9), it follows that
Equation (14.6) holds for all (δu, δuy), (δ˜u, δ˜uy) ∈ T(u,uy)Pot . 
15. The inverse problem for Pot→ Div
In Section 12 we showed that the monodromy M(λ) of a tame potential (u, uy) ∈
Pot is uniquely determined by its (tame) spectral divisor D , at least up to a change of
sign of the off-diagonal entries. We are now ready to prove the important result that
also the potential (u, uy) itself is uniquely determined by D , at least if D is tame. In
fact, we will show that for the map Φ : Pot→ Div maps each potential (u, uy) ∈ Pot
onto its spectral divisor, Φ|Pottame : Pottame → Divtame is a diffeomorphism onto an
open and dense subset of Divtame . We will obtain this result relatively easily by using
the Darboux coordinates for Pottame constructed in the preceding section.
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We will prove
Theorem 15.1. Φ|Pottame : Pottame → Divtame is a diffeomorphism onto an open and
dense subset of Divtame .
Remark 15.2. Φ is not immersive at potentials (u, uy) ∈ Pot\Pottame . This is to be
expected if the classical spectral divisor D ∈ Div corresponding to (u, uy) contains
singular points of the associated spectral curve Σ with multiplicity ≥ 2 , because
then not even the monodromy M(λ) is uniquely determined by D , as we need the
additional information contained in the generalized spectral divisor D to reconstruct
M(λ) in this case (see Section 12). However, even if all the points occurring in D
with multiplicity ≥ 2 are regular points of Σ (then the monodromy M(λ) is uniquely
determined by D ), there is an entire family of integral curves of x-translation in Div
that intersect in such a point, and therefore Φ cannot be immersive. To make Φ
an immersion (and consequently a local diffeomorphism) near such points, we would
therefore need to replace the range Div of Φ by a suitable blow-up at its singularities
(see e.g. [Ha1], p. 163ff.). We do not carry out such a construction here.
The reason why the image of Φ|Pottame is not all of Divtame is that even though
any tame divisor D ∈ Divtame is non-special, it is possible for D to become special
under x-translation. If this occurs, the potential corresponding to D has a singular-
ity for the corresponding value of x , and thus D cannot correspond to a potential
(u, uy) ∈ Pot in our sense. The investigation of sinh-Gordon potentials with singulari-
ties, corresponding to divisors D ∈ Div which become special under x-translation for
some value of x , would be extremely interesting for the study of compact constant
mean curvatures; we discuss this perspective in the concluding Section 21.
For the proof of Theorem 15.1, we will use a well-known fact from the theory of
solutions of the sinh-Gordon equation of finite type: For any divisor D ∈ Div of finite
type (see Definition 13.1), such that the x-translations D(x) are non-special for every
x ∈ [0, 1] , there exists one and only one potential (u, uy) ∈ Pot with Φ((u, uy)) = D .
By the x-translation of a divisor D ∈ Div we here mean the following: Suppose
that a potential (u, uy) ∈ Pot and x ∈ IR are given, and denote the translation by
x on IR by Lx(x
′) := x′ + x . Then (u ◦ Lx, uy ◦ Lx) is another (periodic) potential
in Pot , and if (Σ, D) are the spectral data of (u, uy) , then the spectral curve of
(u ◦Lx, uy ◦Lx) will also be Σ for all x ∈ IR , whereas we denote the spectral divisor
of (u ◦ Lx, uy ◦ Lx) by D(x) ∈ Div ; this is the x-translation of the divisor D .
At least if D ∈ Div is tame, we can characterize the x-translation of D by differ-
ential equations, without recourse to a potential (u, uy) of which D is the spectral
divisor: We write D = {(λk, µk)} , and regard λk and µk as functions in x ∈ IR .
Because D(x) is a divisor on the spectral curve Σ associated to D for all x ∈ IR ,
it suffices to describe the motion of λk(x) under x . Let us write the monodromy
corresponding to D(x) by Theorem 12.3 as M(λ, x) =
(
a(λ,x) b(λ,x)
c(λ,x) d(λ,x)
)
,6 then the char-
acteristic equation c(λk(x), x) = 0 together with the differential equation (3.3) for
6Note that the functions a, b, c, d comprising this monodromy are (for x 6= 1 ) different from the
functions comprising the extended frame, which we also denoted by a, b, c, d e.g. in Proposition 11.7
and in Section 14.
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∂
∂x
M(λ, x) yields a differential equation for λk :
∂λk
∂x
= − 1
4 c′(λk)
· (λ τ + τ−1) · (µk − µ−1k ) with τ :=
(∏
k∈Z
λk,0
λk
)1/2
(15.1)
(see the proof of Proposition 19.2 for the detailed calculation). For given x ∈ IR , if
there is a solution λk of this differential equation on [0, x] (resp. on [x, 0] ) for all
k ∈ ZZ , and D(x) := {(λk(x), µk(x))} ∈ Div holds, we call D(x) the x-translation
of D ; here µk(x) is determined by the condition that D(x) moves smoothly on the
spectral curve Σ of D . Note that it is not clear a priori that D(x) exists for any
x 6= 0 (when one does not know that D stems from a potential (u, uy) ∈ Pot ). As
long as D(x) is defined, it depends smoothly on D and on x .
We will study the x-translation (and the y-translation as well) for general tame
divisors D in Section 19 by using the Jacobi variety associated to the spectral curve
corresponding to D . At the moment however, we are interested in the x-translation
only of finite type divisors D . If D = {(λk, µk)} ∈ Divtame is given and (λk, µk) is a
double point of the spectral curve Σ corresponding to D for some k ∈ ZZ , then the
corresponding λk will not move under x-translation, i.e. we will have (λk(x), µk(x)) =
(λk(0), µk(0)) for all x ∈ IR . If D is of finite type, the system of differential equations
(15.1) contains in fact only finitely many nontrivial equations; it follows that solutions
λk(x) exist and D(x) = (λk(x), µk(x)) remains in Div as long as D(x) does not run
into a non-tame (special) divisor, and this is the case at least for small |x| . Note that
the x-translation of a finite type divisor D is again of finite type.
The following fact is a well-known result from the theory of finite type solutions of
the sinh-Gordon equation.
Lemma 15.3 (Bobenko). For any D ∈ Div that is of finite type, and so that the
x-translation D(x) exists for all x ∈ [0, 1] and is non-special, there exists one and
only one potential (u, uy) ∈ Pot with Φ((u, uy)) = D .
Proof. The potential (u, uy) corresponding to D has been constructed explicitly in
terms of theta functions by Bobenko, see [Bo1], Theorem 4.1, also see the construc-
tion by Babich in [Ba1] and [Ba2]. In the case where D satisfies a condition of
reality that is equivalent to the condition that the corresponding potential (u, uy) is
real-valued (this reality condition already implies that D(x) is non-special for all x ),
a nice explicit construction of the potential (u, uy) in terms of vector-valued Baker-
Akhiezer functions on the spectral curve Σ corresponding to D was described by
Knopf in [Kn1], Proposition 4.34. 
The instrument for the application of Lemma 15.3 to our situation, where the divisor
D is in general of infinite type, is the following lemma:
Lemma 15.4. The set of divisors D ∈ Divtame that are of finite type, and such that
D(x) exists for all x ∈ [0, 1] and is tame (in particular, non-special), is dense in
Divtame .
Proof. For N ∈ IN we let DivN be the set of those divisors D = {(λk, µk)} ∈ Divtame
for which (λk, µk) is a double point of the spectral curve Σ associated to D for all
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k ∈ ZZ with |k| > N ; clearly the divisors in DivN are of finite type. Moreover, we let
DivN,xtame be the set of divisors D ∈ DivN so that D(x) exists and is tame for all
x ∈ [0, 1] . We will show that DivN,xtame is open and dense in DivN .
As discussed above, the only obstacle for the existence of D(x) for a finite type
divisor D is that the x-translation runs into a special divisor. It follows that for
D ∈ DivN \ DivN,xtame there exists x ∈ (0, 1] such that D(x) is non-tame, i.e. such
that there exist k, ℓ ∈ ZZ with |k|, |ℓ| ≤ N and k 6= ℓ so that λk(x) = λℓ(x) holds;
this value of x is then the maximal value for which D(x) is defined. This shows that
DivN \ DivN,xtame =
⋃
|k|,|ℓ|≤N
k 6=ℓ
⋃
x∈[0,1]
{D = {(λk, µk)} ∈ DivN
∣∣λk(x) = λℓ(x) }
holds. The set {D = {(λk, µk)} ∈ DivN
∣∣λk(x) = λℓ(x) } is a complex hypersurface
in DivN for every fixed value of k, ℓ, x because D(x) depends smoothly on D , and
therefore
⋃
x∈[0,1]{D = {(λk, µk)} ∈ DivN
∣∣λk(x) = λℓ(x) } is for every fixed value of
k, ℓ contained in a real hypersurface in DivN because D(x) also depends smoothly on
x . Thus DivN \ DivN,xtame is contained in a union of finitely many real hypersurfaces
in DivN , and therefore DivN,xtame is open and dense in DivN .
Therefore the set
⋃
N∈IN DivN,xtame of divisors D ∈ Divtame that are of finite type
and such that D(x) exists and is tame for all x ∈ [0, 1] is open and dense in the
set
⋃
N∈IN DivN of all divisors of finite type in Divtame . Because the set of finite type
divisors in Divtame is dense in Divtame by Theorem 13.2, we see that the set of divisors
D ∈ Divtame that are of finite type, and such that D(x) exists for all x ∈ [0, 1] and
is tame, is dense in Divtame . 
To further prepare the proof of Theorem 15.1, we show that the map Φ : Pot→ Div
is smooth, and calculate the action of its derivative on the symplectic basis (vk, wk)
of T(u,uy)Pot from Section 14:
Lemma 15.5. (1) The map Φ : Pot → Div, (u, uy) 7→ (λk, µk)k∈Z is smooth
at (u, uy) ∈ Pottame in the “weak” sense that every component function λk :
Pot→ C or µk : Pot→ C (with k ∈ ZZ ) depends smoothly on (u, uy) .7
(2) Let (u, uy) ∈ Pottame be given, let F (x, λ) be the extended frame corresponding
to (u, uy) written as in Equation (14.2), let (vk, wk) be the symplectic basis of
T(u,uy)Pot defined in (14.3) (see also Theorem 14.3(1)), let ϑk be the numbers
defined in Equation (14.4), and put
ϑ˜k :=
∫ 1
0
(
λk a(x, λk) b(x, λk) + λ
−1
k c(x, λk) d(x, λk)
) · eu(x)/2 dx .
For k ∈ ZZ we moreover let ek = (δjk)j∈Z be the ZZ-sequence whose k-
th member is 1 and all other members are 0 ; then we define elements of
TΦ((u,uy))Div
∼= ℓ2−1,3 ⊕ ℓ20,0 by eλ,k := (ek, 0) and eµ,k := (0, ek) . Clearly
(eλ,k, eµ,k)k∈Z is a basis of TΦ((u,uy))Div .
7We will see in the proof of Theorem 15.1 that Φ is in fact smooth in a “stronger” sense, namely
as a map into the Banach space Div .
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In this setting we have for k ∈ ZZ (where we interpret Φ′((u, uy)) according
to the “weak” differentiability of (1)):
Φ′((u, uy))vk = −i ϑk µk eµ,k ,
Φ′((u, uy))wk = −2 λk eλ,k + i µk ϑ˜k eµ,k .
Proof. For (1). We begin by showing that Φ is smooth in the “weak” sense de-
scribed in the lemma: The 1-form αλ defined by Equation (3.2) depends smoothly
on (u, uy) ∈ Pot . Therefore the extended frame Fλ(x) , characterized by the initial
value problem
dFλ = αλ Fλ with Fλ(0) = 1l
also depends smoothly on (u, uy) , and hence, the monodromy M(λ) = Fλ(1) =(
a(λ) b(λ)
c(λ) d(λ)
)
depends smoothly on (u, uy) ; here the entries of the monodromy and
the entries of the extended frame are related by a(λ) = a(1, λ) and likewise for the
functions b , c and d .
In the spectral divisor D = {(λk, µk)} corresponding to the monodromy M(λ) , the
λk are the zeros of the function c(λ) , which depends smoothly on (u, uy) . Therefore
the λ-coordinates of the divisor points depend smoothly on (u, uy) ; this is true even
in the event of zeros of c of higher order by virtue of our construction of Div as the
quotient (ℓ2−1,3 ⊕ ℓ20,0)/P (ZZ) , see the end of Section 8. Finally, the µ-components of
the divisor points are obtained as µk = a(λk) , where the function a depends smoothly
on (u, uy) . Thus the µ-components also depend smoothly on (u, uy) . Hence, the map
Φ : Pot→ Div is smooth.
For (2). We let (u, uy) ∈ Pottame be given, and let D := Φ((u, uy)) ∈ Divtame be the
spectral divisor of (u, uy) . We equip T(u,uy)Pot with the non-degenerate symplectic
form Ω from Equation (14.1). Moreover, because D is tame, D is a regular point of
Div and therefore we can consider the tangent space TDDiv ∼= ℓ2−1,3 ⊕ ℓ20,0 , which we
equip with the non-degenerate symplectic form
Ω˜ : TDDiv×TDDiv → C,
(
(δλk, δµk) , (δ˜λk, δ˜µk)
) 7→ i
2
∑
k∈Z
(
δλk
λk
· δ˜µk
µk
− δ˜λk
λk
· δµk
µk
)
;
the sum converges by Lemma 14.9. By Theorem 14.3(2) the derivative Φ′((u, uy)) :
T(u,uy)Pot → TDDiv is a symplectomorphism from (T(u,uy)Pot,Ω) to (TDDiv, Ω˜) .
Moreover we have Φ′((u, uy))(δu, δuy) = (δλk, δµk) ; from this equation and the defi-
nitions of Ω˜ , eλ,k and eµ,k it follows that
δλk = −2
i
λk µk Ω˜ (eµ,k,Φ
′((u, uy))(δu, δuy))
and δµk =
2
i
λk µk Ω˜ (eλ,k,Φ
′((u, uy))(δu, δuy))
holds.
Now let (δu, δuy) ∈ T(u,uy)Pot be given. Knopf has shown in [Kn2] (in the proof of
Theorem 5.5, essentially by evaluating an ungauged analogue to our Equation (14.9))
that the corresponding variations δa and δc of entries of the extended frame satisfy
δa(λk) = −i µk Ω (wk, (δu, δuy)) and δc(λk) = −i µk Ω (vk, (δu, δuy)) .
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By an analogous calculation he also showed that the derivatives a′(λ) and c′(λ) of a
resp. c with respect to λ satisfy
a′(λk) = −i µk
2 λk
ϑ˜k and c
′(λk) = −i µk
2 λk
ϑk .
By the implicit function theorem for λk and differentiation of the equality µk =
a(λk) we have
δλk = −δc(λk)
c′(λk)
and δµk = δa(λk) + a
′(λk) · δλk .
By combining the preceding equations, and the fact that Φ′((u, uy)) is a symplec-
tomorphism with respect to Ω and Ω˜ , we obtain
− 2
i
λk µk Ω˜ (eµ,k,Φ
′((u, uy))(δu, δuy))
= δλk = −δc(λk)
c′(λk)
= −−i µk Ω (vk, (δu, δuy))−i µk
2λk
ϑk
= −2 λk
ϑk
Ω (vk, (δu, δuy))
= − 2 λk
ϑk
Ω˜ (Φ′((u, uy))vk,Φ′((u, uy))(δu, δuy))
and therefore, because (δu, δuy) ∈ T(u,uy)Pot was arbitrary and Φ′((u, uy)) is a sym-
plectomorphism,
−2
i
λk µk eµ,k = −2 λk
ϑk
Φ′((u, uy))vk ,
whence
Φ′((u, uy))vk = −i ϑk µk eµ,k
follows.
Similarly we have
2
i
λk µk Ω˜ (eλ,k,Φ
′((u, uy))(δu, δuy))
= δµk = δa(λk) + a
′(λk) · δλk = −i µk Ω (wk, (δu, δuy)) + (−i) µk
2 λk
ϑ˜k · δλk
= − i µk Ω˜ (Φ′((u, uy))wk,Φ′((u, uy))(δu, δuy)) + µ2k ϑ˜k Ω˜ (eµ,k,Φ′((u, uy))(δu, δuy))
and therefore
2
i
λk µk eλ,k = −i µk Φ′((u, uy))wk + µ2k ϑ˜k eµ,k ,
whence
Φ′((u, uy))wk = i µk ϑ˜k eµ,k − 2 λk eλ,k
follows. 
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We are now ready for the proof of Theorem 15.1:
Proof of Theorem 15.1. We let (u, uy) ∈ Pottame be given, and let D := Φ((u, uy)) ∈
Divtame be the spectral divisor of (u, uy) . We use the notations from Lemma 15.5 and
its proof, in particular we equip T(u,uy)Pot and TDDiv with the symplectic forms Ω
resp. Ω˜ .
To prove that Φ is a local diffeomorphism near (u, uy) , we apply the inverse function
theorem. We therefore need to show that Φ : Pot → Div is smooth at (u, uy) as a
map between Banach spaces, and that the derivative Φ′((u, uy)) : T(u,uy)Pot→ TDDiv
of Φ is an invertible linear operator of Banach spaces.
Because Φ is smooth in the “weak” sense of Lemma 15.5(1), we have the linear
map Φ′((u, uy)) : T(u,uy)Pot → TDDiv . This linear map is a symplectomorphism with
respect to Ω and Ω˜ by Theorem 14.3(2), and is therefore bijective. It remains to
show that this linear map is an invertible operator of Banach spaces, i.e. that it is
continuous and that its inverse is also continuous.
For this we need to show that there exist constants C1, C2 > 0 so that
C1 · ‖vk‖Pot ≤ ‖Φ′((u, uy))vk‖Div ≤ C2 · ‖vk‖Pot
and C1 · ‖wk‖Pot ≤ ‖Φ′((u, uy))wk‖Div ≤ C2 · ‖wk‖Pot
holds for all k ∈ ZZ , where (vk, wk) is the basis of T(u,uy)Pot introduced in (14.3), see
also Theorem 14.3(1). It follows from the asymptotic assessment for vk and wk in
the proof of Lemma 14.5 that there exist constants C3, . . . , C6 > 0 so that
‖vk‖Pot =
{
C3 k
2 for k ≥ 0
C4 for k < 0
}
+ ℓ2−2,0(k)
and ‖wk‖Pot =
{
C5 k for k ≥ 0
C6 |k| for k < 0
}
+ ℓ2−1,−1(k)
holds. To show that Φ′((u, uy)) is an invertible operator of Banach spaces it therefore
suffices to show that there exist constants C7, C8 > 0 so that{
C7 k
2 for k ≥ 0
C7 for k < 0
}
≤ ‖Φ′((u, uy))vk‖Div ≤
{
C8 k
2 for k ≥ 0
C8 for k < 0
}
(15.2)
and
{
C7 k for k ≥ 0
C7 |k| for k < 0
}
≤ ‖Φ′((u, uy))wk‖Div ≤
{
C8 k for k ≥ 0
C8 |k| for k < 0
}
(15.3)
holds for all k ∈ ZZ with |k| large.
For (15.2), we note that Φ′((u, uy))vk = −i ϑk µk eµ,k holds by Lemma 15.5(2).
The asymptotics for the extended frame F (x, λ) in Proposition 11.7 show that ϑk =
ϑk,0 + ℓ
2
−2,0(k) holds, where
ϑk,0 :=
∫ 1
0
(
λk,0 cos(kπ x)
2 + sin(kπ x)2
)
dx =
1
2
(λk,0 + 1)
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denotes the quantity corresponding to ϑk for the vacuum. Moreover µk = (−1)k +
ℓ20,0(k) and ‖eµ,k‖Div = 1 holds. Thus we obtain
‖Φ′((u, uy))vk‖Div = |ϑk| · |µk| · ‖eµ,k‖Div =
1
2
(λk,0 + 1) + ℓ
2
−2,0(k) ,
which implies (15.2).
For (15.3), we similarly note that Φ′((u, uy))wk = −2 λk eλ,k + i µk ϑ˜k eµ,k holds by
Lemma 15.5(2). In addition to the information on µk and eµ,k already given, we have
λk = λk,0 + ℓ
2
−1,3(k) ,
‖eλ,k‖Div =
{
k−1 for k ≥ 0
|k|3 for k < 0 ,
and the asymptotics for the extended frame F (x, λ) in Proposition 11.7 show that
ϑ˜k ∈ ℓ2−1,−1(k) holds, because the quantity ϑ˜k,0 corresponding to ϑ˜k for the vacuum
vanishes:
ϑ˜k,0 =
∫ 1
0
(
−λ1/2k,0 cos(kπ x) sin(kπ x) + λ−1/2k,0 sin(kπ x) cos(kπ x)
)
dx = 0 .
Thus we obtain
‖Φ′((u, uy))wk − (−2) λk eλ,k‖Div =
∥∥∥i µk ϑ˜k eµ,k∥∥∥
Div
= (1 + ℓ20,0(k)) · ℓ2−1,−1(k) · 1 ∈ ℓ2−1,−1(k)
with
‖(−2) λk eλ,k‖Div = 2 · (λk,0 + ℓ2−1,3(k)) ·
{
k−1 for k ≥ 0
|k|3 for k < 0
}
=
{
C9 k for k ≥ 0
C10 |k| for k < 0
}
+ ℓ20,0(k) ,
which implies (15.3).
Therefore Φ′((u, uy)) is an invertible operator of Banach spaces. Hence it follows
from the inverse function theorem that Φ is a local diffeomorphism near (u, uy) .
Because Φ|Pottame thus is a local diffeomorphism, its image is an open subset of
Divtame . Because all finite type divisors D ∈ Divtame for which D(x) exists and is
tame for all x ∈ [0, 1] are contained in this image by Lemma 15.3, and the set of these
divisors is dense in Divtame by Lemma 15.4, the image of Φ|Pottame is also dense in
Divtame .
It remains to show that Φ|Pottame is injective. For this purpose let (u[1], u[1]y ) ,
(u[2], u
[2]
y ) ∈ Pottame be given with Φ((u[1], u[1]y )) = Φ((u[2], u[2]y )) =: D ∈ Divtame .
Because Φ is a diffeomorphism near (u[ν], u
[ν]
y ) (for ν ∈ {1, 2} ), there exist neighbor-
hoods U [ν] of (u[ν], u
[ν]
y ) in Pottame and V
[ν] of D in Divtame so that Φ|U [ν] : U [ν] →
V [ν] is a diffeomorphism.
By Lemma 15.4 there exists a sequence (Dn)n≥1 of divisors of finite type, such that
Dn(x) exists and is tame for all x ∈ [0, 1] , which converges to D . Without loss of
generality, we may suppose Dn ∈ V [1] ∩ V [2] for all n ≥ 1 , and then (u[ν,n], u[ν,n]y ) :=
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(Φ|U [ν])−1(Dn) is a sequence in U [ν] which converges to (Φ|U [ν])−1(Dn) = (u[ν], u[ν]y ) .
On the other hand, Dn has only one pre-image under Φ by the uniqueness statement
in Lemma 15.3. Therefore (u[1,n], u
[1,n]
y ) = (u[2,n], u
[2,n]
y ) holds for all n ≥ 1 , whence
(u[1], u
[1]
y ) = (u[2], u
[2]
y ) follows by taking the limit n→∞ . 
Corollary 15.6. (1) The set of potentials of finite type in Pottame is dense in
Pottame .
(2) The set of divisors D ∈ Divtame such that D(x) exists and is tame for all
x ∈ [0, 1] is open and dense in Divtame .
Proof. For (1). The set Divfin of divisors of finite type in Divtame is dense in Divtame
by Theorem 13.2; because Φ[Pottame] is open in Divtame by Theorem 15.1, it follows
that Divfin ∩ Φ[Pottame] is dense in Φ[Pottame] . Because Φ : Pottame → Φ[Pottame] is
a diffeomorphism again by Theorem 15.1, it follows that Φ−1[Divfin ∩ Φ[Pottame]] is
dense in Pottame ; this is the set of finite type potentials in Pottame .
For (2). The set of divisors D ∈ Divtame such that D(x) exists and is tame for all
x ∈ [0, 1] is open in Divtame because D(x) depends continuously on D and on x .
This set is dense in Divtame because already the set of finite type divisors such that
D(x) exists and is tame for all x ∈ [0, 1] is dense in Divtame by Lemma 15.4. 
Part 6. The Jacobi variety of the spectral curve
16. Estimate of certain integrals
Our next big objective is the construction of Jacobi coordinates for the spectral curve
Σ corresponding to some potential (u, uy) ∈ Pot . Similarly as for the construction
of the Jacobi variety for compact Riemann surfaces, our construction of the Jacobi
variety for Σ in Section 18 will involve path integrals on the spectral curve Σ which
are of the form ∫ P1
P0
Φ(λ)
µ− µ−1 dλ ,
where Φ is a holomorphic function in λ .
To make the construction tractable, we will need to do two things: In the present
section, we will estimate
∫ P1
P0
1
µ−µ−1 dλ and
∫ P1
P0
1
|µ−µ−1| dλ (Proposition 16.5). In the
former integral, the integrand is holomorphic, and therefore the value of the integral
depends only on the homology type of the path of integration. However the second
integrand is not holomorphic, and thus the value of the second integral depends on the
specific choice of the path of integration. We will choose a special class of admissible
paths of integration, which permit to connect each pair of points contained in an
excluded domain Ûk,δ ⊂ Σ , but which are simple enough (they are composed of lifts
of straight lines and circular arcs in the λ-plane) so that the integral in question can
be estimated relatively explicitly.
The other preparation needed for the construction of the Jacobi coordinates on
Σ is the study of the asymptotic behavior of holomorphic 1-forms on Σ which are
square-integrable. This is the topic of Section 17.
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We suppose that Σ is the spectral curve associated to some potential (u, uy) ∈ Pot
(or defined by a holomorphic function ∆ : C∗ → C with ∆ − ∆0 ∈ As(C∗, ℓ20,0, 1) ).
As before, we have the holomorphic functions λ, µ : Σ→ C∗ , and we denote the zeros
of ∆2 − 4 (corresponding to the branch points resp. singularities of Σ ) by κk,ν as in
Proposition 6.5(1); we have κk,ν − λk,0 ∈ ℓ2−1,3(k) by Proposition 11.5.
Because κk,ν is a zero of ∆
2 − 4 for k ∈ ZZ and ν ∈ {1, 2} , there exists one and
only one point in Σ above κk,ν (which is a fixed point of the hyperelliptic involution
of Σ ). In the sequel we will take the liberty of denoting this point of Σ also by κk,ν .
To prepare for the evaluation of the mentioned integrals, we begin by showing that
the function 1
µ−µ−1 behaves on Ûk,δ essentially like
1√
(λ−κk,1)·(λ−κk,2)
, provided that
|k| is so large that κk,1 and κk,2 are the only zeros of ∆2 − 4 (branch points or
singularities of Σ ) that occur in Ûk,δ . This statement is made precise by the following
lemma:
Lemma 16.1. Let k ∈ ZZ . There exists N ∈ IN so that for all k ∈ ZZ with |k| > N
there exists a holomorphic function Ψk on Ûk,δ with
Ψk(λ, µ)
2 = (λ− κk,1) · (λ− κk,2) . (16.1)
We have Ψk ◦ σ = −Ψk , where σ is the hyperelliptic involution of Σ . Ψk has the
following asymptotic property, which also fixes the sign of Ψk :
There exists C > 0 and a sequence ak ∈ ℓ2−1,3(|k| > N) such that for all k ∈ ZZ
with |k| > N and all (λ, µ) ∈ Ûk,δ \ {κk,1,κk,2} we have if k > 0∣∣∣∣ 1µ− µ−1 − 4i(−1)k λ1/2k,0 1Ψk(λ, µ)
∣∣∣∣ ≤ C · (|λ− κk,1|+ |λ− κk,2|) + ak|Ψk(λ, µ)| ,
and if k < 0∣∣∣∣ 1µ− µ−1 − 4i(−1)k λ3/2k,0 1Ψk(λ, µ)
∣∣∣∣ ≤ C · (|λ− κk,1|+ |λ− κk,2|) + ak|Ψk(λ, µ)| .
Proof. By Proposition 6.5(1) there exists N ∈ IN so that for every k with |k| > N ,
κk,1 and κk,2 are all the zeros of ∆
2 − 4 in Uk,δ , and therefore κk,1 and κk,2 are
all the branch points of Ûk,δ . For |k| > N it is therefore clear that there exists a
holomorphic function Ψk on Ûk,δ so that Equation (16.1) holds; we then also have
Ψk ◦ σ = −Ψk . Equation (16.1) determines Ψk only up to sign on each of the (one
or two) connected components of Ûk,δ \ {κk,1,κk,2} . The sign is fixed by the stated
asymptotic property for Ψk , which we now prove:
We let ρ = 1 if k > 0 , ρ = 3 if k < 0 . By Proposition 11.6(3) there exists C1 > 0
such that we have for λ ∈ Uk,δ∣∣∣∣λρk,0 · ∆(λ)2 − 4(λ− κk,1) · (λ− κk,2) −
(
− 1
16
)∣∣∣∣
≤ C1 ·
{
k−1 if k > 0
k3 if k < 0
}
· (|λ− κk,1|+ |λ− κk,2|) + ℓ20,0(k) . (16.2)
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Because of the equation µ − µ−1 = √∆(λ)2 − 4 and the fact that z 7→ z−1/2 is
Lipschitz continuous near z = − 1
16
, there exists C2 > 0 and ε ∈ {−1, 1} with∣∣∣∣λ−ρ/2k,0 · Ψk(λ, µ)µ− µ−1 − 4i ε
∣∣∣∣ ≤ C2 ·{k−1 if k > 0k3 if k < 0
}
· (|λ− κk,1|+ |λ− κk,2|) + ℓ20,0(k) ,
whence∣∣∣∣∣ 1√µ− µ−1 − 4i ε λρ/2k,0 1Ψk(λ, µ)
∣∣∣∣∣ ≤ C3 · (|λ− κk,1|+ |λ− κk,2|) + ℓ2−1,3(k)|Ψk(λ, µ)|
follows. By choosing the proper sign for Ψk , we can arrange ε = 1 , and therefore
obtain the claimed asymptotic property. 
For k ∈ ZZ we let κk,∗ ∈ C∗ be the midpoint between κk,1 and κk,2 , i.e.
κk,∗ :=
1
2
(κk,1 + κk,2) . (16.3)
Because of κk,ν − λk,0 ∈ ℓ2−1,3(k) we have κk,∗− λk,0 ∈ ℓ2−1,3(k) , and for |k| large, we
have κk,∗ ∈ Uk,δ .
If k ∈ ZZ is such that κk,1 and κk,2 are the only zeros of ∆2−4 in Ûk,δ (i.e. |k| > N
in the notations of Lemma 16.1), then we put
Û ′k,δ :=
{
Ûk,δ if κk,1 6= κk,2
Ûk,δ \ {κk,∗} if κk,1 = κk,2
and U ′k,δ :=
{
Uk,δ if κk,1 6= κk,2
Uk,δ \ {κk,∗} if κk,1 = κk,2
.
(16.4)
Note that U ′k,δ is connected in any case; whereas Û
′
k,δ is connected only if κk,1 6= κk,2 ,
for κk,1 = κk,2 it has two connected components.
In the sequel, we will estimate the integrals of 1
Ψk
and of 1|Ψk| along paths in the
excluded domain; because the second integrand 1|Ψk| is not holomorphic, we need to
specify in detail which paths we permit for estimating the corresponding integral, as
was explained above. The admissible paths introduced in the following definition are
those paths we permit in this context:
Definition 16.2. Let N ∈ IN be as in Lemma 16.1 and k ∈ ZZ with |k| > N . We
call a path γ in Û ′k,δ admissible, if the following properties hold, where we denote by
(λok, µ
o
k) and (λk, µk) the endpoints of γ :
(1) γ is composed of the lifts to Σ of at most three each of the following two types
of path segments in U ′k,δ :
(a) A segment of a line through κk,∗ and contained in U ′k,δ , traversed in either
direction,
(b) A segment of a circle with center κk,∗ and contained in U ′k,δ , where the
circle may be parameterized in either direction, and the angular length is
at most 4π (i.e. at most two full revolutions of the circle).
(2) For all (λ, µ) on the trace of γ and for ν ∈ {1, 2} we have
|λ− κk,ν| ≤ max
{
2 |κk,1 − κk,2| , |λok − κk,∗| , |λk − κk,∗|
}
. (16.5)
(3) The trace of γ meets the points κk,1 and κk,2 at most in its endpoints.
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Proposition 16.3. Let N ∈ IN be as in Lemma 16.1 and k ∈ ZZ with |k| > N .
For every (λok, µ
o
k), (λk, µk) ∈ Û ′k,δ (from the same connected component of Û ′k,δ if
κk,1 = κk,2 ) there exists an admissible path γ in Û
′
k,δ which connects (λ
o
k, µ
o
k) to
(λk, µk) .
Proof. We distinguish cases depending on whether |λk − κk,∗| or |λok − κk,∗| is larger
or smaller than |κk,1 − κk,2| . In the sequel, “line” or “ray” always means a line or
ray contained in Uk,δ starting in κk,∗ and passing through another point, and “circle
(segment)” always means a circle (segment) contained in Uk,δ with center κk,∗ .
If |λok − κk,∗|, |λk − κk,∗| ≤ |κk,1 − κk,2| holds, we construct γ as composition of
lifts in Û ′k,δ of the following segments in U
′
k,δ :
• If the ray through λok passes through either κk,1 or κk,2 , a short circle segment
so that the ray through its endpoint passes through neither κk,1 nor κk,2 ;
otherwise nothing.
• The segment of the line through the previous endpoint from that endpoint to
a point λ ∈ Uk,δ with |λ− κk,∗| = |κk,1 − κk,2| .
• A circle segment from the previous endpoint, which contains a full circle if
and only if (λok, µ
o
k) and (λk, µk) are on different “leaves” of Û
′
k,δ , and whose
endpoint is chosen in the following way: If the ray through λk does not pass
through either κk,1 or κk,2 , then the endpoint is such that the ray through the
endpoint passes through λk ; otherwise the arc is extended beyond that point
by a short length so that the ray through its endpoint does not pass through
either κk,1 or κk,2 .
• A line segment connecting the previous endpoint to a point λ′ ∈ Uk,δ with
|λ′ − κk,∗| = |λk − κk,∗| .
• If the lift of the previous endpoint is not (λk, µk) , then a short circle segment
connecting the previous endpoint to (λk, µk) .
If either |λok−κk,∗| > |κk,1−κk,2| or |λk−κk,∗| > |κk,1−κk,2| holds, we may suppose
without loss of generality that |λok − κk,∗| ≤ |λk − κk,∗| and therefore |λk − κk,∗| >
|κk,1 − κk,2| holds. We make no assumptions on the relation between |λok − κk,∗|
and |κk,1 − κk,2| . In this case, we construct γ as composition of lifts in Û ′k,δ of the
following segments in U ′k,δ :
• If the segment of the ray through λok from λok to a point λ ∈ Uk,δ with
|λ− κk,∗| = |λk − κk,∗| would pass through either κk,1 or κk,2 , a short circle
segment so that the ray through its endpoint passes through neither κk,1 nor
κk,2 ; otherwise nothing.
• A line segment from the previous endpoint to a point λ with |λ − κk,∗| =
|λk − κk,∗| .
• A circle segment from the previous endpoint, which contains a full circle if and
only if (λok, µ
o
k) and (λk, µk) are on different “leaves” of Û
′
k,δ , and which ends
in (λk, µk) .

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We now estimate the path integral along admissible paths for the integrands 1
Ψk
,
1
|Ψk| and
|λ−ξk|
|Ψk| , and also the area integral of
(
|λ−ξk|
|Ψk|
)2
over an excluded domain. Note
that while the holomorphic function Ψk is well-defined only on Ûk,δ for k sufficiently
large (see Lemma 16.1), the continuous function |Ψk| is well-defined on all of Σ and
for all k ∈ ZZ , namely by
|Ψk(λ)| :=
√
|λ− κk,1| · |λ− κk,2| ,
where
√
denotes the real square root function, moreover |Ψk| depends only on
λ ∈ C∗ , and not on µ .
Lemma 16.4. Let N ∈ IN be as in Lemma 16.1, k ∈ ZZ , and (λok, µok), (λk, µk) ∈ Û ′k,δ .
If κk,1 6= κk,2 holds, we let ξk ∈ Uk,δ be given, whereas for κk,1 = κk,2 we put
ξk := κk,∗ ∈ Uk,δ and require that (λok, µok) and (λk, µk) are in the same connected
component of Û ′k,δ .
(1) For |k| > N we have∫ (λk,µk)
(λok ,µ
o
k)
1
Ψk
dλ = ln
(
λk − κk,∗ +Ψk(λk, µk)
λok − κk,∗ +Ψk(λok, µok)
)
,
where we integrate along any path that is entirely contained in Û ′k,δ . Here
ln(z) is the branch of the complex logarithm function with ln(1) = 2πim ,
where m ∈ ZZ is the winding number of the path of integration around the pair
of branch points κk,1 , κk,2 .
(2) There exists a constant C > 0 (depending neither on k nor on κk,ν ) so that
for |k| > N we have∫ (λk ,µk)
(λok,µ
o
k)
1
|Ψk| |dλ| ≤ C ·
∣∣∣∣∣
∫ (λk,µk)
(λok ,µ
o
k)
1
Ψk
dλ
∣∣∣∣∣ , (16.6)
where we integrate along an admissible path (Definition 16.2).
(3) There exist constants C1, C2 > 0 (depending neither on k nor on κk,ν or ξk )
so that we have for any k ∈ ZZ∫ (λk ,µk)
κk,1
|λ− ξk|
|Ψk| |dλ| ≤
(
C1
∣∣∣∣ ξk − κk,∗κk,1 − κk,2
∣∣∣∣+ C2) · |λk − κk,1| .
Here we integrate along the lift of the straight line from κk,1 to λk , and the
expression
∣∣∣ ξk−κk,∗κk,1−κk,2 ∣∣∣ is to be read as 0 in the case κk,1 = κk,2 .
(4) There exists C > 0 (depending neither on k nor on κk,ν or ξk ) so that we
have for any k ∈ ZZ∫
Uk,δ
|λ− ξk|2
|λ− κk,1| · |λ− κk,2| d
2λ ≤ C ·
(
|ξk − κk,∗|2 + |ξk − κk,∗|
4
|κk,1 − κk,2|2
)
+ ℓ∞−2,6(k) ,
where d2λ denotes the 2-dimensional Lebesgue measure on C . In the case
κk,1 = κk,2 , the expression
|ξk−κk,∗|4
|κk,1−κk,2|2 is to be read as 0 .
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Proof of Lemma 16.4. For (1). It is easily checked that ln(λ− κk,∗ +Ψk(λ, µ)) is an
anti-derivative of 1
Ψk(λ,µ)
, and the claimed formula follows.
For (2). We first show that the inequality to be shown is invariant under change of
the κk,ν . For this purpose, we at first suppose that κk,1 6= κk,2 holds, let Û be the
hyperelliptic surface above C with branch points above κ1 := 1 and κ2 := −1 , and
let Ψ(λ, µ) :=
√
λ2 − 1 be the corresponding holomorphic function on Û with zeros
in the branch points. We then have
Ψk(λ, µ) =
√
(λ− κk,1) · (λ− κk,2) =
√
(λ− κk,∗)2−
(
1
2
(κk,1 − κk,2)
)2
=
1
2
(κk,1 − κk,2) ·Ψ
(
λ− κk,∗
1
2
(κk,1 − κk,2)
, µ
)
and therefore, if we choose points (λo, µo), (λ, µ) ∈ Û with λo = λok−κk,∗1
2
(κk,1−κk,2)
resp. λ =
λk−κk,∗
1
2
(κk,1−κk,2)
, we have ∫ (λk ,µk)
(λok,µ
o
k)
1
Ψk
dλ′ =
∫ (λ,µ)
(λo,µo)
1
Ψ
dλ′
and similarly ∫ (λk ,µk)
(λok,µ
o
k)
1
|Ψk| |dλ
′| =
∫ (λ,µ)
(λo,µo)
1
|Ψ| |dλ
′| .
Therefore we see that the inequality (16.6) is implied by the claim that there exists
C > 0 so that we have for all (λo, µo), (λ, µ) ∈ Û∫ (λ,µ)
(λo,µo)
1
|Ψ| |dλ
′| ≤ C ·
∣∣∣∣∣
∫ (λ,µ)
(λo,µo)
1
Ψ
dλ′
∣∣∣∣∣ . (16.7)
For reasons of continuity this is true even in the case κk,1 = κk,2 .
For the proof of (16.7), we note that κ1−κ2 = 2 and κ∗ := 12(κ1+κ2) = 0 holds.
We first consider the case where |λo|, |λ| ≤ 2 holds. Then the admissible path of
integration from (λo, µo) to (λ, µ) runs entirely in the pre-image of { λ′ ∈ C ∣∣ |λ′| ≤
2 } . We note that ∫ (λ,µ)
(λo,µo)
1
Ψ
dλ′ = ln
(
λ− κ∗ +Ψ(λ, µ)
λo − κ∗ +Ψ(λo, µo)
)
equals 0 if and only if we choose the branch of the complex logarithm with ln(1) = 0
(corresponding to integration paths that do not wind around the branch points κν ),
and moreover
λ− κ∗ +Ψ(λ, µ) = λo − κ∗ +Ψ(λo, µo)
and therefore (λ, µ) = (λo, µo) holds.
SPECTRAL THEORY FOR SIMPLY PERIODIC SOLUTIONS OF SINH-GORDON 159
On the other hand, the function
∫ (λ,µ)
(λo,µo)
1
|Ψ| |dλ′| also equals zero for (λ, µ) =
(λo, µo) , and we will show below that
lim
(λ,µ)→(λo,µo)
∫ (λ,µ)
(λo,µo)
1
|Ψ| |dλ′|∣∣∣∫ (λ,µ)(λo,µo) 1Ψ dλ′∣∣∣ ≤
√
2 (16.8)
holds. Moreover, there exists a constant C1 > 0 so that
∫ (λ,µ)
(λo,µo)
1
|Ψ| |dλ′| ≤ C1 holds. It
follows from these facts by an argument of compactness that (16.7) holds for |λo|, |λ| ≤
2 .
For the proof of (16.8): If (λo, µo) 6= κν holds for ν ∈ {1, 2} , then we have
Ψ(λo, µo) 6= 0 and therefore by l’Hospital’s rule and the Fundamental Theorem of
Calculus
lim
(λ,µ)→(λo,µo)
∫ (λ,µ)
(λo,µo)
1
|Ψ| |dλ′|∣∣∣∫ (λ,µ)(λo,µo) 1Ψ dλ′∣∣∣ =
1
|Ψ(λo,µo)|∣∣∣ 1Ψ(λo,µo)∣∣∣ = 1 ≤
√
2 .
We now look at the case (λo, µo) = κν , say with ν = 1 . We may suppose that (λ, µ)
is close to (λo, µo) , more specifically that
|λ− κ1| ≤ 1 and therefore |λ− κ2| ≥ 1 (16.9)
holds. Moreover, we may suppose that the path of integration in (16.8) is a straight
line from (λo, µo) = κ1 to (λ, µ) (this is an admissible path). From (16.9) it follows
that we have
1
|Ψ(λ′, µ′)| ≤
1√|λ′ − κ1|
for (λ′, µ′) on the path of integration, and therefore∫ (λ,µ)
κ1
1
|Ψ| |dλ
′| ≤
∫ (λ,µ)
κ1
1√|λ′ − κ1| |dλ′| (∗)=
∣∣∣∣∣
∫ (λ,µ)
κ1
1√
λ′ − κ1
dλ′
∣∣∣∣∣ = 2√|λ− κ1| ,
where the equals sign marked (∗) follows from our choice of the path of integration,
which implies that 1√
λ′−κ1 has constant argument. On the other hand, we have∫ (λ,µ)
κ1
1
Ψ
dλ′ = ln
(
λ− κ∗ +Ψ(λ, µ)
κ1 − κ∗ +Ψ(κ1)
)
= ln
(
λ+
√
λ2 − 1
)
= arcosh(λ) .
Thus we obtain, again by the rule of l’Hospital:
lim
(λ,µ)→κ1
∫ (λ,µ)
κ1
1
|Ψ| |dλ′|∣∣∣∫ (λ,µ)κ1 1Ψ dλ′∣∣∣ ≤ lim(λ,µ)→κ1
2
√|λ− κ1|
|arcosh(λ)| = lim(λ,µ)→κ1
1√
|λ−κ1|∣∣∣ 1√
λ2−1
∣∣∣ =
√
2 .
This completes the proof of (16.8).
We now prove (16.7) in the case where at least one of the inequalities |λ| > 2
and |λo| > 2 holds. The parts of the admissible path of integration that run within
{ λ′ ∈ C ∣∣ |λ′| ≤ 2 } are handled by the above argument, so we only consider the
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parts that run within { λ′ ∈ C ∣∣ |λ′| ≥ 2 } in the sequel. For such λ′ , we have
|λ′ − κν | ≥ 12 |λ′| and therefore
1
|Ψ(λ′, µ′)| ≤
2
|λ′| . (16.10)
We also note that we have∫ (λ,µ)
(λo,µo)
1
Ψ
dλ′ = ln
(
λ− κ∗ +Ψ(λ, µ)
λo − κ∗ +Ψ(λo, µo)
)
= ln
∣∣∣∣ λ− κ∗ +Ψ(λ, µ)λo − κ∗ +Ψ(λo, µo)
∣∣∣∣+ i · arg( λ− κ∗ +Ψ(λ, µ)λo − κ∗ +Ψ(λo, µo)
)
and therefore∣∣∣∣∣
∫ (λ,µ)
(λo,µo)
1
Ψ
dλ′
∣∣∣∣∣ ≥ max
{
ln
∣∣∣∣ λ− κ∗ +Ψ(λ, µ)λo − κ∗ +Ψ(λo, µo)
∣∣∣∣ , ∣∣∣∣arg( λ− κ∗ +Ψ(λ, µ)λo − κ∗ +Ψ(λo, µo)
)∣∣∣∣} .
In the sequel, we will handle the segments of the part of the admissible path of integra-
tion contained in {|λ| ≥ 2} individually, treating lines and circles separately. We will
estimate
∫
1
|Ψ| |dλ′| by a multiple of ln
∣∣∣ λ−κ∗+Ψ(λ,µ)λo−κ∗+Ψ(λo,µo)∣∣∣ for lines, and by a multiple of∣∣∣arg ( λ−κ∗+Ψ(λ,µ)λo−κ∗+Ψ(λo,µo))∣∣∣ for circles. For this purpose we denote by γ the relevant path,
and by (λ1, µ1) , (λ2, µ2) its endpoints.
For lines, we have by (16.10) with a constant C2 > 0∫
γ
1
|Ψ| |dλ
′| ≤
∫
γ
2
|λ′| |dλ
′| = 2 ln
( |λ2|
|λ1|
)
≤ C2 ln
∣∣∣∣ λ− κ∗ +Ψ(λ, µ)λo − κ∗ +Ψ(λo, µo)
∣∣∣∣ .
For circles, |λ| is constant along the path of integration, and therefore we have
again by (16.10) with a constant C3 > 0∫
γ
1
|Ψ| |dλ
′| ≤
∫
γ
2
|λ′| |dλ
′| = 2 arg
(
λ2
λ1
)
≤ C3
∣∣∣∣arg( λ− κ∗ +Ψ(λ, µ)λo − κ∗ +Ψ(λo, µo)
)∣∣∣∣ .
This completes the proof of (16.6).
For (3). In the case κk,1 = κk,2 , the integrand equals 1 because of our hypothesis
ξk = κk,∗ for this case, and therefore we then have∫ (λk ,µk)
κk,1
|λ− ξk|
|Ψk| |dλ| ≤ |λk − κk,1| .
Thus we only need to consider the case κk,1 6= κk,2 in the sequel. For this case we
will show as an intermediate step that there are constants C3, C4 > 0 so that∫ (λk ,µk)
κk,1
|λ− ξk|
|Ψk| |dλ|
≤ C3 · |λk − κk,1|+ C4 · (|ξk − κk,∗|+ |κk,1 − κk,2|) ·
∣∣∣∣arcosh( λk − κk,∗1
2
(κk,1 − κk,2)
)∣∣∣∣
(16.11)
holds.
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Indeed, it follows from an argument of compactness that C3 , C4 can be chosen
such that (16.11) holds for |k| ≤ N . Thus we only consider |k| > N in the sequel.
Then there exists a constant C5 > 0 so that we have∫ (λk ,µk)
κk,1
1
|Ψk| |dλ|
(2)
≤ C5 ·
∣∣∣∣∣
∫ (λk ,µk)
κk,1
1
Ψk
dλ
∣∣∣∣∣
(1)
= C5 ·
∣∣∣∣ln(λk − κk,∗ +Ψk(λk, µk)κk,1 − κk,∗ +Ψk(κk,1)
)∣∣∣∣
(∗)
= C5 ·
∣∣∣∣arcosh( λk − κk,∗1
2
(κk,1 − κk,2)
)∣∣∣∣ , (16.12)
where (2) and (1) refer to the respective parts of the present lemma, and the equality
marked (∗) follows from the equation arcosh(z) = ln(z +√z2 − 1) , and therefore∫ (λk ,µk)
κk,1
|λ− ξk|
|Ψk| |dλ|
≤
∫ (λk ,µk)
κk,1
|λ− κk,∗|
|Ψk| |dλ|+ |κk,∗ − ξk| ·
∫ (λk ,µk)
κk,1
1
|Ψk| |dλ|
≤
∫ (λk ,µk)
κk,1
|λ− κk,∗|
|Ψk| |dλ|+ C5 · |κk,∗ − ξk| ·
∣∣∣∣arcosh( λk − κk,∗1
2
(κk,1 − κk,2)
)∣∣∣∣ .
This calculation shows that it suffices to consider the case ξk = κk,∗ in the proof of
(16.11). In this case, (16.11) takes the form of the following inequality∫ (λk ,µk)
κk,1
|λ− κk,∗|
|Ψk| |dλ| ≤ C3 · |λk−κk,1|+C4 · |κk,1−κk,2| ·
∣∣∣∣arcosh( λk − κk,∗1
2
(κk,1 − κk,2)
)∣∣∣∣ ,
(16.13)
which we will now prove.
For the proof of (16.13) we first look at the case |λk − κk,∗| ≤ |κk,1 − κk,2| . Then
we have for any λ ∈ [κk,1, λk]
|λ− κk,∗| ≤ |λ− κk,1|+ |κk,1 − κk,∗| ≤ |λk − κk,1|+ |κk,1 − κk,∗|
≤ |λk − κk,∗|+ 2 |κk,1 − κk,∗| ≤ 2 |κk,1 − κk,2|
and therefore by (16.12)∫ (λk ,µk)
κk,1
|λ− κk,∗|
|Ψk| |dλ| ≤ 2 |κk,1 − κk,2| ·
∫ (λk ,µk)
κk,1
1
|Ψk| |dλ|
≤ 2C5 |κk,1 − κk,2| ·
∣∣∣∣arcosh( λk − κk,∗1
2
(κk,1 − κk,2)
)∣∣∣∣ , (16.14)
whence (16.13) follows for this case.
We now consider the case |λk − κk,∗| > |κk,1 − κk,2| . Because the endpoints of the
line segment [κk,1, λk] then satisfy
|κk,1 − κk,∗| < |κk,1 − κk,2| and |λk − κk,∗| > |κk,1 − κk,2| ,
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there is a unique intersection point between this line segment and the circle { λ ∈
C
∣∣ |λ − κk,∗| = |κk,1 − κk,2| } , which we denote by λ∗ ∈ C∗ . We further choose
µ∗ ∈ C so that (λ∗, µ∗) ∈ Σ is in the appropriate leaf of Σ . Then we have∫ (λk,µk)
κk,1
|λ− κk,∗|
|Ψk| |dλ| =
∫ (λ∗,µ∗)
κk,1
|λ− κk,∗|
|Ψk| |dλ|+
∫ (λk ,µk)
(λ∗,µ∗)
|λ− κk,∗|
|Ψk| |dλ| , (16.15)
where we integrate along straight lines in all three integrals.
We estimate the two integrals on the right hand side of Equation (16.15) separately.
For the first integral, the estimate (16.14) is applicable because of |λ∗−κk,∗| = |κk,1−
κk,2| , and therefore we have∫ (λ∗,µ∗)
κk,1
|λ− κk,∗|
|Ψk| |dλ| ≤ 2C5 |κk,1 − κk,2| ·
∣∣∣∣arcosh( λ∗ − κk,∗1
2
(κk,1 − κk,2)
)∣∣∣∣
≤ 2C5 |κk,1 − κk,2| ·
∣∣∣∣arcosh( λk − κk,∗1
2
(κk,1 − κk,2)
)∣∣∣∣ .
Concerning the second integral, we note that for λ ∈ [λ∗, λk] and ν ∈ {1, 2} we have
|λ− κk,∗| ≥ |κk,1 − κk,2| = 2 |κk,∗ − κk,ν |
and therefore
|λ− κk,ν | ≥ |λ− κk,∗| − |κk,∗ − κk,ν | ≥ 1
2
|λ− κk,∗| ,
whence
|λ− κk,∗|
|Ψk(λ, µ)| =
|λ− κk,∗|√|λ− κk,1| · |λ− κk,2| ≤ 2
follows. Thus we obtain∫ (λk,µk)
(λ∗,µ∗)
|λ− κk,∗|
|Ψk| |dλ| ≤
∫ (λk ,µk)
(λ∗,µ∗)
2 |dλ| = 2 |λk − λ∗| ≤ 2 |λk − κk,1| .
By plugging these estimates into Equation (16.15), we obtain the estimate (16.13) also
for the case of |λk − κk,∗| > |κk,1 − κk,2| . This concludes the proof of (16.13) and
therefore of (16.11).
To derive the estimate claimed in part (3) of the lemma from (16.11), we use the
fact that there exists a constant Carcosh > 0 so that for every z ∈ C we have
|arcosh(z)| ≤ Carcosh · |z − 1| . (16.16)
For the proof of (16.16) we note that arcosh(z) is differentiable on a suitably doubly
slitted plane with d
dz
arcosh(z) = 1√
z2−1 and arcosh(1) = 0 , and therefore we have
|arcosh(z)| = |arcosh(z)− arcosh(1)| =
∣∣∣∣∫ z
1
1√
z2 − 1 dz
∣∣∣∣ ≤ ∫ z
1
1√
|z2 − 1| |dz| ,
where the integration takes place along a path that is chosen in the slitted plane with
a length commensurate with |z − 1| . Because the integrand has only finitely many
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poles of order at most 1
2
, the above integral is finite, and because the integrand is
bounded for |z| → ∞ , there in fact exists a constant Carcosh > 0 with
|arcosh(z)| ≤
∫ z
1
1√|z2 − 1| |dz| ≤ Carcosh · |z − 1| .
By applying (16.16) to the estimate (16.11), we see∫ (λk ,µk)
κk,1
|λ− ξk|
|Ψk| |dλ|
≤ C3 · |λk − κk,1|+ C4 · (|ξk − κk,∗|+ |κk,1 − κk,2|) · Carcosh ·
∣∣∣∣ λk − κk,∗1
2
(κk,1 − κk,2)
− 1
∣∣∣∣
= C3 · |λk − κk,1|+ C4 · (|ξk − κk,∗|+ |κk,1 − κk,2|) · Carcosh ·
∣∣∣∣ λk − κk,11
2
(κk,1 − κk,2)
∣∣∣∣
=
(
(C3 + 2C4Carcosh) + 2C4Carcosh
∣∣∣∣ ξk − κk,∗κk,1 − κk,2
∣∣∣∣) · |λk − κk,1| .
Thus the estimate claimed in (3) holds (with C1 := 2C4Carcosh and C2 := C3 +
2C4Carcosh ).
For (4). If κk,1 = κk,2 holds, the integrand equals 1 (because we had required
ξk = κk,∗ in this case) , and thus the integral equals vol(Uk,δ) ∈ ℓ∞−2,6(k) . Thus we now
suppose κk,1 6= κk,2 , consider the case k > 0 , and choose δ′ > 0 (independently of
k ) so that Uk,δ ⊂ B(λk,0, kδ′) holds. We then compute
∫
B(λk,0,kδ′)
|λ−ξk|2
|λ−κk,1|·|λ−κk,2| d
2λ .
We abbreviate A :=
|ξk−κk,∗|
|κk,1−κk,2| and split the domain of integration B(λk,0, kδ
′) into
four parts:
M1 := B(κk,1,
1
2
|κk,1 − κk,2|)
M2 := B(κk,2,
1
2
|κk,1 − κk,2|)
M3 := B(κk,∗,max{|ξk − κk,∗|, |κk,1 − κk,2|}) \ (M1 ∪M2)
M4 := B(λk,0, kδ
′) \ (M1 ∪M2 ∪M3) .
For ν ∈ {1, 2} and λ ∈Mν we have
|λ− ξk| ≤ |λ− κk,ν|+ |κk,ν − κk,∗|+ |κk,∗ − ξk|
≤ 1
2
|κk,1 − κk,2|+ 1
2
|κk,1 − κk,2|+ A |κk,1 − κk,2|
= (A+ 1) · |κk,1 − κk,2|
and
|λ− κk,3−ν | ≥ |κk,3−ν − κk,ν| − |λ− κk,ν | ≥ 1
2
|κk,1 − κk,2| ,
and therefore
|λ− ξk|2
|λ− κk,1| · |λ− κk,2| ≤ 2 (A+ 1)
2 · |κk,1 − κk,2| · 1|λ− κk,ν | .
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Thus we obtain∫
Mν
|λ− ξk|2
|λ− κk,1| · |λ− κk,2| d
2λ ≤ 2 (A+ 1)2 · |κk,1 − κk,2| ·
∫
Mν
1
|λ− κk,ν | d
2λ
≤ 2 (A+ 1)2 · |κk,1 − κk,2| ·
∫ 1
2
|κk,1−κk,2|
r=0
∫ 2π
ϕ=0
1
r
r dr dϕ
= 2π (A+ 1)2 |κk,1 − κk,2|2
≤ 8π (|ξk − κk,∗|2 + |κk,1 − κk,2|2) . (16.17)
For λ ∈ M3 we have
|λ− ξk| ≤ |λ− κk,∗|+ |κk,∗ − ξk| ≤ 2 max{|ξk − κk,∗|, |κk,1 − κk,2|}
and for ν ∈ {1, 2}
|λ− κk,ν| ≥ 1
2
|κk,1 − κk,2| ,
and therefore
|λ− ξk|2
|λ− κk,1| · |λ− κk,2| ≤ 16
(max{|ξk − κk,∗|, |κk,1 − κk,2|})2
|κk,1 − κk,2|2 .
It follows that we have∫
M3
|λ− ξk|2
|λ− κk,1| · |λ− κk,2| d
2λ ≤ 16 (max{|ξk − κk,∗|, |κk,1 − κk,2|})
2
|κk,1 − κk,2|2 · vol(M3)
≤16 (max{|ξk − κk,∗|, |κk,1 − κk,2|})
2
|κk,1 − κk,2|2 · vol(B(κk,∗,max{|ξk − κk,∗|, |κk,1 − κk,2|}))
=16
(max{|ξk − κk,∗|, |κk,1 − κk,2|})2
|κk,1 − κk,2|2 · π (max{|ξk − κk,∗|, |κk,1 − κk,2|})
2
≤16 π
(
|κk,1 − κk,2|2 + |ξk − κk,∗|
4
|κk,1 − κk,2|2
)
. (16.18)
Finally, for λ ∈M4 we have
|λ− ξk| ≤ |λ− κk,∗|+ |κk,∗ − ξk| ≤ |λ− κk,∗|+ |λ− κk,∗| = 2 |λ− κk,∗|
and for ν ∈ {1, 2}
|λ− κk,ν | ≥ |λ− κk,∗| − |κk,∗ − κk,ν| = |λ− κk,∗| − 1
2
|κk,1 − κk,2| ≥ 1
2
|λ− κk,∗|
and hence
|λ− ξk|2
|λ− κk,1| · |λ− κk,2| ≤ 16 .
Thus we obtain∫
M4
|λ− ξk|2
|λ− κk,1| · |λ− κk,2| d
2λ ≤ 16·vol(M4) ≤ 16·vol(B(λk,0, kδ′)) = 16·π (kδ′)2 ≤ 64 π k2
(16.19)
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It follows from Equations (16.17), (16.18) and (16.19), and the fact that κk,1−κk,2 ∈
ℓ2−1,3(k) holds, that there exists C > 0 so that∫
Uk,δ
|λ− ξk|2
|λ− κk,1| · |λ− κk,2| d
2λ ≤ C ·max
{
1,
|ξk − κk,∗|
|κk,1 − κk,2|
}4
· (|κk,1 − κk,2|2 + k2)
holds. 
Proposition 16.5. Let N ∈ IN be as in Lemma 16.1.
(1) There exist C > 0 and a sequence bk ∈ ℓ2−1,3(k) (depending on Σ ) such that
for any k ∈ ZZ with |k| > N and for any (λok, µok), (λk, µk) ∈ Û ′k,δ (in the case
κk,1 = κk,2 we require that (λk, µk) and (λ
o
k, µ
o
k) lie in the same connected
component of Û ′k,δ ) we have∣∣∣∣∣
∫ (λk ,µk)
(λok ,µ
o
k)
1
µ− µ−1 dλ− 4i(−1)
k λ
ρ/2
k,0 ln
(
λk − κk,∗ +Ψk(λk, µk)
λok − κk,∗ +Ψk(λok, µok)
)∣∣∣∣∣
≤ C · (|λk − λok|+ bk) ·
∣∣∣∣ln(λk − κk,∗ +Ψk(λk, µk)λok − κk,∗ +Ψk(λok, µok)
)∣∣∣∣ .
Here we integrate along any path that is contained in Û ′k,δ , set ρ = 1 for
k > 0 and ρ = 3 for k < 0 , and ln(z) is the branch of the complex logarithm
function with ln(1) = 2πim , where m ∈ ZZ is the winding number of the path
of integration around the pair of branch points κk,1 , κk,2 .
(2) There exists C > 0 so that for any k ∈ ZZ with |k| > N and for any
(λok, µ
o
k), (λk, µk) ∈ Û ′k,δ as in (1) we have∫ (λk ,µk)
(λok,µ
o
k)
1
|µ− µ−1| |dλ| ≤ C λ
ρ/2
k,0 ·
∣∣∣∣ln(λk − κk,∗ +Ψk(λk, µk)λok − κk,∗ +Ψk(λok, µok)
)∣∣∣∣ , (16.20)
where we integrate along an admissible path (Definition 16.2), and set ρ = 1
for k > 0 and ρ = 3 for k < 0 .
Moreover, for all k with κk,1 6= κk,2 we have∫ κk,2
κk,1
1
µ− µ−1 dλ = −4(−1)
kπ λ
ρ/2
k,0 + ℓ
2
−1,3(k) , (16.21)∫ κk,2
κk,1
1
|µ− µ−1| |dλ| = 4π λ
ρ/2
k,0 + ℓ
2
−1,3(k) , (16.22)
where the path of integration is a straight line from κk,1 to κk,2 in the λ-plane.
(3) There exist C1, C2 > 0 so that for any k ∈ ZZ , for any (λok, µok), (λk, µk) ∈ Ûk,δ
as in (1), and for arbitrary ξk ∈ Uk,δ if κk,1 6= κk,2 , whereas we set ξk := κk,∗
if κk,1 = κk,2 , we have∫ (λk ,µk)
κk,1
|λ− ξk|
|µ− µ−1| |dλ| ≤
(
C1
∣∣∣∣ ξk − κk,∗κk,1 − κk,2
∣∣∣∣+ C2) · λρ/2k,0 · |λk − κk,1| ,
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where the path of integration is a straight line from κk,1 to λk in the λ-plane,
we set ρ = 1 for k > 0 and ρ = 3 for k < 0 , and the expression
∣∣∣ ξk−κk,∗κk,1−κk,2 ∣∣∣
is to be read as 0 in the case κk,1 = κk,2 .
(4) There exists C > 0 so that for any k ∈ ZZ and ξk as in (3) we have∫
Uk,δ
|λ− ξk|2
|∆(λ)2 − 4| d
2λ ≤ C λρk,0 ·
(
|ξk − κk,∗|2 + |ξk − κk,∗|
4
|κk,1 − κk,2|2 + ℓ
∞
−2,6(k)
)
,
where d2λ again denotes the 2-dimensional Lebesgue measure on C . Here we
again put ρ = 1 for k > 0 and ρ = 3 for k < 0 ; and in the case κk,1 = κk,2 ,
the expression
|ξk−κk,∗|4
|κk,1−κk,2|2 is to be read as equal to 0 .
Proof. For (1). We may suppose without loss of generality that the path of integration
is composed of an admissible path connecting (λok, µ
o
k) to (λk, µk) and |m| circles
around κk,1 , κk,2 (with the orientation given by the sign of m ). Note that each of
the circles is also an admissible path.
If the point (λ, µ) is on the trace of the path of integration, we then have because
of Equation (16.5) in Definition 16.2
|λ− κk,ν | ≤ max
{
2 |κk,1 − κk,2| , |λok − κk,∗| , |λk − κk,∗|
}
≤ |λk − λok|+ b˜k with b˜k := 2 |κk,1 − κk,2|+ |λok − κk,∗| ∈ ℓ2−1,3(k) .
Therefore it follows from Lemma 16.1 that there exist constants C1, C2 > 0 and
ak ∈ ℓ2−1,3(k) so that we have for such points∣∣∣∣ 1µ− µ−1 − 4i(−1)k λρ/2k,0 1Ψk(λ, µ)
∣∣∣∣ ≤ C1 · (|λ− κk,1|+ |λ− κk,2|) + ak|Ψk(λ, µ)| (16.23)
≤ C2 · |λk − λ
o
k|+ bk
|Ψk(λ, µ)| with bk := ak + b˜k .
(16.24)
We obtain by integration∣∣∣∣∣
∫ (λk ,µk)
(λok,µ
o
k)
1
µ− µ−1 dλ− 4i(−1)
k λ
ρ/2
k,0
∫ (λk ,µk)
(λok,µ
o
k)
1
Ψk
dλ
∣∣∣∣∣
≤ C2 · (|λk − λok|+ bk) ·
∫ (λk ,µk)
(λok,µ
o
k)
1
|Ψk| dλ .
(1) now follows from Lemma 16.4(1),(2).
For (2). It follows from Equation (16.23) that there exists C3 > 0 so that we have
for (λ, µ) ∈ Ûk,δ
1
|µ− µ−1| ≤ C3 λ
ρ/2
k,0
1
|Ψk(λ, µ)|
and therefore ∫ (λk ,µk)
(λok,µ
o
k)
1
|µ− µ−1| |dλ| ≤ C3 λ
ρ/2
k,0
∫ (λk ,µk)
(λok,µ
o
k)
1
|Ψk(λ, µ)| |dλ| .
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By Lemma 16.4(2),(1) there exists C4 > 0 with∫ (λk ,µk)
(λok,µ
o
k)
1
|Ψk(λ, µ)| |dλ| ≤ C4·
∣∣∣∣∣
∫ (λk,µk)
(λok ,µ
o
k)
1
Ψk(λ, µ)
dλ
∣∣∣∣∣ = C4·
∣∣∣∣ln(λk − κk,∗ +Ψk(λk, µk)λok − κk,∗ +Ψk(λok, µok)
)∣∣∣∣ ,
and Equation (16.20) follows from these estimates.
Equations (16.21) and (16.22) follow from part (1) resp. from Equation (16.20) by
plugging in (λok, µ
o
k) = κk,1 and (λk, µk) = κk,2 and noting that κk,2−κk,1 ∈ ℓ2−1,3(k)
and ln
(
κk,2−κk,∗−Ψk(κk,2)
κk,1−κk,∗−Ψk(κk,1)
)
= ln(−1) = iπ holds.
For (3). It follows from (16.24) (applied with λok = κk,1 ) that we have
|λ− ξk|
|µ− µ−1| ≤ C5 · (|λk − κk,1|+ bk) ·
|λ− ξk|
|Ψk(λ)| ≤ C6 · λ
ρ/2
k,0 ·
|λ− ξk|
|Ψk(λ)|
with constants C5, C6 > 0 and a sequence (bk) ∈ ℓ2−1,3(k) . By integration we thus
obtain ∫ (λk,µk)
κk,1
|λ− ξk|
|µ− µ−1| |dλ| ≤ C6 · λ
ρ/2
k,0 ·
∫ (λk ,µk)
κk,1
|λ− ξk|
|Ψk| |dλ| .
The claimed estimate now follows from the application of Lemma 16.4(3).
For (4). From Equation (16.2) we obtain for λ ∈ Uk,δ , because z 7→ z−1 is Lipschitz
continuous near z = − 1
16
,∣∣∣∣λ−ρk,0 · (λ− κk,1) · (λ− κk,2)∆(λ)2 − 4 − (−16)
∣∣∣∣
≤ C7 ·
{
k−1 if k > 0
k3 if k < 0
}
· (|λ− κk,1|+ |λ− κk,2|) + ℓ20,0(k)
and therefore ∣∣∣∣ 1∆(λ)2 − 4 −
(
− 16 λ
ρ
k,0
(λ− κk,1) · (λ− κk,2)
)∣∣∣∣
≤ λ
ρ
k,0
|λ− κk,1| · |λ− κk,2| ·
(
C7 ·
{
k−1 if k > 0
k3 if k < 0
}
· (|λ− κk,1|+ |λ− κk,2|) + ℓ20,0(k)
)
,
whence ∣∣∣∣ 1∆(λ)2 − 4
∣∣∣∣ ≤ C8 λρk,0 1|λ− κk,1| · |λ− κk,2|
follows. By integration and application of Lemma 16.4(4), we obtain∫
Uk,δ
|λ− ξk|2
|∆(λ)2 − 4| d
2λ ≤ C8 λρk,0
∫
Uk,δ
|λ− ξk|2
|λ− κk,1| · |λ− κk,2| d
2λ
≤ C9 λρk,0
(
|ξk − κk,∗|2 + |ξk − κk,∗|
4
|κk,1 − κk,2|2 + ℓ
∞
−2,6(k)
)
.

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17. Asymptotic behavior of 1-forms on the spectral curve
We continue our preparations for the construction of the Jacobi coordinates on the
spectral curve Σ . One important step in this construction is to obtain a basis (ωn)n∈Z
of the space of square-integrable, holomorphic8 1-forms on Σ which is dual to a given
homology basis (An, Bn)n∈Z on Σ in the sense that
∫
Ak
ωℓ = δk,ℓ holds. Because we
will need to assess the asymptotic behavior of the ωn , a general statement of existence
(like [FKT], Theorem 3.8, p. 28) is not enough. Rather we will explicitly construct
ωn in the form ωn =
Φn(λ)
µ−µ−1 dλ , where Φn is a holomorphic function on C
∗ which we
will construct as a suitable linear combination of infinite products. This presentation
of Φn will give us the asymptotic estimates we need.
In the present section, we therefore study holomorphic 1-forms on Σ and in par-
ticular the asymptotic behavior of holomorphic 1-forms ω = Φ(λ)
µ−µ−1 dλ , where Φ(λ)
is an infinite product of the kind we are interested in for the construction of the ωn .
More specifically, the following Proposition 17.1 shows that any square-integrable
holomorphic 1-form ω is anti-invariant with respect to the hyperelliptic involution and
therefore of the form ω = Φ(λ)
µ−µ−1 dλ with some holomorphic function Φ : C
∗ → C .
Conversely, the same Proposition gives a necessary condition and a (different) sufficient
condition for the asymptotic behavior of the function Φ so that the holomorphic 1-
form Φ(λ)
µ−µ−1 dλ is square-integrable.
Propositions 17.2–17.4 describe a specific construction method for square-integrable
holomorphic 1-forms ω = Φ(λ)
µ−µ−1 dλ , where the function Φ is given as an infinite
product, so that Φ has one zero in every excluded domain with a single exception;
we in particular describe the asymptotic behavior of such 1-forms. Note that the
asymptotic behavior of such 1-forms is “better” than what can be shown for square-
integrable 1-forms in the general case. (See Remark 17.5.)
As in the previous section, we fix a holomorphic function ∆ : C∗ → C with ∆−∆0 ∈
As(C∗, ℓ20,0, 1) , and thereby the associated spectral curve Σ . We continue to use
the notations of Section 16. In particular we let κk,ν be the zeros of ∆
2 − 4 as
before, interpret κk,ν also as points on Σ , and put κk,∗ := 12(κk,1 + κk,2) . We also
continue to use the possibly punctured excluded domains U ′k,δ and Û
′
k,δ defined by
Equation (16.4).
To avoid difficulties, we will suppose from now on:
∆2 − 4 does not have any zeros of order ≥ 3 . (17.1)
Because ∆2 − 4 has asymptotically and totally only two zeros in every excluded
domain, this condition excludes only the case where more than two zeros of ∆2 − 4
combine in a single point in the “compact part” of Σ . It is a consequence of this
condition that Σ does not have any singularities other than ordinary double points.
We then enumerate the zeros κk,ν of ∆
2−4 in such a way that if κ ∈ C∗ is a zero
of ∆2 − 4 of order 2 , there exists k ∈ ZZ with κ = κk,1 = κk,2 (even for |k| small),
8The requirements of square-integrability and holomorphy need to be modified near singular points
of Σ , see the precise statements below.
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and we define
S := { k ∈ ZZ ∣∣κk,1 = κk,2 } . (17.2)
With this definition, {κk,ν | k ∈ S } is the set of singular points of Σ , and therefore
Σ′ := Σ \ {κk,ν | k ∈ S } (17.3)
is the regular set of Σ , a Riemann surface that is open and dense in Σ .
We denote the space of holomorphic 1-forms on Σ by Ω(Σ) (in the singular points
of Σ , the holomorphy of ω ∈ Ω(Σ) is considered in the normalization Σ̂ of Σ ), and
the space of square-integrable 1-forms on Σ by L2(Σ, T ∗Σ) .
The following proposition shows that any square-integrable, holomorphic 1-form ω
on Σ is anti-symmetric with respect to the hyperelliptic involution of Σ , and provides
a sufficient criterion for the square-integrability of a holomorphic 1-form.
Proposition 17.1. (1) Let ω ∈ Ω(Σ)∩L2(Σ, T ∗Σ) . Then there exists a holomor-
phic function Φ : C∗ → C so that
ω =
Φ(λ)
µ− µ−1 dλ (17.4)
holds. We have Φ ∈ As(C∗, ℓ21,−3, 1) .
(2) Let Φ ∈ As(C∗, ℓ23/2,−5/2, 1) be given and put ω := Φµ−µ−1 dλ . Then ω is a
meromorphic 1-form on Σ that is holomorphic on Σ \ {κk,∗ | k ∈ S } , and
ω|V̂δ ∈ L2(V̂δ, T ∗V̂δ) holds.
(3) In the setting of (2), suppose that the following condition additionally holds:
There exists a finite set T ⊂ ZZ so that Φ has a zero ξk in Uk,δ for every
k ∈ ZZ \T , and there exists some Cξ > 0 so that |ξk−κk,∗| ≤ Cξ · |κk,1−κk,2|
holds for all k ∈ ZZ \ T .
Then ω is holomorphic on Σ \ {κk,∗ | k ∈ T ∩S } , and square-integrable on
Σ \⋃k∈T∩S Ûk,δ .
Proof. For (1). Let σ : (λ, µ) 7→ (λ, µ−1) be the hyperelliptic involution of Σ . Then
we have ω = ω+ + ω− with ω± := 12(ω ± σ∗ω) . ω+ is σ-invariant, and therefore
can be regarded as a square-integrable, holomorphic 1-form f+(λ) dλ on C
∗ . Because
the holomorphic function f+ is square-integrable on C
∗ , it is identically zero, and
therefore ω = ω− is σ-anti-invariant.
Hence (µ−µ−1) ·ω is a σ-invariant, holomorphic 1-form, and can thus be regarded
as a holomorphic 1-form on C∗ . Therefore there exists a holomorphic function Φ :
C∗ → C with (µ− µ−1) · ω = Φ(λ) dλ , and with this Φ Equation (17.4) holds.
It remains to show Φ ∈ As(C∗, ℓ21,−3, 1) . For this we may suppose without loss
of generality that δ > 0 is chosen so small that even the excluded domains Uk,3δ
do not overlap. Because of Proposition 9.4(1) it then suffices to show that Φ|V3δ ∈
As(V3δ, ℓ
2
1,−3, 1) holds. For each k ∈ ZZ , let λk ∈ Sk ∩ V3δ be such that |Φ(λ)|w(λ) attains
its maximum on the compact set Sk ∩ V3δ at λk (where Sk is the annulus defined by
Equation (9.1)). Let Mk be the topological annulus
Mk :=
{
{ λ ∈ C∗ | δk ≤ |λ− λk| ≤ 2δk } for k > 0
{ λ ∈ C∗ | δk−3 ≤ |λ− λk| ≤ 2δk−3 } for k < 0
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for |k| sufficiently large. Then only the Mk of consecutive indices can intersect, and
Mk is contained in (Sk−1 ∪ Sk ∪ Sk+1) ∩ Vδ .
We now first look at k > 0 . Because of the mean value property for the holomorphic
function f(λ) :=
(
Φ
µ−µ−1
)2
= Φ
2
∆2−4 , we have for any r ∈ [δk, 2δk]
f(λk) =
1
2π
∫ 2π
0
f(λk + re
it) dt
and therefore
f(λk) =
1
δk
∫ 2δk
r=δk
1
2π
∫ 2π
t=0
f(λk + re
it) dt dr
=
1
2πδk
∫ 2δk
r=δk
∫ 2π
t=0
1
r
f(λk + re
it) dt r dr
=
1
2πδk
∫
Mk
1
r
f(λ) d2λ ,
where d2λ here and in the sequel denotes the Lebesgue measure on C , and whence
|f(λk)| ≤ 1
2πδk
· 1
δk
·
∫
Mk
|f(λ)| d2λ
follows. Because of ω ∈ L2(Σ, T ∗Σ) , we have in particular f |Vδ ∈ L1(Vδ) . The Mk
are contained in Vδ , and each point of Vδ is covered by at most two of the Mk .
Therefore we obtain:
|f(λk)| ∈ 1
k2
· ℓ1(k) = ℓ12(k)
and hence
Φ(λk)√
∆(λk)2 − 4
∈ ℓ21(k)
holds. Because of λk ∈ V3δ ,
√
∆(λk)2 − 4 is comparable to w(λk) , and thus we
obtain
Φ(λk)
w(λk)
∈ ℓ21(k) .
It follows from the definition of λk that Φ|V3δ ∈ As∞(V3δ, ℓ21, 1) holds. A similar
argument yields Φ|V3δ ∈ As0(V3δ, ℓ2−3, 1) , and thus we have Φ|V3δ ∈ As(V3δ, ℓ21,−3, 1) .
By Proposition 9.4(1), Φ ∈ As(C∗, ℓ21,−3, 1) follows.
For (2). It is clear that ω is a meromorphic 1-form on Σ , and that it is holomorphic
except at the zeros of µ − µ−1 , i.e. at the κk,ν . If κk,ν is a regular branch point of
Σ , i.e. a simple zero of ∆2 − 4 , then both µ − µ−1 and dλ have a simple zero at
this point, and therefore ω is holomorphic also at these points. It follows that ω is
holomorphic on Σ \ {κk,∗ | k ∈ S } .
Because of Φ ∈ As(C∗, ℓ23/2,−5/2, 1) and because µ − µ−1 =
√
∆(λ)2 − 4 is on V̂δ
comparable to w(λ) , we have Φ
µ−µ−1 |V̂δ ∈ As(V̂δ, ℓ23/2,−5/2, 0) and therefore Φ
2
∆2−4 |Vδ ∈
As(Vδ, ℓ
1
3,−5, 0) . Because of vol(Sk ∩ Vδ) ∈ ℓ∞−3,5 , it follows that Φ
2
∆2−4 ∈ L1(Vδ) and
therefore ω|V̂δ ∈ L2(V̂δ, T ∗V̂δ) holds.
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For (3). The additional condition ensures that ξk = κk,∗ holds for every k ∈ (ZZ \
T )∩S ; this fact implies together with (17.1) that ω is holomorphic on Σ\{κk,∗ | k ∈
T ∩ S } . Moreover, these hypotheses ensure that Φ2
∆2−4 has at most simple poles
on every Uk,δ with k ∈ ZZ \ (T ∩ S) , and therefore ω is square-integrable on each
individual excluded domain Ûk,δ with k ∈ ZZ \ (T ∩ S) . Because ω is also square-
integrable on V̂δ by (2), it only remains to show that the sum of the integrals of ω
2
on Ûk,δ , k ∈ ZZ \ (T ∩ S) is finite.
For λ ∈ Uk,δ we have
|Φ(λ)| ≤ max
Uk,δ
|Φ′| · |λ− ξk| .
We now note that Φ ∈ As(C∗, ℓ23/2,−5/2, 1) implies Φ′ ∈ As(C∗, ℓ25/2,−11/2, 1) by Propo-
sition 9.4(3), and therefore there exists a sequence (ak) ∈ ℓ25/2,−11/2(k) so that for
every λ ∈ Uk,δ we have
|Φ(λ)| ≤ ak · |λ− ξk| .
We now have by Proposition 16.5(4)∣∣∣∣∣
∫
Ûk,δ
ω2
∣∣∣∣∣ ≤ 2
∫
Uk,δ
|Φ(λ)|2
|∆(λ)2 − 4| d
2λ ≤ 2 a2k ·
∫
Uk,δ
|λ− ξk|2
|∆2 − 4| d
2λ
≤ C a2k λρk,0 ·
(
|ξk − κk,∗|2 + |ξk − κk,∗|
4
|κk,1 − κk,2|2 + ℓ
∞
−2,6(k)
)
.
We have |ξk − κk,∗|2 ∈ ℓ∞−2,6(k) and |ξk−κk,∗|
2
|κk,1−κk,2|2 ≤ C2ξ . It follows that we have∣∣∣∣∣
∫
Ûk,δ
ω2
∣∣∣∣∣ ≤ C a2k ℓ∞−2,6(k) · ℓ∞−2,6(k) ∈ ℓ11,1(k) ⊂ ℓ1(k) .

In the following proposition we investigate holomorphic functions Φ : C∗ → C
which are infinite products and have one zero in every excluded domain Uk,δ with a
single exception Un,δ , n ∈ ZZ . To show asymptotic estimates for such holomorphic
functions, we will apply Proposition 10.1. (By adding one more linear factor corres-
ponding a zero in the “missing” excluded domain Un,δ , we obtain a function of the
type of the holomorphic functions c studied in Proposition 10.1.) One more degree
of freedom is provided by multiplying Φ with λρ for some ρ ∈ ZZ . We will see in
Proposition 17.3 that there is exactly one choice of ρ so that the associated holomor-
phic 1-form Φ(λ)
µ−µ−1 dλ becomes square-integrable on Σ (or on Σ \ Ûn,δ if n ∈ S ). In
Section 18 we will use square-integrable holomorphic 1-forms of this type to construct
the canonical basis of Ω(Σ) .
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Proposition 17.2. We fix R0 > 0 . Let ρ ∈ ZZ , n ∈ ZZ , and (ξk)k∈Z \{n} with
ξk−λk,0 ∈ ℓ2−1,3(ZZ\{n}) , ‖ξk−λk,0‖ℓ2−1,3(Z \{n}) ≤ R0 and ξk = κk,∗ for all k ∈ S\{n}
be given.
The function
Φn,ξ,ρ(λ) :=
{
λρ · (λ− ξ0) ·
∏
k∈IN\{n}
ξk−λ
16 π2 k2
·∏k∈IN λ−ξ−kλ if n > 0
λρ−1 · (λ− ξ0) ·
∏
k∈IN
ξk−λ
16π2 k2
·∏k∈IN\{−n} λ−ξ−kλ if n ≤ 0 (17.5)
is a holomorphic function on C∗ with the following asymptotic properties:
(1) (Asymptotic behavior of Φn,ξ,ρ .) We have
Φn,ξ,ρ − Φn,0,ρ ∈ As∞(C∗, ℓ2−2ρ+1, 1)
and Φn,ξ,ρ − τ−2ξ Φn,0,ρ ∈ As0(C∗, ℓ22ρ+1, 1)
with
Φn,0,ρ :=
{
4 · λρ · 16π2n2
λn,0−λ · c0(λ) if n > 0
4 · λρ · 1
λ−λn,0 · c0(λ) if n ≤ 0
(17.6)
and
τξ :=
 ∏
k∈Z \{n}
λk,0
ξk
1/2 .
In particular Φn,ξ,ρ ∈ As(C∗, ℓ∞−2ρ+1,2ρ+1, 1) holds.
(2) (Asymptotic comparison of two functions of the form
Φn,ξ,ρ(λ)
λ−ξk on Uk,δ .) Let
two sequences (ξ
[1]
k ), (ξ
[2]
k ) of the kind of (ξk) above be given. We denote the
quantities defined above associated to (ξ
[ν]
k ) by the superscript
[ν] (for ν ∈
{1, 2} ).
Then there exists a constant C > 0 (dependent only on R0 ) so that we have
for every k ∈ ZZ \ {n} and every λ ∈ Uk,δ if k > 0∣∣∣∣∣Φ
[1]
n,ξ,ρ(λ)
λ− ξ[1]k
− Φ
[2]
n,ξ,ρ(λ)
λ− ξ[2]k
∣∣∣∣∣ ≤ C rk
and if k < 0∣∣∣∣∣(τ [1])2 · Φ
[1]
n,ξ,ρ(λ)
λ− ξ[1]k
− (τ
[2])2 · Φ[2]n,ξ,ρ(λ)
λ− ξ[2]k
∣∣∣∣∣ ≤ C rk ,
where the sequence (rk) ∈ ℓ22−2ρ,2ρ−2(k) is defined for n > 0 by
rk :=
{
n2 k2ρ
|n2−k2| (aj ∗ 1|j|)k if k > 0
k2−2ρ (aj ∗ 1|j|)k if k < 0
,
and for n < 0 by
rk :=
{
k2ρ−2 (aj ∗ 1|j|)k if k > 0
n2 k4−2ρ
|n2−k2| (aj ∗ 1|j|)k if k < 0
,
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with (ak) ∈ ℓ20,0(k) defined by
ak :=
{
k−1 |ξ[1]k − ξ[2]k | if k > 0
k3 |ξ[1]k − ξ[2]k | if k < 0
. (17.7)
We have ‖rk‖ℓ22−2ρ,2ρ−2 ≤ ‖ξ
[1]
k − ξ[2]k ‖ℓ2−1,3 .
(3) (Asymptotic estimate of
Φn,ξ,ρ(λ)
λ−ξk on Uk,δ .) Let (ξk) be as before and let (rk)
be as in (2) applied to ξ
[1]
k = ξk and ξ
[2]
k = λk,0 .
Then there exist C1, C2 > 0 (dependent only on R0 ) such that for every
k ∈ ZZ \ {n} and λ ∈ Uk,δ we have
if n, k > 0 :
∣∣∣∣Φn,ξ,ρ(λ)λ− ξk − 8(−1)
k π2 n2 · ξρk
λn,0 − ξk
∣∣∣∣ ≤ C1 · n2 · k2ρ−1|n2 − k2| · |λ− ξk|+ C2 · rk
if n > 0, k < 0 :
∣∣∣∣∣Φn,ξ,ρ(λ)λ− ξk −
(
−8(−1)
k π2 n2 · ξρ−1k
τ 2ξ · (λn,0 − ξk)
)∣∣∣∣∣ ≤ C1 · k5−2ρ · |λ− ξk|+ C2 · rk
if n < 0, k > 0 :
∣∣∣∣Φn,ξ,ρ(λ)λ− ξk −
(
− (−1)
k · ξρk
2 (λn,0 − ξk)
)∣∣∣∣ ≤ C1 · k2ρ−3 · |λ− ξk|+ C2 · rk
if n, k < 0 :
∣∣∣∣∣Φn,ξ,ρ(λ)λ− ξk − (−1)
k · ξρ−1k
2 τ 2ξ · (λn,0 − ξk)
∣∣∣∣∣ ≤ C1 · n2 · k7−2ρ|n2 − k2| · |λ− ξk|+ C2 · rk .
Proof. For the proof, we abbreviate Φ := Φn,ξ,ρ and Φ0 := Φn,0,ρ . Moreover, we put
ξn := λn,0 ∈ Un,δ , and thereby obtain a sequence ξk ∈ ℓ2−1,3(ZZ) .
For (1). By Proposition 10.1
cξ(λ) :=
1
4
τξ (λ− ξ0) ·
∞∏
k=1
ξk − λ
16 π2 k2
·
∞∏
k=1
λ− ξ−k
λ
defines a holomorphic function on C∗ , and we have
Φ(λ) =

4
τξ
· λρ · 16π
2n2
ξn − λ · cξ(λ) if n > 0
4
τξ
· λρ · 1
λ− ξn · cξ(λ) if n < 0
. (17.8)
Because cξ has a zero at λ = ξn , it follows from this description that Φ is a holo-
morphic function on C∗ . Moreover, we have c0(λ) = λ1/2 sin(ζ(λ)) ∈ As(C∗, ℓ∞−1,1, 1)
and by Proposition 10.1
cξ − τξ c0 ∈ As∞(C∗, ℓ2−1, 1) and cξ − τ−1ξ c0 ∈ As0(C∗, ℓ21, 1) ,
and hence cξ ∈ As(C∗, ℓ∞−1,1, 1) . Because of Equation (17.8), it follows that we have
Φ− Φ0 ∈ As∞(C∗, ℓ2−2ρ+1, 1) and Φ− τ−2ξ Φ0 ∈ As0(C∗, ℓ22ρ+1, 1) .
Because of Φ0 ∈ As(C∗, ℓ∞−2ρ+1,2ρ+1, 1) it follows in particular that Φ ∈ As(C∗, ℓ∞−2ρ+1,2ρ+1, 1)
holds.
174 S. KLEIN
For (2). By Equation (17.8) we have
Φ[1](λ)
λ− ξ[1]k
− Φ
[2](λ)
λ− ξ[2]k
=

4 λρ · 16π
2n2
ξn − λ ·
(
c
[1]
ξ (λ)
τ
[1]
ξ · (λ− ξ[1]k )
− c
[2]
ξ (λ)
τ
[2]
ξ · (λ− ξ[2]k )
)
if n > 0
4 λρ · 1
λ− ξn ·
(
c
[1]
ξ (λ)
τ
[1]
ξ · (λ− ξ[1]k )
− c
[2]
ξ (λ)
τ
[2]
ξ · (λ− ξ[2]k )
)
if n < 0
.
(17.9)
In the case n > 0 we note that we have for k ∈ ZZ and λ ∈ Uk,δ
|λ|ρ ≤
{
C3 · k2ρ if k > 0
C3 · k−2ρ if k < 0
and
1
|ξn − λ| ≤

C4 · 1|n2 − k2| if k > 0
C4 · 1
n2
if k < 0
. (17.10)
Moreover, by Corollary 10.3(2) there exists C5 > 0 so that with (ak) ∈ ℓ20,0(k) defined
by Equation (17.7) we have for k > 0∣∣∣∣∣ c[1](λ)τ [1] · (λ− ξ[1]k ) − c
[2](λ)
τ [2] · (λ− ξ[2]k )
∣∣∣∣∣ ≤ C5 ·
(
ak ∗ 1|k|
)
(17.11)
and for k < 0∣∣∣∣∣ c[1](λ)(τ [1])−1 · (λ− ξ[1]k ) − c
[2](λ)
(τ [2])−1 · (λ− ξ[2]k )
∣∣∣∣∣ ≤ C5 k2 ·
(
ak ∗ 1|k|
)
. (17.12)
In the case of k > 0 we obtain for λ ∈ Uk,δ by plugging the estimates (17.10) and
(17.11) into Equation (17.9):∣∣∣∣∣Φ[1](λ)λ− ξ[1]k − Φ
[2](λ)
λ− ξ[2]k
∣∣∣∣∣ ≤ 4 · C3 k2ρ · 16π2n2 · C4|n2 − k2| · C5
(
ak ∗ 1|k|
)
≤ C · rk
with C := 16 π2C3C4C5 , whereas for k < 0 we similarly obtain∣∣∣∣∣(τ [1])2 · Φ[1](λ)λ− ξ[1]k − (τ
[2])2 · Φ[2](λ)
λ− ξ[2]k
∣∣∣∣∣ ≤ 4·C3 k−2ρ·16π2n2·C4 1n2 ·C5 k2
(
ak ∗ 1|k|
)
≤ C rk .
The case n < 0 is handled analogously.
For (3). Suppose that k ∈ ZZ\{n} is given. Here we only consider the case n, k > 0 ;
the other cases are shown in an analogous way. For given λ ∈ Uk,δ we have∣∣∣∣ Φ(λ)λ− ξk − 8(−1)
k π2 n2 · ξρk
λn,0 − ξk
∣∣∣∣
≤
∣∣∣∣ Φ(λ)λ− ξk − Φ′(ξk)
∣∣∣∣+ |Φ′(ξk)− Φ′0(λk,0)|+ ∣∣∣∣Φ′0(λk,0)− 8(−1)k π2 n2 · ξρkλn,0 − ξk
∣∣∣∣ . (17.13)
Because of Equation (17.8) we have(
Φ(λ)
λ− ξk
)′
=
4 · 16π2n2
τξ
·
((
λρ
ξn − λ
)′
· cξ(λ)
λ− ξk +
λρ
ξn − λ ·
(
cξ(λ)
λ− ξk
)′)
.
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Because
cξ(λ)
λ−ξk = O(1) and
(
cξ(λ)
λ−ξk
)′
= O(k−1) uniformly on all the excluded domains,
it follows that there exists C6 > 0 with∣∣∣∣( Φ(λ)λ− ξk
)′∣∣∣∣ ≤ C6 · n2 · k2ρ−1|n2 − k2| .
Because Φ(λ)
λ−ξk is extended holomorphically at λ = ξk by the value Φ
′(ξk) , it follows
that ∣∣∣∣ Φ(λ)λ− ξk − Φ′(ξk)
∣∣∣∣ ≤ C6 · n2 · k2ρ−1|n2 − k2| · |λ− ξk| (17.14)
holds.
Moreover, again because the holomorphic function Φ(λ)
λ−ξk resp.
Φ0(λ)
λ−λk,0 is extended
holomorphically at λ = ξk resp. at λ = λk,0 by the value Φ
′(ξk) resp. Φ′0(λk,0) , it
follows from (2) that
|Φ′(ξk)− Φ′0(λk,0)| ≤ rk (17.15)
holds.
Finally, we have by Equation (17.6)
Φ′n,0,ρ(λk,0) = 4 λ
ρ
k,0 ·
16π2n2
λn,0 − λk,0 · c
′
0(λk,0)︸ ︷︷ ︸
=(−1)k/8
=
8(−1)k π2 n2 λρk,0
λn,0 − λk,0
and therefore with constants C7, C8 > 0∣∣∣∣Φ′n,0,ρ(λk,0)− 8(−1)k π2 n2 · ξρkλn,0 − ξk
∣∣∣∣ ≤ C7· n2 k2ρ−2|n2 − k2| ·|ξk−λk,0| = C7· n2 k2ρ−1|n2 − k2| ·ak ≤ C8·rk .
(17.16)
By applying the estimates (17.14), (17.15) and (17.16) to (17.13), we obtain the
claimed statement. 
As explained at the beginning of the present section, we are interested in holo-
morphic 1-forms ω =
Φn,ξ,ρ(λ)
µ−µ−1 dλ , where Φn,ξ,ρ is as in Proposition 17.2, and such
that ω is square-integrable on Σ (at least away from the singular points of Σ ).
The following proposition addresses the question when such an ω is in fact square-
integrable. It turns out that a necessary condition for this to be the case is that the
exponent ρ occurring in the definition of Φn,ξ,ρ in Equation (17.5) equals ρ = −1 .
For ω to be actually square-integrable, it is further necessary that the zeros ξk of
Φn,ξ,ρ are “not too far removed” from the center κk,∗ of the branch points, in com-
parison to the size |κk,1 − κk,2| of the “handle” on Σ defined by κk,1 and κk,2 .
More specifically, the required condition is that there exist a constant Cξ > 0 so that
|ξk −κk,∗| ≤ Cξ · |κk,1−κk,2| holds for all k ∈ ZZ \ {n} , compare Proposition 17.1(3).
Proposition 17.3. In the setting of Proposition 17.2, the function fn,ξ,ρ defined by
fn,ξ,ρ :=
Φn,ξ,ρ
µ− µ−1
is a meromorphic function on Σ with the following asymptotic properties:
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(1) With
fn,0,ρ :=
{
−2i λρ+1/2 · 16π2n2
λn,0−λ if n > 0
−2i λρ+1/2 · 1
λ−λn,0 if n < 0
we have
(fn,ξ,ρ − fn,0,ρ)|V̂δ ∈ As∞(V̂δ, ℓ2−2ρ+1, 0)
and (fn,ξ,ρ − τ−2ξ fn,0,ρ)|V̂δ ∈ As0(V̂δ, ℓ22ρ+1, 0) ;
in particular fn,ξ,ρ|V̂δ ∈ As(V̂δ, ℓ∞−2ρ+1,2ρ+1, 0) .
(2) fn,ξ,ρ|V̂δ ∈ L2(V̂δ) if and only if ρ = −1 . If ρ = −1 holds and there exists
Cξ > 0 so that |ξk − κk,∗| ≤ Cξ · |κk,1 − κk,2| holds for all k ∈ ZZ \ {n} , then
we have fn,ξ,ρ ∈ L2(Σ) if n 6∈ S , and fn,ξ,ρ ∈ L2(Σ \ Ûn,δ) if n ∈ S .
Proof. We continue to use the notations from the proof of Proposition 17.2, and also
abbreviate f := fn,ξ,ρ and f0 := fn,0,ρ .
For (1). We have
µ0 − µ−10 =
√
∆20 − 4 = 2i · sin(ζ(λ)) = 2i λ−1/2 c0(λ)
and therefore
f0 =
Φ0
2i λ−1 c0
=
Φ0
µ0 − µ−10
,
whence
f − f0 = Φ
µ− µ−1 −
Φ0
µ0 − µ−10
= Φ ·
(
1
µ− µ−1 −
1
µ0 − µ−10
)
+ (Φ− Φ0) · 1
µ0 − µ−10
.
follows. Because of (
(µ− µ−1)− (µ0 − µ−10 )
)∣∣ V̂δ ∈ As(V̂δ, ℓ20,0, 1)
and Proposition 17.2(1), we obtain (f − f0)|V̂δ ∈ As∞(V̂δ, ℓ2−2ρ+1, 0) . A similar calcu-
lation yields (f − τ−2ξ f0)|V̂δ ∈ As0(V̂δ, ℓ22ρ+1, 0) .
For (2). By Proposition 17.1(1), a necessary condition for f to be square-integrable
is that Φ ∈ As(C∗, ℓ21,−3, 1) holds. We have Φ ∈ As(C∗, ℓ∞−2ρ+1,2ρ+1, 1) by Proposi-
tion 17.2(1) (and no better asymptotic can hold). Because ℓ∞−2ρ+1,2ρ+1 ⊂ ℓ21,−3 holds
if and only if the inequalities −2ρ + 1 > 1 + 1
2
, i.e. ρ < −1
4
and 2ρ + 1 > −3 + 1
2
,
i.e. ρ > −7
4
holds, we see that f cannot be square-integrable for ρ 6= −1 .
Let us now suppose ρ = −1 . Then we have Φ ∈ As(C∗, ℓ∞3,−1, 1) by Proposi-
tion 17.2(1), and therefore in particular Φ ∈ As(C∗, ℓ23/2,−5/2, 1) . Therefore f |V̂δ ∈
L2(V̂δ) then holds.
If moreover there exists Cξ > 0 so that |ξk − κk,∗| ≤ Cξ · |κk,1 − κk,2| holds for all
k ∈ ZZ \ {n} , then we have f ∈ L2(Σ) if n 6∈ S , and f ∈ L2(Σ \ Ûn,δ) if n ∈ S by
Proposition 17.1(3) (applied with T = {n} ). 
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The preceding proposition showed that ω =
Φn,ξ,ρ
µ−µ−1 dλ is square-integrable only if
ρ = −1 holds and there exists Cξ > 0 so that |ξk−κk,∗| ≤ Cξ · |κk,1−κk,2| holds for
all k ∈ ZZ\{n} . For this reason we will subsequently consider Φn,ξ,ρ only where these
requirements are satisfied. In the following, final proposition on asymptotic estimates
we study the asymptotic behavior of path integrals of holomorphic 1-forms ω of this
type.
For this purpose we introduce the following notation: Within the space Div of all
(classical) asymptotic divisors (regarded as point multi-sets in C∗ ×C∗ ), we consider
the subspace of those divisors whose support is contained in the spectral curve Σ
resp. in the regular surface Σ′ obtained from Σ by puncturing at the singularities
(compare Equation (17.3)):
Div(Σ) := {D ∈ Div ∣∣ supp(D) ⊂ Σ } resp. Div(Σ′) := {D ∈ Div ∣∣ supp(D) ⊂ Σ′ } .
(17.17)
Then Div(Σ) is an (infinite-dimensional) complex subvariety of Div , and Div(Σ′) is
an open and dense subset of Div(Σ) . We also consider the corresponding open and
dense subsets of tame divisors (see Definition 12.4(1)):
Divtame(Σ) := Div(Σ) ∩ Divtame and Divtame(Σ′) := Div(Σ′) ∩ Divtame . (17.18)
Proposition 17.4. Let Cξ > 0 . In the present proposition we use the notations of
Propositions 17.2 and 17.3, and consider 1-forms ω = fn,ξ,ρ=−1 dλ , where n ∈ ZZ , ρ =
−1 and |ξk−κk,∗| ≤ Cξ ·|κk,1−κk,2| holds for all k ∈ ZZ\{n} . By Proposition 17.3(2)
any such ω is square-integrable on Σ resp. on Σ \ Ûn,δ for n 6∈ S resp. for n ∈ S .
If n 6∈ S , ω ∈ Ω(Σ) holds, whereas for n ∈ S , we have ω ∈ Ω(Σ \ {κn,∗}) and κn,∗
is a regular point of ω in the sense of Serre ([Se], IV.9, p. 68ff.).
For any path integral occurring in the sequel, we suppose that the path of integration
runs entirely in Σ′ , and that for |k| large, the path runs entirely in Ûk,δ .
We let N ∈ IN be as in Lemma 16.1.
(1) There exists a sequence (bn) ∈ ℓ2−1,−1(n) (depending only on Σ , Cξ and δ ) so
that for every ω = fn,ξ,ρ=−1 dλ of the type considered in the present proposition
with |n| > N and every (λon, µon), (λn, µn) ∈ Û ′n,δ we have
if n > 0 :
∣∣∣∣∣
∫ (λn,µn)
(λon,µ
o
n)
ω − (−2i) λ1/2n,0 · ln
(
λn − κn,∗ +Ψn(λn, µn)
λon − κn,∗ +Ψn(λon, µon)
)∣∣∣∣∣
≤ bn ·
∣∣∣∣ln(λn − κn,∗ +Ψn(λn, µn)λon − κn,∗ +Ψn(λon, µon)
)∣∣∣∣
if n < 0 :
∣∣∣∣∣
∫ (λn,µn)
(λon,µ
o
n)
ω − 2i
τ 2ξ
· λ−1/2n,0 · ln
(
λn − κn,∗ +Ψn(λn, µn)
λon − κn,∗ +Ψn(λon, µon)
)∣∣∣∣∣
≤ bn ·
∣∣∣∣ln(λn − κn,∗ +Ψn(λn, µn)λon − κn,∗ +Ψn(λon, µon)
)∣∣∣∣ .
Here we integrate along any path that is contained in Ûn,δ , and ln(z) is the
branch of the complex logarithm function with ln(1) = 2πim , where m ∈ ZZ is
the winding number of the path of integration around the pair of branch points
κk,1 , κk,2 .
178 S. KLEIN
(2) Let R0 > 0 be given. There exists a constant C > 0 , depending only on Σ , Cξ
and R0 , so that we have for every ω of the type considered here, every divisor
D = {(λk, µk)} ∈ Div(Σ′) with ‖λk − κk,1‖ℓ2−1,3 ≤ R0 and every k ∈ ZZ \ {n}
if n, k > 0 :
∣∣∣∣∣
∫ (λk ,µk)
κk,1
ω
∣∣∣∣∣ ≤ C · n2|n2 − k2| · ak
if n > 0 , k < 0 :
∣∣∣∣∣
∫ (λk ,µk)
κk,1
ω
∣∣∣∣∣ ≤ C · 1k2 · ak
if n < 0 , k > 0 :
∣∣∣∣∣
∫ (λk ,µk)
κk,1
ω
∣∣∣∣∣ ≤ C · 1k2 · ak
if n, k < 0 :
∣∣∣∣∣
∫ (λk ,µk)
κk,1
ω
∣∣∣∣∣ ≤ C · n2|n2 − k2| · ak ,
where the sequence ak ∈ ℓ20,0(k) is given by
ak :=
{
1
k
|λk − κk,1| for k > 0
k3 |λk − κk,1| for k < 0
, (17.19)
and where the paths of integration of the above integrals run entirely in Ûk,δ
and do not wind around the pair of branch points κk,1,κk,2 .
(3) For every ω of the type considered here and every divisor D = {(λk, µk)} ∈
Div(Σ′) , the sum
∑
k∈Z \{n}
∫ (λk ,µk)
κk,1
ω converges absolutely, where the paths of
integration of the integrals are as in (2). For every R0 > 0 , and with the
associated sequence (ak) ∈ ℓ20,0(k) as in (2) there exist constants C,C1 > 0 so
that we have if ‖λk − κk,1‖ℓ2−1,3 ≤ R0∑
k∈Z \{n}
∣∣∣∣∣
∫ (λk ,µk)
κk,1
ω
∣∣∣∣∣ ≤ C n
(
ak ∗ 1|k|
)
n
+ C1 ∈ ℓ2−1,−1(n) .
(4) Let B be any cycle or path of integration on Σ that avoids the branch points
and the singularities of Σ . Then there exists a constant CB > 0 (dependent
on Σ , B and Cξ ) so that we have for every ω of the type considered here∣∣∣∣∫
B
ω
∣∣∣∣ ≤ CB .
Proof. For (1). We again abbreviate Φ := Φξ,n,ρ=−1 , f := fξ,n,ρ=−1 = Φµ−µ−1 and
ω = f dλ , and use the quantities defined in Propositions 17.2 and 17.3.
By Corollary 10.3(1) we have for λ ∈ Un,δ :
if n > 0 :
∣∣∣∣ Φ(λ)λ− λn,0 − (−1)
n τξ
8
∣∣∣∣ ≤ C1 |λ− λn,0|n + rn
if n < 0 :
∣∣∣∣∣ Φ(λ)λ− λn,0 − (−1)
n τ−1ξ λ
−1
n,0
8
∣∣∣∣∣ ≤ C1 |λ− λn,0|n5 + rn (17.20)
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with a sequence (rn) ∈ ℓ20,−2(n) . One possible choice of (rn) for given (ξk) is
rn =
1
8
λ−1n,0 +
C2 ·
(
ak ∗ 1|k|
)
n
for n > 0
C2 n
2 ·
(
ak ∗ 1|k|
)
n
for n < 0
with
ak :=
{
k−1 · |ξk − λk,0| for k > 0
k3 · |ξk − λk,0| for k < 0
.
Because of
|ξk − λk,0| ≤ |ξk − κk,∗|+ |κk,∗ − λk,0| ≤ Cξ · |κk,1 − κk,2|+ |κk,∗ − λk,0| ,
it follows that the sequence (ak) and therefore also the sequence (rn) can be chosen
such as to depend only on Cξ and the κk,ν .
Moreover, there exists constants C3, C4 > 0 (dependent only on δ ) so that we have
for λ ∈ Un,δ
if n > 0 :
∣∣∣∣16 π2 n2λ − 1
∣∣∣∣ = ∣∣∣∣λ− 16π2n2 − λλ
∣∣∣∣ ≤ C3 · |λ− λn,0|λn,0 ≤ C4 · |λ− λn,0|n
if n < 0 :
∣∣∣∣1λ − 1λn,0
∣∣∣∣ = ∣∣∣∣λ− λn,0λ · λn,0
∣∣∣∣ ≤ C3 · |λ− λn,0|λ2n,0 ≤ C4 · |λ− λn,0| · n5 . (17.21)
By applying the asymptotic estimates (17.20) and (17.21) to Equation (17.8), we
obtain with another constant C5 > 0
if n > 0 :
∣∣∣∣Φ(λ)−(−(−1)n2
)∣∣∣∣ ≤ C5( |λ− λn,0|n + rn
)
if n < 0 :
∣∣∣∣∣Φ(λ)− (−1)n2 τ 2ξ · λ−2n,0
∣∣∣∣∣ ≤ C5 · (|λ− λn,0| · n7 + rn · n2) ,
and therefore by multiplication with 1|µ−µ−1|
if n > 0 :
∣∣∣∣ Φ(λ)µ− µ−1 −
(
− (−1)
n
2
)
1
µ− µ−1
∣∣∣∣ ≤ C5( |λ− λn,0|n + rn
)
1
|µ− µ−1|
if n < 0 :
∣∣∣∣∣ Φ(λ)µ− µ−1 − (−1)n2 τ2ξ · λ−2n,0 · 1µ− µ−1
∣∣∣∣∣ ≤ C5 · (|λ− λn,0| · n7 + rn · n2) 1|µ− µ−1| .
By integration along a given path from (λon, µ
o
n) to (λn, µn) we obtain
if n > 0 :
∣∣∣∣∣
∫ (λn,µn)
(λon,µ
o
n)
Φ(λ)
µ− µ−1 dλ−
(
− (−1)
n
2
) ∫ (λn,µn)
(λon,µ
o
n)
1
µ− µ−1 dλ
∣∣∣∣∣ ≤ sn ·
∫ (λn,µn)
(λon,µ
o
n)
1
|µ− µ−1| dλ
if n < 0 :
∣∣∣∣∣
∫ (λn,µn)
(λon,µ
o
n)
Φ(λ)
µ− µ−1 dλ−
(−1)n
2 τ2ξ
· λ−2n,0 ·
∫ (λn,µn)
(λon,µ
o
n)
1
µ− µ−1 dλ
∣∣∣∣∣ ≤ sn ·
∫ (λn,µn)
(λon,µ
o
n)
1
|µ− µ−1| dλ ,
where we define the sequence (sn) ∈ ℓ20,−4(n) by
sn :=
{
C5 ·
(
1
n
maxλ∈Un,δ |λ− λn,0|+ rn
)
if n > 0
C5 ·
(
n7 ·maxλ∈Un,δ |λ− λn,0|+ rn · n2
)
if n < 0
.
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Let m ∈ ZZ be the winding number of the given path of integration around the pair
of branch points κn,1 , κn,2 . Then we may suppose without loss of generality that
the path of integration is composed of an admissible path (Definition 16.2) and |m|
circles (with the orientation given by the sign of m ) around κn,1 , κn,2 . These circles
are also admissible paths, and therefore it follows from Proposition 16.5(1),(2) that
there exists another sequence (tk) ∈ ℓ2−1,3(k) that depends only on Σ so that we have
for n > 0 ∣∣∣∣∣
∫ (λn,µn)
(λon,µ
o
n)
Φ(λ)
µ− µ−1 dλ− (−2i) λ
1/2
n,0 ln
(
λn − κn,∗ +Ψn(λn, µn)
λon − κn,∗ +Ψn(λon, µon)
)∣∣∣∣∣
≤ C6 · (λ1/2n,0 sn + |λn − κn,1|+ tn) ·
∣∣∣∣ln(λn − κn,∗ +Ψn(λn, µn)λon − κn,∗ +Ψn(λon, µon)
)∣∣∣∣
≤ bn ·
∣∣∣∣ln(λn − κn,∗ +Ψn(λn, µn)λon − κn,∗ +Ψn(λon, µon)
)∣∣∣∣
and if n < 0∣∣∣∣∣
∫ (λn,µn)
(λon,µ
o
n)
Φ(λ)
µ− µ−1 dλ−
2i
τ 2ξ
· λ−1/2n,0 · ln
(
λn − κn,∗ +Ψn(λn, µn)
λon − κn,∗ +Ψn(λon, µon)
)∣∣∣∣∣
≤ C6 · (sn λ3/2n,0 + (|λn − κn,1|+ tn) λ−2n,0) ·
∣∣∣∣ln(λn − κn,∗ +Ψn(λn, µn)λon − κn,∗ +Ψn(λon, µon)
)∣∣∣∣
≤ bn ·
∣∣∣∣ln(λn − κn,∗ +Ψn(λn, µn)λon − κn,∗ +Ψn(λon, µon)
)∣∣∣∣ ,
where (bn) ∈ ℓ2−1,−1(n) is defined by
bn :=
{
C6 · (λ1/2n,0 sn + |λn − κn,1|+ tn) for n > 0
C6 · (sn λ3/2n,0 + (|λn − κn,1|+ tn) λ−2n,0) for n < 0
.
Thus the claimed statement follows.
For (2). To simplify notation, we consider only the case n, k > 0 in the sequel.
The other three cases with respect to the signs of n and k are handled analogously.
Because of the hypothesis on the path of integration, we may suppose without loss
of generality that the path of integration from κk,1 to (λk, µk) is the lift of the
straight line [κk,1, λk] in C
∗ ; this is in particular an admissible path in the sense of
Definition 16.2.
By Proposition 17.2(3) there exist constants C1, C2 > 0 (depending only on Cξ
and R0 ) so that we have for λ ∈ [κk,1, λk]∣∣∣∣ Φ(λ)λ− ξk − 8(−1)
k π2 n2
ξk · (λn,0 − ξk)
∣∣∣∣ ≤ n2k2 · |n2 − k2| ·
(
C1 · |λ− ξk|
k
+ C2 ·
(
bj ∗ 1|j|
)
k
)
with
bj :=
{
j−1 |ξj − λj,0| if j > 0
j3 |ξj − λj,0| if j < 0
.
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We have
|λ− ξk| ≤ |λ− κk,1|+ |κk,1 − κk,∗|+ |κk,∗ − ξk|
≤ R0 · k + 12 |κk,1 − κk,2|+ Cξ |κk,1 − κk,2|
≤ R0 · k + (Cξ + 12) · |κk,1 − κk,2|
and
|ξj − λk,0| ≤ |ξj − κk,∗|+ |κk,∗ − λk,0| ≤ Cξ · |κk,1 − κk,2|+ |κk,∗ − λk,0| .
Therefore it follows that there exists a constant C3 > 0 (dependent only on R0 , Cξ
and the κk,ν ) so that we have∣∣∣∣ Φ(λ)λ− ξk
∣∣∣∣ ≤ C3 · n2k2 · |n2 − k2| .
By multiplying this inequality with λ−ξk
µ−µ−1 , we obtain:∣∣∣∣ Φ(λ)µ− µ−1
∣∣∣∣ ≤ C3 · n2k2 · |n2 − k2| · |λ− ξk||µ− µ−1| .
By integration along the straight line from κk,1 to (λk, µk) this yields∣∣∣∣∣
∫ (λk ,µk)
κk,1
Φ(λ)
µ− µ−1 dλ
∣∣∣∣∣ ≤ C3 · n2k2 · |n2 − k2| ·
∫ (λk ,µk)
κk,1
|λ− ξk|
|µ− µ−1| |dλ| .
Because
∣∣∣ ξk−κk,∗κk,1−κk,2 ∣∣∣ ≤ Cξ holds, Proposition 16.5(3) implies that there exists a constant
C4 > 0 (depending only on Cξ ) so that we have
∫ (λk,µk)
κk,1
|λ− ξk|
|µ− µ−1| |dλ| ≤ C4 · k · |λk − κk,1| ,
and from this estimate we obtain with C5 := C3 · C4∣∣∣∣∣
∫ (λk ,µk)
κk,1
Φ(λ)
µ− µ−1 dλ
∣∣∣∣∣ ≤ C5 · n2k · |n2 − k2| · |λk − κk,1| .
In consideration of the definition of (ak) , this gives the claimed estimate.
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For (3). Let us consider the case n > 0 . Then we have by (2) with the quantities
C and (ak) defined there:∑
k∈Z \{n}
∣∣∣∣∣
∫ (λk ,µk)
κk,1
ω
∣∣∣∣∣ =∑
k≥0
k 6=n
∣∣∣∣∣
∫ (λk ,µk)
κk,1
ω
∣∣∣∣∣+∑
k<0
∣∣∣∣∣
∫ (λk,µk)
κk,1
ω
∣∣∣∣∣
≤
∑
k≥0
k 6=n
C
n2
|n2 − k2| ak +
∑
k<0
C
k2
ak
= C n2
∑
k≥0
k 6=n
1
n + k︸ ︷︷ ︸
≤1/n
ak
1
|n− k| + C
∑
k<0
1
k2
ak
≤ C n
(
ak ∗ 1|k|
)
n
+ C
∥∥∥∥ 1k2
∥∥∥∥
ℓ2
· ‖ak‖ℓ2
≤ C n
(
ak ∗ 1|k|
)
n
+ C6
with a constant C6 > 0 . The case n < 0 is treated analogously.
For (4). We let cξ be as in the proof of Proposition 17.2(1). Then there exists a
constant C7 > 0 (dependent only on B and Cξ ) so that
|cξ(λ)| ≤ C7 · |c0(λ)|
holds for all (λ, µ) on the trace of B . By Equation (17.8) it follows that there exists
a constant C8 > 0 so that
|Φ(λ)| ≤ C8 · |cξ(λ)| ≤ C8 · C7 · |c0(λ)|
holds for all (λ, µ) on the trace of B . We thus have∣∣∣∣∫
B
ω
∣∣∣∣ ≤ ∫
B
|Φ(λ)|
|µ− µ−1| |dλ| ≤ C8 · C7 · C9 · C10
with
C9 := max
λ∈tr(B)
|c0(λ)| and C10 :=
∫
B
1
|µ− µ−1| dλ .
Both C9 and C10 are finite (positive) numbers that depend only on B , because the
trace of B is compact and avoids the zeros of µ − µ−1 . This yields the claimed
estimate with CB := C7 · C8 · C9 · C10 . 
Remark 17.5. In the setting of the preceding propositions, suppose that
Φn,ξ,ρ
µ−µ−1 dλ
is square-integrable, and therefore ρ = −1 holds by Proposition 17.3(2). By Propo-
sition 17.2(1) we then obtain Φn,ξ,ρ ∈ As(C∗, ℓ∞3,−1, 1) . Note that this is an improved
statement for 1-forms constructed in the way of Propositions 17.2–17.4 over the general
statement Φ ∈ As(C∗, ℓ21,−3, 1) in Proposition 17.1(1), because of ℓ∞3,−1 ( ℓ21,−3 .
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18. Construction of the Jacobi variety for the spectral curve
In the present section, we will construct Jacobi coordinates for the spectral curve Σ ,
which can have singularities, is non-compact, and has always infinite arithmetic genus
and generally infinite geometric genus. For the construction of the Jacobi variety, the
estimates proven in the preceding two sections will play an important role.
As an introduction, we review the construction of the Jacobi variety for compact
Riemann surfaces (see for example [FK], Section III.6): Let X be a compact Riemann
surface, say of genus g ≥ 1 , and let (Ak, Bk)k=1,...,g be a canonical homology basis
of X , i.e. (Ak, Bk) is a basis of the homology group H1(X,ZZ) with the intersection
properties Ak × Bℓ = δkℓ (Kronecker delta), Ak × Aℓ = 0 = Bk × Bℓ for k, ℓ ∈
{1, . . . , g} . Then there exists a canonical basis (ωk)k=1,...,g of the vector space Ω(X)
of holomorphic 1-forms on X that is dual to (Ak) in the sense that
∫
Ak
ωℓ = δkℓ
holds. To any given positive divisor D = {P1, . . . , Pg} of degree g on X , we then
associate the quantity
ϕ˜(D) :=
(
g∑
k=1
∫ Pk
P0
ωℓ
)
ℓ=1,...,g
∈ Cg ,
where P0 ∈ X is the “origin point”, which we hold fixed. Because these integrals
depend on the homology class of the paths of integration from P0 to Pk we choose,
the quantity ϕ˜(D) is only defined modulo the period lattice
Γ :=
〈(∫
Ak
ωℓ
)
ℓ=1,...,g
,
(∫
Bk
ωℓ
)
ℓ=1,...,g
〉
Z
⊂ Cg .
Thus we obtain the Jacobi variety Jac(X) := Cg/Γ of X and (by projecting the
values of ϕ˜ onto Jac(X) ) the Abel map
ϕ : Divg(X)→ Jac(X) ,
where Divg(X) denotes the space of positive divisors of degree g on X .
To obtain a Jacobi variety and an Abel map for the spectral curve Σ by this
strategy, we need to generalize the construction described above in two directions:
First we need to deal with the fact that Σ is not compact and its homology group is
generally infinite dimensional, and second we need to handle the fact that Σ can have
singularities.
As consequence of the fact that the homology group of Σ is infinite dimensional,
the space of square-integrable, holomorphic9 1-forms on Σ is also infinite dimensional.
Therefore the space Cg occurring in the treatment of the compact case as the universal
cover (or the tangent space) of the Jacobi variety needs to be replaced by a suitable
Banach space adapted to Σ , the period lattice Γ will also be infinite dimensional, the
positive divisors of genus g will likewise be replaced by positive divisors of infinitely
many points, and the sum of integrals defining the Abel map will be a sum of infinitely
many terms. To make sure that the latter sum converges absolutely, we need to impose
an asymptotic condition on the divisors we consider, and that condition of course is
9Again the concepts of square-integrability and holomorphy need to be modified near singularities
of Σ .
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the asymptotic condition for the space Div , see Definition 8.3. For such divisors, we
will use the estimates of the preceding two sections to show that the Abel map, which
is now defined for D = {(λk, µk)} ∈ Div via
ϕ˜(D) :=
(∑
k∈Z
∫ (λk ,µk)
(λok ,µ
o
k)
ωℓ
)
ℓ∈Z
with fixed points (λok, µ
o
k) ∈ Ûk,δ , is indeed convergent and maps into the right Banach
space.
Regarding singularities of Σ there is the problem that if (λ∗, µ∗) is a singular point
of Σ and Ak is a member of the homology basis of Σ that encircles this point, then
the corresponding member ωk of the canonical basis of the 1-forms on Σ will not be
holomorphic at (λ∗, µ∗) , but only regular in the sense of Serre ([Se], IV.9, p. 68ff.).
Moreover, ωk will not be square-integrable near (λ∗, µ∗) . To handle this phenomenon,
we follow the approach of Rosenlicht in constructing generalized Jacobi varieties
(see [R], or Chapter V of [Se]) in admitting only divisors whose support is contained
in the regular set Σ′ of Σ ; in this sense we will in fact construct the Jacobi variety of
Σ′ . (Rosenlicht considered a more general setting in that he constructed a family of
generalized Jacobi maps dependent on a modulus m on the singular set of Σ , but for
our purposes the case m = 0 will suffice.) Considering only divisors whose support
avoids the singular points of Σ is actually sufficient for our purposes: The main reason
why we are interested in Jacobi coordinates for the spectral curve Σ is to describe the
motion of spectral divisors under translation of the potential (this motion turns out
to be linear in the Jacobi coordinates), and because divisor points that are singular
points of Σ remain stationary under translation, it suffices to consider the regular
points of the divisor in this context.
We continue to use the notations of the preceding two sections. In particular Σ is a
spectral curve defined via Equation (3.8) by a holomorphic function ∆ : C∗ → C with
∆ −∆0 ∈ As(C∗, ℓ20,0, 1) , we denote the zeros of ∆2 − 4 by κk,ν as before, interpret
κk,ν also as points on Σ and put κk,∗ := 12(κk,1 + κk,2) . We continue to exclude
singularities of higher order on Σ as we did in Section 17 by (17.1), i.e. we require
that
∆2 − 4 does not have any zeros of order ≥ 3 .
As in Section 17 (see before Equation (17.2)) we then suppose that the zeros κk,ν of
∆2 − 4 (corresponding to the branch points and singularities of Σ ) are numbered in
such a way that if κ is a zero of order 2 of ∆2 − 4 , then we have κk,1 = κk,2 = κ
for some k ∈ ZZ .
Moreover we again consider the possibly punctured excluded domains U ′k,δ and Û
′
k,δ
defined by Equation (16.4), the set S ⊂ ZZ of indices for which κk,1 = κk,2 is a double
point of Σ (Equation (17.2)) and the regular set Σ′ = Σ \ {κk,ν | k ∈ S } of Σ . We
also consider the spaces Div(Σ) and Div(Σ′) of (classical) asymptotic divisors with
support in Σ resp. in Σ′ .
We now fix a basis of the homology of Σ′ . For every k ∈ ZZ there is a non-trivial
cycle Ak in Σ
′ encircling the pair of points (κk,1,κk,2) . Note that (unlike in Σ )
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this is true regardless of whether k 6∈ S (then κk,1,κk,2 is a pair of branch points)
or k ∈ S (then κk,1 = κk,2 is a puncture of Σ′ ) holds. For k 6= 0 , there exists
only for k 6∈ S another cycle Bk that encircles the pair of points (κk,1,κk=0,1) . A
final cycle B0 comes from the observation that
√
λ is a global parameter on V̂δ .
Because the Riemann surface associated to
√
λ has branch points in λ = 0 and
λ =∞ , we see that there is another non-trivial cycle B0 in V̂δ ⊂ Σ′ encircling these
two branch points. Of these cycles we require that their intersection numbers satisfy
Ak × Aℓ = 0 = Bk × Bℓ and Ak × Bℓ = δkℓ (Kronecker delta) for all k, ℓ , then we
call (Ak, Bk) a canonical basis of the homology of Σ
′ . We can choose the cycles such
that for |k| large, Ak runs entirely in Û ′k,δ , and Bk runs in Û ′k,δ ∪ Û ′k=0,δ ∪ V̂δ .
We note that with the canonical basis (Ak, Bk) defined in this way, we have for any
1-form ω ∈ Ω(Σ) and any k ∈ ZZ \ S∫
Ak
ω = 2 ·
∫ κk,2
κk,1
ω , (18.1)
where on the right hand side the path of integration is the lift of the straight line
[κk,1,κk,2] to Σ .
In the case k ∈ S , we have an analogue to the preceding equation: Consider a
meromorphic 1-form ω on Σ that is regular (in the sense of Serre) at κk,∗ ; the
latter means that regarded as a meromorphic 1-form on the normalization Σ̂ of Σ ,
the pole order of ω at each of the two points above κk,∗ in Σ̂ is at most 1 (the
order of the zero of µ − µ−1 there), and that the sum of the residues of ω in these
points is zero, see [Se], IV.9, p. 68ff.. Note that for n ∈ S the 1-form ω constructed in
Proposition 17.4 is regular at κn,∗ and holomorphic on Σ\{κn,∗} . If any meromorphic
1-form ω is regular at κk,∗ , then we have∫
Ak
ω = 0 ⇐⇒ ω is holomorphic at κk,∗ , (18.2)
where for the question of holomorphy at κk,∗ , ω is again regarded as a 1-form on the
normalization Σ̂ .
Our first task on the way to Jacobi coordinates for Σ′ is to obtain a canonical basis
(ωn)n∈Z of holomorphic 1-forms ωn ∈ Ω(Σ′) that is dual to the basis of the homology
(Ak, Bk) in the sense that for all k, n ∈ ZZ∫
Ak
ωn = δkn
holds. It will turn out that ωn is for n ∈ ZZ \ S holomorphic on Σ , and for n ∈ S ,
ωn is holomorphic on Σ \ {κn,∗} and regular in κn,∗ . For n 6∈ S we will have
ωn ∈ L2(Σ, T ∗Σ) , whereas for n ∈ S , we will have ωn ∈ L2(Σ \ Ûn,δ, T ∗(Σ \ Ûn,δ)) for
every δ > 0 .
In the case S = ∅ , the existence of such a basis follows from general results on
open Riemann surfaces (of infinite genus) which are parabolic in the sense of Ahlfors
and Nevanlinna, as they are described in Chapter 1 of [FKT]. Indeed Σ is then
parabolic (see the proof of Proposition 18.1 below), so the existence of the basis (ωn)
follows from [FKT], Theorem 3.8, p. 28. However, this argument does not apply to the
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case S 6= ∅ , where Σ is no longer smooth. Moreover it turns out that even for S = ∅
the information on the asymptotic behavior of ωk we obtain from this general result
(by Proposition 17.1(1)) is not sufficient to prove that the infinite sum defining the
Jacobi coordinates converges. Therefore we need to carry out an explicit construction
of the ωn .
As preparation we need one consequence of the general results on parabolic Riemann
surfaces:
Proposition 18.1. Suppose that ω1, ω2 ∈ Ω(Σ) ∩ L2(Σ, T ∗Σ) are given so that∫
Ak
ω1 =
∫
Ak
ω2
holds for all k ∈ ZZ . Then we have ω1 = ω2 .
Remark 18.2. This proposition generalizes to 1-forms that are holomorphic on Σ
with the exception of finitely many poles in singular points of Σ , that are regular
in these poles, and that are square-integrable on Σ \⋃k∈I Ûk,δ (where I ⊂ S is the
finite set of indices k ∈ S for which Ûk,δ contains a pole of the 1-form). The reason
is that if ω1, ω2 are 1-forms of this kind with
∫
Ak
(ω1 − ω2) = 0 for all k ∈ ZZ , then
this hypothesis implies that ω1 − ω2 is holomorphic on all of Σ by (18.2); because⋃
k∈I Ûk,δ is relatively compact in Σ , this also means that ω1−ω2 is square-integrable
on Σ . Proposition 18.1 then shows that ω1 − ω2 = 0 holds.
Note that this generalization is applicable to the members ωn of the canonical basis
constructed in Theorem 18.3 for n ∈ S , because they have a regular pole in κn,∗ and
are otherwise holomorphic on Σ , and they are square-integrable on Σ \ Ûn,δ .
Proof of Proposition 18.1. We first note that the normalization Σ̂ of Σ is parabolic
in the sense of Ahlfors and Nevanlinna; this means that Σ̂ has a harmonic ex-
haustion function h , i.e. h is a continuous, proper, non-negative function on Σ̂ that
is harmonic on the complement of a compact subset (see [FKT], Definition 3.1, p. 25).
Indeed, h :=
∣∣ log(|λ|)∣∣ is such a function on Σ̂ , so Σ̂ is parabolic.
It follows by [FKT], Proposition 3.6, p. 27 that Σ̂ then also has an exhaustion
function with finite charge, whence it follows by [FKT], Proposition 2.10, p. 22 that
for any square-integrable, holomorphic 1-form ω̂ on Σ̂ , the condition
∫
Ak
ω̂ = 0 for
all k ∈ ZZ implies ω̂ = 0 . Because Σ̂ → Σ is a one-sheeted covering, we have the
analogous statement for Σ : If ω is a square-integrable, holomorphic 1-form on Σ
(where for the question of holomorphy we again consider ω on Σ̂ in the singular
points of Σ ) and
∫
Ak
ω = 0 holds for all k ∈ ZZ , then we have ω = 0 .
By applying this statement to ω := ω1 − ω2 , the claimed result follows. 
We next proceed to the explicit construction of the canonical basis (ωn) of the
holomorphic 1-forms. As explained above, we need this explicit representation to be
able to apply the results of Section 16 to obtain a finer description of the asymptotic
behavior of the ωn ; it is also needed for the treatment of the case S 6= ∅ .
The strategy for the explicit construction is to use the estimates of Proposition 16.5
and Propositions 17.2–17.4 to construct holomorphic 1-forms that have zeros in all
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excluded domains Ûk,δ except for k = n , and to use an argument based on the
Banach Fixed Point Theorem to adjust the position of these zeros such that
∫
Ak
ωn = 0
holds for k 6= n with |k| large. Multiplication with an appropriate constant factor
ensures
∫
An
ωn = 1 , whereas an additional (finite) linear combination of 1-forms of
the described kind is needed to achieve
∫
Ak
ωn = 0 also for small values of |k| .
Theorem 18.3. (1) There exists R0 > 0 so that for every Cξ ≥ R0 there exists
N ∈ IN with the following property:
For every n ∈ ZZ and every given finite sequence (ξn,k)|k|≤N,k 6=n with |ξn,k−
κk,∗| ≤ Cξ · |κk,1−κk,2| there exists an extension of this sequence to an infinite
sequence (ξn,k)k∈Z \{n} still with |ξn,k − κk,∗| ≤ Cξ · |κk,1 − κk,2| , so that:
(a) With Φ˜n := Φn,ξn,k,ρ=−1 (see Proposition 17.2) and ω˜n :=
Φ˜n(λ)
µ−µ−1 dλ , we
have:
(i) If n 6∈ S , then ω˜n ∈ Ω(Σ) ∩ L2(Σ, T ∗Σ) holds.
(ii) If n ∈ S , then ω˜n ∈ Ω(Σ \ {κn,∗}) ∩ L2(Σ \ Ûn,δ, T ∗(Σ \ Ûn,δ)) for
every δ > 0 , and ω˜n is regular in κn,∗ .
(b) We have∫
Ak
ω˜n = 0 for every k ∈ ZZ \ {n} with ( |k| > N or k ∈ S ) .
(2) Let R0 > 0 be as in (1), Cξ ≥ R0 , and N ∈ IN corresponding to Cξ as in (1).
We fix pairwise unequal (ξk)|k|≤N so that |ξk−κk,∗| ≤ Cξ ·|κk,1−κk,2| holds for
all |k| ≤ N . We apply (1) for every n ∈ ZZ , yielding a sequence (ξn,k)k∈Z \{n}
with ξn,k = ξk for |k| ≤ N , k 6= n so that the associated function Φ˜n and
the 1-form ω˜n have the properties (a) and (b) from (1).
Then for every n ∈ ZZ there exist numbers sn,ℓ ∈ C for |ℓ| ≤ N (where
sn,ℓ = 0 for every ℓ ∈ S with |ℓ| ≤ N and ℓ 6= n ) and for |n| > N also
sn,n ∈ C , such that the 1-form
ωn :=

∑
|ℓ|≤N
sn,ℓ ω˜ℓ if |n| ≤ N
sn,n ω˜n +
∑
|ℓ|≤N
sn,ℓ ω˜ℓ if |n| > N
 =
Φn(λ)
µ− µ−1 dλ
with
Φn :=

∑
|ℓ|≤N
sn,ℓ · Φ˜ℓ if |n| ≤ N
sn,n · Φ˜n +
∑
|ℓ|≤N
sn,ℓ · Φ˜ℓ if |n| > N
has the property (1)(a)(i)–(ii) and satisfies∫
Ak
ωn = δkn for all k, n ∈ ZZ .
Here we have Φn ∈ As(C∗, ℓ∞3,−1, 1) .
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The constants sn,n have the following asymptotic behavior for |n| → ∞ :
sn,n =
{
1
4π
· λ−1/2n,0 + ℓ21(n) for n > N
1
4π
· τ 2ξn,k · λ
1/2
n,0 + ℓ
2
1(n) for n < −N
, (18.3)
and the constants sn,ℓ with |ℓ| ≤ N are also of the order of |n|−1 for n →
±∞ . We have sn,ℓ = 0 for ℓ ∈ S , ℓ 6= n .
Remark 18.4. The 1-forms ωn with n ∈ ZZ from Theorem 18.3(2) are for S = ∅
the canonical basis of Ω(Σ) ∩ L2(Σ, T ∗Σ) associated to the basis of the homology
(An, Bn) of Σ . If n ∈ S holds, then ωn is not holomorphic, but only regular in κn,∗ ,
but (ωn)n∈Z is still the appropriate replacement for the basis of Ω(Σ) ∩ L2(Σ, T ∗Σ)
in the case where the spectral curve Σ has singularities.
In either case, Theorem 18.3 shows that any ωn is a finite linear combination of 1-
forms of the form Φk(λ)
µ−µ−1 dλ , where the holomorphic functions Φk : C
∗ → C are infinite
products of the type considered in Proposition 17.2, and therefore have asymptotically
and totally exactly one zero in every excluded domain Ûj,δ , with the exception of Ûk,δ .
A natural question is if ωn itself can be represented in the form
Φn(λ)
µ−µ−1 dλ with
the function Φn being an infinite product as in Proposition 17.2, i.e. without a linear
combination. If this were the case, then ωn would have asymptotically and totally
exactly one zero in every excluded domain, except for Ûn,δ . Unfortunately however,
the answer to this question is negative in general, as the following argument shows:
It follows from Proposition 17.2(1) that the holomorphic function Φn from Theo-
rem 18.3(2) has the following asymptotic behavior: There exist constants zn,∞, zn,0 ∈
C such that Φn − zn,∞Φ0 ∈ As∞(C∗, ℓ23, 1) and Φn − zn,0Φ0 ∈ As0(C∗, ℓ2−1, 1) holds
with the comparison function Φ0(λ) :=
c0(λ)
λ·(λ−λ0,0) . If the constants zn,∞ and zn,0 are
both non-zero, then it can indeed be shown that Φn(λ) itself can be represented in
the form sn · Φn,ξn,k,−1 with a constant sn ∈ C∗ and a sequence (ξn,k)k∈Z \{n} with
|ξn,k − κk,∗| ≤ Cξ · |κk,1 − κk,2| .
However the case that either of the constants zn,∞ or zn,0 vanishes can occur,
depending on the specific shape of the spectral curve Σ . (For n → ∞ , zn,∞ grows
of the order n2 , and therefore is non-zero for sufficiently large n , but zn,0 remains
bounded, and there is no general reason preventing it from becoming zero. For n →
−∞ , the same is true with the roles of zn,∞ and zn,0 reversed.) This corresponds to
the case that one or more zeros ξn,k from the compact part of Σ (i.e. with |k| small)
have moved out to ∞ resp. to 0 . It is for this reason that a product representation
of the form sn · Φn,ξn,k,−1 is not possible for Φn in general.
Proof of Theorem 18.3. For (1). For an arbitrary sequence (ξn,k) with ξn,k − λk,0 ∈
ℓ2−1,3(k) , Φn,ξn,k := Φn,ξn,k,ρ=−1 is a holomorphic function by Proposition 17.2, and
ωn,ξn,k :=
Φn,ξn,k (λ)
µ−µ−1 dλ is a holomorphic 1-form on Σ
′ by Proposition 17.4. If moreover
|ξn,k−κk,∗| ≤ Cξ · |κk,1−κk,2| holds for some Cξ > 0 , then Proposition 17.3(2) yields
that ωn,ξn,k ∈ L2(Σ, T ∗Σ) holds if n 6∈ S , whereas ωn,ξn,k ∈ L2(Σ \ Ûn,δ, T ∗(Σ \ Ûn,δ))
holds for all δ > 0 if n ∈ S . We also note that for k ∈ S with k 6= n , the condition
|ξn,k − κk,∗| ≤ Cξ · |κk,1 − κk,2| implies ξn,k = κk,∗ ; therefore both Φn,ξn,k(λ) dλ and
SPECTRAL THEORY FOR SIMPLY PERIODIC SOLUTIONS OF SINH-GORDON 189
µ− µ−1 have a zero of order 2 at κk,∗ , whence it follows that ωn,ξn,k is holomorphic
in κk,∗ . Thus
∫
Ak
ωn,ξn,k = 0 holds automatically for k ∈ S \ {n} by (18.2).
In the sequel we fix R0 > 0 and let Cξ ≥ R0 be given. We also fix N ∈ IN .
It will turn out in the course of the proof how to choose R0 and N (the latter in
dependence on Cξ ) so that the claimed statement holds. We will always choose N at
least as large as the N in Lemma 16.1, so that Proposition 16.5(1),(2) is applicable
to all k ∈ ZZ with |k| > N .
Moreover, we let n ∈ ZZ be given. We then consider the Banach space
B :=
{
(ak)k∈Z \{n} | ∃C ≥ 0 ∀ k ∈ ZZ \ {n} : |ak| ≤ C · |κk,1 − κk,2|
}
with the norm
‖ak‖B := sup
k∈Z \({n}∪S)
∣∣∣∣ akκk,1 − κk,2
∣∣∣∣ for (ak) ∈ B .
Note that for any (ak) ∈ B , we have ak = 0 for all k ∈ S . We also suppose that
a finite sequence (ξ
[0]
n,k)|k|≤N,k 6=n with |ξ[0]n,k − κk,∗| ≤ Cξ · |κk,1 − κk,2| is given, and
consider the translated subspace disc in B
BCξ := { (ξn,k)k∈Z \{n}
∣∣ (ξn,k−κk,∗) ∈ B, ‖ξn,k−κk,∗‖B ≤ Cξ, ξn,k = ξ[0]n,k for |k| ≤ N } .
We now associate to each sequence (ξn,k) ∈ BCξ a new sequence (ξ˜n,k)k∈Z \{n} in the
following way: For k ∈ ZZ\{n} , we define the holomorphic function Φn,ξn,k;k : C∗ → C
by
Φn,ξn,k ;k(λ) :=
Φn,ξn,k(λ)
λ− ξn,k .
We then define ξ˜n,k in the following way: For |k| ≤ N we put ξ˜n,k := ξn,k = ξ[0]n,k , for
|k| > N with k ∈ S we put ξ˜n,k := κk,∗ , and for |k| > N with k 6∈ S we put
ξ˜n,k :=
∫
Ak
λ · Φn,ξn,k;k(λ)
µ− µ−1 dλ∫
Ak
Φn,ξn,k;k(λ)
µ− µ−1 dλ
= κk,∗ +
∫
Ak
(λ− κk,∗) ·
Φn,ξn,k;k(λ)
µ− µ−1 dλ∫
Ak
Φn,ξn,k;k(λ)
µ− µ−1 dλ
. (18.4)
We will show below that (for suitable conditions on R0 and N ) the map (ξn,k) 7→
(ξ˜n,k) we just defined has exactly one fixed point (ξ
∗
n,k) . The sequence (ξ
∗
n,k) has the
190 S. KLEIN
following property: For any k ∈ ZZ with |k| > N and k 6∈ S we have∫
Ak
Φn,ξ∗n,k(λ)
µ− µ−1 dλ =
∫
Ak
(λ− ξ∗n,k) ·
Φn,ξ∗n,k;k(λ)
µ− µ−1 dλ
=
∫
Ak
λ ·
Φn,ξ∗n,k;k(λ)
µ− µ−1 dλ− ξ
∗
n,k︸︷︷︸
=ξ˜∗n,k
·
∫
Ak
Φn,ξ∗n,k;k(λ)
µ− µ−1 dλ
=
∫
Ak
λ ·
Φn,ξ∗n,k;k(λ)
µ− µ−1 dλ−
∫
Ak
λ ·
Φn,ξ∗n,k ;k(λ)
µ− µ−1 dλ∫
Ak
Φn,ξ∗n,k;k(λ)
µ− µ−1 dλ
·
∫
Ak
Φn,ξ∗n,k ;k(λ)
µ− µ−1 dλ
= 0 . (18.5)
Moreover, for any k ∈ ZZ with |k| > N and k ∈ S , the 1-form Φn,ξ∗n,k (λ)
µ−µ−1 dλ extends
holomorphically in κk,∗ = ξ∗n,k , and therefore we have∫
Ak
Φn,ξ∗n,k(λ)
µ− µ−1 dλ = 0
also in this case. This shows the form ω˜n :=
Φn,ξ∗
n,k
(λ)
µ−µ−1 dλ then has the properties (a)
and (b) from the theorem (1).
We will now show that if N is chosen large enough (depending on Cξ ), then
F : (ξn,k) 7→ (ξ˜n,k) maps BCξ into itself and is a contraction. Therefore, by the
Banach Fixed Point Theorem, there then exists one and only one fixed point of this
map; this fixed point yields the solution to the problem of the part (1) of the theorem,
as was just explained.
We begin by showing that the map F maps BCξ into BCξ . We let (ξn,k) ∈ BCξ
be given and put (ξ˜n,k) := F ((ξn,k)) . Then we have to show that
|ξ˜n,k − κk,∗| ≤ Cξ · |κk,1 − κk,2| (18.6)
holds for all k ∈ ZZ with |k| > N and k 6∈ S .
In the sequel, we will consider the case where n and k are positive; the other cases
are handled analogously. By Proposition 16.5(2) and Equation (18.1) we have∫
Ak
1
µ− µ−1 dλ = −8π (−1)
k λ
1/2
k,0 + ℓ
2
−1(k)∫
Ak
1
|µ− µ−1| |dλ| = 8π λ
1/2
k,0 + ℓ
2
−1(k) ,
therefore we may suppose that N is chosen large enough so that for k > N we have
1
2
∫
Ak
1
|µ− µ−1| |dλ| ≤
∣∣∣∣∫
Ak
1
µ− µ−1 dλ
∣∣∣∣ ≤ ∫
Ak
1
|µ− µ−1| |dλ| . (18.7)
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Moreover, Proposition 17.2(3) shows that there exist constants C1, C2 > 0 (depend-
ing only on Cξ ) so that we have for λ ∈ Uk,δ∣∣∣∣Φn,ξn,k ;k(λ)− 8(−1)k π2 n2ξn,k · (λn,0 − ξn,k)
∣∣∣∣ ≤ C1 · n2k2 · |n2 − k2| · |λ− ξn,k|k + C2 · rk (18.8)
with the sequence (rk) ∈ ℓ20(k) given by
rk =
(
aj ∗ 1|j|
)
k
with ak :=
{
k−1 · |ξn,k − λk,0| for k > 0
k3 · |ξn,k − λk,0| for k < 0
.
We may suppose without loss of generality that the projection of the cycle Ak
onto the λ-plane is the straight line [κk,1,κk,2] ⊂ Uk,δ , traversed twice in opposite
directions. Then we have for any λ in the projection of Ak , i.e. for λ ∈ [κk,1,κk,2]
|λ− ξn,k| ≤ |λ− κk,∗|+ |κk,∗ − ξn,k| ≤
(
1
2
+ Cξ
) · |κk,1 − κk,2| ,
and we also have
|ξn,k − λk,0| ≤ |ξn,k − κk,∗|+ |κk,∗ − λk,0| ≤ Cξ · |κk,1 − κk,2|+ |κk,∗ − λk,0| .
We now define sequences (a′k), (r
′
k) ∈ ℓ20(k) by
a′k :=
{
k−1 · (Cξ · |κk,1 − κk,2|+ |κk,∗ − λk,0|) for k > 0
k3 · (Cξ · |κk,1 − κk,2|+ |κk,∗ − λk,0|) for k < 0
and
r′k := C1
(
Cξ +
1
2
) |κk,1 − κk,2|
k
+ C2
(
a′j ∗
1
|j|
)
k
.
It then follows from (18.8) that we have for λ ∈ [κk,1,κk,2]∣∣∣∣Φn,ξn,k;k(λ)− 8(−1)k π2 n2ξn,k · (λn,0 − ξn,k)
∣∣∣∣ ≤ n2k2 · |n2 − k2| · r′k . (18.9)
Note that the sequence (r′k) ∈ ℓ20(k) depends only on Cξ (and the spectral curve
Σ ), but neither on n nor on the specific sequence (ξn,k) ∈ BCξ under consideration.
Therefore we may suppose that N is chosen large enough so that |r′k| ≤ 12 holds for
k > N .
From Equation (18.9) we obtain by multiplication with 1
µ−µ−1 , integration, and
application of Equation (18.7) for k > N
2 π2 n2
|ξn,k| · |λn,0 − ξn,k| ·
∫
Ak
1
|µ− µ−1| |dλ| ≤
∣∣∣∣∫
Ak
Φn,ξn,k ;k(λ)
µ− µ−1 dλ
∣∣∣∣
≤
∫
Ak
|Φn,ξn,k;k(λ)|
|µ− µ−1| |dλ| ≤
16π2 n2
|ξn,k| · |λn,0 − ξn,k| ·
∫
Ak
1
|µ− µ−1| |dλ| .
(18.10)
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For any λ in the projection of Ak to the λ-plane, i.e. for λ ∈ [κk,1,κk,2] we have
|λ− κk,∗| ≤ 12 |κk,1 − κk,2| , and therefore it follows from (18.10) that we have∣∣∣∣∫
Ak
(λ− κk,∗) ·
Φn,ξn,k;k(λ)
µ− µ−1 dλ
∣∣∣∣ ≤ 12 |κk,1−κk,2|· 16π2 n2|ξn,k| · |λn,0 − ξn,k| ·
∫
Ak
1
|µ− µ−1| |dλ| .
(18.11)
From the estimates Equation (18.11) and (18.10) we now obtain
|ξ˜n,k − κk,∗| (18.4)=
∣∣∣∣∣∣∣∣∣
∫
Ak
(λ− κk,∗) ·
Φn,ξn,k;k(λ)
µ− µ−1 dλ∫
Ak
Φn,ξn,k;k(λ)
µ− µ−1 dλ
∣∣∣∣∣∣∣∣∣ ≤ 4 · |κk,1 − κk,2| .
By a similar argument for the case where k is negative, we also obtain for k < −N
|ξ˜n,k − κk,∗| ≤ 4 · |κk,1 − κk,2| ,
and therefore Equation (18.6) holds if Cξ ≥ 4 . This shows that (at least) for Cξ ≥ 4 ,
there exists a sufficiently large N ∈ IN such that (ξn,k) ∈ BCξ implies (ξ˜n,k) ∈ BCξ .
The case n < 0 is handled in an analogous manner. Therefore the map F : (ξn,k) 7→
(ξ˜n,k) indeed maps BCξ into BCξ .
We now show that F : BCξ → BCξ is a contraction, if R0 and N are suitably
chosen. We let (ξ
[1]
n,k), (ξ
[2]
n,k) ∈ BCξ be given, and put ξ˜[ν]n,k := F (ξ[ν]n,k) for ν ∈ {1, 2} .
We again consider the case of positive n and k . Then we have for k > N , k 6∈ S by
Equation (18.4)
ξ˜
[1]
n,k − ξ˜[2]n,k =
∫
Ak
(λ− κk,∗) ·
Φ
n,ξ
[1]
n,k ;k
(λ)
µ− µ−1 dλ∫
Ak
Φ
n,ξ
[2]
n,k;k
(λ)
µ− µ−1 dλ
−
∫
Ak
(λ− κk,∗) ·
Φ
n,ξ
[2]
n,k;k
(λ)
µ− µ−1 dλ∫
Ak
Φ
n,ξ
[2]
n,k;k
(λ)
µ− µ−1 dλ
=
∫
Ak
(λ− κk,∗) ·
Φ
n,ξ
[1]
n,k ;k
(λ)− Φ
n,ξ
[2]
n,k ;k
(λ)
µ− µ−1 dλ∫
Ak
Φ
n,ξ
[1]
n,k;k
(λ)
µ− µ−1 dλ
+
∫
Ak
(λ− κk,∗) ·
Φ
n,ξ
[2]
n,k;k
λ)
µ− µ−1 dλ∫
Ak
Φ
n,ξ
[2]
n,k;k
(λ)
µ− µ−1 dλ
·
∫
Ak
Φ
n,ξ
[2]
n,k ;k
(λ)− Φ
n,ξ
[1]
n,k;k
(λ)
µ− µ−1 dλ∫
Ak
Φ
n,ξ
[1]
n,k;k
(λ)
µ− µ−1 dλ
.
(18.12)
We now note that by Proposition 17.2(2) we have for any λ ∈ Uk,δ
|Φ
n,ξ
[1]
n,k;k
(λ)− Φ
n,ξ
[2]
n,k ;k
(λ)| ≤ C3 · rk ,
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where C3 > 0 is a constant depending only on Cξ and (rk) ∈ ℓ24(k) is the sequence
given by
rk :=
n2
k2 · |n2 − k2|
(
aj ∗ 1|j|
)
k
with ak :=
{
k−1 |ξ[1]n,k − ξ[2]n,k| if k > 0
k3 |ξ[1]n,k − ξ[2]n,k| if k < 0
.
By the definition of ‖ · ‖B , we have for every k
|ξ[1]n,k − ξ[2]n,k| ≤ ‖ξ[1]n,k − ξ[2]n,k‖B · |κk,1 − κk,2| ,
and thus we see that we have
ak ≤ ‖ξ[1]n,k − ξ[2]n,k‖B · a′k with a′k :=
{
k−1 |κk,1 − κk,2| if k > 0
k3 |κk,1 − κk,2| if k < 0
and therefore
rk ≤ ‖ξ[1]n,k − ξ[2]n,k‖B · r′k with r′k :=
n2
k2 · |n2 − k2|
(
a′j ∗
1
|j|
)
k
.
Note that again, the sequences (a′k) and therefore also (r
′
k) depend only on Cξ , but
not on n or on the specific sequences (ξ
[ν]
n,k) ∈ BCξ under consideration. We now have
|Φ
n,ξ
[1]
n,k;k
(λ)− Φ
n,ξ
[2]
n,k;k
(λ)| ≤ C3 rk ≤ C3 ‖ξ[1]n,k − ξ[2]n,k‖B · r′k
and therefore by integration∣∣∣∣∣
∫
Ak
Φ
n,ξ
[2]
n,k;k
(λ)− Φ
n,ξ
[1]
n,k;k
(λ)
µ− µ−1 dλ
∣∣∣∣∣ ≤ C3 ‖ξ[1]n,k−ξ[2]n,k‖B ·r′k ·
∫
Ak
1
|µ− µ−1| |dλ| , (18.13)
whence also ∣∣∣∣∣
∫
Ak
(λ− κk,∗) ·
Φ
n,ξ
[1]
n,k;k
(λ)− Φ
n,ξ
[2]
n,k;k
(λ)
µ− µ−1 dλ
∣∣∣∣∣
≤ 1
2
C3 |κk,1 − κk,2| · ‖ξ[1]n,k − ξ[2]n,k‖B · r′k ·
∫
Ak
1
|µ− µ−1| |dλ| (18.14)
follows.
By applying the estimates (18.10), (18.11), (18.13) and (18.14) to Equation (18.12),
and cancelling, we now obtain that there exists C4 > 0 (dependent only on Cξ ) with
|ξ˜[1]n,k − ξ˜[2]n,k| ≤ C4 ·
(
a′j ∗
1
|j|
)
k
· |κk,1 − κk,2| · ‖ξ[1]n,k − ξ[2]n,k‖B . (18.15)
The analogous calculation applies for k < −N , yielding literally the same estimate as
(18.15) for this case, and therefore we obtain
‖ξ˜[1]n,k − ξ˜[2]n,k‖B ≤ L · ‖ξ[1]n,k − ξ[2]n,k‖B with L := C4 · max|k|>N
∣∣∣∣(a′j ∗ 1|j|
)
k
∣∣∣∣ ;
note that a′j ∗ 1|j| ∈ ℓ20,0(j) ⊂ ℓ∞(j) holds and therefore L is finite. This shows that the
map F is Lipschitz continuous with the Lipschitz constant L . Because the sequence
a′j ∗ 1|j| is an ℓ2-sequence which depends on Cξ and nothing else, and also C4 depends
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only on Cξ , we can choose N so large that max|k|>N
∣∣∣(a′j ∗ 1|j|)
k
∣∣∣ ≤ 12C4 holds. Then
we have L ≤ 1
2
, hence with this choice of N , F is a contraction, completing the
proof of (1).
For (2). By (1), the 1-forms ω˜n have the property that∫
Ak
ω˜n = 0 holds for all k, n ∈ ZZ with ( |k| > N or k ∈ S ) and k 6= n .
(18.16)
We consider the linear space
V :=
{
ω ∈ Ω(Σ) ∩ L2(Σ, T ∗Σ)
∣∣∣∣∫
Ak
ω = 0 for |k| > N or k ∈ S
}
.
Let I := { k ∈ ZZ \ S ∣∣ |k| ≤ N } and m := #I ≤ 2N + 1 . Then it follows from
Proposition 18.1 that the linear map f : V → Cm, ω 7→
(∫
Aℓ
ω
)
ℓ∈I
is injective
and that therefore dim(V ) ≤ m holds. On the other hand, the holomorphic 1-forms
ω˜ℓ with ℓ ∈ I are in Ω(Σ) ∩ L2(Σ, T ∗Σ) and therefore in V by (1), and they are
linear independent (because ω˜ℓ does not vanish at ξℓ , but all the ω˜ℓ′ with ℓ
′ 6= ℓ
do). Therefore we have dim(V ) = m and (ω˜ℓ)ℓ∈I is a basis of V . The linear map
f : V → Cm is therefore bijective, which means that for every finite sequence (zℓ)ℓ∈I
there exists one and only one ω ∈ V with ∫
Aℓ
ω = zℓ for all ℓ ∈ I .
Now let n ∈ ZZ be given. If |n| ≤ N and n 6∈ S holds, then the preceding statement
shows immediately that there exists ωn ∈ V such that∫
Ak
ωn = δkn holds for all k ∈ ZZ ;
because (ω˜ℓ)ℓ∈I is a basis of V , it follows that there exist numbers sn,ℓ ∈ C for ℓ ∈ I
so that ωn =
∑
ℓ∈I sn,ℓ ω˜ℓ holds.
On the other hand, if either n ∈ S or |n| > N holds, we put sn,n :=
(∫
An
ω˜n
)−1
.
There then exists ω̂ ∈ V so that∫
Aℓ
ω̂ = −sn,n ·
∫
Aℓ
ω˜n holds for all ℓ ∈ I ;
because (ω˜ℓ)ℓ∈I is a basis of V , it follows that there exist numbers sn,ℓ ∈ C for ℓ ∈ I
so that ω̂ =
∑
ℓ∈I sn,ℓ ω˜ℓ holds; we then have∫
Ak
ωn = δkn for all k ∈ ZZ
with
ωn := sn,n · ω˜n + ω̂ = sn,n · ω˜n +
∑
ℓ∈I
sn,ℓ ω˜ℓ .
In either case this shows the claimed representation of ωn . It follows from Proposi-
tion 17.2(1) that Φn ∈ As(C∗, ℓ∞3,−1, 1) holds.
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It remains to show the statements on the asymptotic behavior of sn,n and sn,ℓ , and
for this it suffices to consider the case |n| > N . We have
Φn,ξn,k(λ) =
−
4
τξn,k
· 16π2n2 · λ−1 · cξn,k (λ)
λ−λn,0 if n > N
4
τξn,k
· λ−1 · cξn,k (λ)
λ−λn,0 if n < −N
(18.17)
where cξn,k and τξn,k are as in the proof of Proposition 17.2(1). By Corollary 10.3(1),
there exists a constant C5 > 0 and a sequence (rk) ∈ ℓ20,−2(k) so that we have for
n, k ∈ ZZ with |n| > N and λ ∈ Uk,δ
∣∣∣ cξn,k (λ)τξn,k ·(λ−ξn,k) − (−1)k8 ∣∣∣ ≤ C5 |λ−ξn,k|k + rk if k > 0∣∣∣ cξn,k (λ)λ−ξn,k − (−τ−1ξn,k (−1)k8 λ−1n,0)∣∣∣ ≤ C5 |λ− ξn,k| k5 + rk if k < 0 ,
here we put ξn,n := λn,0 and the sequence (rk) can be chosen independently of n
because
∣∣∣ ξn,k−κk,∗κk,1−κk,2 ∣∣∣ is bounded independently of n . By setting k = n in the preceding
estimate we see that for λ ∈ [κk,1,κk,2] we have
∣∣∣ cξn,k (λ)τξn,k ·(λ−λn,0) − (−1)k8 ∣∣∣ ≤ r′n if n > N∣∣∣ cξn,k (λ)λ−λn,0 − (−τ−1ξn,k (−1)k8 λ−1n,0)∣∣∣ ≤ r′n if n < −N
with the sequence (r′k) ∈ ℓ20,−2(k) defined by
r′k :=
{
C5
(
Cξ +
1
2
) |κk,1−κk,2|
k
+ rk for k > 0
C5
(
Cξ +
1
2
) |κk,1 − κk,2| k5 + rk for k < 0 .
By applying this estimate, and also the fact that we have 16π
2n2
λ
− 1 ∈ ℓ21(n) (for the
case n > 0 ) resp. 1
λ
− 1
λn,0
∈ ℓ2−1(n) (for the case n < 0 ) for λ ∈ [κk,1,κk,2] , to
Equation (18.17), we obtain
∣∣∣Φn,ξn,k(λ)− (− (−1)k2 )∣∣∣ ∈ ℓ2(n) for n > N∣∣∣Φn,ξn,k(λ)− (− (−1)k2 τ−2ξn,k λ−2n,0)∣∣∣ ∈ ℓ2−4(n) for n < −N . (18.18)
By Proposition 16.5(2) we have∫
An
1
µ− µ−1 dλ
(18.1)
= 2 ·
∫ κn,2
κn,1
1
µ− µ−1 dλ =
{
−8π(−1)n λ1/2n,0 + ℓ2−1(n) for n > N
−8π(−1)n λ3/2n,0 + ℓ23(n) for n < −N
and therefore we derive from Equation (18.18)∫
An
Φn,ξn,k(λ)
µ− µ−1 dλ =
{
4π · λ1/2n,0 + ℓ2−1(n) for n > N
4π · τ−2ξn,k · λ
−1/2
n,0 + ℓ
2
−1(n) for n < −N
Thus we obtain
sn,n =
(∫
An
Φn,ξn,k(λ)
µ− µ−1 dλ
)−1
=
{
1
4π
· λ−1/2n,0 + ℓ21(n) for n > N
1
4π
· τ 2ξn,k · λ
1/2
n,0 + ℓ
2
1(n) for n < −N .
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We now calculate the sn,ℓ . For this purpose, let P be the “restricted period matrix”
of the ω˜ℓ , i.e. let P = (pk,ℓ)k,ℓ∈I be the (m×m)-matrix with
pk,ℓ :=
∫
Ak
ω˜ℓ .
Note that the matrix P is invertible because of Proposition 18.1 and the fact that
(ω˜ℓ)ℓ∈I is a basis of V . We have
ωn = sn,n · ω˜n +
∑
ℓ∈I
sn,ℓ · ω˜ℓ
and therefore for k ∈ I
0 =
∫
Ak
ωn = sn,n ·
∫
Ak
ω˜n +
∑
ℓ∈I
pk,ℓ · sn,ℓ .
Hence we have as an equality of Cm-vectors
(sn,ℓ)ℓ∈I = −sn,n P−1 ·
(∫
Ak
ω˜n
)
k∈I
.
Because the Φn,ξn,k are uniformly bounded on the “compact part of Σ ”
⋃
|k|≤N Ŝk ,
and sn,n is of the order of n
−1 , it follows from this equation that also sn,ℓ is with
respect to n of the order n−1 . 
After having constructed the canonical basis (ωn) of the 1-forms in the preceding
theorem, the next step for the construction of the Jacobi variety and Abel map for Σ
is to define the the Banach space J˜ac(Σ) which will serve as the covering space of the
Jacobi variety (and also plays the role of a tangent space for Jac(Σ) ), and the map
ϕ˜ which will turn out to be the lift of the Abel map ϕ : Div(Σ′) → Jac(Σ) ; we will
also study the asymptotic behavior of these objects.
In the construction of the Abel map we only permit divisors whose support is con-
tained in the regular set Σ′ of Σ . One way to handle divisor points in singularities
would be to desingularize Σ at these points (as Hitchin does when constructing his
spectral curve in [Hi]). By this process, one would remove the ωn and the coordinates
of the Jacobi variety corresponding to singular divisor points, and obtain a Jacobi
variety associated to a Banach space for the remaining coordinates.
Proposition 18.5. We fix a divisor Do ∈ Div(Σ′) (which will be used as the origin
point for the definition of the Abel map) and denote by CDo the set of sequences (γk)k∈Z
where each γk is a curve in Σ
′ running from a point (λok, µ
o
k) ∈ Σ′ to another point
(λk, µk) ∈ Σ′ , such that (λok, µok)k∈Z equals the support of D0 and D := { (λk, µk) | k ∈
ZZ } ∈ Div(Σ′) holds; moreover for large |k| the curve γk runs entirely in Ûk,δ , and
there is a number mγ ∈ IN (depending on γ but not on k ) so that the winding number
of any γk around any branch point or puncture of Σ
′ is at most mγ . In this situation
we call D the divisor induced by the sequence (γk)k∈Z .
We also let (ωn)n∈Z be the basis of 1-forms from Theorem 18.3(2).
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(1) For n ∈ ZZ and (γk)k∈Z ∈ CDo the infinite sum∑
k∈Z
∫
γk
ωn (18.19)
converges absolutely in C , and we define the map
ϕ˜n : CDo → C, (γk)k∈Z 7→
∑
k∈Z
∫
γk
ωn . (18.20)
For every (γk) ∈ CDo there exist sequences (bn), (cn) ∈ ℓ2(n) so that for
n ∈ ZZ with |n| > N (where N ∈ IN is as in Theorem 18.3(2)) we have
ϕ˜n((γk)) =
sign(n)
2πi
· ln
(
λn − κn,∗ +Ψn(λn, µn)
λon − κn,∗ +Ψn(λon, µon)
)
· (1 + bn) + cn , (18.21)
where Ψn is as in Lemma 16.1, and ln(z) is the branch of the complex loga-
rithm function with ln(1) = 2πimn with mn ∈ ZZ being the winding number of
γn around the pair of branch points κn,1 , κn,2 .
(2) We consider the (if S 6= ∅ , non-Hausdorff) topological vector space
J˜ac(Σ) := { (an)n∈Z
∣∣ an · (κn,1 − κn,2) ∈ ℓ2−1,3(n) } ,
whose topology is induced by the semi-norm
‖an‖J˜ac(Σ) := ‖an · (κn,1 − κn,2)‖ℓ2−1,3 for (an) ∈ J˜ac(Σ) .
If S = ∅ holds, then ‖ · ‖J˜ac(Σ) is a norm and J˜ac(Σ) is a Banach space.
We have ℓ∞(ZZ) ⊂ J˜ac(Σ) , and for any (γk) ∈ CDo
(ϕ˜n((γk)))n∈Z ∈ J˜ac(Σ) .
Thereby we obtain the map
ϕ˜ : CDo → J˜ac(Σ), (γk) 7→ (ϕ˜n(γk))n∈Z .
(3) For any k ∈ ZZ \ S we have(∫
Bk
ωn
)
n∈Z
∈ J˜ac(Σ) .
Remark 18.6. The semi-norm and the topology of J˜ac(Σ) do not contain any infor-
mation on the coordinates ak in J˜ac(Σ) with k ∈ S . This means that the present
construction of the Jacobi variety is not very well suited for studying spectral curves
with infinitely many singularities, when the corresponding divisor points are outside
these singularities (or at least, when infinitely many of them are). Such divisors occur,
for example, as spectral divisors for minimal surfaces in S3 consisting of infinitely
many bubbletons. (On the spectral curve Σ0 of the vacuum, a bubbleton is induced
by moving one divisor point that was in a singularity of Σ0 away from this singularity.)
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Proof of Proposition 18.5. For (1). By Theorem 18.3, we have
ωn =
Φn(λ)
µ− µ−1 dλ ,
where the holomorphic function Φn is a finite linear combination of functions Φ˜ℓ ,
ℓ ∈ {−N, . . . , N} ∪ {n} of the type studied in Proposition 17.2. In other words, ωn
itself is a linear combination of 1-forms ω˜ℓ (with ℓ ∈ {−N, . . . , N}∪{n} ) of the type
studied in Proposition 17.4. The corresponding sequences (ξℓ,k)k∈Z \{ℓ} of zeros of Φ˜ℓ
satisfy the estimate |ξℓ,k − κk,∗| ≤ Cξ · |κk,1 − κk,2| with a constant Cξ > 0 that is
independent of ℓ and k , and therefore the estimates in Proposition 17.2–17.4 apply
uniformly to all Φ˜ℓ resp. ω˜ℓ .
For the proof of the convergence of the infinite sum (18.19) for some given n ∈ ZZ ,
we note that we have ∫ (λk ,µk)
(λok ,µ
o
k)
ωn =
∫ (λk ,µk)
κk,1
ωn −
∫ (λok ,µok)
κk,1
ωn ,
where the paths of integration are chosen suitably on the right hand side. Therefore
we may suppose without loss of generality that (λok, µ
o
k) = κk,1 holds for all k 6=
n . Let (γk) ∈ CDo be given. Because we have
∫
Ak
ω˜ℓ = 0 for |k| large, k 6= n ,
the question of the convergence of the sum
∑
k∈Z \{n}
∣∣∣∫γk ω˜ℓ∣∣∣ does not depend on
how many times the curve γk winds around the pair of branch points κk,1 , κk,2 ,
and therefore Proposition 17.4(3) shows that the sum
∑
k∈Z \{n}
∣∣∣∫γk ω˜ℓ∣∣∣ converges.
Because ωn is a finite linear combination of the ω˜ℓ , it follows that the infinite sum
(18.19) converges absolutely.
For proving the asymptotic estimate (18.21) we let (γk) ∈ CDo be given and consider
n ∈ ZZ with |n| > N . The constants Ck > 0 occurring in the sequel depend on (γk)
but not on n . We have
ϕ˜n((γk)) =
∫
γn
ωn +
∑
|k|≤N
∫
γk
ωn +
∑
|k|>N
k 6=n
∫
γk
ωn . (18.22)
In the sequel we will estimate the three summands on the right hand side of this
equation separately. For this purpose we will use the fact that by Theorem 18.3(2)
there exist constants sn,n ∈ C and sn,ℓ ∈ C for |ℓ| ≤ N so that
ωn = sn,n · ω˜n +
∑
|ℓ|≤N
sn,ℓ · ω˜ℓ (18.23)
holds; here the constants sn,n and sn,ℓ are of order n
−1 , hence there exists C1 > 0
so that we have
|sn,n| , |sn,ℓ| ≤ C1 · 1|n| . (18.24)
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For the first summand in (18.22) we note that by Theorem 18.3(2) there exists a
sequence (b
[1]
n ) ∈ ℓ21,1(n) so that
sn,n =
{
1
4π
· λ−1/2n,0 + b[1]n for n > N
1
4π
· τ 2ξn,k · λ
1/2
n,0 + b
[1]
n for n < −N
holds, and by Proposition 17.4(1) there exists a sequence (b
[2]
n ) ∈ ℓ2−1,−1(n) so that we
have
∫
γn
ω˜n =

(−2i λ1/2n,0 + b[2]n ) · ln
(
λn−κn,∗+Ψn(λn,µn)
λon−κn,∗+Ψn(λon,µon)
)
for n > N(
2i
τ2ξn,k
· λ−1/2n,0 + b[2]n
)
· ln
(
λn−κn,∗+Ψn(λn,µn)
λon−κn,∗+Ψn(λon,µon)
)
for n < N
,
where the choice of the branch of the complex logarithm corresponds to the winding
number mn of γn around the pair of branch points κn,1 , κn,2 by ln(1) = 2πimn .
By multiplying the preceding two equations, we obtain that there exist sequences
(b
[3]
n ), (bn) ∈ ℓ20,0(n) with
sn,n ·
∫
γn
ω˜n =

(
1
2πi
+ b
[3]
n
)
· ln
(
λn−κn,∗+Ψn(λn,µn)
λon−κn,∗+Ψn(λon,µon)
)
for n > N(
− 1
2πi
+ b
[3]
n
)
· ln
(
λn−κn,∗+Ψn(λn,µn)
λon−κn,∗+Ψn(λon,µon)
)
for n < −N
=
sign(n)
2πi
· ln
(
λn − κn,∗ +Ψn(λn, µn)
λon − κn,∗ +Ψn(λon, µon)
)
· (1 + bn) . (18.25)
Moreover because of
∫
An
ω˜ℓ = 0 for |ℓ| ≤ N , the value of
∣∣∣∫γn ω˜ℓ∣∣∣ does not depend on
the winding number of γn around the pair of branch points κn,1 , κn,2 . Therefore it
follows from Proposition 17.4(2) that there exists a constant C2 > 0 with
∣∣∣∫γn ω˜ℓ∣∣∣ ≤
C2 · 1n2 for |ℓ| ≤ N . Because of (18.24) it follows that there exists a constant C3 > 0
with ∑
|ℓ|≤N
|sn,ℓ| ·
∣∣∣∣∫
γn
ω˜ℓ
∣∣∣∣ ≤ C3 · 1n3 .
We thus obtain by combining the preceding estimates with Equation (18.23) that there
exists a sequence (c
[1]
n ) ∈ ℓ20,0(n) with∫
γn
ωn =
sign(n)
2πi
· ln
(
λn − κn,∗ +Ψn(λn, µn)
λon − κn,∗ +Ψn(λon, µon)
)
· (1 + bn) + c[1]n . (18.26)
For the second summand in (18.22) we note that by applying Proposition 17.4(4) to
all the finitely many paths of integration γk with |k| ≤ N it follows that there exists
C4 > 0 so that we have for all |k| ≤ N and ℓ ∈ ZZ∣∣∣∣∫
γk
ω˜ℓ
∣∣∣∣ ≤ C4 ;
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via Equation (18.23) we obtain∣∣∣∣∣∣
∑
|k|≤N
∫
γk
ωn
∣∣∣∣∣∣ = |sn,n| ·
∑
|k|≤N
∣∣∣∣∫
γk
ω˜n
∣∣∣∣ + ∑
|ℓ|≤N
|sn,ℓ| ·
∑
|k|≤N
∣∣∣∣∫
γk
ω˜ℓ
∣∣∣∣

≤
|sn,n|+ ∑
|ℓ|≤N
|sn,ℓ|
 · (2N + 1) · C4
=: c[2]n , (18.27)
where the sequence (c
[2]
n ) is of order n−1 by (18.24), in particular (c
[2]
n ) ∈ ℓ20,0(n)
holds.
For the third summand in (18.22) we note that for |k| > N , k 6= n we have∫
Ak
ω˜ℓ = 0 for all ℓ ∈ {−N, . . . , N}∪{n} , and therefore the value of
∣∣∣∫γk ω˜ℓ∣∣∣ does not
depend on the winding number of γk around the pair of branch points κk,1 , κk,2 for
such k, ℓ . It therefore follows from Proposition 17.4(3) that for ℓ ∈ {−N, . . . , N}∪{n}
we have ∑
|k|>N
k 6=n
∣∣∣∣∫
γk
ω˜ℓ
∣∣∣∣ ∈ ℓ2−1,−1(n) ,
via Equations (18.23) and (18.24) we conclude
c[3]n :=
∣∣∣∣∣∣∣∣
∑
|k|>N
k 6=n
∫
γk
ωn
∣∣∣∣∣∣∣∣ ∈ ℓ
2
0,0(n) . (18.28)
By plugging the estimates (18.26), (18.27) and (18.28) into (18.22), we see that
(18.21) holds with bn ∈ ℓ2(n) as above and cn := c[1]n + c[2]n + c[3]n ∈ ℓ2(n) .
For (2). It is clear that J˜ac(Σ) is a linear space, that ‖ · ‖J˜ac(Σ) is a semi-norm on
J˜ac(Σ) and that in the case S = ∅ (i.e. κk,1 − κk,2 6= 0 for all k ), this semi-norm
becomes a norm and J˜ac(Σ) a Banach space. We have κk,1 − κk,2 ∈ ℓ2−1,3(k) and
therefore ℓ∞(ZZ) ⊂ J˜ac(Σ) . To prove (ϕ˜n((γk))) ∈ J˜ac(Σ) , we need to show that
ϕ˜n((γk)) · (κn,1 − κn,2) ∈ ℓ2−1,3(n)
holds. If we have n ∈ S and therefore κn,1 = κn,2 , there is nothing to show, so
we consider n ∈ ZZ \ S now. We may again suppose without loss of generality that
(λon, µ
o
n) = κn,1 holds for n ∈ ZZ \ S . Then we have
ln
(
λn − κn,∗ +Ψn(λn, µn)
λon − κn,∗ +Ψn(λon, µon)
)
= ln
(
λn − κn,∗ +Ψn(λn, µn)
1
2
(κk,1 − κk,2)
)
= arcosh
(
λn − κn,∗
1
2
(κk,1 − κk,2)
)
+ 2πimn , (18.29)
where mn ∈ ZZ again is the winding number of γn around the pair of branch points
κn,1,κn,2 . Here we denote by ln(z) the branch of the complex logarithm function with
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ln(1) = 2πimn , and by arcosh(z) the branch of the complex area cosine hyperbolicus
function with arcosh(1) = 0 .
Because of (γk) ∈ CDo , the sequence (mn)n∈Z is bounded, and therefore it follows
from (1) and the estimate for arcosh of Equation (16.16) that there exist constants
C5, C6 > 0 with
|ϕ˜n((γk))| ≤ C5 ·
∣∣∣∣arcosh( λn − κn,∗1
2
(κn,1 − κn,2)
)∣∣∣∣+ C6 ≤ 2C5 · Carcosh · ∣∣∣∣ λn − κn,1κn,1 − κn,2
∣∣∣∣+ C6 .
(18.30)
Thus we have
|ϕ˜n((γk))| · |κn,1−κn,2| ≤ 2C5Carcosh · |λn−κn,1|+C6 · |κn,1−κn,2| ∈ ℓ2−1,3(n ∈ ZZ \S)
and therefore (ϕ˜n((γk))) ∈ J˜ac(Σ) .
For (3). For every fixed k ∈ ZZ , ∫
Bk
ω˜n is bounded with respect to n by Propo-
sition 17.4(4). Because both sn,n and the sn,ℓ with |ℓ| ≤ N are of order n−1 by
Theorem 18.3(2), it follows that∫
Bk
ωn = sn,n ·
∫
Bk
ω˜n +
∑
|ℓ|≤N
sn,ℓ
∫
Bk
ω˜ℓ
is of order n−1 . Thus we have
(∫
Bk
ωn
)
n∈Z
∈ ℓ∞1,1(n) ⊂ ℓ∞(n) ⊂ J˜ac(Σ) by (2). 
With the following theorem, the construction of the Jacobi variety and the Abel
map of Σ is completed:
Theorem 18.7. We again fix an “origin divisor” Do ∈ Div(Σ′) and use the notations
of Proposition 18.5.
(1) For k, n ∈ ZZ we let
α[k]n :=
∫
Ak
ωn = δk,n and if k 6∈ S β [k]n :=
∫
Bk
ωn .
Then we have (α
[k]
n )n ∈ J˜ac(Σ) for every k ∈ ZZ and (β [k]n )n ∈ J˜ac(Σ) for
every k ∈ ZZ \ S .
We let Γ be the abelian group corresponding to the periods of all closed loops
in CDo , i.e.
Γ :=
{∑
k∈Z
(ak α
[k] + bk β
[k])
∣∣∣∣∣ ak, bk ∈ ZZ∃N,m ∈ IN ∀k ∈ ZZ, |k| > N : |ak| ≤ m, bk = 0
}
.
Then Γ is an abelian subgroup of J˜ac(Σ) . We will call Γ the period lattice
of Σ (although it is not a discrete subset of J˜ac(Σ) ).
We call the topological quotient space Jac(Σ) := J˜ac(Σ)/Γ the Jacobi variety
of Σ , and we denote the canonical projection by π : J˜ac(Σ)→ Jac(Σ) .
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(2) Let τ : CDo → Div(Σ′) be the map that associates to each (γk) ∈ CDo the
divisor D ∈ Div induced by (γk) . Then there exists one and only one map
ϕ : Div(Σ′) → Jac(Σ) with ϕ ◦ τ = π ◦ ϕ˜ , i.e. so that the following diagram
commutes:
CDo
ϕ˜
//
τ

J˜ac(Σ)
π

Div(Σ′) ϕ
// Jac(Σ)
We call ϕ the Abel map of Σ .
(3) Change of the origin divisor Do corresponds to a linear translation of ϕ . More
specifically, if we let Doo ∈ Div(Σ′) be another divisor, and denote the Abel
maps with the origin divisor Do resp. Doo by ϕDo resp. by ϕDoo , then we
have for any D ∈ Div(Σ′)
ϕDoo(D) = ϕDo(D)− ϕDo(Doo) .
Proof of Theorem 18.7. For (1). Because each sequence (α
[k]
n )n∈Z has exactly one
non-zero element, we have (α
[k]
n )n∈Z ∈ ℓ∞(n) ⊂ J˜ac(Σ) by Proposition 18.5(2). More-
over, we have (β
[k]
n )n∈Z ∈ J˜ac(Σ) by Proposition 18.5(3).
Because of the definition of CDo (in Proposition 18.5) and the fact that the homology
group of Ûk,δ is generated by Ak for |k| large, it is clear that Γ is the group of periods
in CDo . Because (α
[k]
n )n∈Z is the k-th standard unit vector of the space of sequences
CZ , it also follows from the definition of Γ that Γ ⊂ ℓ∞(n) ⊂ J˜ac(Σ) ; for the inclusion
ℓ∞ ⊂ J˜ac(Σ) see Proposition 18.5(2).
For (2). Let (γk), (γ˜k) ∈ CDo be given such that τ((γk)) = τ((γ˜k)) =: D ∈ Div(Σ′)
holds. We need to show ϕ˜((γk)) − ϕ˜((γ˜k)) ∈ Γ . Without loss of generality we may
suppose that the curves γk and γ˜k are parameterized on the interval [0, 1] . Because
(γk) and (γ˜k) induce the same divisor D , there exist permutations h0, h1 : ZZ →
ZZ such that for every k ∈ ZZ we have γk(0) = γh0(k)(0) =: (λok, µok) and γk(1) =
γh1(k)(1) =: (λk, µk) ; here we have D
o = {(λok, µok)} and D = {(λk, µk)} . By the
definition of CDo (in Proposition 18.5) there exists N ∈ IN so that γk and γ˜k run
entirely in Ûk,δ for |k| > N . Then h0(k) = h1(k) = k holds for all k ∈ ZZ with
|k| > N , and therefore h0|{−N, . . . , N} and h1|{−N, . . . , N} are permutations of
{−N, . . . , N} .
It follows that the curves γk(t) and the curves γ˜k(1−t) , where k runs through all of
{−N, . . . , N} , together define a cycle Z∗ on Σ , hence Z∗ is a ZZ-linear combination
of some Ak and Bk , say
Z∗ =
∑
|j|≤N ′
(aj Aj + bj Bj) with N
′ ∈ IN, aj , bj ∈ ZZ .
Moreover for each individual k ∈ ZZ with |k| > N , the curves γk(t) and γ˜k(1 − t)
form a cycle Zk on Σ that runs entirely in Ûk,δ , and is therefore a multiple of Ak ,
say Zk = a
′
k ·Ak with a′k ∈ ZZ ; here there exists a constant m > 0 with |a′k| ≤ m for
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all k because (γk), (γ˜k) ∈ CDo holds. Therefore
ϕ˜((γk))− ϕ˜((γ˜k)) =
∫
Z∗
ωn +
∑
|k|>N
∫
Zk
ωn

n∈Z
=
∑
|j|≤N ′
(aj α
[j] + bj β
[j]) +
∑
|k|>N
a′k α
[k] ∈ Γ
holds.
For (3). We write D = {(λk, µk)} , Do = {(λok, µok)} and Doo = {(λook , µook )} with
the usual asymptotic enumeration of asymptotic divisors. For every k ∈ ZZ we let γ[1]k
be a path in Σ connecting (λok, µ
o
k) to (λ
oo
k , µ
oo
k ) , and let γ
[2]
k be a path connecting
(λook , µ
oo
k ) to (λk, µk) . We choose these paths so that (γ
[1]
k ) ∈ CDo and (γ[2]k ) ∈ CDoo
holds. For k ∈ ZZ , let γk be the concatenation of the paths γ[1]k and γ[2]k , then we
also have (γk) ∈ CDo .
For every k ∈ ZZ and n ∈ ZZ we have∫
γk
ωn =
∫
γ
[1]
k
ωn +
∫
γ
[2]
k
ωn
and therefore
ϕ˜Do((γk)) = ϕ˜Do((γ
[1]
k )) + ϕ˜Doo((γ
[2]
k )) .
Because the divisor induced by (γk) , (γ
[1]
k ) resp. (γ
[2]
k ) is D , D
oo resp. D , we
conclude
ϕDo(D) = ϕDo(D
oo) + ϕDoo(D) .

Remark 18.8. Note that the “period lattice” Γ from Theorem 18.7 is not discrete
in J˜ac(Σ) , not even for S = ∅ , and is therefore in fact not a lattice. (We have
‖(α[k]n )n‖J˜ac(Σ) = 1k · |κk,1 − κk,2| ∈ ℓ2(k) for k > 0 , and therefore the (α[k]n )n ∈ Γ
accumulate near 0 ∈ J˜ac(Σ) .) For this reason we view the Jacobi variety Jac(Σ) =
J˜ac(Σ)/Γ only as a quotient topological space, not as an (infinite-dimensional) mani-
fold. The situation is similar to the one encountered by McKean and Trubowitz
in [MT] concerning the Jacobi variety for the integrable system associated to Hill’s
operator: There the period lattice is also not discrete in the respective Banach space,
and the Jacobi variety is compact (topologically, it is a product of infinitely many
circles) and therefore does not carry the structure of an infinite dimensional manifold,
see the discussion in [MT], p. 154.
Another peculiarity concerning our period lattice Γ is that in the case S 6= ∅ it no
longer spans J˜ac(Σ) over IR . (So even if Γ were discrete, it would not be a maximal
discrete abelian subgroup of J˜ac(Σ) .) The reason is that for k ∈ S , there is no cycle
Bk . Geometrically, one can think of a family of spectral curves with k 6∈ S where
the two branch points κk,1 and κk,2 “close up” to each other; in the limit we then
have κk,1 = κk,2 and therefore k ∈ S . This process of “closing up” a pair of branch
points causes the period corresponding to the cycle Bk to go to infinity, and this is the
reason why there is no period in Γ corresponding to Bk in the limit spectral curve,
where k ∈ S holds. As a consequence, Jac(Σ) is not compact for S 6= ∅ .
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Remark 18.9. The Abel map ϕ : Div(Σ′) → Jac(Σ) described in Theorem 18.7 is
not a a local diffeomorphism in general (not even near non-special divisors), because
at least for a divisor D = {(λk, µk)} ∈ Div(Σ′) that does not satisfy the condition
|λk − κk,∗| ≤ Cξ · |κk,1 − κk,2| (18.31)
for any Cξ > 0 , the Banach space structures of Div(Σ
′) near D (locally diffeomorphic
to ℓ2−1,3 ) and of Jac(Σ) near ϕ(D) (locally diffeomorphic to J˜ac(Σ) ) do not match.
For some applications it would probably be preferable to have a Jacobi variety and
associated Abel map for Σ that is a local diffeomorphism near every non-special,
asymptotic divisor. This is true in particular where one is interested in divisors with
points close to (but not in) singularities of the spectral curve, as they occur for example
as spectral divisors of bubbletons (note that the condition (18.31) forces λk = κk,∗
for all k ∈ S ). To obtain a Jacobi variety of this kind, one would need to expand
the space of 1-forms considered; more specifically, one might work with 1-forms that
are square-integrable only on V̂δ for a fixed δ > 0 and are regular on Σ . This would
permit one to do away with the condition (18.31), also for the sequence (ξn,k) of the
1-forms ω˜n of Theorem 18.3(1). However the proof of the analogue of Theorem 18.3
would become more difficult in this setting.
The space J˜ac(Σ) plays the role of a tangent space for the Jacobi variety Jac(Σ) .
In our setting where the period lattice Γ is not discrete, the tangent space of Jac(Σ)
is not unique however, and similarly as it is the case for Hill’s equation as studied by
McKean and Trubowitz in [MT], we need to pass to a larger tangent space so that
the flow of translations of the potential (which we will study via the Jacobi variety in
Section 19) is tangential to Jac(Σ) . This corresponds to a larger space of curve tuples
CDo and a larger Banach space J˜ac(Σ) , as we construct in the following proposition.
In fact McKean and Trubowitz construct in [MT] an entire ascending family of
tangent spaces for their Jacobi variety, which correspond to the higher flows of the
integrable system associated with Hill’s equation. In our setting we cannot define more
than the first extension described in the following proposition, because our potentials
are only once weakly differentiable, in contrast to the infinitely differentiable potentials
in [MT].
Proposition 18.10. We again fix an origin divisor Do ∈ Div(Σ′) . We denote by
CDo,1 the set of sequences (γk)k∈Z where each γk is a curve in Σ′ running from a
point (λok, µ
o
k) ∈ Σ′ to another point (λk, µk) ∈ Σ′ , such that (λok, µok)k∈Z equals the
support of D0 and D := { (λk, µk) | k ∈ ZZ } ∈ Div(Σ′) holds; moreover for large |k|
the curve γk runs entirely in Ûk,δ , and there is a number mγ ∈ IN (depending on
γ but not on k ) so that the winding number of any γk around any branch point or
puncture of Σ′ is at most mγ · |k| .
For n ∈ ZZ and (γk)k∈Z ∈ C(1)Do the infinite sum∑
k∈Z
∫
γk
ωn (18.32)
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converges absolutely in C , and we define the map
ϕ˜(1)n : C
(1)
Do → C, (γk)k∈Z 7→
∑
k∈Z
∫
γk
ωn . (18.33)
For every (γk) ∈ C(1)Do there exist sequences (bn), (cn) ∈ ℓ2(n) so that for n ∈ ZZ with
|n| > N (where N ∈ IN is as in Theorem 18.3(2)) we have
ϕ˜n((γk)) =
sign(n)
2πi
· ln
(
λn − κn,∗ +Ψn(λn, µn)
λon − κn,∗ +Ψn(λon, µon)
)
· (1 + bn) + cn , (18.34)
where Ψn is as in Lemma 16.1, and ln(z) is the branch of the complex logarithm
function with ln(1) = 2πimn with mn ∈ ZZ being the winding number of γn around
the pair of branch points κn,1 , κn,2 .
Moreover with
J˜ac
(1)
(Σ) := { (an)n∈Z
∣∣ an · (κn,1 − κn,2) ∈ ℓ2−2,2(n) } ,
the map ϕ˜(1) := (ϕ˜
(1)
n )n∈Z maps into J˜ac
(1)
(Σ) . We have ℓ∞−1,−1(n) ⊂ J˜ac
(1)
(Σ) and
J˜ac(Σ) ⊂ J˜ac(1)(Σ) .
Proof. The proof is mostly analogous to that of Proposition 18.5(1),(2). The only
substantial difference is in the treatment of ϕ˜
(1)
n ((γk)) in the proof that ϕ˜
(1) maps
into J˜ac
(1)
(Σ) in Proposition 18.5(2). If we suppose that (γk) ∈ C(1)Do is given, we still
have as in Equation (18.29)
ln
(
λn − κn,∗ +Ψn(λn, µn)
λon − κn,∗ +Ψn(λon, µon)
)
= arcosh
(
λn − κn,∗
1
2
(κk,1 − κk,2)
)
+ 2πimn ,
where mn is the winding number of γn around the pair of branch points κn,1 , κn,2 .
But in contrast to the situation of Proposition 18.5, the sequence (mn)n∈Z is no longer
bounded here, rather there exists a constant mγ ∈ IN so that |mn| ≤ mγ · |n| holds
for all n . Thus we obtain instead of (18.30) that there exist C5, C6 > 0 so that
|ϕ˜(1)n ((γk))| ≤ C5·
∣∣∣∣arcosh( λn − κn,∗1
2
(κn,1 − κn,2)
)∣∣∣∣+C6·|n| ≤ 2C5·Carcosh·∣∣∣∣ λn − κn,1κn,1 − κn,2
∣∣∣∣+C6·|n|
and therefore
|ϕ˜(1)n ((γk))|·|κn,1−κn,2| ≤ 2C5Carcosh·|λn−κn,1|+C6·|κn,1−κn,2|·|n| ∈ ℓ2−2,2(n ∈ ZZ\S) ,
whence (ϕ˜
(1)
n ((γk))) ∈ J˜ac
(1)
(Σ) follows. 
19. The Jacobi variety and translations of the potential
Let (Σ, D) be spectral data corresponding to a simply periodic solution u : X → C
of the sinh-Gordon equation, where X ⊂ C is a horizontal strip with 0 ∈ X .
Throughout this entire work, we have constructed the spectral data (Σ, D) corres-
ponding to u with respect to the monodromy at the base point z = 0 . In the present
section, we would now like to describe the spectral data (Σz0 , Dz0) corresponding to
the monodromy based at some other point z0 ∈ X , or equivalently, the spectral data
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(in the previous sense, via the monodromy at the base point z = 0 ) of the translated
potential z 7→ u(z + z0) .
First we note that the spectral curve does not change at all under such a translation,
i.e. Σz0 = Σ holds. Indeed by Equation (3.3), the monodromy Mz0 satisfies with
respect to z0 the differential equation
dz0Mz0(λ) = [αλ(z0),Mz0(λ)] ,
where αλ is the connection form associated to the potential u as in Equation (3.2).
If we denote by Fλ(z) the extended frame associated to u , then M˜z0(λ) := Fλ(z0) ·
M(λ) · Fλ(z0)−1 satisfies the same differential equation with the same initial value
M˜z0=0(λ) = M(λ) at z0 = 0 . Hence we have Mz0(λ) = Fλ(z0) · M(λ) · Fλ(z0)−1 .
Therefore the eigenvalues of the monodromy, and thus the spectral curve, do not
depend on z0 .
But of course, the spectral divisor D = { (λk, µk) | k ∈ ZZ } does change under trans-
lation. We will describe the motion of the divisor points on Σ in terms of the image
of the divisor under the Abel map, i.e. in the Jacobi variety, via ordinary differential
equations for the translation in x-direction and in y-direction. Similarly as is well-
known for finite-type potentials, it will turn out that both translations correspond to
linear motions, that is to constant vector fields, in the Jacobi variety. In the case of
the translation in x-direction, the direction of that linear motion is precisely a lat-
tice direction of the Jacobi variety, corresponding to the fact that the potential u is
periodic in the x-direction. These results are explicated in Theorem 19.1 below.
In the sequel, we consider either a potential (u, uy) ∈ Pot , or a simply periodic
solution of the sinh-Gordon equation u : X → C with period 1 defined on a horizontal
strip X ⊂ C with 0 in the interior of X . In the former case we consider only the
translation in x-direction (all references to translations in the direction of y and
associated objects are then to be disregarded), and in the latter case, we consider
both translations in x-direction and in y-direction. We let (Σ, D(x)) resp. (Σ, D(y))
be the spectral data of the potential translated in x-direction resp. y-direction, i.e. of
u(z+x) resp. of u(z+ iy) . Like in Section 18 we continue to require that the spectral
curve Σ does not have any singularities besides ordinary double points, i.e. that ∆2−4
does not have any zeros of order ≥ 3 , where ∆ = µ + µ−1 is the trace function of
Σ . We then let (ωn)n∈Z be the canonical basis of Ω(Σ) (Theorem 18.3(2)), Jac(Σ)
be the Jacobi variety and ϕ : Div(Σ′)→ Jac(Σ) the Abel map of Σ (Theorem 18.7),
where we choose Do := D(0) as the origin divisor for the construction of the Abel
map.
In the sequel we will look at the derivatives ∂ϕn
∂x
and ∂ϕn
∂y
of the n-th Jacobi coor-
dinate ϕn . For these derivatives to make sense, we need to define Jacobi coordinates
ϕn of D(x) resp. D(y) at least for small |x| resp. |y| for all n ∈ ZZ . For this
purpose we write D(x) = {λk(x), µk(x)} for small |x| and then consider for fixed
x and all k ∈ ZZ the curve γx,k : [0, x] → Σ, t 7→ (λk(t), µk(t)) . Because the map
Pot → Div is asymptotically close to the Fourier transform of the potential, γx=1,k
winds |k| times around the pair of branch points κk,1 , κk,2 for |k| large; it follows
that we do not have (γx,k) ∈ CDo (Proposition 18.5), but we do have (γx,k) ∈ C(1)Do
(Proposition 18.10). Therefore we can define Jacobi coordinates for the translation in
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x-direction in the vicinity of D(0) by
ϕn(x) := ϕ˜
(1)
n (γx,k) for n ∈ ZZ ,
where ϕ˜
(1)
n is as in Proposition 18.10. A similar construction applies for the translation
in y-direction; here it is relevant that for large |k| the divisor point (λk(y), µk(y))
remains in the excluded domain Ûk,δ for sufficiently small |y| because the asymptotic
estimates then apply to the translated potentials uniformly.
We denote by ∂ϕn
∂x
resp. ∂ϕn
∂y
the derivative of the Jacobi coordinate ϕn(x) resp. ϕn(y)
with respect to x resp. y .
Theorem 19.1. There exist sequences axn, a
y
n ∈ ℓ2−1,−1(n) (dependent only on the
spectral curve Σ ) so that under translation of the potential u in the direction of x
resp. y , the Jacobi coordinates ϕn (n ∈ ZZ ) follow the differential equations
∂ϕn
∂x
= n+ axn ,
∂ϕn
∂y
= −i|n|+ ayn .
Moreover we have axn = 0 for |n| large, and for every n ∈ ZZ , ∂ϕn∂x corresponds to a
member of the period lattice, i.e. there exists a cycle Zn of Σ
′ so that ∂ϕn
∂x
=
∫
Zn
ωn
holds. (No similar statements apply to the sequence (ayn) in general.)
The proof of this theorem is the objective of the remainder of the present section.
At the heart of the proof of Theorem 19.1 is a general construction of linear flows in
the Picard variety of a Riemann surface X (the space of isomorphy classes of line
bundles on X ) known as the Krichever construction. In the sequel we will carry out
the proof in our specific situation; we will then discuss the relationship of the proof to
the Krichever construction in Remark 19.10.
Proposition 19.2. Suppose that the spectral divisor D is tame. Under translation
of the potential u in the direction of x resp. y , the Jacobi coordinates ϕn (n ∈ ZZ )
of the spectral divisor follow the differential equations
∂ϕn
∂x
= −
∑
k∈Z
αx21(λk) · Φn(λk) ·
1
c′(λk)
∂ϕn
∂y
= −
∑
k∈Z
αy21(λk) · Φn(λk) ·
1
c′(λk)
with
αx21(λ) =
1
4
· (λ τ + τ−1) and αy21(λ) =
i
4
· (−λ τ + τ−1) , where τ := e−u/2 .
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Proof. We have
∂ϕn
∂x
=
∑
k∈Z
∂ϕn
∂λk
· ∂λk
∂x
. (19.1)
From the construction of the lift of the Abel map ϕ˜(1) in Proposition 18.10 it follows
that the “canonical map”, i.e. the derivative of the Jacobi coordinate ϕn with respect
to the divisor coordinate λk is given by
∂ϕn
∂λk
=
ωn
dλ
(λk, µk) =
Φn(λk)
µk − µ−1k
, (19.2)
where the holomorphic function Φn is as in Theorem 18.3(2). To calculate
∂λk
∂x
, we
regard c(λ) = c(λ, x) and λk = λk(x) also as functions of x . By definition of the
spectral divisor, we have c(λn(x), x) = 0 , and by differentiating this equation we
obtain
∂λk
∂x
= −
(
∂c
∂λ
∣∣∣∣
λ=λk
)−1
· ∂c
∂x
∣∣∣∣
λ=λk
, (19.3)
where ∂c
∂λ
∣∣
λ=λk
6= 0 holds because D is tame. By Equation (3.3), the monodromy
Mz0 satisfies with respect to z0 the differential equation
dz0Mz0(λ) = [αλ(z0),Mz0(λ)] ,
where αλ is the connection form associated to the potential u as in Equation (3.2),
and therefore we have
∂c
∂x
= ([α,M ])21 = α
x
21 a+ α
x
22 c− αx11 c− αx21 d .
Because of c(λn(x), x) = 0 it follows that
∂c
∂x
∣∣∣∣
λ=λn
= αx21(λk) (a(λk)− d(λk)) = αx21(λk) (µk − µ−1k ) .
By plugging this equation into Equation (19.3), we obtain
∂λk
∂x
= − 1
c′(λk)
· αx21(λk) · (µk − µ−1k ) , (19.4)
and by plugging Equations (19.2) and (19.4) into Equation (19.1), we obtain
∂ϕn
∂x
=
∑
k∈Z
Φn(λk)
µk − µ−1k
· −1
c′(λk)
· αx21(λk) · (µk − µ−1k )
= −
∑
k∈Z
αx21(λk) · Φn(λk) ·
1
c′(λk)
.
The differential equation for ∂ϕn
∂y
is proven in literally the same way, by just replacing
every x with y . 
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We also note the following:
Corollary 19.3. If D = {(λk, µk)} ∈ Div is given, and D˜ = {(λ˜k, µ˜k)} is the image
of D under the hyperelliptic involution σ : Σ → Σ , then we have ∂λ˜n
∂x
= −∂λn
∂x
and
∂λ˜n
∂y
= −∂λn
∂y
.
Proof. This follows from Equation (19.4) resp. the corresponding equation for the
derivative in the direction of y :
We first note that τ is determined by the λk up to sign by the trace formula in
Theorem 11.2(3), and is therefore up to sign invariant under the hyperelliptic involu-
tion σ . Both αx21(λn) and c
′(λn) depend only on the λk and on τ , and they both
change their sign when τ changes sign. It follows that − 1
c′(λk)
· αx21(λn) is invariant
under σ . Because µk − µ−1k changes sign under σ , it follows from Equation (19.4)
that ∂λn
∂x
changes sign under σ . 
The presentation of the differential equations for translating the potential in Propo-
sition 19.2 is not yet satisfactory, because their right hand side apparently varies with
λk , whereas we are expecting that the Jacobi coordinates change linearly under trans-
lation, as explained at the beginning of the section, that is, ∂ϕn
∂x
and ∂ϕn
∂y
should
be constant. Moreover, the description in Proposition 19.2 is applicable only if the
spectral divisor D is tame. In the following Proposition 19.6 we will show that the
translational flows of the Jacobi coordinates are indeed linear, and also dispose of the
restriction to tame spectral divisors D .
In preparation for Proposition 19.6 we define residues in 0 and in ∞ for meromor-
phic 1-forms on V̂δ .
For this purpose we let K̂r(0) be a cycle in Σ that is obtained by lifting a counter-
clockwise parameterization of two traversals of a circle of radius r > 0 around 0 in
C∗ to Σ . We also put K̂r(∞) := −K̂1/r(0) . Then we choose a sequence (rn)n≥1 with
rn > 0 and limn→∞ rn = 0 , such that K̂rn(0) and K̂rn(∞) are contained in V̂δ for
all n ≥ 1 . For any meromorphic 1-form η defined on V̂δ we then define
Res0(η) :=
1
2πi
lim
n→∞
∫
K̂rn(0)
η
and Res∞(η) :=
1
2πi
lim
n→∞
∫
K̂rn(∞)
η = − 1
2πi
lim
n→∞
∫
K̂1/rn(0)
η ,
provided that these limits exist. It is clear that this definition does not depend on
the choice of the sequence (rn) . It should be noted that because K̂r(0) resp. K̂r(∞)
winds twice around λ = 0 resp. λ = ∞ , we have for the meromorphic 1-form dλ
λ
on Σ
Res0
(
dλ
λ
)
= 2 and Res∞
(
dλ
λ
)
= −2 . (19.5)
The orientation of the paths of integration was chosen such that if η is in fact a
meromorphic 1-form on Σ , then∑
P
ResP (η) + Res0(η) + Res∞(η) = 0 (19.6)
holds; here the sum runs over all P ∈ Σ where η has a pole.
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Lemma 19.4.
(1) Let h be a holomorphic function on V̂δ .
(a) If h ∈ As0(V̂δ, ℓ2−1, 0) holds, then we have Res0(h · ωn) = 0 .
(b) If h ∈ As∞(V̂δ, ℓ2−1, 0) holds, then we have Res∞(h · ωn) = 0 .
(2) (a) There exists a sequence (an)n∈Z (dependent only on the spectral curve
Σ ) with (an)n>0 ∈ O(n−1) and (an)n<0 ∈ ℓ2−1(n) such that for every
h ∈ As0(V̂δ, ℓ∞−1, 0) for which (h ·
√
λ)(0) := limλ→0,λ∈Vδ
(
h(λ) · √λ) exists
in C we have
Res0(h · ωn) =

(
h · √λ
)
(0) · an for n > 0(
h · √λ
)
(0) · (−4in + an) for n < 0
. (19.7)
(b) There exists a sequence (an)n∈Z (dependent only on the spectral curve
Σ ) with (an)n>0 ∈ ℓ2−1(n) and (an)n<0 ∈ O(n−1) such that for every
h ∈ As∞(V̂δ, ℓ∞−1, 0) for which ( h√λ)(∞) := limλ→∞,λ∈Vδ
(h(λ)√
λ
)
exists in C
we have
Res∞(h · ωn) =

(
h√
λ
)
(∞) · (−4in + an) for n > 0(
h√
λ
)
(∞) · an for n < 0
. (19.8)
Remark 19.5. In Equations (19.7) and (19.8), the factors −4in + an resp. an are
essentially the value of 2ωn at λ = 0 resp. λ =∞ in a sense that is made precise by
the proof of the lemma below. We write this factor differently for n > 0 resp. n < 0
to obtain a sequence an that becomes small for |n| → ∞ . The different behavior
of an for n → ∞ and for n → −∞ (for example in Lemma 19.4(2)(a) we have
an = O(n
−1) for n > 0 but only an ∈ ℓ2−1(n) for n < 0 ) occurs because in one case
the λn approach the point where the residue is taken, whereas in the other case the
λn are far away from this point.
Proof of Lemma 19.4. At first, we consider in both (1) and (2) the case where the
residue of h · ωn is calculated at λ = 0 . For this purpose, we suppose that h ∈
As0(V̂δ, ℓ
∞
−1, 0) holds and that for h˜ := h ·
√
λ ∈ As0(V̂δ, ℓ∞0 , 0) , the limit h˜(0) :=
limλ→0,λ∈Vδ h˜(λ) exists in C .
By Theorem 18.3, we have ωn =
Φn(λ)
µ−µ−1 dλ , where Φn is a linear combination of
product functions of the kind investigated in Proposition 17.2. By Proposition 17.3(1)
it therefore follows that we have fn :=
Φn(λ)
µ−µ−1 |V̂δ ∈ As0(V̂δ, ℓ∞−1, 0) . Thus f˜n :=
√
λ · fn
is holomorphic on V̂δ with f˜n ∈ As(V̂δ, ℓ∞0 , 0) . The asymptotic estimate of Propo-
sition 17.3(1) (where we have ρ = −1 ) moreover shows that the limit f˜n(0) :=
limλ→0,λ∈Vδ f˜n(λ) exists in C .
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We now obtain
Res0(h · ωn) = Res0
(
h · Φn(λ)
µ− µ−1 dλ
)
= Res0
(
1√
λ
h˜(λ) · 1√
λ
f˜n(λ) dλ
)
= h˜(0) · f˜n(0) · Res0
(
dλ
λ
)
(19.5)
= 2 · h˜(0) · f˜n(0) . (19.9)
From this calculation, (1)(a) follows: If we have h ∈ As0(V̂δ, ℓ2−1, 0) , then we have
h˜ ∈ As0(V̂δ, ℓ20, 0) and therefore h˜(0) = 0 . Thus we obtain Res0(h · ωn) = 0 from
Equation (19.9).
For the proof of (2)(a) we put
an :=
{
2 f˜n(0) for n > 0
2f˜n(0) + 4in for n < 0
;
it follows from Equation (19.9) that with this choice of (an) , Equation (19.7) holds.
Because f˜n(0) depends only on the spectral curve Σ , not on h , also the sequence
(an) depends only on the spectral curve. It remains to show that (an) has the claimed
asymptotic behavior, i.e. that (an)n>0 ∈ O(n−1) and (an)n<0 ∈ ℓ2−1(n) holds.
For this purpose we need to determine f˜n(0) more precisely; it suffices to consider
|n| > N , where N ∈ IN is the constant from Theorem 18.3(2). From Theorem 18.3(2)
and Proposition 17.3(1) it follows that for n > N we have
f˜n − (−2i) ·
sn,n τ−2ξn 16π2 n2λn,0 − λ + ∑|ℓ|≤N sn,ℓ τ−2ξℓ
16π2 ℓ2
λℓ,0 − λ
 ∈ As0(V̂δ, ℓ20, 0) ,
where sn,n and sn,ℓ are the constants from Theorem 18.3(2), and therefore
f˜n(0) = (−2i) ·
sn,n τ−2ξn 16π2 n2λn,0 + ∑|ℓ|≤N sn,ℓ τ−2ξℓ
16π2 ℓ2
λℓ,0
 .
Because the sn,n and the sn,ℓ are of order n
−1 by Theorem 18.3(2), it follows that
we have f˜n(0) ∈ O(n−1) and hence an = 2 f˜n(0) ∈ O(n−1) for n > 0 .
For n < −N we have again by Theorem 18.3(2) and Proposition 17.3(1)
f˜n(0) = (−2i) ·
sn,n τ−2ξn −1λn,0 + ∑|ℓ|≤N sn,ℓ τ−2ξℓ
−1
λℓ,0
 .
By the asymptotic description of sn,n in Equation (18.3) and again the fact that sn,ℓ
is of order |n|−1 for |ℓ| ≤ N we conclude
f˜n(0) = − 1
2πi
λ
−1/2
n,0 + ℓ
2
−1(n) = −2in + ℓ2−1(n)
and therefore an = 2 f˜n(0) + 4in ∈ ℓ2−1(n) for n < 0 .
To also obtain the residue in λ = ∞ in (1)(b) and (2)(b), we could apply (1)(a)
resp. (2)(a) to the function hˇ := h ◦ (λ 7→ λ−1) on the surface Σˇ := ((λ, µ) 7→
(λ−1, µ))(Σ) . But to avoid difficulties in phrasing this transformation, we rather carry
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out a calculation analogous to the one for λ = 0 . We suppose h ∈ As∞(V̂δ, ℓ∞−1, 0) ,
and that for h˜ := h√
λ
∈ As∞(V̂δ, ℓ∞0 , 0) the limit h˜(∞) := limλ→∞,λ∈Vδ h˜(λ) exists
in C . By Proposition 17.3(1) we have Φn(λ)
µ−µ−1 |V̂δ ∈ As∞(V̂δ, ℓ∞3 , 0) and thus f˜n :=
λ3/2 · Φn(λ)
µ−µ−1 |V̂δ ∈ As∞(V̂δ, ℓ∞0 , 0) ; it also follows from Proposition 17.3(1) that the limit
f˜n(∞) := limλ→∞,λ∈Vδ f˜n(λ) exists in C . We thus obtain
Res∞(h · ωn) = Res∞
(
h · Φn(λ)
µ− µ−1 dλ
)
= Res∞
(√
λ h˜(λ) · 1
λ3/2
f˜n(λ) dλ
)
= h˜(∞) · f˜n(∞) · Res∞
(
dλ
λ
)
(19.5)
= −2 · h˜(∞) · f˜n(∞) . (19.10)
Similarly as before, (1)(b) immediately follows from Equation (19.10), and we calculate
f˜n(∞) =
{
2in+ ℓ2−1(n) for n > 0
O(n−1) for n < 0
,
whence (2)(b) also follows. 
The following proposition is crucial. It shows in particular that the translations of
the potential correspond to linear motions in the Jacobi variety.
Proposition 19.6. Let M(λ) =
(
a(λ) b(λ)
c(λ) d(λ)
)
be the monodromy associated to the spec-
tral divisor D , and let αx21 and α
y
21 be as in Proposition 19.2. For n ∈ ZZ , we then
consider the meromorphic 1-forms on Σ
χxn := α
x
21 ·
µ− d
c
· ωn and χyn := αy21 ·
µ− d
c
· ωn .
Then the residues Res0(χn) and Res∞(χn) depend only on the spectral curve Σ ,
not on the spectral divisor D under consideration. Moreover, there exist sequences
(axn)n∈Z , (a
y
n)n∈Z ∈ ℓ2−1,−1(n) (depending only on the spectral curve Σ ), so that the Ja-
cobi coordinates ϕn (n ∈ ZZ ) satisfy the following differential equations under trans-
lation of the potential u in the direction of x resp. y :
∂ϕn
∂x
= Res0(χ
x
n) + Res∞(χ
x
n) = n + a
x
n
∂ϕn
∂y
= Res0(χ
y
n) + Res∞(χ
y
n) = −i|n| + ayn .
Proof. Because the set of tame divisors on Σ′ is dense in Div(Σ′) and the right hand
side of the differential equations claimed does not depend on the spectral divisor D ,
it suffices to consider the case where the spectral divisor D is tame. For the same
reason, we may further suppose without loss of generality that no point in the support
of D is a branch point of Σ′ .
We let α21 be one of the functions α
x
21 , α
y
21 , and correspondingly let χn be one of
χxn , χ
y
n . χn is a meromorphic 1-form on Σ ; because we supposed that D is tame,
χn has simple poles in the points (λk, µk) , k ∈ ZZ comprising the support of D , and
SPECTRAL THEORY FOR SIMPLY PERIODIC SOLUTIONS OF SINH-GORDON 213
no other poles. We compute the residue of χn in (λk, µk) : We have
χn = α21 · µ− d
c
· ωn = α21(λ) · (µ− d(λ)) · Φn(λ)
µ− µ−1 ·
dλ
c(λ)
.
Because (λk, µk) is not a branch point of Σ
′ , the function α21(λ)·(µ−d(λ))·Φn(λ)
µ−µ−1 is holo-
morphic at (λk, µk) . Moreover, c(λ) has a zero of order 1 and d(λk) = µ
−1
k holds,
and thus we obtain
Res(λk ,µk)(χn) =
α21(λk) · (µk − d(λk)) · Φn(λk)
µk − µ−1k
· 1
c′(λk)
= α21(λk) · Φn(λk) · 1
c′(λk)
.
By Proposition 19.2 and Equation (19.6) we therefore obtain
∂ϕn
∂x
= −
∑
k∈Z
Res(λk,µk)(χn) = Res0(χn) + Res∞(χn) .
We now proceed to calculate the residues of χn in λ = 0 and in λ = ∞ . We will
see that these residues do not depend on the divisor D . For this, the trace formula
of Theorem 11.2(3) turns out to be crucial: This formula shows that the constant
τ = e−u(0)/2 occurring in the component α21 of the connection form α associated to
the potential u equals the constant τ =
(∏
k∈Z
λk,0
λk
)1/2
occurring in the description
of the asymptotic behavior of c given in Proposition 10.1.
By Corollary 11.4(6) we have
µ− d(λ)
c(λ)
− i
τ
√
λ
∈ As∞(V̂δ, ℓ21, 0) and
µ− d(λ)
c(λ)
− i
τ−1
√
λ
∈ As0(V̂δ, ℓ2−1, 0) ,
and therefore
α21(λ) ·
(
µ− d(λ)
c(λ)
− i
τ
√
λ
)
∈ As∞(V̂δ, ℓ2−1, 0)
and α21(λ) ·
(
µ− d(λ)
c(λ)
− i
τ−1
√
λ
)
∈ As0(V̂δ, ℓ2−1, 0) .
We therefore obtain by Lemma 19.4(1),(2)
Res0(χn) = Res0
(
α21 · µ− d
c
· ωn
)
= Res0
(
α21 · i
τ−1
√
λ
· ωn
)
=
(
α21 · i
τ−1
)
(0) ·
{
O(n−1) for n > 0
−4in + ℓ2−1(n) for n < 0
and
Res∞(χn) = Res∞
(
α21 · µ− d
c
· ωn
)
= Res∞
(
α21 · i
τ
√
λ
· ωn
)
=
(
α21 · i
τ · λ
)
(∞) ·
{
−4in + ℓ2−1(n) for n > 0
O(n−1) for n < 0
,
where the sequences in O(n−1) and ℓ2−1(n) occurring here depend only on the spectral
curve Σ , not on the divisor D .
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When the translation in x direction is concerned, we have αx21 =
1
4
(λτ + τ−1) and
therefore (
αx21 · i
τ−1
)
(0) =
(
αx21 · i
τ · λ
)
(∞) = i
4
,
whence
∂ϕn
∂x
= Res0(χ
x
n) + Res∞(χ
x
n) =
i
4
· (−4in + ℓ2−1,−1(n)) = n+ ℓ2−1,−1(n)
follows, again with an ℓ2−1,−1(n)-sequence that depends only on Σ . On the other hand,
for the translation in y direction, we have αy21 =
i
4
(−λτ + τ−1) and therefore(
αy21 · i
τ−1
)
(0) = −1
4
and
(
αy21 · i
τ · λ
)
(∞) = 1
4
,
whence
∂ϕn
∂y
= Res0(χ
y
n) + Res∞(χ
y
n) =
{
1
4
· (−4in + ℓ2−1(n)) for n > 0
−1
4
· (−4in + ℓ2−1(n)) for n < 0
= −i|n|+ ℓ2−1,−1(n)
follows, where the ℓ2−1,−1(n)-sequence depends only on Σ . 
For the translation in x-direction, we expect a better result still. Our potentials are
periodic in that direction, so we expect that ∂ϕn
∂x
is an exact, not only an asymptotically
approximate multiple of a lattice vector of the Jacobi variety of Σ . (For the translation
in y-direction we cannot expect a similar result, because u is not periodic in the
direction of y .) Because the coordinates (λn, µn) of the spectral divisor corresponding
to some (u, uy) ∈ Pot are asymptotically close to the n-th Fourier coefficient of uz
resp. uz , we more specifically expect that
∂ϕn
∂x
= n holds at least for |n| large.
The periodicity of the potential u corresponds to the existence of the global function
µ on the spectral curve Σ , and we base our proof of the expected statement on the
existence of a global logarithm ln(µ) of that function on a surface Σ˜ with boundary
obtained from Σ by cutting along certain curves. The following lemma serves to
establish the topological prerequisites for the cutting process.
Lemma 19.7. The branch points resp. singularities κk,ν of the spectral curve Σ
can be numbered in such a way that besides the previous requirements (κk,ν ∈ Ûk,δ
for |k| large and κ is a double point of Σ if and only if there exists k ∈ S with
κk,1 = κk,2 = κ ) the following holds:
For every k ∈ ZZ there exists a curve ϑk in the λ-plane, which for k 6∈ S connects
κk,1 to κk,2 whereas for k ∈ S is a small circle around κk,∗ that does not include
any other branch points of Σ , such that none of the ϑk intersect, and such that for
every k ∈ ZZ we have ∫
ϑk
dµ
µ
= 0 .
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Proof. We consider the potential (u, uy) ∈ Pot corresponding to the spectral data
(Σ, Do) , and the family ut := (t · u, t · uy) ∈ Pot with t ∈ [0, 1] describing the de-
formation of the vacuum (u = 0 ) into that potential. For t ∈ [0, 1] we let Σ(t) be
the spectral curve corresponding to ut . The set { ut | t ∈ [0, 1] } is relatively compact
in Pot , therefore the asymptotic estimates apply uniformly to this set of potentials.
Hence there exist continuous functions κk,ν(t) : [0, 1] → C∗ so that κk,ν(0) = λk,0
holds (these points are the double points of the spectral curve Σ(0) = Σ0 of the
vacuum) and so that for every t ∈ [0, 1] , the κk,ν(t) are the branch points resp. sin-
gularities of Σ(t) ; moreover there exists N ∈ IN so that κk,ν(t) ∈ Uk,δ holds for all
k ∈ ZZ with |k| > N and for all t ∈ [0, 1] . Note that it is possible to choose these
functions as continuous even if some of the κk,ν(t) coincide for some t ∈ [0, 1] .
Further there exist for every t ∈ [0, 1] continuous curves ϑk,t : [0, 1] → C∗ which
connect κk,1(t) to κk,2(t) . They can be chosen such that they depend continuously
also on t ∈ [0, 1] , that they run entirely within Uk,δ for |k| > N and that they are
constant if κk,1(t) = κk,2(t) holds. Moreover after possibly modifying the κk,ν(t) past
the times t where two κk,ν(t) intersect, it is possible to choose the ϑk,t so that for
every t ∈ [0, 1] no two ϑk,t intersect.
Note that for every t ∈ [0, 1] the lift onto Σ(t) of ϑk,t traversed once in the usual
direction and then once in the opposite direction is a closed curve through κk,1(t) and
κk,2(t) that meets no other branch points of Σ(t) , and therefore
∫
ϑk,t
dµ
µ
is in any
event an integer multiple of iπ (here µ denotes the corresponding parameter of the
hyperelliptic curve Σ(t) ). Because this integral depends continuously on t , and we
have
∫
ϑk,0
dµ
µ
= 0 because ϑk,0 is constant, it follows that∫
ϑk,t
dµ
µ
= 0 holds for all t ∈ [0, 1] and k ∈ ZZ .
Because of the hypothesis that Σ = Σ(1) does not have any singularities other than
ordinary double points, no more than two of the κk,ν(t = 1) can coincide. However it
is possible for κk1,ν1(t = 1) = κk2,ν2(t = 1) to hold, where k1 6= k2 and ν1, ν2 ∈ {1, 2} .
In this case, we put
κk1,1 := κk1,ν1(t = 1) κk2,1 := κk1,3−ν1(t = 1)
κk1,2 := κk2,ν2(t = 1) κk2,2 := κk2,3−ν2(t = 1) ,
and we let ϑk1 be a small circle around κk1,1 = κk1,2 that does not encircle any
other branch points of Σ . Moreover if κk2,1 6= κk2,2 we let ϑk2 be a curve close and
homologically equivalent to the concatenation of ϑk1,t=1 and ϑk2,t=1 in the appropriate
direction to connect κk2,1 with κk2,2 , but which avoids the circle ϑk1 around κk1,1 =
κk1,2 ; if κk2,1 = κk2,2 we let ϑk2 again be a small circle around κk2,1 = κk2,2 that
does not encircle any other branch points of Σ .
In all other cases we let κk,ν := κk,ν(t = 1) , and if κk,1 6= κk,2 holds we let
ϑk := ϑk,t=1 , whereas for κk,1 = κk,2 we let ϑk be a small circle around κk,1 = κk,2
that does not encircle any other branch points of Σ . 
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Proposition 19.8. Suppose that the branch points κk,ν of Σ are numbered as in
Lemma 19.7, and that the cycles Ak from the canonical basis (Ak, Bk) of the homology
of Σ are chosen as the lift onto Σ of two traversals of the curves ϑk from Lemma 19.7.
Then we let Σ˜ be the surface with boundary that is obtained from Σ by cutting
along all the cycles An . Σ˜ contains as boundaries two copies of each An , which we
denote by A+n and A
−
n (as cycles with the same orientation as An ), where Bn runs
from A+n to A
−
n . We view V̂δ as a subset of Σ˜ .
On Σ˜ , ln(µ) exists as a global, holomorphic function. For |n| large, and corres-
ponding points µ+ and µ− on A+n resp. on A
−
n , we have ln(µ
+)− ln(µ−) = −2πin .
Moreover
(
ln(µ)− i ζ(λ))|V̂δ ∈ As(V̂δ, ℓ20,0, 0) holds.
Proof. By Lemma 19.7 we have for any k ∈ ZZ∫
Ak
d(ln(µ)) = 2
∫
ϑk
dµ
µ
= 0 . (19.11)
For any cycle Z on Σ , ∫
Z
d(ln(µ)) =
∫
Z
dµ
µ
is 2πi times the winding number of µ ◦ Z around 0 . If the cycle Z passes from an
excluded domain Ûk,δ to Ûk±1,δ , µ changes from values near ±1 to values near ∓1 ,
and therefore we have for the cycle Z = Bk with |k| large (this cycle connects Ûk,δ
to Û0,δ ) ∫
Bk
d(ln(µ)) = 2πik . (19.12)
Because the homology group of Σ˜ is generated by the A±k , it follows from Equa-
tion (19.11) that ln(µ) is a global holomorphic function on Σ˜ . Moreover, it follows
from Equation (19.12) that the values of ln(µ) at corresponding points of A+n and
A−n differ by −2πin .
Finally, concerning the asymptotic behavior of ln(µ) near λ = 0 , λ = ∞ , we
note that by Corollary 11.4(4), we have (µ − µ0)|V̂δ ∈ As(V̂δ, ℓ20,0, 1) and therefore(
µ−µ0
µ0
)∣∣∣ V̂δ ∈ As(V̂δ, ℓ20,0, 0) because on V̂δ , µ0 is comparable to w(λ) . Herefrom we
obtain by the equality
ln(µ)− ln(µ0) = ln
(
µ
µ0
)
= ln
(
1 +
µ− µ0
µ0
)
and the Taylor expansion ln(1 + z) = z + O(z2) of the logarithm near z = 1 that
ln(µ) − ln(µ0) ∈ As(V̂δ, ℓ20,0, 0) holds. Because of ln(µ0) = iζ(λ) (compare Equa-
tion (4.7)), the claimed asymptotic behavior follows. 
Proposition 19.9. Under translation of the potential u in the direction of x , the
Jacobi coordinates ϕn with |n| large satisfy the differential equation
∂ϕn
∂x
= n .
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Proof. For n ∈ ZZ we consider the holomorphic 1-form ηn := ln(µ) ·ωn on the surface
with boundary Σ˜ ⊃ V̂δ from Proposition 19.8. We claim that
Res0(ηn) = Res0(χ
x
n) and Res∞(ηn) = Res∞(χ
x
n) (19.13)
holds. Indeed, by the calculations in the proof of Proposition 19.6 we have(
αx21
µ− d
c
− i
√
λ
4
)∣∣∣∣∣ V̂δ ∈ As∞(V̂δ, ℓ2−1, 0)
and
(
αx21
µ− d
c
− i
4
√
λ
)∣∣∣∣ V̂δ ∈ As0(V̂δ, ℓ2−1, 0) ,
and therefore (
αx21
µ− d
c
− i ζ(λ)
)∣∣∣∣ V̂δ ∈ As(V̂δ, ℓ2−1,−1, 0)
holds. By Proposition 19.8 we also have
(ln(µ)− i ζ(λ))| V̂δ ∈ As(V̂δ, ℓ20,0, 0) ,
and thus we obtain (
αx21
µ− d
c
− ln(µ)
)∣∣∣∣ V̂δ ∈ As(V̂δ, ℓ2−1,−1, 0) .
It therefore follows from Lemma 19.4(1) that Equations (19.13) hold.
Due to the topology of Σ˜ , we have∑
k∈Z
1
2πi
(∫
A+k
ηn −
∫
A−k
ηn
)
+ Res0(ηn) + Res∞(ηn) = 0 . (19.14)
For |k| large, the function values of ln(µ) at corresponding points of A+k and A−k
differ by −2πik (see Proposition 19.8), and thus∫
A+k
ηn −
∫
A−k
ηn = −2πik ·
∫
Ak
ωn = −2πik · δk,n
holds. Therefore it follows from Equation (19.14) for |n| large that
Res0(ηn) + Res∞(ηn) = n (19.15)
holds.
From Proposition 19.6 we now obtain
∂ϕn
∂x
= Res0(χ
x
n) + Res∞(χ
x
n)
(19.13)
= Res0(ηn) + Res∞(ηn)
(19.15)
= n .

Proof of Theorem 19.1. In view of Propositions 19.6 and 19.9 it only remains to show
that for n ∈ ZZ there exists a cycle Zn on Σ′ so that ∂ϕn∂x =
∫
Zn
ωn holds. To show this
we choose a tame divisor D on Σ ; by Theorem 15.1 there exists a periodic potential
(u, uy) ∈ Pot with spectral data (Σ, D) . Because this potential is periodic in x-
direction, the flow corresponding to x-translation in the Jacobi variety is also periodic,
and therefore the Jacobi coordinate ϕn changes under the flow of x-translation along
a period of (u, uy) by a lattice vector of the Jacobi variety. Thus there exists a cycle
Zn on Σ
′ so that ∂ϕn
∂x
=
∫
Zn
ωn holds. 
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Remark 19.10. The preceding proof of Theorem 19.1 bears a relationship to a con-
struction principle for linear flows on the Picard variety of a compact Riemann surface
X described by Krichever, see [Kr].
We now describe this construction in general terms for a compact Riemann surface
X . We mark points x1, . . . , xn ∈ X on X and fix local coordinates z1, . . . , zn of
X around these points with zk(xk) = 0 . Let H be the linear space of meromorphic
function germs near 0 ∈ C (i.e. H is the space of Laurent series in one complex
variable with positive convergence radius). For every (h1, . . . , hn) ∈ Hn there exist
neighborhoods Uk of xk in X such that z
∗
khk is a holomorphic function on Uk\{xk} .
Together with U0 := X \ {x1, . . . , xn} , U := {U0, U1, . . . , Un} is an open covering of
X , and (z∗khk)k=1,...,n defines a cocycle with respect to the covering U and thus
induces an element in the cohomology group H1(X,O) (where O denotes the sheaf
of holomorphic functions on X ). Thereby we obtain a map ψ : Hn → H1(X,O) .
The short exact sequence of sheaves
0 −→ ZZ −→ O −→ O∗ −→ 0
(where O∗ denotes the subsheaf of O of invertible function germs, and the map
O −→ O∗ is f 7→ exp(f) ) induces a long exact sequence of cohomology groups, see
[Fo], Theorem 15.12, p. 123
0 −→ H0(X,ZZ) −→ H0(X,O) −→ H0(X,O∗) −→ H1(X,ZZ) −→
−→ H1(X,O) −→ H1(X,O∗) −→ H2(X,ZZ) −→ H2(X,O) −→ . . . .
The sequence 0 −→ H0(X,ZZ) −→ H0(X,O) −→ H0(X,O∗) −→ 0 splits off, and
moreover we have H2(X,O) = 0 . Thus we obtain the exactness of the sequence
0 −→ H1(X,ZZ) −→ H1(X,O) −→ H1(X,O∗) −→ H2(X,ZZ) −→ 0 .
Here we note that the group H1(X,O∗) is the Picard variety of X , which is isomorphic
to the space of isomorphy classes of line bundles on X , and the map H1(X,O∗) −→
H2(X,ZZ) in the above sequence is the degree map of line bundles. Therefore the
Jacobi variety H1(X,O) of X is the Lie algebra of the Picard variety H1(X,O∗) .
For this reason, every h = (h1, . . . , hn) ∈ Hn defines a family Lh(t) of elements
of H1(X,O∗) , i.e. of line bundles on X ; the cocycle defining Lh(t) is given by
(z∗k exp(hk))k=1,...,n . This family is a one-parameter subgroup of H
1(X,O∗) , i.e. we
have Lh(t+ t
′) = Lh(t)⊗ Lh(t′) . Moreover it can be shown that the flow Lh(t) thus
induced by some h ∈ Hn is periodic with period 1 (i.e. Lh(t + 1) = Lh(t) for all
t ) if and only if the Mittag-Leffler distribution given by h is solvable by means of a
multi-valued, meromorphic function on X whose function values at a point differ by
elements of 2πiZZ .
The Krichever construction applies to our situation of the present section in the
following way: We carry out the analogous construction on the spectral curve Σ or on
the surface Σ˜ constructed in Proposition 19.8, which unlike the previous surface X
are non-compact and can have singularities. We mark the two points 0 and ∞ , and
consider the local coordinates
√
λ and 1√
λ
around these points. Let hx = (hx,0, hx,∞)
resp. hy = (hy,0, hy,∞) be the pair of Laurent series near 0 ∈ C which each have a
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pole of order 1 and whose principal part is characterized by
Res0(hx,0) = Res0
(
αx21 ·
µ− d
c
)
and Res0(hx,∞) = Res∞
(
αx21 ·
µ− d
c
)
resp. the analogous equations for hy ; here Proposition 19.6 shows that these residues
do not depend on the monodromy M(λ) = ( a bc d ) with spectral curve Σ used in the
equations. Then the spectral divisor D of this monodromy corresponds to the line
bundle Λ with the holomorphic section (µ−d
c
, 1) ; when we translate the divisor in
x-direction resp. in y-direction, the translated divisor corresponds to the line bundle
Λ⊗Lhx(t) resp. Λ⊗Lhy(t) . This is the interpretation of Proposition 19.6 in the con-
text of the Krichever construction. Concerning the periodicity of the x-translation,
Proposition 19.9 shows that the function ln(µ) constructed on Σ˜ in Proposition 19.8
solves the Mittag-Leffler distribution given by hx as a multi-valued, meromorphic
function, whose function values at a point differ by a multiple of 2πi . Thus it fol-
lows that the 1-parameter group Lhx(t) induced by the x-translation is periodic, as
expected.
20. Asymptotics of spectral data for potentials on a horizontal strip
As a final result, we study the asymptotic behavior of the spectral data (Σ, D)
corresponding to a simply periodic solution u : X → C of the sinh-Gordon equation
defined on an entire horizontal strip X ⊂ C with positive height. Because such
a solution is real analytic on the interior of X , we expect a far better asymptotic
for such spectral data than for the spectral data of Cauchy data potentials (u, uy)
with only the weak requirements u ∈ W 1,2([0, 1]) , uy ∈ L2([0, 1]) we have been
using throughout most of the paper. More specifically, we expect both the distance of
branch points κk,1−κk,2 of the spectral curve Σ and the distance of the corresponding
spectral divisor points to the branch points to fall off exponentially for k → ±∞ .
The following theorem shows that our expectation is correct:
Theorem 20.1. Let X ⊂ C be a closed, horizontal strip in C of height 2y0 with
y0 > 0 , i.e. X = { z ∈ C
∣∣ | Im(z)| ≤ y0 } , and let u : X → C be a simply periodic
solution of the sinh-Gordon equation ∆u + sinh(u) = 0 , such that for every y ∈
[−y0, y0] (even on the boundary!) we have u( · + iy) ∈ Pot and ‖u( · + iy)‖Pot ≤ C1
with C1 > 0 . We let Σ be the spectral curve corresponding to u (with branch points
κn,ν , and κn,∗ := 12(κn,1 + κn,2) ) and let D := {(λn, µn)}n∈Z be the spectral divisor
of u along the real axis.
Then there exists a constant C > 0 and a sequence (sn)n∈Z ∈ ℓ20,0(n) of real
numbers so that
|κn,1 − κn,2| ≤ C e−2π (1−sn) |n| y0 , (20.1)
|λn − κn,∗| ≤ C e−2π (1−sn) |n| y0 , (20.2)
and |µn − (−1)n| ≤ C e−π (1−sn) |n|y0 . (20.3)
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Proof. For y ∈ [−y0, y0] we let D(y) := {(λn(y), µn(y))}n∈Z be the spectral divisor
of u( · + iy) ∈ Pot , then D(0) = D holds. Note that all the divisors D(y) lie on the
same spectral curve Σ as we noted at the beginning of Section 19.
If Σ has a singularity at some κn,∗ with n ∈ ZZ , and λn(y) = κn,∗ holds for some
y ∈ [−y0, y0] , then we will also have λn(y) = κn,∗ for all y ∈ [−y0, y0] ; conversely if
there exists y ∈ [−y0, y0] with λn(y) 6= κn,∗ , then λn(y) will avoid the singularity
κn,∗ for all times y ∈ [−y0, y0] . For this reason we may suppose without loss of
generality that D(y) ∈ Div(Σ′) holds for all y ∈ [−y0, y0] .
For given n ∈ ZZ , we let Ψn be as in Lemma 16.1 and define the abbreviation
Θ±n (λ, µ) := λ− κn,∗ ±Ψn(λ, µ) .
We clearly have
Θ+n (λ, µ) + Θ
−
n (λ, µ) = 2 · (λ− κn,∗) (20.4)
and because we have Ψn ◦ σ = −Ψn (where σ : Σ → Σ denotes the hyperelliptic
involution of Σ ), we have
Θ±n ◦ σ = Θ∓n . (20.5)
Moreover a straight-forward calculation using Equation (16.1) shows
Θ+n (λ, µ) ·Θ−n (λ, µ) = (λ− κn,∗)2 −Ψn(λ)2 =
1
4
(κn,1 − κn,2)2 . (20.6)
We now let y1 := sign(n) · y0 , and choose the divisor Do := D(y1) ∈ Div(Σ′) as
origin divisor; with this divisor we consider Jacobi coordinates ϕn(D(y)) for D(y)
like in Section 19. We then have on one hand by Proposition 18.10
ϕn(D(0)) =
sign(n)
2πi
· ln
(
Θ+n (λn(0), µn(0))
Θ+n (λn(y1), µn(y1))
)
· (1 + an) + bn
with sequences (an), (bn) ∈ ℓ20,0(n) , on the other hand by Theorem 19.1
ϕn(D(0)) = ϕn(D(0))− ϕn(D(y1)) = (−i|n| + cn) · (−y1)
with a sequence cn ∈ ℓ2−1,−1(n) . By comparing these two equations, it follows that we
have
ln
(
Θ+n (λn(0), µn(0))
Θ+n (λn(y1), µn(y1))
)
=
2πi sign(n)·((i |n| − cn) y1 − bn)
1 + an
= −2πny1 + rn = −2π|n|y0 + rn
with
rn := −2πny1 ·
(
1
1 + an
− 1
)
− 2πi sign(n) (cn y0 + bn)
1 + an
∈ ℓ2−1,−1(n) ,
and therefore
Θ+n (λn(0), µn(0)) = e
−2π|n|y0+rn ·Θ+n (λn(y1), µn(y1)) . (20.7)
We now also consider the divisor D˜(0) := σ(D(0)) . Because of Corollary 19.3, the
y-translational flow D˜(y) of D˜(0) is defined for all times y ∈ [−y0, y0] , and we have
D˜(y) = σ(D(−y)) . (20.8)
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Repeating the calculation leading to Equation (20.7) with D˜(y) in the place of D(y) ,
we obtain
Θ+n (λ˜n(0), µ˜n(0)) = e
−2π|n|y0+r˜n ·Θ+n (λ˜n(y1), µ˜n(y1))
with another sequence r˜n ∈ ℓ2−1,−1(n) . Because of Equations (20.8) and (20.5), it
follows that we have
Θ−n (λn(0), µn(0)) = e
−2π|n|y0+r˜n ·Θ−n (λn(−y1), µn(−y1)) . (20.9)
By taking the sum of Equations (20.7) and (20.9) and applying Equation (20.4), we
obtain
2 · (λn(0)− κn,∗) = e−2π|n|y0·
(
ern ·Θ+n (λn(y1), µn(y1)) + er˜n ·Θ−n (λn(−y1), µn(−y1))
)
.
(20.10)
We have Θ±n (λn(±y1), µn(±y1)) ∈ ℓ2−1,3(n) and therefore in any case
|Θ±n (λn(±y1), µn(±y1))| ≤ C1 · |n| = C1 · er̂n (20.11)
with r̂n := ln |n| ∈ ℓ2−1,−1(n) and a constant C1 > 0 . By plugging this into Equa-
tion (20.10) we see that
|λn(0)− κn,∗| ≤ C2 · e−2π|n| (1−sn) y0
holds with another constant C2 > 0 and with
sn :=
1
2π|n| y0 · (max{Re(rn),Re(r˜n)}+ r̂n) ∈ ℓ
2
0,0(n) ,
showing Equation (20.2).
Moreover, by taking the product of Equations (20.7) and (20.9), we obtain
Θ+n (λn(0), µn(0)) ·Θ−n (λn(0), µn(0))
= e−4π|n|y0+rn+r˜n ·Θ+n (λn(y1), µn(y1)) ·Θ−n (λn(−y1), µn(−y1)) ,
whence we obtain by applying Equation (20.6) and taking the square root
1
2
(κn,1 − κn,2) = e−2π|n|y0+(rn+r˜n)/2·
(
Θ+n (λn(y1), µn(y1)) ·Θ−n (λn(−y1), µn(−y1))
)1/2
.
Taking absolute values and again applying the estimate (20.11), we obtain
|κn,1 − κn,2| ≤ C3 · e−2π (1−s′n) |n| y0
with a constant C3 > 0 and
s′n :=
1
2π|n| y0 ·
(
Re(rn + r˜n)
2
+ r̂n
)
∈ ℓ20,0(n) .
This shows Equation (20.1).
Finally, because of ∆′ ∈ As(C∗, ℓ∞1,−3, 1) we have
(µn − (−1)n)2 = µn·
(
µn + µ
−1
n − 2(−1)n
)
= µn · (∆(λn)−∆(κn,1))
= µn ·
∫ λn
κn,1
∆′(λ) dλ = ℓ∞1,−3(n) · (λn − κn,1)
= ℓ∞1,−3(n)·
(
(λn − κn,∗) − 12(κn,1 − κn,2)
)
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and therefore
|µn − (−1)n| ≤ C4 · e−π (1−s′′n) |n|y0
with another constant C4 > 0 and a sequence (s
′′
n) ∈ ℓ20,0(n) , concluding the proof of
Equation (20.3). 
Part 7. Perspectives
21. Perspectives
In this paper we have studied simply periodic solutions u : X → C of the sinh-
Gordon equation via their spectral data (Σ, D) in the style of Bobenko. In particular
we gained insight into the asymptotic behavior of the spectral data. As was described
in Section 2, real-valued such solutions u correspond to minimal immersions f : X →
S3 without umbilical points.
One possible direction for the extension of this research would be to investigate
minimal immersions f : X → S3 of compact Riemann surfaces into S3 . Here the
case where X is of genus g = 0 is of no interest, as only the round sphere can occur.
The case g = 1 has been classified completely by the work of Pinkall/Sterling
[PS] resp. Hitchin [Hi]. Therefore one would be interested mostly in the case where
X is of genus g ≥ 2 .
The main obstacle for applying the theory described in this work to such compact
surfaces is that a minimal immersion f : X → S3 of a compact surface of genus
g ≥ 2 necessarily has umbilical points. (In fact, the Codazzi equation for the minimal
immersion f shows that the Hopf differential E dz2 of f is holomorphic, and therefore
this quadratic differential has 3g − 3 zeros on X .) In the vicinity of an umbilical
point, f cannot be reparameterized in such a way that E is constant non-zero, which
is the pre-requisite for the conformal factor u of the immersion to be a solution of the
sinh-Gordon equation.
On the other hand, when we reparameterize f for E to be constant, the umbilical
points of f correspond to isolated singularities of the solution u of the sinh-Gordon
equation.
Therefore I propose as a possible next step for research in the direction of under-
standing compact immersed minimal surfaces in S3 (and compact immersed constant
mean curvature surfaces in IR3 ): Take a periodic solution u of the sinh-Gordon equa-
tion, which may now have isolated singularities. For every base point z0 for which
the period does not run through a singularity, define the monodromy M(λ) and the
associated spectral data (Σ, D) as before. Now investigate the asymptotic behavior
of (Σ, D) as z0 approaches a singularity, and use this information to relate the mon-
odromy resp. the spectral data for a period “above” the isolated singularity to these
data for a period “below” the singularity.
By pursuing this path of research, one might gain an overview of how the monodromy
resp. the spectral data of the compact minimal immersed surface of genus g ≥ 2 are
related for any two different base points z0, z1 . In this way, one might gain some
insight into the structure of such surfaces. The distant goal would of course be a
complete classification of these surfaces.
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Part 8. Appendices
Appendix A. Some infinite sums and products
In the present section we prove the convergence and estimates for some infinite sums
and products. These results are required for the proofs in Section 10. We shall work
in a setting that is modelled after the one “half” of the setting of Sections 4 and 6, in
that we will consider sequences (λk)k≥1 only for positive indices k , corresponding to
the “half” of the sequence that goes to ∞ . We will work in a somewhat more general
setting than in the main text in that we fix a sequence (λk,0)k∈Z in C∗ with
λk,0 = ck
2 +O(1) (A.1)
for k ≥ 1 and a fixed constant c ∈ C∗ , and then define “excluded domains” for δ > 0
and k ≥ 1 for the purposes of this appendix by
Uk,δ := { λ ∈ C
∣∣ |λ− λk,0| < δ k } ;
we also put Uδ :=
⋃
k≥1 Uk,δ and Vδ := C \ Uδ . Proposition 6.2(2) shows that this
definition of excluded domains is essentially equivalent to the one in Definition 6.1.
In an analogous vein, we define the annuli Sk for k ≥ 1 for the purposes of this
appendix by
Sk := { λ ∈ C
∣∣ |c| (k − 1
2
)2 ≤ |λ| ≤ |c| (k + 1
2
)2 } .
Again, this definition is equivalent to the one in Equation (9.1). The Sk intersect only
on their boundary, and we have
⋃
k≥1 Sk = { λ ∈ C
∣∣ |λ| ≥ |c|/4 } .
Proposition A.1 (Holomorphic functions defined by infinite sums.). Let R0 > 0
and sequences (λk)k≥1, (λ
[1]
k )k≥1, (λ
[2]
k )k≥1 with ‖λk − λk,0‖ℓ2−1, ‖λ
[ν]
k − λk,0‖ℓ2−1 ≤ R0 be
given, so that there exists 0 < δ0 ≤ |c|4 such that λk, λ
[1]
k , λ
[2]
k ∈ Uk,δ0 holds for every
k ≥ 1 with at most finitely many exceptions. Also let a further sequence (ak)k≥1 be
given.
(1)
∑∞
k=1
1
λ−λk defines a holomorphic function on V0 := C \ { λk | k ∈ IN } . For
every δ > δ0 there exist R,C > 0 (depending only on δ , δ0 and R0 ) such
that for every λ ∈ Vδ with |λ| ≥ R we have∣∣∣∣∣
∞∑
k=1
1
λ− λk
∣∣∣∣∣ ≤ C · |λ|−1/2 .
(2) If ak ∈ ℓ2−1(k) and ‖ak‖ℓ2−1 ≤ R0 holds, then
∑∞
k=1
ak
λ−λk defines a holomorphic
function on V0 . For every δ > δ0 there exists a constant C > 0 (depending
only on δ , δ0 and R0 ), such that with the sequence (rn)n≥1 ∈ ℓ2(n) given by
rn = C ·
( |ak|
k
∗ 1|k|
)
n
(where we put 1
0
:= 1 , and extend |ak|
k
= 0 for k ≤ 0 ), we have for every
n ≥ 1 and λ ∈ Sn ∩ Vδ
∞∑
k=1
|ak|
|λ− λk| ≤ rn . (A.2)
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(3) If in fact ak ∈ ℓ2(k) and ‖ak‖ℓ2 ≤ R0 holds in the situation of (2), then there
exists a constant C > 0 (depending only on δ , δ0 and R0 ), such that (A.2)
holds with the sequence (rn)n≥1 ∈ ℓ21(n) given by
rn =
C
n
·
(
|ak| ∗ 1|k|
)
n
. (A.3)
(4) If ak ∈ ℓ2−1(k) and ‖ak‖ℓ2−1 ≤ R0 holds, then
∑∞
k=1
ak
(λ−λ[1]k )·(λ−λ
[2]
k )
defines a
holomorphic function on C \ { λ[1]k , λ[2]k | k ∈ IN } . For every δ > δ0 there
exists a constant C > 0 (depending only on δ , δ0 and R0 ) such that with the
sequence (rn)n≥1 ∈ ℓ21(n) given by Equation (A.3) we have for every n ≥ 1
and λ ∈ Sn ∩ Vδ
∞∑
k=1
|ak|
|λ− λ[1]k | · |λ− λ[2]k |
≤ rn .
Proof. We may suppose without loss of generality that λk, λ
[1]
k , λ
[2]
k ∈ Uk,δ0 holds for
all k ≥ 1 . We then have
|λk − ck2| ≤ |λk − λk,0|+ |λk,0 − ck2| ≤ δ0 · k + C1 ≤ |c|
4
· k + C1 (A.4)
with a constant C1 > 0 .
To prepare the proof of the proposition, we show the following approximation: There
exists N ∈ IN , such that for every n ≥ N , λ ∈ Sn and k ∈ IN , we have
|λ− λk| ≥ |c|
4
· |n2 − k2| . (A.5)
Indeed, let n, k ∈ IN be given. In the case k < n , the λ ∈ Sn for which |λ− ck2| is
minimal is λ = c(n− 1
2
)2 , and therefore we have
|λ− λk| ≥ |λ− ck2| − |λk − ck2| ≥
∣∣c(n− 1
2
)2 − ck2∣∣− |ck2 − λk|
(A.4)
≥ (|c| (n− 1
2
)2 − |c| k2)− |c|
4
k − C1 = |c| · (n2 − n + 14 − k2 − 14k)− C1
≥ |c|
4
· (n2 − k2) + |c|
4
· (3n2 − 4n+ 1− 3k2 − k)− C1
(∗)
≥ |c|
4
· (n2 − k2) + |c|
4
· (3n2 − 4n + 1− 3(n− 1)2 − (n− 1))− C1
=
|c|
4
· (n2 − k2) + |c|
4
· (n− 1)− C1
(†)
≥ |c|
4
· (n2 − k2) ,
where the ≥ sign marked (∗) is true because of k ≤ n− 1 , and the ≥ sign marked
(†) holds for all n ≥ 4|c| C1 + 1 . Therefore (A.5) holds for such n and all k < n .
SPECTRAL THEORY FOR SIMPLY PERIODIC SOLUTIONS OF SINH-GORDON 225
In the case k = n there is nothing to show. And in the case k > n , the λ ∈ Sn for
which |λ− ck2| is minimal is λ = c(n+ 1
2
)2 , and therefore we have
|λ− λk| ≥ |λ− ck2| − |λk − ck2| ≥
∣∣c(n+ 1
2
)2 − ck2∣∣− |ck2 − λk|
(A.4)
≥ (|c| k2 − |c| (n+ 1
2
)2
)− |c|
4
· k − C1
= |c| (k2 − n2)− |c| (n+ 1
4
k)− (C1 + 14 |c|)
= |c|
4
(k2 − n2) + |c| (1
2
(k2 − n2)− n)+ |c|
4
(
1
2
(k2 − n2)− k + 1
2
)
+
(
1
8
(k2 − n2)− (C1 + 38 |c|)
)
.
Because of k ≥ n+ 1 we have
k2 − n2 ≥ (n + 1)2 − n2 = 2n + 1 ≥ 2n and thus 1
2
(k2 − n2)− n ≥ 0
and because the function f(x) = 1
2
x2 − x is monotonously increasing for x ≥ 1 ,
1
2
(k2 − n2)− k + 1
2
= 1
2
k2 − k − 1
2
n2 + 1
2
≥ 1
2
(n+ 1)2 − (n+ 1)− 1
2
n2 + 1
2
= 0 .
Thus we obtain
|λ− λk| ≥ |c|4 (k2 − n2) + (14 n− (C1 + 38 |c|)) ≥ |c|4 (k2 − n2) ,
where the last ≥ sign holds whenever n ≥ 4C1 + 32 |c| , and therefore (A.5) holds for
these n and k > n .
The preceding calculations show that (A.5) holds for all k ∈ IN and n ≥ N , if we
choose N as the smallest integer larger than max{ 4|c| C1 + 1, 4C1 + 32 |c|} .
We now turn to the proof of (1)–(4). For proving the estimates claimed in the
respective parts of the proposition, it suffices to consider λ ∈ Sn with n ≥ N ; the
estimates can then be extended to λ ∈ C by enlarging the constant C via an argument
of compactness.
For (1). The series
∑∞
k=1
1
λ−λk converges absolutely and locally uniformly for λ ∈
V0 , and thus defines a holomorphic function. Now let δ > δ0 and λ ∈ Vδ be given.
We write ∣∣∣∣∣
∞∑
k=1
1
λ− λk
∣∣∣∣∣ ≤
∣∣∣∣∣
∞∑
k=1
1
λ− ck2
∣∣∣∣∣ +
∞∑
k=1
∣∣∣∣ 1λ− λk − 1λ− ck2
∣∣∣∣ . (A.6)
To estimate
∑∞
k=1
1
λ−ck2 , we use the partial fraction decomposition of the cotangent
function
π cot(πz) = z−1 +
∞∑
k=1
2z
z2 − k2 for z ∈ C \ { kπ | k ∈ ZZ } ,
which implies
∞∑
k=1
1
λ− ck2 =
1
2
√
c λ
(
π cot(π
√
c−1 λ)−
√
c λ−1
)
= O
(|λ|−1/2) (A.7)
for λ ∈ Vδ ; note that cot(π
√
c−1 λ) is bounded on Vδ .
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To estimate the second summand in (A.6), we note that we have for λ ∈ Sn ∩ Vδ
with n ≥ N if k 6= n by (A.4) and (A.5)∣∣∣∣ 1λ− λk − 1λ− ck2
∣∣∣∣ = ∣∣∣∣ λk − ck2(λ− λk)(λ− ck2)
∣∣∣∣ ≤ 16|c|2
|c|
4
k + C1
|n2 − k2|2 ≤ C2 ·
k
|n2 − k2|2
with a constant C2 > 0 , and if k = n∣∣∣∣ 1λ− λn − 1λ− cn2
∣∣∣∣ = ∣∣∣∣ λn − cn2(λ− λn)(λ− cn2)
∣∣∣∣ ≤ n δ0(n (δ − δ0)) · (n δ) ≤ 1n (δ − δ0) .
Thus we obtain∣∣∣∣∣
∞∑
k=1
(
1
λ− λk −
1
cλ− k2
)∣∣∣∣∣ ≤ 1n (δ − δ0) + C2∑
k 6=n
k
|n2 − k2|2
≤ 1
n (δ − δ0) +
C2
n
∑
k 6=n
1
|n− k|2 = O(n
−1) . (A.8)
Because n−1 is comparable to |λ|−1/2 for λ ∈ Sn , it follows by plugging (A.7) and
(A.8) into (A.6) that ∣∣∣∣∣
∞∑
k=1
1
λ− λk
∣∣∣∣∣ = O(|λ|−1/2)
holds for λ ∈ Vδ , and this is the claimed statement.
For (2). The series
∑∞
k=1
ak
λ−λk converges absolutely and locally uniformly for λ ∈
V0 , and thus defines a holomorphic function. For n ≥ N and λ ∈ Sn ∩ Vδ we have
∞∑
k=1
|ak|
|λ− λk|
(A.5)
≤ 4|c|
∑
k 6=n
|ak|
|n2 − k2| +
|an|
|λ− λn| ≤
4
|c|
∑
k 6=n
|ak|
k
· 1|n− k| +
|an|
n · (δ − δ0)
=
4
|c|
( |ak|
k
∗ 1|k|
)
n
+
1
δ − δ0 ·
|an|
n
≤ C ·
( |ak|
k
∗ 1|k|
)
n
=: rn , (A.9)
where we put C := max{ 4|c| , 1δ−δ0 } , and we we extend
|ak|
k
to k ∈ ZZ by setting |ak|
k
= 0
for k ≤ 0 , and again put 1
0
:= 1 . The convolution of the ℓ2-sequence |ak|
k
with 1|k|
is again an ℓ2-sequence by the version (7.4) of Young’s inequality for the convolution
with 1
k
. This shows that rn ∈ ℓ2(n) holds.
For (3). We proceed similarly as in (2): For n ≥ N and λ ∈ Sn ∩ Vδ we now have
∞∑
k=1
|ak|
|λ− λk|
(A.5)
≤ 4|c|
∑
k 6=n
|ak|
|n2 − k2| +
|an|
|λ− λn| ≤
4
|c|
∑
k 6=n
|ak|
n
· 1|n− k| +
|an|
n · (δ − δ0)
=
1
n
·
(
4
|c|
(
|ak| ∗ 1|k|
)
n
+
1
δ − δ0 · |an|
)
≤ C
n
·
(
|ak| ∗ 1|k|
)
n
=: rn ,
(A.10)
where we again extend |ak| to k ∈ ZZ by zero, and where C > 0 is a constant. The
convolution of |ak| with 1|k| is an ℓ2-sequence by (7.4), hence rn ∈ ℓ21(n) holds.
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For (4). For the proof of (4), we choose N so that (A.5) applies for both (λ
[1]
n ) and
(λ
[2]
n ) in the place of (λn) . Then we have
∞∑
k=1
ak
(λ− λ[1]k ) · (λ− λ[2]k )
(A.5)
≤ 16|c|2
∑
k 6=n
|ak|
|n2 − k2|2 +
|an|
|λ− λ[1]n | · |λ− λ[2]n |
≤ 16|c|2 ·
1
n
∑
k 6=n
|ak|
k
· 1|n− k|2 +
|an|
(n (δ − δ0))2
=
1
n
·
(
16
|c|2
( |ak|
k
∗ 1
k2
)
n
+
1
(δ − δ0)2 ·
|an|
n
)
≤ C
n
·
( |ak|
k
∗ 1
k
)
n
=: rn .
Here, C > 0 is again a constant, and similarly as before, we see that rn ∈ ℓ21(n)
holds. 
The relationship between convergent infinite products
∏∞
k=1(1+ak) and absolutely
convergent series
∑∞
k=1 ak described in the following proposition is very well-known
(see, for example, [C], Corollary VII.5.6 and Lemma VII.5.8, p. 166), as is the estimate
of the product by the ℓ1-norm of (ak) . We state and prove this result here for the
sake of completeness.
Proposition A.2 (Estimating products by sums.). Let a sequence (ak) ∈ ℓ1(k) be
given. The infinite product
∏∞
k=1(1 + ak) converges in C
∗ , and we have∣∣∣∣∣
∞∏
k=1
(1 + ak)− 1
∣∣∣∣∣ ≤ exp (‖ak‖ℓ1)− 1 .
Moreover, if the (ak) depend on a parameter so that
∑∞
k=1 |ak| converges uniformly
with respect to that parameter, then the convergence of
∏∞
k=1(1 + ak) is also uniform.
Proof. For N ∈ IN we have
N∏
k=1
(1 + ak)− 1 =
N∑
k=1
( ∑
1≤j1<...<jk≤N
aj1 · . . . · ajk
)
.
For 1 ≤ k ≤ N we have∣∣∣∣∣ ∑
1≤j1<...<jk≤N
aj1 · . . . · ajk
∣∣∣∣∣ ≤ 1k! ∑
1≤j1,...,jk≤N
|aj1| · . . . · |ajk | =
1
k!
(
N∑
j=1
|aj|
)k
≤ 1
k!
‖aj‖kℓ1(j)
and therefore∣∣∣∣∣
N∏
k=1
(1 + ak)− 1
∣∣∣∣∣ ≤
N∑
k=1
1
k!
‖aj‖kℓ1(j) ≤
∞∑
k=1
1
k!
‖aj‖kℓ1(j) = exp(‖aj‖ℓ1(j))− 1 .
By taking the limit N →∞ , we obtain the claimed result. 
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Proposition A.3 (An infinite product.). Let R0 > 0 and sequences (λ
[1]
k )k≥1 , (λ
[2]
k )k≥1
with λ
[1]
k − λ[2]k ∈ ℓ2−1(k) and ‖λ[1]k − λ[2]k ‖ℓ2−1 ≤ R0 be given. Then the infinite product∏∞
k=1
λ
[1]
k
λ
[2]
k
converges in C∗ , and there exists a constant C > 0 , dependent only on R0 ,
such that ∣∣∣∣∣
∞∏
k=1
λ
[1]
k
λ
[2]
k
− 1
∣∣∣∣∣ ≤ C · ‖λ[1]k − λ[2]k ‖ℓ2−1,3
holds.
Proof. We have
∏∞
k=1
λ
[1]
k
λ
[2]
k
=
∏∞
k=1(1 + ak) with
ak :=
λ
[1]
k − λ[2]k
λ
[2]
k
.
There exists C1 > 0 with |λ[ν]k | ≥ C1 · k2 and therefore we have by Cauchy-Schwarz’s
inequality:
‖ak‖ℓ1 =
∥∥∥∥∥λ[1]k − λ[2]kλ[2]k
∥∥∥∥∥
ℓ1
≤ 1
C1
·
∥∥∥∥∥λ[1]k − λ[2]kk2
∥∥∥∥∥
ℓ1
≤ 1
C1
·
∥∥∥∥1k
∥∥∥∥
ℓ2
·
∥∥∥∥∥λ[1]k − λ[2]kk
∥∥∥∥∥
ℓ2
≤ C2 ·
∥∥∥λ[1]k − λ[2]k ∥∥∥
ℓ2−1
.
It follows by Proposition A.2(1) that
∏∞
k=1
λ
[1]
k
λ
[2]
k
converges, and that∣∣∣∣∣
∞∏
k=1
λ
[1]
k
λ
[2]
k
− 1
∣∣∣∣∣ ≤ exp (‖ak‖ℓ1)− 1 ≤ exp
(
C2 ·
∥∥∥λ[1]k − λ[2]k ∥∥∥
ℓ2−1
)
− 1
holds. Because exp is Lipschitz continuous on [0, C2 ·R0] , it follows that there exists
a constant C3 > 0 so that∣∣∣∣∣
∞∏
k=1
λ
[1]
k
λ
[2]
k
− 1
∣∣∣∣∣ ≤ C3 · ∥∥∥λ[1]k − λ[2]k ∥∥∥ℓ2−1
holds. 
Proposition A.4 (Holomorphic functions defined by infinite products.).
(1) Let (λk)k≥1 be given with λk − λk,0 ∈ ℓ2−1(k) . Then f(λ) :=
∏∞
k=1
(
1− λ
λk
)
defines a holomorphic function on C with f(0) = 1 .
(2) Let R0 > 0 and sequences (λ
[1]
k )k≥1, (λ
[2]
k )k≥1 with λ
[1]
k − λ[2]k ∈ ℓ2−1(k) and
‖λ[1]k − λ[2]k ‖ℓ2−1 ≤ R0 be given, so that there exists 0 < δ0 ≤
|c|
4
such that
λ
[ν]
k ∈ Uk,δ0 holds for every k ≥ 1 with at most finitely many exceptions.
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Then g(λ) :=
∏∞
k=1
λ
[1]
k −λ
λ
[2]
k −λ
defines a holomorphic function on C \ { λ[2]k | k ≥
1 } with g(0) = ∏∞k=1 λ[1]kλ[2]k , and h(λ) := ∏∞k=1 (λ[1]k )−1−λ(λ[2]k )−1−λ defines a holomorphic
function on (C∗ ∪ {∞}) \ { (λ[2]k )−1 | k ≥ 1 } with h(∞) = 1 .
For δ > δ0 , there exists a constant C > 0 , depending only on R0 and δ ,
such that with the sequence (rn)n∈Z ∈ ℓ2(n) given by
rn = C ·
(
|λ[1]k − λ[2]k |
k
∗ 1|k|
)
n
(where we put 1
0
:= 1 , and extend
|λ[1]k −λ
[2]
k |
k
= 0 for k ≤ 0 ), we have for every
n ≥ 1 and λ ∈ Sn ∩ Vδ
|g(λ)− 1| ≤ rn (A.11)
and
|h(λ)− 1| ≤ r−n . (A.12)
Remark A.5. In Proposition A.4(2), in fact a far better estimate than (A.12) is
possible regarding the function h : in fact |h(λ)− 1| ≤ r̂−n holds with
r̂n = C ·
(
|λ[1]k − λ[2]k |
k3
∗ 1|k|
)
n
.
Proof of Proposition A.4. For (1). We have
∏∞
k=1
(
1− λ
λk
)
=
∏∞
k=1(1 + ak(λ)) with
ak(λ) := − λλk , and
‖ak(λ)‖ℓ1(k) = |λ| ·
∞∑
k=1
1
|λk|︸︷︷︸
=O(k−2)
≤ C1 · |λ|
holds with some constant C1 > 0 . Therefore it follows from Proposition A.2(1) that
the infinite product
∏∞
k=1(1 + ak(λ)) converges locally uniformly in λ , hence this
product defines a holomorphic function f in λ ∈ C . Moreover, we have ak(0) = 0
for all k , and therefore f(0) = 1 .
For (2). We have g(λ) =
∏∞
k=1(1 + ak(λ)) with ak(λ) :=
λ
[1]
k −λ
[2]
k
λ
[2]
k −λ
. Because we
have |λ[1]k − λ[2]k | ∈ ℓ2−1(k) , Proposition A.1(2) is applicable to
∑∞
k=1 |ak(λ)| . By that
Proposition,
∑∞
k=1 ak(λ) defines a holomorphic function on λ ∈ C \ { λ[2]k | k ≥ 1 } .
Moreover, if we suppose that δ > δ0 is given, there exists a constant C2 > 0 such
that with the sequence (r˜n)n≥1 ∈ ℓ2(n) given by
r˜n = C2 ·
(
|λ[1]k − λ[2]k |
k
∗ 1|k|
)
n
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we have for any n ≥ 1 and λ ∈ Sn ∩ Vδ
‖ak(λ)‖ℓ1 =
∞∑
k=1
|λ[1]k − λ[2]k |
|λ[2]k − λ|
≤ r˜n .
By Proposition A.2(1) it follows that
|g(λ)− 1| ≤ exp(r˜n)− 1 (A.13)
holds.
By the variant of Young’s inequality for weak ℓ1-sequences (see (7.4)) there exists
a constant C3 > 0 so that we have for every n ∈ IN
|r˜n| ≤ ‖r˜k‖ℓ2(k) ≤ C2 · C3 · ‖λ[1]k − λ[2]k ‖ℓ2−1(k) ≤ C2 · C3 · R0 ,
and therefore there exists a constant C4 > 0 so that
exp(r˜n)− 1 ≤ C4 · r˜n
holds. From the estimate (A.13) we thus obtain that for n ≥ 1 and λ ∈ Sn ∩ Vδ ,
|g(λ)− 1| ≤ C4 · r˜n
holds; therefore the claimed estimate (A.11) holds with C := C4 · C2 > 0 .
Similarly, we have h(λ) =
∏∞
k=1(1 + bk(λ)) with
bk(λ) :=
(λ
[1]
k )
−1−(λ[2]k )−1
(λ
[2]
k )
−1−λ =
λ
[2]
k − λ[1]k
λ
[1]
k · (1− λ[2]k · λ)
.
We have |λ[ν]k | ≥ C5 · k2 and for λ ∈ Sn , n ∈ IN ,
|1−λ[2]k ·λ| ≥ C6 · |1−k2 ·n2| = C6 · |1−k n| · |1+k n| ≥ C6 ·k · |1−k n| ≥ C7 · (k+n) ,
and therefore
|bk(λ)| ≤ C8 · |λ
[1]
k − λ[2]k |
k
· 1
k + n
,
whence
‖bk(λ)‖ℓ1 ≤ C8 ·
∞∑
k=1
|λ[1]k − λ[2]k |
k
· 1
k + n
= C8 ·
(
|λ[1]k − λ[2]k |
k
∗ 1|k|
)
−n
= C9 · r−n
follows. By an analogous application of Proposition A.2(1) and Young’s inequality
for weak ℓ1-sequences as before, the estimate (A.12) follows (with an appropriately
chosen C ). 
Remark A.6. Mutatis mutandis, the results of the present appendix remain true if
the starting index k = 1 of the infinite sums or products is replaced by k
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Appendix B. Index of Notations
Latin Letters.
An “small” cycle in the homology basis of Σ , p. 183.
A+n , A
−
n boundary cycles of the surface Σ˜ from Proposition 19.8 on p. 215.
As(G, ℓpn,m, s) space of asymptotic functions on G ⊂ C∗ or G ⊂ Σ , Definition 9.1
on p. 76.
As∞(G∞, ℓpn,m, s) space of asymptotic functions on G∞ ⊂ C∗ or G∞ ⊂ Σ near
λ =∞ , Definition 9.2 on p. 76.
As0(G0, ℓ
p
n,m, s) space of asymptotic functions on G0 ⊂ C∗ or G0 ⊂ Σ near λ = 0 ,
Definition 9.2 on p. 76.
a(λ) upper-left entry of the monodromy M(λ) , Equation (3.5) on p. 16.
a0(λ) upper-left entry of the monodromy M0(λ) of the vacuum, Equa-
tion (4.5) on p. 26.
Bn “large” cycle in the homology basis of Σ , p. 183.
b(λ) upper-right entry of the monodromy M(λ) , Equation (3.5) on
p. 16.
b0(λ) upper-right entry of the monodromy M0(λ) of the vacuum, Equa-
tion (4.5) on p. 26.
C+ , C− boundary cycles of the surface Σ˜ from Proposition 19.8 on p. 215.
CDo a certain space of sequences of curves emanating from the support
of the divisor Do ∈ Div(Σ′) , Proposition 18.5 on p. 196.
c(λ) lower-left entry of the monodromy M(λ) , Equation (3.5) on p. 16.
c0(λ) lower-left entry of the monodromy M0(λ) of the vacuum, Equa-
tion (4.5) on p. 26.
D classical spectral divisor of a potential (u, uy) or of a monodromy
M(λ) , p. 20.
D0 classical spectral divisor of the vacuum, Equation (4.11) on p. 27.
D generalized spectral divisor of a potential (u, uy) or of a mon-
odromy M(λ) , Definition 3.2 on p. 19.
D0 generalized spectral divisor of the vacuum, p. 27.
Div space of asymptotic divisors, Definition 8.3 on p. 74 and the follow-
ing remarks.
Div(Σ) space of asymptotic divisors with support on Σ , Equation (17.17)
on p. 177.
Div(Σ′) space of asymptotic divisors with support on Σ′ , Equation (17.17)
on p. 177.
Divfin set of asymptotic divisors of finite type, p. 153.
Divtame space of tame asymptotic divisors, Definition 12.4(1) on p. 118.
Divtame(Σ) space of tame asymptotic divisors with support on Σ , Equa-
tion (17.18) on p. 177.
Divtame(Σ
′) space of tame asymptotic divisors with support on Σ′ , Equa-
tion (17.18) on p. 177.
d(λ) lower-right entry of the monodromy M(λ) , Equation (3.5) on p. 16.
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d0(λ) lower-right entry of the monodromy M0(λ) of the vacuum, Equa-
tion (4.5) on p. 26.
F , Fλ extended frame of a solution u or of a potential (u, uy) , p. 15,
p. 29.
F0 extended frame of the vacuum, Equation (4.4) on p. 26.
fn,ξ,ρ a meromorphic function on C
∗ defined in Proposition 17.3 on
p. 175.
f̂(k) Fourier transform of a function f , Equation (7.5) on p. 58.
Jac(Σ) Jacobi variety of Σ , Theorem 18.7(1) on p. 201.
J˜ac(Σ) covering space for the Jacobi variety of Σ , Proposition 18.5(2) on
p. 196.
j0 a parameter for a generalized divisor D , Proposition 3.3 on p. 20.
K̂r(0) , K̂r(∞) two circles in Σ around 0 resp. ∞ , p. 209.
Lp(M) Banach space of p-integrable functions on some domain M .
L2(Σ, T ∗Σ) space of square-integrable 1-forms on Σ .
ℓp(M) space of p-summable sequences on an index set M ⊂ ZZ .
ℓpn(M) space of p-summable sequences shifted by k
n on an index set M ⊂
ZZ , p. 58.
ℓpn,m(M) space of p-summable sequences shifted by k
n resp. km on an index
set M ⊂ ZZ , p. 72.
M(λ) monodromy of a solution u or of a potential (u, uy) , p. 15, p. 29.
M0(λ) monodromy of the vacuum, Equation (4.5) on p. 26.
M sheaf of meromorphic functions on the spectral curve Σ , p. 17.
Mon space of asymptotic monodromies, p. 100.
Monnp space of non-periodic asymptotic monodromies, p. 100.
Monτ space of asymptotic monodromies with asymptotic parameter τ ,
p. 100.
Monτ,υ space of non-periodic asymptotic monodromies with asymptotic pa-
rameters τ and υ , p. 100.
O sheaf of holomorphic functions on the spectral curve Σ , p. 17.
OM sheaf of holomorphic (2 × 2)-matrices which commute with the
monodromy M(λ) , p. 22.
Ô direct image of the sheaf of holomorphic functions on the normal-
ization Σ̂ of the spectral curve Σ onto Σ , p. 17.
Pot space of potentials (Cauchy data for the sinh-Gordon equation),
Equation (5.1) on p. 28.
Potnp space of non-periodic potentials, p. 28.
Pot
1
np space of once more differentiable, non-periodic potentials, Equa-
tion (5.35) on p. 44.
Pottame space of tame potentials, Definition 12.4(3) on p. 118.
R the subsheaf of Ô over which a generalized divisor D on Σ is
locally free, Proposition 3.3 on p. 20.
RM sheaf of eigenvalues of the monodromy M(λ) , p. 22.
Res0(η) , Res∞(η) residue of a 1-form η on Σ at 0 resp. ∞ , p. 209.
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S = { k ∈ ZZ |κk,1 = κk,2 } , Equation (17.2) on p. 169.
S3 , S3(κ) the 3-sphere (of curvature κ > 0 ), p. 12.
Sk annulus near λk,0 in C
∗ , Equation (9.1) on p. 76.
Ŝk annulus near λk,0 in Σ , Equation (9.2) on p. 76.
sn,ℓ , sn,n numbers describing the member ωn of the canonical basis of 1-
forms on Σ , Theorem 18.3(2) on p. 187.
Uk,δ k-th excluded domain in C
∗ , Definition 6.1 on p. 46.
U ′k,δ possibly punctured k-th excluded domain in C
∗ , Equation (16.4)
on p. 155.
Ûk,δ k-th excluded domain in Σ , p. 49.
Û ′k,δ possibly punctured k-th excluded domain in Σ , Equation (16.4)
on p. 155.
Uδ union of all excluded domains in C
∗ , Definition 6.1 on p. 46.
Ûδ union of all excluded domains in Σ , p. 49.
u solution of the sinh-Gordon equation ∆u+ sinh(u) = 0 , p. 12.
(u, uy) a potential in Pot or Potnp , i.e. Cauchy data for the sinh-Gordon
equation.
Vδ area outside of the excluded domains in C
∗ , Definition 6.1 on p. 46.
V̂δ area outside of the excluded domains in Σ , p. 49.
vk symplectic basis vector of T(u,uy)Pot , Equation (14.3) on p. 132 and
Theorem 14.3(1) on p. 133.
W n,p(M) Sobolev space of weakly n times differentiable functions with p-
integrable derivative on a domain M .
w(λ) = | cos(ζ(λ))|+ | sin(ζ(λ))| , Equation (5.4) on p. 30.
wk symplectic basis vector of T(u,uy)Pot , Equation (14.3) on p. 132 and
Theorem 14.3(1) on p. 133.
Greek Letters.
α , αλ the sl(2,C)-valued flat connection form of a solution u or of a
potential (u, uy) , p. 15, p. 28.
α0 the sl(2,C)-valued flat connection form associated to the vacuum,
Equation (4.1) on p. 25.
Γ period lattice of Σ , Theorem 18.7(1) on p. 201.
∆(λ) trace of the monodromy M(λ) , Equation (3.6) on p. 16.
∆0(λ) trace of the monodromy M0(λ) of the vacuum, Equation (4.6) on
p. 26.
δf variation of the function f defined on Pot , p. 130.
(δu, δuy) a tangent vector in T(u,uy)Pot , p. 130.
δkℓ Kronecker delta, i.e. δkℓ = 1 for k = ℓ , δkℓ = 0 for k 6= ℓ .
ζ(λ) = 1
4
(λ1/2 + λ−1/2) , Equation (4.2) on p. 25.
ζ˜(λ) = 1
4
(λ1/2 − λ−1/2) , Equation (4.3) on p. 25.
ηk zero of ∆
′ , Lemma 13.3(1) on p. 122.
ϑk factor for the symplectic basis (vk, wk) of T(u,uy)Pot , Equa-
tion (14.4) on p. 132 and Theorem 14.3(1) on p. 133.
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κk,ν zero of ∆
2 − 4 (branch point or singularity of the spectral curve
Σ ), Proposition 6.5(1) on p. 49.
κk,∗ = 12 (κk,1 + κk,2) , Equation (16.3) on p. 155.
Λ eigenline bundle of the monodromy M(λ) , p. 18.
λ spectral parameter, p. 13.
λk λ-parameter of a spectral divisor point, Proposition 6.5(2) on p. 49.
λk,0 λ-parameter of a divisor point of the vacuum, Equation (4.8) on
p. 27.
µ eigenvalue of the monodromy M(λ) , Equation (3.10) on p. 16
µk µ-parameter of a spectral divisor point, Proposition 6.5(2) on p. 49.
µk,0 µ-parameter of a divisor point of the vacuum, Equation (4.10) on
p. 27.
Σ spectral curve, Equation (3.4) on p. 16.
Σ′ the spectral curve punctured at its singularities, Equation (17.3)
on p. 169.
Σ̂ normalization of the spectral curve, p. 17.
Σ˜ surface obtained from Σ by cutting along the cycles An , Proposi-
tion 19.8 on p. 215.
Σ0 spectral curve of the vacuum, Equation (4.7) on p. 27.
σ hyperelliptic involution of the spectral curve, Equation (3.9) on
p. 16.
τ asymptotic parameter for the component functions b(λ) , c(λ) of
the monodromy M(λ) , Theorem 5.4 on p. 31.
υ asymptotic parameter for the component function a(λ) , d(λ) of
the monodromy M(λ) , Theorem 5.4 on p. 31.
Φn,ξ,ρ holomorphic function on C
∗ defined by an infinite product in
Proposition 17.2 on p. 172.
ϕ Abel map of Σ , Theorem 18.7(2) on p. 201.
ϕn n-th Jacobi coordinate for Σ , Theorem 18.7(4) on p. 201.
ϕ˜ lift of the Abel map of Σ , Proposition 18.5(2) on p. 196.
ϕ˜n lift of the n-th Jacobi coordinate for Σ , Proposition 18.5(1) on
p. 196.
Ψk =
√
(λ− κk,1) · (λ− κk,2) , Lemma 16.1 on p. 154.
Ω symplectic form on Pot , Equation (14.1) on p. 130.
Ω(Σ) space of holomorphic 1-forms on Σ , p. 169.
ωn canonical basis of holomorphic 1-forms on Σ resp. Σ
′ , Theo-
rem 18.3(2) on p. 187.
ω˜n certain holomorphic 1-forms on Σ that are not quite as good as
the member ωn of the canonical basis, Theorem 18.3(1) on p. 187.
Others.
∗ convolution of two sequences, Equation (7.3) on p. 57.
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