
















































































































































































































































































Turn 1 2 3 4 5 6 7 8
Agent's Prof. 6.409 6.932 6.263 6.08 5.899 5.94 6.77 5.9
Actual Eff. 1.462 0.921 0.9 0.92 0.92 0.92 0.92 0.92 rms U





















Turn 1 2 3 4 5 6 7 8
Avg. Eff. 1.354 1.395 1.168 0.81 0.931 1.01 0.94 0.85
Actual Eff. 1.46 1.47 1.35 1.12 1.29 1.25 1.27 rms U






























Turn 1 2 3 4 5 6 7 8
Avg. Eff. 1.354 1.395 1.168 0.81 0.931 1.01 0.94 0.85
Actual Eff. 1.462 1.31 1 0.98 0.89 0.89 0.88 0.65 rms U















Turn 1 2 3 4 5 6 7 8
Actual Eff. 1.5 1.5 1.5 1.5 1.4 1.4 1.4 1.4 rms U











Turn 1 2 3 4 5 6 7 8
Avg. Eff. 1.354 1.395 1.168 0.81 0.931 1.01 0.94 0.85
Winner's Eff. 1 0.756 1 0.9 1.4 1.3 0.51 1
Actual Eff. 1.5 1.5 1.5 1.39 1.07 0.91 0.9 0.88 rms U


























Turn 1 2 3 4 5 6 7 8
Modal Eff. 1.462 1.5 0.9 0.9 0.9 1 0.9 0.9
Actual Eff. 1.462 1.462 0.8 1.1 1 0.8 0.85 0.85 rms U
Simul. #1 1.462 1.362 1.4 0.8 0.8 0.8 0.9 0.8 0.2512 0.1167




















Turn 1 2 3 4 5 6 7













































































Year % catch Motivation % simul.
0 0% I let the fish population increase as much as possible 0%
1 0% I let the fish population increase as much as possible 0%
2 0% I let the fish population increase as much as possible 0%
3 0% I let the fish population increase as much as possible 0%


















Year % catch Motivation Total % % simul.
0 0% I let the fish population increase as much as it can 34% 0%
1 100% I get some fish 48% 100%
2 100% I get some fish 55% 100%
3 100% I get some fish 63% 100%


















Year % catch Motivation Total % % simul.
0 0% I let the fish population increase as much as it can 34% 0%
1 50% I get some fish 48% 50%
2 50% I get some fish 55% 50%
3 50% I get some fish 63% 50%

















Year % catch Motivation Exp. Pop. Act. Pop. % simul.
0 0% I let the fish population increase as much as it can 500 500 0%
1 0% I let the fish population increase as much as it can 600 396 0%
2 50% The fish population is decreasing so I get some fish 475.2 247.104 50%
3 50% The fish population is decreasing so I get some fish 296.5248 133.4362 50%






















Year % catch Motivation % simul.
0 100% I do not know other players' strategies so I get as much as I can 100%
1 100% I do not know other players' strategies so I get as much as I can 100%
2 100% I do not know other players' strategies so I get as much as I can 100%
3 100% I do not know other players' strategies so I get as much as I can 100%










Year % catch Motivation % simul.
0 0% To maximize last year fish population 0%
1 75% Somebody is fishing so I fish as well 75%
2 75% I keep on fishing 75%
3 75% I keep on fishing 75%




































































500 500 34% 1%
1 0% The population decreased too much 500 396 48% 0%
2 20% People is still fishing so I have to get some
fish
500 247.104 55% 48%
3 40% I got too little fish I need to increase my
quantity
­ ­ 63% 55%


































0 0% Group committed to the no fishing strategy 500 500 0%





























Year % catch Motivation % simul.
0 0% To increase the fish population 0%
1 0% To increase the fish population 0%
2 0% To increase the fish population 0%
3 75% I catch 3/4 of my fish 75%







































































































Turn 1 2 3 4 5 6 7 8
Actual Avg Eff. 1.354 1.395 1.200 0.807 0.931 1.010 0.940 0.853 rms U
Simul. Avg. Eff. 1.332 1.169 1.098 1.033 0.962 0.936 0.915 0.930 0.134 0.059
Std. Dev. 0.07 0.06 0.1 0.08 0.13 0.07 0.08 0.08
Table 13: Simulation results for second series in prisoner's dilemma experiment
Turn 1 2 3 4 5 6 7
Actual Avg Eff. 0.709 0.609 0.634 0.565 0.657 0.639 0.690 rms U
Simul. Avg. Eff. 1.193 1.010 0.923 0.863 0.779 0.725 0.785 0.29 0.19
Std. Dev. 0.04 0.09 0.06 0.07 0.04 0.04 0.07
The simulated behavior is quite close to the actual behavior and, at least in these examples, it is possible to observe the
consequences of different compositions of populations.
 Conclusions
5.1
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In this paper we show how experiments can be used to model artificial agents. While experiments are usually used to test
single theoretical models (and do not allow for the disaggregation of different models of behavior), our approach
employs subjects' heterogeneity to model different schemata of behavior.
5.2
Behaviors can be modeled by just looking at the data. Our approach, however, emphasizes how an examination of the
motivations given by subjects can be extremely important. For example, it is possible to evince ideas about variables and
other aspects of the problem that neither theoretical approaches nor the reliance on crude data would afford (subjects
#17A and #13B). Furthermore, motivations given by subjects and actual behaviors must be closely compared in order to
identify contradictions and inconsistencies.
5.3
Our approach to modeling artificial agents relies on the observance of real behavior in human subjects undergoing the
experiment. To this end the subjects in question were presented with a problem very similar to the focus of our study.
During and after the experiment, we asked the subjects to provide explanations of their behavior. Both behaviors and
their motivation were collected and analyzed. In both experiments the analysis of behavior was carried out very carefully
as this enabled both a better understanding of the behavior rationale and the identification of any potential incoherence of
the subjects. The next step was then partitioning behaviors in broad classes and lastly that of inferring stylized behaviors
to be modeled in artificial agents.
5.4
To check the goodness of fit of inferred behaviors with real ones, a quantitative analysis is required. This can also be
useful in detecting further minor inconsistencies in the behaviors and motivations provided by subjects.
5.5
Finally, through simulation the experimental results can, to a certain extent, be further developed. A well­documented
feature in repeated experiments is, for instance, the boredom of subjects (see Duffy 2001). Artificial agent simulations
provide, in part, a way of overcoming this problem. Once the human subject behavior has been coded, any number of
simulations can be run in a way that would be impossible with human subjects. In addition, with artificial agents, the
stability of results can be studied and sufficient conditions (in the sense of McCain 2000) obtained for experiment
extensions such as changing the composition of the population. Finally, modeling artificial agents also enables us to
study situations where the less successful subjects are far more unlikely to return for more sessions (a well known feature
in auctions experiments, see Garvin and Kagel 1994).
5.6
There are, however, some limitations to this approach; for example, while human subjects may inadvertently change
their behavior, any such change cannot be replicated by single artificial agents, unless taken into account and coded
accordingly, beforehand. Drawbacks of this nature must be borne in mind, as several hefty assumptions are necessarily
implicit when extending the number of simulations or population compositions.
5.7
Nevertheless, the approach and exemplifications we propose can be extremely useful as they provide a means, for
modeling the behavior of artificial agents, which takes into account aspects that would otherwise be quite easily
overlooked. In addition, this approach means that instead of simply modeling heterogeneity abstractly it can be observed
and explored 'in the field'.
5.8
In conclusion, the approach we propose can also be reiterated and refined. In our discussion of behaviors (e.g. the first in
the harvesting dilemma), we mentioned that different behavioral rules may lead to the same observed patterns of
behavior in certain situations. This should not be interpreted as a limit of the inductive approach but simply as a starting
point from which to focus on particular aspects that otherwise may be neglected. In circumstances such as these a
possible approach may be that of devising further experiments carefully designed to disaggregate the apparently identical
behaviors. Another approach could be that of extending the number of sessions and increasing the number of subjects
involved in the experiment so as to better observe the differences in strategies. In our opinion, our approach is a first step
in integrating both experimental and simulative literature and in shedding light on the different aspects of individual
interactions.
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1 The first task requires a higher degree of abstraction and, in a certain sense, is a meta­task.
2 The ranking of performance may have consequences on strategies. This may be relevant in the first experiment we
examine (see Dal Forno and Merlone 2001), even though subjects did not seem aware of this.
3 Of course, any subject could have made clear their commitments but, given the number of subjects in each experiment,
this was unlikely to be relevant. Furthermore, some subjects mentioned they failed to make a credible commitment.
4 We are well aware that asking the subject to motivate their choices after each session could have resulted in different
motivations. Both the experimental examples we report here are just examples of the application of our approach.
5 They wrote and circulated some sheets referring to the ‘Tragedy of the Commons’ and strongly suggested a proposal of
commitment.
6 Miscalculation occurs only in the last but one year and the error is lower than in previous cases.
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