Abstract-In order to evaluate people's lifestyle for health maintenance, this paper presents a segmentation method based on multi-sensor data recorded by a wearable computer called eButton. This device is capable of recording more than ten hours of data continuously each day in multimedia forms. Automatic processing of the recorded data is a significant task. We have developed a two-step summarization method to segment large datasets automatically. At the first step, motion sensor signals are utilized to obtain candidate boundaries between different daily activities in the data. Then, visual features are extracted from images to determine final activity boundaries. It was found that some simple signal measures such as the combination of a standard deviation measure of the gyroscope sensor data at the first step and an image HSV histogram feature at the second step produces satisfactory results in automatic daily life event segmentation. This finding was verified by our experimental results.
I. INTRODUCTION
Improvement in lifestyle has received increasing attention by the public in recent years because lifestyle has high significance in health maintenance and disease prevention. If accurate lifestyle data can be acquired from individuals objectively, healthcare professionals will be able to advice and monitor their lifestyle more effectively. For example, lifestyle data can be used to monitor and control calorie intake and expenditure, environmental pollutant exposure, and psychosocial stress. In recent years, lifestyle data collection and analysis have become an emerging research field in biomedical engineering.
Electronic devices and sensors such as camera, audio recorder, and motion sensors (including accelerometer and gyroscope) have been used to record daily life data in free-living individuals. Data captured by these sensors act as an electronic diary which records events and experiences of an individual's daily life. A wrist-worn activity detector containing a 3-axis accelerometer was developed for motion recording [1] . A shoe-based portable physical activity monitor was investigated containing five pressure sensors and a 3-axis accelerometer [2] . Besides these sensors, the gyroscope, which measures orientation, has been used for gait analysis [3] .
The SenseCam [4] , which is worn around the neck using a lanyard, takes about 3,000 images each day for life experience recording.
In order to capture not only physical activities involving body motions, but also sedentary activities and social events, such as TV watching, eating and social interaction we have investigated a wearable device called eButton [5] embedded with a camera, a gyroscope, an accelerometer, a GPS sensor and a number of other sensors. The eButton is worn in front of the chest in the form of a decorated chest pin [6] . In order to save power and reduce amounts of data, eButton takes one picture (640 pixels by 480 pixels) at a low rate between one and five seconds, adjustable by the user. This device acquires approximately 10,000 pictures (assuming a rate of 4 seconds per picture for 12 hours), along with data recorded by other sensors, and saves them on a micro SD card. The sampling rate for motion sensors is set to 30Hz.
Despite the use of relatively low data rates, it takes a long time to analyze the large dataset if the analysis is performed manually, such as by the user oneself. In order to reduce data analysis burden and help the user recall past activities when the recorded data are examined, an automatic data segmentation algorithm is very helpful. This algorithm compares data epochs sequentially and groups them together when these epochs are similar. As a result, the user does not have to browse thousands of pictures and other data. Instead, he/her only needs to examine a few representative epochs in each data group to identify the segmented event. Because of the high usefulness of this algorithm, it is currently a key component of our data analysis software for lifestyle evaluation.
In the field of image processing, many video and image sequence segmentation methods have been proposed. Most segmentation methods focus on movies or videos. Color and edge features [7] , as well as combinations of these and other image features [8] , have been used in segmentation algorithms. Motion information, such as motion vectors, has been well studied in image/video segmentation [9] . Mutual information and the joint entropy between frames have been used in shot detection [10] . Many clustering and machine learning methods, such as support vector machine (SVM), have been applied to video boundaries detection [11, 12] .
Although image based segmentation algorithms are effective, these algorithms are generally computationally complex. In the wearable system such as the eButton, the location sensor (GPS) and motion sensors including accelerometer sensor and gyroscope are available, providing additional information. Among these sensors, the GPS data are often unavailable in the indoor environment. We thus focus on motion sensors for activity segmentation. Many features such as the mean, standard deviation, kurtosis, spectral energy, signal-magnitude area and autoregressive coefficients have been utilized to classify activities [l, 13] . However, most existing algorithms do not target the detection of event boundaries. Although the CombMNZ algorithm is proposed to fuse accelerometer, visual data and light sensor data for segmentation of life log data acquired by the SenseCam [ 4 ] , it is assumed that the number of segments during each day is fixed, and the computational cost is relatively high.
II. SEGMENTATION ALGORITHM

A. Overview of Proposed Segmentation Method
I1:1 order to segment multi-sensor data quickly and efficiently, we proposed a two-step segmentation method which combines motion and image features as shown in Fig. 1 . The first step of this method detects candidate boundaries ~ccordin~ to extracted motion features. At the second step, images m the neighborhoods of candidate boundaries are ~xamin~d for a similarity evaluation. Because the second step 1s apphed to a small portion of the recorded images, our algorithm is significantly faster than the existing ones which require examination of all images in the dataset.
B. Motion Feature Extraction
. Sine~ the d~ta from motion sensors provides basic activity mformat10n without details, this type of data is ideal for the first-step, coarse-level segmentation. In our device, motion sensors contain an accelerometer and a gyroscope, which are both three-axis sensors capable of characterizing motion in vector forms. Because, in this step, we are more interested in t~e computational speed than the segmentation precision, s11_np.le signal .mea~ures s~ch as the standard deviation (STD) w1thm a certam wmdow 1s calculated from the motion data in each axis. In order to simplify computation further, we sum the STD values for all three axes to form a new feature which is called a S-STD feature. Fig.2 (a) and (b) show typical raw data of the accelerometer and gyroscope, respectively, captured in the same time interval. Fig.2 ( c) and Fig.2 ( d) show, respectively, the S-STD features of the 3-axis accelerometer and gyroscope data. It can be clearly seen that S-STD features are effective in describing the levels of motion. The S-STD values close to zero represent inactive activities, and large values indicate more active activities.
C. Motion Data Segmentation
In the first step of data processing, all motion data are divided into a set of segments using a threshold value. Three types of segments are defined according to their lengths: short segment (SS), long inactive segment (IS) and long active ~egment (AS) for the second step of data processing based on image features. The value of threshold Tm is determined experimentally which will be discussed in the experiment section.
The reason why we define these three segments is because different segment lengths are used in the second processing step. For example, SSs are considered insignificant segments which will be merged with long segments. For IS and AS, the degree of motion is an important factor to indicate whether two adjacent segments should be kept or combined. Detailed description will be provided in Section E. 
D. Image Features Extraction
In the second step of data processing, image features are used to fine-tune the boundaries detected in the first step to achieve a higher accuracy. There are many image features to be selected, such as the scale-invariant feature transform (~IFT), HSV histogram, edge histogram, and color layer [14] . Smee the frame rate of image data captured by the eButton is very low and the variations between adjacent images are large, many features suitable for a regular frame rate (e.g., 30 frames/second) are not be suitable in our case. We found that global color features could handle the low-rate data more effectively. The color histogram of the HSV channel is one of these features to distinguish different segments. Moreover, the HSV histogram can be calculated more rapidly than other features such as the SIFT and the Edge Histogram Descriptor (EHD). In order to reduce variance in the output, we compute the HSV histogram from a group of images instead of a single image according toM; = min{IS;I, 100}, where IS;I is the number ~f images in the i 1 h segment of the first-step segmentat10n results. Then, the mean of HSV histograms among M; images is referred to the Segment-HSY feature of S;, denoted by S-HSV.
E. Image data Segmentation Step
Two image processing modules are desigued in the second data processing step. Briefly, Image Processing Module I (IPM-I) is designed to determine whether there are new activities within a long segment, while IMP-II handles the cases where a single SS segment or multiple continuous SS segments are combined to form a new segment.
Image Processing Module I: In this module, all images belong to a long active or inactive segment according to the motion sensor data. However, for some cases, it is possible ~hat more than one activities occur in this segment. For mstance, after walking outside for a long time, a subject enters a mall for shopping. Walking outside and shopping are considered two different activities, but they are not differentiable from the motion sensor data.
In order to detect activities hidden in motion features, we equally cut the segment S i into sub segments from 5 to Þ in every 5 minutes, where k is the number of sub segments. Image feature distance between adjacent subsegments is calculated. If k Þ È Þ?5 o R $ ÛÜaeç , the boundary between two subsegments is marked as a new boundary, where k Þ È Þ?5 o is the distance between Þ and Þ?5 , and T hist is a threshold set experimentally as described in Section III.
Image Processing Module II: Our segmentation goal in this module is to help subject recall major events during the day, rather than short and insignificant events. When the duration of SS segments is less than threshold T d , for both # Ü?5 and # Ü>5 , there are two conditions: (1) if one label is AS and the other label is IS, segment # Ü will be merged with the AS segment; (2) If the labels of # Ü?5 and # Ü>5 are the same, the image feature distance between # Ü?5 and # Ü>5 is calculated. If k# Ü?5 È# Ü>5 o R $ ÛÜaeç , S i will be merged with S i-1 , otherwise S i-1 , S i and S i+1 will be combined into one single segment.
When the duration of continuous SS segments is equal to or greater than threshold T d , We will determine which segments will be merged based on the similarity measure between the current and previous/next segments. If the current segment is determined to be different from any of the neighboring segments, it is denoted as one independent segment. Otherwise, it is combined with one neighboring segment. Specifically, we calculate image feature distance (# Ü?5 , # Ü ) and (# Ü>5 , # Ü ) according to the following criteria:
# Ü is merged with # Ü>5 Else # Ü is identified as an independent segment Once all segments are processed, the final segmentation results are obtained and presented to the user for manual identification of the activity within each segment.
III. EXPERIMENTS
A. Datasets
In our experiments, a total of twelve-day data were recorded from six human subjects, including weekdays and weekends. For each subject, two days of data were selected according to the completeness of the datasets. All subjects were not asked to modify their usual daily activities and the data were captured under free-living conditions. The duration of each selected dataset was longer than ten hours. Each sequence consisted of gyroscope data, accelerometer data, and more than 10,000 images.
All six subjects reviewed their own test data and marked activity boundaries manually as the ground truth. To evaluate the performance of the proposed method, the following measures were utilized:
where N c is the number of boundaries in the ground truth, N m is the number of missing boundaries, and N f is the number of false boundaries. F 1 is a performance measure widely utilized in pattern recognition and information retrieval fields. It is the harmonic mean of both recall and precision [15] .
B. Threshold determination
Two thresholds, including T m for the motion feature and T hist for the image feature, are important parameters distinguishing boundaries of activities. These parameters were determined by the following empirical means. Since we have large amounts of data recorded, we utilized ten days of data to manually classify between active and inactive activities. Then, the accuracies under different threshold values were calculated using the manual classification result as the gold standard. The top curve in Fig.3 shows the accuracy in terms of S-STD computed from the gyroscope data versus the threshold value. It can be observed that T m equal to 0.151 provides the best performance.
Similarly, in the image feature case, we determined threshold T hist by manually segmenting the same ten days of data into activity sequences. Two sets of similarities were calculated. Firstly, each single segment was equally divided into two sub-segments, and the similarity between these two sub-segments was calculated to form the first set. Next, similarities between adjacent segments were calculated and grouped into the second set. The threshold which best separates these two sets was determined to be T hist . The bottom curve in Fig.3 shows the accuracy under different threshold values. It can be observed that, when T hist equals to 0.173, the accuracy is the highest (66.73%).
C. Test on different motion sensor features
In our experiments, the features computed from different types of motion sensors were compared in order to demonstrate which sensor or sensor combination provides the most information. Table I shows the F 1 values defined in (1) computed using different motion sensors. In this table, GYR and ACC denote, respectively, the motion data acquired by the gyroscope and accelerometer. DER denotes a different feature proposed in [4] which is a combination of derivatives along three axes of acceleration, smoothed by a Gaussian filter using a window function. From Table I , the F 1 value of S-STD of the gyroscope data provides the best results. Besides the S-STD of the gyroscope, DER of the accelerometer also provides good results. It is thus concluded that both the gyroscope and accelerometer data are suitable choices to characterize motion in the recorded daily activity. 
D. Test on Different window Sizes and Overlaps
The effects of different data sampling window sizes and their overlaps were evaluated in our experiments. The windows sizes tested were 16, 32, and 64 seconds, and the overlaps tested were 0%, 50% and 75%. Our results are shown in Table II . It can be observed that the 50% overlap and the 32 second window size performed the best among all choices. It can also be observed that the cases of a small window with any overlap and any window without overlap both yield poor performance. It may be explained that the noise effect may be responsible for the performance reduction in these cases. As seen from Table II , for the 64-second window case, the result is slightly inferior to that of the 32-second window. This may be caused by the loss of some detail information due to the excessive large window size.
E. Evaluation between single sensor and proposed method
Finally, we conducted an experiment to compare our method with the methods using a single type of sensor data (gyroscope data or the image data). Fig.4 presents F 1 curves of the three methods with respect to twelve days of data (horizontal axis). It can be seen that our method provides the best result. Although our method examines both types of data, its computational cost is still low because the image processing procedure is performed only using a small portion of the image data in the neighborhood of candidate activity boundaries.
IV. CONCLUSION
A two-step method for multi-sensor data segmentation has been proposed. In this method, the S-STD feature of the gyroscope is first extracted to generate a set of candidate boundaries. Then, the segment-HSY feature is utilized to fine-tune the result in the neighborhood of candidate boundaries to enhance performance. Using the proposed method, the multi-sensor daily life data recorded by a wearable device can be automatically segmented into a relatively small set of activities, which greatly reduces the task of activity recognition which is currently conducted manually. Automatic daily event recognition algorithms are currently being studied by our and other research groups. Figure 4 . Performance comparison of using combined features and a single feaure
