Abstract. The problem we have faced in drug development is in its efficiency. Almost a half of registration trials are reported to fail mainly because pharmaceutical companies employ one-size-fitsall development strategies. Our own experience at the regulatory agency suggests that failure to utilize prior experience or knowledge from previous trials also accounts for trial failure. Prior knowledge refers to both drug-specific and nonspecific information such as placebo effect and the disease course. The information generated across drug development can be systematically compiled to guide future drug development. Quantitative disease-drug-trial models are mathematical representations of the time course of biomarker and clinical outcomes, placebo effects, a drug's pharmacologic effects, and trial execution characteristics for both the desired and undesired responses. Applying disease-drug-trial model paradigms to design a future trial has been proposed to overcome current problems in drug development. Parkinson's disease is a progressive neurodegenerative disorder characterized by bradykinesia, rigidity, tremor, and postural instability. A symptomatic effect of drug treatments as well as natural rate of disease progression determines the rate of disease deterioration. Currently, there is no approved drug which claims disease modification. Regulatory agency has been asked to comment on the trial design and statistical analysis methodology. In this work, we aim to show how disease-drug-trial model paradigm can help in drug development and how prior knowledge from previous studies can be incorporated into a current trial using Parkinson's disease model as an example. We took full Bayesian methodology which can allow one to translate prior information into probability distribution.
INTRODUCTION
A recent survey (1) reported that pharmaceutical research and drug development is not efficient, for example, almost 50% of registration trials fail mainly because pharmaceutical companies employ one-size-fits-all development strategies. A majority of the trials are reported to fail due to lack of differentiation from placebo (i.e., effectiveness). For example, only 14% of 39 depression trials were successful in terms of effectiveness (2) . Other causes of failure include unanticipated safety problems and commercial reasons. Our own experience at the Food and Drug Administration suggests that failure could be reduced by utilizing prior knowledge (3, 4) . Especially accrual of disease and trial knowledge from previous experiences can further allow more efficient planning during the early phase of drug development (5) .
Quantitative disease-drug-trial models (6,7) allow learning from prior experience and summarize the knowledge in a ready-to-apply format. Employing these models to plan future development is proposed as a powerful solution to improve pharmaceutical R&D productivity. The ultimate goals of the disease-drug-trial model paradigms are to apply the disease and trial models to future development and regulatory decisions, and share them with the public.
Parkinson's disease belongs to a group of conditions called movement disorders, and is principally the result of the loss of dopamine-producing brain cells in the midbrain. Parkinson's disease can be characterized by disease status over time using a longitudinal model. A symptomatic effect of drug treatments as well as a natural rate of disease progression (disease modification) determines the rate of disease deterioration. Figure 1 illustrates the time course of Parkinson's disease progression which consists of a symptomatic effect (short-term benefit) and a disease-modifying effect (long-term benefit). Treatments for symptomatic benefit may not affect the rate of disease progression whereas disease-modifying treatments can slow disease progression. Pharmaceutical companies are attempting to develop drugs that can slow the progression of Parkinson's disease. How-ever, there is no approved drug which claims disease modification to date. Regulatory agencies have been asked to comment on trial design and statistical analysis methodology. Bhattaram et al. (8) published a Parkinson's disease model to explore competing trial endpoints and analyses that could distinguish disease-modifying effects from symptomatic effects. The main objective of their research was to explore a variety of statistical tests which might be able to discern disease-modifying effects.
In our research work, we focus on how prior information, or knowledge from previous clinical trials, can be incorporated into a current clinical trial using a Parkinson's disease model. Bayesian methodology was applied to incorporate prior knowledge of the parameters of interest in the model. Specifically, the power prior distribution introduced by Ibrahim and Chen (9) was employed to translate prior knowledge into probability distribution.
In this paper, we start with a discussion of the conceptual framework of disease-drug-trial models. Next section presents a Bayesian exercise using a Parkinson's disease model to show how prior knowledge can be translated to a probability scale, followed by a simple trial simulation which can be used as an example for designing an early phase trial in Parkinson's disease. Finally, we provide a detailed discussion of the findings.
QUANTITATIVE DISEASE-DRUG-TRIAL MODELS
Disease-drug-trial models are defined as mathematical representations of the time course of biomarker and clinical outcomes, placebo effects, a drug's pharmacologic effects, and trial execution characteristics for both the desired and undesired responses (6) . Table I summarizes the general concept of quantitative disease-drug-trial models.
Disease models quantify the relevant biological (physiologic) system in the absence of drug. The three major components of the disease model can be the relationship between biomarkers and clinical endpoints, natural disease progression, and placebo effect. In recent years, there have been considerable efforts in modeling natural disease progression, where the goal is to describe the change in the clinical outcome over time. For example, Holford and Peace (10) Drug models generally refer to dose or exposure response models (or pharmacokinetic-pharmacodynamic models). In drug development, better early dose-ranging studies are crucial in reducing the attrition rate in late-phase clinical trials. Thus, early phase trials that focus on bridging exposure response across patients, healthy subjects, animals, and in vitro results become very important. These models will also need to take into account the differences in the trial designs (e.g., dose-range and nonlinearity).
In addition to disease and drug models, other factors which determine the outcome of a clinical trial could be patient characteristics, inclusion/exclusion criteria, early discontinuation, and compliance to the protocol or to the prescribed regimen. Also, dropout rates are an important component in trial models. Reliable simulation of future trials is not feasible without incorporating such knowledge.
Actually, the disease-drug-trial models we described here are never complete, meaning that they are ever-evolving as new information accrues. Depending on the decision at hand, we may need only some of the aspects of the disease or drug models. In our work, we start with characterizing the time profile of Parkinson's disease. Extending our work to include pharmacologic activity and/or preclinical information could be a subsequent step.
IMPLICATION OF DISEASE-TRIAL MODEL IN DEVELOPING DRUGS AGAINST PARKINSON'S DISEASE
We discussed the concept of quantitative disease-drugtrial models above; and in this section, we aim to show how to apply this concept to actual drug development. We adopted a Bayesian method for analyzing a Parkinson's disease model to show how to incorporate prior knowledge into current drug development using two clinical trials. The analyses were done by R2WinBUGS and SAS 9.2.
Data
Two randomized clinical trials were employed for the analyses: Earlier versus Later Levodopa Therapy in Parkinson Disease (ELLDOPA) study (13) is a multicenter, placebocontrolled, randomized dose-ranging, double-blind clinical trial where patients were randomized to placebo or carbidopa/ levodopa at doses of 12.5/50, 25/100, and 50/200 mg three times daily; TVP-1012 in Early Monotherapy for Parkinson's disease Outpatients (TEMPO) study (14) is a double-blinded, randomized, fixed-dose parallel group study in early Parkinson's disease patients where patients were assigned to placebo, rasagiline 1 or 2 mg/day. Study durations for ELLDOPA and TEMPO studies were 24 and 26 weeks, respectively.
There was similarity between the two studies in terms of baseline demographics; mean ages were 61 and 64 years for ELLDOPA and TEMPO studies, most patients (more than 90%) were Caucasian, and more male patients were enrolled than female patients in both studies.
In the Bayesian analyses, TEMPO study was used for the current trial and ELLDOPA study was used as a historical study as levodopa has been approved earlier than rasagiline. The two dose levels of rasagiline (1 and 2 mg/day) in the TEMPO study appeared to be overlapping in terms of the disease progression time profile; so for the analyses, they were combined into one dose level.
Model
As shown in Fig. 1 , characterization of disease progression can be challenging due to difficulty discerning disease-modifying effects from symptomatic effects. Most approaches published until now assume a linear relationship between time and disease status. To overcome this problem, Chan and Holford (11) modeled disease progression and symptomatic effects separately using data from multiple drugs. Guimaraes et al. For our analysis, change from the baseline in total UPDRS score (ΔUPDRS, hereafter) was modeled using a nonlinear random effects model as below;
where,
ΔUPDRS it is the change from the baseline in total UPDRS score at each visit (time), which was assumed to follow a normal distribution with mean μ it and variance residual error (σ 2 ). Trt = (0,1,..) refers to treatment group (where 0 means placebo). The parameters of slope i and symeff i represent individual (patient)-specific slope in natural disease progression and symptomatic effect, respectively. β 0 and β 1 are population-averaged effects for disease progression for patients given placebo and study drug, respectively. γ 0 and γ 1 are populationaveraged symptomatic effects for short-term benefit for the patients given placebo and study drug, respectively. The parameter ke0 measures the speed with which the initial symptomatic effect is achieved, which was assumed to be the same for both placebo and drug arms. Lastly, b 1i and b 2i are random effects which are assumed to follow a multivariate normal distribution with mean (0,0) and covariance Σ. For simplicity, b 1i and b 2i were assumed to be independent, that is,
In this model, the ability of the drug to slow disease progression can be shown by testing whether β 1 =0 or not, and γ 1 =0 implies no detectable short-term benefit provided by a study drug.
Prior Elicitation
The Bayesian paradigm has been widely used in recent years since new computational procedures have made Bayesian methods a viable approach (16) (17) (18) (19) (20) (21) . The Bayesian approach treats the parameter of interest as a probability rather than a fixed unknown value. Inference is based on the posterior distribution of the parameter, which is proportional to the product of the likelihood of observed data and the prior distribution. The prior distribution is the expected distribution before observing data. Knowledge of the parameter of interest is updated using observed data. The new probability distribution, the posterior distribution, is computed using Bayes' rule. Suppose that Y = (y 1 ,y 2 …y n ) is the observed data drawn from a normal distribution with mean μ and variance σ 2 . Assume that the variance, σ 2 is known so that the parameter of interest is the mean, μ, and we have prior knowledge on μ that it follows normal distribution with mean μ 0 and variance τ 2 . In this simple setting, it is not hard to show the posterior distribution of μ given data Y becomes a normal distribution. Let L(μ,σ 2 ; y 1 , y 2 …y n ) and f(μ) represent the likelihood function from observed data and prior distribution of μ, respectively. Then, the posterior distribution of μ can be computed as the product of likelihood function and the prior distribution as follows,
As shown in the simple example, one advantage of the Bayesian approach is the ability to combine prior information with the observed data from a current trial through the use of informative priors. However, one cannot fully avoid subjectivity in determining the location or precision parameters, μ 0 and τ 2 in the example. Thus, the Bayesian method has been criticized due to the subjectivity in the selection of the prior distribution, and therefore prior elicitation becomes an important task in Bayesian analysis.
The impact of prior distribution on posterior inference can be easily illustrated using the example above (2); if there is little prior knowledge on the parameter of interest (μ), then we may put relatively flat prior distribution, i.e., τ 2 >>σ 2 . In this case, the mean and variance in the posterior distribution (2) become Ã ! y , δ * →σ 2 /n, implying that the posterior distribution of μ will be dominated by the observed data. On the other hand, it would not be hard to show that the posterior distribution of μ will be governed by prior distribution when there is little data or strong belief on the parameter is expressed by informative prior distribution. In this case, the caution should be given in constructing prior distribution and one may perform a sensitivity analysis by assigning different prior distributions to the parameter of interest and examining the stability of posterior distribution accordingly.
Translating prior information into probability distribution is not an easy task so prior elicitation becomes one of the most important tasks in Bayesian inference (22) (23) (24) (25) (26) . One can assign a non-informative prior when there is no prior information on the parameters, which will provide equivalent parameter estimates to maximum likelihood estimates in a frequentist setting. Alternatively, one can use field expert opinions for certain parameters of interest. Chaloner (22) , Chaloner and Rhame (23) , and O'Hagan (25) described how to use expert opinion to elicit prior distributions.
Historical data from previous similar studies can be useful in eliciting prior distributions for a current study. While historical priors provide a useful tool in Bayesian analysis, investigators may want to control the impact of historical data on the analysis using data from current trial depending on the similarity between historical and current studies. Ibrahim and Chen (9) introduced the power prior and described robust statistical properties in various kinds of regression models (27, 28) . In general, the power prior has a form as follows,
(n 0 , Y 0 ) denote historical data from previous studies L(θ|D 0 ) is the likelihood of observed data from historical data f 0 (θ) is a prior distribution on θ before D 0 is observed, initial prior
Lastly, α 0 is a scalar prior parameter that weights the historical data relative to the likelihood of the current study, where 0≤α 0 ≤1.
Basically, a power prior on parameter θ is just the historical posterior distribution which is raised to the power α 0. When a flat prior is assigned to an initial prior, i.e., f 0 (θ) α 1, the posterior distribution of θ for the current data becomes
where, D=(n, Y) is the data from the current study. In our example, L(θ|D) and L(θ|D 0 ) denote the likelihood from TEMPO and ELLDOPA studies. Hence, the parameter α 0 controls the influence of the historical data on the current data and it can be interpreted as a relative precision parameter for the historical data. By assigning a point mass prior of 1 to α 0 , the power prior distribution becomes the posterior distribution of historical data, implying full borrowing from historical data into the current trial. On the other hand, putting a point mass prior of 0 to α 0 means no borrowing of information, which is identical to using a non-informative prior. For generalized mixed effect models, Ibrahim and Chen (28) recommended constructing the power prior on historical likelihood given random effects, rather than on the marginal likelihood which can be formed by integrating over random effects. In general, power prior specification can be completed by assigning another prior distribution such as a beta distribution, Be (a,b), to weight parameter α 0 as we do not have full confidence in how much similarity between studies exists. Neelon and O'Malley (29) recommended use of a range of fixed values to α 0 based on expert opinion depending on relevance of historical data to the analyses using current data. Hence, we assigned a range of point mass priors to the parameter, α 0 , and examined the impact of point mass priors on posterior estimates for each parameter as a sensitivity analysis.
First, we begin with separate analyses of ELLDOPA and TEMPO studies by assigning non-informative priors to the parameters in the model. The same nonlinear mixed effect model (1) was applied to both studies. The dispersed two chains with 10,000 iterations were run with Monte Carlo Markov Chain (MCMC) after a 5,000 burn-in period and every tenth sample was retained (thinning=10) to improve convergence and also reduce autocorrelation between samples. Trace plots and Gelman and Rubin's diagnostics (16) were used as convergence checks. For a model diagnostics, posterior predictive distribution (30) is a commonly used tool in the Bayesian paradigm. If the model fits the data reasonably well, we should expect the observed mean to be on the mode of posterior distribution. As a more formal approach, posterior predictive p value (17,31) was calculated, which is defined as the probability that the replicated data could be more extreme than the observed data as measured by the test quantity, T(·), that is,
The test quantity, T(·) is commonly chosen to measure a feature of the data not directly addressed by the model. For our analysis, we chose residual sum of squares (17, 30) . To complete our analyses, we attempted to construct power prior distributions for the parameters {β 0 , β 1, γ 0 , γ 1 , ke0} in the model using ELLDOPA study, and noninformative priors were assigned to σ 2 and between-subject variability in two random effects (w Table II summarizes the posterior means with standard deviations using non-informative priors for all parameters in the model from independent analysis for two studies. A normal distribution with mean 0 and variance 100 was used as a prior for parameters q={β 0 , β 1 , γ 0 , γ 1 , ke0}, and an inverse gamma distribution, IG(1, 0.1) was assigned to variance in the two random effects (w . There are lots of similarities shown in the parameter estimates; both placebo (β 0 ) and drug effects (β 1 ) on slope show the same direction; the speed to reach maximum symptomatic effect seems to be similar between the two studies also. However, the symptomatic effect of the drug appears to be more apparent in TEMPO study than in ELLDOPA study (1.61 vs. 0.36). Also notice that there appears to be large between-subject variability in symptomatic effect.
RESULTS
MCMC estimated all parameters without any convergence problems. The Gelman-Rubin diagnostic was estimated as 1 for all parameters and trace plots shows good mixing (Fig. 2) . Figure 3 shows the posterior predictive distribution of ΔUPDRS (change in UPDRS from baseline) score at week 26 for TEMPO study to see how well the model describes the data. Histograms represent posterior predictive distributions of placebo and treatment groups and dotted lines are observed mean of ΔUPDRS score at week 26. The posterior predictive p-value was also calculated as described in the previous section. Ideally, it should be close to 0.5. If this probability is close to 0 or 1 such as less than 0.01 or more than 0.99, a model may be suspect. For our calculation, posterior predictive p-value was computed as 0.74 which shows no reason to question the adequacy of the model. Combining the graphical and p-value approaches, we find no compelling evidence for lack of fit to observed data. Table III summarizes the posterior means with posterior standard deviation for the parameters in the model for TEMPO study using power priors by different point mass prior to weight parameter, α 0 . It should be noted that a value close to 0 means less borrowing information from ELLDOPA study (α 0 =0 is identical to the result using non-informative priors, which is presented in Table I ) and weight of 1.0 indicates full borrowing of information from historical study (ELLDOPA study). To assess the impact of different point mass priors for weight parameters , we varied α 0 over the set {0.1, 0.5, 1.0}. It is evident that uncertainty around parameter estimates was reduced as more prior information was incorporated, which is also shown in the posterior distribution (Figs. 4 and 5) . The posterior mean of β 1 , was estimated to be a negative value regardless of different point mass priors of α 0 , which magnitude gets larger with more weight to the historical data (ELLDOPA study). In terms of symptomatic effect the posterior mean of γ 1 implies that drug offers short-term benefit. However, it seems to diminish as more information is borrowed from the ELLDOPA study.
Figures 4 and 5 present how the posterior distribution of each parameter for TEMPO study can be affected by different weights in power prior. Black solid lines are the posterior distributions of each parameter in the model using power priors with α 0 =0.1, 0.5, and 1.0, and dotted and broken lines are the posterior distributions of the same parameters in ELLDOPA and TEMPO studies with non-informative prior. As expected, the posterior distribution of each parameter with power priors falls between those of ELLDOPA and TEMPO studies using non-informative priors. However, it can be also noticed that the posterior distributions of parameters for TEMPO study using power priors with bigger weight gravitates toward the posterior distribution of parameters for historical data. The distribution after incorporating prior knowledge from the historical study is narrower, implying that posterior estimates can be estimated with better precision, which is also shown in Table III . Non-informative priors were applied to all parameters in the model Also, we predicted ΔUPDRS score at week 26 for TEMPO study (data not shown) based on the posterior estimates of the parameters. Posterior means for the placebo group in the TEMPO study were predicted to be slightly increased from 3.62 with non-informative priors to 3.64, 3.73, and 3.78 with weight parameter (α 0 ) of 0.1, 0.5, and 1.0 in the power priors, respectively. However, the change in ΔUPDRS score in rasagiline group by different weight parameter appears to be minimal (0.3, 0.0, −0.02, and −0.01 with α 0 =0, 0.1, 0.5, and 1.0.)
Trial Simulation
In this section, we describe how the model can be used to simulate future trials. We intend to illustrate how the concept of the trial model can be applied in practice and therefore, we did not consider the distribution of covariates for this simulation to be consistent with the model we used for our analyses. One hundred replicates of disease progression time profiles were simulated. The posterior means with variability around mean for placebo effect in the model were taken from the results using power priors with α 0 =0.5. The parameters ke0 and the two random effects were also derived from the posterior estimates using power priors. We assumed that a drug provides only symptomatic effect by varying the γ1 parameter in the model. Four dose levels of 10, 20, 30, and 40 mg with placebo were considered for the simulation. Different study durations-12, 16, Kenward (33), dropout is defined as missing at random (MAR) if dropout at time t depends only on observed data up to time t-1, and it is missing completely at random (MCAR) if dropout does not depend on any observed data. Also, it is missing not at random (MNAR) if dropout at time t depends on unobserved The power prior distributions (constructed using data from ELLDOPA study as described in the text) were applied to the set of parameter {β 0 , β 1 , γ 0 , γ 1 , and ke0}, by different point mass priors for the weight parameter, α 0 . Non-informative priors, IG(1, 0.1) were assigned to variance in the two random effects (w data at time t. For our simulation, dropout is considered to follow a MAR mechanism and missing values were generated using the dropout model (34) as follows;
where, R it =1 means a patient i remains in the study at visit t and 0 otherwise. Y it-1 is the change from baseline in total UPDRS score at visit t-1 . Also, P(R it =1) indicates the probability of remaining in the study at visit t . This model implies that the probability of dropout at visit t depends only on the previous ΔUPDRS score. More specifically, those who had higher ΔUPDRS score at the previous visit are less likely to remain in the study at the current visit. Without the term of δ 1 ·Y it-1 , the model assumes MCAR whereas it is MNAR with the addition of a term such as δ 2 ·Y it . Dropout rate was considered approximately 20% at the end of study for a 20 or 24 weeks study. This rate was observed in both studies. The rate was assumed to decrease as the study duration shortened; 13% for a 16-week study and 10% for a 12-week study.
To meet this assumed dropout rate, the parameters of δ 0 and δ 1 were manipulated depending on the study duration.
First, the relationship between power and sample size by different study durations was assessed. The maximum treatment effect (ΔUPDRS score) at the end of study was assumed to be 2.2 (γ1 = 0.3). Figure 6 displays the result. Based on our simulation results, shorter studies required a larger sample size to achieve 80% power; a total of 500 patients (100 patients for each arm) are needed for a 20-week long study, whereas a total of 400 patients are necessary for a 24-week study. However, the simulation also showed that more than 600 patients are needed for a 12-week study to achieve 80% power. Across all sample sizes considered, power appears to be only slightly increasing with full data (no dropout) as the dropout rate considered for the simulation is not substantial.
The relationship between power and treatment effect was assessed by different sample sizes assuming a study duration of 24 weeks (Fig. 7) . The treatment effect was defined as difference in ΔUPDRS score between placebo and 40 mg at week 24, which was determined by parameter γ1 in the model. When the drug provides little symptomatic effect, even a sample size of 800 patients would not detect the treatment effect whereas only 40 patients per arm will be needed to detect the drug effect of a 2.0 point difference. False-positive rate was approximately 3% with no dropouts and 2% with 15% of dropout rate.
DISCUSSION
One of the principal challenges in drug development is testing for proof-of-concept and selecting an appropriate trial design for late phase clinical trials. Screening molecules against Parkinson's disease in the clinic is even more challenging due to the lack of useful biomarkers. An innovative solution would be to perform "smarter" trials. Using prior knowledge with respect to the disease and trials across multiple programs, which are independent of drug properties, can enhance the efficiency of early patient trials. Efficiency constitutes of optimizing the trial duration and size while preserving the informativeness.
We discussed a conceptual framework for quantifying disease, drug, and trial information that can guide future Fig. 6 . The simulated power vs. different sample size by different study duration. The left graph is from full data (no dropout) and the right graph is when a certain portion of patients are assumed to be dropped out by the end of study (20% for 20 and 24 weeks, 13% for 16 weeks, and 10% for 12 weeks) Fig. 7 . The simulated power vs. different additional symptomatic effect by drug by different sample size assuming the study duration is 24 weeks. The left graph is from full data (no dropout) and the right graph is from assumption of 20% dropout development plans. This concept can be applied in practice using a Parkinson's disease model as the example.
Most pharmacometric analyses utilize maximum likelihood methods. Models and parameter estimates from each analysis are reported independently. Such an approach is not readily amenable for another researcher to build directly on the previous work. That is, the prior parameter estimates can at best be used as initial estimates in the model development using a new data set. Some newer approaches allow specifying prior distributions more formally (35) . Conceptually, researchers approach drug development in a Bayesian fashion, albeit informally. For this reason, the Bayesian methodology was applied in the analyses. Bayesian methodology provides a number of advantages in drug development; when one wants to incorporate prior knowledge, it can be done in a flexible manner by applying different priors to the parameters; informative priors can improve the precision of estimates and increase the ability to detect treatment effects if any. Computational advances allow implementing Bayesian modeling.
The nonlinear mixed effect model was able to characterize Parkinson's disease progression reasonably. MCMC methods were able to estimate all parameters without convergence problems. The parameters in the model were estimated with better precision when informative priors were used. This advantage will be more prominent when sample size is relatively small or event rate is low-which is a property of early patient trials. When there is little observed information from a current trial as is often the case for rare diseases, accurately elicited prior distribution should be critical.
There are certain technical aspects of the modeling that need attention. The weight parameter in the power prior distribution we applied for our analyses is a subjective choice. To apply our method in future drug development, the use of specific weight should be justified based on clinical relevance. This is not much different from real-world decision making. The Bayesian analysis allows such assumptions to be transparent.
CONCLUSION
The goal of our work was to show how to utilize prior information in future drug development. Full Bayesian analyses were employed. Bayesian method allowed us to incorporate prior information from previous study into current trial by informative priors. Our model described the observed data reasonably well as assessed by the posterior predictive distribution and posterior predictive p-value.
The present work is focused on symptomatic effects and can be easily extended to disease-modifying effects. To the best of our knowledge, this is first attempt to build a Bayesian disease model, and we hope that future researchers will develop the model further to enhance its utility.
