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Abstract—State-of-the-art machine learning algorithms
demonstrate close to absolute performance in selected chal-
lenges. We provide arguments that the reason can be in low
variability of the samples and high effectiveness in learning
typical patterns. Due to this fact, standard performance metrics
do not reveal model capacity and new metrics are required for
the better understanding of state-of-the-art.
I. INTRODUCTION
There are more and more papers that report state-of-the-art
results in various machine learning challenges. For example,
accuracy of handwritten digits classification based on the
MNIST dataset (LeCun and Cortes 2010) reaches 99.69%
in Liang and Hu (2015), 99.77% in Cires¸an, Meier, and
Schmidhuber (2012) and 99.79% in Wan et al. (2013). How-
ever, there are only few articles which investigate datasets
and consider factors which simplify or complicate model
learning. For example, Li (2006) considers principal subsets
which are the best approximations of the dataset. Practical
implementation of this idea is based on SVM classification
algorithm and this fact reduces a variety of problems where
the approach can be applied. On the other hand, Zubek and
Plewczynski (2016) investigate data complexity based on the
underlying probability distribution and Hellinger distance.
This approach seems reasonable when items in the dataset
are represented by feature vectors, while for datasets with
images the implementation is not straightforward.
An alternative approach considers the complexity of the
classifier decision boundary and characterizes it by a num-
ber of geometrical descriptors (T. K. Ho and M. Basu
2002; T. Ho, Mitra Basu, and Hiu Chung Law 2006).
However, geometrical considerations become complicated
in high-dimension spaces. Rolnick et al. (2017) investigate
the influence of mislabeling on classification performance
and demonstrate that results remain robust. In the paper
Szegedy, Zaremba, et al. (2013) one analyzes the robustness
to adversarial examples.
We suggest another point of view. Reaching high perfor-
mance can be possible due to the high similarity between
train and test parts of the dataset. This idea is supported
by the fact that only 10% of the MNIST train samples
ensure over 97% of accuracy for typical neural network
architectures. The high similarity could be understood as
limited number of handwriting styles or patterns existing in
the dataset. Having learned them, the model can predict any
digit from the dataset.
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Of course, we do not know the real number of handwriting
styles in the dataset as it is remain unknown which person
wrote which digit. However, there are datasets where we can
restore this analogy. As such we consider a medical dataset
of electrocardiogram (ECG) signals, namely MIT-BIH Atrial
Fibrillation dataset (Goldberger et al. 2000). It consists of 10-
hours ECG samples from 23 patients. Heart rhythm are not
homogeneous along signals and contain segments labeled as
normal rhythm and atrial fibrillation.
By cropping a large number of short segments from each
signal we obtain a large dataset of labeled signals, which are
randomly split into train and test parts. Although all segments
in train and test parts are unique, there is a very limited
number of patterns, each of which corresponds to a unique
patient (although one patient might have several patterns).
We will show that the model, which can classify segments
with close to 1 accuracy, in fact also accumulates information
about each patient.
II. COMPLEXITY OF DATASETS
The similarity between samples, which we want to inves-
tigate, is closely related to the notion of sample complexity
defined in the statistical learning theory (Hastie, Tibshirani,
and Friedman 2001) and to the Kolmogorov complexity
(Kolmogorov 1998).
Indeed, sample complexity is defined (informally) as the
minimal number of samples which is required for learning
the model with any given error rate. If we could find a
model with low sample complexity for a given dataset, we
could assume an existence of high internal similarity between
samples.
Similarity can also be interpreted as an amount of informa-
tion contained in a given sample (or set) relative to another
sample (or set). This can be written as KS(x|y), where KS
is for the Kolmogorov complexity.
Although both points of view are theoretically well-
defined, their practical implementation is marginal, to say the
least. Moreover, KS is uncomputable. To overcome this fact,
we will estimate the similarity between two sets of samples
as similarity in models evaluation considering one set as a
train set, and another one as a test set. If we can find a model
which requires a low number of train samples to reach high
performance on the test, this would indicate both low sample
complexity and low relative complexity of both sets.
III. COMPLEXITY OF THE MNIST DATASET
The MNIST dataset is often exploited for demonstration
of results in machine learning. For example, it was men-
tioned in important deep learning papers He et al. (2015)
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and Goodfellow et al. (2014). However, it is still an open
question to what extent results based on this dataset can be
representative.
Let’s recall some facts on the MNIST dataset. It is
composed of 70K grayscale images of digits, each image
has a size of 28 × 28 pixels. The dataset is split into train
and test in proportion 6 to 1.
We will train two classic neural network architectures,
ResNet18 (He et al. 2015) and Inception v1 (Szegedy, Liu, et
al. 2014) with default parameters. These models demonstrate
high accuracy in various image classification problems, see
e.g. Ghanem et al. (2017). For comparison we also consider
a simple fully connected (FC) model with 28*28 inputs,
64 neurons in the hidden layer (with relu activation) and
10 outputs (with softmax activation). All the models are
implemented and run with the Dataset framework (Kh and
al 2017).
Figure 1 shows how the accuracy on the test dataset grows
with an increase of the utilized train dataset share.
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Fig. 1. Model accuracy against percentage of the train dataset utilized. Blue
is for the Inception v1 model, orange is for the ResNet18 model, green is
for the FC model. Note that x-axis has logarithmic scale.
We observe that the curve saturates at about 10% of the
train dataset. More precisely, the ResNet18 model requires
7% of the train dataset (4.2K samples) to reach 97% accuracy
on the test dataset. We validated this on 100 random subsets
and accuracy was below 97% only 1 time out of 100 (see
figure 2). We obtain even better results for the Inception v1
model. It shows above 97% accuracy for each of the 100
random subsets.
We noted that for the ResNet18 model we can reduce
the percentage of the train size utilized up to 5% and keep
the mean accuracy over 97% for different model initializa-
tions. However, samples should be selected more carefully.
Figure 3 shows that the model accuracy distribution differs
if samples are selected at random and if they are chosen
with some criteria. In the first case, 41 of 100 realizations
show an accuracy of above 97%, in the second case, we
obtained already 72 realizations with an accuracy of above
97%. An interesting question is how to select even less
samples without the loss in model accuracy.
Note that the FC model, which in general underperforms
ResNet18 and Inception v1, also approaches its maximal ac-
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Fig. 2. Model accuracy over 100 random subsets. Each subset is 7% of the
train dataset. Blue is for the Inception v1 model, orange is for the ResNet18
model.
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Fig. 3. ResNet18 model accuracy over 100 initialization for 2 different
subsets. Subsets are 5% of the train dataset. Orange is for random subset,
blue is for subset selected with some criteria.
curacy after visiting about 10% of the train dataset (figure 1).
Thus we observe that a small fraction of the dataset can
efficiently approximate general distribution, which follow all
images in the MNIST. In our opinion, this fact demonstrates
a low variability in the dataset. As a consequence we assume
that enlarging of the train dataset with new samples (which
follow the general distribution) will not provide significant
accuracy increase for the FC model. We can say that the low
accuracy of the FC model is mostly due to its architecture
rather than due to the insufficient number of training samples.
Low variability of the MNIST dataset bring us to the
idea that there is a limited number of patterns (handwritings
styles) within the digits. The point is that these notions
are difficult to formalize and we are unable to validate
this idea as there is no information about a person who
write each digit. However, we can draw an analogy with
the other dataset, where this idea can be easily validated.
For this purpose we consider a large dataset of heart signals
obtained from small number of patients. Here signal patterns
have natural association with patients. For example, Fratini
et al. (2015) use this fact for individual identification via
electrocardiogram analysis. In our paper, learning to classify
signals into, say, normal and abnormal rhythms, we will
check, whether the model accumulates information about
patients. We discuss this in the next section.
IV. COMPLEXITY OF THE ATRIAL FIBRILLATION
DATASET
We consider the MIT-BIH Atrial Fibrillation database,
which is commonly used for the evaluation heart disease
detection models. For example, Dash et al. (2009) reported
about sensitivity and specificity 94.4% and 95.1% for atrial
fibrillation detection, while Johura et al. (2017) achieved
sensitivity of 98%, specificity of 98% and accuracy of 95%.
The database consists of about 10-hours ECG signals
from 23 patients. Each ECG is represented by two signals
which correspond to two physical leads. Only the first lead
will be exploited. The ECG signal is divided into segments
that represent normal and abnormal heart rhythm. More
precisely, we will refer segments, annotated as ”AFIB” to
one class (class A), while all other labels, which represent
mostly normal rhythm, will compose another class (class N).
Figures 4 and 5 show examples of both classes.
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Fig. 4. Example of normal rhythm.
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Fig. 5. Example of atrial fibrillation.
Then we split each ECG into short segments of 16 sec
long. Note that each segment corresponds to a vector of shape
4000 for a signal sampled at 250 Hz. Segments are labeled
by one of two classes following the annotation. Table I shows
the number of segments obtained from some patients. Note
that the distribution varies substantially. Totally we obtain
about 52K segments from which 21K have label A. All the
TABLE I
DISTRIBUTION OF LABELS FOR SOME PATIENTS
Patient id Number of A segments Number of N segments
04015 13 2282
04746 1219 1077
04936 1642 623
07162 2301 0
08219 476 1784
segments are randomly split into train and test datasets in
proportion 70 to 30.
Note that heartbeats from the same patient can appear in
the train and test datasets. This heartbeat division scheme
is called intra-patient (Lannoy et al. 2012). An alternative
approach (inter-patient) uses different patients in train and
test datasets. A detailed comparison of both schemes can
be found in S. Luz et al. (2016). While the second scheme
(inter-patient) could be intuitively assumed as more realistic
and fair, in our opinion, it only shifts the problem of
similarity of heartbeats within one patient to the similarity of
patients within the database and does not provide convincing
arguments that the problem is thus diminished. An approach
developed in this paper can be applied for systematic inves-
tigation of the inter-patient scheme.
For classification we will train a neural network model
implemented in the CardIO framework (Khudorozhkov et al.
2017). Generally, there are many papers which analyze ECGs
with neural networks (see, e.g. recent paper Rajpurkar et al.
(2017)). An interesting feature of the considered model is
that it investigates the frequency domain of ECG signals.
The model (called FFT model) consists of several blocks (see
figure 6). In the beginning it applies a set of 1D convolutions
to the input signal. After 4 convolutions and max-pooling
layers the fast Fourier transform is applied. All Fourier
spectrum are then stacked into one 2D image, which is fed
into a sequence of inception blocks and max-pooling layers.
In the end we apply global max-pooling and two dense layers
with 8 and 2 neurons and obtain output vector of shape 2.
Fig. 6. Architecture of the FFT model from the CardIO framework.
As well as in the previous section, we will increase a
proportion of the train dataset utilized, train the model and
consider the performance on the test dataset. The model is
trained over 150 epochs with macro F1 score as metric,
which is averaged F1 score for each class. Figure 7 shows
that F1 score saturates at only 25% of the train dataset. This
fact supports the idea of high similarity between segments.
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Fig. 7. F1 score against percentage of the train dataset utilized. Note that
x-axis has a logarithmic scale.
Note that the highest score is 0.988. It outperforms many
previously reported results on atrial fibrillation detection, e.g.
recent Johura et al. (2017).
To demonstrate that the model accumulates information
about patients we consider the global max-pooling layer.
This layer has output size 40. For each segment we calculate
output from this layer and thus obtain feature vectors. The
target is an id of the patient, from which ECG the segment
was sampled. Feature vectors and targets obtained from the
train dataset are used to train the Random forest classification
algorithms (T. K. Ho 1995). Table II shows the classification
report on the test dataset. We observe the overall accuracy
is 95%.
TABLE II
CLASSIFICATION REPORT
Patient id Precision Recall F1-score
04015 0.93 0.96 0.94
04043 0.98 0.97 0.98
04048 0.97 0.97 0.97
04126 0.92 0.96 0.94
04746 0.92 0.90 0.91
04908 0.97 0.99 0.98
04936 0.97 0.97 0.97
05091 0.94 0.97 0.95
05121 0.89 0.93 0.91
05261 0.95 0.90 0.92
06426 0.93 0.85 0.89
06453 0.98 0.96 0.97
06995 0.97 0.97 0.97
07162 1.00 0.99 1.00
07859 0.99 0.99 0.99
07879 0.89 0.91 0.90
07910 0.96 0.99 0.97
08215 0.98 0.97 0.97
08219 0.94 0.93 0.94
08378 0.94 0.94 0.94
08405 0.89 0.88 0.89
08434 0.97 0.96 0.96
08455 0.89 0.89 0.89
avg / total 0.95 0.95 0.95
The fact that we can successfully identify patients based on
their heart signal feature vectors has several consequences.
First, within each signal there exists a limited number of
patterns. Second, patterns do not vary a lot within signals.
Third, patterns are patient unique.
These observations support the idea that high accuracy
in classification of heart diseases from MIT-BIH Atrial
Fibrillation database is possible due to low variability of
signal patterns within each signal.
V. CONCLUSION
This article investigates the question why it is possible
to reach high performance results with machine learning
algorithms on some datasets. We suggest an idea that it
is possible due to low variability of patterns that exist in
datasets and ability on modern neural network architectures
to efficiently learn these patterns.
We considered the MNIST dataset and showed that only
10% of the train dataset can ensure over 97% of accuracy on
the test dataset. It supports the idea of the low variability in
the dataset. Generalizing, one could assume that there exists
a limited number of handwriting styles, which do not allow
digits to vary a lot. It is difficult to verify this hypothesis on
the MNIST dataset, however, we can draw an analogy with
the dataset of heart signals, where patterns can be associated
with the patient, from which the ECG signal is sampled.
We investigated the MIT-BIH Atrial Fibrillation dataset
and demonstrated that the FFT model from CardIO frame-
work reaches almost 99% of performance in classification
of atrial fibrillation from heart signals. At the same time,
25% of the train dataset ensures over 97% in model evalu-
ation. This supports the idea of low variability in the data.
Moreover, signal patterns can be associated with patients.
It was demonstrated by the fact that hidden representation
of signals can be considered as feature vectors for accurate
patient identification.
This brings us to the conclusion that standard metrics do
not allow to evaluate modern machine learning algorithms ef-
ficiently and recognize state-of-the-art solutions. We suggest
to introduce new metrics that better reveal model capacity.
This investigation is out of the scope of this article, however,
we can suggest some directions:
• investigation of model variance with respect to random
initialization, percentage of train dataset utilized, repre-
sentativity of the train dataset;
• selecting samples where the model fails and understand-
ing the reasons;
• recovering additional knowledge about the subject area,
which the model provides.
In our opinion, the progress in elaboration of machine
learning algorithms should be followed by the elaboration of
new evaluation methods, which are able to reveal its hidden
potential. Unfortunately, most ideas remain only in theory
and do not have practical application. We believe that the
need of new quantitative metrics will become more and more
clear, since more and more algorithms demonstrate almost
similar results according to standard evaluation schemes.
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