This paper studies multi-level uncapacitated p-location problems, a general class of facility location problems.
Introduction
Hierarchical facility location problems (HFLPs) constitute an important class of facility location problems (FLPs) that consider different hierarchies of facilities and their interactions. Applications of HFLPs arise naturally in supply chain management (Melo et al. 2009 ) and logistics (Sheu and Lin 2012) , where the interactions The main contribution of this article is twofold. First, we state the MUpLP as the maximization of a set function satisfying the submodular property, subject to a set of linear constraints. This representation is used to obtain worst-case performance results of a greedy heuristic for the MUpLP. Sharper bounds are obtained for the case of the MpMP, in which the objective function is also nondecreasing. In particular, we obtain a (1 − 1/e)-approximation algorithm under some mild conditions on the profits c. This bound is known to be the optimal approximation bound for the single-level case. Second, we introduce a mixed integer linear programming (MILP) formulation for the MUpLP also based on submodularity. A series of computational experiments are performed with a general purpose solver to compare the proposed formulation with respect to other MILP formulations previously introduced for special cases. Computational results on benchmark instances show the benefits and limitations of our formulation when embedded into a standard cutting plane algorithm for the general MUpLP and some special cases.
It is important to clarify that throughout this article we work with the maximization version of these problems. Similar to the case of the MUFLP, the maximization and minimization versions of the MUpLP are equivalent from an optimization point of view but not from the approximation algorithms perspective (see, Zhang and Ye 2002, Shmoys et al. 1997 ). Thus, our results for the MUpLP can be adapted to the corresponding minimization version, except for those pertaining to the worst-case bounds of the greedy heuristics.
The remainder of the paper is organized as follows. Section 2 reviews the most relevant literature on the MUpLP and on submodularity. Section 3 provides a representation of the MUpLP as a combinatorial optimization problem and describes some fundamental properties of this representation. The worst-case bounds of the greedy heuristics are introduced in Section 4. In Section 5, we introduce a MILP formulation for the MUpLP based on submodularity, and in Section 6 we present 
Literature Review
We use the classification scheme of HFLPs given by Şahin and Süral (2007) in order to categorize the MUpLP. The classification is based on four criteria: flow pattern, service availability (or varieties), spacial configuration and objective. Other schemes may consider extra conditions such as capacity constraints or horizontal relationships between facilities of the same level. A flow pattern refers to the way in which a facility at a given level receives or offers services or products to another facility at a different level and is either single-flow (SF) or multi-flow (MF). In a network with SF pattern, the flow from or to the customers must pass through all higher levels until it reaches the point of origin or destination, while in a MF pattern, facilities of some level may receive or send flow directly from or to any higher level. Service availability specifies whether a higher-level facility provides all services provided by its lower-level facilities plus another one (nested), or whether facilities at each level provide different services (non-nested). In the spacial configuration category a network can be coherent or non-coherent. In a coherent network, facilities of lower-level must receive or send service from or to one and the same higher-level facility. Non-coherent systems allow more than one higher-level facility serving a given lower-level facility. Median, covering and fixed charge objectives are considered. Thus, for the MUpLP we identify an SF pattern and in principle a non-coherent structure. However, throughout the paper we make a common assumption on the values of c which implies a coherent structure on the optimal solution. This is discussed in more detail in Section 3. The service availability criterion is application-dependent. Since we refer to different types of facilities instead of services that have an SF pattern, we can assume a non-nested configuration in this case. Moreover, what differentiates multi-level problems within HFLPs is that the initial set of potential facilities is partitioned in the input, and facilities of type r can only be opened in those potential sites of the set V r . In a general setting of a HFLP, different hierarchical services are sometimes assigned to facilities that are not necessarily partitioned beforehand.
One of the most studied problems in this context is the MUFLP. Barros and Labbé (1994a) present MILP formulations and a branch-and-bound algorithm based on Lagragian relaxations for a more general two-level facility location including costs for opening edges. Also, Gendron et al. (2013) and Chardaire et al. (1999) study the two-level facility location problem with single assignment constraints (coherent structure) including setup costs for the edges. Aardal et al. (1996) show that all non-trivial facet defining inequalities for the UFLP also define facets for the two-level uncapacitated facility location problem. Aardal et al. (1999), Bumb and Kern (2001) and Zhang (2006) However, recall that from the perspective of approximation algorithms, the two versions of the MUFLP are not equivalent (Shmoys et al. 1997 , Hochbaum 1982 .
To the best of our knowledge, the definitions of MpMP and of the MUpLP just presented are new. However, some closely related problems, including those defined in the more general framework of HFLPs, have been studied. For instance, Teixeira and Antunes (2008), Weaver and Church (1991) and Hodgson (1984) mainly 6 Article submitted to INFORMS Journal on Computing; manuscript no. (Please, provide the mansucript number!) discuss nested hierarchical p-median models. ReVelle (1993, 1994) and Alminyana et al. (1998) discuss a nested and coherent hierarchical structure combining two p-median problems referred to as the pq-median problem. Edwards (2001) studies a multi-level p-median problem in which the cardinality constraint is only required at the highest level of the facilities (V k ) and presents approximation results for the minimization version of the problem. Cornuéjols et al. (1977) presented important results for single level FLPs, namely worst-case bounds for greedy and local improvement heuristics for the maximization version of the UpLP, including the UFLP and the p-MP as special cases. These results were later generalized in the sequel of papers by Nemhauser et al. (1978) and Fisher et al. (1978) for the maximization of a nondecreasing submodular set function subject to a cardinality constraint, and further to an independence system constraint. A result by Feige (1998) implies that the worst-case approximation bound of 1 − 1/e given by the greedy heuristic for the combinatorial representations of the UFLP and p-MP is the best possible approximation guarantee, unless P = N P . Moreover, it is the best possible guarantee for the maximization of a submodular function subject to a cardinality constraint.
Relevant results involving submodularity include those of Nemhauser and Wolsey (1981) who presented a MILP formulation, a cutting-plane and branch-and-bound algorithms to solve the maximization of a submodular set function subject to a cardinality constraint, using the p-MP as an example. Wolsey (1983) applied this MILP formulation to the UFLP and discussed its connections with a Benders reformulation. More recently, Sviridenko (2004) obtained the same worst-case bound of 1 − 1/e for the problem of maximizing a submodular set function subject to a knapsack constraint. Later, Calinescu et al. (2011) presented a randomized approximation algorithm with worst-case bound for the problem of maximizing a monotone submodular function subject to an arbitrary matroid, and Kulik et al. (2009, Ortiz-Astorquiza, Contreras, and Laporte: Formulations and Approximation Algorithms for Multi-level Facility Location Article submitted to INFORMS Journal on Computing; manuscript no. (Please, provide the mansucript number!) 7 2013) introduced approximation algorithms for the maximization of a nondecreasing and nonnegative submodular function subject to multiple linear and knapsack constraints. Contreras and Fernández (2014) showed some of the benefits of representing a class of hub location problems as the minimization of a supermodular function subject to at most two cardinality constraints.
Some of the first articles discussing submodularity for the development of solution methods for the MUFLP are those of Ro and Tcha (1984) and Tcha and Lee (1984) who assumed that the submodularity property extends directly from the singlelevel cases. The correctness of such results was later discussed by Barros and Labbé (1994b) who concluded that the combinatorial representation of the MUFLP did not satisfy submodularity. However, other equivalent combinatorial optimization problems modeling the MUFLP have an objective function that actually satisfies submodularity, as was recently shown by Ortiz-Astorquiza et al. (2015) . For a review on submodular optimization we refer the reader to Vondrák (2007) and Goldengorin (2009).
Problem Definition and Submodular Properties
Let G = (V ∪ I, E) be a graph with a vertex set V ∪ I partitioned into k + 1 levels where I represents the set of customers and V 1 , · · · , V k are the sets of potential facilities from levels 1 to k. The set of edges E is also partitioned as E = {E 1 , · · · , E k }, where E r = {e ∈ E : e = (s, t) with s ∈ V r−1 and t ∈ V r } for r = 2, · · · , k, and E 1 = {e ∈ E : e = (s, t) with s ∈ I and t ∈ V 1 }. Without loss of generality, we assume that for each r = 2, · · · , k, the graphs induced by V r−1 ∪ V r contain all possible edges between V r−1 and V r . Now, let Q be the set of all possible simple paths having exactly one vertex from each level, starting from some vertex j 1 ∈ V 1 , finishing at some vertex j k ∈ V k and N = Q ∪ V . Also, consider the set N r (S) to be the set of vertices of level r associated with the paths of set S ⊆ Q. Moreover, abusing of notation, we refer to each nonempty subset of N as the pair (S, R) thus, (S, R) ⊆ N , where S ⊆ Q and R ⊆ V . Note that (S, R) is not a couple but a subset of N , which we denote as a pair in order to clearly differentiate the elements taken from Q and those taken from V . Now, we define
The MUpLP can then be stated as the problem of selecting a set of paths S ⊆ Q and a set of vertices R ⊆ V satisfying the cardinality constraints such that z(S, R) is maximum, that is,
where N r (S) = {j ∈ V r : j is a vertex in some path q ∈ S}. Observe that the first set of constraints of (1) state that for each vertex w on a path q ∈ S, the corresponding facility w ∈ V r must be open. The second set of constraints are the cardinality constraints on the number of open facilities at each level r.
A fundamental property of z is that of submodularity. Before formally stating this result, we recall the definition of submodular and nondecreasing set functions (Nemhauser et al. 1978) . Let N be a finite set and f be a real-valued function defined on the set of subsets of N , and let ρ e (W ) = f (W ∪ {e}) − f (W ) be the incremental value of adding e to the set W when evaluating the set function f .
Definition 1.
• f is submodular if ρ e (W ) ≥ ρ e (U ), ∀W ⊆ U ⊆ N and e ∈ N \ U .
• f is nondecreasing if ρ e (W ) ≥ ρ e (U ) ≥ 0, ∀W ⊆ U ⊆ N and e ∈ N .
The following result was proved by Ortiz-Astorquiza et al. (2015) .
Proposition 1.
• h(S, R) = i∈I h i (S, R) is submodular and nondecreasing.
• z(S, R) = h(S, R) + f (S, R) is submodular.
The MUpLP can thus be stated as the maximization of a submodular set function subject to a set of constraints ensuring that: i) the selected paths in S are associated with a set of open facilities R ⊆ V , and ii) the number of open facilities at each level r does not exceed the predetermined value p r . These constraints can be modeled by using a system of linear equations and thus, problem (1) is actually a particular case of the more general problem of maximizing a submodular function subject to a linear set of constraints (see, Nemhauser and Wolsey 1981) .
We next present some special cases of the MUpLP that are of particular interest.
• When we eliminate the cardinality constraints on the facilities at every level,
i.e., p r = |V r | for r = 1, . . . , k, the MUpLP reduces to the MUFLP:
• When we eliminate the setup costs for the location of the facilities, i.e., f jr = 0 for each j ∈ V r and r = 1, . . . , k, the MUpLP reduces to the MpMP:
Note that for the MpMP no subsets of vertices from V must be selected but only a subset of paths having an associated set of vertices on which the cardinality constraints are imposed. Thus, for this case instead of writing (S, R) ⊆ N we will only write S ⊆ Q.
Similar to previous works (for instance, Aardal et al. 1999) , we assume that the profit (or cost) c is additive and nonnegative.
Assumption 1. We assume that c is nonnegative and additive. Thus, for each i ∈ I and j r ∈ V r for r = 1, · · · , k we have
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The above assumption holds throughout the paper unless otherwise stated. We will also discuss some consequences on the results obtained when relaxing it. The following properties are direct consequences of it.
Property 1. Under Assumption 1, there exists an optimal solution to the MUpLP in which every open facility at level r is assigned to exactly one facility at level r + 1, for r = 1, . . . , k (i.e. coherent structure).
Property 2. Under Assumption 1, there exists an optimal solution to the MUpLP in which at most p 1 paths are used, i.e. |S| ≤ p 1 .
Worst-Case Bounds for Greedy Heuristics
We now present worst-case bounds of greedy heuristics for the MUpLP, as well as some particular cases. Similar results are proved in Nemhauser et al. (1978) for the maximization of submodular functions subject to a single cardinality constraint.
A Greedy Heuristic for the MUpLP
We next describe a greedy heuristic for the MUpLP. Let (S, R) t denote the current solution at iteration t. First, we note that a heuristic that takes one element of N at iteration t as candidate to (S, R) t+1 does not necessarily terminate with a feasible solution, since in N there exist both paths and vertices. We thus consider a heuristic that constructs a feasible solution by adding at each iteration a subset of elements of N satisfying the feasibility conditions, i.e. N r (S) = R r , and |R r | ≤ p r for r = 1, · · · , k, while increasing z the most. This is done by considering as candidate subsets those containing exactly one path q ∈ Q with its corresponding vertices
, all of which are not yet in the solution. We define such subsets as
, and z(∅) as the worst possible value of z, i.e., z(∅) = i∈I min q∈Q c iq − p 1 max q∈Q r:jr∈Nr(q) f jr , ensuring that at the first iteration there is a positive change ρ 0 . The procedure is outlined in Algorithm 1.
Before proving the main results for the worst-case bound obtained for this greedy heuristic we compute its running time.
Algorithm 1 Greedy Heuristic for the MUpLP.
with ties broken arbitrarily.
Stop with (S, R) t−1 as the greedy solution
Proposition 2. The greedy heuristic for the MUpLP can be executed in
Proof. At iteration t the subset A q * (t) ⊆ N t−1 can be efficiently identified by solving a series of shortest path problems as follows. We consider the auxiliary
This operation takes O(|E|) time. We then compute a candidate path q, and its associated subset A q (t), associated with each facility
by solving a shortest path problem between j and all nodes in V k . This can be done in O(|V | log |V | + |E|) time using the Fibonacci heap implementation of Dijkstra's algorithm (Ahuja et al. 1993 ). Finally, we evaluate ρ Aq(t) ((S, R) t−1 )
for each candidate path q. This takes O(|I|) time. Therefore, each iteration of the algorithm takes a total of O(|V 1 | (|V | log |V | + E + |I|)) time. Given that there are at most p 1 iterations in the algorithm, the result follows.
Let ρ A (S, R) = z((S, R) ∪ A) − z(S, R) be the incremental value of adding subset A to the set (S, R) when evaluating the set function z. We have the following result which follows directly from Proposition 1.
Moreover, since z is submodular but not nondecreasing, there exists θ ≥ 0 for
N r (T ) = W and consider the sets A q with q ∈ T \S and similarly B s with s ∈ S\T as defined before. Then
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where the inequality follows from Proposition 3. Similarly, we obtain
Subtracting (5) from (4), we obtain
Let Z be the optimal solution value of MUpLP and let Z G be the value of a solution obtained using Algorithm 1. Thus,
Proposition 5. If the greedy heuristic for the MUpLP stops after t * iterations then
and also
Proof. By Proposition 4 we have z(T, W ) ≤ z(S, R) + q∈T \S ρ Aq + |S\T |θ. Now consider (T, W ) ⊆ N to be the optimal solution (i.e. Z = z(T, W )) and (S, R) = (S, R)
Thus, if the greedy heuristic is applied to MUpLP, using t = 0 in (6) and the fact that in this case
A more general result for t * > 0 can be obtained by using the results described above, as well as those of Lemma (4.1) and Theorem (4.1) part (a) from Nemhauser et al. (1978) . The proofs are omitted because they can be followed with simple modifications.
Proposition 6. (see, Theorem 4.1 Nemhauser et al. 1978 ) If the greedy heuristic for the MUpLP terminates after t * iterations,
A Greedy Heuristic for the MpMP
Sharper bounds can be obtained for the particular case of the MpMP in which the setup costs of the facilities are all equal to zero, i.e. f (S, R) = 0. We consider an adaptation of the previous greedy heuristic for the MpMP which consists of finding a greedy solution by adding at each iteration exactly one path q ∈ Q that increases h the most. Therefore, we only refer to elements in Q instead of N . The procedure is outlined in Algorithm 2 given in the Online Appendix A.
Algorithm 2 has the same running time as Algorithm 1. Given that h is submodular and nondecreasing and f (S, R) = 0 in the MpMP, the results of Section 4.1 hold for θ = 0. Let H be the value of an optimal solution of MpMP and H G be the value of a particular solution obtained with Algorithm 2. Then,
Moreover, in this case we can consider h(∅) = 0 without affecting the results due to the nonnegativity of c.
Proposition 7. If the greedy heuristic for the MpMP stops after t < p 1 steps, then the greedy solution is optimal.
15
The proof follows directly from the second part of Proposition 4 with θ = 0.
Similarly, in the trivial case in which p r = 1 for all r = 1, · · · , k, the greedy heuristic yields an optimal solution. More importantly, Proposition 8. If the greedy heuristic is applied to MpMP, then
, and the bound is tight.
It then follows that H/H
≥ 1 − 1/e, which coincides with the best worst-case bound for the single level p-MP.
A Greedy Heuristic for the MpMP with General Costs
We conclude this section by providing a worst-case bound of a greedy heuristic for the MpMP when Assumption 1 is relaxed. We first note that MpMP is actually a particular case of the more general case studied in Fisher et al. (1978) of maximizing a submodular function over an independence system described as the intersection of a finite number of matroids. We recall the definitions of matroids and of independence systems.
Definition 2. A matroid M is a pair (X, F ) where X is a finite ground set of elements and F is a collection of subsets of elements of X, satisfying
• A ∈ F and B ⊆ A then B ∈ F .
• A, B ∈ F with |A| > |B| then ∃e ∈ A\B such that B ∪ {e} ∈ F .
Sets in F satisfying only the first condition are referred to as independence systems. For the case of the MpMP represented in (3), we have seen that the objective function satisfies submodularity and it is a nondecreasing set function.
In terms of the constraints, note that we have k cardinality constraints and it is straightforward to see that in general, the pair (Q, F ) with F = {S ⊆ Q : |N r (S)| ≤ p r for r = 1, · · · , k} does not form a matroid. However, the pair (Q, F ) satisfies the first part of Definition 2. Thus, the combinatorial problem (3) of MpMP is a particular case of the problem of maximizing a submodular nondecreasing set function subject to an independence system. Given that Conforti and Cornuéjols (1984) have shown that every independence system can can be written as the finite intersection of matroids, problem (3) can actually be seen as a particular case of the problem studied by Fisher et al. (1978) of maximizing a submodular function over an independence system described as the intersection of a finite number of matroids.
An interesting consequence of this is that one can directly obtain worst-case bounds of a greedy heuristic presented in Fisher et al. (1978) that do not depend on the number of matroids, but only on the cardinality of the smallest dependent set and on that of the largest independent set in the independence system. 
where, B is the cardinality of the largest independent set in (Q, F ) and b + 1 is the cardinality of the smallest dependent set.
If we relax Assumption 1, we have
Note that if we consider Assumption 1, then B = p 1 . Together with the modifications previously presented for the greedy heuristic for the MpMP, we get b = p 1 .
Thus, we obtain the same result as in Proposition 8.
Formulations for the MUpLP
We next introduce a MILP formulation for the MUpLP that exploits the properties of a submodular function. First we present the results required for the formulation of the MpMP and then we extend these results for the more general MUpLP (see, Wolsey 1981, Wolsey 1983 ).
A Submodular Formulation for the MpMP
Consider the polyhedron X defined as
where the binary variables x q can be interpreted as x q = 1 if the path q ∈ Q is open and 0 otherwise, and y r corresponds to the incidence vector for each level r of the facilities that are open.
Proposition 10. Let T ⊆ Q, N r (T ) ⊆ V r for all r, and (η,
are the incidence vectors of T and N r (T ), respectively. Then,
The proof is given in B.1 in Online Appendix B.
Consider the following MILP formulation of MpMP:
q∈Q:jr∈q
x q ∈ {0, 1} q ∈ Q (10)
Inequalities (7) are called the submodular constraints and compute the profit of every S ⊆ Q. Constraints (8) are the linking constraints between x and y, and inequalities (9) ensure the cardinality restrictions for each level. We have chosen to present the aggregated version of inequalities (8) since we can exploit the structure of the problem and take a "good" value for M r , knowing that the optimal Article submitted to INFORMS Journal on Computing; manuscript no. (Please, provide the mansucript number!) solution will not have more than p 1 paths (Property 2). Thus, we select M r = min{p 1 , |Q|/V r } in order to have a tighter formulation. Additionally, note that as in the single level p-MP, we can drop the integrality constraints on the x variables.
is an optimal solution to SF if and only if T * is an optimal solution to Problem (3).
The proof is given in B.2 in Online Appendix B.
Also, note that since h(S) is the sum of |I| submodular set functions, one for each i ∈ I, we can obtain a tighter formulation by replacing the objective function η by i∈I η i and constraints (7) with
where
Moreover, most of these inequalities are redundant. First, note that for S ⊆ Q and i ∈ I given, the right-hand side of their associated constraint (12) does not change if the summation is taken over all q ∈ Q, since
For any S, its associated constraint (12) can thus be written as
for some s ∈ S and χ + = max {0, χ}. Therefore, if for each i ∈ I we consider the ordering 0 = c iq 0 ≤ c iq 1 ≤ · · · ≤ c iq |Q| , we may select only the sets S q = {q} with q = q 0 , · · · , q |Q|−1 in constraints (12). We prove this result in the following proposition.
Proposition 12. The MpMP can be formulated as
Proof. Since constraints (13) are a subset of constraints (7), we only need to show that if (ζ, x T , y T ) does not satisfy constraints (7) (i.e ζ > hˆi(T ) for someî, by
Proposition 10) for a given T ⊆ Q, then (ζ, x T , y T ) is also infeasible with respect to constraints (13). Thus, suppose hˆi(T ) = max q∈T c iq = cˆi qt , then the associated t th inequality (13) would be
which contradicts ζ > hˆi(T ) and the result follows.
Finally, we consider the additional constraint
which explicitly incorporates Property 2 into the formulation. Even though this constraint is redundant for SFD, preliminary computational experiments showed that it can help reduce the CPU time of a branch-and-cut algorithm.
A Submodular Formulation for the MUpLP
Since z(S, R) = h(S, R) + f (S, R) where h is submodular and nondecreasing and f is a linear function, we can reformulate the MUpLP as follows (see, Wolsey 1983):
(SFML) maximize
f jr y jr subject to (8) − (11), (14) − (13).
By removing constraints (9) from SFML we obtain a MILP for the MUFLP.
A Branch-and-Cut Algorithm
One of the drawbacks of the SFD and SFML models is that even though they contain a polynomial number of variables and constraints, the submodular constraints general purpose solver to solve these models is desirable. Our aim is not to propose a specialized exact solution algorithm for the MUpLP (or MpMP) but rather to treat constraints (13) in an efficient way. The idea is use a standard branch-andcut algorithm in which only a few constraints are initially considered. In our case, we have selected the least dense constraints which correspond to t = |Q| − 1 for every i ∈ I. Then, we add additional constraints (13) only when they are violated at fractional and integer solutions of the enumeration tree.
Given a solution (η,x,ȳ) of the LP relaxation of formulation (8)- (11), and (14), a separation problem must be solved for inequalities (13). A naive solution of the separation problem would be to inspect each of the remaining constraints. For each i ∈ I, this sequential inspection can be carried out in O(|Q| 2 ) time, but since the right-hand side of (13) is a piecewise concave function, the separation problem can be solved more efficiently.
Proposition 13. For each i ∈ I, the separation problem of inequalities (13) can be solved in O(|Q|) time.
The proof is given in B.3 in the Online Appendix B.
Computational Experiments
We have conducted a computational study in order to assess the empirical performance of the greedy heuristics of Section 4 and of the SFD and SFML formulations of Section 5 with a general purpose solver. All algorithms were coded in C and run on an Intel Xeon E3 1240 V2 processor at 3.40 GHz and 24GB of RAM under a Windows 7 environment. The formulations were implemented using the callable library of CPLEX 12.6.2.
For our computational experiments, we have transformed benchmark instances of the closely related UFLP to the multi-level case. In particular, we have used instances with 1,000 customers and 100 potential facilities such as the capa, capb and capc instances from the OR-Library (Beasley 1990) . The modification to multilevel instances was carried out as follows. We have generated instances in which |V 1 | ≥ · · · ≥ |V k | to represent the level hierarchy of facilities, and we have selected the first |V r | facilities of the UFLP instance for the r th level facilities, with k = 2 and 3. The setup costs for opening facilities were modified in order to be dependent on its level. Thus, a value of f j is multiplied by r, so that higher level facilities are more expensive than lower level facilities. We have also used the profits of customer allocations. However, the OR-Library instances do not provide distances (profits) between facilities but only between customers and facilities. Therefore, we have constructed inter-facility distances by taking the minimum two-hop distance between facilities via a customer (as in Edwards 2001). We then transformed these distances into profits by simply subtracting them from a sufficiently large constant.
For every multi-level cap instance, three values of p = (p 1 , · · · , p k ) were selected.
One relatively small or tight, one of medium value and one with the same values of the potential facilities configuration, that is, making the cardinality constraints redundant (as in the MUFLP).
We also considered another set of randomly generated instances with larger numbers of customers and potential facilities. We first generated the coordinates of potential facilities and customers in the plane. We then computed the setup costs called tightC2, tightC3 and tightC4, and were constructed using the profit matrices of Cornuéjols et al. (1977) .
For comparison purposes, we have adapted three known MILP formulations for the MUFLP to our more general MUpLP. These are a path-based formulation (PBF) (Aardal et al. 1999 , Edwards 2001 , an arc-based formulation (ABF) (Aardal et al. 1996, Gabor and van Ommeren 2010 ) and a flow-based formulation (FBF) (Kratica et al. 2014) . These formulations are provided in the Online Appendix A.
All MILP formulations were executed using a standard branch-and-cut search with single thread to make the comparisons as fair as possible. We also turned off the CPLEX heuristics, since this seems to yield a better performance irrespective of the formulation. The remaining parameters were set at their default values. It is also important to mention that we present the results obtained for the SFD and the SFML with the aggregated version of the linking constraints (8). While the disaggregated version of the linking constraints, i.e. x q ≤ y jr , j r ∈ V r , r = 1, · · · , k, q ∈ Q, j r ∈ q, yields a better LP gap and sometimes outperforms the aggregated version, the latter configuration solved more instances within the time limit. We also note that, for the PBF the aggregated version performs better than the disaggregated one, but consumes a considerable amount of memory. However, the aggregated version solved more instances within the time limit and with the available memory than its disaggregated counterpart. Tables 1 summarizes the comparison SGM SGM Avg. From Tables 1 and 3 we can see that SFD outperforms the other three formulations on almost all test instances solved for the MpMP, and has the lowest SGM time for the solved instances. It is the formulation that solved the most instances to optimality (70 out of 76) within the time limit and for each instance type taken separately. Six instances could only be solved by the SFD and every instance solved by the other formulations was also solved by the SFD. Therefore, although the %LP gap for the implementation of the SFD is not the tightest, it seems that SFD exhibits the best trade-off between %LP gap, the number of explored nodes and memory consumption. As we can see, the PFB and the ARB have a better %LP gap than the SFD but are inefficient due to high memory consumption or CPU time. They are in most cases slower than FBF and SFD. On the other hand, we noted that the FBF has a low memory usage but has the worst LP gap on all instances and therefore explores more nodes. However, it is the second formulation that solved the most instances. Regarding the %gap of the greedy solution for the MpMP, we see that the tightness of the worst-case bound is attained on the first three instances, while the remaining solutions have a deviation never exceeding 2%. Figure 1 shows the total number of solved instances of the MpMP with respect to a continuous variation on the time, going from 0 to 1,000 seconds. After this time limit very few instances are solved with any of the formulations. We observe that all formulations reach a peak after a few seconds and then the concave curves start flattening. However, the SFD clearly outperforms the other three models, solving more than 50 instances within less than 50 seconds. Table 2 summarizes the results for the MUpLP. We have added one extra column corresponding to the instances of the MUFLP. We have also removed from this part of the experiments the first three instances which were only available for the MpMP case and are used to show the tight bound obtained with the greedy heuristic. In Table 4 included in the Online Appendix B we provided the detailed information for all instances.
SGM SGM Avg. The results of Table 2 show that, even though the SFML solved more instances in total, none of the formulations clearly dominates the others. For instance, ABF solved most instances with k = 3. On the cap instances the FBF and ABF formulations performed better than the other two, and for MUFLP instances, the ABF was the best one on those instances for which memory was not an issue. The FBF model is also more efficient in the memory consumption, which is particularly useful for instances with more levels. However, when we increased the number of customers or potential facilities the performance of FBF deteriorates drastically, even when k = 2, where the other formulations are faster. On the other hand, the SFML is more competitive when the values of p r are not redundant. Figure 2 shows the total number of solved instances of the MUpLP. We note that for this more general problem, the gap between the curves is not as important as it was for the MpMP. Moreover, for the first 120 seconds all models solve almost the same number of instances, but the SFML maintains its dominance after 1,000 seconds. As was expected for the greedy solutions, the deviation from the optimal value is much larger in comparison with the MpMP. However, these solutions may be used as starting solutions in more elaborated heuristic procedures.
Conclusions
We have studied a general class of hierarchical facility location problems, called multi-level uncapacitated p-location problems. These problems were modeled as the maximization of a submodular set function, subject to a set of linear constraints. Proof. Suppose T * ⊆ Q is an optimal solution to Problem (3), then η
T * , y T * ) ∈ X and since T * satisfies the cardinality constraints, the solution (η * , x T * , y T * ) is feasible for the submodular formulation. Moreover, for any feasible set S ⊆ Q of (3), the solution (η S = h(S), x S , y S ) is feasible for SF. Then, η * ≥ η S .
The converse proof is similar and the result follows.
B.3. Proof of Proposition 13.
Proof. We recall that the elements of Q are ordered by nondecreasing values of their coefficients c iq . We denote the t th element according to that ordering as q t (c iq t ). For i ∈ I, consider the function associated with the right-hand side of (13), 
For i ∈ I, consider t * (i) = max{t :
|Q| s=t+1x qs ≥ 1}. For simplicity, we only refer to this value as t * , having in mind that there could be one different t * for each i ∈ I. We now show that for i ∈ I,
where the last inequality follows from
(c iq t − c iqs )x qs ≤ 0. Similarly, it can be shown that
Therefore, the minimum of F i (D) occurs when D = c iq t * with t * = max{t : |Q| s=t+1x qs ≥ 1}. Given that there are at most |Q| possible values of c iq for each i ∈ I, the result follows.
C. MILP Formulations for the MUpLP C.1. A Path-based Formulation
The path-based formulation has been widely studied in the past for the MUFLP. Approximation algorithms have been developed based on this formulation (Aardal et al. 1999 , Ageev et al. 2003 , Du et al. 2009 ) and their performance have been computationally tested in relatively small and medium sized instances (see e.g., Edwards 2001 , Kratica et al. 2014 ).
We define the following binary variables. The variable x iq = 1 if q = j 1 , · · · , j k ∈ Q is assigned to i ∈ I and 0 otherwise. Also, y jr = 1 if facility j r of level r is open. The MUpLP can be modeled as
q∈Q:jr ∈q
jr ∈Vr
Constraints (15) ensure that exactly one path is assigned to every customer while constraints 
C.2. An Arc-based Formulation
The arc-based formulation was studied in Gabor and van Ommeren (2010) as a generalization of the one presented by Aardal et al. (1996) . The authors define the binary variables
is assigned to customer i ∈ I and 0 otherwise, y jr as in the PBF is one if facility j r is open and z iab = 1 if customer i ∈ I uses the arc (a, b) ∈ V r × V r+1 and 0 otherwise.
(ABF) maximize
f jr y jr subject to
D. Computational Results
We present in Table 3 the detailed computational results for the MpMP. The first column describes the type of instance through its five sub-columns. The next 12 columns provide the CPU time in seconds needed to solve the instance, the percent duality gap relative to the LP relaxation bound and the number of nodes in the branch-and-cut tree for all four models. Finally, the last two columns provide the percent deviation of the greedy bound with respect to the optimal solution value and the optimal value obtained. Whenever CPLEX is not able to solve an instance within 1000 seconds, we write TIME in the corresponding entry of the table. If the computer runs out of memory we write MEM. The instances for which the optimal value is left blank are those where none of the formulations was able to solve it within 10 times the time limit of 10,000 seconds. Type Customers Levels Pot. Facil. P Sec BB nodes LP %Dev Sec BB nodes LP %Dev Sec BB nodes LP %Dev Sec BB nodes LP %Dev %Dev. TIME TIME -TIME TIME -TIME TIME -MEM MEM ---RAND 3 1500 100-70-30 10-5-2 TIME TIME -TIME TIME -TIME TIME -MEM MEM ---RAND 3 1500 100-70-30 35-9-6 TIME TIME -TIME TIME -TIME TIME -MEM MEM ---RAND 3 1500 100-70-30 100-70-30 TIME TIME 2.7 TIME TIME -TIME TIME  -TIME TIME  -TIME TIME  ---RAND  2  2000  120-80  7-2  TIME TIME  -TIME TIME  -TIME TIME  -TIME TIME  ---RAND  2  2000  120-80 10-10 19.94 261 0 TIME TIME 3.24 TIME TIME 0.00 TIME TIME -8.59 530624.08 RAND 2 2000 120-80 120-80 TIME TIME -TIME TIME -368.11 0 -TIME TIME --- Table 4 Comparison of MILP formulations for the MUpLP
