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ABSTRACT
Query-based moment retrieval aims to localize the most relevant
moment in an untrimmed video according to the given natural
language query. Existing works often only focus on one aspect
of this emerging task, such as the query representation learning,
video context modeling or multi-modal fusion, thus fail to develop
a comprehensive system for further performance improvement. In
this paper, we introduce a novel Cross-Modal Interaction Network
(CMIN) to consider multiple crucial factors for this challenging task,
including (1) the syntactic structure of natural language queries; (2)
long-range semantic dependencies in video context and (3) the suf-
ficient cross-modal interaction. Specifically, we devise a syntactic
GCN to leverage the syntactic structure of queries for fine-grained
representation learning, propose a multi-head self-attention to cap-
ture long-range semantic dependencies from video context, and
next employ a multi-stage cross-modal interaction to explore the
potential relations of video and query contents. The extensive exper-
iments demonstrate the effectiveness of our proposed method. Our
core code has been released at https://github.com/ikuinen/CMIN.
CCS CONCEPTS
• Information systems→ Novelty in information retrieval.
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A man throws the ball and hits the boy in the face before landing in a cup.
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Figure 1: Query-Based Moment Retrieval in Video
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1 INTRODUCTION
Multimedia information retrieval is an important topic in informa-
tion retrieval systems. Recently, query-based video retrieval [21, 26,
43] has been well-studied, which searches the most relevant video
from large collections according to a given natural language query.
However, in practical applications, the untrimmed videos often con-
tain multiple complex events that evolve over time, where a large
part of video contents are irrelevant to the query and only a small
clip satisfies the query description. Thus, as a natural extension,
the query-based moment retrieval aims to automatically localize
the start and end boundaries of the target moment semantically
corresponding to the given query within an untrimmed video. Dif-
ferent from retrieving an entire video, moment retrieval offers more
fine-grained temporal localization in a long video, which avoids
manually searching for the moment of interests.
However, localizing the precise moment in a continuous, compli-
cated video is more challenging than simply selecting a video from
pre-defined candidate sets. As shown in Figure 1, the query “A man
throws the ball and hits the boy in the face before landing in a cup”
describes two successive actions, corresponding to complex object
interactions within the video. Hence, the accurate retrieval of the
target moment requires sufficient understanding of both video and
query contents by cross-modal interactions.
Most existing moment retrieval works [6, 10, 13, 14, 22, 23, 42]
only focus on one aspect of this emerging task, such as the query
representation learning [23], video context modeling [10, 22] and
cross-modal fusion [6, 42], thus fail to develop a comprehensive
system to further improve the performance of query-based moment
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retrieval. In this paper, we consider multiple crucial factors for high-
quality moment retrieval.
Firstly, the query description often contains causal temporal
actions, thus it is fundamental and crucial to learn fine-grained
query representations. Existing works generally adopt widely-used
recurrent neural networks, such as GRU networks, to model natural
language queries. However, these approaches ignore the syntactic
structure of queries. As shown in Figure 1, the syntactic relation
implies dependencies of word pairs, helpful for query semantic un-
derstanding. Recently, the graph convolution networks (GCN) have
been proposed to model the graph structure [18, 41], including the
visual relationship graph [44] and syntactic dependency graph [25].
Inspired by these works, we develop a syntactic GCN to exploit
the syntactic structure of queries. Concretely, we first build the
syntactic dependency graph as shown in Figure 1, and then pass
information along the dependency edges to learn syntactic-aware
query representations. In detail, we consider the direction and label
of dependency edges to adequately incorporate syntactic clues.
Secondly, the target moments of complex queries generally con-
tain object interactions over a long time interval, thus there exist
long-range semantic dependencies in video context. That is, each
frame is not only relevant to adjacent frames, but also associated
with distant ones. Existing approaches often apply RNN-based
temporal modeling [6], or propose R-C3D networks to learn spatio-
temporal representations from raw video streams [42]. Although
these methods are able to absorb contextual information for each
frame, they still fail to build direct interactions between distant
frames. To eliminate the local restrictions, we propose a multi-
head self-attention mechanism [40] to capture long-range semantic
dependencies from video context. The self-attention method can
develop the frame-to-frame interaction at arbitrary positions and
the multi-head setting ensures the sufficient understanding of com-
plicated dependencies.
Thirdly, query-based moment retrieval requires the compre-
hensive reasoning of video and query contents, thus the cross-
modal interaction is necessary for high-quality retrieval. Early ap-
proaches [10, 13, 14] ignore this factor and only simply combine the
query and moment features for correlation estimations. Although
recent methods [6, 22, 23, 42] have developed a cross-modal inter-
action by widely-used attention mechanism, they still remain in the
rough one-stage interaction, for example, highlighting the crucial
context information of moments by the guidance of queries [22].
Different from previous works, we adopt a multi-stage cross-modal
interaction method to further exploit the potential relation of video
and query contents. Specifically, we first adopt a normal attention
method to aggregate syntactic-aware query representations for
each frame, then apply a cross gate [9] to emphasize crucial con-
tents and weaken inessential parts, and next develop the low-rank
bilinear fusion to learn a cross-modal semantic representation.
In summary, the key contributions of this work are four-fold:
• We design a novel cross-modal interaction networks for
query-based moment retrieval, which is a comprehensive
system to considermultiple crucial factors of this challenging
task: (1) the syntactic structure of natural language queries;
(2) long-range semantic dependencies in video context and
(3) the sufficient cross-modal interaction.
• We propose the syntactic GCN to leverage the syntactic
structure of queries for fine-grained representation learning,
and adopt a multi-head self-attention method to capture
long-range semantic dependencies from video context.
• We employ a multi-stage cross-modal interaction to further
exploit the potential relation of video and query contents,
where an attentive aggregation method extracts relevant
syntactic-aware query representations for each frame, a cross
gate emphasizes crucial contents and a low-rank bilinear
fusion method learn cross-modal semantic representations.
• The proposed CMIN method achieves the state-of-the-art
performance on ActivityCaptions and TACoS datasets.
The rest of this paper is organized as follows. We briefly review
some related works in Section 2. In Section 3, we introduce our
proposed method. We then present a variety of experimental results
in Section 4. Finally, Section 5 concludes this paper.
2 RELATEDWORK
In this section, we briefly review some relatedworks on image/video
retrieval, temporal action localization and query-based moment
retrieval.
2.1 Image/Video Retrieval
Given a set of candidate images/videos and a natural language
query, image/video retrieval aims to select the image/video that
matches this query. Karpathy et al. [16] propose a deep visual-
semantic alignment (DVSA) model for image retrieval, which uses
the BiLSTM to encode query features and R-CNN detector [11] to
extract object representations. Sun et al. [36] advise an automatic
visual concept discovery algorithm to boost the performance of
image retrieval. Moreover, Hu et al. [15] and Mao et al [24] regard
this problem as natural language object retrieval. As for video
retrieval, some methods [26, 43] incorporate deep video-language
embeddings to boost retrieval performance, similar to the image-
language embedding approach [34]. And Lin et al. [21] first parse the
query descriptions into a semantic graph and then match them to
visual concepts in videos. Different from these works, query-based
moment retrieval aims to localize a moment within an untrimmed
video, which is more challenging than simply selecting a video from
pre-defined candidate sets.
2.2 Temporal Action Localization
Temporal action localization is a challenging task to localize action
instances in an untrimmed video. Shou et al. [32] develop three
segment-based 3D ConvNets with localization loss to explicitly
explore the temporal overlap in videos. Singh et al. [33] propose a
multi-stream bi-directional RNN with two additional streams on
motion and appearance to achieve the fine-grained action detection.
To leverage the context structure of actions, Zhao et al. [45]
advise a structured segment network to model the structure of
action instances by a structured temporal pyramid. And Chao et
al. [5] boost the action localization performance by imitating the
Faster RCNN object detection framework [29]. Although these
works have achieved promising performance, they still are limited
to a pre-defined list of actions. And query-based moment retrieval
tackles this problem by introducing the natural language query.
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Figure 2: The Framework of Cross-Modal Interaction Networks for Query-Based Moment Retrieval. (a) The syntactic GCN
module leverages the syntactic structure to learn syntactic-aware query representations. (b) The multi-head self-attention
module captures long-range semantic dependencies fromcontext. (c) Themulti-stage cross-modal interactionmodule explores
the intrinsic relations between video and query. (d) Themoment retrieval module localizes the boundaries of target moments.
2.3 Query-Based Moment Retrieval
Query-basedmoment retrieval is to detect the target moment depict-
ing the given natural language query in an untrimmed video. Early
works study this task in constrained settings, including the fixed
spatial prepositions [21, 38], instruction videos [1, 31, 35] and order-
ing constraint [4, 37]. Recently, unconstrained query-based moment
retrieval has attracted a lot of attention [6, 10, 13, 14, 22, 23, 42].
These methods are mainly based on a sliding window framework,
which first samples candidate moments and then ranks these mo-
ments. Hendricks et al. [13] propose a moment context network
to integrate global and local video features for natural language
retrieval, and the subsequent work [14] considers the temporal
language by explicitly modeling the context structure of videos.
Gao et al. [10] develop a cross-modal temporal regression localizer
to estimate the alignment scores of candidate moments and textual
query, and then adjust the boundaries of high-score moments. With
the development of attention mechanism in the field of vision and
language interaction [2, 46], Liu et al. [22] advise a memory atten-
tion to emphasize the visual features and simultaneously utilize the
context information. And similar attention strategy [23] is designed
to highlight the crucial part of query contents. From the holistic
view, Chen et al. [6] capture the evolving fine-grained frame-by-
word interactions between video and query. Xu et al. [42] introduce
a multi-level model to integrate visual and textual features earlier
and further re-generate queries as an auxiliary task.
Unlike these previous methods, we propose a novel cross-modal
interaction network to consider three critical factors for query-
based moment retrieval, including the syntactic structure of natural
language queries, long-range semantic dependencies in video con-
text and the sufficient cross-modal interaction.
3 CROSS-MODAL INTERACTION NETWORKS
As Figure 2 illustrates, our cross-modal interaction networks con-
sist of four components: 1) the syntactic GCN module leverages the
syntactic structure to enhance the query representation learning; 2)
the multi-head self-attention module captures long-range semantic
dependencies from video context; 3) the multi-stage cross-modal in-
teraction module aggregates syntactic-aware query representations
for each frame, emphasizes crucial contents and learns cross-modal
semantic representations; 4) the moment retrieval module finally
localizes the boundaries of target moments.
3.1 Problem Formulation
We present a video as a sequence of frames v = {vi }ni=1 ∈ V , where
vi is the feature of the i-th frame and n is the frame number of
the video. Each video is associated with a natural language query,
denoted by q = {qi }mi=1 ∈ Q , where qi is the feature of the i-th
word andm is the word number of the query. The query description
corresponds to a target moment in the untrimmed video and we
denote the start and end boundaries of the target moment by τ =
(s, e) ∈ A. Thus, given the training set {V ,Q,A}, our goal is to
learn the cross-modal interaction networks to predict the boundary
τˆ = (sˆ, eˆ) of the most relevant moment during inference.
3.2 Syntactic GCN Module
In this section, we introduce the syntactic GCN module based on a
syntactic dependency graph. By passing information along the de-
pendency edges between relevant words, we learn syntactic-aware
query representations for subsequent cross-modal interactions.
We first extract word features for the query using a pre-trained
Glove word2vec embedding [27], denoted by q = (q1, q2, . . . , qm ),
where qi is the feature of the i-th word. After that, we develop a
bi-directional GRU networks (BiGRU) to learn the query semantic
representations. The BiGRU networks incorporate contextual in-
formation for each word by combining the forward and backward
GRU [7] . Sepcifically, we input the sequence of word features to
the BiGRU networks, and obtain the contextual representation of
each word, given by
hfi = GRU
f
q (qi , hfi−1),
hbi = GRU
b
q (qi , hbi+1),
hqi = [h
f
i ; h
b
i ],
(1)
where GRUfq and GRUbq represent the forward and backward GRU
networks, respectively. And the contextual representation hqi is
the concatenation of the forward and backward hidden state at
the i-th step. Thus, we get the query semantic representations
hq = (hq1 , h
q
2 , . . . , h
q
m ).
Although the BiGRU networks have encoded temporal context
of word sequences, they still ignore the syntactic information of
natural language, which implies underlying dependencies between
word pairs. So we then advise the syntactic graph convolution
networks to leverages the syntactic dependencies for better query
understanding. We first build the syntactic dependency graph by
an NLP toolkit, where each word is regarded as a node and each
dependency relation is presented as a directed edge. Formally, we
denote a query by a graph G = (V, E), where the node set V
contains all words and edge set E contains all directed syntactic
dependencies of word pairs. Note that we add the self-loop for each
node into the edge set. As the dependency relations have different
types, the directed edges also correspond to different labels, where
the self-loop is given a unique label. The original GCN regard the
syntactic dependency graph as an undirected graph, denoted by
g1i = ReLU
©­«
∑
j ∈N(i)
Wдhqj + b
дª®¬ (2)
whereWд is the transformation matrix, bд is the bisa vector and
ReLU is the rectified linear unit. The N(i) represents the set of
nodes with a dependency edge to node i or from node i (including
self-loop). And the hqj is the original representation of node j from
the preceding modeling.
Although the original GCN enhances the word semantic repre-
sentation by aggregating the clues from its neighbors, it fails to
leverage the direction and label information of edges. Thus, we
consider a syntactic GCN to exploit the directional and labeled
dependency edges between nodes, given by
g1i = ReLU
©­«
∑
j ∈N(i)
Wдdir (i, j)h
q
j + b
д
lab(i, j)
ª®¬ (3)
where dir (i, j) indicates the direction of edge (i, j): 1) a dependency
edge from node i to j; 2) a dependency edge from node j to i; 3)
a self-loop if i = j. Since there is no reason to assume the infor-
mation transmits only along the syntactic dependency arcs [25],
we also allow the information to transmit in the opposite direction
of directed dependencies here. The Figure 3 describes the three
Syntactic Dependency Graph 1) along the edge direction
2) opposite to the edge direction 3) self-loop
Figure 3: Three Directions of Information Passing.
types of information passing, which correspond to three transfor-
mation matrix Wд1 ,W
д
2 and W
д
3 , respectively. On the other hand,
the lab(i, j) represents the label of edge (i, j) to select a distinct bias
vector for each type of dependencies. Next, we employ a residual
connection [12] to keep the original representation of each node,
given by
o1i = g
1
i + h
q
i . (4)
Furthermore, we stack a multi-layer syntactic GCN to adequately
explore the syntactic structure as follows.
g1 = synGCN(hq ), o1 = g1 + hq
g2 = synGCN(o1), o2 = g2 + o1
...
gl = synGCN(ol−1), ol = gl + ol−1
(5)
By the syntactic GCN with l layers, we obtain the syntactic-aware
query representation ol = (ol1, ol2, . . . , olm ).
3.3 Multi-Head Self-Attention Module
In this section, we present the multi-head self-attention module to
capture long-range semantic dependencies from video context. By
the self-attention method, each frame is able to interact not only
with adjacent frames but also with distant ones. And the multi-
head setting is beneficial to sufficiently understand the complicated
dependencies.
We first extract frame features from the untrimmed video by a
pre-trained 3D-ConvNet [39], denoted by v = (v1, v2, . . . , vn ). The
vi is the visual feature of the i-th frame. We then introduce the
multi-head self-attention based on the scaled dot-product attention,
which originally is proposed in the field of machine translation [40].
Scaled dot-product attention. We assume the input of the
scale dot-product attention is a sequence of queries Q ∈ Rdk×nq ,
keys K ∈ Rdk×nk and values V ∈ Rdv×nk , where nq , nk and nk
represent the number of queries, keys and values, and dk , dk and
dv are respective dimensions. The scaled dot-product attention is
then calculated by
Attention(Q,K,V) = Softmax(Q
⊤
K√
dk
)V⊤, (6)
where the Softmax operation is performed on every row. The values
are aggregated for each query according to the dot-product score
between the query and the corresponding key of values.
Multi-head attention. The multi-head attention consists of H
paralleled scaled dot-product attention layers. For each indepen-
dent attention layer, the input queries, keys and values are linearly
projected to dk , dk and dv dimenstions. Concretely, the result of
multi-head attention is given by
MultiHead(Q,K,V) = WOConcat(head1, . . . , headH)
where headi = Attention(WQi Q,WKi K,WVi V)
(7)
where WQi ∈ Rdk×d1 , WKi ∈ Rdk×d2 , WVi ∈ Rdv×d3 , WO ∈
Rd4×Hdv are linear projection matrices. The d1, d2 ,d3 are the initial
input dimensions and d4 is the output dimension.
When the queries Q, keys K and values V are set to the same
video feature matrix V = [v1; v2; . . . ; vn ] ∈ Rd×n and the input
dimension is equal to the output dimension, we get a multi-head
self-attentionmethod. Based on it, we obtain the self-attentive video
representation Vs = [vs1; vs2; . . . ; vsn ], given by
Vs = MultiHead(V,V,V) + V, (8)
where a residual connection is applies similar to syntactic GCN.
Here we establish frame-to-frame correlation among video se-
quences and the multi-head setting allows the attention operation
to aggregate information from different representation subspaces.
But the temporal modeling is still critical for video semantic under-
standing, we cannot only depend on the multi-head self-attention
and ignore contextual representation learning. Hence, we next
employ another BiGRU to learn the self-attentive video semantic
representations hv = (hv1 , hv2 , . . . , hvn ).
3.4 Multi-Stage Cross-Modal Interaction
Module
In this section, we introduce the cross-modal interaction module to
exploit the potential relations of video and query contents, which
consists of the attentive aggregation, cross-gated interaction and
low-rank bilinear fusion.
Attentive aggregation. Given the syntactic-aware query repre-
sentations ol = (ol1, ol2, . . . , olm ) and self-attentive video semantic
representations hv = (hv1 , hv2 , . . . , hvn ), we apply a typical attention
mechanism to aggregate the query clues for each frame. Concretely,
we first compute the attention score between each pair of frame
and word, and obtain a video-to-query attention matrixM ∈ Rn×m .
The attention score of the i-th frame and j-th word is given by
M(hvi , olj ) = w⊤tanh(Wm1 hvi +Wm2 olj + bm ), (9)
whereWm1 ,W
m
2 are parameter matrices, b
m is the bias vector and
the w⊤ is the row vector. We then apply the softmax operation for
each row ofM , given by
Mrowi j =
exp(Mi j )∑m
k=1 exp(Mik )
, (10)
whereMrowi j represents the correlation of the i-th frame and j-th
word. Next, we extract the crucial query clues for each frame based
onMrow , given by
hsi =
∑m
j=1M
row
i j o
l
j , (11)
where the hsi represents the aggregated query representation rele-
vant to the i-th frame.
Cross-gated interaction.With the aggregated query represen-
tation hsi and frame semantic representation h
v
i , we then apply a
cross gate [9] to emphasize crucial contents and weaken inessential
parts. In the cross gate method, the gate of query representation
depends on the frame representation, and meanwhile the frame rep-
resentation is also gated by its corresponding query representation,
denoted by
gvi = σ (Wvhvi + bv ),
h˜si = h
s
i ⊙ gvi ,
gsi = σ (Wshsi + bs ),
h˜vi = h
v
i ⊙ gsi ,
(12)
whereWv ,Ws are parameter matrices, bv and bs are the bias vec-
tors, σ is the sigmoid function, and ⊙ represents element-wise mul-
tiplication. If the aggregated query representation hsi is irrelevant to
the frame semantic representation hvi , both the two representations
are filtered to decrease their influences on subsequent networks.
On the contrary, the cross gate can further enhance the effects of
relevant frame-query pairs.
Bilinear fusion. After the attentive aggregation and cross gate,
we propose a low-rank bilinear fusion method [17] to further ex-
ploit the cross-modal interaction between h˜si and h˜
v
i . The original
bilinear fusion method is written by
fi j = h˜v
⊤
i W
f
j h˜
s
i + b
f
j , (13)
where fi j represents the j-th dimension of the bilinear output at the
time step i , and the fi is the fusion result of h˜si and h˜
v
i . theW
f
j , b
f
j
are the parameter matrix and the bias vectors for the j-th dimension.
We can note that the original bilinear fusion method requires too
many parameters and suffers from the heavy computation cost.
Thus, we replace it with the low-rank version [17], given by
fi = Pf (σ (Wv h˜vi ) ⊙ σ (Ws h˜si )) + bf , (14)
where the fi is the biliner fusion result at the time step i .
Eventually, by the attentive aggregation, cross-gated interaction
and low-rank bilinear fusion, we obtain the cross-modal semantic
representations for each frame, denoted by f = (f1, f2, . . . , fn ).
3.5 Moment Retrieval Module
In this section, we present the moment retrieval module to simulta-
neously score a set of candidate moments with multi-scale windows
at each time step, and further adopt a temporal boundaries regres-
sion mechanism to adjust the moment boundaries.
By the cross-modal interaction module, we get the the cross-
modal semantic representations f = (f1, f2, . . . , fn ). To absorb the
contextual evidences, we likewise develop another BiGRU networks
to learn the final semantic representations hf = (hf1 , h
f
2 , . . . , h
f
n ).
We then pre-define a set of candidate moments with multi-scale
windows at each time step i , denoted by Ci = {(sˆi j , eˆi j )}kj=1, where
(sˆi j , eˆi j ) = (i − w j/2, i + w j/2) are the start and end boundaries
of the j-th candidate moment at time i , w j is the width of j-th
moment and k is the number of moments. Note that we set the
fixed window width w j for j-th candidate moment at every time
step. Thus, we can simultaneously produce the confidence scores
for these moments at time i by a fully connected layer with sigmoid
nonlinearity, given by
csi = σ (Wchfi + bc ) (15)
where the csi ∈ Rk represents the confidence scores of k moments
at time i and csi j corresponds to the j-th moment. Likewise, we
produce the predicted offsets for these moments by
δˆi = Woh
f
i + b
o (16)
where the δˆi ∈ R2k represents the predicted offsets of k moments
at time i and δˆi j = (δˆs , δˆe ) corresponds to the j-th moment.
Alignment loss.We first adopt an alignment loss to make the
moment aligned to the target moment have high confidence scores
and the misaligned moment have low confidence scores. Formally,
we first compute the IoU (i.e. Intersection over Union) score IoUi j
of each candidate moment Ci j = (sˆi j , eˆi j ) with the target moment
(s, e). If the IoU score of a candidate is less than a clearing threshold
λ, we reset it to 0. Next, we calculate the alignment loss by
Li j = (1 − IoUi j ) · loд(1 − csi j ) + IoUi j · loд(csi j )
Laliдn = −
1
nk
n∑
i=1
k∑
j=1
Li j
(17)
where we consider all candidate moments during alignment train-
ing, and apply the concrete IoU score rather than set 0 or 1 according
to a threshold value for every candidate. This setting is helpful for
distinguishing high-score candidates.
Regression loss. As these multi-scale temporal windows have
fixed widths, our candidate moments are restricted to discrete
boundaries. To go beyond this limitation, we apply a boundary
regression mechanism to adjust the temporal boundaries of high-
score moments. Concretely, we fine-tune the localization offsets of
high-score moments by a regression loss. First, we define a setCh of
high-score moments which IoU scores are larger than a high-score
threshold γ , then compute the start and end offset values for those
high-score moments as follows:
δs = s − sˆ, δe = e − eˆ, (18)
where (s, e) are the boundaries of the target moment, and (sˆ, eˆ) are
the boundaries of a high-score moment in Ch . Thus, the (δs ,δe )
denote its ground truth offsets and the predicted offsets (δˆs , δˆe )
are given by preceding fully connected layer. Next, we design the
regression loss as follows:
Lr eд = 1
N
∑
Ch
(R(δs − δˆs ) + R(δe − δˆe )) (19)
Table 1: Summaries of ActivityCaption and TACoS Datasets,
including number of samples, average video duration, aver-
age target moment duration and average query length.
ActivityCaption
Number Video Time Target Time Query Len
Train 37,421 117.30 35.45 13.48
Valid 17,505 118.23 37.73 13.58
Test 17,031 118.21 40.25 12.02
All 71,957 117.74 37.14 13.16
TACoS
Number Video Time Target Time Query Len
Train 10,146 224.16 5.70 8.69
Valid 4,589 387.46 6.23 9.12
Test 4,083 367.70 6.96 9.00
All 18,818 296.21 6.10 8.86
where Ch is the set of high-score moments, N is the size of Ch and
R represents the smooth L1 function.
With the alignment loss and regression loss, we eventually pro-
pose a multi-task loss to train the cross-modal interaction networks
in an end-to-end manner, denoted by
L = Laliдn + αLr eд , (20)
where α is a hyper-parameter to control the balance of two losses.
During inference, we simply choose the candidate moment with
the highest confidence score. If we need to select multiple moments
(i.e. Top K), we first rank all candidates according to their confidence
scores and adopt a non-maximum suppression (NMS) to select
moments in order.
4 EXPERIMENTS
4.1 Datasets
We first introduce two public datasets for query-based moment
retrieval.
ActivityCaption [20]: The ActivityCaption dataset is originally
developed for the task of dense video caption, which contains 20,000
untrimmed videos and each video includes multiple natural lan-
guage descriptions with temporal annotations. The video contents
of this dataset are diverse and open. For query-based moment re-
trieval, each description is regarded as a query and corresponds
to a target moment. Since the caption annotations of test data of
ActivityCaption are not publically available, we take the val_1 as
the validation set and val_2 as test data. The details of the Activity-
Caption dataset are summarized in Table 1.
TACoS [28]: The TACoS dataset is developed onMPII Composi-
tive [30] and only contains 127 videos. But each video of TACoS has
a large amount of temporal textual annotations. The contents of
TACoS are limited to cooking scenes, thus lack the diversity. More-
over, the videos of TACoS are longer but the target moments are
shorter than ActivityCaption, whichmake the query-based moment
retrieval harder. The details of this dataset are also summarized in
Table 1.
Table 2: Performance EvaluationResults on theActivityCap-
tion Dataset (n ∈ {1, 5} andm ∈ {0.3, 0.5, 0.7}).
Method R@1 R@1 R@1 R@5 R@5 R@5IoU=0.3 IoU=0.5 IoU=0.7 IoU=0.3 IoU=0.5 IoU=0.7
MCN 39.35 21.36 6.43 68.12 53.23 29.70
VSA-RNN 39.28 23.43 9.01 70.84 55.52 32.12
VSA-STV 41.71 24.01 8.92 71.05 56.62 34.52
CTRL 47.43 29.01 10.34 75.32 59.17 37.54
ACRN 49.70 31.67 11.25 76.50 60.34 38.57
QSPN 52.13 33.26 13.43 77.72 62.39 40.78
CMIN 63.61 43.40 23.88 80.54 67.95 50.73
4.2 Implementation Details
In this section, we introduce some implementation details of our
CMIN method, including the data preprocessing and model setting.
Data Preprocessing. We first resize every frame of videos to
112 × 112 and extract the visual features by a pre-trained 3D-
ConvNet [39]. Specifically, we define continuous 16 frames as a
unit and each unit overlaps 8 frames with adjacent units. We then
input the units to the pre-trained 3D-ConvNet and obtain 4,096
dimension features for each unit. We next reduce the dimension-
ality of features from 4,096 to 500 using PCA, which is helpful for
decreasing model parameters. These 500-d features are used as the
frame features of our CMIN. Since some videos are overlong, we
uniformly downsample their feature sequences to 200.
For natural language queries, we first extract the syntactic de-
pendency graph using the library of NLTK [3] and employ the
pre-trained Glove word2vec [27] to extract the embedding features
for each word token. The dimension of word features is 300.
Model Setting. In our CMIN, we sample k candidate moments
with multi-scale windows at each time step. Concretely, we set
7 window widths of [16, 32, 64, 96, 128, 160, 196] for the Activity-
Caption dataset and 4 window widths of [8, 16, 32, 64] for TACoS.
Thus, we have 1,400 samples for each video on ActivityCaption and
800 samples on TACoS. Note that we cut off candidate examples
that are beyond the boundaries of videos. We then set the clearing
threshold λ to 0.3, the high-score threshold γ to 0.7, and the balance
hyper-parameter α to 0.001. Moreover, the dimension of the hidden
state of BiGRU networks is set to 512 (256 for one direction). The
dimensions of the linear matrice in the multi-head self-attention
and bilinear fusion are also set to 512. During training, we adopt an
adam optimizer [8] to minimize the multi-task loss and the learning
rate is set to 0.001. We employ a mini-batch method and the batch
size is 128.
4.3 Evaluation Criteria
To measure the retrieval performance of our CMIN and baselines,
we adopt the “R@n, IoU=m” as evaluation criteria, which are pro-
posed in [10]. Concretely, we first calculate the IoU (i.e. Intersection
over Union) between the selected moment and ground-truth mo-
ment, and the “R@n, IoU=m” means the percentage of at least one
of top-n selected moments having IoU larger than m. The metric
is on the query level, so the overall performance is the average
among all the queries, denoted by R(n,m) = 1Nq
∑Nq
i=1 r (n,m,qi ),
where the r (n,m,qi ) represents whether one of the top-n selected
Table 3: Performance Evaluation Results on the TACoS
Dataset (n ∈ {1, 5} andm ∈ {0.1, 0.3, 0.5}).
Method R@1 R@1 R@1 R@5 R@5 R@5IoU=0.1 IoU=0.3 IoU=0.5 IoU=0.1 IoU=0.3 IoU=0.5
MCN 3.11 1.64 1.25 3.11 2.03 1.25
VSA-RNN 8.84 10.77 4.78 19.05 13.90 9.10
VSA-STV 15.01 10.77 7.56 32.82 23.92 15.50
CTRL 24.32 18.32 13.30 48.73 36.69 25.42
ACRN 24.22 19.52 14.62 47.42 34.97 24.88
QSPN 25.31 20.15 15.23 53.21 36.72 25.30
CMIN 32.48 24.64 18.05 62.13 38.46 27.02
moments of the query qi has IoU > m, and Nq is the total number
of testing queries.
4.4 Performance Comparisons
We compare our proposed CMIN method with some existing state-
of-the-art methods to verify the effectiveness.
• MCN [13]: The MCN method adopts a moment context net-
work to integrate local and global moment features for query-
based moment retrieval.
• VSA-RNN and VSA-STV [10]: The two methods are the
extensions of the DVSA model [16]. They both simply trans-
forms the visual features of candidate moments and query
features into a common space, and then estimate the corre-
lation scores to select the most relevant one. The VSA-RNN
applies a LSTM network to encode queries and VSA-STV
adopts the off-the-shelf skip-thought [19] feature extractor.
• CTRL [10]: The CTRL method proposes a cross-modal tem-
poral regression localizer to estimate the alignment scores
of candidate moments and textual queries by leveraging con-
textual contents of these moments, and then adjust the start
and end boundaries of high-score moments.
• AMRN [22]: The AMRN method emphasizes the visual mo-
ment features by attentive contextual contents and develops
a cross-modal feature representation.
• QSPN [42]: TheQSPNmethod introduces amulti-levelmodel
to integrate visual and textual features earlier with an at-
tention mechanism, learn spatio-temporal visual representa-
tions and further re-generate queries as the auxiliary task.
The former three approaches only focus on the visual features
within each moment and ignore the contextual information. And
the latter three approaches incorporate the contextual evidence to
improve the retrieval performance, where the AMRN utilizes the
attention mechanism to filter irrelevant context and QSPN further
develops an early interaction strategy for cross-modal features.
Table 2 and Table 3 show the overall performance evaluation
results of our CMIN and all baselines on ActivityCaption and TACoS
datasets, respectively. We choose the evaluation criteria “R@n,
IoU=m” with n ∈ {1, 5}, m ∈ {0.3, 0.5, 0.7} for ActivityCaption
and n ∈ {1, 5} ,m ∈ {0.1, 0.3, 0.5} for TACoS. Note that we report
the baseline performance based on either their original paper or
our implementation by selecting the higher one. The experimental
results reveal a number of interesting points:
• While modeling moment features, the MCN applies a mean-
pooling operation to aggregate all features of video sequences
as context of the current moment, which may introduce
noises into the moment representations and degrade the
retrieval accuracy. Thus, the MCN achieves the worst per-
formance on all criteria.
• The context based methods CTRL, ACRN, QSPN and CMIN
outperform the simple SVA-STV and VSA-RNN, which sug-
gest the context modeling is crucial for high-quality moment
retrieval. And the performance of the VSA-STA is slightly
better than VSA-RNN, demonstrating the skip-thought fea-
ture extractor is helpful for query understanding.
• The QSPN adopts an attention mechanism to fuse the vi-
sual and textual features, which develop the early interac-
tions between moments and queries. The fact that the QSPN
achieves better performance than CTRL and ACRN verifies
the cross-modal interaction is critical for query-based mo-
ment retrieval.
• On all the criteria of two datasets, the CMIN not only out-
performs all previous state-of-the-art baselines, but also
achieves tremendous improvements, especially on Activ-
ityCaption. These results verify the effectiveness of our syn-
tactic GCN, multi-head self-attention and multi-stage cross-
modal interaction.
Moreover, we can find that the overall experimental results on
TACoS are lower than ActivityCaption, and meanwhile, the CMIN
can only achieve a smaller improvement on TACoS. That is because
the videos are longer and the target moments are shorter on TACoS
as shown in Table 1, which increase the number of potential candi-
date moments and make this task harder. Moreover, the invariant
cooking scenes and shorter query description may also improve the
retrieval difficulty. Since invariant scenes require better discrim-
ination ability and the short query is hard to describe a moment
clearly.
4.5 Ablation Study
To prove the contribution of each component of our CMIN method,
we next conduct some ablation studies on the syntactic GCN, multi-
head self-attention and multi-stage cross-modal interaction. Con-
cretely, we discard one component at a time to generate an ablation
model as follows.
• CMIN(w/o. GCN): We first remove the syntactic GCN layer
from the query representation learning and take the query
representations from BiGRU networks as the input of multi-
stage cross-modal interaction module.
• CMIN(w/o. SA):We then discard themulti-head self-attention
from the video representation learning to validate the im-
portance of long-range semantic dependency modeling.
• CMIN(w/o. CG): We next remove the cross gate in themulti-
stage cross-modal interaction module, directly applying the
bilinear fusion for frame representations and aggregation
query representations.
• CMIN(w/o. BF): We finally replace the low-rank bilinear
fusion method with a simple concatenation for query and
video features.
Table 4: Performance Evaluation Results of Ablation Model
on the ActivityCaption dataset.
Method R@1 R@1 R@1 R@5 R@5 R@5IoU=0.3 IoU=0.5 IoU=0.7 IoU=0.3 IoU=0.5 IoU=0.7
w/o. GCN 60.12 40.84 21.79 78.23 65.67 45.43
w/o. SA 61.22 41.56 22.36 79.43 66.91 48.12
w/o. CG 60.57 41.21 22.01 78.62 65.99 46.89
w/o. BF 61.32 41.89 22.12 79.27 66.21 47.92
full 63.61 43.40 23.88 80.54 67.95 50.73
Table 5: Performance Evaluation Results of Ablation Model
on the TACoS dataset.
Method R@1 R@1 R@1 R@5 R@5 R@5IoU=0.1 IoU=0.3 IoU=0.5 IoU=0.1 IoU=0.3 IoU=0.5
w/o. GCN 30.54 23.22 10.03 57.69 37.12 26.16
w/o. SA 30.21 23.02 16.87 55.54 36.6 25.37
w/o. CG 31.96 23.59 17.47 61.87 38.11 26.79
w/o. BF 32.01 24.79 17.61 61.59 38.23 26.75
full 32.48 24.64 18.05 62.13 38.46 27.02
The ablation results on ActivityCaption and TACoS datasets are
shown in Table 4 and Table 5, respectively. By analyzing the ablation
results, we can find several interesting points:
• The CMIN(full) outperforms all ablation models on both Ac-
tivityCaption and TACoS datasets, which demonstrates the
syntactic GCN, multi-head self-attention, cross gate and low-
rank bilinear fusion are all helpful for query-based moment
retrieval.
• The CMIN(w/o. GCN) achieves the worst performance on
AcitivityCaption, and also have poor results on TACoS, in-
dicating the utilization of syntactic structure is critical for
query semantic understanding and subsequent modeling.
• All ablation models still yield better results than all base-
lines. This fact demonstrates that our comprehensive re-
trieval framework is suitable for this task and the excellent
performance does not only depend on a key component.
Moreover, for the syntactic GCN module, the number of stacked
layers is a crucial hyper-parameter. Therefore, We further explore
the effect of this hyper-parameter by varying the number of lay-
ers from 1 to 5. Figure 4 and Figure 5 shows the impact of layer
number on ActivityCaption and TACoS datasets. Here we select
“R@1,IoU=0.3” and “R@1,IoU=0.5” as evaluation criteria. From the
tables, we note that the CMIN achieves the best performance while
the number of layers is set to 2, and stacking too many or too few
layers will both affect the performance of query-based moment
retrieval. Because only one syntactic GCN layer cannot sufficiently
leverage the syntactic dependencies of natural language queries
and too many syntactic GCN layers will result in over-smoothing,
that is, each word representation converges to the same value.
4.6 Qualitative Analysis
To qualitatively validate the effectiveness of the CMIN method, we
display several typical examples of query-based moment retrieval.
Figure 6 and Figure 7 show the retrieval results of the CMINmethod
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Figure 4: Effect of the Number of Stacked Syntactic GCN lay-
ers on the ActivityCaption Dataset.
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Figure 5: Effect of the Number of Stacked Syntactic GCN lay-
ers on the TACoS Dataset.
and the best baseline QSPN on ActivityCaption and TACoS datasets,
respectively. We can find that natural language queries are very
diverse and often contain successive temporal actions. By intuitive
comparison, the CMIN can retrieve more accurate boundaries of
target moments than QSPN. Moreover, the retrieval precision on
TACoS is lower than ActivityCaption, which is consistent with
previous qualitative evaluations.
Furthermore, as the fundamental component of our multi-stage
cross-modal interaction module, the video-to-query attentive ag-
gregation builds a bridge between video and query information.
Thus, we demonstrate how the attentive aggregation mechanism
works to further understand the interaction process. As shown in
Figure 8, the video-to-query attention results are visualized using a
thermodynamic diagram, where the darker color means the higher
correlation of the pair of frame and word representations. We note
that each frame can attend the semantically related words and ig-
nore these irrelevant words. For example, the word “line” has the
highest attention score over the query for the fourth frame. This
suggests the attentive aggregation strategy effectively establishes
the relationship between visual and textual information, and is
helpful for high-quality moment retrieval.
5 CONCLUSION
In this paper, we propose a novel cross-modal interaction network
for query-based moment retrieval, which considers three critical
factors of this task, including the syntactic structure of natural lan-
guage queries, long-range semantic dependencies in video context
and the fine-grained cross-modal interaction. Specifically, we advise
a syntactic GCN to leverage the syntactic structure of queries for
fine-grained representation learning, then propose a multi-head
self-attention to capture long-range semantic dependencies from
video context, and employ a multi-stage cross-modal interaction
Query : The boy drops the cloths and takes the iron away before the baby can pick it up.
 Ground Truth :
 CMIN :
 QSPN :
114.12s
117.85s113.56s
116.12s112.42s
117.4s
Query : The female athlete jumped over the pole and wave at everyone.
 Ground Truth :
 CMIN :
 QSPN :
25.01s
117.45s26.98s
114.12s21.56s
117.4s
Figure 6: Examples on the ActivityCaption dataset.
Query : After getting out the juicer, he juices the first orange half.
 Ground Truth :
 CMIN :
 QSPN :
74.56s
117.78s72.32s
129.31s79.1s
120.34s
Query : She washes herb stems in the sink before placing them on the cuttingboard.
 Ground Truth :
 CMIN :
 QSPN :
126.29s
130.72s123.04s
133.34s120.1s
127.62s
Figure 7: Examples on the TACoS dataset.
They end their routine and line up against the wall
Figure 8: TheVideo-to-QueryAttentionResults in theMulti-
Stage Cross-Modal Interaction Module
to explore the potential relations of video and query contents. The
extensive experiments on ActivityCaption and TACoS datasets
demonstrate the effectiveness of our proposed method.
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