Abstract. Central limit theorems and asymptotic properties of the minimumcontrast estimators of the drift parameter in linear stochastic evolution equations driven by fractional Brownian motion are studied. Both singular (H < ) is the so-called 4 th moment theorem considered on the second Wiener chaos. This technique provides also the Berry-Esseen-type bounds for the speed of the convergence. The general results are illustrated for parabolic equations with distributed and pointwise fractional noises.
Introduction
Estimation of the drift parameter in linear stochastic PDEs with additive noise is a problem that is both well-motivated by practical needs and theoretically challenging. Two pioneering works on this topic - [10] by Koski, Akademi and Loges; and [9] by Huebner and Rozovskii -both considered Wiener process as the source of noise (i.e. the white noise in time). In [10] the minimum contrast (MC) estimator of the drift parameter was derived and its time asymptotics were studied (namely strong consistency and asymptotic normality). The paper [9] constitutes the maximum likelihood estimator (MLE) of the drift parameter and studies conditions for strong consistency and asymptotic normality with increasing number of observed dimensions (the space asymptotics). Several other works dealing with estimation in the white noise setting followed.
The literature on parameter estimation in the drift term for SPDEs driven by a fractional Brownian motion (fBm), which is capable to generate noise coloured in time, is rather limited. The work [3] develops the space asymptotics for the MLE in the fBm setting, but only in regular case when the Hurst parameter H ≥ 1 2 . In [12] the strong consistency of the MC estimator is proved considering fBm with trace-class covariance operator as the driving noise. Another contribution in this direction is the paper [14] dealing with the least squares estimators constructed from the one-dimensional projection of the mild solution to the linear SPDEs driven by fBm with the Hurst parameter 1/2 ≤ H ≤ 3/4. To authors' best knowledge, no
In this paper, we study the asymptotic properties (in time) of the MC estimator of the drift parameter in infinite dimensional linear stochastic equations driven by a fBm (the solutions represent infinite dimensional fractional Ornstein-Uhlenbeck processes). We believe that most of the results concerning the speed of convergence in limit theorems are new also in the classical case of equations driven by a standard cylindrical Wiener process. The noise term in the equation may contain an unbounded operator, which makes the general results applicable to parabolic SPDEs with pointwise or boundary noise (see e.g. Example 7.2). In section 3, we revise and generalize the proof of its strong consistency. Strong consistency without assuming that the covariance operator of the driving noise is trace-class is proved, which extends a result from [12] . This generalization thus covers the basic equations with white noise in space (cylindrical fBm) and many others. Motivated by the recent development, we apply the techniques based on the 4 th moment theorem to proof asymptotic normality and construct Berry-Esseen-type bounds on the speed of the convergence. In section 4 we generalize the essential theory related to the 4 th moment theorem to the processes with continuous time and with values possibly in infinite dimensional Hilbert spaces (to authors' best knowledge, it has been studied only for real-valued random sequences with discrete time so-far). In section 5 we apply this theory to construct the Berry-Esseen-type bounds for sample moments of the observed solution. These can be utilized for statistical inference on the drift parameter (such as confidence intervals or hypothesis testing) after reformulation in terms of the second moment. Finally, in section 6, the Berry-Esseen bounds for MC estimators are constructed and asymptotic normality is proved. All the results on asymptotic normality and Berry-Esseen bounds assume that the Hurst parameter of the driving fBm fulfills H < 
Basic setting and preliminaries
Consider a linear stochastic evolution equation in a separable Hilbert space V, which is driven by fractional Brownian motion in a separable Hilbert space U :
In this equation, α > 0 is an unknown parameter and the linear operator A : Dom(A) ⊂ V → V generates an analytic semigroup (S(t), t ≥ 0). Taking β > 0 large enough so that the operator βI − A is strictly positive, denote by D δ · | (in the sequel, β is supposed to be fixed). Furthermore, let (B H (t), t ∈ R) be a standard (two-sided) cylindrical fractional Brownian motion on U with Hurst parameter H ∈ (0, 1), defined on a complete probability space (Ω, F , P). The initial condition X 0 is assumed to be a V-valued random variable. The noise term satisfies the following condition:
′ , the dual of Dom(A * )with respect to the topology of V, and (βI
Notice that in the simplest case when (A0) is satisfied with ǫ = 1 (equivalently Φ ∈ L(U, V)) and H > 1/2 the (strongly continuous) semigroup (S(t), t ≥ 0) need not be analytic. This is the most usual case which holds true in standard examples (for instance, stochastic parabolic PDE with distributed fractional noise, cf. Example 7.1). On the other hand, in some situations (stochastic parabolic PDE with pointwise or boundary fractional noise, cf. Example 7.2) the value of ǫ must be chosen strictly smaller than one (see e.g. [11] for more general results).
Obviously, αA generates an analytic semigroup (S α (t), t ≥ 0), where S α (t) = S(αt).
Existence of the V-valued mild solution is established in the following proposition (for proofs, see papers [5] for H > 
for some T > 0, c > 0 and γ ∈ [0, H), where |.| L2 denotes the Hilbert-Schmidt norm on V. Then
is a well-defined V-valued process with paths in C([0, T ], V) and is called the mild solution to the equation (1) satisfying the initial condition (2).
The following theorem (established in [12] and [13] ) ensures existence and ergodicity of stationary solutions. Proposition 2.2. Assume (A0), (A1) and
for some constants M > 0 and ρ > 0, where |.| L denotes the operator norm. Then there exists a strictly stationary solution to (1), i.e. there exists an initial valueX (a V-valued random variable) such that the solution
is a strictly stationary process.
Moreover, under assumptions (A0)-(A2) the strictly stationary solution (Z(t), t ≥ 0) is ergodic, i.e. for any measurable functional ̺ : V → R satisfying E|̺(X)| < ∞, the following holds:
where
Proof. See proofs of Theorems 3.1, 4.6 in [12] and Theorems 3.1, 3.2 in [13] . Note that the discrete-time ergodicity can be shown by same means as continuous-time ergodicity.
In [12] it is shown that
where Q ∞ is the covariance operator of the invariant measure in the case α = 1. The minimum contrast estimator is based on the ergodic behaviour of the solutions to the equation (1) . The ergodicity of the stationary solution implies the following (almost sure) convergence of the sample second moments:
Similar behaviour of the (non-stationary) solution (X(t), t ≥ 0) for large t motivates the construction of the minimum-contrast estimator of the parameter α. Assume that
to ensure that Tr(Q ∞ ) = 0 and the following minimum contrast estimator is well defined:
. Similarly, for observations in discrete time instants define
Obviously, in the degenerate case Φ = 0 the stationary solution is constantly zero and the parameter is not identifiable.
We may also consider the case when only a finite-dimensional projection of the solution (X(t), t ≥ 0) is observed, for instance, the process ( X(t), w V , t ≥ 0) for a given vector w ∈ V, such that
We obtain the estimators
, and for observations in discrete time instants
.
Strong consistency
Note that in [12] the strong consistency of the estimators (8) and (11) is proved for fractional Brownian motion (H ∈ (0, 1)), but only for Φ being Hilbert-Schmidt. The approach below, based on Taylor's approximation, enables to show the strong consistency for a general linear operator Φ satisfying (A0). In the following exposition, we shall focus on the continuous-time case. The discrete-time case is analogous.
Let us first state a simple technical lemma, the proof of which is obvious:
To show the convergence of the sample second moment of the non-stationary solution, we utilize ergodicity of the stationary solution and the following theorem: Theorem 3.1. Let X = (x t , t ≥ 0) and Y = (y t , t ≥ 0) be two real-valued continuous random processes defined on a probability space (Ω, F , P). Let Y be strictly stationary and ergodic. Further let
Consider a smooth function g ∈ C p (R) for some p ∈ N. Denote its k-th derivative by g (k) and assume:
• E|g (k) (y 0 )| < ∞; k = 0, 1, .., p; and
Proof. Ergodicity of Y implies
Now fix ω ∈ Ω and apply Taylor's approximation with Lagrange remainder:
Firstly, for almost all (a.a.) ω we have
by ergodicity of Y and
Secondly,
However, the Lipschitz condition implies
Hence, we obtain for a.a. ω:
by ergodicity of Y . If we combine this with the a.s. convergence
Corollary 3.1. Let (A0), (A1) and (A2) are satisfied and let (X(t), t ≥ 0) be the solution to (1) - (2) with arbitrary X 0 . For any p ∈ N we have that
Moreover, for any w ∈ V
Proof. Starting with (15), consider (Z(t), t ≥ 0) the strictly stationary solution to (1) and set y t = |Z(t)| V and x t = |X(t)| V . Obviously, (y t , t ≥ 0) is strictly stationary and ergodic. Clearly
For g(x) = x p , in view of the Fernique theorem, we obtain
and g (p−1) (x) = p!x is globally Lipschitz. Therefore, the proof of (15) is completed in virtue of Theorem 3.1.
Proof of convergence (16) runs similarly using processes y t = | Z(t), w V | and
Corollary 3.2. Under the assumptions (A0), (A1) and (A2), the estimators (8), (9), (11) and (12) are strongly consistent, i.e.
Proof. The continuous-time versions of the statements follow immediately from Corollary 3.1 by setting p = 2. The discrete-time versions may be shown analogously.
4.
Normal approximation for Gaussian-subordinated sequences/processes 4.1. Preliminaries. The fundamental tool for proving asymptotic normality (as well as for assessing the speed of convergence) will be the celebrated 4 th moment theorem (see [17] ): Proposition 4.1. Consider an isonormal Gaussian process X on a separable Hilbert space H. Let (F n : n ∈ N) be a sequence of random variables belonging to the qth chaos of X with EF 2 n = 1 and consider a normally distributed random variable N ∼ N (0, 1). Then F n converge in distribution to N if and only if the 4 th cumulants of F n (κ 4 (F n )) converge to zero, i.e.
In this case EF 3 n → 0 and there exist positive finite constants 0 < c < C < ∞ (which may depend on the sequence (F n ), but not on n) such that
where d T V denotes the total-variation distance and
|} represents the optimum bound of Berry-Esseen type for F n expressed in terms of the 3 rd and the 4 th cumulants.
Remark 4.1. It directly follows from the proof of Proposition 4.1 (see the proof of Theorem 1.2 in [17] ) that the corresponding upper bound
holds also for a random process (F T : T > 0) from the q-th Wiener chaos. Furthermore, the upper bound in (18) also holds for the Wasserstein distance: Let (Z i : i ∈ Z) be a non-degenerate stationary V-valued centered Gaussian sequence with a trace class covariance operator Q = 0, i.e. Z i ∼ N (0, Q) and denote Q(i − j) = cov(Z i , Z j ) the auto-covariance operators of the sequence, which means that
We can express s n in terms of Q (using the spectral decomposition and Isserlis theorem): (20) s n = 2
We need to define a Hilbert space with scalar product generated by the autocovariance operators Q(i). To this end, we have to assume positive definiteness of Q. This assumption, however, can be made without loss of generality. If Q is only positive-semidefinite, we can take an orthonormal basis {e k } ∞ k=1 of V consisting of eigenvectors of Q and restrict ourselves on the subspace of V generated by those eigenvectors corresponding to positive eigenvalues (denote it by V pos ). Clearly the projections of Z i onto the orthogonal complement of the subspace V pos is (almost surely) zero. Hence, Z i ∈ V pos almost surely and Q, restricted to V pos , is positivedefinite.
The construction of the corresponding Hilbert space H and isonormal Gaussian process for Wiener chaos decomposition follows the approach from [16] (cf. Proposition 7.2.3). Consider the linear span of the abstract set E := {h i,v : i ∈ Z, v ∈ V} endowed with the scalar product obtained by natural extension of the following binary operation on E:
Taking the completion of this linear space with respect to the scalar product yields the separable Hilbert space H. Separability of H follows from separability of V. The appropriate isonormal Gaussian process X is defined as the L 2 -isometric linear extension of the mapping
Next step is to express F n as an element of the second Wiener chaos of X. Consider h i,e k the elements of H. Then (21)
where I 2 is the isometric isomorphism between the space of symmetric tensor product H ⊙2 (equipped with the modified tensor norm √ 2|.| H ⊗2 ) and the second Wiener chaos of X (equipped with the L 2 norm).
The 3 rd and the 4 th cumulants of F n can be bounded above (see Lemma 8.1 in appendix for details):
where C 1 is arbitrary constant greater than 8, and
where C 2 is a (sufficiently large) constant. . Denote by Q(t−s) the (trace-class) auto-covariance operators of the process (i.e. Q(t − s) = cov(Z t , Z s )) and Q = Q(0) = 0 the covariance operator of Z t . Define the corresponding Gaussian subordinate processes:
The spectral decomposition, the Isserlis' theorem and the change of variables within integrals yield:
To construct the appropriate Hilbert space H with the isonormal Gaussian process X, start with a set E := {h t,v : t ∈ R, v ∈ V} and proceed analogously to previous subsection. Separability of H follows from separability of V and from L 2 -continuity of process (Z t : t ∈ R). To enable using results for random sequences, fix T > 0 and consider the partition {t i = i 
ti,e k belong to the second chaos, F T is in the second chaos as well, with
Now we can utilize the bounds from the previous subsection (note that t → |Q(t)| L2 is continuous):
Remark 4.3. Real-valued Gaussian-subordinated processes are again a special case of the theory above.
Berry-Esseen bounds for sample moments
In this section, we derive the upper bounds for the speed of convergence to normal distribution of the (centered and standardized) sample second moments calculated from the solutions to the original SPDE (1). Our approach is motivated by the work [8] , which covers the real-valued fractional Ornstein-Uhlenbeck processes. We study only the case H < Recall that (Z(t) : t ≥ 0) denotes the stationary solution to (1), which is a stationary centered Gaussian process with values in V and with covariance operator Q α ∞ = 0 (by assumption (7)).
To obtain an explicit formula for the auto-covariance operators Q α ∞ (t) = cov(Z(t), Z(0)), we first formulate a proposition on calculating covariance of stochastic integrals driven by a fractional Brownian motion. This proposition is a straightforward generalization of Lemma 2.1 in [2] .
Proposition 5.1. Let (β H (t) : t ∈ R) be a scalar fractional Brownian motion with Hurst parameter H ∈ (0, 1). Consider real numbers a < b ≤ c < d and continuous
exist almost surely (as Riemann integrals). Then (28)
Note that the equality (28) is well known in the regular case H ≥ 1 2 . This proposition, however, covers also the singular cases H < 
Proof. Notice that the conditions (A0) -(A2) imply
for a constant C > 0, hence the second term on the right-hand side of (29) is well defined and the integral converges in the operator norm. Indeed, for each t ≥ 0 there is a constant c t such that (31)
in view of Lemma 8.2 in the Appendix. By construction of the stationary solution, for arbitrary x, y ∈ Dom((βI − A * ) 2−ǫ ) we have
For the first term, we have
For the second term, we consider an orthonormal basis of V {e k } ∞ k=1 and denote by β H k , k = 1, 2, ... a system of independent R-valued fractional Brownian motions, β
In view of the assumption (A0) the functions s → Φ * S * α (t − s)x and r → Φ * S * α (−r)y are continuously differentiable on their respective domains, hence we may apply Proposition 5.1 to obtain
Taking into account (31) and using the Dominated Convergence Theorem we have that
Since x, y ∈ Dom((βI − A * ) 2−ǫ ) are arbitrary and Dom((βI − A * ) 2−ǫ ) is dense in V, this concludes the proof of (29).
Lemma 5.2. The family of auto-covariance operators (Q α ∞ (t) : t ∈ R) is rightcontinuous with respect to the Hilbert-Schmidt norm and
where C is a constant which does not depend on t.
, we can consider only the case t ≥ 0. By Cauchy-Schwarz inequality, we obtain
For asymptotic behaviour, we can utilize the previous Lemma, which yields
Using the exponential stability (A2), the first term can easily be bounded by an exponential function:
For the second term, we employ both assumptions (A1) and (A2) and the relation S α (t) = S(αt), which implies
for some constants c > 0 and γ ∈ [0, H). If we apply this inequality to the operators inside the integral, we obtain
for some constant C > 0 (see the Lemma 8.2 in the Appendix for details).
For clarity of exposition, we shall describe construction of the Berry-Esseen type of bounds for discretely observed solution (the continuous-time case is analogous). The definitions of F n from (19) applied to the stationary solution to the SPDE take the form
The bounds on cumulants (22), (23) and upper bounds of auto-covariance operators (32) yield
Combining this with the 4 th moment theorem (the formula (18)) we obtain
, where C stands for a constant independent of n.
Next, we eliminate the effect of standardizing factors s n from F n . Observe that for H < N ∼ N (0, 1) . Then
Proof. It immediately follows from the proof of Theorem 1.2 in [17] that
Clearly 0 < sn s * ∞ < 1 and the term E E(1 − DF n , −DL −1 F n H |F n ) can be bounded above by C max{|κ 3 (F n )|, |κ 4 (F n )|} (which again follows from the proof of Theorem 1.2 in [17] ).
Note that by Remark 4.1 we can reformulate previous results in terms of the Wasserstein distance.
Next step is to extend the result from the stationary solutions to the general solutions to (1) . Following the approach in [8] we consider the Wasserstein distance.
Consider a solution (X(t), t ≥ 0) to (1) with a general initial condition X 0 and the stationary solution (Z(t), t ≥ 0). Clearly
Furthermore, the effect of the non-stationary term can then be controlled by the following elementary (but useful) lemma ( [8] ):
Lemma 5.4. Consider two random variables X and Z defined on the same probability space. Then
Theorem 5.1. Let (A0), (A1) and (A2) be satisfied and let the previous notation prevail. Let N v denote a Gaussian random variable,
, and define the upper-bound function:
. Then for the stationary solution (Z(t), t ≥ 0) to the equation (1) we have that
Proof. In the stationary case, we use Lemma 5.3 to see
The term max{|κ 3 (F n )|, |κ 4 (F n )|} can be estimated as in (34).
Next, we use the formulas (33) and (36) together with (32) to obtain
. Combining these two bounds, we arrive at (39).
For the non-stationary case, we apply Lemma 5.4. Consequently, we need to calculate
For the first factor on the r.h.s., we have
where we employed the assumption E|X 0 | 2 V < ∞. The second factor can be bounded above by a constant, since (using the above bound)
where C is a constant independent of i. It follows directly
where C does not depend on n. This, according to Lemma 5.4, does not distort the upper bound ξ H (n).
The continuous-time case can by treated similarly.
Remark 5.1. In continuous-time case, we can proceed analogously to show
Remark 5.2. If we observe a one-dimensional projection of the solution, we can proceed similarly. Considering the stationary centered Gaussian process z t := Z(t), w V with auto-covariance function
The above approach then leads to the following Berry-Esseen bounds for the stationary solution:
and for a general solution (X(t), t ≥ 0) to (1) with initial condition X 0 such that
Berry-Esseen bounds for estimators
Recall that the estimators (8), (9), (11) and (12) are all constructed (under assumption (7)) as monotonous, twice differentiable functions of the corresponding sample second moments, whose asymptotic properties were studied in the previous section. It is well-known, that this monotonous differentiable transformation does not distort asymptotic normality. However, when constructing the Berry-Esseen bounds for the transformed processes, we have to switch to the Kolmogorov distance localized on compacts, as suggested by the following proposition:
Proposition 6.1. Denote by Ψ the distribution function of the standard normal distribution N (0, 1) and consider a stochastic process (U T : T > 0) with mean value µ and a standardizing function σ T , σ T T →∞ −→ 0, such that
ξ(T ) being the upper bound for the Kolmogorov distance.
Now let g be a monotonous function, g ∈ C 2 (A), where P(U T ∈ A) = 1 for all T . Then for each K > 0 there exists a constant C K such that
Proof. The idea of the proof follows calculations from [20] (see the proof of Theorem 3.2. therein). Denote ψ := g −1 , φ := g(µ) and assume g ′ < 0 (the case g ′ > 0 is similar). It is easy to see that
Then for each K > 0, there exists a constant C K , such that
Proof. It is direct consequence of the Theorem 5.1 (cf. also Remarks 5.1 and 5.2) and the Proposition 6.1.
Remark 6.1. In case of general (non-stationary) solution, we can proceed similarly. First, we have to replace the Wasserstein distance by the Kolmogorov distance. For this purpose, we can utilize the following well-known general inequality:
where X and N are any random variables and N has absolutely continuous distribution with the density function bounded by the constant C. This inequality, however, decelerates the speed of convergence of the local Berry-Esseen bounds. In view of Theorem 5.1 (cf. Remarks 5.1 and 5.2) and Proposition 6.1 we obtain results corresponding to Theorem 6.1, but with upper bounds for the local Kolmogorov distance being c K ξ H (n) and c K ξ H (T ) instead of C K ξ H (n) and C K ξ H (T ), respectively.
The central limit theorem for the estimators is now an easy corollary to the previous theorem. (9), (11) and (12) the central limit theorems
), hold true for some σ
Appendix
Lemma 8.1. Consider the sequence F n defined in (19) . The 3 rd and 4 th cumulants thereof satisfy the following bounds:
Proof. To avoid technical difficulties with infinite sums, we shall work with projections to finite-dimensional subspaces and then pass to the limit. Recall the setting in the subsection 4. 
Clearly, (Z (N ) i
: i ∈ Z) is a stationary V (N ) -valued centered Gaussian sequence with a covariance operator Q (N ) and auto-covariance operators Q (N ) (i − j) being restrictions of Q and Q(i − j) onto V (N ) in the following sense:
Following the approach in subsection 4.2, for each N we define an appropriate isonormal Gaussian process X (N ) on suitable Hilbert space H (N ) corresponding to the stationary sequence (Z (N ) i : i ∈ Z) and consider the sequences
as in (21):
Recall that the 4 th cumulant of F (N ) n can be bounded above by the norm of the tensor contraction of f
, where C is a universal constant (see [1] ). The tensor contraction of order 1, denoted be ⊗ 1 , is defined as follows:
where {h k } ∞ k=1 is an orthonormal basis of H (N ) . Now by the definition of ⊗ 1 and its bilinearity, we can write
and, consequently, using the fact that
and the relation for adjoint operators (
Now we apply the method used in the proof of Proposition 6.4 in [1] based on rewriting the last sums as convolutions and then applying the Young inequality. This leads to the inequality
24
Combining this with (57) and the fact that |Q (N ) (i)| L2 ≤ |Q(i)| L2 we obtain the bound The proof of the bound for the 3 rd cumulant runs similarly. With reference to [1] we start from the following equality
Using the expressions for f If we denote again ρ(i) := |Q (N ) (i)| L2 for i ∈ Z, we can follow the corresponding calculations in [1] (based on the Young inequality for convolutions) and pass to the limit N → ∞ to obtain the required bound. Proof. Fix δ ∈ (1/ρ, t) and divide the range of integration into four disjoint areas: ...drds.
25
We shall treat each integral separately. Here C stands for a positive constant (independent of t), which may change from line to line. The second integral (after slight modification) can be treated as the corresponding term in the proof of Theorem 2.3 in [2] , which justifies the last inequality in the following calculations: which completes the proof.
