Abstract. We study the topology of the configuration space C(n, w) of n hard disks of unit diameter in an infinite strip of width w. We describe ranges of parameter or "regimes", where homology H j [C(n, w)] behaves in qualitatively different ways.
Introduction
We are interested here in the configuration spaces C(n, w) of n hard disks, of unit diameter, in an infinite strip of width w.
More precisely, for non-negative integers n, w we define C(n, w) = {(x 1 , y 1 , x 2 , y 2 , . . . , x n , y n ) ∈ R 2n : (x i − x j ) 2 + (y i − y j ) 2 ≥ 1 for every i = j, and 1/2 ≤ y i ≤ w − 1/2 for every i.}
One could define these configuration spaces with strict inequalities instead, giving an open manifold instead of a closed semi-algebraic set. Up to homotopy equivalence, it makes no difference. Similarly, if w is not an integer then the configuration space C(n, w) deformation retracts onto C(n, ⌊w⌋), so there is no loss of generality in assuming that w is an integer.
Our main result gives sharp estimates for the Betti numbers, as the number of disks tends to infinity. We use the notation f = Θ(g) to indicate that there exist positive constants c 1 , c 2 such that c 1 g(n) ≤ f (n) ≤ c 2 g(n)
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All three authors thank ICERM for hosting them during the special thematic semester on Topology in Motion in Fall 2016. for all sufficiently large n. Whenever there is asymptotic notation in the following, the implied constants depend on j and w but not on n.
Theorem 1.1.
(1) If w ≥ 2 and 0 ≤ j ≤ w − 2 then the inclusion map i : C(n, w) → C(n, R 2 ) induces an isomorphism on homology i * : H j [C(n, w)] → H j [C(n, R
2 )].
So if n → ∞ then the asymptotic rate of growth is given by
β j [C(n, w)] = Θ n 2j .
(2) If w ≥ 2 and j ≥ w − 1 then write j = q(w − 1) + r with q ≥ 1 and 0 ≤ r < w − 1. Then we have that β j [C(n, w)] = Θ (q + 1) n n qw+2r .
If w = 1 and j = 0, then β 0 = n!. (3) If either w = 0, or w = 1 and j ≥ 1, then β j = 0.
In principle, one could compute homology of C(n, w) exactly. For example, we believe that C(n, w) is homotopy equivalent to the complement of a certain subspace arrangement that we do not describe here. Then, one could use essentially combinatorial formulas [14] to derive a recursive formula for β j [C(n, w)]. We do not take such an approach here, and we believe that the asymptotic approach we take may be in some ways more meaningful.
Configuration spaces of disks arise naturally as the phase space of a 2-dimensional "hard-spheres" system, so are of interest in physics as well. See, for example, the discussion of hard disks in a box by Diaconis in [12] , and the review of the physics literature in Carlsson et al. in [9] .
The topology of configuration spaces of particles with thickness has been studied earlier, for example in [2] , [11] , and [18] , but not much seems to be known. Some of this past work is also inspired in part by applications to engineering, particularly motion planning for robots.
Inspired by the statement of Theorem 1.1, we introduce the notion of "homological solid, liquid, and gas" regimes in the (w, j) plane.
We define the "homological solid" phase to be wherever homology is trivial. The motivation for this definition is that one expects in a crystal phase, things are fairly rigid and that the configuration space is simple.
We define the "homological gas" phase to be where homology agrees with the configuration space of points in the plane. In other words, through the lens of this homology group, the particles are indistinguishable from points, as in an ideal gas. Arnold [1] showed that the Poincaré polynomial of C(n, R 2 ) is given by β 0 + β 1 t + · · · + β n−1 t n−1 = (1 + t)(1 + 2t) . .
. (1 + (n − 1)t).
It follows that the Betti numbers are given by the unsigned Stirling numbers of the first kind.
β j C(n, R 2 ) = n n − j .
For a self-contained and readable overview of the homology and cohomology of C(n, R 2 ), see Sinha [23] . One can use a standard recursive formula for Stirling numbers to write n n−j as a polynomial in n of degree 2j. For example, formulas for the first few Betti numbers are given by:
Finally, we define the "homological liquid" phase to be everything else. This is the most interesting regime topologically, and we were somewhat surprised to find that there is a lot of homology. Another physical metaphor for the homological liquid regime, suggested to us by Jeremy Mason, is a turbulent fluid.
Most of the work in this paper is in estimating the Betti numbers in the homological liquid regime. For the lower bounds, we use the duality between the homology of C(n, w) and its homology with closed support. For the upper bounds, we first prove that C(n, w) is homotopy equivalent to a cell complex cell(n, w), and then 2 describes the shapes of the homological solid, liquid, and gas regimes for every n. We illustrate the case n = 24.
apply discrete Morse theory.
Some advantages of the definitions of homological solid, liquid, and gas include their simplicity, their generality, and being well defined for every finite n and not only asymptotically. The following describes the shapes of the regimes for every n. We note that the boundary between solid and liquid regimes is more interesting for finite n than it appears to be in Theorem 1.1. Theorem 1.2. The following hold for every n ≥ 2.
(1) If w ≥ 2 and 0 ≤ j ≤ w − 2, then the inclusion map i : C(n, w) → C(n, R 2 ) induces an isomorphism on homology
If w ≥ n, then C(n, w) is homotopy equivalent to C(n, R 2 ).
(2) If 1 ≤ w ≤ n − 1 and w − 1 ≤ j ≤ n − ⌈n/w⌉ then H j (C(n, w)) = 0, but the inclusion map i : C(n, w) → C(n, R 2 ) does not induce an isomorphism on homology
(3) If either w = 0, or w ≥ 1 and j ≥ n − ⌈n/w⌉ + 1, then
The rest of the paper is organized as follows.
In Section 2, we give definitions and notation used throughout the rest of the paper. In particular, we describe a polyhedral cell complex cell(n, w), a subcomplex of the Salvetti complex, which is homotopy equivalent to C(n, w).
In Section 3, we prove the homotopy equivalence of C(n, w) and cell(n, w). Parts (1) and (3) of Theorem 1.1 follow immediately from the homotopy equivalence.
In Section 4, we prove lower bounds on the Betti numbers in the liquid regime, giving one direction of part (2) of Theorem 1.1.
In Section 5, we prove Theorem 1.2. In Section 6, we describe a discrete gradient vector field on cell(n, w). This allows us to collapse cell(n, w) to a regular CW complex with far fewer cells, and then the number of d-cells is an upper bound on the Betti number β d .
In Section 7 we use the results from Section 6 to prove upper bounds, giving the other direction of part (2) of Theorem 1.1.
In Section 8 we close with comments and open problems. Finally, in an appendix by Ulrich Bauer and Kyle Parsons, we include calculation of the Betti numbers for n ≤ 8.
Definitions and notation
2.1. poset(n) and cell(n). We first describe a ranked poset which we denote poset(n), which is the face poset of a regular CW complex cell(n) called the Salvetti complex. The Salvetti complex and related constructions have appeared implicitly or explicitly many times-see Section 3 of [8] for a brief review of the literature. The complex was apparently first described explicitly by Salvetti in [21] .
Definition 2.1. The poset poset(n) has as it underlying set A(n), which we define as follows. Elements of A(n) we call "symbols". A symbol is a permutation in one-line notation (σ 1 σ 2 . . . σ n ), where between each consecutive pair of elements σ i σ i+1 , there can either be a bar or not.
We call a part of the permutation between two bars a block. The partial order on poset(n) is characterized as follows: the covers in the Hasse diagram of a symbol α are the symbols obtained from α by the operation of removing a bar and merging the two adjacent blocks by a shuffle-the shuffle must preserve the relative order within each block.
The Hasse diagram of poset (3) is illustrated in Figure 3 . For example, (1 | 3 | 2), (31 | 2), and (321) are all symbols in A(3). Moreover, they form a chain in the poset.
There are n − 1 positions between consecutive pairs of elements, so there are exactly n! 2 n−1 symbols in A(n). It is useful to consider "block notation" for a symbol. If we write
it means that each c i is a piece of the permutation, separated from the rest by bars. Forgetting the order of permutation elements within a block, we may also regard a block as a subset of [n] := {1, 2, . . . , n}. So we may write without ambiguity such statements as "σ k and σ l are in the same block".
It is well known that poset(n) is the face poset of a regular CW complex cell(n)-see for example [8] , usually called the Salvetti complex. It was shown in [21] (3). This is the face poset of the Salvetti complex for the configuration space of 3 points in the plane. We will be mostly concerned with certain subcomplexes of cell(n), described as follows.
Definition 2.2. For every n, w ≥ 1, we define poset(n, w) to be the sub-poset of poset(n) where every block has width at most w. We note that poset(n, w) is an order ideal in poset(n). Then since poset(n) is the face poset of cell(n), we have that poset(n, w) is the face poset of a subcomplex which we denote cell(n, w).
The cell complex cell(3, 2) is illustrated in Figure 4 .
We define the closely related "configuration space of vertical line segments" as follows.
Definition 2.3. Assume that 0 < ǫ < 1. The configuration space of vertical line segments of unit length in the strip of width w + ǫ is defined by C I (n, w + ǫ) = {(x 1 , y 1 , . . . , x n , y n ) | 1/2 < y i < w − 1/2 + ǫ for every 1 ≤ i ≤ n,
We prove in Section 3 that
as one step in the proof of the main homotopy equivalence cell(n, w) ≃ C(n, w). We also use C I (n, w + ǫ) in the proof of lower bounds in Section 4. It is convenient, for example, that C I (n, w + ǫ) is an open subset of R 2n so an open manifold.
Homotopy equivalence
In this section we prove the main homotopy equivalence C(n, w) ≃ cell(n, w), and list a few of the immediate consequences.
Theorem 3.1. For every n, w, we have C(n, w) ≃ cell(n, w).
3.1.
Proof of Theorem 3.1. First we show the main step, that C I (n, w + ǫ) ≃ cell(n, w).
Lemma 3.2. For every n, w ≥ 1 and 0 < ǫ < 1, we have the homotopy equivalence C I (n, w + ǫ) ≃ cell(n, w).
Our strategy will be to use the nerve theorem. We will consider the nerve of the following open cover. 
: the following conditions are met}.
• Whenever σ k and σ l are in different blocks and k < l, we have x k < x l .
• Whenever σ k and σ l are in the same block and k < l, we have y k > y l .
• If σ k and σ l are in the same block, and σ k ′ and σ l ′ are in different blocks, then
The indices are not assumed to be distinct-in particular it may be that k = k ′ . Intuitively, elements in the same block must cluster by x-ccordinate.
Every U α is convex, hence all the nonempty intersections of these sets is contractible. In the following, we check that {U α } form an open cover of C I (n, w), and that the intersection
is nonempty if and only if the symbols
form a chain in poset(n, w). Then the nerve theorem gives the homotopy equivalence.
Proof of Lemma 3.2. Given a point p = C I (n, w), we first describe an algorithm for finding A p , the subset of symbols α ∈ C(n, w) such that p ∈ U α . As a preliminary, we define the poset of ordered partitions part(n). An element of part(n) is an ordered sequence (S 1 , S 2 , . . .) of non-empty subsets of [n] such that the subsets S j are pairwise disjoint, and their union is all of [n]. This is very similar to an element of A(n), where we forget the order within a block (replacing an ordered subset of [n] by a subset).
The partial order on part(n) is characterized as follows: the covers of an ordered partition π are the ordered partitions obtained from π by the operation of replacing two adjacent by their union at the same place in the order. We remark that part(n) is somewhat similar to poset A(n), but in part(n) we forget the order of the elements within a block. Now let a point
be given.
Step 1 produces a chain π 1 , π 2 , . . . in the poset part(n). This step uses the x coordinates but not the y coordinates. We say that x k and x l are consecutive x values of p if x k < x l and there is no k; for which w < x k ′ < x l . For every real number ρ ≥ 0, there is a unique partition
such that if x i and x j are consecutive x values and i ∈ S k (ρ), j ∈ S ℓ (ρ), then
e. i and j lie in the same set of the partition π(ρ), and • if x j − x i > ρ then k + 1 = ℓ, i.e. i and j lie in consecutive sets of the partition π(ρ).
of length ρ centered on x i and let K(ρ) be the union of all the intervals K i (ρ). The set K(ρ) will itself be a union of intervals of various lengths, namely its connected components. We cluster the integers [n] according to which connected component of K they lie in. The set S j (ρ) is the subset of [n] whose x coordinates are in the j-th connected component of K(ρ), counting from the lower end.
When ρ = 0, i and j lie in the same cluster only when x i = x j . When ρ is very large, there is only one cluster S 1 = [n]. In general, as ρ increases from 0, the ordered partition π(ρ) changes only at certain values of ρ, namely the differences of consecutive x values. So as ρ increases, we get a finite sequence of distinct ordered partitions π 1 , π 2 , . . . This sequence is clearly a chain in the poset of ordered partitions, part(n).
Step 2 lifts a subsequence of the chain π 1 , π 2 , . . . in the poset of ordered partitions part(n) to a chain in the poset of symbols poset(n). This step uses the y coordinates of p but not the x coordinates.
Given a partition π i = (S 1 , S 2 , . . .), for each set S j , order the elements of S j in such a way that if k and ℓ are elements of S j that are consecutive in the ordering, then y k + 1 < y ℓ . If for some S j in the ordered partition π i this can't be done, then discard π i and exclude it from further consideration.
Since a symbol in A n is just an ordered partition (S 1 , S 2 , . . .) of [n] together with an ordering of the elements of each set S j , we now have a list of symbols in A n . Using the fact that π 1 , π 2 , . . . is a chain in part(n), it is easy to see that our list of symbols is a chain in poset(n). It actually lies in the sub-poset poset(n, w) because the y i values are restricted to lie between 1/2 and w + ǫ − 1/2.
Step 3 extracts a subchain using the x i values. From the list of symbols α coming from Step 2, throw out those that don't satisfy p ∈ A α . The result will still be a chain, since a subsequence of a chain is a chain.
From the definition of U α it is not hard to check that the resulting chain is A p .
The algorithm always produces at least A 1 , so the set A p is always nonempty, and therefore the set U α form an open cover of C I (n, w).
Each U α is convex for every α, so every U α is contractible and since the intersection of convex sets is convex, every nonempty intersection is contractible.
Finally, we check that an intersection
First of all, if the intersection is nonempty then the algorithm produces a chain of partitions that include all of α 1 , . . . , α k , and a subposet of a chain is a chain. Now suppose we have a chain α 1 < α 2 < · · · < α m in poset(n, w). We produce a point p such that p ∈ U αi for every i. We may assume without loss of generality that the chain is maximal.
None of the blocks in any symbol have width more than w. So we can choose y-coordinates based on the symbol α m as follows. If σ k and σ l are in the same block and k < l then choose y k > y l + 1, then there is enough room vertically in C I (n, w) to do this.
For x-coordinates, we first look at the symbol α 1 , which by maximality of the chain has all blocks of size one. Our first restriction is that we choose x-coordinates of p such that
Finally, we cluster x-coordinates so that as one ascends the chain, the blocks merge in the correct order. For example, let 0 < λ 1 < λ 2 < · · · < λ m be any increasing sequence of real numbers. If going from α i to α i+1 merges blocks c ki and c ki+1 , our only other restriction is simply to make sure that
and max {|x a − x b | : σ a and σ b are in the same block in c ki } < λ i .
We conclude that the nerve of the cover {U α } is isomorphic to the order complex ∆ (poset(n, w)). So by the Nerve Theorem, C I (n, w + ǫ) ≃ cell(n, w).
Next, we give a homotopy equivalence between the closed configuration space of disks and the configuration space of intervals. We first comment that the closed configuration space of disks is homotopy equivalent to a slightly larger open configuration space.
Lemma 3.5. For integers n, w ≥ 1 and 0 < ǫ < 1, we have a homotopy equivalence between the configuration space of intervals and the configuration space of disks
Here the maximum is taken over all pairs (i, j) such that
Now we dilate by a factor of R in the horizontal direction. In other words, we define
This map D gives a deformation retraction onto the smaller configuration space
We note that C ′′ is essentially the configuration space of n disks of radius r = 1/2 in a rectangle of dimensions (2n + 1) × (w + ǫ). The min-type Morse theory techniques in [2] give deformation retractions from both C ′′ (n, w + ǫ) and C(n, w) to the configuration space C ′′′ (n, w) of n disks of radius 1/2 in a rectangle of dimensions (2n + 1) × w defined by
and
This step is where we use the hypothesis that ǫ < 1.
Putting it together, we have that C I (n, w + ǫ) deformation retracts to C ′ (n, w), C ′′ (n, w), and C ′′′ (n, w). We also have that C(n, w) deformation retracts to C ′′′ (n, w), so we have a homotopy equivalence between C I (n, w + ǫ) and C(n, w), as desired.
3.2.
Consequences of the homotopy equivalence. One immediate consequence of the homotopy equivalence is Part (1) of Theorem 1.1, i.e. given a sufficiently wide strip we have an isomorphism on homology.
Proof of Part (1) of Theorem 1.1. We show that if w ≥ j + 2 and i is the inclusion map i : C(n, w) ֒→ C(n, R 2 ), then the induced map on homology
is an isomorphism. Note that every cell in cell(n) but not in cell(n, w) is indexed by a symbol with at least one block of width at least w + 1. Hence every such cell has dimension at least w. Therefore, the (w − 1)-skeleton of cell(n, w) is the same as the (w − 1)-skeleton of cell(n), which is homotopy equivalent to C(n, R 2 ). The homology in degrees ≤ w − 2 only depend on the (w − 1)-skeleton.
Another consequence of the homotopy equivalence is that cell(n, 2) is an EilenbergMaclane space.
Theorem 3.6. The cubical complex cell(n, 2) admits a locally-CAT(0) metric. As a corollary, C(n, 2) is aspherical, i.e. has a contractible universal cover. So π j (C(n, 2)) = 0 for j ≥ 2.
Proof. This follows immediately from Gromov's criterion for a cube complex to admit locally-CAT(0) metric [15] . The only thing to check is that the link of every vertex in cell(n, 2) is a "flag" simplicial complex. A complex is flag if it has no empty triangles or higher-dimensional empty simplices. A precise statement and complete proof of Gromov's criterion can be found in Appendix I.6 of Davis's book [10] .
Asymptotic lower bounds
In this section, we exhibit a large number of linearly independent cycles to prove lower bounds on Betti numbers. The following is well known. Choose an orientation of M so that the intersection pairing 
is defined. By the stated properties of the manifolds Z i and Z * i , this intersection pairing satisfies
Rather than work directly with C(n, w), it is convenient to work here in the configuration space of hard vertical segments, i.e. setting the ambient manifold M = C I (n, w). We can make this substitution since in Section 3 it is shown that C I (n, w) is homotopy equivalent to C(n, w). (1) α has q blocks of width w, r blocks of width 2, and all other blocks of width 1, (2) in every block, the largest element appears first, and (3) if c i and c i+1 are consecutive blocks of width strictly less than w, then the first element of block c i is greater than the first element of block c i+1 .
We emphasize that which symbols are special depends on n, j, w, but for the sake of simplicity in notation we assume that these parameters are always known. Definition 4.3. Given a special symbol α, we define a closed submanifold Z * α in C I (n, w) as follows.
(1) If σ k and σ l are in the same block and k < l, then x k = x l and y k ≥ y l .
(2) If σ k and σ l are in different blocks and k < l, and either σ k or σ l is in a block of width w, then x k < x l .
The only thing that we need to check is that every Z * α is closed in C I (n, w). All the inequalities that define the submanifold are clearly closed, except possible the condition x i < x j . However this inequality is also actually closed. Indeed, since the assumption is that at least one of the two adjacent blocks is maximal, there is not room for another vertical interval to merge . So one could replace this inequality by x i ≤ x j . Now, for every special symbol α we describe a cycle with the desired intersection properties with respect to these cocycles. Proposition 4.4. Given a special symbol α, there exists a cycle Z α represented by an embedded j-dimensional torus, such that whenever α ′ = α we have that Z α ∩ Z * α ′ = ∅, and such that Z α intersects Z * α transversely in a point for every α.
Proof. We parameterize the torus as
Given a symbol α and angles (θ 1 , θ 2 , . . . , θ j ), we describe a point (x 1 , y 1 , . . . , x n , y n ) ∈ R 2n , as follows.
Read the symbol α = (c 1 |c 2 | . . . |c m ) from left to right, one block at a time. Let w(c i ) denote the width of c i . Since α is a special symbol, blocks in α are all of width 1, 2, or w.
Let
. . .
This variable tells us how far to horizontally shift the center of the torus for the next block.
This is a counter which tells us which angle we are on.
(1) If w(c i ) = 1, that is c i is the block with a single permutation element
The point of (3) is to rotate the first element around the second, and rotate the first two elements around the third, and so on; see Figure 6 . A block of width w contributes a (w − 1)-dimensional torus.
This construction embeds a j-dimensional torus in the closedconfiguration space of disks C(n, w). To obtain a j-dimensional torus in the configuration space of intervals C I (n, w + ǫ), dilate by a factor of 1 + ǫ/2w and translate vertically by w/2. Now we must check that whenever α ′ = α we have that Z α ∩ Z * α ′ = ∅, and such that Z α intersects Z * α in a point for every α. Suppose that
Define an equivalence relation on [n] by setting k ∼ l if x k = x l . By the definition of cycle Z α , if k ∼ l then σ k and σ l are in the same block of α. By the definition of cocycle Z * α , if σ k and σ l are in the same block, then k ∼ l. So then if p ∈ Z α ∩ Z * α ′ , if σ k and σ l are in the same block of α, then they are in the same block of α ′ . By assumption, both α and α ′ are special symbols in A(n, w), so they both have q blocks of width j, r blocks of width 2 and the remaining blocks of width one. So it must be that the converse is also true, that if σ k and σ l are in the same block of α ′ , then they are in the same block of α. Moreover, the partition of [n] given by the equivalence relation ∼ must be the same as the partition into blocks given by α and α ′ . So the elements within every block are vertically aligned. In the special symbol α ′ , the first element of a block is greatest in the underlying permutation, and in the cocycle Z * α ′ it corresponds to the element at the top of the column (i.e. has the largest y-coordinate).
The only point on cycle Z α with all elements in every block vertically aligned, and the largest, first element of block on top has all elements of block in vertical order. The maximum element in the block is on top by assumption. Then since the elements are vertically aligned and in a disk of diameter 2, the next element of the block must lie immediately below the first element. Continuing by induction, if the first k elements of the block are vertically aligned and in a disk of diameter k, then the kth element of the block must be immediately below the (k − 1)st element.
We assumed that p ∈ Z α ∩ Z * α ′ , and have shown that then α = α ′ . On the other hand, it is easy to see from the definitions that there is a single point of intersection
The only thing left to vertify is that in this case the intersection is transverse. Since Z a and Z * α intersect at a single point and are of complementary dimension in the ambient manifold, the claim of transversality is equivalent to checking that the tangent space to C I (n, w + ǫ) is the direct sum of the tangent spaces to Z α and Z * α . This is a routine verification, and we omit the details.
Finally, we are ready to prove lower bounds. Proof of lower bounds for part (2) of Theorem 1.1. If we verify the conditions of Lemma 4.1 we will have shown that if n ≥ qw + 2r (i.e. for sufficiently large n) then
This counts the number of special symbols in A(n, w). The mulitinomial coefficient counts the number of ways to partition n into q subsets of size w, r subsets of size 2, and n − qw − 2r subsets of size 1. There are q! ways to order the subsets of size w, and ((w − 1)!) q ways to order the terms in each subset, considering the restriction that the largest element must come first within each part. Finally, we place the blocks of width 2 and 1 between the blocks of width w, and there are (q + 1) n−qw−r ways to do this. If j and w are fixed and n → ∞, then we write the simpler asymptotic expression
Here f = Ω(g) means that there exists a constant c such that f (n) ≤ cg(n) for all sufficiently large n.
The solid, liquid, and gas regimes for finite n
In this section we prove Theorem 1.2. Everything follows quickly from the homotopy equivalence C(n, w) ≃ cell(n, w) in Section 3 and the non-triviality of the cycles constructed in Section 4.
Proof of Theorem 1.2.
(1) This is the same as the proof of (1) of Theorem 1.1, in Section 3.2.
(2) If 1 ≤ w ≤ n − 1 and 0 ≤ j ≤ n − ⌈n/w⌉ we see first that H j [C(n, w)] = 0.
Indeed, the cycles constructed in Section 4 are already enough. One can partition [n] into at most ⌈n/w⌉ blocks of width at most w. By ordering elements within a block, and reordering blocks if necessary, then we have an extra-special symbol α with at most ⌈n/w⌉ blocks. This indexes a cycle Z α of dimension at least n − ⌈n/w⌉.
We next see that if j ≥ w − 1 then the inclusion map i : C(n, w) → C(n, R 2 ) does not induce an isomorphism on homology
We observe that the kernel of i * is nontrivial. Consider two different torus cycles Z α and Z α ′ , indexed by two different special symbols α, α ′ ∈ A(n, w) where α ′ is obtained from α by transposing two blocks (keeping the order of the elements within a block). Since n ≥ w + 1 and j ≥ w − 1, this is always possible. Indeed, the condition that j ≥ w − 1 ensures that α and α ′ have at least one block of width w, and the condition that n ≥ w + 1 ensures that there is at least one other block.
It seems clear that i * (Z α ) and i * (Z α ′ ) are homologous in C(n, R 2 ), so in other words Z α − Z α ′ is in the kernel of i * .
(3) Finally, we check first that if w ≥ 1 and
We know from Section 3 that C(n, w) ∼ cell(n, w). The largest dimension of a cell in cell(n, w) is n − n w , since the minimum number of blocks is n w . So if j ≥ n − n j + 1, then there are no j-dimensional cells, in which case there is no nontrivial j-dimensional homology.
Discrete Morse theory
A discrete vector field V on a regular CW complex X is a collection of pairs of faces [α, β] where n is a face of β and dim α = dim β − 1, and such that every face can be in at most one pair. The discrete vector field V is said to be gradient if there are no closed V -walks. A V -walk is a collection of pairs of faces
where [α i , β i ] ∈ V for every i and α i+1 is a codimension 1 face of β i other than α i , and the V -walk is closed if α r = α 1 .
We call a face critical if it is not in any pair. The fundamental theorem of discrete Morse theory [13] is that X is homotopy equivalent to a CW complex X ′ , where X ′ has exactly one cell for every critical face in V . Any discrete gradient vector field gives an upper bound on the Betti numbers of the cell complex: each Betti number is at most the number of critical cells in the corresponding dimension. So, we give an asymptotic upper bound on the number of critical cells to get an asymptotic upper bound on the Betti numbers. We begin by describing which cells will be critical with respect to the discrete gradient vector field that we will construct. In the symbol of a cell in cell(n, w), we say that a block is top-heavy if the largest element of that block is the first element. We designate some pairs of blocks as leader/follower pairs, as follows. We say that a block is a leader if it is not a follower and its first element is larger than all the other elements of that block and also all the elements of the next block; we say that a block is a follower if the previous block is a leader. These definitions allow us to describe the critical cells of our discrete gradient vector field. We say that a cell of cell(n, w) is k-crit if the following is true for the first k blocks: every block that is not top-heavy is a follower, and every leader/follower pair has greater than w elements, combined.
Our goal is to verify that this definition of k-crit agrees with which cells are critical with respect to the discrete gradient vector field we will construct. Theorem 6.1. There is a discrete gradient vector field V on cell(n, w), such that the critical cells are exactly those that are k-crit for all k.
In order to define the discrete vector field V , we describe how to find the matching cell for each non-critical cell of cell(n, w). We define a function v that sends each cell to its matching cell; that is, if [α, β] is a pair in V , then we will have v(α) = β and v(β) = α, and for any critical cell α, we will have v(α) = α. The definition of v is as follows. Given a cell α, if α is k-crit for all k, then we set v(α) = α. Otherwise, we find k such that α is (k − 1)-crit but not k-crit. There are two possibilities:
(1) The (k−1)st block is a leader, the kth block is a follower, and their combined number of elements is at most w; or (2) The kth block is not a follower and is not top-heavy. We refer to the first case as the "match-up at k − 1" case, and we refer to the second case as the "match-down at k" case. In the first case, we obtain v(α) by swapping the (k − 1)st block with the kth block and removing the bar between them. In the second case, we obtain v(α) by adding a bar just before the largest element of the kth block, to separate it into two blocks, and then swapping those two blocks. In order to be able to use v to define V , we need to check that v actually matches the cells in pairs.
Lemma 6.2. The function v is an involution; that is, we have v(v(α)) = α for every cell α of cell(n, w).
Proof. Suppose that α is a cell in the match-up at k − 1 case. We want to show that v(α) is in the match-down at k − 1 case. We know that v(α) is (k − 2)-crit because α and v(α) agree in the first k − 2 blocks. Suppose for the sake of contradiction that block k − 1 of v(α) is a follower. Then block k − 1 of α is also a follower, because in both cases the previous block is the same and the current block has the same largest element. But we know that block k − 1 of α is a leader and thus not a follower, giving a contradiction. So block k − 1 of v(α) is not a follower. It is clear from the construction that block k − 1 of v(α) is not top-heavy, so v(α) is in the match-down at k − 1 case, and it is also clear from the construction that applying v to v(α) gives α again. Now suppose that α is a cell in the match-down at k case. We want to show that v(α) is in the match-up at k case. We know that v(α) is (k − 1)-crit because α and v(α) agree in the first k − 1 blocks. To show that v(α) is k-crit, we need to check that block k of v(α) is top-heavy and is not a follower. It is clear from the construction that block k of v(α) is top-heavy. Suppose for the sake of contradiction that block k of v(α) is a follower. Then block k of α is also a follower, because in both cases the previous block is the same and the current block has the same largest element. But we know that block k of α is not a follower, because α is in the match-down at k case. Thus block k of v(α) cannot be a follower, and so v(α) is k-crit. Knowing that block k of v(α) is not a follower, it is clear from the construction that this block is a leader and that its combined number of elements with the next block is at most w, so v(α) is in the match-up at k case. Then it is also clear from the construction that applying v to v(α) gives α again.
Thus if α is in any of the three cases-critical, match-up, or match-down-we have v(v(α)) = α.
Having shown that every orbit of v has either one or two elements, we can define V to be the set of two-element orbits; that is, if v(α) = β and v(β) = α, with β = α, then the definition of v implies that we may swap the labels if necessary so that α is a codimension 1 face of β, and we let [α, β] be one of the pairs in V . To finish the proof of Theorem 6.1, we need to show that V is gradient.
Lemma 6.3. The discrete vector field V is gradient; that is, it does not admit any closed V -walks.
Proof. Suppose for the sake of contradiction that
and show that if we compare the various key(α i ), they are in strictly decreasing lexicographical order. This gives a contradiction with the assumption that the V -walk is closed with α r = α 1 .
The key function is defined as follows. Given the symbol α of a cell in cell(n, w), we consider each block, and we set entry 2k − 1 of key(α) to be the first element of the kth block, unless that block is a follower, in which case we set that entry to be zero; in either case, we set entry 2k of key(α) to be the number of elements of the kth block. Past twice the number of blocks, all entries of key(α) are zero. The lexicographical order on ∞ i=1 Z is defined as follows: to compare two elements, we find the first entry where they differ, and we order the elements by their values in Z at that entry.
We claim that for any i, we have key(α i+1 ) < key(α i ). Let k be the block where α i merges to make β i ; that is, α i is match-up at k and β i is match-down at k. Some block k ′ of β i is split to form α i+1 , and there are three cases: it is the same block k ′ = k, it is an earlier block k ′ < k, or it is a later block k ′ > k. Suppose k ′ = k. We know that block k of α i is the longest subblock of block k of β i that begins with the largest element of that block, so comparing entries 2k − 1 and 2k of key(α i ) and key(α i+1 ), we find key(α i+1 ) < key(α i ) in this case. Suppose k ′ < k. Because β i is (k − 1)-crit, the block k ′ that is split is either top-heavy or a follower, and block k ′ of α i+1 is a subblock of block k ′ of β i . In the top-heavy case, comparing at entries 2k ′ − 1 and 2k ′ gives key(α i+1 ) < key(β i ), and because β i and α i agree past block k ′ , this implies key(α i+1 ). In the follower case, block k ′ of α i+1 remains a follower, so comparing at entry 2k ′ − 1 gives key(α i+1 ) < key(β i ) and so key(α i+1 ) < key(α i ).
Suppose k ′ > k. Then block k of α i+1 is the same as block k of β i , which has a smaller first element than block k of α i (which is a leader and not a follower). Thus, comparing at entry 2k − 1 gives key(α i+1 ) < key(α i ).
Thus, in all three cases the sequence key(α i ) is strictly decreasing and so cannot be a cycle, contradicting the existence of a closed V -walk, and so V is gradient.
Together, Lemma 6.2 and Lemma 6.3 imply Theorem 6.1.
Proof of Theorem 6.1. Lemma 6.2 shows that the discrete vector field V specified by the function v is well-defined: each cell can be in at most one pair in V . The construction of v automatically implies that the critical cells of V are those that are k-crit for all k, because those are the only cells that are fixed points of v. Lemma 6.3 shows that the discrete vector field V is gradient.
Asymptotic upper bounds
In order to finish the proof of Theorem 1.1, we need to prove an asymptotic upper bound on the number of critical cells of each dimension. To do this, we group the critical cells of each dimension j into finitely many groupings and prove that each grouping satisfies the asymptotic bound. The groupings are called skylines. Roughly, the skyline retains the information about which blocks form leader/follower pairs and about the sequence of sizes of blocks, but forgets the numbers (corresponding to labels of disks) and all the blocks of size 1 that are neither leaders nor followers. Given the symbol of a critical cell in cell(n, w), we refer to each leader/follower pair as a 2-block barrier. We find the skyline of that cell by the following process: we delete all the blocks that have just one element and are neither leaders nor followers (along with a bar adjacent to each), we replace the first element of each leader block by 1, and we replace all the other numbers in the symbol by 0.
The resulting skyline is a kind of symbol in which all of the numbers are 0 or 1. If the original cell was j-dimensional, then j is the number of zeros and ones in the skyline minus the number of blocks in the skyline, much as in the original cell. Any block with only one element is part of a barrier, so there are only finitely many different skylines for each j, independent of n. For each skyline S, we let b(S) ("barriers") denote the number of barriers, equal to the number of ones in S, and we let z(S) ("zeros") denote the number of zeros in S. In preparation for proving Theorem 1.1, the following lemma implies an upper bound on the number of critical cells with a given skyline. Proof. The function code S is defined as follows. Given a critical cell α with skyline S, we can map α to an element of [n] z(S) by recording the original number in α corresponding to each zero in S, in the order these numbers appear in α. For the second coordinate, we divide the symbol of α into b(S) + 1 intervals: all the blocks up through the first barrier, all the blocks after the first barrier and up through the second barrier, and so on, with the last interval being all the blocks after the last barrier. Then we can map α to an element of [b(S) + 1] n by recording, for each number in α, which of the b(S) + 1 intervals it appears in.
To show that the function code S is injective, we show how to recover α from code S (α). The [n] z(S) coordinate specifies the original number for each 0 in S, so what remains is to find the original number for each 1 in S and to figure out where to insert the remaining numbers as one-element blocks. We can recover the original number for each 1 in S by finding which of the b(S) + 1 intervals ends with that barrier, selecting all the numbers in that interval, and taking the greatest of those numbers-the preceding blocks in the interval are top-heavy with initial elements in increasing order, and the 1 corresponds to the initial element of a leader block. Then, for all the numbers that do not correspond to zeros or ones in S, we find which of the b(S) + 1 intervals each number belongs to, and insert it as a oneelement block into that interval in such a way that the initial elements of all the blocks in that interval (excluding the follower block at the end) are in increasing order. Because we can use this process to recover α from code S (α), the function code S is injective.
Putting these bounds together for all finitely many skylines, we can finish the proof of Theorem 1.1.
Proof of Theorem 1.1. The statements about the gas regime and the solid regime have already been addressed, and in Section 4 we have shown that if j = q(w−1)+r with q ≥ 1 and 0 ≤ r < w − 1, then we have
Thus, what remains is to prove that in this case we also have
Lemma 7.1 implies that for any skyline S, the number of critical cells with that skyline is at most (b(S) + 1) n n z(S) . Because the Betti number β j is bounded by the number of critical cells of dimension j, and because there are finitely many skylines for each j, it then suffices to prove that for any skyline S corresponding to j-dimensional cells, we have
Thinking of each block of size k as contributing a value of k − 1 to j, we observe that each 2-block barrier in S contributes a combined value of at least w − 1 to j. Thus we have b(S) ≤ q. In the case where b(S) < q, we certainly have
, because the factor that is exponential in n overwhelms the factor that is polynomial in n.
Thus, it suffices to prove that if b(S) = q, then z(S) ≤ qw + 2r. The number of zeros in S is j plus the number of blocks in S without a 1. Because j = q(w−1)+2r, this means that it suffices to show that the number of blocks in S without a 1 is at most q + r. Each barrier contains exactly one block without a 1, so there are q such blocks. The other blocks without a 1 are not part of barriers, so they have size at least 2. Each of these contributes at least 1 to j, and the barriers together contribute at least q(w − 1) to j, so there are at most r of these non-barrier blocks in S. Thus, together the number of blocks in S without a 1 is at most q + r, so we have z(S) ≤ qw + 2r, and thus β j [C(n, w)] ≤ #(crit cells of dim j) = O (q + 1) n n qw+2r , completing the proof of Theorem 1.1.
Comments
(1) The definitions of homological solid, liquid, and gas make sense even for 0th homology. The homological solid-liquid phase transition for 0th homology is the "sphere packing" problem. The largest radius spheres that will fit in the region corresponds to where the configuration space goes from empty to nonempty. There is another transition for 0th homology, the homological liquid-gas phase transition, where the configuration space becomes connected. This seems to be much less well studied, but the threshold for connectivity is a natural and important question for a number of reasons. For example, Diaconis writes about it in the context of ergodicity, a requirement for being able to effectively sample a configuration space by making small random movements of disks in his survey article [12] . See also [16] for discussion of the connectivity threshold.
(2) We show in Section 4 that certain toruses generate a positive fraction of the homology, but on the other hand we also know that even if one considers all of the toruses that one can make in similar ways, they do not seem to generate all of the homology. Consider the example n = 3, w = 2, j = 1, illustrated in Figure 4 . We know that β 1 = 7, but only 6 cycles are accounted for by rotating a pair of disks around each other, and having the third disk on either one side or the other. The "outside circle" in the figure is visibly not in the span of the six smaller cycles.
(3) Discrete Morse theory has been studied on the Salvetti complex before. For a more geometric approach to discrete gradients on cell(n), see [22] , [20] , and [19] . We do not know whether the techniques from these papers can improve the upper bounds on β j [C(n, w)], or even produce perfect discrete Morse functions or minimal CW complexes for C(n, w).
(4) A related family of spaces is the "no k-equal space" studied in [5, 6, 7] . In particular, there is a natural map C(n, w) → M R n,w+1 by projecting onto the x-coordinates. We do not know much about the induced map on homology in general. We point out here a coincidence we notice in our data that we do not currently have a good explanation for.
Comparing Table 1 in our appendix with the first table in the appendix of Björner and Welker's paper [7] , it seems possible that H 1 (C(n, 2)) is isomorphic to H 1 (M R n+1,3 )-at least the Betti numbers seem to be equal. Is this true?
We emphasize that it is a configuration space of n points in the first space and n + 1 points in the second space, so at least on the surface of things we do not even have an obvious candidate of map to induce such an isomorphism. Supposing that there were such a map, we might wonder if it also induces an isomorphism on π 1 but apparently not.
We showed that C(n, 2) is a K(π, 1) in Section 3.2. The question of whether M R n,3 is a K(π, 1) was asked by Björner [4] and answered affirmatively by Khovanov [17] . Khovanov describes this as a real analogue of the fact that M C n,2 (the configuration space of points in the plane) is a K(π, 1). Since both spaces are K(π, 1)'s, if they had isomorphic fundamental groups then they would be homotopy equivalent. But the Betti number tables rule out the higher homology groups j ≥ 2 being isomorphic.
Appendix by Ulrich Bauer and Kyle Parsons
We computed the Betti numbers β j [cell(n, w)] (for homology with Z/2 coefficients) for small n using the software PHAT [3] . These appear in Table 1 . For a point of reference, we note that cell(8) has over 5 million cells. Table 1 . Betti numbers of C(n, w) for small n and w. Bold font
