Introduction
In the last 50 years, or more, several papers have dealt with connections between noncommutative algebra and algebraic geometry. Sometimes the term non-commutative algebraic geometry has been used, which I find misleading since there are several quite disjoint instances of these connections. Loosely the only unifying ideas are some information on various sorts of spectral theory of operators. In this paper we want to examine a particular theory, that of algebras with polynomial identities, and show how a sequence of varieties of semi-simple representations, see 3.3.1, appears naturally associated to a PI theory, see Theorems 3.1 and 3.9. These varieties are among a series of discrete, geometric and combinatorial invariants of PI theories, together with these one should also consider some moduli spaces, which parametrise certain coherent sheaves on these representation varieties. At the moment these objects seem to be hard to treat although some hints will be given in the last part of the paper. In this paper algebra will always mean associative algebra over some field F . We will also assume that F is of characteristic 0, otherwise too many difficult and sometimes unsolved problems arise, when convenient we shall also assume that F is algebraically closed. Let us recall the main definitions and refer the reader to Rowen's book for a comprehensive discussion of the basic material, [36] or V. Drensky, [13] and V. Drensky-E. Formanek [14] .
We start from the free associative algebra F X , in some finite or countable set of variables x i , with basis the words in these variables, and whose elements we think of as non commutative polynomials. Given any algebra A we have for every map, X → A, x i → a i an associated evaluation of polynomials f (x 1 , . . . , x m ) → f (a 1 , . . . , a m ) ∈ A and then Definition 1.1.
• A polynomial f (x 1 , . . . , x m ) ∈ F X is a polynomial identity of A, short PI, if f (a 1 , . . . , a m ) = 0 for all evaluations in A.
• A PI algebra is an algebra A which satisfies a non-zero polynomial identity.
• Two algebras A, B are PI-equivalent if they satisfy the same polynomial identities.
The set Id(A) of PI's of A in the variables X is an ideal of F X closed under all possible endomorphisms of F X , that is substitutions of the variables x i with polynomials. Such an ideal I is called a T -ideal, the quotient F X /I satisfies all the identities in I and in fact it is a free algebra in the category of all algebras which satisfy the PI's of A. When X is countable, then I is the ideal of all polynomial identities of A. One usually says that F X /I is a relatively free algebra.
Remark 1.2.
There is a small annoying technical point, sometimes it is necessary to work with algebras without 1 (in the sense that either there is truly not 1 or we do not consider it as part of the axioms). In this case the free algebra has to be taken without 1. This implies a different notion of T -ideals, since in the case of algebras with 1, a T -ideal is also stable under specialising a variable to 1, while this is not allowed in the other case. We leave to the reader to understand in which setting we are working.
As usual polynomials have a dual aspect of symbolic expressions or functions, the same happens in PI theory where F X /I can be identified to an algebra of polynomial maps A X → A which commute with the action of the automorphism group of A.
Its algebraic combinatorial nature is quite complex and usually impossible to describe in detail even for very special algebras A. In general the algebra of all polynomial maps commuting with the action of the automorphism group of A is strictly larger. A major example is when A = M n (F ) is the algebra of n × n matrices over F where one quickly finds a connection with classical invariant theory. Even this basic example cannot be described in full except in the trivial case n = 1 and the non-trivial case n = 2 cf. [28] .
A major difficulty in the Theory is the fact that relatively free algebras F X /I, even when X is finite, almost never satisfy the Noetherian condition, cf. Amitsur [6] , that is the fact that ideals (right, left or bilateral) have a finite set of generators. This is not just a technical point but reflects some deep combinatorics appearing. This is in part overcome by the solution of the Specht problem by Kemer, Theorem 2.6. Section §2 is devoted to a quick overview of the required Kemer theory. In particular we shall stress the role of fundamental algebras, see Definition 2.17 and Theorem 2.21, which are the building pieces of PI equivalence classes of finite dimensional algebras.
In §3 we start to draw some consequences of Kemer's theory. The first goal of this paper is to show, Theorem 3.1, that, when X is finite, for a given relatively free algebra F X /I there is a canonical finite filtration by T -ideals K i such that the quotients K i /K i−1 have natural structures of finitely generated modules over special finitely generated commutative algebras T i . In fact each piece K i /K i−1 is a two sided ideals in some special trace algebras which are finitely generated modules over these commutative algebras. These algebras T i are coordinate rings of certain representation varieties, §3.3.1 and the word geometry appearing in the title refers to the geometric description of the algebraic varieties supporting the various modules K i /K i−1 , see Theorem 3.9.
As next step we show that these varieties are natural quotient varieties parametrising semisimple representations. As an important consequence in Corollary 3.10 we show that, if two fundamental algebras are PI equivalent then they have the same semisimple part. Then from some explicit information on these varieties we shall deduce a number of corollaries computing the dimension of the relatively free algebras, Proposition 3.13 and the growth of the cocharacter sequence, see Definition 2.3, using some general facts of invariant theory, Corollary 3.22.
In the final section §4 we shall indicate a method to classify finite dimensional algebras up to PI-equivalence §4.6.
Growth and the theory of Kemer
In this section we recall basic results of PI theory which motivate our research and are needed for the material of this paper
Growth
Given n, we let V n denote the space of multilinear polynomials of degree n in the variables x 1 , . . . , x n . The space V n has as basis the monomials x σ(1) . . . x σ(n) as σ runs over all permutations of 1, 2, . . . , n, so dim V n = n!. Identities can always be multilinearized, hence the subset Id(A) ∩V n plays a special role and, in characteristic zero, the ideal Id(A) is completely determined by the sequence {Id(A) ∩ V n } n≥1 . In order to study dim (Id(A) ∩ V n ) we introduce the quotient space V n /(Id(A) ∩ V n ) and its dimension
The integer c n (A) is the n-th codimension of A. Clearly c n (A) determines dim (Id(A) ∩ V n ) since dim V n is known. The study of growth for PI algebra A is mostly the study of the rate of growth of the sequence c n (A) of its codimensions, as n goes to infinity. For a full survey we refer to [33] . We have the following basic property proved by Regev.
Theorem 2.1.
[32] c n (A) is always exponentially bounded.
We have then the integrality theorem of Giambruno-Zaicev.
Theorem 2.2. [17] Let
A be a PI algebra over a filed F with char(F ) = 0, then the limit lim n→∞ c n (A) 1/n ∈ N exists and is an integer.
The space V n /(Id(A)∩V n ) is a representation of the symmetric group S n acting by permuting variables and Definition 2.3. The S n character of that space, χ Sn (V n /(Id(A) ∩ V n )) is denoted
and is called the n-th cocharacter of A.
Since c n (A) = deg χ n (A), cocharacters are refinement of codimensions, and are important tool in their study. By a theorem of Amitsur-Regev and of Kemer, χ n (A) is supported on some (k, ℓ) hook. Shirshov's Height Theorem then implies that the multiplicities of the irreducible characters, in the cocharacter sequence, are polynomially bounded.
One of the goals of this paper is to discuss, see §3.3.4 and §3.4, some further informations one can gather on these numbers using geometric methods.
Three fundamental theorems
We need to review the results and some of the techniques of the Theory of Kemer, presented in the monograph [21] , see also [3] or the forthcoming book [2] . A fundamental Theorem of Kemer states that Theorem 2.4.
[Kemer] If X is a finite set, a non-zero T -ideal I of F X is the ideal of polynomial identities in the variables X for a finite dimensional algebra A.
In other words any finitely generated PI algebra is PI equivalent to a finite dimensional algebra. This is in fact the first part of a more general statement, let us consider the Grassmann algebra, thought of as super-algebra, in countably many odd generators decomposed as G 0 ⊕ G 1 into its even and odd part.
Theorem 2.5.
[Kemer] Every PI algebra R is PI equivalent to the Grassmann envelope
The algebra A is of course not unique, nevertheless some normalisations in the choice of A can be made and the purpose of this paper is to show that there is a deep geometric structure of the algebra F X /I which reflects the structure of these normalised algebras. A major motivation of Kemer was to solve the Specht problem, that is to prove Theorem 2.6.
[Kemer] All T -ideals are finitely generated as T -ideals.
This implies that, when working with T -ideals, we can use the standard method of Noetherian induction that is, every non empty set of T -ideals contains maximal elements.
Alternating polynomials
Kemer's theory is based on the existence of some special alternating polynomials which are not identities, that is do not belong to a given T -ideal Γ. So let us start by reviewing this basic formalism. Let us fix some positive integers µ, t, s, we want to construct multilinear polynomials in some variables X and possibly other variables Y . We want to have N = µt + s(t + 1) variables X decomposed as µ disjoint subsets called small layers X 1 , . . . , X µ , with t elements and s big layers Z 1 , . . . , Z s , with t + 1 elements, we consider polynomials alternating in each layer. Such a space of polynomials is obtained, by operations of substitution of variables, from a finite dimensional space M µ,t,s (X, W ) constructed as follows. Take N + 1 variables w 1 , w 2 , . . . , w N +1 and consider the space spanned by the N! monomials
In this space the subgroup G := S µ t × S s t+1 acts permuting the monomials and thus we have a subspace of dimension N!/t! µ (t + 1)! s with basis all possible polynomials alternating in these layers.
Since in general we work with algebras without 1 we also need to add all polynomials obtained from these by specialising some of the variables w i to 1. We obtain thus a space M X = M µ,t,s (X, W ) of polynomials in X, and some of the W , alternating in the layers of X, so that, if we take any polynomial f (X, Y ) which is multilinear and alternating in the layers of X, and depends on other variables Y , this polynomial is obtained as linear combination of elements of M X after substitution of the variables w i with polynomials in the variables Y . In particular this shows how from a space M µ,t,s (X, W ) one may deduce, by variable substitutions, larger spaces
Particular importance have the Capelli polynomials, introduced by Razmyslov, [30] 
In fact this polynomial plays a role analogous to that of the classical Capelli identity, which is instead an identity of differential operators.
Since one often needs to analyse algebras without 1, it is useful to introduce the Capelli list C m of all polynomials deduced from C m (x 1 , x 2 , . . . , x m ; w 1 , w 2 , . . . , w m+1 ) by specialising one or more of the variables w i to 1. One of the facts of the theory, consequence of Theorem 2.4, is Proposition 2.7. A PI algebra is PI equivalent to a finite dimensional algebra if and only if it satisfies some Capelli identity.
1
In this paper we want to concentrate on finite dimensional algebras so we shall from now on assume that some Capelli identity is satisfied. In this way we do not need to introduce super-algebras nor apply Theorem 2.5. Nevertheless most results could be extended to super-algebras in a more or less straightforward way as will be presented in the forthcoming book [2] .
Use of Schur-Weyl duality
Recall that given a vector space V with dim V = k, on each tensor space V ⊗d act the general linear group GL(V ) and the symmetric group S d which span two algebras each the centralizer of the other. In characteristic 0 both algebras are semi-simple and thus we have the Schur-Weyl duality decomposition in isotypic components, indexed by partitions
The M λ are the irreducible representations of the symmetric group S d , constructed from the theory of Young symmetrizers, with character χ λ . The modules S λ (V ), are irreducible representations of GL(V ) which in fact can be thought of as polynomial functors on vector spaces called the Schur functors (cf. [29] ).
We consider the free algebra as the tensor algebra T (V ) over an infinite dimensional vector space V , with basis the variables x 1 , x 2 , . . . and take a T ideal I. Since a T -ideal is stable under variable substitutions it is in particular stable under the action of linear group of V , that is GL(V ) := ∪ m GL(m, F ) and we can decompose T (V )/I into irreducible representations of this group deduced From Formula (2). If we assume that I contains a Capelli identity C m (or a Capelli list) we have a restriction, deduced from these Capelli identities, of the height of the partitions appearing in T (V )/I:
One can then apply the theory of highest weight vectors, this theory belongs to the Theory of Lie and algebraic groups but in our case the notion of weight in our setting is just the multidegree in the variables x i . An element of weight the sequences k 1 , k 2 , . . . is a non commutative polynomial homogeneous of degree k i in each x i . Weights are usually equipped with the dominance order which in Lie theory arises from the theory of roots, in our case simply
Then consider in GL(V ) the unipotent group U of those (strictly upper triangular) linear transformations of type
One know that in the space S λ (V ) the subspace S λ (V ) U of U invariants is 1-dimensional and generated by an element of weight λ that is homogeneous in each x i of degree h i where h i is the length of the i th row of λ, in fact this is a highest weight vector using the dominance order of weights. Thus if the height of λ is ≤ m this element depends only upon the first m variables. On the other hand since S λ (V ) is an irreducible representation of GL(V ) it is generated by this highest weight vector.
Remark 2.8. This allows us, in order to study the multiplicities n λ to restrict the number of variables, hence V to any chosen finite number with the constraint to be ≥ m.
The Kemer index
A main tool in the Theory of Kemer is given by introducing a pair of non negative integers β(Γ), γ(Γ), called the Kemer index of Γ, invariants of a T -ideal Γ which contains some Capelli identities. These numbers give a first measure of which of the spaces M µ,t,s (X, W ) are not entirely contained in Γ, (or not polynomial identities of some given algebra). Definition 2.9. For every T -ideal Γ, which contains some Capelli identities, we let β(Γ) to be the greatest integer t such that for every µ ∈ N there exists a µ-fold t-alternating (in the µ layers X i with t elements) polynomial not in Γ:
We then let γ(Γ) to be the maximum s ∈ N for which there exists, for all µ, a polynomial f (X 1 , . . . , X µ , Z 1 , . . . , Z s , Y ) / ∈ Γ, alternating in µ small layers X i with β(Γ) elements and in s big layers Z j with β(Γ) + 1 elements. The pair (β(Γ), γ(Γ)) is the Kemer index of Γ denoted IndΓ. For an algebra A we define the Kemer index of A, denoted by Ind(A), to be the Kemer index of the ideal of polynomial identities of A.
We order the Kemer indices lexicographically and then observe that Remark 2.10. If Γ 1 ⊂ Γ 2 are two T -ideals we have
∈ Γ, alternating in µ ≥ µ 0 layers X i with β(Γ) elements and in s + 1 layers Z j with β(Γ) + 1 elements.
∈ Γ alternating in µ layers X i with β(Γ) elements and in s = γ(Γ) layers Z j with β(Γ) + 1 elements with µ > µ 0 + 1 will be called a µ-Kemer polynomial. A Kemer polynomial is by definition a µ-Kemer polynomial for some µ > µ 0 + 1. Remark 2.13. A Kemer polynomial f (X 1 , . . . , X µ , Z 1 , . . . , Z s , Y ), which is also linear in a variable w, not in the layers Z j , has the following property. Fix one of the layers X i which does not contain the variable w, add to it the variable w and alternate these t + 1 variables. If w is also in no layer X j , we produce a polynomial alternating in µ − 1 ≥ µ 0 layers with t elements and in s + 1 layers with t + 1 elements, otherwise if w ∈ X j , i = j we produce a polynomial alternating in µ − 2 ≥ µ 0 layers with t elements and in s + 1 layers with t + 1 elements. By the definition of µ 0 and of Kemer polynomial this is always an element of Γ, so if Γ = Id(A) a polynomial identity of A.
Example 2.14. 1) If A = M n (F ), then every (n 2 + 1)-alternating polynomial is in Id(A). Conversely, using Capelli polynomials, (1), the product (taken in an ordered way)
evaluated in suitable e ij 's can take any value e hk for every µ so, in particular, it is not an identity. Hence β(M n (F )) = n 2 , γ(M n (F )) = 0. 2) On the opposite if A is a finite dimensional nilpotent algebra and A s = 0, A s+1 = 0 we see that its Kemer index is (0, s).
In a subtle, and not completely understood way, all other cases are a mixture of these two special cases.
Remark 2.15. We could take a slightly different point of view and define as µ-Kemer polynomials for a T ideal with Kemer index t, s to be the elements of M µ,t,s (X, W ) which are not in Γ, then deduce some larger T -ideal by evaluations of these polynomials.
Fundamental algebras
We need to recall, without proofs, some steps of Kemer's theory and fix some notations. Let A be a finite dimensional algebra, J := rad A be its Jacobson radical and let A := A/J, a semi-simple algebra. By Wedderburn's principal Theorem, cf. [1] , we can decompose
where, if we assume F algebraically closed, for every i the simple algebra R i is isomorphic to M n i (F ) for some n i . Due to Example 2.14 2), we will assume from now on thatĀ = 0 and call it the semisimple part of A.
Definition 2.16. We set t A := dim F A/J = dim F A, and s A + 1 be the nilpotency index of
We call the pair t A , s A the t, s-index of A.
With the previous notations consider the quotient map π :
We have for all i that A i satisfies all polynomial identities of A and t A i < t A . We need to construct a further algebra A 0 which satisfies all polynomial identities of A and
This algebra is constructed as the free productĀ ⋆ F X modulo the ideal generated by all polynomial identities of A, for a sufficiently large X (in fact we shall see that s variables suffice, Lemma 4.3), and finally modulo the ideal of elements of degree ≥ s in the variables X. By definition
All the t, s-indices of these algebras are strictly less than the t, s-index of A. This suggests Definition 2.17. We say that A is fundamental if
18. An algebra of block triangular matrices is fundamental.
By induction one has that Proposition 2.19. Every finite dimensional algebra A is PI equivalent to a finite direct sum of fundamental algebras.
Let us now see the properties of a fundamental multilinear polynomial f . By definition we have an evaluation in A which is different from 0. We may assume that each variable has been substituted to a semisimple resp. radical element, we call such an evaluation restricted. Let us call, by abuse of notation, semisimple resp. radical the corresponding variables.
Lemma 2.20. Take a non-zero restricted evaluation, in A, of a multilinear fundamental polynomial f .
1. We then have that there is at least one semisimple variable evaluated in each R i , for all i = 1, . . . , q (Property of being full).
2. We have exactly s A radical substitutions (Property K).
The next result is usually presented in the literature divided in two parts, called the first and second Kemer Lemma.
Theorem 2.21. A finite dimensional algebra A is fundamental if and only if its Kemer index equals the t, s index. In this case, given any fundamental polynomial f , we have µ-Kemer polynomials in the T -ideal f generated by f , for every µ.
We then introduce a definition Definition 2.22. A T -ideal I is called primary if it is the ideal of identities of a fundamental algebra. A T -ideal I is irreducible if it is not the intersection I = J 1 ∩ J 2 of two T -ideals J 1 , J 2 properly containing I.
We then see Proposition 2.23. Every irreducible T -ideal containing a Capelli identity is primary and every T -ideal containing a Capelli identity is a finite intersection of primary T -ideals.
Proof. By Noetherian induction every T -ideal is a finite intersection or irreducible T -ideals, otherwise there is a maximum one which has not this property and we quickly have a contradiction. If a T -ideal I contains a Capelli polynomial it is the T -ideal of PI's of a finite dimensional algebra, which by Proposition 2.19 is PI equivalent to a direct sum of fundamental algebras, hence I is the intersection of the ideals of polynomial identities of these algebras, since it is irreducible it must coincide with the ideal of polynomial identities of one summand, a fundamental algebra.
As in the Theory of primary decomposition we may define an irredundant decomposition I = J 1 ∩ . . . ∩ J k of a T -ideal I in primary ideals. In a similar way every finite dimensional algebra B is PI equivalent to a direct sum A = ⊕ i A i of fundamental algebras which is irredundant in the sense that A is not PI equivalent to any proper algebra ⊕ i =j A i . We call this an irredundant sum of fundamental algebras. We need to understand this in more detail.
The role of traces
Let A be a fundamental algebra over a field L, with index t, s and f a Kemer polynomial. It follows from Lemma 2.20 that the evaluation in the small layers factors through the radical. So let us fix one of the small layers of the variables, say x 1 , . . . , x t , and denote for simplicity by Y the remaining variables. Thus, having fixed some evaluation, which we denote byȲ , of the variables Y outside the chosen small layer of variables, we deduce from f a multilinear alternating map from A/J to A in t variables, which must then have the form:
Where thex i are the classes inĀ of the evaluations of the variables x i and we have chosen a trivialization of tĀ . Since f is Kemer and there are s radical evaluations we also have u(Ȳ ) ∈ J s . As a consequence we deduce the important identity
where det(z) means the determinant of left multiplication ofz on A/J. When we polaryze this identity we have on the right hand side the characteristic polynomial and in particular
where tr(z) is again the trace of left multiplication byz in A/J. We now observe that the right hand side of this formula is still alternating in all the layers in which f is alternating and not an identity, since for generic z we have tr(z) = 0, thus it is again a Kemer polynomial. We can then repeat the argument and it follows that Lemma 2.24. By multiplying a Kemer polynomial, evaluated in A, by a product tr(z 1 )tr(z 2 ) . . . tr(z k ), where the z i are new variables, the resulting function is the evaluation in A of a new Kemer polynomial (involving also the variables z i ).
This discussion easily extends to a direct sum A = ⊕ q i=1 A i of fundamental algebras (with radical J i ) over some field L all with the same Kemer index (t, s) getting a formula
In this case if µ is sufficiently large and f is a µ-Kemer polynomial for one of the algebras A i then it is either a PI or a µ-Kemer polynomial for each of the A j . It is then convenient to think of A as a module over the direct sum of q copies of L.
We next apply this to L, a large field of rational functions over F which is given by the method of generic elements.
Generic elements
A i be a direct sum of finite dimensional algebras over an algebraically closed field F , J = ⊕J i its radical and
. . , a n of A over F union of bases of the summands A i , we may also choose for each summand A i decomposed asĀ i ⊕ J i the basis to be formed of a basis of J i and one ofĀ i . Given m ∈ N (or m = ∞) consider L, the rational function field F (Λ) where Λ = {λ i,j , i = 1, . . . , n; j = 1, . . . , m} are nm indeterminates.
by the choice of the basis are each the sum ξ j = k i=1 ξ j,i + η j,i where the ξ j,i + η j,i are generic for A j . The ξ j,i are generic forĀ j , while η j,i are generic for the radical J j , and all involve disjoint variables. Thus in A ⊗ L we construct the algebra F A (m) = F ξ 1 , . . . , ξ m generated by these generic elements. This is clearly isomorphic to the relatively free algebra quotient of the free algebra modulo the identities of A in m variables. For each j = 1, . . . , k we also have the relatively free algebra
Notice that the radical of A ⊗ F L is J ⊗ F L and modulo the radical this isĀ ⊗ F L which is some direct sum of matrix algebras
. . , p k , induces a map of algebras generated by generic elements
We then set t(a) := (t 1 (a), . . . , t k (a)) ∈ L ⊕k by setting t i (a) to be the trace of left multiplication of the image of a, under p i , in the summandĀ i ⊗ F L. We let
be the algebra generated over F by all the elements t(a), a ∈ F A (m). From now on we assume m fixed and drop the symbol (m) write simply
Theorem 2.25. T A is a finitely generated F algebra and T A F A is a finitely generated module over T A .
Proof. The proof uses a basic tool of PI theory, the Shirshov basis for which we refer to the standard texts. We first claim that every element a ∈ F A satisfies a monic polynomial with coefficients in T A , in fact the coefficients are polynomials in t(a j ) for j ≤ max(dimĀ i ).
where we take for H n i (x) the Cayley-Hamilton polynomial induced by left multiplication onĀ i ⊗ F L. This is a universal expression in x and the elements t i (a j ), j ≤ n i where t i (a j ) is the trace of the the left action onĀ i ⊗ F L of the projection of a j . Thus if we use the formal Cayley Hamilton polynomial for n i × n i matrices, but using as trace of a j the k-tuple t(a
. Now every element of the Kernel of p is nilpotent of some fixed degree s and finally we deduce that
We have multiplied by a since we do not assume that the algebra has a 1. We take a Shirshov basis for F A , that is a finite number N of monomials a i in the generators ξ j such that every monomial in the variables ξ j , is a linear combination with coefficients in F of products of powers of a sublist of the a j , see [36] . Then, since we know that t(t(a)b) = t(a)t(b), it follows that T A is generated by the traces t(M) where M is a monomial in the Shirshov basis with exponents less that the degree of (
s and F A T A is spanned over T A by this finite number of monomials.
Assume now that A = ⊕ i A i is a direct sum of fundamental algebras with the same Kemer index. For µ sufficiently large a µ-Kemer polynomial for A is either a Kemer polynomial for A i or a polynomial identity. So in this case we call Kemer polynomial for A, one with this property. By formula (9) , as extended to direct sums, a Kemer polynomial evaluated in (9) where tr(z) is an element of T A . We can then interpret Lemma 2.24 as Corollary 2.26. The subspace K A of F A spanned by evaluations of Kemer polynomials, is a T A submodule and thus a common ideal in F A and F A T A .
The importance of this corollary is in the fact that the non-commutative object K A is, by Theorem 2.25, a finitely generated module over a finitely generated commutative algebra, so we can apply to it all the methods of commutative algebra. This is the goal of the next sections. At this point the ideal K A depends on A and not only on the T -ideal but as we shall see one can also remove this dependence and define an intrinsic object which plays the same role.
3 The canonical filtration
Rationality and a canonical filtration
We want to draw some interesting consequences from the theory developed. Let R(X) = R := F X /I be a relatively free algebra in a finite number k of variables X.
We have seen that I is the T -ideal of identities in k variables of a finite dimensional algebra A = ⊕ i A i direct sum of fundamental algebras, we may also choose this irredundant.
Choosing such an A we write R = F A (X) and identify F A (X) to the corresponding algebra of generic elements of A.
We can decompose this direct sum in two parts A = B ⊕ C where B is the direct sum of the A i with the same Kemer index as A while B the sum of those of strictly lower Kemer index. We have Id(A) = Id(B) ∩ Id(C) and so an embedding F A (X) ⊂ F B (X) ⊕ F C (X) of the corresponding relatively free algebras. Let us drop X for simplicity.
We can apply to B Theorem 2.25, and embed F B ⊂ F B T B which is a finitely generated module over the finitely generated commutative algebra T B , (both graded). Let K 0 ⊂ R be the T ideal generated by the Kemer polynomials of B for sufficiently large µ. Since these polynomials are PI of C it follows that under the embedding F A (X) ⊂ F B (X) ⊕ F C (X) the ideal K 0 maps isomorphically to the corresponding ideal in F B which, by Corollary 2.26, is a finite module over T B . Since K 0 ⊂ R is a T ideal the algebra R 1 := R/K 0 is also a relatively free algebra, now with strictly lower Kemer index. So we can repeat the construction and let K 1 ⊂ R be the T ideal with K 0 ⊂ K 1 and K 1 /K 0 the T ideal in R 1 generated by the corresponding Kemer polynomials. If we iterate the construction, since at each step the Kemer index strictly decreases, we must stop after a finite number of steps.
Theorem 3.1.
generated by the corresponding Kemer polynomials for µ suitably large.
2. The Kemer index of R i is strictly smaller than that of R i−1 .
3. Each algebra R i can be embedded R i ⊂ R i T R i in a finitely generated module over a finitely generated commutative algebra
in particular a finitely generated module over the finitely generated commutative algebra T R i .
Corollary 3.2 (Belov [8])
. If R := F X /I is a relatively free algebra in a finite number of variables X, its Hilbert series
is a rational function of the form
Proof.
. We know that K i+1 /K i is a finitely generated module over a finitely generated graded algebra T R i . If T R i is generated by some elements a 1 , . . . , a m of degrees h i by commutative algebra one has that
Summing this finite number or rational functions we have the result.
In Theorem 3.14 and Corollary 3.16 we will apply a deeper geometric analysis in order to compute from the Hilbert series the dimension of the relatively free algebras. One can generalise these results by considering a relatively free algebra in k variables X as multi-graded by the degrees of the variables X, and then we write its generating series of the multi-grading
this is of course the graded character of the induced action of the torus of diagonal matrices (which is a standard choice for a maximal torus of the general linear group GL(k)) acting linearly on the space of variables. Thus the series of Formula (15) should be interpreted in terms of the representation Theory of GL(k). In each degree d the homogeneous part R d of the algebra R is some quotient of the representation V ⊗d , dim V = k. By Schur-Weyl duality discussed in §2.1.2 and by Formula (3) we have
That is m λ is ≤ the dimension of the corresponding irreducible representation of the symmetric group S d and in fact, by Remark 2.8 if the number of variables is larger than m where R satisfies the Capelli list C m we have that m λ equals the multiplicity of χ λ in the cocharacter of A of Definition 2.3.
The character of S λ (V ) is the corresponding Schur function S λ (x 1 , . . . , x k ) (a symmetric function) so that finally we have
We have seen that the numbers m λ are the multiplicities of the cocharacters, so it will also be interesting to write directly a generating function for these multiplicities.
In the next paragraphs, using the Theory of highest weight vectors we shall show that also these two functions (of Formulas (15) and (16)) are rational and of special type and will connect it to the Theory of partition functions. Finally in Theorem 3.28 we will apply this theory to give a precise quantitative result on the growth of the colength of R.
A close look at the filtration
Our next goal is to show that the commutative rings T R i , which we have deduced from some fundamental algebras can be derived formally only from properties of the T -ideals, for this we need to recall the theory of polynomial maps.
Polynomial maps
The notion of polynomial map is quite general and we refer to Norbert Roby, [34] and [35] . A polynomial map, homogeneous of degree t, f : M → N between two vector spaces factors through the map m → m ⊗t to the symmetric tensors S t (M) := (M ⊗t ) St and a linear map
St are algebras and we have the following general fact. A polynomial map, homogeneous of degree t, between two algebras A, B, is said to be multiplicative if f (ab) = f (a)f (b), ∀a, b ∈ A, then the induced map S t (A) → B is an algebra homomorphism. We can apply this theory to A equal to a free algebra F Y , a positive integer t and the subalgebra of symmetric tensors
We can treat the map z → z ⊗t as a universal multiplicative polynomial map, homogeneous of degree t. A general theorem of Ziplies [39] interpreting the Second Fundamental theorem of matrix invariants of Procesi and Razmyslov, that is the Procesi-Razmyslov theory of trace identities [27] , [30, 31] , states the following: The second part is due to Vaccarino, [38] . 
Kemer polynomials
The proof of Corollary 2.26 is based on the fact that a T ideal Γ can be presented as ideal of identities of a finite dimensional algebra A direct sum of fundamental algebras. We now want to show that this structure of the T ideal of Kemer polynomials is independent of A and thus gives some information on the possible algebras A having Γ as ideal of identities. Denote by R(Y ) and R(Y ∪ X) the relatively free algebras in the variety associated to Γ in these corresponding variables. Let us first use an auxiliary algebra A and let K A ⊂ R(Y ∪ X) be the space of Kemer polynomials previously defined starting from A. Changing the algebra A to some A ′ may change the space K A but only for the µ-Kemer polynomials up to some µ 1 , we shall see soon how to free ourselves from this irrelevant constraint. We interpret Formula (8) as follows. If z ∈ F Y we have a linear map which we shall denote byz given byz :
which we immediately verify maps K A to K A . As functions on the algebra A we see that the right hand side of Formula (8) implies the identity
where f i , and z i refer to the projection on the summands A i ⊗ L. This gives us the intrinsic information that the operatorsz do not depend on the small layer chosen and commute and the map z →z, is a multiplicative polynomial map homogeneous of degree t from the free algebra F Y to a commutative algebra of linear operators. We can now define intrisecally the space K of Kemer polynomials of the T -ideal as those for which we have the previous properties for the operators z. This will happen for some large µ which now is defined in intrinsic terms. Therefore the Theorem of Zieplies-Vaccarino 3.3, tells us that Formula (17) defines a module structure on K by the algebra T t (Y ) of invariants of t × t matrices in the m variables Y . This module structure does not depend on A and thus is independent of the embedding of the relatively free algebra in A ⊗ L.
On the other hand, as soon as we choose A and the previous embeddingz coincides with the multiplication by (det(z i )) ∈ L u . When we polarize from z ∈ R(Y ) we see by Formula (9) that multiplication by tr(z) := (tr(z 1 ), . . . , tr(z u )) maps K into K and by definition lies in T A = T A (Y ) (which now depends on A) and in fact by definition T A is generated by these elements. We claim that the action of T A on K is faithful so that the algebra T A (Y ) is the quotient of T t (Y ) modulo the ideal annihilator of the module K. Now we have constructed T A from Formula (11) as contained in the direct sum of the algebras T A i , i = 1, . . . u. By definition T A depends only from the semisimple part of A so it is the coordinate ring of a variety which depends only upon the algebra ⊕ i M n i (F ) that is from the numbers n i .
So in the end the action of T t (Y ), invariants of t × t matrices in the variables Y , on K factors through the map π :
We claim that the composition of π with any projection to a summand T A i (Y ) is surjective. In fact the first ring is generated by the traces of the monomials evaluated in all t-dimensional representations while the second is generated by the same traces but only those representations which factor theogugh the left actin ofĀ i . We shall see in §3.3.1 the nature of this subvariety.
and for each i the restriction to K i is non-zero, we finally have that T A acts faithfully on K so that we have defined the homomorphism of Formula (18). We want now to free ourselves from the auxiliary variables X and evaluate in all possible ways the elements of K in the relatively free algebra R(Y ) of A in the variables Y , obtaining thus a T ideal K R in R(Y ). We see that Proof. If we work inside the non intrinsic algebra generated by R(Y ) and T A we have that K R is a T A submodule and this module structure is by definition compatible with substitutions of variables in Y . On the other hand since the elements of K R can be obtained by specializing the elements of K there is a unique way in which the module action of T t (Y ) on K can induce a module action on K R compatible with substitutions of variables in Y . It is a faithfulT A (Y ) action since T A acts faithfully on K R L.
Notice that K R ⊂ B ⊗ L so all the computations are just for the algebra B = ⊕ i A i and from now on we shall just assume A = B and C = 0.
Representation varieties
Our next task is to describe the algebraic varieties of which the rings T A are coordinate rings.
The varieties
For a given t and m consider the space M t (F ) m of m-tuples of t × t matrices. We think of this as the set of t-dimensional representations of the free algebra F X in m variables x 1 , . . . , x m .
On this space acts by simultaneous conjugation the projective linear group P GL(t, F ) so that its orbits are the isomorphism classes of such representations. It is well known, [7] , that the closed orbits correspond to semi-simple representations, so by geometric invariant theory the quotient variety V t (m) := M t (F ) m //P GL(t) parametrizes equivalence classes of semisimple representations of dimension t. As soon as m ≥ 2, its generic points correspond to irreducible representations, which give closed free orbits, so the variety has dimension (m − 1)t 2 + 1.
The coordinate ring of this variety is the ring of P GL(t, F ) invariants, which we shall denote by T t,m or as before T t (Y ), if we denote by Y the m matrix variables.
In characteristic 0 the algebra T t (Y ) is generated by the traces of the monomials in the matrix variables, while in all characteristic by work of Donkin [12] , we need all coefficients of characteristic polynomials of monomials, which can be taken to be primitive.
Given non negative integers h i , n i with i h i n i = t we may consider, inside the variety M t (F ) m //P GL(t), the subvariety W h 1 ,...,hu;n 1 ,...,nu , of semisimple representations which can be obtained as direct sum ⊕ i h i N i , from semisimple representations N i of dimension n i for each i = 1, . . . , u. Of course generically each N i is irreducible.
It will be interesting for us the special case h i = n i which we denote by W n 1 ,...,nu .
W h 1 ,...,hu;n 1 ,...,nu is the natural image of the product u i=1 V n i (m), where V n i (m) is the variety of semisimple representations of m-tuples of n i ×n i matrices, under the map j :
We see in fact that this map j can be considered as a restriction.
Inside the algebra of t × t matrices, consider the subalgebra of block diagonal matrices ⊕ u i=1 h i M n i (F ), where the block M n i (F ) appears embedded into h i equal blocks, which is isomorphic of course by definition to M n 1 ,...,nu := ⊕ u i=1 M n i (F ) we call j h 1 ,...,jn this inclusion isomorphism.
When we restrict the invariants T t (Y ) to this subalgebra we see that when z is some polynomial in Y the restriction of the function tr(z) to this subalgebra equals
This means that T t (Y ) maps to the G = u i=1 P GL(n i , F ) invariants, that is the coordinate ring of
We have shown that, as F ) acting by conjugation, we have the commutative diagram, where the two maps π G , π P GL(t,F ) are quotients under the two groups
Every representation of the form
, but usually this can be done in several different ways, thus we have Remark 3.5. The map j :
..,nu is surjective but it is almost never an isomorphism. We claim that the two varieties have the same dimension. For this it is enough to show that the generic fiber is finite. The generic fiber is obtained when in u i=1 V n i (m) and in W n 1 ,...,nu we have that all the summands N i are irreducible and not just semisimple. In this case if we have several indices i with the same n i then in the expression ⊕ i n i N i we may permute the indices of the irreducible representations of the same dimension so they come from different ways of arranging them in the factors V n i (m). Thus if we have certain multiplicities h 1 , . . . , h k of the different indices n i we see that the generic fiber is formed by i h i ! points. In fact even if there are no multiplicities, so the map j is birational, the same argument may show that in non generic fibers we may perform some of these permutations and so the map is not usually bijective. For the other ring we take monomials in the elements (x i , y i ) which should be thought of as diagonal 2 × 2 matrices. Such a monomial is the pair formed by a monomial in the x i and the same in the y i . Its trace is the sum over of these two monomials, a symmetric function in the exchange τ between x i , y i . The map is generically 2 to 1, the image of coordinate rings is the ring of τ invariants.
In fact we have an even stronger statement, let A i denote the coordinate ring of the variety V n i so A 1 ⊗ A 2 ⊗ . . . ⊗ A u is the coordinate ring of the variety u i=1 V n i . We claim that Lemma 3.7. A 1 ⊗ A 2 ⊗ . . . ⊗ A u is integral over T A (m), spanned by monomials of degree bounded by some number independent of m.
Proof. Consider a polynomial
with roots x 1 , . . . , x m so that the elements a i are the elementary symmetric functions in the x i , we may even take the x i as indeterminates. Given an integer k ∈ N and a set S ⊂ {1, . . . , m} with h elements set
Consider next the polynomial of degree N :=
The coefficients b i of this polynomial are clearly symmetric functions in the variables x i so they are expressible as polynomials in the elements a i , in fact b i is a polynomial of degree ki in the variables x i so it is a polynomial of this weight when we give to a i the weight i. Each A i is generated by the traces tr(M i ) of the monomials M acting on the i th summand. Thus the element tr(M i ) is a sum of n i eigenvalues out of the d eigenvalues of the monomial M we deduce a universal polynomial of degree 
The support of Kemer polynomials
We now apply the previous discussion to Kemer polynomials, first let us take a fundamental algebra D with semisimple part
. We have constructed the map from
Lemma 3.8. The algebra T D is the coordinate ring of the irreducible subvariety W n 1 ,...,nu of M t (F ) m //P GL(t).
Proof. By definition T D is the algebra generated by the traces of m-tuples of elements of ⊕
acting on itself by left multiplication so the Lemma follows from the previous discussion as summarized by Formula (19) .
A i be a direct sum of fundamental algebras all with the same Kemer index. To each A i we have associated the irreducible subvariety of M t (F ) m //P GL(t, F ):
We have thus the rather interesting fact.
Theorem 3.9. The image of the algebra T t (Y ) acting on the space of Kemer polynomials K R is the coordinate ring of a, possibly reducible, subvariety of M t (F ) m //P GL(t) union of the subvarieties W i , i = 1, . . . , u. The module K of Kemer polynomials is supported on this subvariety.
Notice that T t (Y ) is an object intrinsecally defined and then also i W i is intrinsic being the support of K R , the subvarieties W i = W n 1 ,...,nq i reflect the structure of the semisimple parts of the fundamental algebras A i which may appear as summands of maximal Kemer index of an algebra A having as identities the given T -ideal. There are some subtle points in this construction, it is possible that some variety W i is contained in another W j , this gives an embedded component which may not be visible just by the structure of the module K but depends on the embedding K ⊂ ⊕ i K i which in turn depends on the particular decomposition of the ideal Id A = ∩ u i=1 Id A i . This appears as some primary decomposition and it is worth of further investigation. A specific element of K vanishes on one of the varieties W i if and only if it is a polynomial identity for the corresponding summand A i . Corollary 3.10. If R is the relatively free algebra associated to a fundamental algebra A with semisimple partĀ i = ⊕ q j=1 M n j (F ), then the module of Kemer polynomial is supported on the irreducible variety W n 1 ,...,nq . In particular if two fundamental algebras are PI equivalent then they have the same semisimple part.
This answers at least partially the question on how intrinsic are the constructions associated to a particular choice of an algebra A having a chosen T -ideal as ideal of polynomial identities.
Dimension
From the theory developed one can extract some further properties of the rational functions of Corollary 3.2. In commutative algebra one can deduce from Hilbert series the information about dimension and multiplicity, let us see what are here the implications. A commutative algebra A, finitely generated over a field F , has a finite dimension which can be defined in several ways, either as Krull dimension, that is the length of a maximal chain of prime ideals or as Gelfand-Kirillov dimension, which is related, in the graded case to the growth of the dimensions dim R i , or finally when A is a domain as the trascendence degree of the field of fractions of A over F . Since
The function
is the Hilbert series of the polynomial algebra in generators
negative integer which counts in how many ways the integer k can be written in the form k = N j=1 i j h j , i j ∈ N. Such a function c k is classically known as a partition function, it is in fact a quasi-polynomial of degree N − 1. Quasi-polynomial means in this case that, when we restrict c k on each coset of Z modulo the least common multiple of the h j , on the positive integers in this coset this function coincides with a polynomial of degree N − 1, there is an extensive literature on such functions (cf. [11] ). If we develop the rational function of Formula (13) in power series ∞ k=0 d k t k we still have that after a finite number of steps the function d k is a quasi-polynomial, but its degree may be strictly lower than N − 1. This depends on the dimension of the module M of which it is the Hilbert series. This dimension has also various possible definitions. In terms of Hilbert series it is well known (cf. Eisenbud [15] ), using the thory of systems of parameters, that Theorem 3.11. The dimension of M is the order of the pole of H M (t) at t = 1 and equals n + 1 where n is the degree of the quasi polynomial d k .
From this it follows that the dimension has a geometric meaning which is independent from the grading. For a finitely generated commutative graded algebra R the dimension, as computed by the Hilbert series equals the dimension of its associated affine variety V (R). For a module M we have the notion of support of M, that is the set of point p ∈ V (R) where M is not zero, that is M ⊗ R R p = 0 where R p is the local ring at p. Then the dimension of M equals the dimension of its support. The support is computed as follows Remark 3.12. It is well known that a finitely generated module M over a commutative Noetherian ring R has a finite filtration 0 ⊂ M 1 ⊂ M 2 . . . ⊂ M k = M such that M i+1 /M i = R/P i where P i is a prime ideal. If R, M are graded and R finitely generated, the M i can be taken graded and the Hilbert series is the sum of the Hibert series of the R/P i , the dimension is the maximum of the dimensions of the R/P i . In the language of algebraic geometry R defines the algebraic variety V (R) and the P i some subvarieties with coordinate rings R/P i , one sees by induction that M is supported on the union of these subvarieties and thus its dimension is the dimension of its support. If M is torsion free over a domain R then it contains a free module R k ⊂ M so that M/R k is supported in a proper subvariety, hence it has lower dimension and the dimension of M equals that of R.
We will apply this to the non commutative relatively free algebras.
The dimension of relatively free algebras
We take as definition of dimension for a relatively free algebra, the one given by its Hilbert series, which measures growth and one can see equals the Gelfand-Kirillov dimension. Proof. The first part we have just proved, as for the second remark that the relatively free algebra in m variables for a direct sum ⊕ i D i is contained in the direct sum of the relatively free algebras in m variables for the summands D i , so its dimension is smaller or equal than the maximum of the dimensions of the algebras relative to the summands. On the other hand each relatively free algebra in m variables for the summands D i is also a quotient of the relatively free algebras in m variables for the direct sum so the claim follows.
We can also approach in a more intrinsic form using the filtration. By Theorem 3.9 and the remark following the dimension is the maximum of the dimensions of the modules K i+1 /K i each one is supported in a union of varieties W n 1 ,...,n k but on each of these subvarieties the module is torsion free so it has the same dimension as its support, we deduce: Theorem 3.14. The dimension of R is the maximum dimension of the varieties W n 1 ,...,n k . Now the dimension of W n 1 ,...,n k is mt − q i=1 (n 2 i − 1) = (m − 1)t + q, so we see that as m grows the maximum is obtained from the factors R i for which the first Kemer index equals the Kemer index t of R and among these the one with maximum q. Observe that when R is the ring of generic n × n matrices, then t = n 2 and q = 1, the formula is valid for all m ≥ 2. By work of Giambruno Zaicev a similar statement, that the formula is valid for all m ≥ 2, is true for block triangular matrices with q equal the number of blocks and t the dimension of the semisimple part.
Cocharacters
We want now to extend work of Berele [9] and Belov [8] and show how cocharacter multiplicities are described by partition functions. This requires some standard preliminaries.
Partition functions
The notion of partition function can be discussed for a sequence of integral vectors A := {a 1 , . . . , a m }, a i ∈ Z p for which there is a linear function f with f (a i ) > 0, ∀i.
3
Then one defines the partition function on
Of course P A (b) = 0 unless b ∈ C(A) := { i x i a i | x i ∈ R + } the positive cone generated by the elements a i . The assumption f (a i ) > 0, ∀i means that C(A) is pointed, that is it does not contain any line (only half lines). It is customary to express the partition function by a generating function, this is a series in
i and then setting
one sees that
This formal series is also truly convergent on some region of space. We can interpret this in terms of graded algebras. Let R A = F [y 1 , . . . , y m ] be the polynomial algebra in m variables y i to which we give a Z p grading by assigning to y i the degree a i . For every graded vector space V = ⊕ a∈Z p V a , for which dim (V a ) < ∞, ∀a, we can define its graded Hilbert series
One has to be careful when manipulating such series since in general a product of two such series makes no sense, so if we have two graded vector spaces V, W with the previous restriction on graded dimensions, in general V ⊗ W does not satisfy this restriction. The product makes sense if we restrict to series supported in a given pointed cone, in this case we have that
In general let us consider a finitely generated graded R A module M then we have the 
That is p(x) is a finite linear combination with integer coefficients of Laurent monomials. If A ⊂ N p and M is graded in N p then the elements p(x) are polynomials.
Partition function
We want to recall quickly some features of the theory of partition functions. Let A be as before a list of integral vectors. We want to decompose the cone C(A) into big cells and define its singular and regular points. The big cells are defined as the connected components of the open set of C(A) of regular ponts, which is obtained when removing from C(A) the singular points which are defined as all linear combinations of some subset of A which does not span R p . One finally needs the notion of quasi-polynomial on Z p . This is a function f on Z p for which there exists a subgroup Λ ⊂ Z p of finite index, so that f , restricted to each coset of Λ in Z p coincides with some polynomial. In the theory of partition functions plays a major role a finite dimensional space of quasipolynomials introduced by Dahmen-Micchelli. Let us recall their Theory.
• Given a list of integral vectors A := {a 1 , . . . , a m }, a i ∈ Z p spanning R p we call a subset Y of A a cocircuit if it is minimal with the property that A \ Y does not span R m . The set of all cocircuits of A will be denoted by E(A).
• To A is associated a remarkable convex polytope the Zonotope
• The faces of this zonotope come in opposite pairs corresponding to the cocircuits of A.
Moreover Z(A) can be paved by parallelepipeds associated to all the bases of R p which can be extracted from A. each of these parallelepipeds has volume a positive integer, the absolute value of the determinant of the corresponding basis elements.
• For a list of integral vectors Y we then define the difference operator
• The space DM(A) of Dahmen-Micchelli is the space of integral valued functions on Z p solutions of the system of difference equations ∇ Y f = 0, Y ∈ E(A).
• The space DM(A) is a space of quasi-polynomials of degree m − 1, it is a free abelian group of dimension δ(A) the weighted number of bases extracted from A, or the volume of Z(A).
• In fact if we take a generic shift a − Z(A), a ∈ R p we have that a − Z(A) ∩ Z p has exactly δ(A) elements and the restriction of DM(A) to a−Z(A)∩Z p is an isomorphism with the space of integral valued functions on a − Z(A) ∩ Z p .
The main Theorem on partition functions for which we refer to [11] is, assuming that A spans R p .
Theorem 3.18. P A is supported on the intersection of the lattice Z p with the cone C(A). Given a big cell c of C(A) and a point a ∈ c very close to 0 one has that a − Z(A) ∩ Z p intersects C(A) only in 0. P A coincides on each big cell c with the quasi polynomial in the space DM(A) which is 1 at 0 and equals 0 in the other points of a − Z(A) ∩ Z p .
Finally the partition function may be interpreted as counting the number of integral points in the variable convex compact polytope
Thus the partition function is asymptotic to the volume of this variable polytope. This volume function, denoted by T A (b) is a spline that is a piecewise polynomial function on C(A), polynomial in each big cell of degree m − 1 and again there is a remarkable theory behind these functions, cf. [11] .
U invariants
In order to apply the previous theory to cocharacters we need to recall some basic facts on highest weight vectors and U invariants, where U is the subgroup of the linear group of strictly upper triangular matrices with 1 on the diagonal. Recall that we have seen that the multiplicity m λ of a cocharacter equals the multiplicity of the highest weight vectors of weight λ in the relatively free algebra in k variables, if we are considering an algebra of dimension k. Recall that a highest weight vector is an element of a given representation of G = GL(k) which is invariant under U and it is a weight vector under the maximal torus of diagonal matrices (t 1 , . . . , t k ). The weight is then a dominant weight sum of of the fundamental weights ω i := i j=1 t j which is the highest weight of i F k . If m i is the number of columns of the partition of length i then the corresponding weight is i m i ω i that is the character
m i , we identify partitions with dominant weights and thus write λ = i m i ω i . A highest weight vector generates an irreducible representation S λ (F k ) and dim S λ (F k ) U = 1.
By Theorem (3.1) the Hilbert series of R is the sum of the contributions of the finitely many factors K i+1 /K i which are all modules over finitely generated algebras. Moreover these are all stable under the action of the linear group G = GL(k) so that we have some decomposition into irreducible representations
These multiplicities m i,λ can be computed by taking the vector space of U invariants,
is generated by a single vector of weight λ, we have that the graded Hilbert series of (K i+1 /K i ) U , which is N k graded by the coordinates m i of the dominant weights, is the generating function of the multiplicities m i,λ . So our aim is to prove that (
U is a finitely generated graded module over a graded polynomial algebra in finitely many variables. Then we can apply lemma 3.17 and Theorem 3.18 which properly interpreted give the desired result. This actually is a standard fact on reductive groups and let us explain its proof. Let G be a reductive group in characteristic 0. Its coordinate algebra F (G) decomposes, under left and right action by G, as
(U acting on the right) is a finitely generated algebra over which G acts on the left. In fact it is generated by the irreducible representations associated to the fundamental weights. This algebra is the coordinate ring of an affine variety G/U which contains as open orbit G/U. For every subgroup H of G consider the invariants under the right action
H and we have:
Lemma 3.19. For every representation V of G we have the equality
In fact this is given by restricting to
If V is an algebra with G action as automorphisms this identification is an isomorphism of algebras.
Proof. The space of polynomial maps from G to V is clearly V ⊗ F (G). We act on such maps with G × G, the right action is f h (g) := f (gh) while for the left action we use
). These two actions commute the left action on maps is the tensor product of the action on V and the left action on F (G), that is if f = v ⊗ φ we have h f = hv ⊗ h φ. . A map f is G equivariant, where on G we use the left action if f (hg) = hf (g), this means that f is invariant under the left action on maps. For such a map we have f (g) = f (g1) = gf (1), conversely given any vector v ∈ V the map g → gv is G equivariant so we have a canonical identification j :
Moreover the map j is G equivariant if on (V ⊗ F (G))
G we use the right G action, since for an equivariant map f we have f h (g) := f (gh) (induced from right action), which maps to
H is invariant under right action by some subgroup H it means that for the corresponding map f : G → V we have that f (gh) = f (g), ∀h ∈ H, thus f (h) = f (1) and, if f is G equivariant we see that this is equivalent to the fact that j v j ⊗ φ j (1) ∈ V H . As for the second statement it is enough to observe that π is a homomorphism of algebras.
This allows us to replace for G modules, the invariant theory for U, which is not ruled by Hilbert's theory since U is not reductive, with the one of the reductive group G, and obtain in this way the desired statements on finite generation. In fact a simple argument as in Hilbert theory shows the following. Let M be a module finitely generated over a finitely generated commutative algebra A. Assume that a linearly reductive group G acts on M, and on A by automorphisms in a compatible way, that is g(am) = g(a)g(m), a ∈ A, m ∈ M then Lemma 3.20. The space of invariants M G is finitely generated as a module over the finitely generated algebra A G .
Proof. Consider the A submodule AM G of M. It is finitely generated by some elements 
At this point we only have to apply the theory of graded modules over graded algebras, here the grading is by the semigroup of dominant weights (which one can identify to N k ) and use the fact that the algebra F (G) U is finitely generated by elements which have as weight the fundamental weights. Thus if V is a finitely generated module over the finitely generated algebra A with G action, we have that V ⊗ F (G) U is a finitely generated module over the finitely generated algebra A ⊗ F (G) U with diagonal G action. We deduce Theorem 3.21. V U is a finitely generated module over the finitely generated algebra A U .
Corollary 3.22. If V and A are as before, and V = ⊕ λ m λ S λ (F k ), the generating function λ m λ t λ is a rational function, in the variables t i := t ω i with denominator a product of
are the dominant weights of some finite set of irreducible representations generating A as algebra.
U is 1-dimensional generated by a vector of weight λ so λ m λ t λ is the Hilbert series of the graded module V U (graded by dominant weights). Then compute the generating function of V U using its identification with (A ⊗ F (G) U ) G and then apply Lemma 3.17 and Lemma 3.20, we only need to remark that the torus T acts on (A ⊗ F (G) U ) G by acting on F (G) on the right and under the identification the weight is preserved. In the algebras which we are studying and the various graded objects associated we have the action of Gl(k) which is in fact a polynomial action, that is no inverse of the determinant appears. The action of the torus of diagonal matrices t 1 , . . . , t k determines the weight decomposition so the multi-grading and the grading. The fundamental weight ω i = t 1 t 2 . . . t i has degree i so the ordinary Hilbert series of V U ,
Notice that in degree n the dimension of V U n equals the length or number of irreducible components in which V n decomposes. 
Invariants of several copies of V
Let us ask the following question, let V be a vector space of some dimension k and G a semisimple group acting on V . The invariants of m copies V m under the action of G are also a representation of GL(m, F ), in fact from Cauchy's Formula we have
If we are interested in understanding the multiplicity with which a given representation S λ (F m ) appears we know that it equal dim S λ (V ) G provided that m is larger than the height of λ but it may appear only if the height of λ il ≤ dim V . Thus this multiplicity stabilizes for m ≥ dim V . On the other hand if U is the unipotent group of SL(k, F ) of strictly upper triangular matrices we have
Thus the generating function of these multiplicities is the generating function of
G×U . In particular for the growth we need to compute the dimension of the algebra
G×U . This we compute as follows, from the previous section we have that 
Proof. From Formula (23) this dimension is the dimension of the quotient variety of G × SL(k) acting on the variety V k × W , where W is the variety of coordinate ring F (SL(k)) U which contains SL(k)/U as dense open set so its dimension is (k
. The group SL(k, F ) is semisimple and simply connected, so by a Theorem of Popov (cf. [25] Corollary of Proposition 1) the coordinate ring of SL(k, F ) is factorial, then, since U is a connected group, also the ring F (SL(k)) U is factorial hence the variety V k × W is factorial.
For a semisimple group H acting on an irreducible affine variety X which is also factorial and with the generic orbit equal to H or just with finite stabilizer one knows, by another Theorem of Popov, cf. [24] , that the generic orbit is closed so equals the generic fiber and, by Hilbert's theory, the quotient variety has dimension dim W − dim H, thus we have in our case dim
and since
From this Formula we see that only for somewhat small G we may have this strong condition. It is then useful the following criterion. Proof. In fact let us look at the stabilizer of ((v 1 , . . . , v k ), U) it is the subgroup of G × U stabilizing (v 1 , . . . , v k ). Then this is the stabilizer of a generic orbit of G × U on V k so it is enough to show that this is trivial. The action of (g, u) on a vector (v 1 , . . . , v k ) is the action of u on (gv 1 , . . . , gv k ). Moreover u is some triangular matrix 1 + Λ with λ i,j = 0, =⇒ i < j so finally.
Hence if g, u is in the stabilizer of this vector (v 1 , . . . , v k ) we must have v 1 = gv 1 . So let K be the stabilizer of v 1 and decompose V = V K ⊕ V K the invariants and a stable complement, write each
We want to show, by induction on i that gv i = v i and 0 = λ j,i , ∀j < i. So assume we have proved this for all j < i we then have
This implies
Since the a i are generic they are also linearly independent so that we have 0 = λ j,i and hence also b i = gb i . Since G acts faithfully on V and by the generic condition the elements v 1 , . . . , v k form a basis of V it also follows that g = 1.
Colength
We want to investigate now the colength of R = ⊕ ∞ n=0 R n where R is the relatively free algebra of some finite dimensional algebra. By definition the colength is the function of n which measures the number of irreducible representations of GL(k, F ) decomposing the part R n of degree n, (if R is relatively free in k variables). Arguing as for the dimension the colength of R is the sum of the colengths of the factors K i+1 /K i . Each one of these factors is a finite torsion free module over some finitely generated algebra T R i which is the coordinate ring of one of the varieties W . By lemma 3.7 in turn we may replace it with the ring of invariants T A of several copies of a semisimple algebra A = ⊕ q i=1 M n i (F ) under its automorphism group G = i P SL(n i ) so we may apply Corollary 3.22 and we have that the generating series of the colength is a rational function with denominator a product of factors 1 − t h i . This implies that the colength stabilizes to a quasi-polynomial whose degree equals the dimension of the algebra T The algebra T U A is that coming from Formula (23) for V = A = ⊕ q i=1 M n i (F ) under the group G = i P SL(n i ) which acts faithfully onĀ and it is semisimple. Moreover the generic element of A is a list of matrices each with distinct eigenvalues so that the stabilizer is a product of maximal tori and hence reductive. We thus have verified all the properties of Proposition 3.26 we can thus apply Theorem 3.25 and then the formula for the dimension of T U R is given by Formula (24) where
We finally get for the quotient the dimension
the dimension of the algebra of Formula (23) equals
Proof. Here we apply Formula (23) with k = t and dim G = t − q.
Theorem 3.28. The colength of R (relatively free in m variables) is the maximum of the colength of the factors K i+1 /K i . When m is sufficiently large this is independent of m and a quasi polynomial of degree
+ q − 1 where t is the first Kemer index of R while q is the q invariant (3.15).
Model algebras 4.1 The canonical model of fundamental algebras
We want to discuss now the problem of choosing special fundamental algebras in the PI equivalence classes. In corollary 3.10 we have seen that two PI-equivalent fundamental algebras have isomorphic semi-simple parts. Thus it is natural to study fundamental algebras A with a given fixed semi-simple partĀ = ⊕
. From Lemma 2.20 it follows that the second Kemer index γ(A), which for a fundamental algebra coincides with the maximum s for which J s = 0, must be ≥ q − 1. The case γ(A) = q − 1 is attained by upper triangular matrices with semi-simple partĀ.
So our present goal is to analyse fundamental algebras with givenĀ and Kemer index t = dim (Ā), s ≥ q − 1. We use now Definition 2.22 and Proposition 2.23. Consider a T -ideal I of identities of a fundamental algebra A =Ā ⊕ J, we have seen in Corollary 3.10 that the semisimple partĀ is determined by I. We want to construct a canonical fundamental algebra having semisimple partĀ and I as T -ideal I of identities. This algebra is constructed as in §2.2.
First we construct a universal object. Take the free productĀ⋆F X , for X = {x 1 , . . . , x m }. We assume m ≥ q where q is the number of simple blocks ofĀ. We now take this free product modulo the ideal of elements of degree ≥ s + 1 in the variables X, where s is some fixed integer, call FĀ ,s (X) the resulting algebra. FĀ ,s (X) is a finite dimensional algebra with semisimple partĀ and Jacobson radical J of nilpotency s + 1 generated by the x i . It satisfies a universal property among such algebras.
Remark 4.1. Given a finite dimensional algebra A, with semisimple partĀ and Jacobson radical J of nilpotency s+1 any map X → J, extends to a unique homomorphism of FĀ ,s (X) to A. which is the identity onĀ.
Given a finite dimensional algebra A with given t, s index we define A s (X) to be FĀ ,s (X) modulo the ideal generated by all polynomial identities of A. The Jacobson radical J s of A s (X) (and also of FĀ ,s (X)) is the ideal generated by the x i and its semisimple part isĀ. By construction and Remark 4.1, given any list of elements a 1 , . . . , a m ∈ J there is a morphism π : A s (X) → A which is the identity onĀ and maps x i → a i . For m sufficiently large this morphism may be chosen so that the radical J s maps surjectively to the radical J so also the map of A s (X) to A is surjective, hence A s (X) satisfies the same PI as A. Definition 4.2. We now define FĀ ,s and A s to be the algebras FĀ ,s (X) and A s (X) where X is formed by s variables. Proof. By construction all identities of A are satisfied by A s , so we need to prove the converse and we may take a multilinear polynomial F which is not a PI of A. Then there is a substitution of f in A, which we may assume to be restricted, which is non zero. In this substitution at most s variables are in the radical the others are in some matrix units ofĀ. We now take the same substitution for matrix units inĀ and the remaining variables, which we may call y 1 , . . . , y k , k ≤ s we substitute in x 1 , . . . , x k ∈ A s . By the universal property the evaluation of f in A factors through this evaluation in A s which therefore is different from 0. Proof. The assumption implies that A, B have the same t, s index, then the statement follows from Theorem 2.21 since by by hypothesis the Kemer index of A equals the t, s index, on the other hand clearly the Kemer index of B, which is less or equal than its t, s index, cannot be less than the Kemer index of A. Remark that only if m is sufficiently large we have that FĀ ,s (X) is fundamental, since we need the existence of some fundamental algebra quotient of FĀ ,s (X). We claim that we have the exact condition m ≥ q − 1. For m = q −1 we may take as fundamental algebra an algebra R of upper triangular matrices withĀ as semisimple part it is easily seen that such an algebra is generated by q −1 elements overĀ. In fact the algebra R can be described as the direct sum
for this we may take the elements E i,i+1 a non zero matrix in the corresponding block hom(V i , V i+1 ). Remark also that by construction the nilpotent subalgebra of FĀ ,s (X) generated by the x i is a relatively free nilpotent algebra.
Question Is the T -ideal of identities of FĀ ,s irreducible, and how is it described?
Description of FĀ ,s (X)
Let V be the vector space with basis the elements x i . In degree h the algebra FĀ ,s (X) = FĀ ,s (V ) can be described as follows, consider Definition 4.8. Let M be the monoid in two generators a, b with relation a 2 = a.
Elements of this monoid correspond to words in a, b in which aa never appears as sub-word. When we multiply two such words, if we have the factor aa appearing we reduce it by the rule to a.
Now to such a word w we associate a tensor product T w ofĀ whenever we have an a and V when we have a b
The multiplication of two such words w 1 w 2 according to the previous rule, induces a multiplication T w 1 T w 2 ⊂ T w 1 w 2 . We take the corresponding tensor product and if we get a factor A ⊗Ā we replace it byĀ by multiplication.
Then we see that FĀ ,s (X) is the direct sum ⊕T w where w runs over all the words of previous type with at most s appearance of b and graded algebra over this monoid, truncated at degree s in b.
spaces each isomorphic toĀ ⊗i ⊗ V ⊗h where c i,j is the number of words in M with i times a and j times b. The summands correspond to the type of elements in the free product which are monomials in j elements of V and i elements ofĀ. Proof. This is a property of each V ⊗h , h ≤ s. A GL(V ) invariant subspace is generated by its highest weight vectors which in V ⊗h depend on the first h elements of a chosen basis of V (the variables).
Some complements 4.2.1 Generalized identities
The algebra FĀ ,s (X) should be thought of as a free algebra in a suitable category, so we give the following Definition 4.10. Given an algebra R, an R-algebra is any associative algebra S with a bimodule action of R on S satisfying r(s 1 s 2 ) = (rs 1 )s 2 , (s 1 s 2 )r = s 1 (s 2 r), (s 1 r)s 2 = s 1 (rs 2 ), ∀r ∈ R, s 1 , s 2 ∈ S.
Given an R-algebra S we can give to R ⊕ S a structure of algebra by setting (r 1 , s 1 )(r 2 , s 2 ) = (r 1 s 1 , r 1 s 2 + s 1 r 2 + s 1 s 2 ) the axioms (25) are the ones necessary and sufficient to have that R ⊕ S is associative.
The canonical model has the following universal property, consider a nilpotent algebra R satisfying the PI's of A, with R s+1 = 0 and equipped with aĀ algebra structure, according to Definition 4.10. Then any map of X → R extends to a map A s →Ā ⊕ R equal to j onĀ.
In particular FĀ ,s (X) and A s behave as relatively freeĀ algebras. The endomorphisms of FĀ ,s (X) resp. A s which are the identity onĀ correspond to arbitrary substitutions of the variables x i with elements of the radical. This gives rise to the notion of T -ideal in FĀ ,s (X) or ideal of generalised identities. Recall that, in an algebra R a verbal ideal is an ideal generated by the evaluations in R of a T -ideal. In other words a verbal ideal is an ideal I of R minimal with respect to the property that R/I satisfies some given set of polynomial identities. The verbal ideals of FĀ ,s defining the algebras A s are clearly T -ideals, but not all T -ideals are of this type as even the simplest examples show (cf. Example 4.11). In particular the action of the linear group GL(m, F ) on the vector space with basis the elements x i and also the automorphism group G ofĀ extend to give a group GL(m, F ) × G of automorphisms of FĀ ,s (X) and A s . Thus the kernel of the quotient map FĀ ,s (X) → A s is stable under the group GL(m, F ) × G of automorphisms. In fact the possible ideals of FĀ ,s (X) appearing in this way are all verbal ideals evaluations on FĀ ,s (X) of a T ideal Γ which contains the PI's ofĀ. Of course, sinceĀ = ⊕ q i=1 M n i (F ) this condition is that Γ contains the PI's of n × n matrices where n = max n i . Not all such verbal ideals can occur but only the ones for which the Kemer index is t, s. There is the further condition that do not decrease the nilpotency order s + 1, this must be included if we fix m. If we let m increase then it will be automatically satisfied. In fact the previous analysis confirms the choice of m = s given in 4.2 and proved in 4.3. This may also be interpreted as fixing a Capelli identity satisfied by the algebras under consideration. There are 5, T -ideals. The radical is a T -ideal but not verbal, the corresponding verbal ideal is ex, xe, exe.
As for verbal ideals one may construct them as follows. Take a multilinear polynomial f (y 1 , . . . , y h ) which is also a polynomial identity ofĀ, that is of n × n matrices where n = max n i . We may consider all possible evaluations of this polynomial in which some of the variables y j are substituted with matrix units inĀ and the remaining variables are left unchanged but free to be evaluated in the radical. Then we may leave out of the semisimple evaluation at most s variables which we can evaluate in the elements x 1 , . . . , x s . In this way we have constructed a finite list of elements in FĀ ,s and the ideal they generated is the verbal ideal associated to f (y 1 , . . . , y h ).
Moduli
We have seen that the canonical fundamental algebras with a givenĀ and s are the quotients of the finite dimensional algebra FĀ ,s modulo verbal ideals. Thus it is natural to ask if these quotients arise in algebraic families.
Proposition 4.12. Let A be a finite dimensional algebra, the set of ideals, respectively Tideals is closed in the Grassmann variety of subspaces of codimension h.
Proof. Let I be a subspace, the condition to be an ideal is that it should be stable under multiplication, left and right, by elements of A, instead the condition of being a T -ideal is to be stable also under endomorphisms of A. For any linear operator ρ : A → A the set of subspaces stable under ρ is closed in the Grassmann variety hence the claim.
The condition that I is verbal is that it coincides with the ideal generated by the elements f (a 1 , . . . , a h ) for some set of multilinear polynomials. Since A is finite dimensional if I is generated by the evaluations of some set f of multilinear polynomials it is also generated by the evaluations of finitely many of them. So every verbal ideal is in some class V k of verbal ideals which can be generated by some multilinear polynomials f (y 1 , . . . , y h ) with h ≤ k. In particular thus given some sequence of possible codimensions d := {d i }, i = 1, . . . , k we may consider the set V h,d of verbal ideals of A of codimension h generated by T ideals of those given codimensions.
Proposition 4.13. Let A be a finite dimensional algebra, the set of verbal ideals V h,d is locally closed in the Grassmann variety of subspaces of codimension h.
Proof. Let M k be the space of multilinear polynomials in k variables and G h (A) the Grassmann variety of codimension h subspaces of A. In M k × G h (A) consider the subset M k,h,A of these pairs f, U such that all evaluations of f in A lie in the subspace U, clearly M k,h,A is closed, the projection map π k : M k,h,A → G h (A) has the property that the fibre of U is the linear subspace of M k of the polynomials f such that all evaluations of f in A lie in the subspace U. Since the dimension of a fibre is semicontinuous we have a stratification of G h (A) by locally closed sets where the dimension is fixed. In particular we have a locally closed subset G h,d (A) where the dimension of the fibre of π i equals d i for all i ≤ k. This then intersected with the closed subset of subspaces which are ideals defines again a locally closed set X d , on this variety we have two vector bundles, the tautological bundle U d which at some point U has as fibre the ideal U, and the bundle W := ⊕ i W i whose fibre is the direct sum of the fibres W i = (W i ) U at some ideal U, formed by the direct sum of the spaces of multilinear polynomials of degree i ≤ k which evaluated in A take values which lie in U.
In this set we have to identify the subset of the ideals generated by the evaluations of the corresponding polynomials and we claim that this condition is open. This condition is given by imposing that a certain linear map has a maximal rank. The map is the following for a multilinear polynomial f in k variables the span of its image is the image of the map f : A ⊗k → A. For a space W of multilinear polynomials we have a map W k ⊗ A ⊗k → A, globally we have have a map of vector bundles
For the ideal generated by these polynomials we have to add the polynomials xf y with two extra variables x, y which will induce a map Finally when we apply this to fundamental algebras we need the further restriction to take those verbal ideals of FĀ ,s which do not contain the part of degree s, this is again an open condition.
4.3.1
A canonical structure of Cayley-Hamilton algebra
We finally make a further connection with a construction from invariant theory. We give to FĀ ,s a canonical structure of Cayley-Hamilton algebra as follows. Given a ∈ FĀ ,s we set t(a) := str(ā) whereā ∈Ā = ⊕ q i=1 M n i (F ) and we take as trace the sum of the traces of the components which are matrices. We claim that with this definition of trace the elements satisfy the (N +1)s Cayley-Hamilton identity where N = i n i or even the Ns Cayley-Hamilton identity if the algebra has an identity. This follows from Formula (12). We then have universal embeddings FĀ ,s ⊂ M (N +1)s (U), A s ⊂ M (N +1)s (U A ) with U, U A = U/I commutative rings over which acts the projective linear group G := P GL((N + 1)s)
