Several methods have been proposed as an attempt to deal with dynamically changing scenarios. From a computational point of view, different formalisms have different computational properties. In this article we consider knowledge bases represented as sets of Horn clauses. The importance of this case is twofold: first, inference is polynomial, thus tractable; second, Horn clauses represent causal relations between facts, thus they are of great practical importance, although not all propositional knowledge bases can be represented in Horn form. The complexity of Horn revision is still high, and in some cases coincides with the complexity of the general (non-Horn) case. We analyze the complexity of belief revision from the point of view of the compilation [Cadoli et al. 1996a ]: we study the possibility of reducing the complexity by allowing a (possibly expensive) preprocessing of part of the input of the problem. Extending the work of Cadoli et al. [1999], we consider the problem of compact representation of revision in the Horn case, i.e., given a knowledge base T and an update P (both represented by Horn clauses) decide whether T ‫ء‬ P, the result of the revision, can be represented with a propositional formula whose size is polynomial in the size of T and P. We give this representation for all formalisms for which it exists, and we show that the existence of a compact representation is related to the possibility of decreasing the complexity of a formalism via a preprocessing.
INTRODUCTION
The importance of the dynamic treatment of information in artificial intelligence, databases and philosophy has led many researchers to focus their attention on its computational aspects. While the first theoretical studies in this area [Gärdenfors 1988 ] are more concerned with the definition of general properties about how changes should be made, more recent work addresses the problem of finding specific methods to revise knowledge.
We are given a set of propositional formulas T representing the old knowledge we have about the world of interest, and an observation P. This new information must be incorporated in the old knowledge base. When T and P are consistent to each other, the result of this step is simply the union of P and T. The interesting case is when T and P, each consistent by itself, are inconsistent to each other. There are many ways to revise T with P. The main assumption of belief revision is that of minimal change: the old description T should be changed as little as possible in order to incorporate P. This is a formalization of the principle of maintaining as much information as possible in this process of merge. The minimal change principle can be realized in several ways, since there are many possible ways to define when a change is minimal. This has led to the definition of different revision operators.
From a computational point of view, most of the semantics proposed for revision are at the second level of the polynomial hierarchy, namely ⌸ 2 p [Eiter and Gottlob 1992] . The knowledge base T is used as a formalization of the "state of affairs" of the world; the most important problem is to decide which facts derive from this piece of information. The problem of deciding whether a formula Q is implied by T is in general a co-NP complete problem, thus intractable. For practical use, we have to restrict our attention to special cases in which inference becomes tractable. The most used restriction is to consider only Horn formulas.
Restricting T, P and Q to be Horn formulas, the complexity of deciding whether T ‫ء‬ P Խ ϭ Q (deciding whether Q is implied by the updated knowledge base) often decreases to co-NP or P [Eiter and Gottlob 1992] . This is why revision of Horn formulas is of special interest, although not all knowledge bases can be represented in this form.
The problem we address in this article is the following: given a set T and a formula P, both Horn, whose size are ʈT ʈ and ʈPʈ respectively, can we represent the revised knowledge base with a propositional formula whose size is polynomial with respect to ʈT ʈ ϩ ʈPʈ? If this is not possible, it can be considered impossible, from a practical point of view (limitation of computer memory), to explicitly represent the revised knowledge base.
This question is related to the problem of compilability of belief revision: is it possible to reduce the complexity of deciding whether T ‫ء‬ P Խ ϭ Q if one precompiles the formulas T and P? This question makes sense if the revised knowledge base must be queried many times with respect to several queries Q. Indeed, in this case, a long preprocessing of T and P may be convenient, if it allows a fast answer to the question T ‫ء‬ P Խ ϭ Q whenever a query Q is posed.
This article is organized as follows: in the next section we recall the various definitions of revision given in the literature and the formalization of compilability. In Section 3 we formally define the concept of compact representation. In Section 4 we show the properties of revision from the point of view of compilation. In Section 5 we show when T ‫ء‬ P can be represented in polynomial space. The proofs are in the electronic appendix for ease of reading.
PRELIMINARIES

Notations
Let X ϭ ͕ x 1 , . . . , x n ͖ be a set of propositional variables. Given a variable x i , a literal is either x i or ¬x i . We denote by l i a literal corresponding to the variable x i (i.e., l i is either x i or ¬x i ).
A clause is a disjunction of literals: C ϭ l i1 ∨ · · · ∨ l im . A Horn clause is a clause containing at most one positive literal. A Horn formula is a conjunction of Horn clauses. It is well known [Dowling and Gallier 1984] that problems such as satisfiability, unsatisfiability, and logical consequence for Horn formulas can be solved by linear-time algorithms. This means that deciding whether a Horn formula is satisfiable can be checked by an efficient algorithm (the same for unsatisfiability and inference). A 3cnf formula is a conjunction of clauses, each composed of at most three literals. A theory is a set of propositional formulas.
An interpretation is a truth assignment to the variables, i.e., a function from X to ͕true, false͖. We extend this mapping to propositional formulas in the usual way. We denote an interpretation by the set of variables mapped into true. An interpretation M is a model of a propositional formula P (denoted by M Խ ϭ P) if it maps P into true. We use Mod͑P͒ to denote the set of models of P, i.e., Mod͑P͒ ϭ ͕M Խ M Խ ϭ P͖. An interpretation is a model of a theory T if it is a model of each formula in the theory. We overload the function Mod to denote also the set of models of a theory, i.e., Mod͑T ͒ is the set of models of the theory T. Given a set of models A, the function Form͑A͒ gives a formula whose set of models is A. This is a multivalued function, but this is inessential for the purpose of this article, i.e., we may assume that Form͑A͒ has some specific form, e.g., disjunction of maximal terms. We denote by Var͑P͒ the set of variables occurring in P.
Given two interpretations I and J, we denote by Diff͑I, J ͒ the symmetric difference between I and J, i.e., the set I\J ഫ J\I. Intuitively, Diff͑I, J ͒ is the set of variables that I and J map into different truth values.
A propositional formula can be seen as a way to represent a set of models. A more general representation is that of circuits. We use a simplified definition of circuit which does not take into account things such as levels, limitations in the number of inputs of gates, etc. A detailed survey by Boppana and Sipser [1990] contains more details. A circuit over a set of variables X is a boolean formula F built over an alphabet composed of X and a new, ordered, set of variables Y ϭ ͕ y 1 , . . . , y m ͖, as follows:
where each F i is a formula (not a circuit) containing only the variables X ഫ ͕y 1 , . . . , y iϪ1 ͖. Let M ʕ X be an interpretation over X. Note that F can be viewed both as a circuit over X and as a (usual) formula over X ഫ Y. We define M to be a model of the circuit F (denoted by M Խ ϭ F) if there exists N ʕ Y such that M ഫ N is a model of the formula F. We denote the set of models of a circuit F as Mod͑F ͒, when there is no possibility of confusion of F being a circuit or a formula. It is easy to see that given an interpretation M and a circuit F, deciding whether M Խ ϭ F can be done in linear time.
A substitution is a set of pairs, each composed of a variable and a formula. If S ϭ ͕x i ր Q i ͖ is a substitution and P a formula, then P͓S͔ is the formula obtained by replacing each occurrence of x i with Q i in P. A similar definition holds for circuits and theories. Given a set X, we denote by ԽXԽ the number of its elements. Given an alphabet ⌺, a string s over ⌺ is an ordered set of elements of ⌺. We denote by ʈsʈ the length of s, i.e., the number of elements in s. Each propositional formula can be represented as a string. We always assume a reasonable encoding for the representation of formulas [Johnson 1990 ]. Given a propositional formula P we use ʈPʈ to denote the size of its representing string. Similarly, ʈ F ʈ and ʈT ʈ, where F and T are a circuit and a theory, respectively, denote the length of the strings representing them.
Revision
Consider a theory T as a piece of information that we consider true until time t 1 . Suppose that we know (we observe) a fact represented by the formula P, at time t 2 . What should be our knowledge after t 2 ? If T and P are mutually consistent (i.e., T ഫ ͕P͖ is satisfiable), we can simply take T ഫ ͕P͖ as our new knowledge base, i.e., we can put together the old knowledge base and the new observation. However, T ഫ ͕P͖ may be inconsistent. In such cases, we have to specify how T and P concur to create the new knowledge base.
Till now, we have regarded the words "revision" and "update" as synonymous. However, they correspond to different hypothesis to explain the inconsistency between T and P.
(1) The old formula T was true until t 1 , but between t 1 and t 2 the world of interest has been changed in such a way P is now true.
(2) Nothing has changed, and the world of interest is exactly the same through time. We assume that P is true, but T is (totally or partially) wrong. This means that the knowledge base after t 2 must imply P, but it may not imply T.
Briefly, revision formalizes the treatment of a static world (the second assumption), while update deals with changing scenarios (like the first one). In the sequel we do not pay attention to the difference. Actually, most update and revision operators are very similar: the main assumption made in their definitions is that of minimal change: the formula T ‫ء‬ P (the result of a revision or update) should differ from T as little as possible. Definitions given differ on the intended meaning of "less different."
We briefly recall revision and update operators proposed in the last years. A more detailed survey is contained in Katsuno and Mendelzon's paper [1991] .
2.2.1 Syntax-Based Revision Operators. Let W͑T, P͒ be the set of the maximal subsets of T consistent with P, i.e.,
Full Meet Revision. This is a simple revision satisfying the AGM postulates [Alchourrón et al. 1985] . It is defined as
GFUV. Ginsberg and Fagin, Ullman, and Vardi revision (GFUV revision) [Ginsberg 1986; Fagin et al. 1983 ] is defined as the skeptical union of the elements of W͑T, P͒:
T ‫ء‬ Wit P ϭ ∧ ͑പ W͑T, P͒ ഫ ͕P͖͒ Example 1. For instance, let T ϭ ͕a, ¬b, ¬c͖, and P ϭ b ∨ c. In this case, T and P contradict each other, so we have to compute the maximal subsets of T that are consistent with P. Each subset of T that does not contain both ¬b and ¬c is consistent with P:
W͑T, P͒ ϭ ͕͕a, ¬b͖, ͕a, ¬c͖͖ By definition, GFUV is the disjunction of these subsets, while WIDTIO is obtained by taking their intersection. Finally, FM is obtained by taking P only.
The definition of the revision operators by Dalal [1988] , Forbus [1989] , Borgida [1985] , and Satoh [1988] is expressed in terms of the set of models of T ‫ء‬ P.
Dalal. The models of T ‫ء‬ D P are the models J of P such that there exists a model I of T such that ԽDiff͑I, J ͒Խ is minimal. Formally,
Forbus. This revision is similar to Dalal's, but T is revised on a model-by-model base.
Satoh. The models of P that are selected to be models of the revised base are those with a minimal distance to models of T, where the distance is defined as the symmetric difference.
Winslett. This is the model-by-model version of Satoh's revision:
Borgida. It coincides with Winslett's operator, except in the case when T ഫ ͕P͖ is consistent.
Example 2. Let T and P be as follows:
The models of T are and ͕a͖, while P has three models, namely ͕a, b͖, ͕a, c, d͖, and ͕c, d, e͖. The symmetric differences between models of T and models of P are shown in Table I .
The models ͕a͖ and ͕a, b͖ differ for one variable only ͑a͒, while all other differences are composed of at most two variables. This means that the only model selected by Dalal's revision is the model of P corresponding to this difference, i.e., ͕a, b͖. The result of Satoh's revision is obtained by using the set containment relation as a measure of distance. As a result, ͕a, c, d͖ is in the result, since the difference ͕b͖ is not strictly contained in the difference ͕c, d͖.
In order to compute Forbus' revision, we have to consider the models that are the closest to first, and then the closest to ͕a͖. The model that is closest to , according to the number of variables on which models differ, is ͕a, b͖, and this is also the only model that is the closest to ͕a͖. The result is thus composed of the model ͕a, b͖ only.
Since T ∧ P is inconsistent, Winslett's and Borgida's revisions coincide. Namely, they are obtained by taking the models of P that are the closest to and ͕a͖, using the set containment relation. It is easy to see that the differences between and the three models of P are incomparable with respect to this measure. As a result, T ‫ء‬ W P ϭ P.
2.2.3
Revisions with Unreliable Set. When a new piece of information P leads us to consider T wrong, we may suppose that T is wrong because of an error during the "observation" of a certain set of variables ⍀ ʕ X. Such an assumption can be formalized as
which means that the value imposed by T to the variables must be ignored.
Standard Semantic Update. ⍀ is the set of the variables of P. Note that the result depends upon the syntactical form of P: for example P 1 ϭ x 1 and P 2 ϭ x 1 ∧ ͑x 2 ∨ ¬x 2 ͒ are equivalent, but ͕x 2 ͖ ‫ء‬ SSU P 1 ϭ x 1 ∧ x 2 while ͕x 2 ͖ ‫ء‬ SSU P 2 ϭ x 1 .
Weber's Update. The set ⍀ is defined as follows: a, c, d, e͖ In this case, the set ⍀ is obtained as the union of all the minimal differences (with respect to set-containment) between models of T and models of P.
Example 3. Let T ϭ ͕a, ¬b ∧ ¬c ∧ ¬d͖ and P ϭ b ∧ ͑c ϵ d͒. The knowledge base has only one model: ͕a͖. The update has exactly four models : ͕b͖, ͕a, b͖, ͕b, c, d͖, and ͕a, b, c, d͖ . The minimal difference between models of T and models of P is ͕b͖. As a result, ⍀ ϭ ͕b͖. The result of Weber's revision is in this case T ‫ء‬ Web P ϭ a ∧ b ∧ ¬c ∧ ¬d.
Let us now consider the standard semantics. The variables of P are ͕b, c, d͖; thus T ‫ء‬ SSU P ϭ a ∧ b ∧ ͑c ϵ d͒.
Note that, for most of the revision operators introduced, the formula T ‫ء‬ P may be a non-Horn formula even if both T and P are Horn. Namely, if ‫ء‬ is any revision presented above but WIDTIO, full meet revision, and revisions with a set of unreliable variables, it holds:
x 2 cannot be expressed as a Horn formula.
Computational Complexity
We assume that the reader is familiar with the basic concepts of computational complexity. We use the standard notation of complexity classes that can be found in textbooks of computational complexity [Johnson 1990 ]. Namely, the class P denotes the set of problems whose solution can be found in polynomial time by a deterministic Turing machine, while NP denotes the class of problems that can be resolved in polynomial time by a nondeterministic Turing machine. The class co-NP denotes the set of decision problems whose complement is in NP. A problem G is NP-hard if and only if any other problem in NP can be reduced to G by means of a polynomial-time (many-one) reduction. Clearly, P ʕ NP and P ʕ co-NP. We assume, in line with the prevailing assumption of computational complexity, that these containments are strict, i.e., P NP and P co-NP. Therefore, we call a problem that is in P tractable, and a problem that is NP-hard or co-NP-hard intractable.
We also use higher-complexity classes defined using oracles. In particular P A ͑NP A ͒ is the class of decision problems that are solved in polynomial time by deterministic (nondeterministic) Turing machines using an oracle for A in polynomial time. The classes ⌺ k p , ⌸ k p , and ⌬ k p of the polynomial hierarchy are defined as
Notice that ⌬ 1 p ϭ P, ⌺ 1 p ϭ NP, and ⌸ 1 p ϭ co-NP. The polynomial hierarchy PH is defined as PH ϭ ഫ iՆ0 ⌺ i p .
Compilability Classes
In this section we summarize the definitions and results about compilability that are relevant to our work [Cadoli et al. 1996a] . Compilability is a new form of measure of complexity, motivated by the fact that, in many cases, the input of a computational problem can be divided into two parts: one, called fixed, is known in advance, while the other one, called variable, comes at the same time as the request of the computation. Such a distinction is interesting when many input instances share the same fixed part. In these cases it makes sense to preprocess off-line the fixed part, putting it into a form such that solving on-line a set of instances becomes easier. We assume that languages are built over an alphabet ⌺. The length of a string x ʦ ⌺ * is denoted by ʈxʈ. In this article we are concerned with problems composed of pairs of inputs, where one part is fixed (accessible off-line) and the second one is variable (only accessible on-line). Therefore, we define a language of pairs S as a subset of ⌺ * ϫ ⌺ * . A function f is called polysize if there exists a polynomial p such that for all x it holds ʈ f͑x͒ʈ Յ p͑ʈxʈ͒.
Our intuitive notion of compilability states that a problem S can be reduced into a (hopefully simpler) problem by modifying only its fixed part. Given a complexity class C, we introduce the class of problems compilable to C, which we denote as ‫ב‬C. The complement of this class is denoted as co-͑‫ב‬C͒. Throughout this article we assume that C denotes a complexity class of the polynomial hierarchy. Definition 1. A language of pairs S ʕ ⌺ * ϫ ⌺ * belongs to ‫ב‬C if and only if there exists a polysize function f and a language of pairs SЈ such that for all ͗x, y͘ ʦ S we have that
Notice that no restriction is imposed on the time needed to compute the function f, but only on the size of the result, i.e., f is a polysize function. This definition can be represented in terms of a computing machine as in Figure 1 . 
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• This machinery captures our intuitive notion of compilability into C of a problem S with fixed and variable parts. We process off-line the fixed part x, thus obtaining f͑x͒, and then we decide whether ͗f͑x͒, y͘ ʦ SЈ. The whole process is convenient if deciding ͗f͑x͒, y͘ ʦ SЈ is easier than deciding ͗x, y͘ ʦ S.
In particular, the class ‫ב‬P contains all the problems that can be solved in polynomial time on-line after an off-line processing of the fixed part.
It is not possible to define completeness for ‫ב‬C using polynomial-time reductions. In order to define a reduction that preserve the compilability property and are powerful enough to allow the definition of complete problems, we introduce the notion of comp-reduction.
Definition 2. Given two problems A and B, we say that A is compreducible to B (denoted as A ‫ב‬ B) if and only if there exist two unary polysize functions f 1 , f 2 and a polynomial-time binary function g such that for every pair ͗x, y͘ it holds that ͗x, y͘ ʦ A if and only if ͗f 1 ͑x͒, g͑ f 2 ͑x͒, y͒͘ ʦ B.
Intuitively, A ‫ב‬ B if (1) the fixed part of B can be obtained from the fixed part of A using a polysize function ͑ f 1 ͒, and (2) the variable part of B can be constructed using both a polysize function ͑ f 2 ͒ applied to the fixed part of A and a polynomial-time function ͑g͒ applied to the variable part of A. The ‫ב‬ reductions can be represented as in Figure 2 .
These reductions satisfy all basic properties of a reduction. Indeed, we have that: THEOREM 1. The comp-reductions ‫ב‬ are transitive and compatible [Johnson 1990 ] with the class ‫ב‬C.
Therefore, it is possible to define a notion of completeness for ‫ב‬C. Using the above definition we can find complete problems. Given a problem S with one input, we call ‫ء‬S the problem with two inputs defined as follows:
‫ء‬S ϭ ⌺ * ϫ S ϭ ͕͗x, y͘ Խ x is any string and y ʦ S͖ As an example, starting from the NP-complete problem 3sat, we obtain the ‫ב‬NP-complete problem ‫3ء‬sat. For several important problems we can prove that they probably do not belong to ‫ב‬P by proving their ‫ב‬C-completeness for some C above P. For example, it can be easily shown that the problem Formula Inference (fi) defined as fi ϭ ͕͗x, y͘ Խ x and y are propositional formulae and x Խ ϭ y͖ is ‫ב‬co-NP-complete, with a ‫ב‬ reduction from ‫3ء‬unsat. Nevertheless, for many natural problems the noncompilability proofs that appeared in the literature [Kautz and Selman 1992; Cadoli et al. 1996b; 1997; 1999; Gogic et al. 1995; Liberatore 1995 ] cannot be rephrased as proofs of ‫ב‬C-completeness. Take, for instance, the problem 3cnf Clause Inference (ci) defined as follows:
ci ϭ ͕͗x, y͘ Խ x is a 3cnf propositional formula, y is a clause and x Խ ϭ y͖ It has been proven [Kautz and Selman 1992; Cadoli et al. 1996b ] that the problem belongs to ‫ב‬P if and only if NP is included in P/poly. However, this problem belongs to ‫ב‬co-NP (just take f as the identity function), but it is not ‫ב‬co-NP-complete.
In order to overcome this shortcoming we introduce the class of problems nonuniformly compilable into a class C, denoted as \‫ב‬C. This class generalizes ‫ב‬P and is mainly used to prove noncompilability results.
Definition 4. A language of pairs S ʕ ⌺ * ϫ ⌺ * belongs to \‫ב‬C if and only if there exists a binary polysize function f and a language of pairs SЈ such that for all ͗x, y͘ ʦ S we have that (1) ͗f͑x, ʈyʈ͒, y͘ ʦ SЈ iff ͗x, y͘ ʦ S and (2) SЈ ʦ C. 
• Notice that now the polysize function f takes as input both x and the size of y. The corresponding computing machine machine can be formulated in terms of a computing machine as follows:
For this class we introduce a distinct reduction that is more general than ‫.ב‬ Definition 5. Given two problems A and B, we say that A is nonuniformly comp-reducible to B (denoted as A ‫ב\‬ B) if and only if there exist two binary polysize functions f 1 and f 2 , and a polynomial-time binary function g such that for every pair ͗x, y͘ it holds that ͗x, y͘ ʦ A if and only if ͗f 1 ͑x, ʈyʈ͒, g͑ f 2 ͑x, ʈyʈ͒, y͒͘ ʦ B.
The ‫ב\‬ reductions can be represented as in Figure 4 . These reductions satisfy all important properties of a reduction. Indeed, we have that:
THEOREM 4. The reductions ‫ב\‬ satisfy transitivity and are compatible [Johnson 1990 ] with the class \‫ב‬C.
Therefore, it is possible to define a notion of completeness for \‫ב‬C.
Definition 6. Let S be a language of pairs. S is \‫ב‬C complete if and only if S is in \‫ב‬C and for all problems A ʦ ‫ב‬C we have that A ‫ב\‬ S.
The following theorem shows that ‫ב‬C and \‫ב‬C share some complete problems.
THEOREM 5. For every class C, if S is C complete (under polynomial many-one reduction) then ‫ء‬S is complete (under ‫ב\‬ reduction) for the corresponding nonuniform compilability class \‫ב‬C.
Nevertheless, complete problems for the two classes do not coincide. Indeed, we now have the right complexity class to completely characterize the problem ci:
The first result proving unfeasibility of compilation for a problem strictly related to ci has been discovered by Kautz and Selman [1992] . The ‫ב\‬ classes are useful to prove incompilability. Indeed, if a \‫ב‬⌺ iϩ1 p -hard problem were in
The same for ‫ב‬⌸ i p . For example, if a \‫ב‬NP-hard problem were in P, then ⌺ 2 p ϭ ⌺ 3 p . We close the section by giving a rationale for the classes we defined. ‫ב‬P captures the idea of "compilable problem." In general, a problem is in ‫ב‬C if, after adequate preprocessing of its fixed part, solving it on-line is a problem in C. \‫ב‬NP-complete problems (under ‫ב\‬ reductions) are what we call "noncompilable," as we know that if there exists a preprocessing of their fixed part that makes them on-line solvable in polynomial time, then the polynomial hierarchy collapses. The same holds for \‫ב‬co-NP-complete problems. In general, a problem which is \‫ב‬C complete for a class C containing P can be regarded as the "toughest" problem in C, even after arbitrary preprocessing of the fixed part. As for ‫ב‬NP-and ‫ב‬co-NP-complete problems (under ‫ב‬ reductions), they are also suggestive of "noncompilability," but we saw in Theorem 3 that the notion of ‫ב‬C-completeness is not powerful enough to capture formally noncompilability of problems such as ci.
COMPACT REPRESENTATIONS
The problem we address in this article is the following: given a Horn set T and a Horn formula P, is it possible to express T ‫ء‬ P with a formula whose size is polynomial in the size of the inputs T and P?
More precisely, we want to determine if there is a formula T 1 , equivalent to T ‫ء‬ P, such that the size of T 1 is polynomial with respect to ʈT ʈ ϩ ʈPʈ.
The existence of such T 1 does not follow-in general-from definition. Consider for example T and P defined as follows:
As a result, ∨W͑T, P͒ is exponential. One may be tempted to conclude that revising T with P (using ‫ء‬ GFUV ) leads to an exponential blow up. However, ∨W͑T, P͒ is equivalent to ٙ ͕x i y i ͖, which is much smaller.
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• This is our first point in the definition of "compact representation": the revised knowledge base can be represented in many ways (i.e., all propositional formulas equivalent to the one given by the definition of revision). Thus, for T and P above, we say that the result of revising T with P can be represented in polynomial space. For the model-based revision operators, the idea is similar: all of them are indeed defined in terms of sets of models, i.e., the definition is Mod͑T ‫ء‬ P͒ ϭ set_of_models. As a result, there is no unique way to define the propositional formula T ‫ء‬ P. Since we are looking for compact representations, we say that ‫ء‬ has a compact representation if and only if there is a formula T 1 , such that Mod͑T 1 ͒ ϭ Mod͑T ‫ء‬ P͒, and T 1 has size polynomial in the size of T and P.
Summarizing, we are not looking for the size of T ‫ء‬ P as follows from the definition, but for the size of the shortest formula equivalent to T ‫ء‬ P.
The second point regards the definition of equivalence. In the last paragraphs, we assumed the usual definition of equivalence.
Definition 7. Two formulas (or circuits, or theories) T 1 and T 2 are logically equivalent
This is a strong definition, in the sense that there are cases in which we would like to define equivalent two knowledge bases that do not satisfy this definition. Consider the following alternative:
This second definition highlights the fact that knowledge bases such as T 1 and T 2 are used for representing knowledge. In this case, the knowledge represented by T 1 is the set of its implied formulas; thus, T 2 can be considered equivalent if it implies the same formulas.
These two forms of equivalence are similar. Indeed, if one allows R to be any formula, they coincide. Assume instead that R is limited to be a formula on the alphabet X, and allow T 1 and T 2 to be built on a bigger alphabet:
Definition 8. Two formulas (or circuits, or theories) T 1 and T 2 are query equivalent over an alphabet X:
We omit the letter X in the symbol ϵ X Q , where not confusing. Let us analyze this definition in details. First, this definition is different from the previous ones. Assume X ϭ ͕x 1 , x 2 ͖, and consider T 1 ϭ x 1 ∧ y 1 , T 2 ϭ x 1 ∧ ¬y 2 . Clearly, T 1 T 2 : they are not logically equivalent. However, for any R such that Var͑R͒ ʕ X, we have T 1 Խ ϭ R if and only if T 2 Խ ϭ R. As a result, T 1 ϵ X Q T 2 : these formulas are query equivalent over X. The concept of query equivalence is relevant for the study of compact representations. The propositional formulas involved in a revision (T and P) are usually built over a fixed alphabet X. These formulas are used to represent knowledge: we query the knowledge base T ‫ء‬ P by checking which facts R are true in T ‫ء‬ P, i.e., verifying whether T ‫ء‬ P Խ ϭ R. The query R is usually built over the same alphabet X. When we are looking for a formula equivalent to T ‫ء‬ P, if we are only interested in preserving queries over X, we can consider the query equivalence instead of the logical equivalence.
This can be useful, since formulas that are query equivalent to T ‫ء‬ P can be smaller than the logically equivalent ones. For example, let T 1 be the formula as defined as follows:
The size of T 1 can be reduced observing that the subformula ͑x 1 ∨ x 2 ∨ x 3 ∨ x 4 ͒ is repeated three times in the formula. Thus, we can define a macro for it:
This new formula is smaller than the previous one. Nevertheless, T 1 ϵ X Q T 2 . Note that these formulas are not logically equivalent, since T 1 has models in which e is false but ͑x 1 ∨ x 2 ∨ x 3 ∨ x 4 ͒ is true, while T 2 does not.
There is a big gain in using query equivalence instead of logical equivalence: sometimes the use of macros can exponentially reduce the size of compact representations.
Let us summarize the above argumentation:
(1) We are trying to determine the size of formulas that are equivalent to T ‫ء‬ P, rather than the size of T ‫ء‬ P itself.
(2) There are two possible ways to define equivalence: the logical (classical) equivalence and the query equivalence (identity of the sets of implied formulas). The second one allows the use of macros, thus allowing for smaller representations.
We define compact representation for a belief revision operator ‫ء‬ as a formula which is equivalent to T ‫ء‬ P and such that its size is polynomial in ʈT ʈ ϩ ʈPʈ.
Definition 9. A compact representation with respect to logical equivalence is a formula (circuit, theory) which is logically equivalent to T ‫ء‬ P and has size polynomial in ʈT ʈ ϩ ʈPʈ.
Definition 10. A compact representation with respect to query equivalence is a formula (circuit, theory) which is query equivalent to T ‫ء‬ P and has size polynomial in ʈT ʈ ϩ ʈPʈ.
Model Equivalence
In this section we introduce a third kind of equivalence [Cadoli et al. 1997] . This is motivated by the fact that knowledge is sometimes better represented by sets of models rather that sets of formulas [Halpern and Vardi 1991] .
Two formulas are (query) equivalent when they represent the same sets of formulas, i.e., when the set of implied formulas is the same. Define two formulas (or circuits, or theories) T 1 and T 2 to be model equivalent, if and only if, for each model I ʦ Mod͑T 1 ͒ it holds that I ʦ Mod͑T 2 ͒, and vice versa.
This definition coincides with the logical equivalence one. However, T 1 and T 2 may be built over different sets of variables, but we are only interested in the value of models over a fixed set of variables X.
Definition 11. We say that T 1 is model equivalent to T 2 over X (written T 1 ϵ X M T 2 ) if and only if, for each model I ʦ Mod͑T 1 ͒, one can find in polynomial time a model J ʦ Mod͑T 2 ͒ such that I പ X ϭ J പ X, and vice versa.
Where not confusing, we write simply T 1 ϵ M T 2 . With this definition in mind, we define the compact representation of a belief revision operator with respect to model equivalence as follows.
Definition 12.
A compact representation with respect to model equivalence for a belief revision operator ‫ء‬ is a formula (theory, circuit) that is model equivalent to T ‫ء‬ P and has size polynomial in the size of T and P.
Compilability and Compact Representation
In this section we show the links between compilability of problems in belief revision and the existence of compact representations for them.
The most important reasoning problems in belief revision are
Query Answering (QA): Given T, P, and Q, decide whether T ‫ء‬ P Խ ϭ Q Model Checking (MC): Given T, P, and M, decide whether M Խ ϭ T ‫ء‬ P.
where T is a set of propositional formulas; P and Q are formulas; and M is a model (all of them are on the alphabet X). Usually, the revised knowledge base T ‫ء‬ P must be queried many times with respect to several queries Q or models M. Thus, it makes sense to compile T ‫ء‬ P once (even if this phase is long), if the result of this compilation allows for a more efficient solving of MC and QA. Thus, it makes sense to determine the compilability classes to which QA and MC belong, for all revision operators introduced. These problems can be formulated as problems over strings as follows:
Since T and P are the fixed part of the problem, they are the first element of the pair. Consider first the logical equivalence. We can prove the following theorem.
THEOREM 7. If ‫ء‬ has a compact representation with respect to logical equivalence, then its MC is in ‫ב‬P and its QA is in ‫ב‬co-NP.
This result is useful for proving that an operator does not have a compact representation: if the model checking for a revision operator is not in ‫ב‬P, then there is no compact representation for it with respect to logical equivalence. For example, the problem of model checking for Satoh's revision is \‫ב‬NP-hard and thus is not in ‫ב‬P. Thus there is no compact representation with respect to logical equivalence.
In the case of model and query equivalence we have the following two theorems.
THEOREM 8. If ‫ء‬ has a compact representation with respect to model equivalence, then its MC is in ‫ב‬P and its QA is in ‫ב‬co-NP.
THEOREM 9. If ‫ء‬ has a compact representation with respect to query equivalence, then its MC is in ‫ב‬NP, and its QA is in ‫ב‬co-NP.
As for the first theorem, these ones are useful for proving the nonexistence of compact representations.
COMPILABILITY OF REVISION
From this section on, we describe the new results of this article. We analyze the belief revision operators introduced in terms of compilability. As stated in the previous section, the problems considered here are the query answering (QA: given T, P, and Q, decide whether T ‫ء‬ P Խ ϭ Q) and the model checking (MC: given T, P, and M, decide whether M Խ ϭ T ‫ء‬ P).
The original results of this article, for what regards compilability, are summarized in Table II and Table III . The proofs of all the new results are reported in the electronic appendix ("Compilability of Model Checking"), except for Dalal's model checking, which are left in the text to show an example of how the results are proved.
Let us give some considerations about these results. Some of them are quite obvious, for instance those about GFUV and WIDTIO. Indeed, as proved by Liberatore and Schaerf [2000] , model checking is polynomial for GFUV; thus it is also compilable to P. The result of compilability of the
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• WIDTIO operator is also straightforward: we can compute off-line the set പW͑T, P͒ ഫ ͕P͖, which has polynomial size being a subset of T ഫ ͕P͖, and we check whether the model M is a model of all formulas in this set. In this case, a compilability result has been inferred from the existence of a compact representation. However, in most cases we proceed in the other way around, i.e., we prove the noncompilability, and conclude the nonexistence of a compact representation.
The most evident fact about Table II is that different operators have different properties with respect to compilability. This is especially surprising, since complexity is in many cases very similar. The fact that Forbus' revision is still ⌺ 2 p -complete, despite the restriction we impose (T and P are Horn) and the fact we allow compilation, seems to prove that this operator is very complex even in very simple cases (the fact that its complexity does not decrease using Horn formulas has already been pointed out by Eiter and Gottlob [1992] ).
We give, as an example, the proof of the compilability of Dalal's revision, for the problem of model checking in the Horn case. We need two preliminary lemmas. The first one is implicit in Lemma 7.1 of Eiter and Gottlob's paper [1992] . We give a full proof for the sake of completeness. PROOF. Let ␥ be the clause
Let X 1 be a model of ␥. We will prove that X 1 ഫ Y 1 is a model of ␥ neg , where Y 1 ϭ ͕y i Խ x i ʦ ͞ X 1 ͖. Since X 1 Խ ϭ ␥, there exists an index j such that 1 Յ j Յ k and x j ʦ X 1 , or k ϩ 1 Յ j Յ m and x j ʦ ͞ X 1 . In the first case, y j ʦ ͞ 
We will prove that X 1 is a model of ␥. Since X 1 ഫ Y 1 Խ ϭ ␥ neg , there must be an index j such that 1 Յ j Յ k and y j ʦ ͞ Y 1 , or k ϩ 1 Յ j Յ m and x j ʦ ͞ X 1 . In the first case, x j ʦ X 1 and x j Խ ϭ ␥, thus X 1 Խ ϭ ␥. In the other case, x j ʦ ͞ X 1 and ¬x j Խ ϭ ␥; thus X 1 Խ ϭ ␥. e Notice that ␥ neg is a Horn clause. This lemma is useful, since it relates the models of ␥, i.e., a non-Horn clause, with the models of ␥ neg , which is Horn. Since we want to prove the NP-completeness of Dalal's revision operator, we need to translate a general (i.e., not necessarily Horn) formula into the Horn formulas T and P, plus the model M. The lemma above gives a way for translating a general formula into a Horn formula, and gives a relation about their models.
The next lemma is the core of the proof of noncompilability for model checking. Indeed, it proves that there is a kind of reduction from satisfiability to model checking of a generic revision operator that proves the hardness of model checking of that operator with respect to compilability. LEMMA 2. Let ⌸ X ϭ ͕␥ 1 , . . . , ␥ k ͖ be the set of all the clauses of three literals over the alphabet X ϭ ͕x 1 , . . . , x n ͖. If there exist three polynomial functions r, s, and t, such that
PROOF. This lemma is an easy consequence of Theorem 2 of Liberatore [1998] , showing that the existence of a polynomial monotonic reduction implies the hardness with respect to a compilability class. For the case of model checking in belief revision, the definition of monotonic polynomial reduction can be given as follows: a monotonic polynomial reduction is a triple of polynomial functions r, f, v such that for any two sets of clauses ⌸ 1 and ⌸ 2 over the same set of variables X with ⌸ 1 ʕ ⌸ 2 , we have 
Let us assume that ⌸ is satisfiable if and only if r͑⌸͒ Խ ϭ s͑⌸ X ͒ ‫ء‬ t͑⌸ X ͒. We show a monotonic polynomial reduction: let f͑⌸͒ ϭ s͑⌸ X ͒ and v͑⌸͒ ϭ t͑⌸ X ͒. For any ⌸ 1 and ⌸ 2 over the same alphabet X, with ⌸ 1 ʕ ⌸ 2 , it holds:
This holds because ⌸ 1 and ⌸ 2 are sets of clauses over the same set of variables X; thus f͑⌸ 1 ͒ ϭ s͑⌸ X ͒ ϭ f͑⌸ 2 ͒ and v͑⌸ 1 ͒ ϭ t͑⌸ X ͒ ϭ v͑⌸ 2 ͒. As a result, r, f, v is a monotonic polynomial reduction; thus the problem is \‫ב‬NP-hard. e Using the above two lemmas, proving the hardness of Dalal's operator amounts to finding a reduction satisfying the condition of the above lemma, and this is made simpler by the first lemma, relating models of non-Horn formulas with models of Horn formulas. The proof of membership of Dalal's revision in ‫ב‬NP is much more simple.
THEOREM 10. Model checking for Dalal's revision is \‫ב‬NP-hard, in ‫ב‬NP.
PROOF.
Membership. Determine off-line the value of the minimal distance between a model of T and a model of P, i.e., the minimal value ␦ of Diff͑I, J ͒ for I ʦ Mod͑T ͒ and J ʦ Mod͑P͒. By definition, M Խ ϭ T ‫ء‬ D P if and only if there exists a model M of T such that Diff͑M, I ͒ ϭ ␦. This subproblem is in NP, as it can be solved by guessing a model M of T, and then check its distance to I.
Hardness. Let ⌸ ϭ ͕␥ i1 , . . . , ␥ im ͖ be a set of propositional clauses over X ϭ ͕x 1 , . . . , x n ͖, each composed of three literals. Let ⌸ X ϭ ͕␥ 1 , . . . , ␥ k ͖ be the set of all clauses of three literals built over X. This set has size polynomial with respect to X.
We prove that ⌸ is satisfiable if and only if M Խ ϭ T ‫ء‬ D P, where
In these formulas, C ϭ ͕c 1 , . . . , c k ͖ is a set of new variables, appearing nowhere else, one-to-one with ⌸ X , and ␥ i neg is obtained from ␥ i by replacing each positive occurrence of x i with ¬y i . Note that T and P are a Horn theory and a Horn formula, respectively. Furthermore, ␥ i is satisfied by G ʕ X if and only if G ഫ ͕y i Խ x i ʦ ͞ X ͖ is a model of ␥ i neg . Consider the pair of models I ϭ X and J ϭ X ഫ Y. We have that I Խ ϭ T, J Խ ϭ P, and ԽDiff͑I, J ͒Խ ϭ n, where n is the number of variables (in X). Notice also that ԽDiff͑L, O͒Խ, where L and O are models of T and P respectively, cannot be less than n, since T implies ¬x i ∨ ¬y i , while P has x i ∧ y i : for each i, either x i or y i must be given a different truth value by L and O. As a result, ԽDiff͑L, O͒Խ Ն n. This means that the minimal number of elements in Diff is exactly n.
Assume ⌸ satisfiable. Let G be a model of ⌸, and consider the model
Since N is a model of T, and ԽDiff͑N, M ͒Խ ϭ n, the model M is one of the models of the revised knowledge base T ‫ء‬ D P.
On the converse, suppose that M Խ ϭ T ‫ء‬ D P. We prove that there exists a model of ⌸. 
Since N is a model of T, and T implies c i 3 ␥ i neg , it holds also that X 1 ഫ Y 1 is a model of any ␥ i neg such that ␥ i ʦ ⌸, which implies that X 1 is a model of any clause in ⌸. e
The results of compilability of query answering are reported in Table III . As in the case of model checking, the revision operators seem to be divided in three classes: the first one is composed of the easier ones (SSU, Weber, WIDTIO); the second one is composed of the other ones except Forbus' revision, while the hardest one is as usual Forbus' revision. The only difference, with respect to model checking, is that GFUV is not among the easiest operators. The high complexity of Forbus' revision at this point is not very surprising. Let us try to explain this result. The other model-based operators (Winslett, Borgida, Satoh) are based on a criterion of closeness between models, namely, the set of variables on which two models differ is a measure of their distance. In the case in which T and P are Horn, it is quite easy to express facts about distances with Horn formulas. On the other hand, if the distance between models is the number of literals on which they differ, even very simple facts about distances cannot be expressed as Horn formulas; thus T and P being Horn does not give any advantage. This explanation is lacking in that the properties of Dalal's revision are not explained. For Dalal's revision, indeed, the reason of the decrease of complexity is completely different. Indeed, it is true that complexity does not decrease by restricting T and P to be Horn. On the other hand, we are studying compilability, not complexity. If T and P are given off-line, we can spend much time for computing the minimal distance between models of T and models of P. Using this distance, solving model checking and query answering becomes much simpler.
COMPACT REPRESENTATIONS OF REVISION
In Table IV we summarize the results of existence of compact representations for the belief revision operators introduced. The negative results are obtained from the results of compilability. We give the explicit representation of T ‫ء‬ P in the cases in which a compact one exists.
Notice that there are some results missing in the table, and namely in the first column. This happens when we did not succeed in finding a compact representation with respect to logical equivalence, for a revision whose model checking is in ‫ב‬P. Indeed, in such cases, we cannot prove, using the compilability classes, that a compact representation of this kind does not exist. Since we have not found a compact representation, we cannot prove that it exists, neither that it does not. We conjecture, however, that in all the unknown cases, a compact representation does not exist.
The negative results in the table follow from the results of Table II and Theorems 7, 8, and 9. For example, since model checking of Dalal's revision is \‫ב‬NP-hard, it follows from Theorem 8 that it does not have a compact representation with respect to logical and model equivalence. Some results of Table IV are also easy consequences of the results by Cadoli et al. [1999] : since Dalal's and Weber's revisions have a compact representation with respect to query equivalence in the general case, this representation also holds for the Horn case. The existence of a compact representation with respect to query equivalence for GFUV follows from the fact that model equivalence implies query equivalence.
Let us now consider the difference between the general (non-Horn) case and the Horn case. The result of WIDTIO can be trivially expressed as a formula which is at most as large as T ∧ P. The results proved by Cadoli et [1999] show, except for Dalal's and Weber's revision for the case of query equivalence, that the result of revision can be superpolinomially larger than the knowledge base and the revising formula. In Table V we emphasize the difference between the general case and the Horn case. Namely, an entry "NO/YES" means that a compact representation exists for the Horn case, but not for the general case. Entries "YES" and "NO" mean that the properties of the revision operator does not change. Note that the results by Cadoli et al. [1999] do not include the standard semantics. Moreover, all negative results for logical equivalence are indeed obtained for model equivalence (although this form of equivalence is not mentioned in the paper). Clearly, the restriction to Horn formulae does not give an advantage in all cases. The only cases in which compact representations exists only in the Horn case are GFUV (both model and query equivalence), Weber (model equivalence only), and Satoh, Borgida, and Winslett (query equivalence only).
Finally, we remark that, while there is a general technique for proving that a revision operator does not have a compact representation, showing that it does have a compact representation must be done using a different proof for each operator. Namely, given T and P, we have to exhibit a formula, equivalent to T ‫ء‬ P, whose size is polynomial in the size of T and P.
Compact Representations
For some revision operators, we can prove that there exist formulas equivalent to T ‫ء‬ P. Some results are easy consequences of definition: since T ‫ء‬ FM P and T ‫ء‬ Wit P are always equivalent to subsets of T ഫ ͕P͖, the definition of these two revisions gives a compact representation of them.
In order to show how the proofs of existence of compact representations work for the nontrivial cases, we give the full proof for Weber's revision operator, while the full proof for the other operators are in the electronic appendix.
In the general case (i.e., when T and P are allowed to be arbitrary formulas) Dalal's and Weber's operators have a compact representation with respect to query equivalence [Cadoli et al. 1999] . In the Horn case, we prove that this holds also considering equivalence with respect to models. We show, as an example, the compact representation for revision operators based on the "unreliable set" assumption. The proofs for all the other operators are in the electronic appendix (Part "D"). We need first a result about circuits. Consider two sets of variables
We give a one-to-one correspondence between the interpretations over B ഫ H and the sets of m clauses over a set of n variables. In other words, we associate a truth evaluation over B ഫ H to any given set of clauses.
Let ⌸ ϭ ͕␥ 1 , . . . , ␥ m ͖ be a set of clauses. The interpretation associated with ⌸ is
Generally, we use the value associated to the b j i 's to represent the negative literals in the clauses, while h j i represents the positive ones. For example, let X ϭ ͕x 1 , x 2 , x 3 ͖ be the set of variables, and ⌸ ϭ ͕x 1 , ¬x 2 ∨ x 3 ͖ the set of clauses. The interpretation m͑⌸͒ associated to ⌸ is ͕h 1 1 , b 2 2 , h 3 2 ͖. Note that m͑⌸͒ is an interpretation over B ഫ H and not an interpretation over X. In other words, m͑⌸͒ is an interpretation over a different alphabet. We remark that a set of clauses ⌸ is associated to a single interpretation m͑⌸͒ over a different alphabet, since this may be confusing in the sequel. Notice that the function m is one-to-one; thus given an interpretation R ʕ B ഫ H, there exists exactly one set of clauses ⌸ such that m͑⌸͒ ϭ R. We denote this set by ⌸ ϭ m Ϫ1 ͑R͒ as usual. We define the function s, from interpretations over B ഫ H to truth values, as follows:
͑R͒ is satisfiable and Horn false otherwise
In words, the function s tells whether the set of clauses associated to an interpretation is satisfiable or not.
For example, the set of clauses corresponding to R ϭ ͕b 1 1 , h 1 2 ͖ is ͕¬x 1 , x 1 ͖, which is unsatisfiable. As a result, s͑R͒ ϭ false. Another example is S ϭ ͕b 1 1 , h 2 1 , h 1 2 ͖: the set of clauses associated with S is ͕¬x 1 ∨ x 2 , x 1 ͖ which is satisfiable. Thus s͑S͒ ϭ true. Now, s is a function from truth assignments on B ഫ H to ͕true, false͖; thus it can be represented with a propositional formula over the alphabet B ഫ H. This formula can be represented also as a circuit of polynomial size. PROOF. Although it is possible to give a constructive proof (an explicit representation of sat), for the sake of simplicity we prove it indirectly.
It is well known that deciding the satisfiability of a set of Horn clauses is a polynomial problem [Dowling and Gallier 1984] . Checking whether a set of clauses is composed of Horn clauses only is also polynomial. Thus, given an interpretation R ʕ B ഫ H, it is possible to decide in polynomial time whether its associated set of clauses is Horn and satisfiable. Thus, deciding whether R is a model of the circuit sat is polynomial. Now, every polynomial-time algorithm can be encoded in a polynomial-size circuit [Boppana and Sipser 1990] . Thus, it is possible to represent sat with a circuit whose size is polynomial in ԽBԽ ϩ ԽHԽ. e
This circuit sat has a model R ʕ B ഫ H if and only if R is associated to a satisfiable set of Horn clauses.
In this section we consider only the revision operators defined in terms of a set of unreliable variables. The results about the other ones are given in the electronic appendix (Part "D"). The general definition of these revision operators is the following one:
Given the set ⍀, one can find a compact representation with respect to query equivalence for ‫ء‬ ⍀ . The following theorem has already been published [Cadoli et al. 1999] and is reported here for the sake of completeness. THEOREM 11. There exists a formula T 1 , which is (a) polynomial in the size of T and P and (b) query equivalent to T ‫ء‬ ⍀ P.
PROOF. Consider T 1 ϭ T͓͕x i /y i Խ x i ʦ ⍀͖͔ ∧ P, where ͕y i ͖ is a set of new variables not in X. We prove that T 1 ϵ X Q T ‫ء‬ ⍀ P. Let R be a formula such that Var͑R͒ ʕ X. We prove that T ‫ء‬ ⍀ P Խ ϭ R if and only if T 1 Խ ϭ R.
Suppose that T ‫ء‬ ⍀ P Խ ϭ R. Consider K ʦ Mod͑T 1 ͒: we will prove that K ʦ Mod͑R͒. By definition of T 1 , K\X must be a model of P. Furthermore, K is a model of the theory obtained by replacing each occurrence of each x i ʦ ⍀ with y i in T. As a result, I ϭ K\⍀ ഫ ͕x i Խ x i ʦ ⍀, y i ʦ K ͖ is a model of T. This proves that there exists a model I of T such that I\⍀ ϭ ͑K\X͒\⍀; thus K\X is a model of T ‫ء‬ ⍀ P, which implies that it is also a model of R, since T ‫ء‬ ⍀ P Խ ϭ R. Since R does not contain any variables not in X, it holds also that K is a model of R.
Suppose that T 1 Խ ϭ R, and consider J ʦ Mod͑T ‫ء‬ ⍀ P͒. We will prove that J Խ ϭ R. By definition of ‫ء‬ ⍀ , J Խ ϭ P, and there exists a model I ʦ Mod͑T ͒ such that I\⍀ ϭ J\⍀. Now, consider that
Since R does not contain any variable not in X, this proves that J Խ ϭ R. e
The last theorem shows that ‫ء‬ ⍀ has a compact representation with respect to query equivalence. The next theorem regards the existence of a compact representation with respect to model equivalence. 
Let T ϭ ͕␥ 1 , . . . , ␥ m ͖, ԽXԽ ϭ n, and Խ⍀Խ ϭ k. We give a circuit that represents T ‫ء‬ ⍀ P. Let B and H be two sets of n͑m ϩ n͒ variables each, defined as follows:
Consider the circuit T 1 built as follows:
where sat is the circuit of Lemma 3 over the variables B ഫ H, REPR X , and REPR T are the formulas defined as follows.
In other words, B ഫ H is used to represents a set of m ϩ n clauses over a set of n variables; the formula REPR T says that the first m clauses represented by B ഫ H are the clauses in T, and the formula REPR X says that the last n clauses represented by B ഫ H must represent the value of the variables x i 's, i.e., the ͑n ϩ i͒th clause is x i if x i is true, ¬x i otherwise. In other words, a model of this circuit must have a value of the first n ϫ m elements of B and H that represents T, while the other n ϫ n must represent the value of x j if x j ʦ ͞ ⍀; otherwise they must represent tautological clauses (a formula b j formula exists and has polynomial size. Before formally proving that such reduction works, we note that the result of revising T with P can be represented by the much shorter formula x 1 ∧ ¬x 2 . What we prove is not that formula T 1 is the shortest possible representation of T ‫ء‬ ⍀ P, but only that it is equivalent to it, and that it has polynomial size.
The sat circuit is used to test whether the set of clauses represented by B ഫ H is satisfiable. Now, B ഫ H is T together with a set of clauses representing the value in a model of P of the variables not in ⍀. As a result, the whole circuit has a model K if and only if
which is equivalent to K പ X ʦ Mod͑T ‫ء‬ ⍀ P͒. This proves that given a model K of T 1 , we can determine in polynomial time a model of T ‫ء‬ ⍀ P, since K പ X is a model of T ‫ء‬ ⍀ P. The converse also holds: given a model J of T ‫ء‬ ⍀ P, we can complete it to obtain a model of T 1 in the following manner:
Since this model can be determined in polynomial time, the claim is proved. e
OPEN PROBLEMS
An open problem of our analysis is the compact representation with respect to logical equivalence of some belief revision operators, for example GFUV and the standard semantics update. We noted that we have no actual procedure to prove that such a polynomial-size representation does not exist. This problem is relevant for operators for which we can find a compact representation with respect to model equivalence, but we are not able to find an explicit representation with respect to logical equivalence.
We give some considerations. It is known that MIY ϭ Form͕͑G ʕ X Խ ԽGԽ Ͻ ԽXԽ/ 2͖͒ cannot be represented by an AC 0 circuit. However, it is query equivalent over X to the following Horn theory:
i.e., MIY ϵ X M T. Now, consider the revision T ‫ء‬ SSU P, where
By definition, T ‫ء‬ SSU P is logically equivalent to MIY ∧ P, and MIY and P do not share variables. As a result, T ‫ء‬ SSU P cannot be represented by an AC 0 circuit. The fact that MIY ʦ ͞ AC 0 implies that no circuit with a constant number of levels is equivalent to MIY, which implies that such circuits cannot represent T ‫ء‬ SSU P either. Note that this result is not conditioned to the noncollapse of the polynomial hierarchy, i.e., it holds even if the polynomial hierarchy collapses (e.g., P ϭ NP). However, this proof is ad hoc for the standard semantics: other revision operators may require different proof techniques.
Finally, the compilability/compactability in the iterated case is still an open problem for many revision operators. Some of the results of the present article extend to the iterated case, but not all. Namely, all hardness results clearly hold in the iterated case, as well as all negative results about compact representations. The same do not hold for the positive results: suppose for instance that a revision operator ‫ء‬ "doubles" the size of a knowledge base at each revision step, i.e., T ‫ء‬ P can be represented as a formula which is two times the size of T. After n revision steps, this representation is 2
ԽnԽ larger than the original knowledge base, which means that a revision operator which admits a compact representation for a single revision does not have compact representations in the iterated case.
CONCLUSIONS
In this article we have investigated two problems about belief revision: their compilability and the existence of compact representations. These two problems are closely related, since negative results about compilability (decide if the complexity decreases when a preprocessing is allowed), can be used to prove that there is no compact representation. For some belief revision operators we found a compact representation for the revised knowledge base.
In order to prove the noncompilability of operators, we used a particular kind of reduction, different from the usual polynomial-time reductions: in some cases, two operators have the same computational complexity but different compilability properties: the complexity of an operator is not enough to characterize its properties from the point of view of the compilability.
Let us now discuss the significance of the results presented in this article. We consider two separate cases:
(1) revisions are not very frequent;
(2) we need to revise our knowledge base often.
Revision of Horn Knowledge Bases •
We can see that the results presented here are significant in both cases. Consider the case in which revisions are sparse. This means that between one revision and the next one there is a long interval. As a result, we can use this spare time to compile the knowledge base and the revising formula in order to obtain a fast answer to queries. Since the revised knowledge base will not probably be revised again shortly afterward, this compiled structure may be useful for answering to many queries, thus making the querying problem simpler.
On the other hand, if there are a lot of revisions, the existence of compact representations allows for simplifying the problem from another point of view. Indeed, let us consider the case in which we have a knowledge base T and a sequence of revising formulas P 1 , . . . , P m . If m is very large, the total size of the input is dominated by the number of revising formulas. On the other hand, if the result of each revision can be represented in compact form, this means that we can forget the history of the past revisions and store just the current one. This is clearly impossible if such compact representation does not exist.
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