In this article we combine the projective Landweber method, recently proposed by the present authors, with Kaczmarz's method for solving systems of nonlinear ill-posed equations. The underlying assumption used in this work is the tangential cone condition. We show that the proposed iteration is a convergent regularization method. Numerical tests are presented for a nonlinear inverse problem related to the Dirichlet-to-Neumann map, indicating a superior performance of the proposed method when compared with other well established iterations. Our preliminary investigation indicates that the resulting iteration is a promising alternative for computing stable solutions of large scale systems of nonlinear ill-posed equations.
Introduction
The classical Kaczmarz iteration consisting of cyclic orthogonal projections was devised in 1937 by the Polish mathematician Stefan Kaczmarz for solving (large scale) systems of linear equations [18] . Since then, this method has been successfully used for solving ill-posed linear systems related to several relevant applications, e.g. x-ray tomography 4 [16, 17, [27] [28] [29] [30] and signal processing [7, 32, 38] .
In this article we couple the projective Landweber (PLW) method [24] with the Kaczmarz method. The resulting iteration, designated here as the projective Landweber-Kaczmarz (PLWK) method, is a new cyclic type method for obtaining stable approximate solutions for systems of nonlinear ill-posed equations. The idea of projecting on a separating half-space, which depends on the noise level, has already been used for the case of linear operators in [28, 34] .
The inverse problem we are interested in consists of determining an unknown quantity A classical and general condition commonly used in the convergence analysis of these methods is the tangent cone condition (TCC) [15] . If one resorts to the functional analytical formulation (3), one has to face the numerical challenges of solving a large scale system of illposed equations [8] . When applied to (3), the above mentioned solution methods become inefficient if N is large or the evaluations of F i (x) and F x i ( )* ¢ are expensive. An alternative technique for solving system (2) in a stable way is to use Kaczmarz (cyclic) type regularization methods. This technique was introduced in [3, 9, [12] [13] [14] 25] and [6] for the Landweber iteration, the steepest-descent iteration, the expectation-maximization iteration, the Levenberg-Marquardt iteration, the REGINN-Landweber iteration, and the iteratively regularized Gauss-Newton iteration respectively.
Our aim is to combine the newly proposed projective Landweber method [24] with the Kaczmarz method. The projective Landweber method (PLW) is an iterative type method for solving (2) when N=1 and F 0 satisfies the TCC. In each iteration k, a half-space separating x k from the solution set is defined and x k 1 + is a relaxed projection of x k onto this set. The resulting iterative method for solving F x y 0 0 ( ) = d can be written in the form 4 In the tomography community, the Kaczmarz method is called the 'algebraic reconstruction technique' (ART).
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is a relaxation parameter and [24] equation (8)). Observe that this iteration is a Landweber iteration with a stepsize control. In the next section we present a combination of the PLW method with the Kaczmarz method, for solving (2) when N 1 > .
The projective Landweber-Kaczmarz (PLWK) method
The PLWK method for the solution of (2) proposed in this article consists in coupling the PLW method (4) with the Kaczmarz (cyclic) strategy and incorporating a bang-bang parameter, namely
Here the parameters k q , k l have the same meaning as in (4) (see (12) for the precise definition of k l ), while
We also consider PLKWr a 'randomized' version of the method (in the spirit of [4] ), where
As usual in Kaczmarz type algorithms, a group of N subsequent steps (starting at some integer multiple of N) is called a cycle. In the case of noisy data, the iteration terminates if all k w become zero within a cycle, i.e. if F x y
The PLWK iteration scheme in (5), (6) exhibits the following characteristics.
-For noise free data, 1 k w = for all k and each cycle consist of exactly N steps of type (4). Thus, the numerical effort required for the computation of one cycle of PLWK rivals the effort needed to compute one step of PLW (or LW) for (3).
-In the realistic noisy data case, the bang-bang relaxation parameter k w will vanish for some k (especially in the last iterations). Consequently, the computational evaluation of 
falls below some threshold. This makes (5) a convergent regularization method in the sense of [10] .
Outline of the article
In section 2 we state the main assumptions and derive some preliminary results and estimates. In section 3 we define the convex sets H i x , related to the operator equations in (2) and prove a special separation property of these sets. The PLWK iteration is described in detail and a stopping criterion is defined (in the noisy data case), which is proved to be finite. Moreover, the first convergence analysis results are obtained, namely: monotonicity of the iteration error (proposition 3.4) and square summability of iteration steps (18) . In section 4 weak convergence of the PLWK method for exact data is proven. Moreover, stability and semi-convergence results are presented. Section 5 is devoted to the investigation of a randomized version of the PLWK method, here denoted as the PLWKr method. In section 6 we present numerical experiments for a nonlinear parameter identification problem related to the Dirichlet-to-Neumann map [3, 5, 12, [22] [23] [24] , while section 7 is devoted to final remarks and conclusions. In the appendix a strongly convergent version of the PLWK method for exact data is analyzed.
Main assumptions and auxiliary results
In this section we state our main assumptions and discuss some of their consequences, which are relevant for the forthcoming analysis. In what follows, we adopt the simplified notation
Throughout this work we make the following assumptions, which are standard in the recent analysis of iterative regularization methods (cf, e.g., [10, 19, 33 
2) the local tangential cone condition (TCC) [10, 15, 19] Observe that in the TCC we require 1 h < (see [24] ), whereas in classical convergence analysis for the nonlinear Landweber under this condition 1 2 h < is required instead (see [10, 19] ).
The next proposition contains a collection of auxiliary results and estimates that follow directly from assumptions 1-3. For a complete proof we refer the reader to [24 section 2]. . 
converging to x, the following statements are equivalent:
We conclude this section proving that, under the TCC, the graph of each operator F i is weak × strong sequentially closed. 
Proof. It follows from assumption 2 that
where the second inequality follows from the Cauchy-Schwarz inequality and assumption 1.
, both terms on the righthand side of the last inequality converge to zero. By assumption 2, 0 1;
also converges to zero. ,
The PLWK method
In this section we describe in detail the PLWK method and its relaxed variants. A stopping index is defined (in the noisy data case). Additionally, preliminary convergence results are proven, namely: monotonicity of the iteration error, square summability of the iterative steps norm (in the exact data case) and finiteness of the above mentioned stopping index (in the noisy data case).
Notice that H i x , is either an empty set, a closed half-space, or X. The next lemma contains a separation result.
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Proof. The first assertion follows from [24 lemma 4.1] and (11). The second assertion follows directly from (11) . , Remark 3.2. Two facts related to lemma 3.1 deserve special attention.
The iteration formula of the PLWK method and its relaxed variants is given by (5), (6) with τ and k l as in (12) . The (exact) PLWK method is obtained by taking 1
, which amounts to defining
In what follows k ⌊ ⌋ denotes the largest integer less or equal to k (notice that 
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and, in particular, for all x  satisfying A3.
with a relaxation factor k q . The conclusion follows from this fact, the iteration formula (5) 
Theorem 3.5. If assumptions 1-3 hold true and 0, 2
(with τ, pi , k l as in (12)) is well defined and
where k * d is the stopping index defined in (13) .
Additionally, in the particular case of exact data, the sequence x k ( ) defined by the PLWK method is well defined,
Proof. The proof of the first statement follows using an inductive argument. Indeed,
To prove the second statement, first observe that since a b ,
Thus, it follows from proposition 3.4 that for any k k * < 
Next we address the statements related to the exact data case. Arguing as in the first part of the proof, one concludes that the sequence x k ( ) is well defined and satisfies
, for all k 0  . In order to prove (17) , notice that if the data are exact 
for all k  Î (the identity follows from (6) and (12)), proving (17) . Finally, in order to prove (18) we derive from (4), (6) and (12) the estimate
Therefore, (18) follows from (17) . ,
Convergence analysis
We start by stating and proving a convergence result for the PLWK method in the case of exact data. Theorem 4.1 gives a sufficient condition for weak convergence of the relaxed PLWK iteration to some element x B x 0 ( ) Î r , which is a solution of (2). In the appendix an alternative strong convergence result for the PLWK method is given (see theorem A.1). The proof of this result, however, requires a modification in the definition of the stepsize k l in (12) (for details, please see (23) below). Proof. The proof is divided in four main steps:
To complete the proof of this first step, we use the above inequalities and recall that F x F x y 
, it follows from the above inequalities and Opial's lemma [31] that
The sequence x k ( ) converges weakly to x. 6 Notice that, for exact data, 0
Inverse Problems 32 (2016) 025004 A Leitão and B F Svaiter
Since the x
is a bounded sequence, this assertion follows from step (iii). ,
In the next theorem we discuss a stability result, which is an essential tool to prove the last result of this section, namely theorem 4.3 (the semi-convergence of the PLW method). Notice that this is the first time that the strong assumption 4 is needed in this manuscript. 
are continuous on the corresponding domains of definition. Therefore, whenever the iterate
, ,
 is well defined 7 , it depends continuously on y , weakly to a solution x B x 0 ( ) Î r of (2) as j  ¥.
The randomized PLWK method
In the spirit of [4] , we consider a 'randomized' version of the PLWK method where in the qth
is a random permutation of N 0 ,..., 1 -. In our numerical tests, the randomized version of the PLW method performed slightly better than the deterministic version.
All convergence results stated for the 'deterministic' PLWK method extend trivially for the 'randomized version' (here called PLWKr), provided that the same sequence of random permutations is considered in theorems 4.2 and 4.3.
Numerical experiments
In this section the PLWK method is implemented for solving an exponentially ill-posed inverse problem related to the Dirichlet-to-Neumann map and its performance is compared against the benchmark methods LWK (Landweber-Kaczmarz [12, 14] ) and LWKls (Landweber-Kaczmarz with line search [9] ).
The inverse doping problem
We briefly describe the inverse doping problem considered in [22] [23] [24] with the same setup as used in [24 Section 5.3] . This problem consists in determining the doping profile function from measurements of the linearized voltage-current map.
After several simplifications, the problem becomes to identify the parameter function γ in the PDE model
from measurements of the Dirichlet-to-Neumann map
 where  g is the exact coefficient to be determined. Only a finite number N of measurements is available, i.e., one knows
Moreover,  g is assumed to be known at ¶W, the boundary of the domain 2  W Ì representing the semiconductor device [5] .
In [24 section 5.3] this inverse problem was addressed for N=1 (i.e. parameter identification from a single experiment). Here the more general setting N 1  is considered, which can be written within the abstract framework of (2) with 
are continuous maps [5] . Up to now, it is not known whether the F i satisfy the TCC (9). However, in [21] it was established that the discretization of each F i in (21), using the finite-element method, does satisfy the TCC. Furthermore, for each fixed
satisfies the TCC with respect to the H 1 ( ) W norm [19] . Due to these considerations, the analytical convergence results of sections 3 and 4 do apply to finiteelement discretizations of (21) in this particular setting. Moreover, H 1 ( ) W is a natural choice of parameter space for the PLW and PLWK methods.
Setup of the numerical experiments
The setup of the numerical experiments presented in this section is as follows.
• The domain
for the elliptic PDE model (20) is the unit square 0, 1 0, 1 ( ) ( ) and the parameter space for the above described inverse problem is figure 1 (Top).
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• The number of available experiments is N=12 and the Dirichlet boundary conditions used in (21) are the continuous functions U :
where s(t) is the length of the counterclockwise oriented arc along ¶W, connecting 0, 0 ( ) to t, that is 
In figure 1 (center) two distinct voltage profiles U i (x) are plotted, together with the corresponding solutions of (20) .
• The TCC constant η in (9) is not known for this particular setup. In our computations we used the value 0.45 h = , which is in agreement with assumption 2 as well as with [15 equation (1.5) ].
• The 'exact data' y i in (21) are obtained by solving the direct problem (20) (with  g g = and U U i = ) using a finite-element type method and adaptive mesh refinement (mesh with approximately 131 000 elements). In order to avoid inverse crimes, a coarser uniform mesh (with about 33 000 elements) was used in the implementation of the finite-element method, employed for solving the PDEs related to the iterative methods tested.
• The choice of the initial guess 0 g is a critical issue. According to assumptions 1-3, 0 g has to be sufficiently close to  g , otherwise the convergence analysis developed previously does not apply. As explained in [24 remark 5.1] we choose 0 g as the solution the Dirichlet boundary value problem 0
• In the numerical experiment with noisy data, artificially generated (random) noise of 2% was added to the exact data y i in order to generate the noisy data y i d . For the verification of the stopping rule (13) we assumed exact knowledge of the noise level and chose 3 t = in (12), which is in agreement with the above choice for η.
• The computation of the adjoints
-, is done using the H 1 -inner product, as developed in [24 remark 5.2].
Experiments for exact data and noisy data
In our numerical experiments, we implement four different Landweber-Kaczmarz-type methods for solving the ill-posed system (21), namely, LWK Landweber-Kaczmarz method [12, 14] ; LWKIs Landweber-Kaczmarz method with line-search [9] ; PLWK projective Landweber-Kaczmarz method, as developed in section 3; PLWKr randomized Projective Landweber-Kaczmarz method, as developed in section 5.
In order to compare the performance of these methods, the iteration error as well as the residual are computed at the end of each cycle, i.e., our plots describe the quantities F y k and , 0, 1, 2 ,...
(here k is an index for cycles). For solving the elliptic PDEs, needed for the implementation of the iterative methods, we used the package PLTMG [2] compiled with GFORTRAN-4.8 in a INTEL(R) Xeon(R) CPU E5-1650 v3.
Evolution of iteration error and evolution of residual in the exact data case are shown in figure 2 . The PLWK method () is compared with the LWK method, with the LWK method using line-search (LWKls) and with the randomized PLWK method (PLWKr).
Evolution of iteration error and evolution of residual in the noisy data case are shown in figure 3 . The PLWK method is compared with the LWK method, with the LWK method using line-search (LWKls) and with the randomized PLWK method (PLWKr). The stop criterion (13) is reached after 29 steps for the PLWK iteration, 42 steps for the LWKls iteration, 22 steps for the PLWKr iteration, and 74 steps for the LWK iteration.
Altogether, the PLWK and PLWKr outperformed the other methods in our preliminary numerical experiments. It is worth mentioning that the LWKls, due to the line search, demands in each iteration the solution of three PDEs, while the other methods require the solution of two PDEs per iteration. In the noisy data case, very soon many residuals drop below the threshold in each cycle, and in the corresponding iterations only one PDE has to be solved (see figure 3) . . 
Final remarks and conclusions
In this article we combine the projective Landweber method [24] with Kaczmarz's method [18] for solving systems of nonlinear ill-posed equations. The underlying assumption used in convergence analysis presented in this manuscript is the tangential cone condition (9) . Notice that the convergence analysis of the PLWK method requires 1 h < while the LWK method requires the TCC with 0.5 h < [14] . The numerical experiments depicted in figure 3 indicate that, in the noisy data case, the bang-bang relaxation parameter k w in (6) vanishes for several k (already after the first iterations; see figure 3 bottom) . Consequently, the computational evaluation of the adjoint The truncation technique used in the appendix is analogous to the one proposed in [9] to prove a similar result for a steepest-descent-type method. The role played by this truncation is merely to provide a sufficient condition for proving strong convergence of the PLWK method. In the realistic noisy data case, this truncation does not modify the original PLWK method introduced in section 3, whenever the constant max l is chosen large enough. The PLWK and PLWKr methods have proven to be efficient alternatives to the LWK and LWKls methods for solving ill-posed systems. Comparison with Newton-type methods will be the subject of future work. 
Appendix A. Strong convergence for exact data
In what follows we consider the PLWK iteration in (5) with k w defined as in (6) , and τ, pi defined as in (12) . However, in contrast to (12) , k l is now defined by
-is some positive constant.
In the exact data case we have 
