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Abstract 
In the present work, the Monkey Algorithm was adapted to find the proper component configuration for a Hybrid Micro-Grid 
with the introduction of simulation techniques into the evaluation step of the heuristic in order to account for the stochastic 
behavior of the renewable energy components. The forecasting methods allow the simulation to solve the parameters required in 
the Monkey Algorithm evaluation step. The Renewable Energy Integration Problem is solved as a Multi-Objective Optimization 
Problem where the objectives take in account are the minimization of the total lifecycle cost of the system, involving the capital, 
replacement, operation, maintenance and the minimization of green house gas emissions. The Monkey Algorithm developed in 
this paper introduces a new methodology along the evaluation step of the heuristic based on meteorological factors, which allows 
the Hybrid Model to be simultaneously solved for both objectives. 
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1. Introduction 
Earth's climate and average temperature has remained relatively stable for thousands of years, allowing the 
development of life. Greenhouse gases have kept balance due to rain, oceans, and trees regulating the amount of 
carbon dioxide in the atmosphere. However, in the past years, the increase of greenhouse gases, the widespread use 
of fossil fuels, the weakening of the ozone layer and the destruction of forests are drastically increasing Earth’s 
temperature, causing dramatic changes in global climate and increasing the temperature unpredictably. That is why 
it is useful to take advantage of other valuable energy sources such as wind, solar, geothermal, biomass, etc. These 
sources are renewable, not exhausting, and may even reduce pollutants in the environment [1]. Traditional power 
sources, or non-renewable sources, have the advantage of being fairly constant and smooth, regarding the variances 
and output levels of electricity, while wind and solar power depend on weather and other meteorological factors. 
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The renewable energy systems integration problem is a combinatorial optimization problem, in which there may be 
several combinations of different power sources such as solar, wind, batteries, among others that can be used in a 
micro-grid in order to satisfy a specific electric demand. The main objective of this research is to develop a new 
evolutionary algorithm using the monkey algorithm, which searches for the optimal configuration for a micro-grid, 
considering the total system cost and green house emissions of the system. The cost is calculated considering the 
installation and purchase cost, maintenance, operation, and the overall duration of the project.  
2. Literature Review 
Previous researchers have addressed the problem of sizing hybrid power systems, some of them only considered 
the PV system for instance, Arun et al [2], proposed a methodology based on the design space approach comprising 
a time series simulation of the entire system. They presented a methodology for the optimum sizing of a 
photovoltaic-battery system for a pre-defined system reliability level. The methodology is validated using a 
sequential Monte Carlo simulation. Similar attempts were made by Tavora et al. [3] where stochastic analysis was 
studied including the Markov chain and beta probability density function.  Their objective was to analyze the 
parameters involved in the sizing of a PV system.  A stochastic program was developed for the calculation of PV 
generators and batteries necessary for serving given load. In Benghanem et al. [4], a model to predict the global 
solar radiation from other parameters by using Radial Basis Function network (RBF) was developed.  Four solar 
radiation models were utilized all having the same output, the models only differ in their input data. They concluded 
that RBF-models have accurate results compared with those by the multilayer perception network (MLP) and 
regression correlation models; and determined that RBF is suitable for estimating the sizing curve of a stand-alone 
PV system. In the work presented by Hocaoglu et al. [5]; a novel optimization algorithm was developed and 
involved the optimization of merging the costs and efficiencies of the voltage sources and batteries.  In their 
research, it is assumed that the batteries have infinite capacity.  Mathematical models for PV, wind generator, state 
of charge and battery storage are used. In 2010 Mellit et al. [6] used an artificial neural network-based genetic 
algorithm model (ANN-GA) to create a sizing curve of stand-alone photovoltaic systems.  The results obtained are 
compared to those of a numerical method.  In this paper, the problem is to generate a feed-forward neural network 
that can be optimized by a GA for creating a size curve. When the database of various sizing curves is constructed, 
then, a hybrid ANN-GA algorithm can be used to generate the sizing curve. In Bakelli et al, 2011 [7], the optimal 
sizing model takes into account two optimization sub-models for a PV pumping system; the loss of power supply 
probability (LPSP) and the life cycle cost (LCC).  According to the literature, the presented model for the sizing of 
PV pumping system can be determined technically and economically according to system reliability requirements. 
This research aims to solve the problem of sizing hybrid power systems using a novel technique (Monkey 
Algorithm) considering installation, purchase, operation and maintenance cost for each of the equipment installed. 
This equipment could be a combination of diesel generators, wind turbines o PV arrays.  
3. Model formulation 
The main objective of any energy system is to supply the energy demand in the best possible way. Whether based on 
the economic aspect, such as the cost per unit produced, or based on other factors such as system reliability, the 
number of shortages per year or the percentage of renewable in the system. This paper presents as objectives the 
minimization of Global Warming Potential and the minimization of the total system cost over the duration of the 
project. The first objective function given by equation 1 represents the minimization of the total cost of the system 
calculated as the addition of the operation and maintenance cost OMijk, the capital cost CCijk and the cost of the fuel 
or resources used RUijk for each of the equipments of size k of type j from supplier i, that is considered in the hybrid 
micro grid. The second objective function (Equation 2) represents the minimization of the global warming potential 
( ). The integral of the pollution generated by each component of size k of type j from vendor i, stands 
from the fact that the time partitions to calculate the pollution for each component are continuous or infinitesimally 
small thus approaching an integral rather than a summation of discrete elements. The reader however may find that 
this equation (2) can be transformed into a discrete summation if at each time partition t, when an average is made 
that substitutes the value for each delta t. The values are expressed in  equivalencies of emissions. 
 




( ) = , +   +                                             (1)




( ) = ( ) > 0                                                                   (3)
( )   <                                                                              (4)
( )                                                                                (5)
1                                                                                          (6)
= ( ),                                                                                (7)
= ( ),                                                                            (8)
, = ,                                                                        (9)
0 1                                                                                   (10)
 
To consider a solution as feasible the particular combination will have a given cost and simultaneously satisfie
the demand (3). In equation 3, B(t) represents the demand balance for time t, which has to continue positive at al
time t; cSijk(t) represents the energy contributions from each component in the combination, where c represent the
losses in transmission as a percentage of the real contribution. Each electric source can be classified as traditiona
source Tk or Renewable source Rk depending on a threshold p given by a particular encoding of the combination
this is stated in Equations 4 and 5. This classification relies on the assumption that Rk depend on the stochastic
factors from climatic conditions. These types of functions are represented in equation 7 and 8 respectively, where
the subscript k stands for different versions of the formulas for different components.  
The equations utilized for the supply of traditional resource Tk in equation 7, the function f used to calculate the
electric output of the diesel generators, all of which forms the traditional section Tk of our hybrid system is the
following (11): 
 
( ) = ( )                                                                             (11)
 
Subject to: 
                                                                                                                                                                        (12)
 
Where: Eg(t) is the power output of generator at time t, Fv/Fl represents the ratio between the actual fuel volume
in generator Fv and the  minimum volume required by the generator to work Fl,    is the conversion rate capacity
while I is the coefficient of impurities in the fuel,  K  stands for the parameter of lifecycle exponential decay and  N
represents the expected design efficiency.  The second objective is represented in equation 2 and corresponds to the
minimization of the global warming potential Min(GWP) and represents the integral of the pollution generated by
each component of size k of type j from vendor i (Pijk). Renewable resources power output expressed in equation 8
function g utilized changes if the component is a wind turbine or a solar panel. For wind turbines power output is
given by equation 13: 
 
( ) = ( ) + 6.1075
. .
.
( )                            (13)
 
Where: 
       Ew(t) Power output of wind turbine at time t 
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       Cp Coefficient of performance (.59 Betz limit) 
       P0 Atmospheric pressure (101,325 Pa) 
       L Temperature Lapse Rate (0.0065k/m ) 
       h Altitude in meters m 
       T0 Standard temperature ( 288.15 °K) 
       g Earth surface gravitational acceleration  (9.80665m/s2) 
       R Universal Gas Constant  (8.31447J/mol°K) 
       M Molar mass of dry air  (0.0289644kg/mol) 
       Rda Dry air pressure (287.05J/Kg°K) 
       Relative humidity 
       Rv Specific gas constant for water vapor (461.495J/Kg°K) 
       A Rotor swept Area 
       Nb Gearbox/gearings Efficiency 
       t /Zr Rayleigh Wind distribution 
       Ur Rayleigh Wind Mean 
       Kg Exponential efficiency decay parameter for the generator 
       Kb Exponential efficiency decay parameter for the gearbox 
 
4.  Monkey Search Algorithm 
The Monkey Search algorithm (MSA) is based on the behavior of a monkey searching for food by climbing up 
trees [8]. The main idea behind the Monkey search is that the monkey learns thru the climbing of the trees, which 
branches reaches to better food sources.  The solutions are coded in certain way that represents the location of this 
food sources.  
4.1. Initialization 
This process starts with the creation of M solutions, where M represents the number of monkeys or agents in our 
initial population.  Each of these monkeys has a position, which is given by vector xi. In order to place a monkey is 
necessary to define the possible initial positions, which can be an analogy of a jungle; this jungle represents all 
feasible combinations of generators, wind turbines, and PV arrays that satisfy the load. Monkey positions are 
generated at random verifying that the monkey position is feasible; if not, a new set of positions will be generated 
until a feasible position is produced. 
4.2. Climb Process 
This process can be considered as a step-by-step method to modify the initial position of the monkeys to new 
ones that can improve the objective function [8]. Using the initial position of each Monkey, the climbing process 
developed for this specific problem starts considering, this position as the root of the tree. Then the agent will start 
to climb thru the branches of this tree as far step length allows it considering only the possible options given the 
monkey sight length, in this case two new branches are evaluated based in their objective value and then the best is 
selected to update the initial position of the monkey; this process is repeated until the mountaintop (height of the 
tree) is arrived by each monkey.  Each time the mountaintop is reached, the monkey climbs down to the root and 
saves this path with the solution value. In the case the new solution progresses in the objective function value, it 
stores this new solution as the current best solution x^.  Once the monkey reaches the bottom he will start climbing 
up the tree again for n times to explore the previous marked branches randomly with superior probability towards 
the branches with better values. The performance of preferring branches which have better values is intended for the 
monkey to converge to a define area of the tree in which the global solution may be found.  
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4.3. Somersault Process 
The main purpose of somersault process is to enable monkeys to find new searching domains [8]. After n number 
of climbing processes has passed the monkey then makes a somersault to a new starting point and begins climbing 
again. The monkey starts from the best solution xbest, or a combination of better solutions, new feasible solutions are 
created starting from the best solution and using a randomized perturbation function.   
Mucherino et al. [9] proposed three different perturbations, which can be applied on the Monkey Search 
algorithm: (1) from Simulated Annealing random changes in x^. (2) from Genetic Algorithms: crossover operator 
(double point); (3) from Ant Colonization: the mean solution made from xbest and x^.  After an extensive literature 
review, a double point crossover operator perturbation from Genetic Algorithms was selected for this project in 
order to find new feasible solutions. This crossover randomly selects two points within a chromosome (from GA’s), 
and then switches the genes between these points to produce two new offspring. To avoid local optima, the 
algorithm maintains a predetermined number of best solutions their memory. The algorithm updates the memory 
when a new solution is considered as better than the ones in the set by including this solution to the memory and 
removing the closer solution in memory that is worse than the new one.  
 
5. Numerical Example 
In order to test the performance of the Monkey Search Algorithm (MSA) the following system was tested. Table 1 
gives the standard consumption for the months of January to December:  
Table 1. Standard day consumption for January to December 
Hour 1 2 3 4 5 6 7 8 9 10 11 12 
Demand 47 46.1 44.8 43.8 42.7 42.1 42.8 43.2 45.8 47.5 49.3 51.2 
Hour 13 14 15 16 17 18 19 20 21 22 23 24 
Demand 50.6 50.2 51.7 51.4 49.6 48.4 47.7 46.3 46.3 46.5 46.2 46.7 
 
The following equipment is considered as an option for the system:  
 3kW Generic Wind turbines of 25m hub-height with a cost of $14767.00, and a lifetime of 15 years. 
 10kW PV system of $30000.00 purchase cost, an annual maintenance cost of $100.00, 20-year lifetime, a 
derating factor of 0.80 and a 0.20 ground reflectance. 
 15kW AC-Diesel Generator a capital cost of $66900.00, intercept fuel coefficient of 0.08 L/h/kW and a 
slope of 0.25 L/h/kW for fuel efficiency curve. Standard emissions of 6.5 g/L of fuel for carbon monoxide, 
0.72 g/L of fuel for unburned hydrocarbons, 0.49 g/L of fuel for particulate matter, 58 g/L of fuel for 
Nitrogen Oxides and 2.2% of fuel sulfur is converted to PM. Lifetime of 15000 operating hours and a 
minimum load ratio of 30%. The price of diesel is 0.8 $/L .  
 6.94kWh Batteries of 6V, 1156Ah, with a cost of $1500.00. A 80% round-trip efficiency, 40% min. state of 
charge, 12 years float life, 9645kWh lifetime throughput, 1A/Ah as the max charge rate and 41A as the 
max charge current. 
The meteorological conditions for this example are given by the location Latitude 31°47’ N, Longitude 106°25’ 
W and time zone GMT-07:00 Mountain Time.  This location has an Average Radiation of 5.584 kWh/m2/d, a 
clearness index of 0.649 and a wind velocity shown in table 2: 
Table 2. Wind speed for Latitude 31°47’ N, Longitude 106°25’ W 
Month 1 2 3 4 5 6 7 8 9 10 11 12 
Wind 8.3 9.1 10.9 11 10.3 9.3 8.3 7.7 7.6 7.5 8 7.9 
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After the program explored thru the combinations, the best solutions found by the program using different 
parameters for MSA are presented in table 3 and the convergence of the solutions for this parameters based on the 
total cost of the system.   
Table 3.  Numerical Example Solutions 
1 2 3 4 5 6 
Total Iterations 100 100 100 50 50 50 
Number of Monkeys 5 10 20 50 100 200 
Best Combination found 1  1  1 1  1  1 1  1  1 1  1  1 1  1  1 1  1  1 
Total Cost 49685 49685 49685 49685 49685 49685 
GWP 5.55E+05 5.55E+05 5.55E+05 5.55E+05 5.55E+05 5.55E+05 
Iterations until stop 77 84 63 27 48 18 
Elapsed Time 83.6 106.14 66.68 32.18 42.24 19.26 
 
The best solution found by the program for all the combination of parameters represents a combination of 




In the present work, a Monkey Search Algorithm is used to solve the renewable energy integration problem 
considering various renewable energy sources. The final solution to the renewable energy integration problem 
includes three major parts: system models for PV system, wind system and diesel generator. The optimal number 
and type for each component in the system is calculated in such way that the total system cost is minimized subject 
to the restriction that the load requirements are completely met. As a future research a different number of energy 




1. Sims, R. H., Rogner, H., & Gregory, K. (2003). Carbon emission and mitigation cost comparison between fossil fuel, nuclear and 
renewable energy resources for electricity. Energy Policy , 31 (13), 1315-1326. 
2. Arun, P., Banerjee, R., & Bandyopadhyay, S. (2009). Optimum sizing of photovoltaic battery systems incorporating uncertainty 
through design space approach. Solar Energy , 83 (7), 1013-1025.  
3. Cabral, C., Filho, D., Diniz, A., Martins, J., Toledo, O., & Machado NEto, L. (2010). A stochastic method for stand- alone 
photovoltaic system sizing. Solar Energy , 84 (9), 1628-1636. 
4. Benghanem, M., & Mellit, A. (2010). Radial Basis Function Network-based prediction of global solar radiation data: Application for 
sizing of a stand-alone photovoltaic system at Al-Madinah, Saudi Arabia. Energy , 35 (9), 3751-3762. 
5. Hocaoglu, F. O., Gerek, O. N., & Kurban, M. (2009). A novel (wind-photovoltaic) system sizing procedure. Solar Energy , 83 (11), 
2019-2028. 
6. Mellit, A., Kalogirou, S. A., & Drif, M. (2010). Application of neural networks and genetic algorithms for sizing of photovoltaic 
systems. Renewable Energy , 35 (12), 2881-2893. 
7. Bakelli, Y., Hadj Arab, A., & Azoui, B. (2011). Optimal sizing of photovoltaic pumping system with water tank storage using LPSP 
concept. Solar Energy , 85 (2), 288-294.  
8. Zhao R & Tang W. (2007). Monkey Algorithm for Global Numerical Optimization, Journal of Uncertain Systems Vol.2, No.3, 
pp.165-176 
9. Mucherino A & Seref O. (2007). Monkey Search: A Novel Meta-Heuristic Search for Global Optimization, Data Mining, System 
Analysis and Optimization in Biomedicine, AIP Conference Proceedings 953, O. Seref, O.E. Kundakcioglu, P.M. Pardalos (Eds.), 
162-173 
