Abstract: This study is a comprehensive report on performance analyses of Round Robin and matrix arbitrations to enhance the reliability of on-chip networks. Arbiter is used in Network-on-Chip (NoC) router when number of input ports requested is the same as output ports. If many inputs are requested for same output port, the matrix arbiter deals it by forming a 5×5 matrix based on input and output ports. Next, it allots the priority to the requested input ports and simultaneously generates a control signal for selecting the input port to send the packet to output port. The Robin arbiter generates the grant signal on the basis of priority allotted to the input ports. The simulation results of arbitration analysis shows that the router design of front end model consumes less power by 8% and occupies smaller area by 3% on chip. The area on chip is around 64% of available area using Round Robin arbitration compare to that of matrix arbitration. This study also implements hamming distance in order to check the error free data transmission of the NoC router.
INTRODUCTION
ASIC's, being costly and needing longer time for manufacturing, are no more preferred, as better options such as FPGAs are available for application circuits to be implemented. Higher end FPGAs with embedded processors can be used for System-on-Chip (SoC) designs. SoC system is a complex interconnected network of many functional blocks. Interconnections of cores in SoC are challenging networks for the interblock or inter-element communications. Existing bus based interconnect architectures are not suitable for scalable solutions. The NoC has recently been projected as a solution to the above mentioned problems in the communication taking place on chip. The NoC performs interconnections of various IP cores using on chip networks as compared to traditional shared bus approach. The interconnection is achieved by means of routers. The signals are transmitted using packet switching mechanism. NoC has many advantages over other options such as traditional bus oriented systems. The advantages such as scalability, IP reusability, better performance and modularity in architectures are of great usefulness (Dally and Towles, 2001) .
Chip area utilization is desirable at the minimum while implementing any circuit on an FPGA. The programming should be good enough to reduce the area and thus it leads to a less memory space requirement.
The communication network system on the chip must be compact and small in order to be faster for data packet transfers and same time it must use less memory space in order to reduce overall chip area.
The router in a NoC is a very important element. It must be designed in such a way that it needs least memory space and works fast. In this study we present a compact router design for NoC which is implemented on FPGAs. It can support five parallel connections simultaneously. The router uses store and forward type of flow control and X-Y routing. Reducing the size of the Finite State Machine (FSM) for X-Y routing and performing a simple logical OR operation for the Select/Gnt lines has resulted in reduction in the number of slices. The chip area reduction directly improves the performance and power consumption ratings.
For an efficient communication, the data flow control of virtual channel is important for smooth packet transfers. The architecture and dataflow control affects the arbiter design for an NOC. One very stringent requirement for an NoC is that it should have high speed switches. This can be very helpful scheme if a large number of packets from input ports is to be transmitted over an output port with priority scheduling in place. Fast arbiter leads to high performance of NoC switches and performs scheduling more efficiently. It also provide high throughput for on-chip network routing. We propose an arbitration analyses on Round Robin and matrix arbitrations in a comparative manner. The implementation is done on FPGA at reduced power consumption and less number of slices used. The design is more efficient in terms of on chip area of NoC router architecture.
METHODOLOGY

Implementation of NoC router:
Router architecture: In this study we have designed a parallel router with lower area utilization. The general architecture is illustrated in Fig. 1 as shown below. The motivation to reduce the area is based on the fact that the less is area, the lesser is the power consumption. We have chosen one of the popular methods of buffering techniques of storing and then forwarding. This has proven to be the simplest possible decoding logic. Obviously reducing both area and power has been achieved. The connections are established automatically with simpler decoding logic.
Router design:
The router consists of five ports namely east, west, north, south and local port and a central cross point matrix (Fig. 1) . Each of the ports has an input channel and an output channel to receive and transmit data packets, respectively. Data packets move through the input channel of one port of router and then these are forwarded to the output channel of other port.
Each, input and output channels, have decoding logics which help to perform the functions of the router. Buffers are incorporated at all ports to store the data temporarily. The buffering method used is of store and forward type. Control logic makes arbitration decisions. Thus communication is established between input and output ports. The connection or configuration is made between ports and central cross point matrix. According to the destination path of data packet, control bit lines of cross point matrix are set. Directing the movement of data from source to destination is called switching mechanism. The packet switching mechanism has flit size of 8 bits. The packet size varies between 8 to 120 bits length. The process of an on-chip data routing network is called as Network-on-Chip (NoC) architecture (Kale and Gaikwad, 2011) .
Input channel:
The architecture of input channel at each port has its own control logic as shown in the Fig. 2 . Each input channel has a First Input First Output (FIFO) of depth 16, data width of 8 bits and a control logic which is implemented based on the model of Finite State Machine (FSM). The input channel accepts request from other neighboring routers. On receiving the request, if it is free, it acknowledges the request. The first flit is the header and the following flits constitute the data bits. It accepts the data as long as the request signal is held high. The requesting router's output channel ensures that the request line is held high until it empties the packet of data, being accepted by the input channel. The input channel keeps the acknowledgement line at high, as long as the transfer of data is continued which is indicated by the request line.
Once the transfer data is accomplished, the request and the acknowledgement lines go low in a sequence. The data packets received from the requesting router are stored locally in the FIFO for store and forward dataflow style. Next the control logic reads the header of the packet and decides which output channel is to be requested for sending out data packets from the router. On decision, it sends the request to identified output channel. It is to be noted that each of the input channel is running an independent FSM and hence can initiate five possible parallel connections simultaneously. Once the input channel gets a grant from the requested output channel, the control bits of cross point matrix are set accordingly to establish data flow process.
Functioning of input channel:
The input channel starts functioning as soon as the input is given to it at GNTL (Fig. 2 ). Each and every input from the user is given to the MUX, the operation starts if there is a data strings, such as "00001001" at input and the acknowledgement line is held high corresponding to the request (req) made.
XY routing:
At the input channel, once the FIFO is filled, the X-coordinate of the destination router (say for example H x ) is compared with locally stored Xcoordinate of the router which first decides on the horizontal displacement as shown in the Fig. 3 . If H x >X then the packet is forwarded to the east port of the router and if H x <X then the packets goes out through the west port of the router. If H x is equal to X then the Y-coordinate of the router is to be decided on the vertical displacement. If H y >Y the packet is forwarded to the north port and if H y <Y the packet is forwarded to the south port. If H y equals Y, it indicates that the packet is at the destination router and thus the packet is forwarded to the local port. A packet is forwarded horizontally till the target column is reached and is then forwarded vertically to the destination router in a XY routing. This means that there is no request for the east or west output ports by the north or south ports. For this reason the FSMs of the mentioned output channels are simplified, as they need not to wait for the said input ports. This results in a significant reduction in both the area and number of clock cycles in serving requests. This helps the implementation of light weight router, having area overheads at the minimum with acceptable level of reasonable performance. The functioning of XY-routing may be summarized as follows:
• XY routing algorithm routes packets first in xdirection (horizontal) to the correct column and then in y-direction (vertical) to the receiver.
• Then the routing operation is done on the basis of the conditions of X>Y, X = Y and X<Y.
• One of the advantages of XY routing is that it hardly enters into deadlock.
• The XY routing has addresses of the routers in terms of XY coordinates and is more suitable for networks based on mesh topology.
Crossbar: Crossbar switch consist of a set of multiplexers and de-multiplexers. These are interconnected in such a way that all possible connections between the five input and output channels are established if required. The crossbar switch architecture is shown in Fig. 4 . The output channel while granting the request to an input channel configures the multiplexers and demultiplexers of available input and output channels. Subsequently the connections are established between channels for the transfer of the data packets. A crossbar switch, also known as cross-point switch or matrix switch, is a switch connecting multiple inputs to multiple outputs in a matrix format. The design of crossbar switch has 5 inputs and 5 outputs. Figure 4 shows multiplexer based crossbar switch. As there are five input packets of 40 bits each from five ports of router, the five numbers of 5:1 multiplexers are used by the crossbar shown in Fig. 4 . All five inputs are connected to all the multiplexers. Select line is of 3 bits long. Out of five select lines available, which one is to be selected, depends upon the logic of arbiter. Outputs of multiplexers are the output ports of the 5×5 router (Zhizhou and Xiang, 2010) .
Output channel: Depending upon the selection bits, the multiplexer works according to the request from the input channel. Further based on the input, the corresponding output will receive data from the crossbar. Each output channel at each port has an 8 bit FIFO of depth 16 and a control logic which makes arbitration decisions. The output channel gets request from different input channels and grants permission to anyone. It further sets the control bit lines of cross point matrix, as shown in the Fig. 5 . The output channel accepts the packet with the help of a simple decoding logic into its FIFO as long as the sending input FIFO is not empty. If the data transfer is completed, then the cross point matrix controls are reset. FSM then initiates the process to send the data into the neighboring router using handshake mechanism. Empty status of its FIFO initiates the next inter-channel transfer.
Functioning of output channel:
The output from the arbiter is sent to the de-multiplexer block of output channel and correspondingly it enables the particular output, i.e., "00001001" data packet is received at output channel from the crossbar switch.
Arbiter: Arbiter, a main component of router, is used to control the packet switching mechanism. It has the ability to use an algorithm and to make switching based upon that algorithm (Yen-Lung et al., 2009; Zhizhou and Xiang, 2010) . There are mainly two types of the arbitrations, Round Robin arbitration and matrix arbitration. System level arbiter architecture with IOs is shown in Fig. 6 .
Round robin arbitration:
Round-Robin (RR) is one of the simplest scheduling algorithms for processes in networks operation as shown in the Table 1. Round Robin method is self explanatory from the Table 1 and 2 as how the output is selected based on the data address and selection line value with or without content table as shown in Table 3 .
It is generally used to operate the time slices, assigned to each process in circular order without any priority. It is easy to implement and can be applied to other scheduling applications such as data packet scheduling in computer networks etc., (Si and Mei, 2007; Zheng et al., 2002) (Fig. 7) . Matrix arbitration: In matrix arbitration method, if all input packets have the same priority request for same output port, then matrix arbiter generate the matrix depending upon input and output port. In that matrix arbiter set the corresponding bit which is requested for same output port. Next matrix arbiter checks the priority. For example if input a has the highest priority and input e has the lowest priority then matrix arbiter gives priority to input a and input e gets lowest priority.
Matrix arbiter generates a control signal so that a particular line is selected and source packet is transmitted to destination port (Suyog and Gaikwad, 2012) .
Hamming code: Hamming codes are linear error correcting codes. Hamming code can detect up to two bit errors and correct one bit error. These codes are a good choice for satellite communications as the most frequently occurring faults in on-board electronics are bit flips induced by radiation. By contrast, the simple parity code cannot correct errors. Hamming codes achieve the higher rate for codes. This study implements hamming distance in order to check the error free arbiter used in router.
Calculation of the hamming code:
The parity check bits of each byte of the S-Box LUTs are pre-calculated. Table 4 : Simplified simulation flow for hamming codes algorithm Begin Inputs: X = 1, 2, 3, 4, 5, etc Write the bit numbers in binary: 1, 10, 11, 100, 101, etc. All bit positions that are powers of two are parity bits determine: Values of parity bit as 1, 2, 4, 8... Change the position for parity bit 1 bit 1, 3, 5, 7, 9, etc. Change the position for parity bit 2 bit 3, 6, 7, 10, 11, etc. Repeat: Until change of position for the last parity End The Hamming code bits can be mathematically represented as follows:
where, a is the state byte and h is the calculation of the Hamming code. Hamming codes algorithm steps are listed in Table 4 as shown above.
The synthesis report and simulated results of NoC router using matrix arbitration are listed in Table 5 and 6, respectively. The device utilization and power consumption statistics are listed. Similarly Table 7 and 8 show the corresponding statistics for round robin arbitration.
It can be summarized for conclusion that for NoC router implemented has input channel with a FIFO depth of 16, data width of 8 bits and a control logic implemented on FSG model as shown in Fig. 2 . At the input channel, once the FIFO is full, the XY algorithm begins for optimal routing of addresses of the routers. Here XY represents coordinates (Fig. 3) . This routing technique is better choice for NoC networks compared to one using mesh or torus topology. The cross bar is a set of multiplexers and de-multiplexers having an interconnection allowing all possible combination of connections among the five input and output channels. The multiplexer here works based upon request from the input channel and based on the input itself. The corresponding output comes from the crossbar. Arbiter is one of the internal components used to control the packet switching which has ability to use the algorithms highlighted in the contention and without-contention tables of the arbitrations for switching. We used the Xilinx Spartan-3 board front end model, with a chip namely xc3s200 FPGA to implement functionality and subsequently verify the standalone router for the NoC system. We used the Xilinx 10.1ISE to synthesize the system and Model sim 6.3c to simulate the model and generate the activity data of the router model of both arbitrations, Round Robin and Matrix based. The hamming code is used for error free data transmission, the synthesized and simulated results of both arbitration designs are listed in Table 5 through Table 8 . The simulation results and analyses are discussed in the next sections (Fig. 8) . Table 7 is of indicative that implementation of NoC router using Round Robin Arbitration has utilized 1242 slices which is about 64% of total available slices. The power consumption statistics are listed in Table 8 . Here, it can be observed that the power dissipation is about 1.446 W in case of Round Robin Arbitration. The Matrix Arbitration method has utilized 1297 slices and corresponding power dissipation is 1.569 W. Here the area is about 67%. Based on these observations, as listed in Table 9 , it is obvious that a 3% improvement in area utilization and an 8% improvement in power dissipation are achieved by using Round Robin Arbitration method.
RESULTS AND DISCUSSION
CONCLUSION
This study presents an arbitration analyses between Matrix Arbiter and Round Robin Arbiters for router architecture of NoCs. The simulation result shows that the Round Robin Arbiter consumes less power and occupies smaller area in router architecture compare to Matrix Arbiter. The implantation of Round Robin Arbiter for the router architecture on front-end design on FPGA chip has the advantage of easy implementation and reconfigurable nature. It has provided reduction in utilization of area by a factor of 3% and power dissipation reduction by a factor of 8%. The power consumption is around 1.446 W in front end model design. This study also implements hamming distance in order to check the error free data transmission of the NoC router. The results and analyses on Hamming codes is not included in this study as it will form the base for further optimization of NoC routers. This design as proven to be better by a small but significant on area utilization and power dissipation parameters may further be explored with newer algorithms and different approaches for implementation.
