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Let [a] and [fl] be representations of the symmetric groups C, and .Zn 
respectively. Then in a standard way we obtain a representation of the 
wreath product Z, wr Z‘,. This group is naturally included in the sym- 
metric group C,,, and inducing this representation up to C,, gives a 
representation of C,, , the plethysm [cz] 0 [p]. The evaluation of 
plethysms, i.e., their decomposition into sums of irreducible representations 
of cm 3 has proven to be a relatively intractable problem since it was first 
posed by Littlewood almost 50 years ago. Littlewood himself gave a 
method [L, appendix]. Later Robinson gave an algorithm [R] and Todd 
gave an algorithm, with a simplification by Duncan [T, D]. Recently 
Chen, Garsia, and Remmel have implemented an algorithm on a computer 
[CGR]. However, it has proven difficult to make any general statements. 
In the two (independent) sections of this paper we make two contributions 
in this regard. To explain our results we need some notation. Here we 
follow [JK], which we use as a general reference. (Plethysms are discussed 
in [JK, Sect. 5.41.) 
Let 3, be an (ordered, improper) partition of p (denoted 2 + p), 
i.e., 2 = (A,, A,, . . . . 2,) with p=%,+ ... +A,, A,>%,> ... >,?,20. Then 
associated to 2 is the irreducible representation [I,] of C,. For a represen- 
tation R of C,, we let xR denote its character, and for a pair of representa- 
tions R and R’, we let (R, R’) denote their intertwining number. 
Our first result is the following statement: 
THEOREM 0.1. Plethysms stabilize. 
By this we mean the following. Let CI t m, fi c n, I t mn. Let 
zi=([cc,+i,a2, . ..I O[Tj, [A,+ni,I- 2, . ..I) for ik0. Then the sequence 
zo, Zlr z2, ... is eventually constant; moreover we can give a value of i (often 
sharp) for which this constant value is attained. This is Corollary 1.8. 
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For our second result we need a definition. 
DEFINITION 0.2. Let G be a group and 9 = {g,, g,, . ..} a subset of the 
elements of G. We say a representation R of G is R-determined if for any 
representation S of G, xS( g) = xR( g) for all g E 9 implies S = R. 
(Of course, here we are dealing with proper, not virtual, representations.) 
We conjecture: 
Conjecture 0.3. The plethysm [m] 0 [n] is {C,,, , , (mn-cycle)}-deter- 
mined. 
We discuss evidence for this conjecture, and in addition to the known 
cases we prove it for n = 3. This is Theorem 2.7. 
SECTION 1. STABILITY 
DEFINITION 1.1. Let A + p. The suspension operator is defined by 
[s(L)] = [iI + I,&, L,, . ..] 
and the truncation operator by 
and both are extended to the representation ring of C, by linearity. 
Observation 1.2. Let R and R’ be arbitrary representations of C,. 
(a) s and T, commute, s(Tk( [RI)) = T,( [s(R)]). 
(b) T,(CRlCR’l)= T,(T,(t-RI) TACR’I)). 
(c) (R, R’) = (s(R), s(R’H. 
PROPOSITION 1.3. Let CI t m, /3 + p. Suppose CI, > k. Then 
T,(C.~(cr)lCBl)=s(Tk(CalCPI)). 
ProoJ We must show that for any A t m +p, 
(Cda)lCBl> T/c(L-dJ-)I)) = (C~ICBI, TAC~I)). 
If A, > k both sides are zero and there is nothing to prove. Thus assume 
A2 Q k, whence Tk( [A.]) = [A]. 
If A1 < c(, then clearly both sides are zero. 
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Suppose A1 > c(r > k. By the Littlewood-Richardson rule (L-R), 
([u] [b], [A]) is the number of ways of adding p nodes, of content 8, to 
the Young diagram for c1 in such a way that the resulting diagram is 1, so 
that the nodes of /J added to any row are to the left of those added to the 
previous row, and so that the entries of b yield lattice permutations, and 
similarly for ([s(a)] [/I], [s(A)]). But in either case we are adding the same 
number of nodes in each row to ax, and nothing is being changed except in 
the first row, where the entries of /? are being moved one to the right. 
However, since entries above the first row are being added in columns 6 k, 
and the entries in the first row in columns >k for both [a] and [s(a)], 
these numbers are the same. 
COROLLARY 1.4. (a) Zf czl 3 k, fi, 3 k then for any i, j 
~k~C~*~~~IC~-‘~B~I~=~i+‘~~k~C~ICB1~~. 
(b) Zfcc,>kthenforanyn, 
Proof: The corollary follows by commutativity and associativity of the 
outer product. 
We now introduce the nth power functions S, [L, Chap. 61 which, 
however, to avoid confusion we will denote by Ic/“. 
For our purposes it will suffice to consider these as virtual representa- 
tions of C,. They are then given by [L (6.2; 1 S)]: 
Conversely, if we let $, have degree r, any irreducible representation of .E:, 
may be expressed as a homogeneous polynomial of degree n in the variables 
$,, with multiplication being outer product. For example, 
ti*=Cll cl]=*, 
$z= PI- Cl11 c21=1($:+$2), C111=%?+~2) 
$3=[31-[211+[111] C31=iW:+Wh+2$,). 
To be precise, if A c n, then [L (6.2; 14)] 
(1.5) 
where h, is the number of elements of Z,, conjugate to p. 
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We have introduced these so that we may apply the Todd-Duncan 
algorithm. 
PROPOSITION 1.6. Let a = (a,, tlz, . . . . x,) I--- m. Let k he an integer with 
k 6 [m/t]. Assume a, > k and a2 6 1 + [(m - t)/tn]. Then 
TdC4cOI 0 C$nl)=fTJC~lO [tinI). 
Proof We follow Todd [T] closely, noting that we use [a] 0 [$,,I 
where he uses (a > 0 S,,. Further, our a and s(a) (resp. p and v, (T and T) 
correspond to Todd’s i (resp. p, a). By [T (IS)] we have 
where the summation is over CJ I-- mn, 8, = 0, 1, or - 1, and a:’ is an 
integer. Similarly we have 
C.da)l 0 [II/,,1 = 1 ~,a$h,[Tl 
and what we must show is that if CJ and T are partitions with sn(c) = T and 
IJ* = T* 6 k, then their coefficients are equal. 
First we must ensure that if s”(a) = T, then c is actually a partition, i.e., 
(T, > c2. But if [a] is a partition of length at most t, then any CJ appearing 
in [a] 0 [fi] has length at most tn, so the condition k 6 [m/t] ensures 
o,>k. 
Next note that by Duncan [D] 0, is zero if CJ contains a nonzero n-core; 
otherwise 8, is 1 or - 1 according as the sum of the heights of the removed 
n-hooks is even or odd. However, beginning with T and removing the right- 
most n nodes on the first row, a hook of height zero, yields 0, so clearly 
0, = 0,. 
Now we must compare the integers ur’ and ~$1,. 
For a fixed a and G denote these by a and s(a), respectively. 
Note first that if [a] = [ml, then a= 1 if ~7 is a partition into n or fewer 
parts and a = 0 otherwise [T, Sect. 71 so here clearly a = s(a). 
Now consider a general a. 
Following Todd’s argument, we define integers cr:, i = 1, . . . . mn, and 
a: + 2n i=l 
T;= a: + n 2<i<mn 
(m + 1 )n - i i>mn. 
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Then, defining the integers pkj for (T and vkj for t, we have v,+ + 1) = 0 for 
all k and vki = pk, for all but one pair kj, with j 6 m; for that pair k,j,, 
‘koJo =pko,o+ l. 
Then [vk] = [pk] for k # k,; for k = kO the first (largest) member of vk 
is one more than that in pk, i.e., [v,,,] = [.Qktr)]. 
By definition, 
a= (mb’ bkl, bl) = ( bkol fl bkl, la]) 
k=O k # ko 
= 
([d~k,,)l kyk,, bkl? [dN)l)=(~~~ cvklT [da)l)=da) 
by Proposition 1.2, providing that pko, 3 CQ. 
This must be true for every possible CJ. However, it is easy to see that 
pk,,, = 1 + [(or - 1)/n], giving the condition 1 + [(a, - 1)/n] dcr,. Then as 
0, 2 mn/nt = m/t, we obtain the condition stated in the proposition. 
THEOREM 1.7. Let CI = (CC,, az, . . . . CY,) + m and /I + n. Let k he an 
integer with k 6 [m/t]. Assume ~1, 2 k and CQ 6 1 + [(m - t)/tB1]. Then 
(a) Tk([S(a)l 0 [‘hpl)=fTk(bl 0 [‘k/11) 
lb) Tk([S(@)l 0 [bl)=fTk([@l 0 [bl). 
Proof If /I = (/I,, p2, . ..) (where of course ,!3, 2 flz > . . ) then by defini- 
tion tip = tia, $B, ... and [T, Sect. 41 
The theorem is a consequence of (1.2), (1.4), and (1.6), as follows: 
For simplicity of notation we assume p = (fl,, fl*). Then 
Tk([S(a)l 0 [$/I])= T,(([S(~)l 0 [‘h/s,l)([.y(a) 0 i&j;])) 
= Tk(Tk([J(@)l 0 [tip,]) Tk([S(a)I 0 [&I)) 
= Tkb”Tk( [aI 0 [‘hfi, 1) S%( [aI 0 [$p,l)) 
=sp’+82Tk(Tk(bl 0 [‘b/1,1) Tk([al 0 [Ic/fi,l)) 
=fTd([@l 0 [‘kpll)(bd 0 [ti/~~l)) 
= fTk([al 0 [‘ha] 1, 
proving part (a). 
Since [a] = C, cp71(/? by (1.5), with coefficients cII, independent of a, part 
(b) follows immediately from part (a). 
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COROLLARY 1.8. (a) Let /? t-n and let 1 c mn with A., 6 m. Then 
([m + i] 0 [b], [s”‘(A)]) = ([m] 0 [/I, [A]) for all i3 0. 
(b) Letcc=(x,,sr, ,..., a,)+mandp+n,cx,dl+[(m-t)/tb,].Let 
A t mn with j-Z < a,. Then 
(Csi(@)l 0 [PI, C.fYA)l)= (Cm1 0 [PI, CJ.1) .for all i20. 
Proof Part (a) is just a restatement of Theorem 1.7 in the special case 
[g] = [ml. As for part (b), it is a restatement of the theorem without the 
hypothesis k < [m/t]. However, this hypothesis was only used in the proof 
of the theorem to conclude that c was a partition of mn; as we assume that 
in the hypothesis of this corollary that assumption may be dropped. 
EXAMPLE 1.9. We regard Corollary 1.8 as a method for partially deter- 
mining plethysms recursively. For example, 
[4] 0 [3] = Cl21 + [lo,21 + [8,2*1+ [9,33 + [S, 43 
+ [7,4, l] + [6,4,23 + [4’] + [6’-j. 
All but the last of these are “stable,” so their third suspensions appear with 
the same multiplicities (here all equal to 1) in [S] 0 [3]. In fact, 
[5]0[3] = [15]+[13,2]+[11,2*]+[12,3]+[11,4]+[10,4,1]+ 
[9,4,2] + [7,4*] + [9,63 + [lo, 5]+ [8,6, l] + [8,5,2] + [6*, 31. This 
example also shows our bound is in general sharp; note, e.g., that 
([4] 0 [3], [7,5]) = 0 while ([5] 0 [3], [ 10,5]) = 1. (As an example 
with higher multiplicities, ([S] 0 [3], [9,6]) = 1 but ([6] Q [3], [12, 61) 
= 2.) 
SECTION 2. SF-DETERMINEDNESS 
(Propositions (2.1), (2.2), and (2.3) are well known and are restated here 
for convenience.) 
PROPOSITION 2.1. [ml” (resp. [m] 0 [n]) is the transitive permutation 
representation of C,, on sequences (resp. sets) {A I) . . . . A,,} qf mutually 
disjoint m-element subsets of { 1, . . . . mn}. 
Proof (Z,)” (resp. C, wr C,) is the subgroup of Z‘,, stabilizing one 
such sequence (resp. set) so the given permutation representation is the 
result of inducing the trivial representation of the respective subgroup up 
to em,, which by definition is [ml” (resp. [m] 0 [n]). 
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PROPOSITION 2.2. Let R = [m] 0 [n] and let g= (12 . ..mrz) he an 
mn-cycle. 
(a) The restriction to Z’,,- 1 of R is ([ml 0 [n - l])[m - 11. 
(b) x,x(g) = 1. 
Proof: (a) If R is regarded as the action of C,, on sets of m-element 
subsets, when restricted to Z,,,,.- I one of these is distinguished-the one 
containing mn, this element being fixed by this subgroupand so I,,,,,-, 
acts on that as on an (m - 1 )-element set, and on the rest as a set of n - 1 
disjoint m-element sets. 
(b) It is easy to see that g leaves the set 
{{l,n+1,2n+l,... ), {2,n+2,2n+2 ,... } ,..., {n,2n,3n ,... }} 
invariant and no others, so its trace in this basis is 1. 
Trivially, [l] 0 [n] = [n], [m] 0 [ 1) = [ml. 
The following is well-known and easy: 
PROPOSITION 2.3, (a) [n]0[2]=[2n]+[2n-2,2]+[2n-4,4]+ ... 
(b) [n]O[12]=[2n-1, 1]+[2n-3,3]+[2n-5,5]+ .... 
Proposition 2.2a was noted by Littlewood, and was the basis of his 
“third method” [L, Appendix] for computing plethysms. As he observed, 
this method leads to indeterminacies, which must be resolved by other 
means. Our Conjecture 0.3 is that (2.2) is enough information to resolve 
this uncertainty. We have the following evidence for this conjecture: 
(i) It is true for n = 2. This is the standard proof of (2.3). 
(ii) It is true for m = 2. This is the idea behind the determination of 
[2] 0 [n] (see [JK, Theorem 5.4.231 and 2.11 below). 
(iii) It implies the following result of Newell [N]: 
([m+2] 0 [n], [A, +2, 1,+2, . . . . &+2])=([m] 0 [n], [;I]). (2.4) 
Actually, Newell proves more: 
(Cm+ 11 0 Cl”], [A, + 1, . . . . 4+11)=(CmlO Cnl, [Al) (2.4a) 
~C~+~10C~l,C~.~+~,...,~,,+~I)=(Cml~C1”],C~]). (2.4b) 
(iv) It is true for n = 3. This is our contribution here (Theorem 2.7). 
(v) We have checked it as well for (m, n)= (3,4), (3, 5), (4,4), 
(5,4), and (6,4), representations of dimensions 15,400, 1,401,400, 
2,627,625, 488,864,376, and 96,197,645,544 respectively. 
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Indeed, this conjecture provides a highly effective method of computing 
[m] 0 [n]. The computation goes hand-in-hand with the verification of 
the conjecture. The computation is recursive. Given [m] 0 [n - 11, one 
must use a computer to use the Littlewood-Richardson rule (L-R) to 
compute ([ml 0 [n- l])[m - 11; the rest can be done by hand in this 
range (and for somewhat larger m and n as well). 
We shall not prove here that (0.3) implies (2.4); however, the following 
result, cases of which are used in the proof, appears to be of independent 
interest and is in any case used in the proof of 2.7. Part (b) for the 
hook representations [mn - j, 1’1 was proved by an extremely circuitous 
argument in [CGR, Theorem 4.21.) 
PROPOSITION 2.5. (a) Consider the representation [A] = [mn -j(n - 1 ), 
j’~‘].forO<j<m. Then ([m]~[n],[i~])=lforjeuenandOforjodd, 
and ([m] 0 Cl”], [),I) = 1 for .j odd and 0 ,for j euen. 
(b) Consider the representations [A] = [mn - j, 1’1 and [j&l = 
[mn-j-2,2,1’],forj>O. Then ([m]O[n],[jb])=O,forj>Ound lfor 
j= 0. 
Proof (a) We may regard [m] 0 [n] as the fixed subspace of [m]” 
under the action of C,,. Thus if an irreducible representation of Z,,,,l 
appears with multiplicity p in [ml”, it yields a p-dimensional representa- 
tion of Z,,. If p = 1, this is either the trivial or the alternating representa- 
tion, and to decide which of these it is it suffices to consider Z, c X,,, so 
if this representation of C,, appears in ([ml 0 [2])[m]“-m * it will appear 
in [m] 0 [n], and if not in [m] 0 Cl”]. By Young’s rule [A] = 
[mn - j(n - l), j’-l] appears in [ml” with multiplicity 1, as there is only 
one semistandard tableau of shape 1 and content [ml”. (This has its first 
j columns, each of length n, consisting of the integers 1, . . . . n in order and 
the remaining symbols in nondecreasing order in the first row.) 
First suppose j is even. Then ([ml 0 [2], [2m -j, j]) = 1 by (2.3a) and 
so ([ml 0 [2])[m]“-* contains [2m- j, j][m]“-’ which contains [A] 
by L-R (at every stage add a new row of length j and the remaining nodes 
on the lirst row). 
Now suppose j is odd. Then ([ml 0 Cl’]), [2m - j, j]) = 1 so by the 
same argument ([ml 0 [ l’])[m]“~* contains [n]. 
Finally, [m] Q [n] and [m] 0 [l”] are both subrepresentations of 
[ml”, and the multiplicity of A in [ml” is 1, so if it appears in one of these 
two it does not appear in the other. 
(b) We prove this by induction on n. For n = 1 this is trivial. Assume 
it is true for n - 1. First suppose j > 1. By induction, every representation 
[p] appearing in [m] 0 [n - 11, with the exception of [m(n- l)], 
has p2b2, so by L-R, [mn-,j-1, 1’1 does not appear in 
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([ml 0 [n - 1 ])[m - 11. Then if Ind (Res) denotes inducing from C,, ~, 
to Z,, (resp. restricting from C,, to C Mn _ , ), by Frobenius reciprocity 
~=((C~lOC~-11)Cm-11, Cmn-.i, 1’1) 
=(Res([m] 0 [n]), [mn-,j- 1, 1’1) 
= ([ml 0 [n], Ind([mn-j- 1, 1’1)) 
=([m] 0 [n], [mn-j, l’]+ [mn-j- 1,2, I’-‘] + [mn-j- 1, l’+‘]) 
and since the three multiplicities are nonnegative integers they must all be 
zero, proving almost all of part (b). For the remaining cases, we have that, 
by induction and L-R, the representations [mn ~ 1 ] and [mn - 2, 1 ] both 
appear in ([ml 0 [n - l])[m - 1 ] with multiplicity one. 
Then by Frobenius reciprocity as above we obtain 
Now we may finish the proof in two ways. By appealing to part (a) for 
j = 0 we are done immediately. Alternatively, by 2.2b and the Murnaghan- 
Nakayama rule applied to an mn-cycle, 
~=(CmlOC~l,C~~l~-~C~lOC~l,C~~-~,~1), 
and we are also done. 
Remark 2.6. Note that by the alternate proof of part (b), in light of 
2.2a statement 2.2b is equivalent to the statement ([ml 0 [In], [mn]) = 1. 
THEOREM 2.1. For n = 3, the plethysm [m] 0 [n] is determined by the 
conditions in Proposition 2.2. 
Proof: For ;1+ 3m - 1 (resp. ;L +- 3m), we let 
a(m;~)=((CmlOC21)Cm-11~C~l) 
(rev. Ah A) = (Cm1 0 C31, CAI)). 
If 1= (A,, ;I,, A,), let A + 2 denote the partition (A, + 2, A2 + 2, A3 + 2). 
We will say 2 z 2 if I, z 2, in which case we let A- 2 denote the partition 
(A,-2,/I,-2,1,-2). 
We also let ;1(‘)= [ll, + 1, I,, A,] and similarly for A’*‘, AC3). First, we 
claim 
a(m+2;lb+2)=a(m;I). (2.8) 
481 I?9 I-X 
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This in fact follows from the validity of (2.7) for n = 2, but we will merely 
observe that it is a direct calculation using (2.3a) and L-R. Similarly (com- 
pare 2.5b) we have that 
a(m; 3m - 3, 1, 1) = 0. (2.9) 
(Note (2.8) and (2.9) are valid for all m.) 
We shall prove the theorem by induction on m. Let P(m) be the state- 
ment Z’(m): The representation R = [m] 0 [3] is determined by 
(a) R restricted to ,X3,,-, is ([ml 0 [2])[m- l] 
(b) (R C3ml)= 1. 
(Part (a) of P(m) is (2.2a), and part (b) is equivalent to (2.2b) by Remark 
2.6.) 
The statement P(m) is equivalent to the statement Q(m): The following 
system of equations has the unique solution in non-negative integers 
f(A) = A(m; 3.): 
(a) for every partition j” of 3m - 1 of length at most 3, 
,i, ,f(l.(“) = a(m; A) 
(b) f(3m) = 1. 
Here we understand that the functions ,f and g (defined below) vanish on 
1 if i is not a partition. 
Part (a) of P(m) is equivalent to part (a) of Q(m) by Frobenius 
reciprocity, for, if Ind denotes inducing from ,?I,,,-, to Z3m, 
4m; A)= (([ml 0 PlKm- 11, [Al)= (Cm1 0 C31, InWJ)) 
= i: (Cm1 0 C31, CA’i’l)+ (Cm1 0 C31, CA,, A,, J.,, 11) 
r=l 
and the last term vanishes as [I., , A,, I,, l] is a partition into more than 
3 parts. 
Our induction will show Q(m) implies Q(m + 2), so to start we must 
check not only m = 1 (trivial) but also m = 2 (easy). 
Assume Q(m) holds, and consider Q(m + 2). 
Consider first the subsystem of (a) given by all partitions i b 2. Let us 
set g(1- 2) = A(m + 2; i). Then, by (2.2a), for each 12 2 
c g((A-2)(i))= a(m + 2; A) = a(m; A- 2), 
I= I 
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where the last equality is given by (2.8), and all partitions of 3m - 1 appear 
on the right. Rewritten to sum over all partitions of 3m - 1, this subsystem 
of (a) is equivalent to 
(a’) i g(A(“) = a(m; 2). 
i=l 
Furthermore, g(3m) = A(m + 2; 3m + 2,2,2) = 1 by (2Sa), so we have 
(b’) AWlI= 1. 
But (a’) and (b’) are precisely the equations in Q(m), so by the inductive 
hypothesis they have the unique solution 
A(m + 2; A+ 2) =g(A) = A(m; A). 
Thus f(1) is uniquely determined for I > 2. We consider the remaining 
partitions. We first have the equation 
f(3m+4,1, l)+f(3m+3,2, l)=a(m+2;3m+3,1,1). 
As the right-hand side is zero (by 2.9), the left-hand side is determined. 
(Recall the solution must be nonnegative). Now we proceed inductively 
and consider the equation involving the partition (3m + 4 - k, k, 1 ), k > 1, 
assuming we have already solved the corresponding equation involving 
k- 1. It is 
f(3m+5-k,k, l)+f(3m+4-k,k+l, l)+f(3m+4-k,k,2) 
=a(m+2;3m+4-k,k, 1). 
The first term on the left was determined by the equation involving k - 1, 
and the third is a partition L with 12 2, so is known by our induction, and 
thus the second term is uniquely determined. 
We have finished with the equations involving partitions A with & 3 1; 
it remains to consider the case 1, = 0. 
First, f(3(m + 2)) = 1 is determined by (b) in the system for Q(m + 2). 
We next have the equations 
f(3m+6)+f(3m+5, l)=a(m+2;3m+5) 
f(3m+5, 1)+f(3m+4,2)+f(3m+4,1,1)=a(m+2;3m+4,1) 
successively determining f (3m + 5, 1) and f(3m + 4,2). 
Now as before, we solve the equation involving the partition 
(3m + 5 -k, k) for k > 1, assuming we have solved the equation involving 
k- 1. It is 
f(hz+6-k,k)+f(3m+5-k,k+l)+f(3m+5-k,k, 1) 
=a(m+2;3m+5-k,k) 
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and again the first and third terms are already known, thereby determining 
the second and completing the induction, and hence the proof. (We have 
shown that the system has a unique solution; asf(i-) = A(m; A) is a solution 
it must be the solution.) 
Remark 2.10. One can use (2.3) and (2.7) to obtain an explicit answer 
for [m] 0 [3]. This is long known, however [Th], so we will not state 
it here. See also [CGR, Theorem 4.11, where, more generally, explicit 
formulae are derived for [m] 0 [/?I for any /? t 3. 
Conjecture 2.11. Call a partition A = (A,, &, . ..) even if each A, is 
even. Then [JK, Theorem 5.4.231 it is known that, for A I- 2n, 
([2] 0 [n], [I.]) = 1 for i even, 0 otherwise. We conjecture the following, 
which is true for n < 3 (as can be checked from [CGR, 4.11) and for m = 4, 
6, n = 4 (as we have computed): 
Let m be an even integer and let 1 t- mn be an even partition 
into at most n parts. Then ([ml 0 [n], [A])> 1. 
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