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Abstract
In Voronoi method, the reconstruction functions χn are not well-behaved, i.e., not continuous,
which affect the convergence rate of this algorithm. In this paper, first, we obtain well-behaved re-
construction functions in place of χn; second, when the sampling set {xn: n ∈ Z} is denser, we
obtain a faster convergent reconstruction iterative algorithm using analog to the mth order B-spline
reconstruction functions ϕn(f )(x).
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1. Introduction
The sampling problem is one of the standard problems in signal analysis. Since a sig-
nal f (x) cannot be recorded in its entirety, it is sampled at a sequence {xn: n ∈ Z}. Then
the question arises how f can be reconstructed or at least approximated from the sam-
ples f (xn).
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pling theorem [6,10] by Shannon, Whittaker, Kotel’nikov and others provides an explicit
reconstruction. Assume that a function f ∈ B[−π,π]. Then f can be recovered exactly from
its samples {f (k): k ∈Z} by the interpolation formula
f (x) =
∑
k∈Z
f (k)sinc(x − k),
where
sinc(x) = sinπx
πx
and B[−π,π] =
{
f ∈ L2(R), supp fˆ ⊂ [−π,π]}.
The Fourier transform fˆ of f ∈ L2(R) is defined as
fˆ (ξ) = 1√
2π
∫
R
f (x)e−ixξ dx,
its inverse is f (x) = 1√
2π
∫
R fˆ (ξ)e
ixξ dξ .
The problem for irregular sampling sets {xn: n ∈ Z} is more difficult. The irregular
sampling problem has inspired many difficult and deep theorems which culminate in the
work of A. Beurling P. Malliavin and H. Landau [2,7].
In [1,3], authors investigate the sampling problem in the more general shift invari-
ant spaces and give a similar iterative algorithm. We notice that the Paley–Wiener space
B[−π,π] does not belong to the kind of the shift invariant spaces discussed in [1,3] because
sinc(x) /∈ W 1. This means that the shift invariant spaces considered in [1,3] are the dif-
ferent kind and it will be a problem for our coming research to consider it our method is
possible to be generalized to the more general setting of the spaces in [1,3].
In this paper, our goal is the development of efficient reconstruction algorithms and
ultimately their numerical implementation in Paley–Wiener space. A famous and efficient
reconstruction in [11], a function in Paley–Wiener space can be reconstructed by quasi-
interpolant projection algorithm, that is:
We assume that the sampling set {xn: n ∈Z} is ordered by magnitude, i.e., · · · < xn−1 <
xn < xn+1 < · · · and denote the midpoints between the sampling points by yn, i.e., yn =
(xn + xn+1)/2.
Theorem 1.1 (Voronoi method [11]). If δ = supn∈Z (xn+1 − xn) < 1, then f ∈ B[−π,π] is
uniquely determined by its samples f (xn) and can be reconstructed iteratively as follows:
set
f1 = PQXf = P
(∑
n∈Z
f (xn)χn
)
, fk+1 = fk + PQX(f − fk).
Then limk→∞ fk = f in L2(R) and
‖f − fk‖L2(R)  δk‖f ‖L2(R),
where the operator P is defined aŝ(Pf ) = fˆ χ[−π,π], χn is the characteristic function
of the interval [yn−1, yn), i.e., χn = χ[yn−1,yn), the operator QX is defined as QXf =∑
f (xn)χn.n∈Z
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In Theorem 1.1, since f ∈ B[−π,π] is analytic, though such algorithm is convergent,
the convergence effected by the characteristic function χn. In this paper, firstly, we obtain
a conclusion similar to Theorem 1.1 but the quasi-interpolant functions are the “smooth”
bell functions bn in place of the characteristic functions χn; secondly, if we know more
information on the sampling set, for example, the gap of the sampling set satisfies δ < 1
m
,
where m is some positive integer and m> 1, in this case, we improve the algorithm in
Voronoi method which the quasi-interpolant functions ϕn(f )(x) analog to B-spline func-
tions in place of f (xn)χn, that is to say, if the gap δ < 1/m, we improve the convergence
rate from ‖f − fk‖L2(R) = O(δk) to ‖f − fk‖L2(R) = O(δmk).
2. The bell functions bn(x) and reconstruction algorithm
In Voronoi method, the quasi-interpolant functions are χn and their smoothness will
influent the convergence in reconstruction. Replacing a characteristic function by a smooth
C∞ bell function has been investigated in [9] where smooth C∞ bell functions play a
significant role in obtaining wavelet frames. Therefore, we will choose a series of C∞
functions, that is the bell functions bn replace of χn. To state our result, at first, we introduce
the bell functions bn over [yn−1, yn], where yn−1 < yn.
We begin by choosing a non-negative function f (x) and g(x) as
f (x) =
{0, x  0,
e−1/x2 , x > 0,
g(x) =
x∫
−∞
f (1 + t)f (1 − t) dt.
It follows that g(x) ∈ C∞ and g(x) = 0 when x < −1 and g(x) > 0 when x > −1. Note
that g(x) = g(1) for x  1. If we set
θ(x) = g(x)
2
g(−x)2 + g(x)2 ,
then θ(x) + θ(−x) = 1, for x ∈R, and θ ∈ C∞.
We now put
S(x) = sin2
(
π
2
θ
(
x

))
and C(x) = cos2
(
π
2
θ
(
x

))
,
where  is small. Obviously, we can obtain the relation
S(x) + C(x) = 1 and S(−x) = C(x).
The bell functions bn over [yn−1, yn] are defined by
bn = S(x − yn−1)C(x − yn)
for all x ∈R. We list the basic properties of the bell functions bn:
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(2) bn(x) = S(x − yn−1), when x ∈ [yn−1 − , yn−1 + ],
(3) bn(x) = 1, when x ∈ [yn−1 + , yn − ],
(4) bn(x) = C(x − yn), when x ∈ [yn − , yn + ],
(5) ∑n bn(x) = 1 for all x ∈R,
where we choose  sufficiently small such that yn−1 +  < yn − . These properties can be
easily obtained by using the definition of the bell functions bn over [yn−1, yn].
Similar to Theorem 1.1, we have
Theorem 2.1. If δ = supn∈Z (xn+1 − xn) < 1, we can choose a positive number  such
that f ∈ B[−π,π] is uniquely determined by its samples f (xn) and can be reconstructed
iteratively as follows: set
f1 = PQXf = P
(∑
n∈Z
f (xn)bn
)
, fk+1 = fk + PQX(f − fk).
Then limk→∞ fk = f in L2(R) and
‖f − fk‖L2(R)  τ k‖f ‖L2(R),
where δ < τ < 1 and the operator P is defined aŝ(Pf ) = fˆ χ[−π,π], bn is the bell function
over the interval [yn−1, yn), and the operator QX is defined as QXf =∑n∈Z f (xn)bn.
To prove Theorem 2.1, we need the following definition and lemma.
Definition 2.1. A sequence {fn}n∈Z of vectors belonging to a Hilbert spaceH is said to be
a Bessel sequence if∑
n∈Z
∣∣(f,fn)∣∣2 < M‖f ‖2H
for every element f ∈H, where M is a constant.
Lemma 2.1. [12] If {λn} is a separated sequence of real numbers, then the system {eiλnt }
forms a Bessel sequence in L2[−π,π].
Lemma 2.2. If f ∈ B[−π,π] and {xn} is a separated sequence, then there exists a con-
stant M such that∑
n∈Z
∣∣f (xn)∣∣2 M‖f ‖2L2(R).
Proof. Since f ∈ B[−π,π], by Lemma 2.1, there exists a constant M such that∑∣∣(fˆ , e−ixnξ )∣∣2 M‖fˆ ‖2
L2(R).
n∈Z
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n∈Z
∣∣f (xn)∣∣2 M‖f ‖2L2(R). 
Lemma 2.3 (Bernstein’s inequality). If f ∈ B[−π,π], then f ′ ∈ B[−π,π] and
‖f ′‖ π‖f ‖.
Lemma 2.4 (Wirtinger’s inequality). If f,f ′ ∈ L2(a, b) and either f (a) = 0 or f (b) = 0,
then
b∫
a
∣∣f (x)∣∣2 dx  4
π2
(b − a)2
b∫
a
∣∣f ′(x)∣∣2 dx.
Lemma 2.5. [8] Let a be a bounded operator on a Banach space (B,‖·‖B) that satisfies
for some positive constant γ < 1,
‖f − Af ‖B  γ ‖f ‖B for all f ∈ B.
Then A is invertible on B and f can be recovered from Af by the following iteration
algorithm. Setting f1 = Af and
fn+1 = fn + A(f − fn)
for n 1, we have
lim
n→∞fn = f
with the error estimate after n iterations
‖f − fn‖B  γ n‖f ‖B.
Proof of Theorem 2.1. Since
‖f − PQXf ‖2L2(R) = ‖Pf − PQXf ‖2L2(R) 
∥∥∥∥∑
n∈Z
(
f − f (xn)
)
bn
∥∥∥∥2
L2(R)
=
∑
n∈Z
yn−∫
yn−1+
∣∣f (x) − f (xn)∣∣2 dx
+
∑
n∈Z
yn−1+∫
yn−1−
{∣∣f (x) − f (xn)∣∣2S2 (x − yn−1)
+ ∣∣f (x) − f (xn−1)∣∣2C2 (x − yn−1)}dx
= I − II,
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I =
∑
n∈Z
yn∫
yn−1
∣∣f (x) − f (xn)∣∣2 dx
and
II =
∑
n∈Z
yn−1+∫
yn−1
∣∣f (x) − f (xn)∣∣2 dx + ∑
n∈Z
yn∫
yn−
∣∣f (x) − f (xn)∣∣2 dx
−
∑
n∈Z
yn−1+∫
yn−1−
{∣∣f (x) − f (xn)∣∣2S2 (x − yn−1)
+ ∣∣f (x) − f (xn−1)∣∣2C2 (x − yn−1)}dx.
For the first part I, we use Wirtinger’s inequality:
I =
∑
n∈Z
yn∫
yn−1
∣∣f (x) − f (xn)∣∣2 dx = ∑
n∈Z
( xn∫
yn−1
+
yn∫
xn
)∣∣f (x) − f (xn)∣∣2 dx

∑
n∈Z
(
4
π2
(xn − yn−1)2
xn∫
yn−1
∣∣f ′(x)∣∣2 dx + 4
π2
(yn − xn)2
yn∫
xn
∣∣f ′(x)∣∣2 dx)
 δ
2
π2
∑
n∈Z
yn∫
yn−1
∣∣f ′(x)∣∣2 dx.
Use Bernstein’s inequality to obtain
I δ
2
π2
‖f ′‖2
L2(R)  δ
2‖f ‖2
L2(R).
For the second part II, we have
II =
∑
n∈Z
∫
0
∣∣f (t + yn−1) − f (xn)∣∣2 dt + ∑
n∈Z
0∫
−
∣∣f (t + yn−1) − f (xn−1)∣∣2 dt
−
∑
n∈Z
∫
−
{∣∣f (t + yn−1) − f (xn)∣∣2S2 (t) + ∣∣f (t + yn−1) − f (xn−1)∣∣2C2 (t)}dt
=
∑
n∈Z
∫
0
{∣∣f (t + yn−1) − f (xn)∣∣2 + ∣∣f (−t + yn−1) − f (xn−1)∣∣2
− ∣∣f (t + yn−1) − f (xn)∣∣2S2 (t) − ∣∣f (t + yn−1) − f (xn−1)∣∣2C2 (t)
− ∣∣f (−t + yn−1) − f (xn)∣∣2C2 (t) − ∣∣f (−t + yn−1) − f (xn−1)∣∣2S2 (t)}dt.
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in [0, ] and S(t) + C(t) = 1,
II 1
2
∑
n∈Z
∫
0
C(t)
{
3
∣∣f (t + yn−1) − f (xn)∣∣2 − ∣∣f (−t + yn−1) − f (xn)∣∣2
+ 3∣∣f (−t + yn−1) − f (xn−1)∣∣2 − ∣∣f (t + yn−1) − f (xn−1)∣∣2}dt
= 1
2
∑
n∈Z
∫
0
C(t)
{(
f (xn) − 3f (t + yn−1) − f (−t + yn−1)2
)2
− 3(f (t + yn) − f (−t + yn))2}dt
−3
4
∑
n∈Z
∫
0
(
f (t + yn) − f (−t + yn)
)2
dt.
Using integral mean formula [4], we have
II−3
4
∑
n∈Z

(
f (ξ + yn) − f (−ξ + yn)
)2
,
where ξ ∈ [0, ]. By Lemma 2.2,
II−3
4
 · 2M‖f ‖2
L2(R).
Since δ < 1, we can choose  small such that δ2 + 3M2  < 1. Set τ 2 = δ2 + 3M2  < 1, this
proves that
‖f − PQXf ‖2L2(R)  τ 2‖f ‖2L2(R).
Using Lemma 2.5, this completes the proof of Theorem 2.1. 
3. Improved Voronoi method
In Theorem 1.1, when the sampling set {xn: n ∈ Z} is denser, for example, δ =
supn∈Z (xn+1 − xn) < 1m , where we set · · · < xn−1 < xn < xn+1 < · · ·, its convergence
of ‖f − fk‖ is only (δ)k . In this section, we obtain faster convergence.
At first, we define reconstruction functions ϕn(f )(x) as follows.
Case 1. m is an even positive integer, where we suppose k is a positive integer such that
k  m .2
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ϕn(f )(x) = f (xn+k)
(m − 1)!
{(
k − 1 + x − xn+k−1
xn+k − xn+k−1
)m−1
−
(
m
1
)(
k − 2 − x − xn+k−1
xn+k − xn+k−1
)m−1
+ · · ·
+ (−1)k−1
(
m
k − 1
)(
x − xn+k−1
xn+k − xn+k−1
)m−1}
+ f (xn+k−1) − f (xn+k)
(m − 1)!
{
(k − 1)m−1 −
(
m
1
)
(k − 2)m−1
+ · · · + (−1)k−2
(
m
k − 2
)}
·
(
x − xn+k
xn+k−1 − xn+k
)m−1
.
When xn+m2 +k−1  x  xn+m2 +k , set
ϕn(f )(x) =
f (xn+m2 +k−1)
(m − 1)!
{((
m
2
− k
)
+ x − xn+
m
2 +k
xn+m2 +k−1 − xn+m2 +k
)m−1
−
(
m
1
)((
m
2
− k − 1
)
+ x − xn+
m
2 +k
xn+m2 +k−1 − xn+m2 +k
)m−1
+ · · ·
+ (−1)m2 −k
(
m
m
2 − k
)(
x − xn+m2 +k
xn+m2 +k−1 − xn+m2 +k
)m−1}
+ f (xn+
m
2 +k) − f (xn+m2 +k−1)
(m − 1)!
{(
m
2
− k
)m−1
−
(
m
1
)(
m
2
− k − 1
)m−1
+ · · · + (−1)m2 −k−1
(
m
m
2 − k − 1
)}
×
(
x − xn+m2 +k−1
xn+m2 +k − xn+m2 +k−1
)m−1
.
When x  xn and x  xn+m, set
ϕn(f )(x) = 0.
Case 2. m is an odd positive integer and m > 1, similarly, we suppose k is a positive integer
such that k  m−12 .
When xn+k−1  x  xn+k , ϕn(f )(x) is similar to Case 1, i.e.,
ϕn(f )(x) = f (xn+k)
(m − 1)!
{(
k − 1 + x − xn+k−1
xn+k − xn+k−1
)m−1
−
(
m
)(
k − 2 − x − xn+k−1
)m−1
+ · · ·
1 xn+k − xn+k−1
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(
m
k − 1
)(
x − xn+k−1
xn+k − xn+k−1
)m−1}
+ f (xn+k−1) − f (xn+k)
(m − 1)!
{
(k − 1)m−1 −
(
m
1
)
(k − 2)m−1
+ · · · + (−1)k−2
(
m
k − 2
)}
·
(
x − xn+k
xn+k−1 − xn+k
)m−1
.
When x
n+m+12 +k−1  x  xn+m+12 +k , set
ϕn(f )(x) =
f (x
n+m+12 +k−1)
(m − 1)!
{(
m − 1
2
− k +
x − x
n+m+12 +k
x
n+m+12 +k−1 − xn+m+12 +k
)m−1
−
(
m
1
)(
m − 1
2
− k − 1 +
x − x
n+m+12 +k
x
n+m+12 +k−1 − xn+m+12 +k
)m−1
+ · · · + (−1)m−12 −k
(
m
m−1
2 − k
)( x − x
n+m+12 +k
x
n+m+12 +k−1 − xn+m+12 +k
)m−1}
+
f (x
n+m+12 +k) − f (xn+m+12 +k−1)
(m − 1)!
{(
m − 1
2
− k
)m−1
−
(
m
1
)(
m − 1
2
− k − 1
)m−1
+ · · · + (−1)m−12 −k−1
(
m
m−1
2 − k − 1
)}
×
( x − x
n+m+12 +k−1
x
n+m+12 +k − xn+m+12 +k−1
)m−1
.
When x
n+m−12  x 
1
2 (xn+m−12 + xn+m+12 ), defined
M =
{
mm−1 −
(
m
1
)
(m − 2)m−1 +
(
m
2
)
(m − 4)m−1
− · · · + (−1)m−12
(
m
m−1
2
)}
− 2
{
(m − 1)m−1 −
(
m
1
)
(m − 3)m−1
+
(
m
2
)
(m − 5)m−1 − · · · + (−1)m−32
(
m
m−3
2
)}
set
ϕn(f )(x) =
f (x
n+m−12 ) + f (xn+m+12 )
2m(m − 1)!
×
{
mm−1 −
(
m
1
)
(m − 2)m−1 + · · · + (−1)m−12
(
m
m−1
2
)}
−
Mf (x
n+m−12 )
2(m − 1)(x m−1 − x m+1 )m−1
(
x −
x
n+m−12 + xn+m+12
2
)m−1
n+ 2 n+ 2
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f (x
n+m+12 )
2(m − 1)!(x
n+m−12 − xn+m+12 )
(
x −
x
n+m−12 + xn+m+12
2
)m−1
×
{
mm−1 −
(
m
1
)
(m − 2)m−1 · · · + (−1)m−12
(
m
m−1
2
)}
.
When 12 (xn+m−12 + xn+m+12 ) x  xn+m+12 , set
ϕn(f )(x) =
f (x
n+m−12 ) + f (xn+m+12 )
2m(m − 1)!
×
{
mm−1 −
(
m
1
)
(m − 2)m−1 + · · · + (−1)m−12
(
m
m−1
2
)}
−
Mf (x
n+m+12 )
2(m − 1)!(x
n+m+12 − xn+m−12 )m−1
(
x −
x
n+m−12 + xn+m+12
2
)m−1
−
f (x
n+m−12 )
2(m − 1)!(x
n+m+12 − xn+m−12 )m−1
(
x −
x
n+m−12 + xn+m+12
2
)m−1
×
{
mm−1 −
(
m
1
)
(m − 2)m−1 + · · · + (−1)m−12
(
m
m−1
2
)}
.
When x  xn and x  xn+m, set
ϕn(f )(x) = 0.
For example, when m = 3, we have M = −2, so
ϕn(f )(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
f (xn+1)
2
(
x−xn
xn+1−xn
)2
, xn  x  xn+1,
3
8
(
f (xn+1) + f (xn+2)
)+ f (xn+1)2(xn+1−xn+2)2 (x − xn+1+xn+22 )2
− 3f (xn+2)2(xn+1−xn+2)2
(
x − xn+1+xn+22
)2
,
xn+1  x  xn+1+xn+22 ,
3
8
(
f (xn+1) + f (xn+2)
)+ f (xn+2)2(xn+2−xn+1)2 (x − xn+1+xn+22 )2
− 3f (xn+1)2(xn+2−xn+1)2
(
x − xn+1+xn+22
)2
,
xn+1+xn+2
2  x  xn+2,
f (xn+2)
2
( x−xn+3
xn+2−xn+3
)2
, xn+2  x  xn+3,0, else.
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ϕn(f )(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
f (xn+1)
6
(
x−xn
xn+1−xn
)3
, xn  x  xn+1,
f (xn+2)
6
{(
1 + x−xn+1
xn+2−xn+1
)3 − 4( x−xn+1
xn+2−xn+1
)3}
+ f (xn+1)−f (xn+2)6
( x−xn+2
xn+1−xn+2
)3
,
xn+1  x  xn+2,
f (xn+2)
6
{(
1 + x−xn+3
xn+2−xn+3
)3 − 4( x−xn+3
xn+2−xn+3
)3}
+ f (xn+3)−f (xn+2)6
( x−xn+2
xn+3−xn+2
)3
,
xn+2  x  xn+3,
f (xn+3)
6
( x−xn+4
xn+3−xn+4
)3
, xn+3  x  xn+4,
0, else.
Using the definition of ϕn(f )(x), we have the following improved result.
Theorem 3.1. Giving a positive integer m > 1, if δ = supn∈Z (xn+1 − xn) < 1m , then f ∈
B[−π,π] is uniquely determined by its samples f (xn) and can be reconstructed iteratively
as follows: set
f1 = PQXf = P
(∑
n∈Z
ϕn(f )(x)
)
, fk+1 = fk + PQX(f − fk).
Then limk→∞ fk = f in L2(R) and
‖f − fk‖L2(R)  δmk‖f ‖L2(R),
where the operator P is defined as (P̂f ) = fˆ χ[−π,π], the operator QX is defined as
QXf =∑n∈Z ϕn(f )(x).
Remark 3.1. When the sampling dense δ is the same as in Theorems 1.1 and 3.1, that is
δ < 1
m
, the convergency of algorithm in Theorem 1.1 is ‖f − fk‖L2(R)  δk‖f ‖L2(R), but
in Theorem 3.1 it is ‖f − fk‖L2(R)  δmk‖f ‖L2(R).
To prove Theorem 3.1, we need another version of Wirtinger’s inequality:
Lemma 3.1. If f ∈ Ck[a, b] and f (a) = f (b) = 0, then
b∫
a
∣∣f (x)∣∣2 dx  (b − a
π
)2k b∫
a
∣∣f (k)(x)∣∣2 dx.
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tend f (x) to and odd function on [−π,π] such that f (0) = f (π) = f (−π) = 0 and
f ∈ Ck[−π,π]. Set
c(f ) = 1√
2π
π∫
−π
f (x)e−ix dx
that is, (c(f )) is the Fourier coefficients of f (x); we have
c0(f ) = 1√
2π
π∫
−π
f (x) dx = 0, c(f ) = −c−(f ),  = 1,2, . . . ,
and
c
(
f (k)
)= (i)kc(f ).
Using Parseval’s formula, we have
π∫
−π
∣∣f (k)(x)∣∣2 dx =∑
 
=0
∣∣(i)kc(f )∣∣2 ∑
 
=0
∣∣c(f )∣∣2 = π∫
−π
∣∣f (x)∣∣2 dx.
By c(f ) = −c−(f ) ( = 1,2, . . .) and c0(f ) = 0, we can obtain |f (x)|2 and
|f (k)(x)|2 are even functions, so
π∫
0
∣∣f (x)∣∣2 dx  π∫
0
∣∣f (k)(x)∣∣2 dx.
Secondly, for any finite interval [a, b], we define the map
ψ : [a, b] → [0,π],
x → y = π
(
x − a
b − a
)
.
Set g(y) = f ((b−a
π
)y + a) = f (x), we have
a∫
b
∣∣f (x)∣∣2 dx = b − a
π
π∫
0
∣∣g(y)∣∣2 dy  b − a
π
π∫
0
∣∣g(k)(y)∣∣2 dy
= b − a
π
b∫
a
∣∣∣∣f (k)(x)(b − aπ
)k∣∣∣∣2 πb − a dx
=
(
b − a
π
)2k b∫
a
∣∣f (k)(x)∣∣2 dx.
This completes the proof of Lemma 3.1. 
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‖f − PQXf ‖2L2(R) 
∫
R
∣∣∣∣f (x) − ∑
n∈Z
ϕn(f )(x)
∣∣∣∣2 dx
=
∑
k∈Z
xk∫
xk−1
∣∣∣∣∣f (x) −
k−1∑
n=k−m
ϕn(f )(x)
∣∣∣∣∣
2
dx.
Using the proposition of the mth order B-spline with knots at the set {xn, xn+1, . . . , xn+m}
[5], we have
f (xk−1) −
k−1∑
n=k−m
ϕn(f )(xk−1) = f (xk) −
k−1∑
n=k−m
ϕn(f )(xk) = 0.
By Lemma 3.1,
xk∫
xk−1
∣∣∣∣∣f (x) −
k−1∑
n=k−m
ϕn(f )(x)
∣∣∣∣∣
2
dx 
(
xk − xk−1
π
)2m xk∫
xk−1
∣∣f (m)(x)∣∣2 dx

(
δ
π
)2m xk∫
xk−1
∣∣f (m)(x)∣∣2 dx.
In the last step we sum over k and use Bernstein’s inequality to obtain
∑
k∈Z
xk∫
xk−1
∣∣∣∣∣f (x) −
k−1∑
n=k−m
ϕn(f )(x)
∣∣∣∣∣
2
dx 
(
δ
π
)2m ∑
k∈Z
xk∫
xk−1
∣∣f (m)(x)∣∣2 dx

(
δ
π
)2m∥∥f (m)∥∥2
L2(R)  δ
2m‖f ‖2
L2(R).
Applying Lemma 2.5, we complete the proof of Theorem 3.1. 
Acknowledgments
The authors present their sincere thanks to the referee for their valuable and helpful comments and sugges-
tions. The work was also partially done while the author Wei Lin was visiting the Institute for Mathematical
Sciences, National University of Singapore in 2003. The visit was supported by the Institute.
References
[1] A. Aldroubi, K. Gröchenig, Non-uniform sampling and reconstruction in shift-invariant spaces, SIMA
Rev. 43 (2001) 585–620.
[2] J.J. Benedetto, Irregular sampling and frames, in: C.K. Chui (Ed.), Wavelets: A Tutorial in Theory and
Applications, 1992, pp. 445–507.
14 S.-H. Li, W. Lin / J. Math. Anal. Appl. 318 (2006) 1–14[3] W. Chen, B. Han, R.Q. Jia, Maximal gap of a sampling set for the exact iterative reconstruction algorithm in
shift invariant spaces, IEEE Signal Process. Lett. 11 (2004) 655–658.
[4] M. Cheng, D. Deng, R. Long, Real Analysis, Academic Press, PRC, 1993.
[5] C.K. Chui, An Introduction to Wavelet, Academic Press, New York, 1992.
[6] I. Daubechies, Ten Lecture on Wavelets, SIAM, 1992.
[7] R. Duffin, A. Schaeffer, A class of nonharmonic Fourier series, Trans. Amer. Math. Soc. 72 (1952) 341–366.
[8] H.G. Feichtinger, K. Gröchenig, Theory and practice of irregular sampling, in: J.J. Benedetto, M. Frazier
(Eds.), Wavelets: Mathematics and Applications, 1994, pp. 305–363.
[9] B. Han, On dual wavelet tight frames, Appl. Comput. Harmon. Anal. 4 (1997) 380–413.
[10] C.E. Shannon, Communications in the presence of noise, Proc. IRE 37 (1949) 10–21.
[11] W.J. Walker, The separation of zeros for entire functions of exponential type, J. Math. Anal. Appl. 122
(1987) 257–259.
[12] R. Young, An Introduction to Nonharmonic Fourier Series, Academic Press, New York, 1980.
