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Abstract
As the human, we can recognize the places across a wide
range of changing environmental conditions such as those
caused by weathers, seasons, and day-night cycles. We ex-
cavate and memorize the stable semantic structure of dif-
ferent places and scenes. For example, we can recognize
tree whether the bare tree in winter or lush tree in sum-
mer. Therefore, the intrinsic features that are correspond-
ing to specific semantic contents and condition-invariant of
appearance changes can be employed to improve the per-
formance of long-term place recognition significantly.
In this paper, we propose a novel intrinsic encoder that
excavates the condition-invariant latent space of different
places under drastic appearance changes. Our method ex-
cavates the space of intrinsic structure and semantic infor-
mation by proposed self-supervised encoder loss. Differ-
ent from previous learning based place recognition methods
that need paired training data of each place with appear-
ance changes, we employ the weakly-supervised strategy to
utilize unpaired set-based training data of different environ-
mental conditions.
We conduct comprehensive experiments and show that
our semi-supervised intrinsic encoder achieves remarkable
performance for place recognition under drastic appear-
ance changes. The proposed intrinsic encoder outperforms
the state-of-the-art image-level place recognition methods
on standard benchmark Nordland.
1. Introduction
People can easily recognize places under environmental
disturbance. For example, when we see the places in vari-
ous seasons, weather, and illumination as shown in Fig. 1,
we can deduce that four images are in the same place. Why
can human solve place recognition even under drastic ap-
pearance changes?One reason is that human can distinguish
trees, bridge, road, house under environmental disturbance.
Human have strong cognitive competence based on seman-
tic comprehension and environmental adaptation, we can
capture the intrinsic and semantic information under drastic
appearance changes. The challenging task, given an image
Figure 1. Human have strong cognitive competence based on se-
mantic comprehension and environmental adaptation. As the hu-
man, we can capture the intrinsic and semantic information under
drastic appearance changes.
of a place, can a human, animal, or robot decide whether or
not this image is of a place it has already seen, is defined as
visual place recognition [27].
In recent years, visual place recognition has received a
significant amount of attention both in computer vision [4,
52, 51, 1, 2, 15] and robotics communities [8, 31, 33, 5, 21],
motivated by its wide range of applications including au-
tonomous driving [45], adding and refining geo-tags in im-
age collections [57] and augmented reality [34]. The per-
ceptual changes, caused by factors such as day-night cy-
cles, varying weather conditions and seasonal change, still
remain a significant challenge for long-term place recogni-
tion. The key issue is how to extract the condition-invariant
representation of a place under drastic appearance changes.
Recently, much attention is given to two respects: feature-
level and image-level condition-invariant representation.
Feature-level methods focus on extracting condition-
invariant features under drastic appearance changes. Tra-
ditionally hand-crafted features such as SIFT [26] and
SURF [3] are used extensively in many computer vision
tasks. The variants of SIFT, U-SIFT [25], is shown to be
robust of lighting invariance. Instead of utilizing point-
based features, other features such as edge-based features
and whole image descriptors can be chosen. Edge fea-
tures [41] are invariant to lighting, orientation and scale.
SeqSLAM [35] and other sequence-based and trajectory-
based methods [48, 38, 37, 36, 29] are proposed to do lo-
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calization across different environmental conditions. After
that, the methods [50] based on Convolutional Neural Net-
work (CNN) [22] are introduced to solve the environmental
changes. Pre-trained CNN are utilized to extract viewpoint-
and condition-invariant features [50]. Some recent stud-
ies [10, 5, 1, 2, 15] train the CNN for place recognition
based on collected training datasets by triplets loss or classi-
fication loss. However, these learning-based methods need
collect paired training data which consist of the paired im-
ages in the same position and under different environmen-
tal conditions. In practice, the collection of paired training
data is laborious and time-consuming. The domain-based
set-wise training data are relatively easier to collect.
Image-level methods pay attention to capturing intrin-
sic scene appearance under various conditions. In order
to reduce the disturbance of environmental changes, some
works [28, 39, 21] transform the image from original do-
main (e.g., morning and winter) to other domain (e.g., af-
ternoon and summer) as the image preprocessing for place
recognition. However, we have to know which domain the
image is in before the translation of domains. By contrast,
the methods [7, 33, 55] which capture intrinsic scene ap-
pearance under various conditions by removing environ-
mental changes without knowing the domain of the image.
These removal methods are based on hand-crafted models
and empirical analysis, and each method can only solve one
change.
Inspired by strong cognitive competence of human
vision, we propose an intrinsic encoder that captures
condition-invariant intrinsic structure and semantic infor-
mation in computer vision to simulate human cognition in
this paper. The proposed intrinsic encoder is trained based
on set-wise images of various seasons, weathers and day-
night cycles to excavate condition-invariant representation
space, which can work as a image preprocessor for long-
term place recognition. Because pixel-wise corresponding
training data are hard to collect in practice, we design a
self-supervised encoder loss function to train intrinsic en-
coder by weakly-supervised unpaired training data rather
than paired pixel-wise corresponding data motivated by Cy-
cleGAN [59]. Our intrinsic encoder can capture the intrinsic
feature space corresponding to specific semantic contents
implicitly and adapt to various environmental changes. As
far as we know, it is the first method that can handle var-
ious environmental changes simultaneously without paired
training data.
The main contributions of this paper can be summarized
as follows:
• Various natural variation in appearance caused by such
things as weather phenomena, diurnal fluctuation in
lighting, and seasonal changes can be removed by our
intrinsic encoder. One intrinsic encoder can solve mul-
tiple different environmental changes simultaneously.
• Because paired training data which are pixel-wise cor-
responding are difficult to collect in practice, we pro-
posed self-supervised encoder loss to optimize intrin-
sic encoder. Therefore, our intrinsic encoder can
be trained based on weakly-supervised set-wise data
rather than paired training data.
2. Related Work
2.1. Long-term Place Recognition
For visual place recognition task under severe appear-
ance changes, the methods can be broadly divided into two
following dominant branches: (1) feature-level methods
that represent an image as a set of condition-invariant fea-
tures descriptors extracted from interesting locations in the
image, and (2) image-level methods that try to capture in-
trinsic scene appearance under various conditions.
Feature-level methods perform well in the short time
frame where changes in illumination and appearance are
limited. The hand-crafted U-sift [25] has greater illumina-
tion invariance among traditional point-based features [54].
Instead of point-based features, the whole image descrip-
tors are utilized in SeqSLAM [35] to solve place recogni-
tion under extreme weather changes. Convolutional Neural
Network (CNN) is successfully employed in place recog-
nition due to their invariance of illumination and view-
point changes [50]. NetVLAD [1, 2] and CRN [15] train
the network containing novel aggregation layer by triplet
loss for place recognition based on collected paired training
data, which consist of many images under various condi-
tions at the same place. Additionally, the multi-scale fea-
ture encoding CNN [5] are trained to generate condition-
and viewpoint-invariant features based on a massive paired
Specific PlacEs Dataset (SPED) with hundreds of examples
of place appearance change at thousands of different places.
However, these learning-based methods depend on the col-
lected paired training data which consist of the paired im-
ages under different environmental conditions at the same
place.
Feature-level methods fail in situations where the envi-
ronmental changes are greater than their invariance of ro-
tation, scale, illumination and so on, which are offered by
the underlying feature descriptors. Image-level methods are
proposed to capture intrinsic scene appearance under ex-
treme changes. These approaches can be further divided
into two broad categories: (1) transforming the image from
original domain to another, and (2) removing environmen-
tal changes. Belonging to the first category, superpixel-
based appearance change prediction [39], linear regres-
sion [28], and Generative Adversarial Network (GAN) [21]
are employed to address place recognition as a domain
translation task. Belonging to the second category, the
intrinsic scene appearance is captured by removing shad-
ows based on spectral response in [7]. Colin, et. al., [33]
map the original image to an illumination-invariant chro-
maticity space to remove the appearance changes of illu-
mination. Recently, Relit Spectral Angle-Stacked Autoen-
coder (RSA-SAE) [55] is proposed to learn an illumination-
invariant mapping based on a physics-based model for illu-
mination. However, we need to know original domain be-
fore employing the translation of domains Additionally, the
removal-based methods are based on hand-crafted models
and empirical analysis, and each method can only solve one
change.
2.2. GAN
Generative Adversarial Networks (GAN) [11] achieves
impressive results in image generation [9, 43], image edit-
ing [58], image inpainting [42], representation learning [32,
43], and image translation [13, 16, 56, 59]. In its sim-
plest form, a GAN consists of two components: a gener-
ator G, which randomly samples from a latent space and
aims to generate a realistic image that resembles images
from a domain being learned, and a discriminator D whose
task is to correctly discriminate between real and generated
(fake) images. Recently, CycleGAN [59] proposes the cy-
cle consistency loss to utilize unpaired training data for im-
age translation. Compared with GANPL [21] that removes
domain gaps by transforming the image from original do-
main to target domain, we learn a robust intrinsic encoder
that captures latent semantic space to bridge domain gaps in
environmental changes.
Variational autoencoder (VAE) [19, 44] optimizes a vari-
ational bound. VAE consists of an encoder and a decoder,
and the prior distribution of latent variables is Gaussian typ-
ically. Some recent works [18, 30] generate better images
by improving the variational approximation. The VAE-
GAN [20] architecture is proposed to improve image gener-
ation quality of VAE. VAE-GAN is structured by combining
a VAE with a GAN, and it consists of an encoder, a gener-
ator(decoder) and a discriminator. Similar to VAE, the KL
divergence terms in loss function penalize deviation of the
distribution of the latent codes from the prior distribution
in VAE-GAN. The recent work [23] employs VAE-GAN
based on Coupled GANs [24] for unsupervised image-to-
image translation. BGAN [49] learns the discriminative
binary representations for image retrieval based on VAE-
GAN architecture. In this paper, we also employ the con-
struction of encoder, generator(decoder) and discriminator
to train our intrinsic encoder. Different with VAE-GAN, we
capture the stable representations based on self-supervised
encoder loss, rather than the latent space (output of our in-
trinsic encoder) constrained to prior distribution. It is worth
noting that we only employ one encoder rather than several
encoders for various domains in previous image translation
works [20, 23].
3. Method
Inspired by human visual perception, we propose an in-
trinsic encoder to simulate robust and power human cogni-
tion. Our goal is to learn an encoder E, which we called
intrinsic encoder in this paper, that capture stable represen-
tations (RA and RB) in latent space of various domains (A
and B) given training images (XA and XB). As illustrated
in Fig. 2, our network contains an intrinsic encoder E, var-
ious generators (GA and GB) and discriminators (DA and
DB) for different domains (A and B). Our objective con-
sists of three types of terms: (1) encoder loss to enforce
encoder (E) to capture intrinsic information in latent space
from various domains (A and B). (2) adversarial loss [11]
for matching the distribution of generated images to the data
distribution in the original domains (A and B). (3) cycle
loss [59] to encourage an image translated from one do-
main to other and retranslated back to match the original
image and guarantee that we could recover the image from
its intrinsic representation.
3.1. System Architecture
Our framework consists of an encoder (E), generators
(GA and GB) and discriminators (DA and DB). In our
network, the generators and discriminators are different for
various domains, while there is only one encoder which can
remove environmental changes for various domains.
Intrinsic encoder E is the core part of our network. The
inputs of it are the images in various domains, and outputs
are intrinsic representations of the same size (height and
width) as input images in latent space. It captures the in-
trinsic and stable information of images under various con-
ditions and domains, and it removes the interference infor-
mation that changes in different domains.
GeneratorsGA andGB are different for various domains
A andB. Generator aims to generate indistinguishable fake
images based on intrinsic representations in latent space. It
generates the paired images in different domains to train the
encoder by self-supervised strategy.
Discriminators DA and DB are different for various do-
mains A and B. Discriminator tries to distinguish between
real images and generated images. The competition be-
tween discriminator and generator forces the generated im-
ages to be indistinguishable from the real image.
3.2. Intrinsic Encoder
As depicted in Fig. 3, proposed intrinsic encoder consists
of convolution layer, instance normalization layer, ReLU
layer, residual block [12] and tanh layer. In order to prevent
the loss of detailed information, we do not employ pool-
ing layer in our intrinsic encoder. Pooling layer is generally
utilized in Convolutional Neural Network (CNN) and Gen-
erative Adversarial Network (GAN) to achieve partial rota-
Figure 2. Architecture of our model and loss functions. (a) Our model contains an intrinsic encoder E and various generators (GA and
GB) and discriminators (DA and DB) for different domains (A and B). The encoder E is the core of our network, and it can capture the
stable and intrinsic representations (e.g. RA, RB and RAB) from input images (e.g. XA, XB and XAB respectively). DA encourages GA
to generate outputs (e.g. XAA, XBA and XABA) indistinguishable from domain A, and vice versa for DB encourages GB . Adversarial
loss [11] forces the distribution of generated images to the data distribution in the original domains. Cycle loss [59] encourages that an
image translated from one domain to other and retranslated back should match the original image. To further regularize the encoder, we
introduce self-supervised encoder loss that captures the intuition that if we encode the input images from different domains in the same
place we should get same intrinsic representations. Note that the paired images from different domains in the same place are generated
based on our encoder and generators rather than paired real training images. (b) The real training images (XA and XB), generated images
(XAA, XAB , XBB , XBA) and representations ((RA, RB), RAA, RAB , RBB , RBA) are divided into different domains (A, B and Latent
space).
tion invariance and scale invariance. However, the down-
sampling by pooling layer leads to loss of subtle informa-
tion to some degree. If down-sampling is used, deconvolu-
tion layer [40] or sub-pixel layer [47] is generally employed
to up-sampling. In order to prevent the loss of intrinsic
information, we discard the down-sampling layer and up-
sampling layer in our intrinsic encoder.
We repeats residual block [12] several times in our in-
trinsic encoder, and the configuration of residual block [12]
is depicted in Fig. 3 (right) in detail. It consists of convo-
lution layer, instance normalization layer and ReLU layer.
Residual block [12] is widely used in computer vision, and
it achieves remarkable performance on many tasks. The
deep network based on residual block [12] is more easy to
train than a plain network. Our intrinsic encoder employs
N residual blocks to extract high-level intrinsic and robust
representations.
3.3. Loss Function
3.3.1 Adversarial Loss
In order to force the generator to generate more deceptive
images, we employ adversarial loss [11] of generator and
discriminator in our loss function. Generator and discrim-
inator try to defeat each other: the generator aims to pro-
duce images that the discriminator would misclassify them
as realistic images, and the discriminator aims to correctly
identify which image is real and which is generated. The
adversarial loss [11] is applied to different domains. For
domain A, we express the objective as:
Ladv(A) = log(DA(XA)) + log(1−DA(GA(E(XB))))
(1)
Where representations RB = E(XB) are the intrinsic rep-
resentations in latent space. GA aims to generate images
XBA = GA(RB) that look similar to images from domain
A, while DA tries to distinguish between generated images
Figure 3. Configurations of an intrinsic encoder. The intrinsic en-
coder (left) consists of convolution layer, instance normalization
layer, ReLU layer, residual block [12] and tanh layer. Residual
block [12] (right) is the significant part of our intrinsic encoder,
and it includes convolution layer, instance normalization layer and
ReLU layer.
XBA and real images XA. GA aims to minimize this ob-
jective against an adversary DA that tries to maximize it,
i.e. minGAmaxDALadv(A). For domain B, we introduce
a similar adversarial loss as well:
Ladv(B) = log(DB(XB)) + log(1−DB(GB(E(XA))))
(2)
3.3.2 Cycle Loss
In order to guarantee that we can recover the image from
its intrinsic representation, we utilize cycle loss [59] which
works as a regularization term in our full loss function. Cy-
cle loss [59] encourages that we should arrive at where we
started if we translate from one domain to the other and back
again. Therefore, intrinsic representation contains most dis-
criminative information from which we can recover indis-
tinguishable image similar to the real image. The cycle loss
for domain A is defined as follows:
Lcyc(A) = ‖GA(E(GB(E(XA))))−XA‖1 (3)
Where representations RA = E(XA) are the intrinsic rep-
resentations of real images XA. Adversarial loss makes
generate images XAB = GB(RA) look similar to images
from domain B. Representations RAB = E(XAB) are in-
trinsic representations of generated images XAB . Cycle
loss tries to make generate images XABA = GA(RAB)
consistent with corresponding real images XA. For domain
B, we also introduce a similar cycle loss Lcyc(B):
Lcyc(B) = ‖GB(E(GA(E(XB))))−XB‖1 (4)
3.3.3 Encoder Loss
In order to restrict that the intrinsic encoder can capture
the stable and intrinsic representations of images in dif-
ferent domains, we introduce the encoder loss which min-
imizes the distinction of intrinsic representations of gen-
erated paired images in different domains. Adversarial
loss [11] and cycle loss [59] is the basis of self-supervised
encoder loss, and they can be interpreted as the regulariza-
tion term. They try to guarantee the criterion that intrinsic
representations can be recovered to images, and encourage
the intrinsic representations to keep more information. We
introduce an encoder loss Lenc(A) for domainA as follows:
Lenc(A) = ‖E(GA(E(XA)))− E(GB(E(XA)))‖1 (5)
Where representations RA = E(XA) are the intrinsic rep-
resentations of real images XA. We generate paired images
XAA = GA(E(XA)) and XAB = GB(E(XA))) in do-
mains A and B respectively. The distinction of represen-
tations of generated paired images XAA and XAB is mini-
mized to capture intrinsic information and remove unstable
information in various domains. For domain B, we also
introduce a symmetric encoder loss Lenc(B):
Lenc(B) = ‖E(GA(E(XB)))− E(GB(E(XB)))‖1 (6)
Encoder loss is the key to tame various domains to intrinsic
space. In order to overcome the dependence of data, we
meticulously design the encoder loss free from pixel-wise
data.
3.4. Training
Our full objective is:
Lfull = Ladv(A) + Ladv(B)
+αLcyc(A) + αLcyc(B)
+βLenc(A) + βLenc(B)
(7)
Where α and β control the relative importance of various
losses. We aim to solve the various losses jointly as follows:
E∗ = min
E,GA,GB
max
DA,DB
Lfull (8)
Inheriting from GAN, training of proposed framework
results in solving a mini-max problem where the optimiza-
tion aims to find a saddle point. We apply an alternating
gradient update scheme similar to the strategy described in
GAN [11] to solve Eq. 8. Specifically, we first apply a gra-
dient ascent step to update DA and DB with fixed E, GA
andGA. Then we updateE,GA andGA with fixedDA and
DB by gradient descent step.
4. Experiments
Intrinsic encoder provides an effective way to remove
the long-term conditions variation. It can be used for cap-
turing intrinsic and stable representations under drastic ap-
pearance changes. We extensively conduct some qualitative
and quantitative experiments on Nordland database [48, 21]
and the results indicate that our intrinsic encoder achieves
remarkable performance.
4.1. Settings and Database
4.1.1 Database
We demonstrate the performance of our system using the
Nordland1 database. The database has been recorded on
board a train in Norway, over four seasons: spring, summer,
autumn and winter. Nordland dataset also contains changes
of weather (e.g. sunny, cloudy, rainy and snowy) and illumi-
nation as shown in Fig. 1. Therefore, it is particularly suit-
able for the evaluation of our method. The footage consists
of about 10 hours of the video under each weather condi-
tion which has been synchronized using GPS information.
We extract about 3600 images from each video for the train-
ing set. In order to train our intrinsic encoder by unpaired
set-based training data, we randomly pick unpaired training
data from various domains in each step. For the testing set,
we extract about 3600 images frames with no overlap with
the training set. All the images are resized to 100 × 100
pixels.
4.1.2 Implementation Detail
We employ intrinsic encoder, generator and discriminator
to construct our self-supervised network. For the generator
network, we use the excellent architecture successfully used
in style transfer [59] and super-resolution [14]. It consists
of two stride-2 convolution layers, nine residual blocks [12]
with instance normalization [53] and ReLU layer, and two
fractionally-strided convolution layers with stride 12 . For
the discriminator network, we employ the fully convolu-
tional architecture used in [13, 59], which can be applied
to arbitrarily-sized images. Five convolution layers with in-
stance normalization [53] and LeakyReLU layer with slope
0.2 contain 64, 128, 256, 512, and 1 kernels respectively,
followed by a Sigmoid function. As an exception to the
above description, instance normalization [53] is not ap-
plied to the first convolution layer in discriminator network.
For the intrinsic encoder network depicted in Fig. 3, we set
the numbers of residual blocks [12] and convolution ker-
nels to be N = 4 and C = 64 respectively throughout our
experiments.
1https://nrkbeta.no/2013/01/15/nordlandsbanen-minute-by-minute-
season-by-season/
The weight coefficients α and β controlling the relative
importance of various losses are set as α = 10 and β = 1
respectively. For network training, the learn rate is set to
lr = 2 × 10−5 and the training batch size is 1. We use the
Adam solver [17] with parameters of beta1 = 0.5, beta2 =
0.999 and epsilon = 10−8 to optimize the parameters of
our intrinsic encoder, generator and discriminator.
The architecture of our model and loss functions for two
domains can be easily extended to adapt more than two do-
mains (e.g., spring, summer, autumn and winter). We can
pair off any two domains simply. Although this strategy is
straightforward, it achieves remarkable performance in our
experiments.
4.2. Evaluation
We conduct both qualitative and quantitative experi-
ments in this paper. In order to analyze the results quan-
titatively, we apply our intrinsic encoder to long-term place
recognition task [35, 48, 21] which aims at localization un-
der drastic appearance changes. For comparison, SeqS-
LAM [35] is employed as a baseline for long-term place
recognition because our intrinsic encoder is the first method
that can solve multiple different environmental changes si-
multaneously in place recognition as far as we know. In
our method, we use our intrinsic representations to replace
original images in SeqSLAM [35]. Because appearance
changes between winter and other seasons are drastic es-
pecially, we evaluate the results of place recognition across
winter and other three seasons in our experiments. We re-
port the place recognition accuracy with sequence length
len = 1, 4 in [35] and maximum distance dis <= 1.
4.3. Results and Discussions
4.3.1 Ablation Study
We investigate the contributions of proposed encoder loss
by an ablation study. As shown in Table. 1, we show the
contribution of proposed encoder loss Lenc. The ablation
study shows that our encoder loss Lenc is important for
convergence of intrinsic encoder. The encoder loss Lenc
forces the intrinsic encoder to capture the stable and robust
representations of images in different domains. The intrin-
sic representations trained based on proposed encoder loss
Lenc for the same place in different domains are similar,
which contain special discriminative information of seman-
tic contents and patterns.
In order to prove the ability of generalization of proposed
intrinsic encoder, we compare intrinsic encoder trained only
by Summer-Winter data with it trained based on all four sea-
sons data in Table. 1. The intrinsic encoder trained only
by Summer-Winter data still achieves remarkable perfor-
mance for other changing environmental conditions. The
results demonstrate that the ability of generalization of our
Table 1. Accuracy comparison with the intrinsic encoder without Lenc and intrinsic encoder trained only by Summer-Winter data. We
report the place recognition accuracy with various sequence length len = 1, 4 in SeqSLAM [35] and maximum distance dis <= 1. The
results demonstrate that the ability of generalization of our intrinsic encoder is well and our encoder loss Lenc is important for convergence
of intrinsic encoder.
Methods Spring-Winter Summer-Winter Autumn-Winter1 4 1 4 1 4
Intrinsic Encoder without Lenc 61.25 87.22 40.00 75.97 26.67 57.92
Intrinsic Encoder by Summer-Winter 72.50 92.64 55.00 84.03 37.63 69.03
Intrinsic Encoder 81.67 94.72 62.29 86.94 44.58 76.37
intrinsic encoder is well. Therefore, we can only consider a
few typical environments in training stage rather than all
different weather phenomena, lighting scenario, and sea-
sonal changes in practice. It is very impractical and time-
consuming to consider all different weather phenomena,
lighting scenario, and seasonal changes. The good gen-
eralization ability of our intrinsic encoder is significant in
practice.
4.3.2 Qualitative Results
In order to qualitatively demonstrate the effectiveness of
proposed intrinsic encoder, some samples of various sea-
sons and their intrinsic representations extracted by our in-
trinsic encoder are depicted in Fig. 4. Intrinsic representa-
tions are unsuited for direct visualization, because they only
need to be robust to appearance changes and need not be
similar to real images. For the sake of observation, we im-
plement histogram equalization to intrinsic representations
in Fig. 4. The original images (inputs of our intrinsic en-
coder) consist of images at the 4 seasons (spring, summer,
autumn, winter) in the same place. The right images are
corresponding intrinsic representations (outputs of our in-
trinsic encoder) of original images. The four sets of images
(a), (b), (c) and (d) are examples in different positions.
In our intrinsic space, road, tree, grass, mountain, sky-
line and sky are clearly distinguished. Whether the green
lush trees (in spring, summer ,and autumn) or bare trees
(in winter), the trees can be detected and distinguished by
our intrinsic encoder. Regardless of which weather (for ex-
ample, sunshine, cloudy ,and rainy) and category of cloud
(for example, cumulus, cirrus, clear sky, stratus ,and cumu-
lonimbus) the original images belong to, skyline and sky are
marked consistently by our intrinsic encoder. The qualita-
tive results indicate that our intrinsic encoder can capture
specific semantic contents (e.g., skyline, sky ,and tree) and
removes the appearance changes caused by weathers and
seasons. As shown in Fig. 4 (c), this sample consists of
two images (summer and autumn original images) which
are disturbed by windshield wipers. What is surprising is
that our intrinsic encoder can suppress the noise automati-
cally.
Figure 4. Some samples of various seasons and corresponding in-
trinsic representations in the testing set. The images from 1st to
4th rows belong to spring, summer, autumn, winter respectively.
The original images (inputs of our intrinsic encoder) consist of im-
ages at the 4 seasons in the same place. The right images are cor-
responding intrinsic representations (outputs of our intrinsic en-
coder) of original images. The four sets of images (a), (b), (c) and
(d) are examples in different positions.
Different with semantic segmentation methods [6, 46]
that train networks based on pixel-wise category labels with
strong supervision, our intrinsic encoder is trained based
on weakly-supervised labels that only mark the seasons to
which the unpaired training sets belong. We employ pro-
posed self-supervised encoder loss to train the intrinsic en-
coder capturing intrinsic representations of original images
under various appearance changes, with no need for paired
labeled training images corresponding to the same position
under different conditions or pixel-wise category labels.
Note that we need not explicitly assign the specific seman-
tic contents that should be distinguished. Our intrinsic en-
coder can automatically capture condition-invariant intrin-
sic representations forced by proposed self-supervised en-
coder loss. The intrinsic encoder implicitly captures some
specific semantic contents, e.g., road, tree, grass, mountain,
skyline ,and sky.
4.3.3 Quantitative Results
In order to quantitatively show the effect of our intrinsic en-
coder, we apply it to long-term place recognition task [35].
Because our intrinsic encoder is the first method that can
Table 2. Accuracy comparison with the baseline method SeqSLAM [35] and the related state-of-the-art image-level place recognition
method GANPL [21]. We report the place recognition accuracy with various sequence length len = 1, 4 in SeqSLAM [35] and maximum
distance dis <= 1.
Methods Spring-Winter Summer-Winter Autumn-Winter1 4 1 4 1 4
SeqSLAM [35] 38.75 74.58 25.28 49.72 19.58 39.86
GANPL [21] 61.39 89.03 53.47 84.72 43.60 74.86
Intrinsic Encoder 81.67 94.72 62.29 86.94 44.58 76.37
handle various environmental changes simultaneously with-
out paired training data, we employ SeqSLAM [35] as a
baseline for comparison. In Table. 2, We compare our
intrinsic encoder method with the baseline method SeqS-
LAM [35] and the related state-of-the-art image-level place
recognition method GANPL [21]. Our intrinsic representa-
tion significantly boosts the performance of long-term place
recognition. We locate between winter and other three sea-
sons (spring, summer, autumn), and our intrinsic encoder
achieves better results than SeqSLAM [35] consistently.
The proposed intrinsic encoder even boosts the accuracy
more than 20% than GANPL [21] with sequence length
len = 1 for Spring-Winter. It is worth noting that we gen-
erate only one intrinsic encoder rather than multiple gener-
ators in GANPL [21] for various seasons. In testing stage,
an intrinsic encoder can deal with several changing envi-
ronmental conditions simultaneously. However, a generator
in GANPL [21] only aims at one changing environmental
condition.
Consistent with the results in previous sequence-based
works [35, 48] for long-term place recognition, we achieve
higher accuracy with larger sequence length. We still
achieve remarkable performance without sequence-based
information (sequence length len = 1) for challenging
long-term place recognition. Our intrinsic encoder implic-
itly captures specific semantic contents of original images
under seasonal changes. As a result, intrinsic representa-
tion is condition-invariant of appearance changes and it de-
scribes the stable semantic structure of different places and
scenes. Employing condition-invariant intrinsic representa-
tions, we significantly obtain higher location accuracy on
long-term place recognition task. The results demonstrate
that our weakly-supervised intrinsic encoder can capture
condition-invariant representations, which are effective and
robust for long-term place recognition.
5. Conclusion
Motivated by the cognitive competence of human, we
propose a novel intrinsic encoder to capture stable repre-
sentations under drastic appearance changes, such as those
caused by weathers, seasons, and day-night cycles in this
paper. The key characteristic of our intrinsic encoder is
that it is trained based on weakly-supervised set-wise data
rather than pixel-wise paired training data and one intrinsic
encoder can solve various the environmental changes. The
proposed intrinsic encoder can implicitly capture specific
semantic contents and suppress interference of appearance
changes and noise. Therefore, the captured image represen-
tations in intrinsic space are robust and adaptable for long-
term environmental changes.
Experiments on Nordland dataset show that our image-
level intrinsic encoder method boosts the performance on
long-term place recognition task significantly. The exper-
imental results demonstrate that our weakly-supervised in-
trinsic encoder can capture the robust semantic represen-
tations and is effective for long-term place recognition. It
is worth noting that our weakly-supervised method is very
suitable and effective for the situation where the paired
training data are difficult to collect. In practice, the collec-
tion of paired training data is laborious and time-consuming
while the domain-based set-wise training data are relatively
easier to collect.
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