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Abstract
We treat a model of population dynamics in a periodic environment pre-
senting a fast diffusion line. The “road-field” model, introduced in [9], is a
system of coupled reaction-diffusion equations set in domains of different di-
mensions. Here, we consider for the first time the case of a reaction term
depending on a spatial variable in a periodic fashion, which is of great interest
for both its mathematical difficulties and for its applications. We derive neces-
sary and sufficient conditions for the survival of the species in terms of the sign
of a suitable generalised principal eigenvalue, defined recently in [5]. Moreover,
we compare the long time behaviour of a population in the same environment
without the fast diffusion line, finding that this element has no impact on the
survival chances.
Keywords: KPP equations, reaction-diffusion system, line with fast diffusion,
generalized principal eigenvalue, periodic media, periodic nonlinearity, heterogeneous
models.
2010 Mathematics Subject Classification: 35K57, 92D25, 35B40, 35K40,
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1 Setting and main results
This paper investigates some effects of a fast diffusion line in an ecological dynamics
problem. Various examples in the literature showed that, in the presence of roads or
trade lines, some species or infections spread faster along these lines, and then diffuse
in the surroundings. This was observed in the case of the Processionary caterpillar,
whose spreading in France and Europe has been accelerated by accidental human
transport [25]. Another striking proof was given in [15], where the authors point out
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that the COVID-19 epidemics in Northern Italy at the beginning of 2020 diffused
faster along the highways.
A model for biological diffusion in a homogeneous medium presenting a fast dif-
fusion line was proposed by Berestycki, Roquejoffre and Rossi in [9], and since then
is called the road-field model. The authors proved an acceleration effect due to the
road on the spreading speed of an invading species. Since then, a growing number of
articles treated variations of the same system, investigating in particular the effect of
different type of diffusion or different geometries [2, 3, 26].
However, natural environments are usually far from being homogeneous and, more
often than not, territories are a composition of different habitats. Living conditions
and heterogeneity play a strong impact on the survival chances of a species and on
the equilibria at which the population can settle.
Road-field models on heterogeneous environments have been little studied so far,
being more complex to treat. One of the few example is the paper [17] for periodic
exchange terms between the population on the road and the one in the field. Recently,
Berestycki, Ducasse and Rossi introduced a notion of generalised principal eigenvalue
for the road-field system in [5] and, thanks to it, they were able to treat the case of
an ecological niche facing climate change in [6].
Here, we propose an analysis of the asymptotic behaviour of an invasive population
under the assumption of spatial periodicity of the reaction term. Of course, under
this hypothesis we can investigate deeper the dependence of the population on a
natural-like environment and the effects of the road in this balance. Under which
conditions does the population survive in a periodic medium? And does the road
play some role on the survival chances of a species, perturbing the environment and
scattering the individuals, or rather permitting them to reach advantageous zones
more easily? These are the questions we are going to tackle.
1.1 The model
In this paper, we study the reaction-diffusion model regulating the dynamics of a pop-
ulation living in a periodic environment with a fast diffusion channel. The equivalent
of this model for homogeneous media was first introduced by Berestycki, Roquejoffre
and Rossi in [9]. Consider the half plane Ω := R×R+, where we mean R+ = (0,+∞).
The proposed model imposes the diffusion of a species in Ω and prescribes that on
∂Ω = R × {y = 0} the population diffuses at a different speed. We call v(x, t) the
density of population for (x, y) ∈ Ω, hence on the “field”, and u(x) the density of
population for x ∈ R, i.e. on the “road”; moreover, we take D, d, ν, µ positive
constants and c > 0. Then, the system we analyse reads

∂tu−Du′′ − cu′ − νv|y=0 + µu = 0, x ∈ R,
∂tv − d∆v − c∂xv = f(x, v), (x, y) ∈ Ω,
−d∂yv|y=0 + νv|y=0 − µu = 0, x ∈ R.
(1.1)
In Ω, the population evolves with a net birth-death rate represented by f , that
depends on the variable x. This embodies the heterogeneity of the media: in fact,
environments are typically not uniform and some zone are more favourable than
others. There is no dependence in the variable y, since the presence of the road
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itself creates enough heterogeneity in that direction. The function f : R× R>0 → R
is always supposed to be C1 in x, locally in v, and Lipschitz in v, uniformly in x;
moreover, we suppose that the value v = 0 is an equilibrium, that is
f(x, 0) = 0, for all x ∈ R, (1.2)
and that
∃M > 0 such that f(x, v) < 0 for all v > M and all x ∈ R. (1.3)
We will derive some inequalities on the generalised principal eigenvalue of (1.1) for
the general case of f respecting these hypothesis and c possibly nonzero.
The characterisation of extinction or persistence of the species is performed for the
case of c = 0 and f a periodic function, reflecting the periodicity of the environment
in which the population diffuses. We will analyse the case of a KPP nonlinearity,
that is, we require that
f(x, s2)
s2
<
f(x, s1)
s1
for all s2 > s1 > 0 and all x ∈ R. (1.4)
Then, we suppose that there exists ℓ > 0 such that
f(x+ ℓ, s) = f(x, s) for all s > 0 and all x ∈ R. (1.5)
To study the effect of the line of fast diffusion, we will compare the behaviour of
(1.1) to the one of the system{
vt − d∆v − c∂xv = f(x, v), (x, y) ∈ Ω,
−∂yv|y=0 = 0, x ∈ R, (1.6)
whose solution is a function v(x, y) that can be extended by symmetry to the whole
plane, thanks to the Neumann border condition. It is natural to consider system
(1.6) as the counterpart of system (1.1) in the case without the road, since it presents
the same geometry, including the same boundary condition exception made for the
exchange terms that are in place for the case of a fast diffusion channel.
1.2 State of the art
We present here the background that led us consider system (1.1) and some useful
results that are known in the community.
The study of reaction-diffusion equations started with the works by Fisher [14]
and by Kolmogorov, Petrowskii and Piskunov [19], who modelled the spacial diffusion
of an advantageous gene in a population living in a one-dimensional environment
through the equation
∂tv − d ∂2xxv = f(v) (1.7)
for x ∈ R and t > 0. For (1.7), it is supposed that d > 0 and f > 0 is a C1 function
satisfying f(0) = f(1) = 0 and the KPP hypothesis f(v) 6 f ′(0)v for v ∈ [0, 1]. The
first example was a nonlinearity of logistic type, so f(v) = av(1− v) for some a > 0.
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It was shown any solution v issued from a nonnegative initial datum v0 converges to
1 as t goes to infinity, locally uniformly in space; this long time behaviour is called
invasion. The generalisation in higher dimension of equation (1.7) was then used to
study the spatial diffusion of animals, plants, bacteria and epidemics [29, 21].
A vast literature has been originated from the pioneer works, studying various
aspects of the homogeneous equation (1.7), in particular concerning the travelling
fronts. These are solutions of the form v(t, x) = V (x · e + ct) with V : R → [0, 1],
for e a direction, the direction of propagation, and c the speed of propagation of the
travelling front. Other than this, researchers have investigated the asymptotic speed
of propagation at which level sets of a solution starting from v0 expands. These
topics arose already in [14] and [19], and their investigation was continued in many
interesting articles, among which [13] and [1].
The correspondence of the theoretical results with actual data as seen in [29] was
encouraging, however it was clear that natural environments, even at macroscopic
levels, were not well represented by a homogeneous medium, due to the alternation
of forests, cultivated fields, plains, scrubs and many other habitats, as well as roads,
rivers and other barriers [18]. It was necessary to look at more sophisticated features,
as the effects of inhomogeneity, fragmentation, barriers and fast diffusion channels,
and on the top of that, climate change.
A first analysis was carried out in [28, 27] and in [18] for the so-called the patch
model. The authors considered a periodic mosaic of two different homogeneous habi-
tats, one favorable and one unfavorable for the invading species. In [18], the authors
studied the long time behaviour of the population starting from any nonnegative
initial datum. For further convenience, let us give the following definition:
Definition 1.1. For the equation of (1.7) or the system (1.1), we say that
1. extinction occurs if any solution starting from a non negative bounded initial
datum converges to 0 or to (0, 0) uniformly as t goes to infinity.
2. persistence occurs if any solution starting from a non negative, non zero,
bounded initial datum converges to a positive stationary solution locally uni-
formly as t goes to infinity.
In [18], it was empirically shown that the stability of the trivial solution v = 0
determines the long time behaviour of the solutions. A solid mathematical framework
for a general periodic environment was given in [7]. There, the authors considered
the equation
∂tv −∇ · (A(x) · ∇v) = f(x, v) (1.8)
for x ∈ RN and t > 0. The diffusion matrix A(x) is supposed to be C1,α, uniformly
elliptic and periodic; however, for our interest we can suppose A(x) = d IN , where
IN is the identity matrix. The nonlinearity f : R
N × R>0 → R is supposed to be C1
in x, locally in v, and Lipshitz in v, uniformly in x, respecting hypothesis (1.2)-(1.4)
and such that for some L = (L1, . . . , LN), with Li > 0, it holds
f(x+ L, s) = f(x, s) for all s > 0 and all x ∈ RN . (1.9)
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The criterion for persistence or extinction is given via a notion of periodic eigen-
value, that is the unique number λp(−L,RN) such that there exists a solution
ψ ∈ W 2,ploc (RN) to the system

L′(ψ) + λψ = 0, x ∈ RN ,
ψ > 0, x ∈ RN ,
||ψ||∞ = 1,
ψ is periodic in x of periods L,
(1.10)
where L′ is given by
L′(ψ) := d∆ψ + fv(x, 0)ψ. (1.11)
We point out that the existence and uniqueness of λp(−L,RN) is guaranteed by
Krein-Rutman theory. The long time behaviour result in [7] is the following:
Theorem 1.2 (Theorem 2.6 in [7]). Assume f satisfies (1.2)-(1.4) and (1.9). Then:
1. If λp(−L′,RN) < 0, persistence occurs for (1.8).
2. If λp(−L′,RN) > 0, extinction occurs for (1.8).
To prove Theorem 1.2, the authors performed an analysis of λp(−L,RN), proving
that it coincide with the limit of eigenvalues for a sequence of domains invading RN ,
so that it coincides with the generalised principal eigenvalue of the system “without
the road” (1.6). Nowadays, that and many other properties of this eigenvalue can be
found as part of a broader framework in [11]. In Section 2, we will provide further
comments on it.
Another important fact highlighted both in the series in [28, 27, 18] and in [7] is
that the presence of multiple small unfavourable zones gives less chances of survival
than one large one, the surface being equal.
A new difficulty that one may consider while studying ecological problems is,
sadly, the issue of a changing climate. A 1-dimensional model in this sense was first
proposed in [4] and [24], and was later treated in higher dimension in [10]. The
authors first imagined that a population lives in a favourable region enclosed into a
disadvantageous environment; due to the climate change, the favourable zone starts
to move in one direction, but keeps the same surface. The resulting equation is
∂tv −∆v = f(x− cte, v) for x ∈ RN , (1.12)
with e a direction in SN−1 and f : RN × R>0 → R. It was observed that a solution
to (1.12) in the form of a travelling wave v(x, t) = V (x− cte) solves the equation
∂tV −∆V − c e · ∇V = f(x, V ) for x ∈ RN , (1.13)
which is more treatable. The main question is if the population keeps pace with the
shifting climate, that is, if the species is able to migrate with the same speed of the
climate. The answer to this question is positive if a solution to (1.13) exists; this
depends on the value of c. We point out that already in [10] the authors considered
the general case of a possible periodic f(x, v).
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As mentioned before, another feature worth investigation is the effect of fast dif-
fusion channels on the survival and the spreading of species. In fact, the propagation
of invasive species as well as epidemics is influenced by the presence of roads [25, 15].
This observations led Berestycki, Roquejoffre and Rossi to propose a model for ecolog-
ical diffusion in the presence of a fast diffusion channel in [9], the so-called road-field
model. The field is modelled with the halfplane Ω = R × R+ and the line with the
x axis; the main idea is to use two different variables for modelling the density of
population along the line, u, and on the half plane, v. The system reads

∂tu(x, t)−D∂2xxu(x, t) = νv(x, 0, t)− µu(x, t), x ∈ R, t > 0,
∂tv(x, y, t)− d∆v(x, y, t) = f(v), (x, y) ∈ Ω, t > 0,
−d∂yv(x, 0, t) = −νv(x, 0, t) + µu(x, t), x ∈ R, t > 0,
for D, d, ν, µ positive constants; moreover, f ∈ C1 was supposed to satisfy
f(0) = f(1) = 0, 0 < f(s) < f ′(0)s for s ∈ (0, 1), f(s) < 0 for s > 1.
The three equations describe, respectively, the dynamic on the line, the dynamic on
the half plane and the exchanges of population between the line and the half plane.
On the line, the diffusion is faster than in Ω if D > d. In [9], the authors identify the
unique positive stationary solution
(
1
µ
, 1
)
and prove persistence of the population.
Moreover, they show that the presence of the line increases the spreading speed.
Another version of the model with a reaction term for the line was presented by
the same authors in [8], while many variation of the models were proposed by other
authors: with nonlocal exchanges in the direction of the road [22, 23], with nonlocal
diffusion [3, 2], and with different geometric settings [26]. For a complete list, we
refer to [30].
The case of heterogeneous media for systems of road-field type has been so far not
much treated, due to its difficulties. A first road-field model with exchange terms that
are periodic in the direction of the road was proposed in [17]. There, the authors
recovered the results of persistence and of acceleration on the propagation speed
due to the road known in the homogeneous case; they also studied the spreading of
solution with exponentially decaying initial data and calculated their speeds.
Recently, Berestycki, Ducasse and Rossi introduced in [5] a new generalised prin-
cipal eigenvalue fitting road-field system for possibly heterogeneous reaction term;
here, we give its definition directly for the system (1.1). Calling

R(φ, ψ) := Dφ′′ + cφ′ + νψ|y=0 − µφ,
L(ψ) := d∆ψ + c∂xψ − fv(x, 0)ψ,
B(φ, ψ) := d∂yψ|y=0 + µφ− νψ|y=0,
(1.14)
this eigenvalue is defined as
λ1(Ω) = sup{λ ∈ R : ∃(φ, ψ) > (0, 0), (φ, ψ) 6≡ (0, 0), such that
L(ψ) + λψ 6 0 in Ω, R(φ, ψ) + λφ 6 0 and B(φ, ψ) 6 0 in R}, (1.15)
with (φ, ψ) belonging to W 2,3loc (R) × W 2,3loc (Ω). Together with the definition, many
interesting properties and bounds were studied; we will recall some of them later.
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Thanks to that, the same authors were able to investigate the case of a favourable
ecological niche, possibly facing climate change, in [6]. It was proven that the sign
of λ1(Ω) characterises the extinction or the persistence of the population; moreover,
comparing the results with the ones found for the model without the road, a deleteri-
ous effect of the road on the survival chances is always found when there is no climate
change. On the other hand, if the ecological niche shifts, the road has in some cases
a positive effect on the persistence.
1.3 Main results
We are now ready to present the main results of this paper.
1.3.1 The case of a periodic f(x, v)
Here, we consider the case of a nonlinearity that respects the KPP hypothesis and is
periodic in the direction of the road. Moreover, here we always consider c = 0.
We begin by the following result on long time behaviour for solutions of system
(1.1):
Theorem 1.3. Assume f satisfy (1.2)-(1.5), c = 0 and let λ1(Ω) be as in (1.15).
Then the following holds:
1. if λ1(Ω) > 0, then extinction occurs.
2. if λ1(Ω) < 0, then persistence occurs and the positive stationary solution
(u∞, v∞) is unique and periodic in x.
Now, we compare the behaviour of solutions to the system (1.1) with the ones
of system (1.6). This allows us to highlight the effects of the fast diffusion channel
on the survival chances of the population. Actually, since solutions of (1.6) can be
extended by refection to the whole plane, we can make the comparison with equation
(1.8) for A(x) = dI2 and L = (ℓ, 0). The comparison is performed thanks to the
generalised principal eigenvalue λ1(Ω) for system (1.1) and the periodic eigenvalue
λp(−L,R2), as defined in (1.10), for the operator L in dimension 2. We obtain the
following:
Theorem 1.4. Assume f respects hypothesis (1.2)-(1.5), c = 0. Then:
1. if λp(−L,R2) < 0, then λ1(Ω) < 0, that is, if persistence occurs for the system
“without the road” (1.8), then it occurs also for system “with the road” (1.1).
2. if λp(−L,R2) > 0, then λ1(Ω) > 0, that is, if extinction occurs for the system
“without the road” (1.8), then it occurs also for system “with the road” (1.1).
Theorem 1.4 says that the road has no negative impact on the survival chances
of the population in the case of a periodic medium depending only on the variable in
the direction of the road. This is surprising if compared to the results obtained in [6]
(precisely Theorem 1.5, part (ii)), where the authors find that the existence of the
road is deleterious in presence of an ecological niche, and even more counter-intuitive
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owing the fact that fragmentation of the environment lessens the survival chances of
a population, as shown in [7]. This means that, in the case of periodic media, the
presence of the fast diffusion channel does not interfere with the persistence of the
population, which depends only on the environment of a periodicity cell. As seen
in [7], where the dependence of persistence on the amplitude of fragmentation was
studied, if the favourable zones are sufficiently large, the population will eventually
spread in all of them; the presence of the road does not cause loss of favourable envi-
ronment and consequently of persistence chances. However, we expect the spreading
speed to be influenced by the presence of the road, as it has been already proven in
the case of homogeneous environment.
We point out that Theorem (1.3) completes and is in accordance with the results
on long time behaviour found in [9] for a homogeneous reaction term, which we can see
as a particular case of periodicity, which respects positive KPP hypothesis (where the
positivity is requested through f ′(0) > 0). In [9], Theorem 4.1 states the convergence
of any positive solution to the unique positive stationary solution of the system. Since
it is well known that for the homogeneous case it holds λ1(−L,R2) = −f ′(0), the
positivity hypothesis gives that λ1(−L,R2) < 0 and, as a consequence of Theorem 1.6,
that the second case in our Theorem 1.3 occurs. If instead we asked for f ′(0) 6 0, then
we would be in the first case of Theorem 1.3, yielding extinction of the population.
Effects of amplitude of heterogeneity. One may expect that the presence of a
road may alter the complex interaction between more favourable and less favourable
zones, in particular penalising the persistence, since it was shown that populations
prefer a less fragmented environment. However, the road does not interfere with
that; as a consequence, also for environments presenting fast diffusion channels, some
results of the analysis on the effect of fragmentation performed in [7] holds.
Take a parameter α > 0 and consider system (1.1) with nonlinearity
f˜(x, v) = αf(x, v). (1.16)
To highlight the dependence on α, we will call λ1(Ω, α) the generalised principal
eigenvalue defined in (1.15) with nonlinearity f˜ . As a direct consequence of Theorem
(1.4) and Theorem 2.12 in [7], we have the following result on the amplitude of
heterogeneity:
Corollary 1.5. Assume f˜ is defined as in (1.16), f satisfies (1.2)-(1.5), and c = 0.
Then:
1. if
∫ ℓ
0
fv(x, 0) > 0, or if
∫ ℓ
0
fv(x, 0) = 0 and f 6≡ 0, then for all α > 0 we have
λ1(Ω, α) < 0.
2. if
∫ ℓ
0
fv(x, 0) < 0, then λ1(Ω, α) > 0 for α small enough; if moreover there exists
x0 ∈ [0, ℓ] such that fv(x0, 0) > 0, then for all α large enough λ1(Ω, α) < 0.
This result describes with precision the fact that, to persist, a species must have
a sufficiently large favourable zone available. If the territory is more advantageous
than not, then the population persist. If however there environment is generally
unfavourable, the population persists only if there are some contiguous advantageous
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zones large enough; if instead the advantageous zones are fragmented, even if there
is unlimited favourable territory, the population will encounter extinction.
1.3.2 A climate change setting for a general f(x, v)
We consider now a general nonlinearity that depends on the spatial variable in the
direction of the road. We stress the fact that we do not suppose any periodicity, but
the case of a periodic f is a particular case of this setting. Moreover, the following
result is done in the general framework of a possible climate change, so the parameter
c may be different from 0.
Comparison between the systems with and without the road, in the general case,
are done through comparison between λ1(Ω) and the generalised principal eigenvalue
of system (1.6), given by
λ1(−L,Ω) = sup{λ ∈ R : ∃ψ > 0, ψ 6≡ 0 such that
L(ψ) + λψ 6 0 on Ω, −∂yψ|y=0 6 0 on R}
(1.17)
for ψ ∈ W 2,3loc (Ω). With this notation, we have the following:
Theorem 1.6. Assume λ1(−L,R2) as in (1.17) and λ1(Ω) as in (1.15); then
λ1(−L,R2) > λ1(Ω).
In the special case c = 0, some information on the relations between λ1(−L,R2)
and λ1(Ω) was already available in [6]: Proposition 3.1 yields that λ1(−L,R2) > 0
implies λ1(Ω) > 0. Thanks to that and Theorem 1.6, the following result holds:
Corollary 1.7. If c = 0, we have λ1(−L,R2) < 0 if and only if λ1(Ω) < 0.
As already pointed out in [5], even for c = 0 it is not true that λ1(−L,R2) =
λ1(Ω). In fact, it has been found that λ1(Ω) 6 µ, while playing with f one can have
λ1(−L,R2) as large as desired. However, the fact that the two eigenvalues have the
same sign reveals that they are profoundly linked.
1.4 Organisation of the paper
In Section 2, we recall and discuss the properties of the eigenvalues λ1(Ω), λ1(−L,R2)
and λp(−L,R2) already known in the literature. Furthermore, a periodic eigenvalue
for the system (1.1) will be defined; because of the presence of the road, the periodicity
is present only in the x direction. As a consequence, it is useful to define an analogous
generalised eigenvalue for the system without the road (1.6) with periodicity only in
the direction of the road.
In Section 3, one finds the proof of Theorem 1.6 and Theorem 1.4. Moreover, the
relations between the newly defined generalised periodic eigenvalues and the known
ones are shown.
The last Section 4 treats large time behaviour for solutions to (1.1) with c = 0
and periodic f ; this includes the proof of Theorem 1.3.
9
2 Generalised principal eigenvalues and their prop-
erties
Both road-field model and reaction-diffusion equations in periodic media have been
treated in several papers. In this section, we introduce some useful objects and recall
their properties. All along this section we will make repeated use of the operators L,
R and B, that were defined in (1.14).
2.1 Eigenvalues in periodic media
Since L has periodic terms, it is natural to look for eigenfunctions that have the
same periodicity. However, to begin the discussion on the periodic eigenvalue for the
operator L in R2, we consider its counterpart in R. We look for the unique number
λp(−L,R) ∈ R such that there exists a function ψ ∈ W 2,ploc (R) solution to the problem

dψ′′ + fv(x, 0)ψ + λψ = 0, x ∈ R,
ψ > 0, x ∈ R,
||ψ||∞ = 1,
ψ is periodic in x of period ℓ.
(2.1)
In (2.1), the operator L has been replaced by an operator working on R, namely the
Laplacian has been substituted by a double derivative. Notice that existence and
uniqueness of the solution to (2.1), that we call (λp(−L,R), ψp), is guaranteed by
Krein-Rutman theory.
For the operator L, since it has no dependence on the y variable, we have to
introduce a fictive periodicity in order to be able to use the Krein-Rutman theory.
Thus, fix ℓ′ > 0 and consider the problem in R2 of finding the value λp(−L,R2) ∈ R
such that there exists a solution ψ ∈ W 2,ploc (R2) to the system

L(ψ) + λψ = 0, (x, y) ∈ R2,
ψ > 0, (x, y) ∈ R2,
||ψ||∞ = 1,
ψ is periodic in x and y of periods ℓ and ℓ′.
(2.2)
Again we can use the Krein-Rutman theorem to see that there exists a unique couple
(λ(−L,R2), ψℓ′) solving (2.2). Now, with a slight abuse of notation, we consider the
function ψp(x, y) as the extension in R
2 of ψp solution to (2.1). We observe that the
couple (λp(−L,R), ψp) gives a solution to (2.2). Hence,
λp(−L,R2) = λp(−L,R) and ψp ≡ ψℓ′ . (2.3)
This also implies that neither λp(−L,R2) nor ψℓ′ depend on the parameter ℓ′ that
was artificially introduced. From now on, we will use only ψp.
The properties of the eigenvalue λp(−L,R2) were also studied in [11], where it is
called λ′ and defined as
λp(−L,R2) = inf{λ ∈ R : ∃ϕ ∈ C2(R2) ∩ L∞(R2), ϕ > 0,
ϕ periodic in x and y, L(ϕ) + λϕ > 0}. (2.4)
In particular, in Proposition 2.3 of [11] it is stated that the value found with (2.2)
coincides with the one defined in (2.4).
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2.2 Generalised principal eigenvalues for the system with
and without the road and some properties
In this section, we are going to treat eigenvalues that are well defined also for non
periodic reaction functions.
The generalised eigenvalue λ1(Ω) for the system (1.1), that we defined in (1.15),
was first introduced in [5]. Together with this, the authors also proved the interesting
property that λ1(Ω) coincides with the limit of principal eigenvalues of the same
system restricted to a sequence of invading domains. They use some half ball domains
defined as follow for R > 0:
ΩR := BR ∩ (Ω) and IR := (−R,R). (2.5)
Them we have the following characterisation for λ1(Ω):
Proposition 2.1 (Theorem 1.1 of [5]). For R > 0, there is a unique λ1(ΩR) ∈ R and
a unique (up to multiplication by a positive scalar) positive (uR, vR) ∈ W 2,3(IR) ×
W 2,3(ΩR) that satisfy the eigenproblem

R(φ, ψ) + λφ = 0, x ∈ IR,
L(ψ) + λψ = 0, (x, y) ∈ ΩR,
B(φ, ψ) = 0, x ∈ IR,
ψ = 0, (x, y) ∈ (∂ΩR) \ (IR × {0})
φ(R) = φ(−R) = 0.
(2.6)
Moreover,
λ1(ΩR) ց
R→+∞
λ1(Ω).
We point out that, using the strong maximum principle, we have that uR > 0 in
IR and vR > 0 in ΩR.
We also consider the principal eigenvalue on the truncated domains for the linear
operator L(ψ). To do that, for any R > 0 we call BPR the ball of centre P = (xP , yP )
and radius R. We define λ1(−L, BPR) as the unique real number such that the problem{ L(ψR) + λ1(−L, BPR)ψR = 0, (x, y) ∈ BPR ,
ψR = 0, (x, y) ∈ ∂BPR , (2.7)
admits a positive solution ψR ∈ W 2,3(BPR). The existence and uniqueness of such
quantity and its eigenfunction is a well-known result derived via the Krein-Rutman
theory. We also notice that, calling BR the ball with radius R and center O = (0, 0),
the couple (λ1(−L, BR), ψR) is also a solution to the problem

L(ψ) + λψ = 0, (x, y) ∈ ΩR,
∂yψ = 0, x ∈ IR,
ψ = 0, (x, y) ∈ (∂ΩR) \ (IR × {0}).
(2.8)
The proof of that is very simple. If (λ, ψ) is the unique solution to (2.8), by extending
ψ by symmetry in BR we get a solution to (2.7). By the uniqueness of the solution
to (2.7), we get λ = λ1(−L, BR).
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Similarly to what happens with λ1(ΩR), we have that λ1(−L, BR) converges to
the value λ1(−L,Ω) defined in (1.17), as stated in Proposition 2.4 of [6], that we
report here:
Proposition 2.2 (Proposition 2.4 in [6]). It holds
λ1(−L, BR) ց
R→+∞
λ1(−L,Ω).
Another notion of generalised eigenvalue analysed in [11] is the quantity
λ1(−L,R2) = sup{λ ∈ R : ∃ψ > 0, ψ 6≡ 0 such that L(ψ) + λψ 6 0 a.e on R2}
(2.9)
for test functions ψ ∈ W 2,ploc (R2). As stated in Proposition 2.2 of [11], λ1(−L,R2) coin-
cides with the limit of the sequence eigenvalues λ1(−L, Bn). By that and Proposition
2.2, we have
λ1(−L,R2) = λ1(−L,Ω)
With this notation, we can report the following affirmations deriving from Theorem
1.7 in [11] for the case of a periodic reaction function:
Theorem 2.3 (Theorem 1.7 in [11]). Suppose f satisfies (1.5). The following holds:
1. It holds that λp(−L,R2) 6 λ1(−L,Ω).
2. If L is self-adjoint (i.e, if c = 0), then λp(−L,R2) = λ1(−L,Ω).
At last, we recall the following result on the signs of the eigenvalues for the systems
with and without the road:
Proposition 2.4 (Proposition 3.1 in [6]). It holds that
λ1(−L,Ω) > 0 ⇒ λ1(Ω) > 0.
This is the result that, in combination with Theorem 1.6, gives Corollary 1.7.
2.3 The periodic generalised principal eigenvalue for the
road-field system
We introduce here two new eigenvalues that will be useful in the following proofs.
They are somehow of mixed type, in the sense that the domains in which they are
defined are periodic in the variable x and truncated in the variable y. Here, we require
f to be periodic as in hypothesis (1.5).
Given r > 0, let (λp(−L,R× (−r, r)), ψr) be the unique couple solving the eigen-
value problem 

L(ψr) + λψr = 0, (x, y) ∈ R× (−r, r),
ψr(x,±r) = 0, x ∈ R,
||ψr||∞ = 1, ψr is periodic in x.
(2.10)
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The existence and uniqueness of the solution to (2.10) derives once again from Krein-
Rutman theory.
We point out that λp(−L,R× (−r, r)) is decreasing in r by inclusion of domains.
So, there exists a well defined number, that with a slight abuse of notation we call
λp(−L,Ω), such that
λp(−L,R× (−r, r)) ց
r→+∞
λp(−L,Ω). (2.11)
Given r > 0, there exists a unique value λp(R× (0, r)) ∈ R such that the problem

R(φ, ψ) + λφ = 0, x ∈ R,
L(ψ) + λψ = 0, (x, y) ∈ R× (0, r),
B(φ, ψ) = 0, x ∈ R,
ψ(·, r) = 0,
φ and ψ are periodic in x,
(2.12)
has a solution. The proof of the existence can be derived by modifying for periodic
functions the proof of the existence of λ1(ΩR) that is found in the Appendix of [5].
Moreover, we define
λp(Ω) = sup{λ ∈ R : ∃(φ, ψ) > (0, 0), (φ, ψ) periodic in x, such that
R(φ, ψ) + λφ 6 0,L(ψ) + λψ 6 0, and B(φ, ψ) 6 0}
with test functions (φ, ψ) ∈ W 2,3loc (R)×W 2,3loc (Ω).
Then, we have:
Proposition 2.5. Suppose f satisfies (1.5). We have that
λp(R× (0, r)) ց
r→+∞
λp(Ω). (2.13)
Moreover, there exists a couple (up, vp) ∈ W 2,3loc (R) × W 2,3loc (Ω) of positive functions
periodic in x such that satisfy

R(up, vp) + λp(Ω)vp = 0, x ∈ R,
Lvp + λp(Ω)vp = 0, (x, y) ∈ Ω,
B(up, vp) = 0, x ∈ R.
(2.14)
Proof. By inclusion of domains, one has that λp(R× (0, r)) is decreasing in r. Let us
call
λ¯ := lim
r→∞
λp(R× (0, r)).
Step 1. We now want to show that there exists a couple (φ¯, ψ¯) > (0, 0), with
φ¯ ∈ W 2,3loc (R) and ψ¯ ∈ W 2,3loc (Ω), periodic in x, that satisfy

R(φ¯, ψ¯) + λ¯φ¯ = 0, x ∈ R,
L(ψ¯) + λ¯ψ¯ = 0, (x, y) ∈ Ω,
B(φ¯, ψ¯) = 0, x ∈ R.
(2.15)
13
Fix M > 0. First, for all r > M + 2 consider the periodic eigenfunctions (φr, ψr)
related to λp(R× (0, r)). We normalize (φr, ψr) so that
φr(0) + ψr(0, 0) = 1.
Then, from the Harnack estimate in Theorem 2.3 of [5], there exists C > 0 such
that
max{ sup
IM+1
φr, sup
ΩM+1
ψr} 6 Cmin{ inf
IM+1
φr, inf
ΩM+1
ψr} 6 C, (2.16)
where the last inequality comes from the normalization. We can use the interior
estimate for φr and get
||φr||W 2,3(IM ) 6 C ′(||φr||L3(IM+1) + ||ψr||L3(ΩM+1))
for some C ′ depending on M , µ, ν, and D. By that and (2.16), we get
||φr||W 2,3(IM ) 6 C (2.17)
for a possibly different C.
For ψr, in order to have estimates up to the border y = 0 of ΩM , we need to make
a construction. Recall that, calling L := L+ λp(R× (0, r)), ψr solves{
Lψr = 0, (x, y) ∈ ΩM+1,
−d∂yψr|y=0 + νψr|y=0 = µφr, x ∈ IM+1.
We call
ψ˜r := ψre
− ν
d
y
and the conjugate operator
L˜(w) := e−
ν
d
yL
(
e
ν
d
yw
)
.
Now, we have {
L˜ψ˜r = 0, (x, y) ∈ ΩM+1,
−d∂yψ˜r|y=0 = µφr, x ∈ IM+1.
Next, calling
wr(x, y) = ψ˜r(x, y)− d
µ
φr(x)y, (2.18)
we have that 
 L˜wr = −
d
µ
L˜(φr(x)y), (x, y) ∈ ΩM+1,
∂ywr|y=0 = 0, x ∈ IM+1.
(2.19)
Now we define in the open ball BM+1 the function
w¯r(x, y) := wr(x, |y|), (2.20)
that is the extension of wr by reflection; thanks to the Neumann condition in (2.19)
and the fact that wr ∈ W 2,3(ΩM+1), we get that w¯r ∈ W 2,3(BM+1). Also, we define
the function
g(x, y) =
d
µ
L˜(φr(x)|y|). (2.21)
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We also take the operator
L¯w := d∆w + c∂xw + 2νσ(y)∂yw +
(
fv(x, 0) + λp(R× (0, r)) + ν
2
d
)
w (2.22)
where σ(y) is the sign function given by
σ(y) :=
{
1 if y > 0,
−1 if y < 0.
Thanks to the definition (2.20), (2.21) and (2.22), we get that w¯r is a weak solution
to the equation
− L¯w¯r = g for (x, y) ∈ BM+1. (2.23)
Finally, we can apply the interior estimates and get
||w¯r||W 2,3(BM ) 6 C ′(||w¯r||L∞(BM+1) + ||g||L3(BM+1))
for some C ′ depending on M and the coefficients of the equation (2.23). But using
the definition of w¯r and the fact that g is controlled by the norm of φr, we get, for a
possible different C ′,
||w¯r||W 2,3(BM ) 6 C ′(||ψr||L∞(ΩM+1) + ||φr||L∞(IM+1) + ||φr||W 2,3(IM+1)).
Using (2.17) and (2.16), we finally have
||ψr||W 2,3(ΩM ) 6 C.
Thanks to that and (2.17), we have that (φr, ψr) is uniformly bounded in W
2,3(IM)×
W 2,3(ΩM) for all M > 0. Hence, up to a diagonal extraction, (φr, ψr) converge
weakly in W 2,3loc (IM)×W 2,3loc (ΩM) to some (φ¯, ψ¯) ∈ W 2,3loc (IM)×W 2,3loc (ΩM ). By Morrey
inequality, the convergence is strong in C1,αloc (R) × C1,αloc (Ω) for α < 1/6. Moreover,
(φ¯, ψ¯) are periodic in x since all of the (φr, ψr) are periodic. Then, taking the limit
of the equations in (2.12), we obtain that (φ¯, ψ¯) satisfy (2.15), as wished.
Step 2. We now prove that
λ¯ 6 λp(Ω). (2.24)
Take λ¯ and its associated periodic eigenfunctions couple (φ¯, ψ¯) obtained in Step
1. By definition, λp(Ω) is the supremum of the set
A := {λ ∈ R : ∃(φ, ψ) > (0, 0), (φ, ψ) periodic in x, R(φ, ψ) + λφ 6 0,
L(ψ) + λψ 6 0, and B(φ, ψ) 6 0}. (2.25)
Then, using (φ¯, ψ¯) as test functions, we obtain that λ¯ is in the set A given in
(2.25). By the fact that λp(Ω) is the supremum of A, we get (2.24), as wished.
Step 3. We show
λp(Ω) 6 λ¯. (2.26)
Now, take any λ ∈ A and one of its associate couple (φ, ψ). Then, by inclusion
of domains, one gets that for all r > 0 it holds
λ 6 λp(R× (0, r)).
Hence, by taking the supremum on the left hand side and the infimum on the right
one, we get (2.26). By this and (2.24), equality is proven. Moreover, defining
(up, vp) ≡ (φ¯, ψ¯), by (2.15), we have the second statement of the proposition.
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3 Ordering of the eigenvalues
This section is dedicated to show some inequalities and relations between the afore-
mentioned eigenvalues.
3.1 Proof of Theorem 1.6
We start by proving Theorem 1.6. We stress that this is done for the general setting
of c possibly non zero and f(x, v) which may not be periodic.
Proof of Theorem 1.6.
Let us start by proving the first part of the theorem. For all R > 0, there exists
R′ > 0 and a point C ∈ R2 such that BR(C) ⊂ ΩR′ : it is sufficient to take R′ = 3R
and C = (0, 2
3
R). We want to prove that
λ1(−L, BR) > λ1(ΩR′). (3.1)
Suppose by the absurd that (3.1) is not true. Consider ψR the eigenfunction related
to λ1(−L, BR) and vR′ the eigenfunction in the couple (uR′, vR′) related to λ1(ΩR′).
Since infBR(C) vR′ > 0, and both eigenfunctions are bounded, there exists
θ∗ := sup{θ > 0 : vR′ > θψR in BR(C)} > 0.
Since θ∗ is a supremum, then there exists (x∗, y∗) ∈ BR(C) such that vR′(x∗, y∗) =
θ∗ψR(x
∗, y∗). Then, (x∗, y∗) ∈ BR(C) because vR′ > 0 and ψR = 0 in ∂BR(C).
Calling ρ = vR′ − θ∗ψR, in a neighbourhood of (x∗, y∗) we have that
− d∆ρ− c · ∇ρ− fv(x, 0)ρ = λ1(−L, BR)ρ+ (λ1(ΩR′)− λ1(−L, BR))vR′ . (3.2)
We know that ρ(x∗, y∗) = 0 and that ρ > 0 in BR(C). Then (x
∗, y∗) is a minimum
for ρ, so ∇ρ(x∗, y∗) = 0 and ∆ρ(x∗, y∗) > 0. Thus, the lefthandside of (3.2) is non
positive. But by the absurd hypotesis we have (λ1(ΩR′)− λ1(−L, BR))vR′ > 0. This
gives
0 > −d∆ρ(x∗, y∗) = (λ1(ΩR′)− λ1(−L, BR))vR′(x∗, y∗) > 0,
which is a contradiction. With that we obtain that (3.1) is true.
Notice that the eigenvalue λ1(−L, BR(C)) = λ1(−L, BR), where BR is the ball
centred in (0, 0), because f(x, v) does not depend on y, thus system (2.7) on BR(C)
and BR are the same. As a consequence, also their eigenfunctions coincide.
Recall that both λ1(−L,R2) and λ1(Ω) are limits of eigenvalues on limited do-
mains, by Proposition 2.2 and Proposition 2.1. Now, since for all R > 0 there exists
R′ such that (3.1) is true, then passing to the limit we find the required inequality.
3.2 Further inequalities between the eigenvalues
In this section, we collect some results on the ordering of periodic and generalised
eigenvalues for both system (1.1) and eqaution (1.8). Here we require f to be periodic
as in (1.5).
This first result is the analogue of Theorem (2.3) for the system (1.1):
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Theorem 3.1. Suppose f respects hypothesis (1.5). Then:
1. It holds that λ1(Ω) > λp(Ω).
2. If moreover c = 0, then we have λ1(Ω) = λp(Ω).
Proof. 1. By definition, λp(Ω) is the supremum of the set A given in (2.25), while
λ1(Ω) is the supremum of the set
{λ ∈ R : ∃(φ, ψ) > (0, 0), R(φ, ψ) + λφ 6 0,
L(ψ) + λψ 6 0, and B(φ, ψ) 6 0} ⊇ A.
By inclusion of sets, we have the desired inequality.
2. We call
HR := H10 (IR)×H10 (ΩR ∪ (IR ∪ {0})).
For (u, v) ∈ HR, we define
QR(u, v) :=
µ
∫
IR
D|u′|2 + ν ∫
ΩR
(d|∇v|2 − fv(x, 0)v2) +
∫
IR
(µu− νv|y=0)2
µ
∫
IR
u2 + ν
∫
ΩR
v2
.
Now we fix r > 0 and we consider λp(R × (0, r)) ad its periodic eigenfunctions
(φr, ψr). We consider ψr to be extended to 0 in Ω \ (R × (0, r)). This way we have
ψr ∈ H1(ΩR ∪ (IR ∪ {0})).
Then for all R > 1 we choose a C2(Ω) function YR : Ω→ [0, 1] such that
YR(x, y) = 1 if |(x, y)| < R− 1;
YR(x, y) = 0 if |(x, y)| > R;
|∇YR|2 6 C;
where C is a fixed constant independent of R. To simplify the notation later, we call
XR(x) := YR(x, y)|y=0; we also have that XR ∈ C2(R) and |X ′′R| 6 C. We have that
(φrXR, ψrYR) ∈ HR.
Now we want to show that for a suitable diverging sequence {Rn}n∈N we have
QRn(φrXRn, ψrYRn)
n→∞−→ λp(R× (0, r))). (3.3)
First, let us show a few useful rearrangements of the integrals that define
QR(φrXR, ψrYR). We have that∫
IR
|(φrXR)′|2 =
∫
IR
(φrXR)
′ φrX
′
R +
∫
IR
(φrXR)
′ φ′rXR,
=
∫
IR
(φrXR)
′ φrX
′
R +
[
(φrX
2
R)φ
′
r
]R
−R
−
∫
IR
(φrXR) (φ
′′
r XR + φ
′
rX
′
R) ,
=
∫
IR
φ2r |X ′R|2 +
[
(φrX
2
R)φ
′
r
]R
−R
−
∫
IR
φ′′r φrX
2
R,
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by having applied integration by parts on the second line and trivial computation in
the others. Since XR(R) = XR(−R) = 0 and X ′R is supported only in IR \ IR−1, we
get
µD
∫
IR
|(φrXR)′|2 = −µD
∫
IR
φ′′r φrX
2
R + µD
∫
IR\IR−1
φ2r |X ′R|2. (3.4)
With similar computations we get∫
ΩR
d|∇(ψr YR)|2 = −
∫
ΩR
d∆ψr ψr Y
2
R −
∫
IR
(d∂yψr)ψrX
2
R +
∫
ΩR\ΩR−1
d|∇YR|2ψ2r .
(3.5)
Then, we also have∫
IR
(µφrXR − νψrXR)2 =
∫
IR
µφrX
2
R(µφr − νψr)−
∫
IR
νψr X
2
R(µφr − νψr). (3.6)
We now recall that (φr, ψr) is an eigenfunction for the problem (2.12). Thanks to the
third equation of (2.12), the second term in (3.5) cancel out with the second term in
(3.6). Moreover we can sum the first term of (3.4) and the first term of (3.6) and get
−
∫
IR
µDφ′′r φrX
2
R +
∫
IR
µφrX
2
R(µφr − νψr) =
∫
IR
µλp(R× (0, r))φ2rX2R.
Moreover we have that
−
∫
ΩR
d∆ψr ψr Y
2
R −
∫
ΩR
fv(x, 0)ψ
2
r Y
2
R =
∫
ΩR
λp(R× (0, r))ψ2r Y 2R.
So, if we call
PR :=
µ
∫
IR\IR−1
Dφ2r |X ′R|2 + ν
∫
ΩR\ΩR−1
d|∇YR|2ψ2r
µ
∫
IR
(φrXR)2 + ν
∫
ΩR
(ψrYR)2
,
we have that
QR(φrXR, ψrYR) = λp(R× (0, r)) + PR.
Proving (3.3) is equivalent to show that
PRn
n→∞−→ 0 (3.7)
for some diverging sequence {Rn}n∈N. Suppose by the absurd (3.7) is not true. First,
by the fact that the derivatives of XR and YR are bounded, for some positive constant
C we have that
0 6 PR 6 C
µ
∫
IR\IR−1
φ2r + ν
∫
ΩR\ΩR−1
ψ2r
µ
∫
IR
(φrXR)2 + ν
∫
ΩR
(ψrYR)2
By the absurd hypothesis, we have that
lim inf
R→∞
PR = ξ > 0. (3.8)
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Now let us define for all R ∈ N the quantity
αR := µ
∫
IR\IR−1
φ2r + ν
∫
ΩR\ΩR−1
ψ2r .
Since φr and ψr are bounded from above, we have that for some constant k depending
on r, µ, and ν, we have
αR 6 kR. (3.9)
For R ∈ N one has
µ
∫
IR
(φrXR)
2 + ν
∫
ΩR
(ψrYR)
2 =
R−1∑
n=1
αn + µ
∫
IR\IR−1
(φrXR)
2 + ν
∫
ΩR\ΩR−1
(ψrYR)
2.
By comparison with (3.8), we have
lim inf
R→∞
αR∑R−1
n=1 αn
> lim inf
R→∞
αR∑R−1
n=1 αn + µ
∫
IR\IR−1
(φrXR)2 + ν
∫
ΩR\ΩR−1
(ψrYR)2
>
ξ
C
,
so for 0 < ε < ξ/C we have
αR > ε
R−1∑
n=1
αn (3.10)
Thanks to (3.10) we perform now a chain of inequalities:
αR+1 > ε
R∑
n=1
αn = ε
(
αR +
R−1∑
n=1
αn
)
> ε(1 + ε)
R−1∑
n=1
αn > · · · > (1 + ε)R+1 εα1
(1 + ε)3
.
from with we derive that αR diverges as an exponential, in contradiction with the
inequality in (3.9). Hence we obtain that (3.7) is true, so (3.3) is also valid.
By Proposition 4.5 in [5], we have that
λ1(ΩR) = min
(u,v)∈HR ,
(u,v)6=(0,0)
QR(u, v). (3.11)
Hence by (3.11) we have that
λ1(ΩR) 6 QR(φrXR, ψrYR).
Since for all r > 0 there exist R > 0 so that (3.3) holds, we have moreover that
λ1(Ω) 6 λp(R× (0, r)).
Then, recalling Proposition 2.5, we get that
λ1(Ω) 6 λp(Ω).
Since the reverse inequality was already stated in the first part of this theorem, one
has the thesis.
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At last, we prove this proposition of the bounds for λp(−L,Ω).
Proposition 3.2. Suppose f satisfies (1.5). We have that
λp(−L,R2) 6 λp(−L,Ω) 6 λ1(−L,Ω)
and if c = 0 the equality holds.
Proof. Consider any r > 0 and take λp(−L,R×(−r, r)) and its eigenfunction ψr solv-
ing (2.10), that is periodic in x. Then take λp(−L,R2) and its periodic eigenfunction
ψp, that as we have seen in (2.3) does not depend on y, therefore it is limited and
has positive infimum, and solves (2.2). Then, λp(−L,R × (−r, r)) and λp(−L,R2)
are eigenvalues for the same equation in two domains with one containing the other;
hence, one gets that
λp(−L,R2) 6 λp(−L,R× (−r, r)). (3.12)
By using (2.11), from (3.12) we have
λp(−L,R2) 6 λp(−L,Ω). (3.13)
Given R < r, we can repeat the same argument for λ1(−L, BR) and λp(−L,R×
(−r, r)) and get
λp(−L,R× (−r, r)) 6 λ1(−L, BR). (3.14)
By (2.11) and Proposition 2.2, we get
λp(−L,Ω) 6 λ1(−L,Ω).
This and (3.13) give the first statement of the proposition.
If c = 0, by the second part of Theorem 2.3 we get that λp(−L,R2) = λ1(−L,Ω),
hence we have
λp(−L,R2) = λp(−L,Ω) = λ1(−L,Ω),
as wished.
3.3 Proof of Theorem 1.4
Owing Theorems 1.3 and 1.2 together with the estimates on the eigenvalues proved
in the last subsection, we are ready to prove Theorem 1.4.
Proof of Theorem 1.4. By Theorem 2.3, we have that λ1(−L,R2) = λp(−L,R2).
Then, by Corollary 1.7, if λ1(Ω) < 0 then λp(−L,R2) < 0, and if λ1(Ω) > 0 then
λp(−L,R2) > 0.
Observe that, when c = 0, choosing N = 2 and L = (ℓ, 0), the operator L′ defined
in (1.11) coincides with L. Then, the affirmations on the asymptotic behaviour of the
solutions of the system with and without the road comes from the characterisations
in Theorem 1.3 and 1.2.
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4 Large time behaviour for a periodic medium and
c = 0
We start considering the long time behaviour of the solutions. As already stated
in Theorem 1.3, the two possibilities for a population evolving through (1.1) are
persistence and extinction. We treat these two case in separate sections.
Before starting our analysis, we recall a comparison principle first appeared in [9]
that is fundamental for treating system (1.1). We recall that a generalised subsolution
(respectively, supersolution) is the supremum (resp. infimum) of two subsolutions
(resp. supersolutions).
Proposition 4.1 (Proposition 3.2 of [9]). Let (u, v) and (u, v) be respectively a gen-
eralised subsolution bounded from above and a generalised supersolution bounded from
below of (1.1) satisfying u 6 u and v 6 v at t = 0. Then, either u 6 u and v 6 v
for all t, or there exists T > 0 such that (u, v) ≡ (u, v) for t 6 T .
The original proof is given for the case of f homogeneous in space; however, it
can be adapted with changes so small that we find it useless to repeat it.
Proposition 4.1 gives us important informations on the behaviour at microscopic
level. In fact, it asserts that if two pairs of population densities are “ordered” at
an initial time, then the order is preserved during the evolution according to the
equations in (1.1).
4.1 Persistence
The aim of this section is to prove the second part of Theorem 1.3. First, we are
going to show a Liouville type result, that is Theorem 4.5, and then we will use that
to derive the suited convergence.
We start with some technical lemmas.
Lemma 4.2. Let (u, v) be a bounded stationary solution to (1.1) and let {(xn, yn)}n∈N ⊂
Ω be a sequence of points such that {xn}n∈N modulo ℓ tends to some x′ ∈ [0, ℓ]. Then:
1. if {yn}n∈N is bounded, the sequence of function {(un, vn)}n∈N defined as
(un(x), vn(x, y)) = (u(x+ xn), v(x+ xn, y)) (4.1)
converges up to a subsequence to (u˜, v˜) in C2loc(R×Ω) and (u˜(x−x′), v˜(x−x′, y)
is a bounded stationary solution to (1.1).
2. if {yn}n∈N is unbounded, the sequence of function {vn}n∈N defined as
vn(x, y) = v(x+ xn, y + yn) (4.2)
converges up to a subsequence to v˜ and v˜(x − x′, y) in C2loc(R2) is a bounded
stationary solution to the second equation in (1.1) in R2.
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Proof. Let us call V = max{sup u, sup v}. For all n ∈ N, there exists x′n ∈ [0, ℓ) such
that xn − x′n ∈ ℓZ.
We start with the case of bounded {yn}n∈N. By the periodicity of f , we have that
(un, vn) defined in (4.1) is a solution to

−Du′′ − cu′ − νv|y=0 + µu = 0, x ∈ R,
v − d∆v − c∂xv = f(x+ x′n, v), (x, y) ∈ Ω,
−d∂yv|y=0 + νv|y=0 − µu = 0, x ∈ R,
Fix p > 1 and three numbers j > h > k > 0; we use the notation in (2.5) for
the sets IR and ΩR for R = k, h, j. By Agmon-Douglis-Nirenberg estimates (see for
example Theorem 9.11 in [16]), we have
‖un‖W 2,p(Ih) 6 C
(
‖un‖Lp(Ij) + ‖vn(x, 0)‖Lp(Ij)
)
.
To find the same estimate for the norm of vn, we have to make the same construction
used in the proof of Proposition 2.5 to find the bound for ψr. In the same way, we
get
‖vn‖W 2,p(Ωh) 6 C
(
‖un‖Lp(Ij) + ‖vn‖Lp(Ωj) + ‖f‖Lp(Ij×(0,V ))
)
.
where the constant C, possibly varying in each inequality, depends on ν, µ, d, D, h
and j. Using the boundedness of u and v, for a possible different C depending on f
we get
‖un‖W 2,p(Ih) 6 CV,
‖vn‖W 2,p(Ωh) 6 CV.
Then, we apply the general Sobolev inequalities (see [12], Theorem 6 in 5.6) and
get for some α depending on p, that
‖un‖Cα(Ih) 6 C ‖un‖W 2,p(Ih) 6 CV,
‖vn‖Cα(Ωh) 6 C ‖vn‖W 2,p(Ωh) 6 CV.
Now we can apply Schauder interior estimates for the oblique boundary condition
(see for example Theorem 6.30 in [16]) and find that
‖un‖C2,α(Ik) 6 C
(
‖un‖Cα(Ih) + ‖vn(x, 0)‖Cα(Ih)
)
6 CV,
‖vn‖C2,α(Ωk) 6 C
(
‖un‖Cα(Ih) + ‖vn‖Cα(Ωh) + ‖f‖Cα(Ih×[0,V ])
)
6 CV.
So the sequences {un}n∈N and {vn}n∈N are bounded locally in space in C2,α. By
compactness we can extract converging subsequences with limits u˜(x) and v˜(x, y).
Moreover, since by hypothesis x′n → x′ as n→ +∞, we have that (u˜, v˜) is a solution

−Du′′ − cu′ − νv|y=0 + µu = 0, x ∈ R,
v − d∆v − c∂xv = f(x+ x′, v), (x, y) ∈ Ω,
−d∂yv|y=0 + νv|y=0 − µu = 0, x ∈ R,
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This concludes the proof of the first statement.
Now suppose that {yn}n∈N is unbounded and, up to a subsequence, we can suppose
that
yn
n→∞−→ +∞. (4.3)
Then, the function defined in (4.2) solves the equation
−d∆vn − c∂xvn = f(x+ x′n, v) for (x, y) ∈ R× (−yn, 0)
with the boundary condition −d∂yvn(x, yn)+νvn(x,−yn)−µu(x+xn) = 0. Fix p > 1
and three numbers j > h > k > 0; we denote by BR the open ball of R
2 centred
in (0, 0) and with radius R, and we will consider R = j, h, k. Notice that by (4.3)
there exists N ∈ N we have that yn > j for all n > N . Hence, applying the previous
estimates to vn for all n > N , we find that
‖vn‖W 2,p(Bh) 6 C
(
‖vn‖Lp(Bj ) + ‖f‖Lp(Ij×(0,V ))
)
6 CV
and then that
‖vn‖C2,α(Bk) 6 C
(
‖vn‖Cα(Bh) + ‖f‖Cα(Ih×[0,V ])
)
6 CV.
So the sequence {vn}n∈N is bounded locally in space in C2,α(R2) and by compactness
we can extract converging subsequence with limit v˜(x, y), that satisfy
−d∆vn − c∂xvn = f(x+ x′, v) for (x, y) ∈ R2,
which gives the claim.
The second lemma is similar to the first one, but treats a shifting in time.
Lemma 4.3. Let (u, v) be a bounded solution to (1.1) which is monotone in time and
let {tn}n∈N ⊂ R>0 be a diverging sequence. Then, the sequence {(un, vn)}n∈N defined
by
(un(t, x), vn(t, x, y)) = (u(t+ tn, x), v(t+ tn, x, y)) (4.4)
converges in C1,2,αloc to a couple of functions (u˜, v˜) which is a stationary solution to
(1.1).
Proof. We call V = max{sup u, sup v}. For every fixed x ∈ R we have that un(t, x)
is an monotone bounded sequence. Then, we can define a function u˜(x) as
u˜(x) = lim
n→∞
un(t, x) (4.5)
and 0 6 u˜(x) 6 U . Analogously, for all (x, y) ∈ Ω we can define
v˜(x, y) = lim
n→∞
vn(t, x, y) (4.6)
and 0 6 v˜(x, y) 6 V .
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Fix p > 1, T > 0 and three numbers k < h < j; we use the notation in (2.5) for the
sets IR and ΩR for R = k, h, j. For S an open subset in R
N , in this proof we denote
the space of function with one weak derivative in time and two weak derivatives in
space by W 1,2p (S). By Agmon-Douglis-Nirenberg estimates we have
‖un‖W 1,2p (Ih) 6 C
(
‖un‖Lp((0,T )×Ij) + ‖vn(t, x, 0)‖Lp((0,T )×Ij )
)
6 CV.
To find the same estimate for the norm of vn, we have to make the same construction
used in the proof of Proposition 2.5 to find the bound for ψr. In the same way, we
get
‖vn‖W 1,2p ((0,T )×Ωh) 6 C
(
‖un‖Lp((0,T )×Ij) + ‖vn‖Lp((0,T )×Ωj ) + ‖f‖Lp(Ij×(0,V ))
)
6 CV.
where the constant C, possibly varying in each inequality, depends on ν, µ, d, D, T ,
h and j. Then, we apply the general Sobolev inequalities (see [12], Theorem 6 in 5.6)
and get for some α depending on p, that
‖un‖Cα((0,T )×Ih) 6 C ‖un‖W 1,2p ((0,T )×Ih) 6 CV,
‖vn‖Cα((0,T )×Ωh) 6 C ‖vn‖W 1,2p ((0,T )×Ωh) 6 CV.
Moreover, since for n ∈ N the functions un and vn are just time translation of the
same functions u˜ and v˜, we also have that
‖un‖Cα((0,+∞)×Ih) 6 CV,
‖vn‖Cα((0,+∞)×Ωh) 6 CV.
Now we can apply Schauder interior estimates (see for example Theorem 10.1 in
Chapter IV of [20]) and find that
‖un‖C1,2,α((0,+∞)×Ik) 6 C
(
‖un‖Cα((0,+∞)×Ih) + ‖vn(t, x, 0)‖Cα((0,+∞)×Ih)
)
6 CV,
‖vn‖C1,2,α((0,+∞)×Ωk) 6 C
(
‖un‖Cα((0,+∞)×Ih)+
+ ‖vn‖Cα((0,+∞)×Ωh) + ‖f‖Cα(Ih×[0,V ])
)
6 CV.
So the sequences {un}n∈N and {vn}n∈N are bounded locally in space in C1,2,α. By
compactness we can extract converging subsequences with limits q(t, x) and p(t, x, y)
that satisfy system (1.1). But as said in (4.5) and (4.6) the sequences {un} and {vn}
also converge punctually to u˜ and v˜, that are stationary functions. Then, the couple
(u˜, v˜) is a positive bounded stationary solution of system (1.1).
The following lemma gives essentials information on the stationary solutions, on
which the uniqueness result of Theorem 4.5 will rely on.
Lemma 4.4. Suppose that c = 0, f satisfies (1.2)-(1.5) and that λ1(Ω) < 0. Then,
every stationary bounded solution (u, v) 6≡ (0, 0) of system (1.1) respects
inf
R
u > 0, inf
Ω
v > 0.
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Proof. Step 1: sliding in x. If λ1(Ω) < 0, thanks to Proposition 2.1 there exists
R > 0 such that λ1(ΩR) < 0. Since λ1(ΩR) is monotonically decreasing in R, we
can suppose that R > ℓ. By a slight abuse of notation, let us call (uR, vR) the
eigenfunctions associated with λ1(ΩR) < 0 extended to 0 in R× Ω \ (IR × ΩR).
We claim that there exists ε > 0 such that ε(uR, vR) is a subsolution for system
(1.1). In fact, we have that
lim
v→0+
f(x, v)
v
= fv(x, 0),
so for ε small enough we have that
f(x, εvR)
εvR
> fv(x, 0) + λ1(ΩR). (4.7)
Then,

−Dεu′′R − cεu′R − νεvR|y=0 + µεuR = λ1(ΩR)εuR 6 0, x ∈ IR,
−d∆εvR − c∂xεvR = (fv(x, 0) + λ1(ΩR)εvR 6 f(x, εvR), (x, y) ∈ ΩR,
−dε∂yvR|y=0 + νεvR|y=0 − εuR = 0, x ∈ IR,
(4.8)
so ε(uR, vR) is a subsolution.
Decreasing ε if necessary, we have that ε(uR, vR) < (u, v) because u and v are
strictly positive in all points of the domain while (uR, vR) has compact support. Now
we translate ε(uR, vR) in the variable x by multiples of ℓ; given k ∈ Z, we call
uR,k(x) := εuR(x− kℓ), IR,k = (kℓ−R, kℓ+R),
vR,k(x, y) := εvR(x− kℓ, y), ΩR,k = BR(kℓ, 0) ∩ Ω.
The couple (uR,k, vR,k) is still a subsolution to system (1.1) because is a translation
of a subsolution by multiple of the periodicity of the coefficients in the equations.
Suppose by the absurd that there exists k ∈ Z such that (uR,k, vR,k) 6< (u, v). Since
u and v are strictly positive in all points of respectively R and Ω, while uR,k and vR,k
have compact support, by decreasing ε if necessary, we have that (uR,k, vR,k) 6 (u, v)
and either there exists x¯ ∈ IR,k such that uR,k(x¯) = u(x¯) or there exists (x¯, y¯) ∈ ΩR,k
such that vR,k(x¯, y¯) = v(x¯, y¯). Then, by the Comparison Principle, we have that
(uR,k, vR,k) ≡ (u, v), which is absurd because uR,k and vR,k are compactly supported.
Therefore, we have
u(x) > εuR(x+ kℓ), ∀x ∈ R, ∀k ∈ Z,
v(x, y) > εvR(x+ kℓ, y), ∀(x, y) ∈ Ω, ∀k ∈ Z. (4.9)
Fix Y <
√
R2 − ℓ2. Then, let us call
δY := min{min
[0,ℓ]
εuR(x), min
[0,ℓ]×[0,Y ]
εvR(x, y)}.
Since [0, ℓ] × (0, Y ) ⊂ ΩR and [0, ℓ] ⊂ IR, we have that δY > 0. Then, (4.9) implies
that
u(x) > δY , for x ∈ R,
v(x, y) > δY , for x ∈ R, y ∈ [0, Y ]. (4.10)
Step 2: sliding in y. Recall that by Corollary 1.7 we have λ1(Ω) < 0 implies
λ1(−L,Ω) < 0 and by Proposition (2.5) it holds λp(−L,R2) 6 λ1(−L,Ω) < 0. By
Proposition 3.2 and by (2.11) we have that for some r > 0 we have λp(−L,R ×
(−r, r)) < 0. Then, let us call vr the eigenfunction related to λp(−L,R × (−r, r))
extended to 0 outside its support; repeating the classic argument, one has that for
some θ > 0 we have θvr extended to 0 outside R × (−r, r) is a subsolution for the
second equation in system (1.1). For all h > 0, let us now call ϕh(x, y) := vr(x, y+h).
Since vr is periodic in the variable x, we have that vr is uniformly bounded. Now
take Y > 2r and h0 > r such that Y > h0 + r; by decreasing θ if necessary, we get
that θvr < δY . Hence, we get
θϕh0(x, y) < v(x, y) for x ∈ R, y > 0. (4.11)
Now define
h∗ = sup{h > h0 : θϕh(x, y) < v(x, y) for x ∈ R, y ∈ [h− r, h+ r]}.
By (4.11), we get that h∗ > h0 > r.
We now take y˜ < h∗ + r and define
h˜ =
{
y˜, if y˜ 6 h∗,
y˜ + h∗ − r
2
, if h∗ < y˜ < h∗ + r.
Then, h˜ < h∗: if h˜ = y˜ it is trivial, otherwise one observe that y˜ − r < h∗. Also,
y˜ ∈ (h˜− r, h˜+ r); in fact, that is obvious if h˜ = y˜, otherwise we have that y˜ < h∗+ r
and
h˜− r < h∗ − r < y˜ < y˜ + h
∗ + r
2
= h˜+ r.
Then, since vr and therefore ϕh˜ are periodic in x, we have that
v(x, y˜) > θϕh˜(x, y˜) > min
[0,ℓ]
θϕh˜(x, y˜) > 0, (4.12)
so v(x, y) > 0 for all y < h∗ + r, x ∈ R and moreover
v(x, y) > θmin
[0,ℓ]
vr(x, 0) > 0 for x ∈ R, y 6 h∗. (4.13)
Suppose by absurd that h∗ < +∞. Then there exists a sequence {hn}n∈N and a
sequence {(xn, yn)}n∈N with (xn, yn) ∈ R× [hn − r, hn + r], such that
lim
n→+∞
hn = h
∗ and lim
n→+∞
θϕhn(xn, yn)− v(xn, yn) = 0.
Up to a subsequence, {yn}n∈N ⊂ [0, h∗+r] converges to some y¯ ∈ [h∗−r, h∗+r] while
{xn}n∈N either converges to some x¯ ∈ R or goes to infinity.
For all n ∈ N there exists x′n ∈ [0, ℓ) and k ∈ Z such that
xn = x
′
n + kℓ. (4.14)
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Up to a subsequence,
x′n
n→∞−→ x′ ∈ [0, ℓ]. (4.15)
Define
(un(x), vn(x, y)) := (u(x+ xn), v(x+ xn, y)).
Then, by Lemma 4.2 we have that {(un, vn)}n∈N converges to some (u˜, v˜) such that
(u˜(x+ x′), v˜(x+ x′, y) is a bounded stationary solution to (1.1). (4.16)
By (4.12), we have
v˜(x, y˜) > min
x∈[0,ℓ]
θϕh˜(x, y˜) > 0 for y˜ < h
∗ + r. (4.17)
We notice that if v˜(0, y¯) = 0, since v˜ > 0 and (4.16) holds, by the maximum
principle we get v˜ ≡ 0 in Ω. But since (4.17) holds, this is not possible and instead
v˜(0, y¯) > 0. Hence, 0 < v˜(0, y¯) = θϕh∗(0, y¯), so
y¯ 6= h∗ ± r. (4.18)
We have that θϕhn is a subsolution for L in R × (hn − r, hn + r), since it is a
translation of a subsolution. Moreover, thanks to the periodicity of ϕhn and the
definition of x′n in (4.14), we have
ϕhn(x+ xn, y) = ϕhn(x+ x
′
n, y).
It follows that the sequence ϕhn(x+xn, y) converges to ϕh∗(x+x
′, y). Then, θϕh∗(x+
x′, y) is a subsolution for the second equation in (1.1) in R × (h∗ − r, h∗ + r) and
by (4.18) it holds (0, y¯) ∈ R × (h∗ − r, h∗ + r) ⊂ Ω. Hence, we can apply the
comparison principle to v˜(x, y) and θϕh∗(x + x
′, y): since v˜(0, y¯) = θϕh∗(x
′, y¯), then
v˜(x, y) ≡ θϕh∗(x+x′, y) in all the points of R×(h∗−r, h∗+r). But then by continuity
v˜(x, h∗ − r) = θϕh∗(x+ x′, h∗ − r) = 0, which is absurd for (4.17). Hence h∗ = +∞.
From that and (4.10) we have statement of the lemma.
Finally, we are ready to prove existence and uniqueness of a positive bounded
stationary solution to (1.1). The existence of such couple of function is crucial to get
the persistence result of Theorem 1.3.
Theorem 4.5. Suppose that c = 0, f satisfies (1.2)-(1.5) and that λ1(Ω) < 0. Then,
the following holds:
1. There exists a unique positive bounded stationary solution (u∞, v∞) to system
(1.1).
2. The functions u∞ and v∞ are periodic in the variable x of period ℓ.
Proof. Step 1: construction of a subsolution.
Since λ1(Ω) < 0, by Theorem 3.1 it holds that λp(Ω) < 0 and moreover by
Proposition 2.13 there exists r > 1 such that λp(R× (0, r)) < 0. Let us call (φr, ψr)
the eigenfunction related to λp(R× (0, r)).
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We have that
lim
v→0+
f(x, v)
v
= fv(x, 0),
so there exists ε > 0 such that
f(x, εψr)
εψr
> fv(x, 0) + λp(R× (0, r)).
Then,

−Dεφ′′r − cεφ′r − νεψr|y=0 + εφr = λp(R× (0, r))εφr < 0, x ∈ R,
−d∆εψr − c∂xεψr < f(x, εψr), (x, y) ∈ R× (0, r),
−dε∂yψr|y=0 + νεψr|y=0 − εφr = 0, x ∈ R,
(4.19)
so ε(φr, ψr) is a subsolution to system (1.1).
Thanks to Corollary 1.7, λ1(Ω) < 0 implies λ1(−L,R2) < 0; then Proposition 2.5
implies that λp(−L,R2) < 0. By (2.3), also λp(−L,R) < 0.
Consider the periodic positive eigenfunction ψp(x) related to λp(−L,R). With a
slight abuse of notation, we can extend ψp(x) in all R
2 by considering constant with
respect to the variable y. Repeating the same arguments as before, we can prove that
for some θ the function θψp(x) is a subsolution for the second equation of system (1.1)
in R2.
Consider δ > 0. We have that ψp(x) is limited, therefore there exists ε
′ ∈ (0, θ)
such that
max
[0,ℓ]
ε′ψp(x) < δ < min
[0,ℓ]×[0,r−1]
εψr(x, y). (4.20)
Then, let us define the functions
u(x) := εφr(x),
v(x, y) := max{εψr(x, y), ε′ψp(x)}.
By (4.20), for y ∈ (0, r − 1) it holds that v(x, y) = εψr(x, y). Hence, we get
that (u, v) is a subsolution for the first and third equation of (1.1). Moreover, since
εψr(x, y) and ε
′ψp(x) are both subsolution to the second equation to (1.1), so the
maximum between them is a generalised subsolution. Thanks to that, we can con-
clude that (u, v) is a generalised subsolution for the system (1.1).
Since φr and ψp are periodic in x and independent of y, we get
inf
R
u(x) > 0 and inf
Ω
v(x, y) > 0.
So, (u, v) is a generalised subsolution for the system (1.1), with positive infimum,
and by the periodicity of φr, ψr and ψp, it is periodic in x with period ℓ.
Step 2: construction of a stationary solution.
Take the generalised subsolution (u, v). We want to show that the solution
(u˜(t, x), v˜(t, x, y)) having (u(x), v(x, y)) as initial datum is increasing in time and
converge to a stationary solution.
By the fact that (u, v) is a subsolution, at we have (u, v) 6 (u˜, v˜) for all t > 0.
Hence, for all τ > 0, let us consider the solution (z, w) stating at t = τ from the
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initial datum (u(x), v(x, y)). Then, at t = τ we have that (u˜(τ, x), v˜(τ, x, y)) >
(z(τ, x), w(τ, x, y)). By the comparison principle 4.1, we have that for all t > τ it
holds that (u˜(t, x), v˜(t, x, y)) > (z(t, x), w(t, x, y)). By the arbitrariness of τ , we get
that (u˜(t, x), v˜(t, x, y)) is increasing in time.
Moreover, consider
V := max
{
M, sup v,
µ
ν
sup u
}
, U :=
ν
µ
V,
where M > 0 is the threshold value defined in (1.3). One immediatly checks that
(U, V ) is a supersolution for the system (1.1). Also, we have that (u(x), v(x, y)) 6
(U, V ), so by the comparison principle 4.1 it holds that
(u˜(t, x), v˜(t, x, y)) 6 (U, V ) for all t > 0.
Hence, (u˜(t, x), v˜(t, x, y)) is limited.
Now consider an increasing diverging sequence {tn}n∈N ⊂ R+. Then, define
un(t, x) := u˜(t+ tn, x), vn(t, x, y) := v˜(t + tn, x, y),
that is a sequence of functions. By Lemma 4.3, (un, vn) converge in C1,2,αloc to a
stationary bounded solution to (1.1), that we call (u∞, v∞). We point out that
(u∞, v∞) 6≡ (0, 0) since
(u∞, v∞) > (u, v) > (0, 0).
Moreover, both functions are periodic of period ℓ in the variable x since the initial
datum is.
Step 3: uniqueness.
Suppose that there exists another positive bounded stationary solution (q, p) to
(1.1). Then, define
k∗ := sup {k > 0 : u∞(x) > kq(x) ∀x ∈ R, v∞(x, y) > kp(x, y) ∀(x, y) ∈ Ω} .
Since by Lemma 4.4 the functions u∞ and v∞ have positive infimum and since p and
q are bounded, we have that k∗ > 0.
We claim that
k∗ > 1. (4.21)
By the definition of k∗, one of the following must hold: there exists
either a sequence {xn}n∈N ⊂ R such that u∞(xn)− k∗q(xn) n→∞−→ 0, (4.22)
or a sequence {(xn, yn)}n∈N ⊂ Ω such that v∞(xn, yn)− k∗p(xn, yn) n→∞−→ 0. (4.23)
There exists a sequence {x′n}n∈N ⊂ [0, ℓ) such that
xn − x′n ∈ ℓZ for all n ∈ N. (4.24)
Then, up to extraction of a converging subsequence, we have that there exists x′ ∈ R
such that x′n
n→∞−→ x′. One can see that the sequence of couples
(qn(x), pn(x, y)) := (q(x+ xn), p(x+ xn, y))
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is a stationary solution for (1.1) with reaction function f(x+ x′n, v). By Lemma 4.2,
up to a subsequence, (qn, pn) converges in C2loc to some (q∞, p∞), which is a stationary
solution of (1.1) with reaction function f(x + x′, v). We also notice that, thanks to
the periodicity of u∞ and v∞, (u∞(x+ x
′), v∞(x+ x
′, y)) is also a stationary solution
of (1.1) with reaction function f(x+ x′, v). Define the function
α(x) := u∞(x+ x
′)− k∗q∞(x),
β(x) := v∞(x+ x
′, y)− k∗p∞(x, y),
(4.25)
and notice that α(x) > 0, β(x, y) > 0.
Now suppose that (4.22) holds. We have that
α(0) = u∞(x
′)− k∗q∞(0) = 0.
Moreover, α(x) is a solution to the equation
−Dα′′ − cα′ − νβ|y=0 + µα = 0.
By the maximum principle, we have that since α(x) attains its minimum in the
interior of the domain then α(x) ≡ minα = 0. Then, one would have u∞(x + x′) ≡
k∗q∞(x) and by the comparison principle 4.1 we have v∞(x+x
′, y) ≡ k∗p∞(x+x′, y).
Subtracting the second equation of system (1.1) for p∞ from the one for v∞ we get
0 = f(x+ x′, v∞(x+ x
′, y))− k∗f(x+ x′, p∞(x, y)). (4.26)
If by the absurd k∗ < 1, by the KPP hypothesis (1.4) we have k∗f(x+x′, p∞(x, y)) <
f(x+ x′, k∗p∞(x, y)) = f(x+ x
′, v∞(x+ x
′, y)) and the right hand side of (4.26) has
a sign, that is absurd since the left hand side is 0. We can conclude that if we are in
the case of (4.22), then (4.21) holds.
Suppose instead that (4.23) is true. If {yn}n∈N is bounded, we define yn n→N−→ y′ ∈
R. Then,
β(0, y′) = v∞(x
′, y′)− k∗p∞(0, y′) = 0. (4.27)
If by the absurd k∗ < 1, then by the Fisher-KPP hypothesis (1.4) we have
−d∆β(x, y)− c∂xβ(x, y) = f(x+ x′, v∞(x+ x′, y))− k∗f(x+ x′, p∞(x, y))
> f(x+ x′, v∞(x+ x
′, y))− f(x, k∗p∞(x, y)).
(4.28)
Since f is locally Lipschitz continuous in the second variable, one infers from (4.28)
that there exists a bounded function b(x) such that
− d∆β − c∂xβ + bβ > 0. (4.29)
Since that, β > 0 and by (4.27) β(0, y′) = 0, if y′ > 0 we apply the strong maximum
principle and we have β ≡ 0. If y′ = 0, we point out that by the fact that v∞ and p∞
are solution to (1.1) it holds
d∂yβ(x, 0) = ν(v∞(x+ x
′, 0)− k∗p∞(x, 0))− ν(u∞(x+ x′)− k∗q∞(x)) 6 0
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By that, the inequality in (4.29), β > 0, β(0, y′) = 0, we can apply Hopf’s lemma and
get again β ≡ 0. Then for both y′ > 0 and y′ = 0, v∞(x+x′, y) ≡ k∗p∞(x+x′, y) and
(4.26) holds, but we have already saw that this is absurd. So, in the case of (4.23),
if {yn}n∈N is bounded, (4.21) is true.
At last, if {yn}n∈N is unbounded, we define
Vn(x, y) := v∞(x+ xn, y + yn),
Pn(x, y) := p(x+ xn, y + yn).
By Lemma 4.3, up to subsequences, Vn and Pn converge in C2loc to some functions V∞
and P∞ solving
−d∆v − c∂xv = f(x+ x′, v) for (x, y) ∈ R2.
Moreover, if we suppose k∗ < 1, by the Fisher-KPP hypothesis (1.4) we have that
k∗f(x+ x′, P∞) < f(x+ x
′, k∗P∞)
and consequently, calling γ := V∞ − k∗P∞, we get
−d∆γ − c∂xγ > f(x+ x′, V∞)− f(x+ x′, k∗P∞).
Once again using the local Lipschitz boundedness of f in the second variable, for
some bounded function b we have that
− d∆γ − c∂xγ + bγ > 0. (4.30)
Also, we have that
γ(0, 0) = V∞(0, 0)− k∗P∞(0, 0) = lim
n→∞
v∞(xn, yn)− k∗p(xn, yn) = 0.
Since that, γ > 0 and (4.30), we can apply the strong maximum principle and we
have γ ≡ 0 in R2. Then, V∞ ≡ k∗P∞ and
0 = −d∆γ − c∂xγ = f(x+ x′, k∗P∞)− k∗f(x+ x′, P∞) > 0, (4.31)
which is absurd. Since this was the last case to rule out, we can conclude that (4.21)
holds.
From (4.21), we have that
(u∞, v∞) > (q, p). (4.32)
Now, we can repeat all the argument exchanging the role of (u∞, v∞) and (q, p).
We find
h∗ := sup {h > 0 : q(x) > hu∞(x) ∀x ∈ R, p(x, y) > hv∞(x, y) ∀(x, y) ∈ Ω} > 1.
and
(q, p) > (u∞, v∞).
By that and (4.32), we have that (u∞, v∞) ≡ (q, p). Hence, the uniqueness is proven.
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Now we are ready to give a result on the persistence of the population.
Proof of Theorem 1.3, part 1. Since λ1(Ω) < 0, by Proposition (2.1), we have that
there exists R > 0 such that λ1(ΩR) < 0. Let us consider (uR, vR) the eigenfunctions
related to λ1(ΩR) < 0; then, with the argument already used in the proof of Lemma
4.4 (precisely, in (4.7) and (4.8)), there exists a value ε > 0 such that (εuR, εvR) is a
subsolution to (1.1) in ΩR. Observe also that uR(x) = 0 for x ∈ ∂IR and vR(x, y) = 0
for (x, y) ∈ (∂ΩR)∩Ω. Then, we can extend εuR and εvR outside respectively IR and
ΩR, obtaining the generalised subsolution (εuR, εvR).
Let us consider the solution (u, v) issued from (u0, v0). Then, by the strong
parabolic principle we have that
u(1, x) > 0 and v(1, x, y) > 0. (4.33)
Recall that (u∞, v∞) is the unique stationary solution of (1.1), and that by Lemma
(4.4) we have
u∞ > 0 and v∞ > 0. (4.34)
By that and (4.33), we have that
δ := min{min
x∈IR
u(1, x),min
x∈IR
u∞(x), min
(x,y)∈ΩR
v(1, x, y), min
(x,y)∈ΩR
v∞(x, y)} > 0.
Without loss of generality, we can suppose
ε < δ (4.35)
and thus by (4.33), (4.34), and (4.35), we have
u∞(x) > εuR(x) for all x ∈ R,
v∞(x, y) > εvR(x, y) for all (x, y) ∈ Ω.
(4.36)
Now, consider the solution (u, v) issued from (εuR, εvR). We point out that, by
the comparison principle, for all t > 0 we have
(u(t, x), v(t, x, y) 6 (u(t+ 1, x), v(t+ 1, x, y)). (4.37)
By the standard argument already used in the proof of Theorem 4.5, we have that
(u, v) is increasing in time and by Lemma 4.3 it converges in C2loc to a station-
ary function (u∞, v∞) as t tends to infinity. Since (u, v) is increasing in time and
(εuR, εvR) 6≡ (0, 0), by the strong maximum principle we have (u∞, v∞) > (0, 0). By
(4.36), we also have
(u∞, v∞) 6 (u∞, v∞)
Then, by the uniqueness of the bounded positive stationary solution proved in The-
orem 4.5, we have (u∞, v∞) ≡ (u∞, v∞).
Next, take
V := max
{
M, sup v0,
µ
ν
sup u0, sup v∞,
µ
ν
sup u∞
}
, U :=
ν
µ
V, (4.38)
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where M > 0 is the threshold value defined in (1.3). Making use of the hypothesis
(1.3) on f , one easily check that (U, V ) is a supersolution for (1.1). Let us call (u, v)
the solution to (1.1) issued from (U, V ). By definition, (U, V ) > (u0, v0), hence by
the comparison principle for all t > 0 we have
(u(t, x), v(t, x, y)) 6 (u(t, x), v(t, x, y)). (4.39)
Repeating the argument used in the proof of Theorem 4.5, we observe that (u, v) is
decreasing in time and by Lemma 4.3 it converges in C2loc to a stationary function
(u∞, v∞) as t tends to infinity. We have (u∞, v∞) 6 (U, V ), so the stationary solution
is bounded. Moreover, since by the definition of (U, V ) in (4.38) we have (u∞, v∞) 6
(U, V ), by the comparison principle 4.1 we get
(u∞, v∞) 6 (u∞, v∞).
Since (u∞, v∞) is a bounded positive stationary solution of (1.1), by Theorem 4.5 we
have that (u∞, v∞) ≡ (u∞, v∞).
By the comparison principle 4.1 and by (4.37) and (4.39), for all t > 1 we have
u(t− 1, x) 6 u(t, x) 6 u(t, x) for all x ∈ R,
v(t− 1, x, y) 6 v(t, x, y) 6 v(t, x, y) for all (x, y) ∈ Ω.
Since both (u, v) and (u, v) converge to (u∞, v∞) locally as t tends to infinity, by the
sandwich theorem we have that (u, v) also does. This is precisely the statement that
we wanted to prove.
4.2 Extinction
The first step to prove extinction is to show that there is no positive bounded sta-
tionary solution to system (1.1), that is, the only bounded stationary solution is
(0, 0).
Lemma 4.6. Suppose c = 0 and f satisfy (1.2)-(1.5). If λ1(Ω) > 0, then there is no
positive bounded stationary solution to system (1.1).
Proof. Step 1: construction of a supersolution. Observe that in this case, since c = 0,
by Theorem 3.1 it holds λp(Ω) = λ1(Ω) > 0. We take the couple of eigenfunctions
(up, vp) related to λp(Ω) as prescribed by Proposition 2.5; recall that (up, vp) are
periodic in x. Suppose (q, p) is a positive bounded stationary solution to (1.1). Then,
there exists η > 0 such that
q(0) > ηup(0). (4.40)
We now choose a smooth function χ : R>0 → R>0 such that χ(y) = 0 for y ∈ [0, ℓ],
χ(y) = 1 for y ∈ [2ℓ,+∞).
By (2.3) and Theorem 2.3, we have λp(−L,R) = λp(−L,R2) = λ1(−L,R2). By
that, Theorem 1.7 and the fact that λ1(Ω) > 0, we get λp(−L,R) > 0. We call ψp the
eigenfunction related to λp(−L,R) and, with a slight abuse of notation, we extend
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it to R2 by considering it constant with respect to the variable y. Take ε > 0 to be
fixed after, and define
(u(x), v(x, y)) := (ηup(x), ηvp(x, y) + εχ(y)ψp(x)).
Then, it holds that
−d∆v = −d (∆ηvp + εχ′′ψp + εχψ′′p) ,
= (fv(x, 0) + λp(Ω)) ηvp + (fv(x, 0) + λp(−L,R))εχψp − dεχ′′ψp,
= fv(x, 0)v + λp(Ω)ηvp + λp(−L,R)εχψp − dεχ′′ψp.
(4.41)
Using the KPP hypothesis (1.4) and the boundedness of χ′′, for ε small enough we
have
fv(x, 0)v − dεχ′′ψp > f(x, v).
By that, (4.41) and the non negativity of λp(Ω) and λp(−L,R), we have
−d∆v > f(x, v).
This means that v is a supersolution for the second equation of (1.1).
Since by definition for y 6 ℓ we have χ(y) = 0, it holds that
(u(x), v(x, y)) ≡ (up(x), vp(x, y)) for all (x, y) ∈ R× (0, ℓ). (4.42)
By the fact that λp(Ω) > 0, it is easy to check that (up(x), vp(x, y)) is a supersolution
for the first and third equation in (1.1). By (4.42), the same holds for (u(x), v(x, y)).
This, together with (4.41), gives that (u(x), v(x, y)) is a supersolution to (1.1).
Step 2: construction of a bounded supersolution Now we distinguish two cases. If
vp is bounded, then we take
(u˜, v˜) := (u¯, v¯) (4.43)
Otherwise, we proceed as follows. Since in this other case vp is unbounded, and since
it is periodic in x, this means there exists a sequence {(xn, yn)}n∈N such that
vp(xn, yn)→∞, yn →∞ as n→∞. (4.44)
Now, consider
V := max
{
max
[0,ℓ]×[0,3ℓ]
vp + 1, max
[0,ℓ]
ν
µ
up + 1, M
}
, (4.45)
where M is the quantity defined in (1.3). Take the set S := (−ℓ, ℓ)× (−ℓ, ℓ) and the
constant C of the Harnack inequality (see Theorem 5 in Chapter 6.4 of [12]) on the
set S for the operator L(ψ) = L(ψ) + λ1(Ω)ψ. Then, by (4.44), for some N ∈ N we
have
V 6
1
C
vp(xN , yN).
Then by using that and Harnack inequality on vp(x+xN , y+yN) in the set S, we get
V 6
1
C
sup
S
vp(x, y) 6 inf
S
vp(x, y),
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Then, using the periodicity of vp, we get
V 6 vp(x, yN) for all x ∈ R. (4.46)
Now, define
v˜(x, y) :=
{
min{V, v¯(x, y)} if y 6 yN ,
V if y > yN .
(4.47)
Also, we define
U :=
ν
µ
V
and
u˜ := min{U, up}. (4.48)
By the definition of V in (4.45), one readily checks that (U, V ) is a supersolution for
system (1.1) and that
u˜ = up and v˜(x, 0) = vp(x, 0). (4.49)
We point out that by the definition of (u˜, v˜), (4.46) and (4.49), for any (u, v) subso-
lution to system (1.1), we will be able to apply the generalised comparison principle,
Proposition 3.3 appeared in [9]. Moreover, (u˜, v˜) is bounded from above by (U, V ).
By the fact that (up, vp) is a couple of generalised periodic eigenfunctions to (2.14),
by the strong maximum principle we have that
u˜(x) > min
[0,ℓ]
ηup(x
′) > 0 for x ∈ R,
v˜(x, y) > min
[0,ℓ]×[0,2ℓ]
ηvp(x
′, y′) > 0 for (x, y) ∈ R× [0, 2ℓ],
v˜(x, y) > min{min
[0,ℓ]
εψp(x
′), V } > 0 for (x, y) ∈ R× (2ℓ,+∞).
(4.50)
Step 3: comparison with the stationary solution. Next, define
k∗ := inf{k > 0 : k(u˜(x), v˜(x, y)) > (q, p) for all (x, y) ∈ Ω}.
Since by (4.50) we have that u˜(x) and v˜(x, y) are bounded away from 0, and since
(q, p) is bounded by hypothesis, we get that k∗ < +∞. By (4.40), we have that
k∗ > 1. (4.51)
Then, either
there exists a sequence {xn}n∈N ⊂ R such that k∗u˜(xn)− q(xn) n→∞−→ 0, (4.52)
or
there exists a sequence {(xn, yn)}n∈N ⊂ Ω such that k∗v˜(xn, yn)− p(xn, yn) n→∞−→ 0.
(4.53)
As usual, for all n ∈ N we take x′n ∈ [0, ℓ) such that xn − x′n ∈ ℓZ. Up to a
subsequence, {x′n}n∈N is convergent and we call
x′ = lim
n→∞
x′n ∈ [0, ℓ].
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Step 4: {yn}n∈N is bounded. If {yn}n∈N is bounded, consider a converging subse-
quence and call y′ = lim
n→∞
yn.
We define
(qn(x), pn(x, y)) := (q(x+ xn), p(x+ xn, y)).
By Lemma 4.2, (qn, pn) converges in C2loc to some (q∞, p∞) such that (q∞(x −
x′), p∞(x− x′, y)) solves (1.1). Define the functions
α(x) := k∗u˜(x)− q∞(x− x′),
β(x, y) := v˜(x, y)− p∞(x− x′, y).
If we are in the case of (4.52), then by the periodicity of u˜ we get
α(x′) = k∗u˜(x′)− q∞(0) = lim
n→∞
(k∗u˜(xn)− q(xn)) = 0.
Moreover, by the definition of k∗, we have that α > 0. Also, α satisfies
−Dα′′ − νβ|y=0 + να > 0.
Then, the strong maximum principle yields that, since α attains its minimum at
x = x′, then α ≡ 0. Then, by the comparison principle 3.3 in [9] we have that β ≡ 0,
hence
0 = −d∆β > k∗f(x, v˜)− f(x, p∞(x− x′, y)). (4.54)
By (4.51), we have that k∗v˜ > v˜. Hence, by the Fischer-KPP hypothesis (1.4), we
have that
f(x, k∗v˜)
k∗v˜
<
f(x, v˜)
v˜
. (4.55)
Hence, again by the fact that β ≡ 0, we have p∞(x − x′, y) ≡ k∗v˜; by that and by
(4.55), it holds
k∗f(x, v˜)− f(x, p∞(x− x′, y)) = k∗f(x, v˜)− f(x, k∗v˜) > 0. (4.56)
But this is in contradiction with (4.54), hence this case cannot be possible.
If instead (4.53) holds, we get that
β(x′, y′) = k∗v˜(x′, y′)− p∞(0, y′) = lim
n→∞
k∗v˜(xn, yn)− p(xn, yn) = 0. (4.57)
By the definition of k∗ we also have that β > 0. Moreover, we get that
−d∆β > f(x, k∗v˜)− f(x, p∞(x− x′, y))
using the fact that v˜(x, y) is a supersolution, p∞(x − x′, y) is a solution, and (4.55).
Since f is Lipschitz in the second variable, uniformly with respect to the first one,
there exists some function b such that
−d∆β − bβ > 0.
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If y′ > 0, using the strong maximum principle and owing (4.57), we have that β ≡ 0.
If instead y′ = 0, recall that it also holds
−d∂yβ|y=0 > µα− νβ.
Hence, in (x, y) = (x′, y′), we get that ∂yβ(x
′, y′) 6 0. By Hopf’s lemma, we get again
that β ≡ 0.
But β ≡ 0 leads again to (4.54) and (4.56), giving an absurd, hence also this case
is not possible.
Step 5: {yn}n∈N is unbounded. We are left with the case of {yn}n∈N unbounded.
Up to a subsequence, we can suppose that {yn}n∈N is increasing. We define
Pn(x, y) := p(x+ xn, y + yn).
By Lemma 4.2 we have that, up to a subsequence, {Pn}n∈N converges in C2,αloc (R2) to
some function P∞ such that P∞(x−x′, y) is a solution to the second equation in (1.1)
in R2.
Now we have two cases depending on how (u˜, v˜) was constructed. If vp is bounded,
we have defined the supersolution as in (4.43). Then, by defining
vn(x, y) := vp(x+ xn, y + yn)
and applying Lemma 4.2, we have that vn converges locally uniformly to a bounded
function vp,∞ such that vp,∞(x− x′, y) satisfies
− d∆vp,∞(x− x′, y) = (fv(x, 0) + λ1(Ω))vp,∞(x− x′, y). (4.58)
In this case, we define
v∞(x, y) := ηvp,∞(x, y) + εψp(x+ x
′).
We point out that v∞(x− x′, y) is a periodic supersolution of the second equation in
(1.1) by (4.58) and (4.41).
If instead vp is unbounded, by (4.48) for y > yN we have v˜ = V . In this case, we
choose
v∞ := V.
By the definition of V in (4.45), we have that v∞ is also a supersolution to (1.1).
We call γ(x, y) := k∗v∞(x− x′, y)− P∞(x− x′, y). Hence, γ(x, y) > 0 and
γ(x′, 0) = k∗v∞(0, 0)− P∞(0, 0) = lim
n→∞
k∗v˜(xn, yn)− p(xn, yn) = 0. (4.59)
Notice than that, since (4.51) holds, from the Fisher-KPP hypothesis on f (1.4), we
get
f(x, k∗v∞)
k∗v∞
<
f(x, v∞)
v∞
.
Using that, the fact that k∗v∞(x−x′, y) is a supersolution, and the fact that P∞(x−
x′, y) is a solution, we obtain
− d∆γ > f(x, k∗v∞(x− x′, y))− f(x, P∞(x− x′, y)). (4.60)
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Since f is Lipschitz in the second variable, uniformly with respect to the first one,
there exists some function b such that
−d∆γ − bγ > 0.
Using the strong maximum principle for the case of positive functions, since (4.59)
holds, we have that γ ≡ 0. As a consequence, from (4.60) we have
f(x, k∗v∞)− f(x, P∞) < 0.
but it also holds that k∗v∞ ≡ P∞, hence we have an absurd.
Having ruled out all the possible cases, we can conclude that there exists no
bounded positive stationary solution (q, p) to (1.1).
At last, we are ready to prove the first part of Theorem 1.3.
Proof of Theorem 1.3, part 1. Define
V := max
{
M, sup v0,
µ
ν
sup u0
}
and U :=
ν
µ
V.
It is easy to check that (U, V ) is a supersolution for (1.1). Then take (U, V ) to be the
solution to (1.1) with initial datum (U, V ). Notice that by the comparison principle
(0, 0) 6 (u(t, x), v(t, x, y)) 6 (U(t, x), V (t, x, y)) for all t > 0, (x, y) ∈ Ω. (4.61)
Since (U, V ) is a supersolution, we have that
(U, V ) 6 (U, V ) for all t > 0. (4.62)
Consider τ > 0 and call (U˜ , V˜ ) the solution staring with initial datum (U, V ) at
t = τ . By (4.62) we have that (U(τ, x), V (τ, x, y)) 6 (U, V ), hence by the comparison
principle (4.1) we have (U, V ) 6 (U˜ , V˜ ). By the arbitrariness of τ , we get that (U, V )
is decreasing in t.
By Lemma 4.3, (U, V ) converges locally uniformly to a stationary solution (q, p).
But by Lemma 4.6, the only stationary solution is (0, 0). By that and (4.61), we have
that (u(t, x), v(t, x, y)) converges locally uniformly to (0, 0) as t goes to infinity.
Moreover, since (U, V ) is constant in x, and (1.1) is periodic in x, (U, V ) is periodic
in x. Hence, the convergence is uniform in x.
Now suppose by the absurd that the convergence is not uniform in y; hence there
exists some ε > 0 such that for infinitely many tn > 0, with {tn}n∈N an increasing
sequence, and (xn, yn) ∈ Ω, it holds
V (tn, xn, yn) > ε. (4.63)
Since V is periodic in x, without loss of generality we can suppose xn ∈ [0, ℓ] and that
up to a subsequence {xn}n∈N converges to some x′ ∈ [0, ℓ]. If {yn}n∈N were bounded,
by (4.63) the local convergence to 0 would be contradicted; hence yn is unbounded.
Then, define the sequence of functions
Vn(t, x, y) = V (t, x+ xn, y + yn).
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By (4.63), we have that
Vn(tn, 0, 0) > ε for all n ∈ N. (4.64)
Also, since Vn is bounded, by arguments similar to the ones used in Lemma 4.2 and
Lemma 4.3 one can prove that, up to a subsequence, {Vn}n∈N converges in C2loc(R2)
to a function V˜ that solves
∂tV˜ − d∆V˜ = f(x+ x′, V˜ ). (4.65)
Also by (4.64), we have that
V˜ (tn, 0, 0) > ε for all n ∈ N. (4.66)
Recall that by the fact that λ1(Ω) > 0, Corollary 1.7 and Theorem 2.3, λp(−L,R2) >
0. Then by Theorem 1.2 we have that every solution to (4.65) converges uniformly
to 0. But this is in contradiction with (4.66), hence we have an absurd and we must
refuse the existence such positive ε. So, the convergence of V to 0 is uniform in
space. As a consequence, the convergence of (u(t, x), v(t, x, y)) to (0, 0) is uniform in
space.
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