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The acute effects of radiofrequency electromagnetic fields (RF EMF) on human 
cognitive performance were investigated. Cognitive tasks were identified from RF EMF 
cognitive research; tests used most extensively were psychomotor performance, 
attention, working and episodic memory tasks. Review of published imaging research 
enabled selection of a battery of cognitive tasks for use in the experimental studies. 
Effects of practice and the test-retest reliabilities on the tests were evaluated and the 
relationship between the tests within the battery and measures of ability and personality 
investigated.
Three studies were conducted to identify whether RF EMF produced by occupational 
communication systems had reliable effects on cognitive performance and self-reports 
of mood, anxiety and workload. Double-blind repeated measures design was used to 
investigate the following fields in comparison to sham; a high frequency (HF) 29MHz 
continuous wave (CW) signal, a very high frequency (VHF) 75MHz GW field, an Ultra 
High Frequency (UHF) modulated 448MHz field, a UHF 1206MHz CW signal and a 
TETRA 388MHz field pulse modulated at 17.6Hz.
The first study demonstrated no significant effects of the VHF signal on performance 
when compared to sham. The HF signal appeared to reduce response time to two of 
the cognitive tasks and affect error rate on one of them. Investigation of the two UHF 
signals showed no reliable differences between conditions on the cognitive measures. 
The third study showed reliable differences between TETRA exposure and sham 
conditions on two of the tasks.
Overall the results indicate that RF EMF signals at the frequencies and power levels 
used in these studies are well tolerated in healthy subjects. In general, the signals do 
not appear to have reliable and robust effects on human cognitive performance. 
However, there may be subtle transitory effects of RF EMF that are not well understood 
at the present time.
© Sarah Jane Read Smith 2007
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Chapter 1: Introduction to Radiofreauencv Electromagnetic Fields (RF EMF)
The purpose of this chapter Is to provide background information on radiofrequency 
electromagnetic fields and their potential to produce bio-effects including effects on 
cognitive performance. The structure of Chapter 1 is detailed below:
1.1 Radiofrequency Electromagnetic Fields (RF EMF): Introduces the reader 
to the basic physics behind such fields, the electromagnetic spectrum, different 
frequency bands and wave patterns.
1.2 Dosimetry: describes the methods used to assess the level of RF EMF 
absorbed by the body, guidelines that are in place to control exposure and the 
effects of exposure above guidelines.
1.3 Bioeffects of RF EMF: provides an introduction to the heating effects of RF 
EMF as well as the background behind the current public interest in RF EMF,
1.4 RF EMF effects on cognition: reviews published research into effects:
1.4.1 Animal Studies: animal research that has been conducted in this area
1.4.2 Human Studies: the effects of RF EMF on cognitive performance
1.4.3 Human EEG Studies: research which has used EEG methodology
1.4.4 Specialist Subject Populations: RF EMF research which has been 
conducted with different patient groups
1.5 Criticisms and Remaining Questions: Outlines the criticisms that have 
been made of the research to date and methodological issues that need to be 
borne in mind when designing experimental studies in this area.
1.6 Aims of the Thesis: How remaining questions wili be addressed within the 
thesis.
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1.1 Radiofreauencv Electromagnetic Fields (RF EMF)
Radiofrequency refers to electromagnetic fields that fall within the frequency range of 
30Hz to 300GHz (pictured on the right hand side in Figure 1.1); electromagnetic waves 
within in this range are used for communication purposes. ^
Wavelength (cm
WA\TLEXGTH INCREASES
Figure 1.1 The Electromagnetic Spectrum (Sokollk 2004)
Electromagnetic fields consist of a travelling wave with electric ‘E’ and magnetic ‘H’ field 
components. In the far field these components are two dependent sine waves that lie 
perpendicular to one another (see Figure 1.2).  ^ The frequency of the wave refers to 
how the two fields vary and is the number of cycles completed by the electromagnetic 
wave in one second; it is measured in Hertz (Hz). The wavelength refers to the 
distance travelled by a complete wave cycle therefore, as the frequency of the wave 
increases the wavelength will decrease. The strength of the ‘E’ and ‘H’ fields 
determines the Power Density (PD) of an electromagnetic wave and indicates the 
energy carried by the wave; the product of E and H is known as the Poynting vector.
’ The RF spectrum is formally defined In terms of frequency as extending from 0 to 3000 GHz, however, for 
the purposes of some exposure guidelines the frequency range of interest is 300 kHz to 100 GHz.
 ^The near field is generally the region in proximity to the radiating structure, in this region the electric and 
magnetic fields vary considerably from point to point and do not have a plane-wave character. The far field 
is used to describe the region of the field where the angular field distribution is essentially independent of 
the distance from the antenna. In this region the field has a predominantly plane-wave character with a 
uniform distribution of electric and magnetic field strength in planes transverse to the direction of 
propagation
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Electric Field (E)
Magnetic Field (H) 
*
Wavelength (X)
Figure 1.2 Schematic of an eiectromagnetic wave, eiectric ‘e’ fie id and magnetic ‘h’ fieids 
osciiiate in the x-y plane perpendicular to the direction of propagation (Sokoiik, 
2004)
RF EMF is non-ionising radiation and can be categorised into a number of different 
frequency bands detailed below.
Abbreviation and Type Frequency Range Sources
ELF Extremely Low Frequency 30 -  300H z Power cables, electrical appliances
VF Voice Frequency 300 -  3000H z Melting /  refining
VLF Very Low Frequency 3 -  30KHZ Long range communications
LF Low Frequency 30 -  300KHZ Radio-navigation, communications
MF Medium Frequency 3 0 0 K H Z -3 M H Z AM broadcasting
HF High frequency 3 -3 0 M H z Magnetic Resonance Imaging 
(MRI), dielectric heating
VHF Very High Frequency 3 0 -3 0 0 M H z Emergency services 
communications, FM radio
UHF Ultra High Frequency 3 0 0 M H z -3 G H z Mobile phones, microwaves
SHF Super High Frequency 3 -  30G H z Radar, Satellite communications
EHF Extra High Frequency 30 -  300G H z Radar, satellite communications
Table 1.1 RF EMF categories and example sources
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An RF signal can be transmitted as a continuous wave (CW) or modulated. When a 
signal is modulated it means that the CW signal is transmitted in bursts or pulses. 
There are many different ways of modulating a signal including varying the amplitude or 
the frequency of the wave.
1.2 Dosimetry
Levels of RF EMF are measured using Specific Absorption Rates (SAR) which provides 
the rate of energy absorption per unit mass, when multiplied by time this indicates the 
amount of power deposited into tissue (Power (W) = energy (J) per second). When 
SAR values are given they show the number of Watts of energy deposited per Kilogram 
of tissue (W/kg). SARs can be calculated using computer models, life-size hollow 
manikins filled with a simulant tissue material with the same dielectric properties as 
human tissue (Chou, Chen, Guy, & Luk, 1984), or electric and magnetic field probes. 
When manikins are used they are situated in the RF EMF field and measurements of 
temperature increases are taken using temperature probes. Recorded SARs are then 
time-averaged, time-averaging is particularly important for modulated RF EMF signals 
as it takes account of the differences between pulsed and continuous exposure. When 
measuring the emissions from RF EMF systems the output power of a system is often 
given, for a CW system this will be the average power output of the system, for pulsed 
systems the peak output power is given which is the average power in the pulse.
Animal research has demonstrated that a core body temperature Increase of 1°C is 
associated with behaviour disruption, such as a reduction in response rate to a learned 
task. This type of temperature rise is observed at whole body SARs of approximately 4 
W/kg (range 3.2-8.4 W/kg) (D'Andrea, Adair, & de Lorge, 2003). The guidelines for 
frequencies between 100 kHz and 10 GHz place a SAR restriction for occupational 
exposure of 10 W/kg for exposure at the head and trunk, 20 W/kg for exposure of limbs 
and a whole-body average SAR of 0.4 W/kg®. SAR restrictions for the general public
All SAR values listed here are for lOg of contiguous tissue
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are slightly lower with localised SARs of 2 W/kg for exposure at the head and trunk, 4 
W/kg for exposure of limbs and a whole-body average SAR of 0.08 W/kg (ICNIRP, 
1998). Examples of SAR measurements calculated using computer models can be 
found in Figure 1.3.
dB SA R
m ax: 1 .3 0  (W /k g ) dB  SA Rm ax: 1 .3 5  (W /k g )
Figure 1.3 SARiog distribution in a realistic aduit human head model, picture on the left shows 
900MHz radiated at a power of 0.25W from an antenna 2.2cm from the head, picture 
on the right shows 1800MHz radiated at 0.125W from an antenna 2.2cm from the 
head (Martinez-Burdalo, Martin, Anguiano, & Viiiar, 2004)
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1.3 Bioeffects of RF EMF
Research into the effects of electromagnetic fields on biological systems has been 
conducted for decades however public interest in the field of RF EMF bioeffects has 
been heightened in recent years because of the development of global communication 
systems. Mobile phone ownership has risen exponentially since the late 1990s; 
surveys demonstrate mobile phone ownership figures of 75-80% of adults in the UK 
(OFTEL, 2003). Rapid public uptake of the technology and sensationalist media 
articles about Its safety has caused concern that the health risks of mobile phones have 
not been fully explored. In the UK, this resulted in the creation of the Independent 
Expert Group on Mobile Phones chaired by Sir William Stewart to review the existing 
scientific evidence. Subsequently a number of government and industry funded 
programmes of research have been set-up, such as the Mobile Telephone Health 
Research (MTHR) programme.
In the public domain both in vitro and in vivo research has been conducted to 
investigate the effects of RF EMF, the majority of this research has focused upon 
signals used by mobile phones. The frequency of the signal transmitted by a mobile 
phone depends on the service provider but the most common frequencies are within the 
UHF band at approximately 900 or 1800MHz with a pulse rate of 217Hz. SAR 
calculations using modeling have shown the amount of power deposited by a first 
generation mobile phone operating at about 900MHz to be SARig 0.16-0.69 W/kg at the 
head, with between 0.06-0.41 W/kg being deposited in the brain tissue (Ghandi, Lazzi, 
& Furse, 1996).®
The only proven route by which RF EMF interacts with the human body is by depositing 
energy in human tissue resulting in a heating effect (Adair et al., 2005). Energy carried 
by an electromagnetic wave is transferred into tissue causing the movement of ions and
 ^ For a recent review of national and International reports on mobile phones please see (Slenklewicz & 
Kowalczuk, 2005). For more information on the M TH R  programme please see www.mthr.orq.uk 
® The phones In use around that time had a power output of approximately 0 .63  W , the maximum output of 
a more modern GSM phone is 2 W  (900M H z) and 1 W  (1800M H z), however, average power output will be
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oscillations of dipole molecules. At high frequencies RF BMP does not penetrate very 
far into tissue and any thermal effects are limited to the surface areas of the skin, at 
lower frequencies the electromagnetic wave penetrates further. Figure 1.4 illustrates 
the penetration depth of RF BMP at different frequencies into grey matter.
Skin Depth (mm) In Grey Matter
1000
100 -EE
£I
c
CO
10 M H z 100M H z 1GHz 10G Hz 100G H z
Frequency
Figure 1.4 Penetration depth of RF EMF Into tissue, giving the depth at which the field 
strength has decreased by one third
Bxposure of human participants to levels of RF BMP high enough to produce heating 
(far higher than that produced by mobile phones) has shown that physiological heat 
loss responses to dissipate the deposited energy are generated by low frequency 
signals (e.g. 100MHz) just as quickly as high frequency signals (e.g. 2450MHz) (Adair, 
Mylacraine, & Allen, 2003; Adair, Cobb, Mylacraine, & Kelleher, 1999). Furthermore, 
exposure of volunteers to 100, 220, 450 and 2450MHz at SARs high enough to cause 
heating (i.e. above the safety standards) demonstrate that the thermoregulatory 
response efficiently regulates the increase in temperature caused by exposure. In none 
of these exposure studies did the core body temperature increase by more than 0.2 °C
a lot lower than this because of the digital signal (corresponding to an average power output of 0.25 W  and 
0 .125  W )(IE G M P , 2000).
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despite the fact the protocols involved exposure under ambient temperature conditions 
of up to 31 °C (Adair, Kelleher, Mack, & Morocco, 1998; Adair, Cobb, Mylacraine, & 
Kelleher, 1999; Adair et al., 2005; Adair, Mylacraine, & Allen, 2003; Adair, Mylacraine, & 
Cobb, 2001).
Although these results suggest that the human body can successfully regulate the 
increases In body temperature caused by high levels of RF EMF a precautionary 
approach has been adopted in the current international guidelines. The guidelines that 
exist to restrict public and occupational exposure include a ten fold safety factor to 
ensure that individuals are protected from the adverse effects of RF EMF heating 
(ICNIRP, 1998).
In addition to the proven heating effects some studies have found results that suggest 
there may be interactions between RF EMF and biological tissues at sub-thermal 
levels.® For example, investigations into the passage of molecules across the blood- 
brain barrier have suggested that a low level 1800MHz signal could affect permeability 
to sucrose (Schirmacher et al., 2000). Salford and colleagues reported results that 
demonstrated leakage of albumin, and nerve cell damage in rats following exposure to 
a 915MHz signal for two hours (Salford, Brun, Eberhardt, Malmgren, & Persson, 2003). 
Other animal studies have suggested that RF EMF may affect the electrical activity of 
the brain. Exposure to a 700 MHz signal altered the electrical activity In rat 
hippocampal slices in vitro and appeared to modulate excitability (Tattersall et al., 
2001). Despite these significant findings there have been many conflicting results 
regarding the effects of RF EMF on brain activity and replications have failed to confirm 
effects. The lEGMP concluded that the majority of the studies on brain function had 
used high power densities which could have resulted in thermal effects (lEGMP, 2000).
For a recent review of possible mechanisms of interaction please see (Challis, 2005).
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1.4 RF EMF effects on cognition
1.4.1 Animal Studies
Animal studies have been conducted to investigate the effects of high levels of RF EMF 
on Innate and learned behaviour to evaluate the level at which behaviour disruption is 
induced. A number of different frequencies have been studied in this way, measuring 
changes in animal behaviour from baseline performance. Studies have shown that 
changes in behaviour can be explained by thermal changes resulting from deposition of 
energy into tissue. Research in the 1970s demonstrated a SAR threshold of 4W/kg for 
behaviour disruption which corresponded with an average core temperature increase of 
1°C (de Lorge, 1976). Work carried out since, for example exposing three different 
animal species to CW and pulsed fields between 225MHz and 5.8GHz, supports this 
threshold (de Lorge, 1983; de Lorge, 1984). Studies such as these using operant 
conditioning of animals and subsequent exposure to RF EMF at different frequencies 
and power densities, has allowed researchers to demonstrate that a dose-response 
relationship exists between levels of RF EMF and the disruption of learned behaviour. 
Across frequencies, higher power densities produce an effect on behaviour much 
quicker than the lower power densities (de Lorge & Ezell, 1980). Such research has 
subsequently been used as the primary basis for setting the human exposure 
guidelines (D’Andrea, Adair & de Lorge 2003).
More recently, animal work has focused on low level fields like those produced by 
mobile phones, and the possibility that there may be effects on behaviour at sub- 
thermal levels. These studies have looked at what the researchers call “cognitive” 
behaviours such as navigation of a spatial maze in search of a reward. Animals, 
usually rodents, are trained on the task over a period of some days and familiarised 
with the exposure system, they are split Into two groups; exposed and sham exposed. 
Following which they spend a period of time in the exposure system before completing 
the maze.
24
Lai and colleagues (1989) found rodents exposed for 45 minutes to 2.45 GHz pulsed 
RF EMF (SAR 0.6 W/kg), demonstrated impairments in memory and learning when 
performing a radial arm maze task in comparison to the control group (Lai, Carino, 
Horita, & Guy, 1989). This memory deficit was further investigated using drugs that 
affect the central cholinergic system. After training and familiarisation the rodents were 
exposed or sham exposed, for 45 minutes every day for ten days. Prior to each 
exposure they were injected with one of three drug treatments or a saline control. 
Results demonstrated that the saline injected RF exposed rodents performed poorly in 
comparison to the sham exposed, however, this deficit was reversed in rodents that 
were pre-treated with either physostigmine (which enhances the levels of endogenous 
acetylcholine) or naltrexone (opiate antagonist) (Lai, Horita, & Guy, 1994). Wang and 
Lai (2000) extended this work to include a cage control group, exposing the active 
group to 2.45 GHz for one hour (SAR 1.2 W/kg) and using a water maze with a 
submerged platform. The results for the exposed group again demonstrated a deficit in 
location memory in comparison to the sham exposed and cage control (Wang & Lai, 
2000).
Although these results appear to show a consistent repeatable effect of low level RF 
EMF on the performance of learned behaviour in rodents it must be noted that recent 
attempts by other research groups to replicate Lai et al (1994) have failed (Cobb, 
Jauchem, & Adair, 2004; Cassel, Gosquer, Galani, & Kuster, 2004). Additionally, 
research investigating the effects of different frequencies (e.g. 900MHz RF pulsed at 
217 Hz) has found no significant effects on spatial learning in rats (Sienkiewicz, 
Blackwell, Haylock, & Saunders, 2000; Dubreuil, Jay, & Edeline, 2002). Although 
deficits in animal behaviour have been reported at whole body SARs of less than 0.4 
W/kg, the diversity of the results means that it is difficult to draw definitive conclusions. 
As the lEMGP (2000) concluded: “The evidence for an effect on spatial memory In rats 
in the absence of whole-body heating is weak."
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1.4.2 Human Studies
1.4.2.1 Initial Findings
In the following section human studies investigating the possible effects of RF EMF 
exposure on cognition will be reviewed. Due to the wide variety of cognitive tasks used 
in the research to date the tasks themselves will not be described in detail. For clarity, 
Tables 1.4 - 1.7 at the end of the chapter list all of the tasks which have been used so 
far and the findings reported. A technical description of these tasks can be found in 
Appendix 1. The nature of the tasks will be reviewed in more detail in Chapter 2. 
Additionally, for reference purposes Tables 1.2 and 1.3 detail the general methodology 
used in each of the studies.
Human experimental research into the effects of EMF on cognitive performance did not 
start in earnest until the late 1990s. An initial publication from Preece and colleagues 
(1998) caused consternation amongst the general public when they published results 
that suggested that Extremely Low Frequency (ELF) EMF at levels within the guidelines 
could alter human cognitive performance. Participants were exposed to 50 Hz (the 
same frequency as that produced by domestic appliances and power cables) at levels 
of 0.6 milliTesla, using a set of coils surrounding the head. A battery of tasks, 
developed by Cognitive Drug Research (CDR), was administered to test the effects of 
EMF on cognitive performance under single blind repeated measures conditions. The 
battery Included two-choice reaction time, verbal and spatial working memory, vigilance, 
delayed picture and word recall tasks. Results suggested that exposure to the 50Hz 
field decreased participant's response accuracy to the word and numeric recall tasks. 
Furthermore, when the results from the different tasks were combined in a multivariate 
analysis, participant’s accuracy in response to the working and secondary memory 
tasks, and the vigilance tasks, appeared to be poorer under the EMF condition.^ The 
authors interpreted this analysis as demonstrating that the RF field caused cognitive
 ^The results from two-choice reaction time and digit vigilance tasks were combined in the analysis to form 
one measure of “attentional accuracy". The results from the immediate word recall, delayed word recall,
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deficits in attention, working memory and episodic secondary memory. However, it is 
worth noting that the initial separate task analyses demonstrated no effects on 
participant's response speed to any of the tasks completed. Nor were there any direct 
effects on response accuracy to the digit vigilance, spatial working memory, picture 
recognition, immediate word recall or delayed word recall tasks.
Subsequently, the same research team conducted a follow-on study to specifically 
address the fields associated with mobile phones. In contrast to the earlier results a 
significant effect was found on response speed to some of the tasks In the CDR battery. 
Preece et al (1999) used a physical copy of an analogue mobile phone mounted over 
the left squamous temporal region of the head to expose the angular gyrus. On three 
separate test days 36 participants were exposed to two different signals (915MHz 
continuous wave and 915MHz modulated at 217Hz), and a sham exposure condition 
under double-blind conditions. The only effect observed was a reduction in reaction 
time on the two-choice reaction time task (CRT) during both the exposure conditions 
when compared to sham. The authors hypothesised that the CRT involved lexical 
processing carried out in the angular gyrus directly below the phone, whereas the nine 
other cognitive tasks did not involve this area. The angular gyrus may have been 
affected by the RF signal through marginal localised heating or a power-dependent sub- 
thermal effect. No effects on performance were observed on the other tasks, including 
the recall tasks on which an effect of a 50Hz RF field was reported in the previous 
paper.
These early RF cognitive studies generated a huge amount of interest in the field of 
electromagnetic research because they suggested a human behavioural effect of acute 
exposure to RF fields at levels within the exposure guidelines. They also served to 
heighten, concomitantly, both media interest in the potential adverse health effects of 
mobile phones and public concern over their use.® Although other work has been
delayed word recognition, numeric working memory, deiayed picture recognition and spatial working 
memory tasks were combined to form one measure of "working and secondary memory accuracy".
® The results of Preece’s studies were widely reported in the UK media, articles on the study w ere  
published in The Guardian. The Telegraph, The Times, The Independent, The Daily Mirror, The Sun, The
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conducted at different frequencies, for the remainder of this introduction the only 
research reported will be that which looks at mobile phone type frequencies.
A similar study published at the same time as Preece’s results found no effects of RF 
EMF on cognition. Twenty subjects held a mobile phone to their right ear whilst 
completing a subtraction test followed by a four choice reaction time test with their left 
hand. In addition to behavioural measures researchers recorded visual evoked 
potentials (electrical potential recorded following stimulation of the visual field) to 
assess the function of the central nervous system immediately following exposure. 
Unlike Preece’s study no effects of exposure were found on the choice reaction time 
test, there were also no reliable effects of the 900MHz signal on the subtraction test or 
the visual evoked potentials (Hladky, Musil, Roth, Urban, & Blazkova, 1999).
Koivisto and colleagues (2000a) also investigated the possible effects of RF EMF on 
reaction time using a battery of tasks and a pulsed RF signal (902MHz pulsed at 
217Hz). Forty-eight participants took part in two test days separated by 24 hours. A 
similar battery of tasks to that used by Preece et al (1999) was completed on exposure 
and non-exposure test days. RF exposure was conducted under single-blind 
conditions. The exposure system (a standard GSM phone with the loudspeaker 
removed) was mounted over the posterior area of the left temporal lobe. Twelve 
cognitive tasks were completed including simple reaction time, two-choice and ten- 
choice reaction time, vigilance and semantic and picture categorisation tasks. In 
contrast to Preece’s results no effect was observed on the two-choice reaction time 
task, however, a significant reduction in reaction time was reported on the simple 
reaction time task during the exposure condition. Additionally, speeded response was 
demonstrated on both vigilance and cumulative subtraction tasks during exposure. 
There were no significant effects on any of the other tasks, and the only effect reported 
on accuracy was a reduction in false alarms on the vigilance task (Koivisto et al.,
Dally Mail, The Daily Express and their Sunday equivalents. Results of a M O R I poll in 1999 showed that 
43%  of mobile phone users were worried about health effects.
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2000a). Preece and colleagues (1999) also used a vigilance task in their study but had 
failed to find any significant changes in performance as a result of exposure.®
The significant effect of condition on vigilance accuracy is interesting because previous 
work had not found an effect of pulsed RF on accuracy, however, 50 Hz CW exposure 
had decreased accuracy to CRT and recall tasks (Preece, Wesnes, & Iwi, 1998), Aside 
from this effect the significant results discussed so far suggest that a mobile phone type 
signal could have a facultative effect on certain cognitive functions. The tasks affected 
indicate that this could be centred upon areas of the brain involved in vigilance and 
maintaining information. The mobile phone was located over the temporal region and 
the signal (902MHz) would not have penetrated more than 2-3cm into the brain, 
however, there is the possibility that other areas of the brain were affected indirectly 
following a chain of physiological events.
A follow-on study was conducted by Koivisto and colleagues to look at the effects of RF 
EMF on working memory (Koivisto et al., 2000b). They hypothesised that RF fields 
may have an effect on reaction time as a function of verbal working memory load. The 
working memory 'n' back task was used to parametrically vary working memory load (0- 
3 back versions of the task were included in the study). The same RF field (900MHz 
pulsed at 217Hz) and exposure system was used as in their first study, and this was 
mounted on the left hand side of the head. Forty-eight participants completed one test 
session lasting about an hour with the two conditions (exposure and non-exposure) 
running simultaneously.
As predicted the results demonstrated an interaction effect between RF condition and 
working memory load. Response times to targets were speeded at the highest memory 
load when participants were exposed to the active phone condition. There was no 
effect of exposure on accuracy, nor was there a significant effect on response speed to
® The vigilance tasks used by the two groups of researchers w ere somewhat different. Preece and 
colleagues’ lasts about 5 minutes: a target digit is presented on the right of the screen and digits are then 
flashed up in the centre, each time the digit matches a target the participant must respond. The task used 
by Koivisto and colleagues’ lasts for 15 minutes, a singie letter is presented for a short space of time with 
random intervals in between stimuli participants must press a key if any of three target letters appear.
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non-target letters. The authors concluded that RF fields could facilitate higher level 
cognitive processing, and that the fronto-parietal areas of the brain may be the specific 
areas affected. These results contrast with Preece et al’s (1998) observed deficits in 
attention, working memory and episodic memory following exposure to 50Hz. They are 
also somewhat disparate with the results found on the simpler cognitive tasks used by 
Preece and Koivisto. Although those authors also found a decrease in response time 
without a corresponding effect on accuracy, the tasks on which these were found; 
simple and two-choice reaction time and vigilance, have a low executive load in 
comparison to the higher level ‘n’ backs. If the effect was consistent with the previous 
results one might expect to find a decrease in reaction time under exposure conditions 
to the low load ‘n’ back tasks i.e. ‘0’ and ‘T back (Preece et al., 1999; Koivisto et al., 
2000a).
An alternative methodological approach was adopted by Lee and colleagues (2001) to 
investigate potential differences in attention performance between mobile phone users 
and non-users. The two groups, users and non-users (n = 72), were matched on the 
variables of age and gender. The former group reported using mobile phones for a total 
time of between 175 and 27240 minutes. Results demonstrated that mobile phone 
users were faster to complete both parts of the Trails Making Test (TMT) in comparison 
to non-users (Lee et al., 2001). However, on other measures of attention, the Stroop 
and Symbol Digit Modalities Tests (SDMT), there were no significant group effects on 
performance. Although this was not a provocation study the authors suggested that 
there may be long term consequences of mobile phone use resulting in a facilitative 
effect on attention. However, if this was the case one would question why the other 
measures Included to assess attention were unaffected. It is also important to note that 
the participants were not matched on any ability measures and the only reference in the 
paper to the subjects’ ability was that they were from “schools of similar achievement”. 
Test performance on the Trails Making Test has been demonstrated to correlate with 
ability (e.g. (Salthouse, 2005)). Participants were only matched according to age and 
gender so there are many confounding variables that could have led to the observed 
group differences. The authors themselves suggested that there may be inherent 
differences between groups because the users were a self selecting sample.
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A follow-on provocation study was carried out a couple of years later using the TMT and 
another measure of attention: the Sustained Attention to Response Task (SART). A 
between groups matched participants design was used, this time the participants {n = 
78) were matched for age, gender, educational level and phone use. The exposure 
system was mounted on the right hand side of the head and consisted of a phone 
transmitting a GSM signal at 1900MHz. Exposure was carried out under single blind 
conditions. There was one test session lasting for approximately one hour during which 
time the participants completed the two tests twice, both groups of participants wore the 
headset for the entire test session. The first time the participants completed the tests 
the experimental group was exposed to the RF EMF, the phone was then switched off 
while participants completed the tests for the second time. Unlike the non-exposure 
study there was no effect observed on performance on the time taken to complete the 
TMT. There were also no between groups effects of exposure on either accuracy or 
correct response speed on the SART. However, there was a significant interaction 
effect on the SART which Indicated that the experimental group decreased their correct 
response speed across the two test sessions significantly faster than the control group 
(Lee, Lam, Yee, & Chan, 2003).
The authors interpreted this result as suggesting that the RF EMF had a facilitating 
effect on attention performance that takes some time to manifest. Like other 
researchers the authors tentatively suggested that heating may be a plausible 
candidate for the effect observed, however they proposed that it was the subsequent 
physiological changes and not the heating itself that caused the significant difference. 
The results from the study showed a decrease in reaction time to the SART for both 
groups the second time they completed the task. An alternative explanation for the 
interaction effect could be that the differences resulted from Individual differences in the 
effect of practice on performance. However, matching participants should have 
provided some degree of control for this.
Edelstyn and Oldershaw (2002) also investigated the possible effects of RF EMF on 
attention. They used digit and spatial span forwards and backwards, serial subtraction
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and verbal fluency tests to focus on the assessment of attention capacity and 
processing speed. A between groups single blind study design was employed with 
thirty-eight participants split into control and experimental groups. Participants were 
tested three times; prior to exposure, 16min and 30min after exposure. Exposure 
lasted for 30 minutes and invoived the participants holding a standard mobile phone 
(transmitting at approximately 900MHz) to their left ear. Cognitive testing lasted for 
eight minutes and for the analysis participants were matched on baseline task 
performance. Effects of RF EMF were observed on the digit span fonvards, spatial 
span backwards, and serial subtraction tasks following 15 minutes of exposure. There 
was no effect on digit span backwards, spatial span forwards or verbal fluency. The 
authors speculated that the facilitating effects on attention capacity and processing 
speed were the result of a local vasodilatory response to the signal In some brain areas 
(Edelstyn & Oldershaw, 2002). However, if this was the case one would have to 
question whether such a response could be so specific that it only affected the 
processing involved in digit span fonwards and spatial span backwards, and not that 
involved in digit span backwards and spatial span forwards!
A similar exposure set-up was used in a study investigating immediate and delayed 
recall of verbal and spatial information (Smythe & Costall, 2003). Sixty-two participants 
(33 Male and 29 Female) were randomly assigned to one of three conditions; holding 
an inactive phone to their left ear, holding an active phone to their left ear or no phone. 
A standard mobile phone was used transmitting at approximately 1800MHz. During the 
test session participants had to complete an acquisition and recall task involving 
memorising 12 words displayed in a pyramid. After 3 minutes of acquisition participants 
completed a distraction task which involved reading aloud from a newspaper for 12 
minutes. Following this the phone was removed and participants had to recall the 
words and their location in the pyramid on a piece of paper. A week later participants 
returned and were again asked to recali the words and their location in the pyramid. 
Errors made on the task were classified as semantic or spatial.^ ® Results suggested 
that male participants demonstrated a lower rate of spatial errors when exposed to the
Omission and incorrect words were both classified by the authors as "semantic errors"
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RF EMF s igna l .The  authors Interpreted this result as demonstrating a sex specific 
effect of mobile phone exposure resulting in facilitation of cognitive performance in men. 
However, these results should be viewed extremely cautiously; the sex specific 
differences were only observed on one aspect of performance on the task and all 
comparisons were made between groups yet there was no attempt to match the 
participants on any factor. The participants were from a wide age range (18-63 years) 
and the significant findings could have resulted from individual variations in 
performance.
1.4.2.2 More Recent Results
Following these early provocation studies more recent research has tried to reduce the 
number of confounding variables and improve upon study design. One of the first 
research groups to try and develop their methodology and replicate significant findings 
was the Finnish research group headed by Christian Haarala. In 2003 Haraala and 
colleagues attempted to replicate their earlier findings (Koivisto et al., 2000a) using 
improved methodology. The earlier study had suggested 902MHz exposure resulted in 
a reduction in reaction time to Simple Reaction Time, vigilance and subtraction tasks, 
as well as an improvement in vigilance accuracy. The replication study used the same 
exposure system and set-up as the first, however the design differed. The study was 
conducted under double not single-blind conditions using a larger sample of subjects (n 
= 64), multi-centre testing and additional tests. Six of the tests from the previous study 
were used and three additional modified Stroop tasks. The SAR for the exposure 
system was assessed, and found to be 0.88 W/kg averaged over 1g (peak value 1.2 
W/kg). Although reaction times to the tasks were similar to those observed in the first 
study, the results showed no significant effects of condition on any of the tests' 
performance parameters (Haarala et al., 2003b). The failure of this improved study to 
replicate the earlier significant findings brings into question their reliability and validity.
During analysis the n -  62 was split into male and fem ale groups and further subdivided into the three 
condition groups, resulting in the following numbers: no phone m = 9, f = 9, active phone m = 15, f  = 11, 
and inactive phone m = 10, f  = 9.
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The second replication study conducted by the Finnish team attempted to confirm 
Koivisto et al’s (2000b) finding that RF EMF appeared to decrease response time on a 
working memory task as a function of memory load. Again the earlier design was 
improved upon; double blind conditions were used, multi-centre testing, a more 
comfortable exposure set-up and test sessions separated by a period of 24 hours. 
Results again demonstrated a failure to replicate their previous findings; there were no 
significant effects of EMF exposure on any aspect of task performance (Haarala et al.,
2004).
The verbal ‘n’ back task (0-3 back versions) was used by the same team to look at the 
effects of RF EMF on cerebral blood flow in the brain using PET. Like the failed 
replication study no effect of exposure to 902MHz on task performance was reported 
(Haarala et al., 2003a)^ .^ However, what is interesting to note is that there were slight 
changes in cerebral blood flow when participants were exposed to the RF signal. A 
902MHz signal was used with a reported SARiog of 0.99 W/kg (peak 2.00 W/kg). 
Although there were no differences associated with SAR between conditions there was 
a bilateral decrease in regional cerebral blood flow (rCBF) to the auditory cortex. Upon 
further investigation the researchers discovered that the phone gave a higher acoustic 
signal during the RF EMF exposure condition. This signal was emitted by the battery 
and was below hearing threshold; participants reported being unable to guess whether 
the phone was transmitting or not. Subsequent work using an external power supply 
eliminated the acoustic signal and by repeating the exposure the researchers were able 
to demonstrate no difference in the rCBF response between conditions. These results 
suggest that using a phone powered by a battery could introduce an additional variable 
that researchers were unaware of, and that this could influence brain activation. There 
is the possibility that some of the significant findings to date could have been affected 
by the imperceptible acoustic signal produced by the phone. To combat this possibility 
the researchers recommended the use of an external power supply in future research.
Activation in areas associated with completing the ‘n’ back task was apparent, e.g. areas in the frontal 
and parietal lobe including the dorsolateral prefrontal cortex.
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The majority of the studies reviewed thus far have looked at acute exposure to EMF, 
however, there are also concerns that mobile phone exposure may have chronic 
effects. This has been addressed in recent work which involved exposure to a mobile 
signal for two hours a day, five days a week for six weeks. A between groups double 
blind design was used to test 55 subjects who were matched on age, gender and IQ. 
The exposure schedule involved three periods; two days baseline period (2 days) at the 
beginning, exposure period (over 27 days) followed by a recovery period (45 days). 
During the evening exposure participants held the phone to their head and sat watching 
an “emotionally neutral" film. A battery of neuropsychological tasks was completed in 
the morning on days 2, 15, 29 and 43. The tasks used were: simple and three-choice 
reaction time, digit and spatial span fonwards and backwards, modified Stroop task, 
figure cancellation test, auditory verbal learning test, number letter sequencing, Benton 
visual retention task, purdue peg board and implicit memory. No significant effects were 
observed on the groups’ performance on the tests, suggesting chronic mobile phone 
exposure does not affect performance some time after exposure (Besset, Espa, 
Dauvilliers, Billiard, & de Seze, 2005).
As well as looking at chronic exposure researchers have tried to track the time-course 
of RF EMF effects on cognition and match this to increases in temperature measured in 
the ear canal. Twenty subjects were exposed to a 902MHz GSM signal which gave a 
maximum measured SAR of 0.5 W/kg. They completed three test sessions; baseline, 
exposure and sham. The subjects were split into two groups; the first exposed for 45 
min prior to the test session and the second exposed for the 45 min test session itself. 
During the session participants completed acoustic simple and two-choice reaction time 
tasks, a visual search letter cancellation task and a subtraction task. Tympanic 
temperature was measured approximately every 20 minutes; these recordings 
demonstrated a significant increase in tympanic temperature on the side of exposure 
during the RF EMF exposure condition (+0.15“C in comparison to non-exposed ear). 
There was also a significant decrease in response latency to the SRT and CRT during 
exposure, supporting the result found by Koivisto and colleagues (2000a) on the SRT 
and Preece and colleagues (1999) on the CRT. Results on the other tasks and the 
accuracy of response to all tasks did not demonstrate an effect of condition. The
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authors reported a specific effect of RF EMF exposure that increased with exposure 
time and matched the time-course of the temperature increase, suggesting that the 
effects observed could indicate temperature-dependent mechanisms on cognition 
(Curcio et al., 2004).
With the introduction of new technology, different frequencies have started to be used 
by the mobile phone companies, for example third generation mobile phones (3G) 
operate globally using Universal Mobile Telecommunications System (UMTS) signals 
around 2000MHz. Schmid and colleagues (2005) investigated the effects of UMTS 
signals on visual attention. Fifty-eight participants took part in one double blind test 
session lasting about three and a half hours. During the single test session participants 
completed three conditions (sham exposure, high power output and low power output). 
A 1970MHz signal was transmitted from a head mounted exposure system during 
giving a mean SAR of 0.37 W/kg. Participants completed a critical flicker fusion test, a 
visual pursuit test, tachistoscopic traffic test and a test of contrast sensitivity. Bonferroni 
adjustment was calculated for the multiple statistical tests, adjusted a = 0.004, a 
positive control consisting of a flickering light condition was also incorporated in the 
study design. There were no significant effects of either RF EMF level on any of the 
visual attention parameters even before adjusting the results for multiple comparisons. 
As predicted the positive control demonstrated a significant detrimental effect on the 
traffic test and contrast sensitivity (Schmid, Sauter, Stepansky, Lobentanz, & Zeithofer,
2005).
Two further studies have been carried out by different research groups in 2006. Both 
studies have specifically used comparatively large samples of participants. The first 
had a sample of 168 participants; subdivided into a modulated and CW exposure group, 
and according to the side of the head that was exposed. Repeated measures double 
blind exposure took place in two test sessions separated by a period of a week; sham 
exposure and exposure to an 888MHz signal. A normal mobile phone mounted to the 
side of the head was used to transmit the signal. The tasks that were completed during 
exposure focussed on those on which an effect had been found previously, such as 
SRT, 10-CRT, vigilance and subtraction tasks. Exposure lasted for about 35 minutes
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and included a “warm-up” session of ten minutes during which volunteers completed a 
sub-set of puzzles from Raven’s Progressive Matrices. Analysis of the results showed 
no main effects of condition on performance of any of the cognitive tasks, no 
differences between signal type or latéralisation of the phone and also no effects of 
session or interaction effects between gender and exposure (Russo et al., 2006).
The second study was carried out by Keetley and colleagues. One hundred and twenty 
participants completed a repeated measures study exposing them to an 895MHz GSM 
mobile phone signal and comparing performance to sham. Again, the test sessions 
were separated by a period of week. A normal battery powered phone was used and 
the researchers reported that a "just perceptible” buzzing sound was emitted by the 
phone during RF EMF transmission, and that the phone itself heated up after being on 
for some time. This was controlled for by putting a pad between the head and the 
phone; results demonstrated that participants could not tell when RF EMF was being 
transmitted. During exposure participants completed an audio-visual learning test 
(AVLT), Digit span, Digit Symbol Substitution Test (DSST), speed of comprehension 
test. Trails Making Test, SRT, 4-CRT and inspection time. Participants completed tests 
just before and during exposure / sham exposure. The analysis involved calculating the 
difference between pre-exposure and exposure performance for each condition. Initial 
results showed no significant difference in the change in performance between 
conditions. However, once various covariates were included (selected on the basis of 
results which showed a significant effect of a covariate e.g. age, education, gender, on 
the specific test), there were significant differences. Two of the four measures from the 
AVLT appeared to be significantly impaired in the exposure condition, as did response 
time to Trails A, SRT and 4CRT. Conversely Trails B and analysis of the difference in 
response time between Trails A and B demonstrated a positive effect of condition, i.e. 
faster response time. The authors suggest this reflects a beneficial effect of RF EMF 
on working memory, and an adverse effect of RF EMF on more basic cognitive 
functions (Keetley, Wood, Spong, & Stough, 2006).
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1.4.3 Human EEQ Studies
The EEG has been used to look at the effects of RF EMFs on brain function when 
participants are resting, asleep and responding to various stimuli/® For the purpose of 
this introduction it is only those involving responses to cognitive tasks and evoked / 
event-related potentials (EP/ERPs) that will be reviewed.
The EEG records the electrical activity of the brain produced by nerve cells in the cortex 
using electrodes placed in specific locations on the head. The recordings of activity 
taken can be sub-divided into different frequency bands; delta or slow waves < 4 Hz, 
theta 4-8 Hz, a 8-12 Hz, beta 14-30 Hz and gamma 30-80 Hz. Looking at the 
spontaneous EEG allows identification of activity in the different bands which can then 
be associated with different cognitive functions or mental states. For example, research 
has shown that as task demands increase, signals in the delta band tend to become 
synchronised (the power of the signal increases), and signals in the a band tend to de­
synchronise (power in this band decreases) (Klimesch, 1999). As well as looking at 
bands of activity and associating changes to certain mental tasks, EEG can also be 
used to look at patterns of electrical activity elicited in response to specific stimuli. 
Generation of these evoked potentials (EPs) can be done using visual, auditory or 
somatosensory stimuli, and the pattern of activity that follows is then recorded. Visual 
evoked potentials are usually produced using flashes of light or visual patterns and 
auditory evoked potentials by using different tones. These sensory EPs produce 
distinctive patterns of activity characterised by peaks which appear at different times 
after stimulation, which are described according to their latency and polarity: a visual 
stimulus will typically produce a positive deflection about 100ms after stimuli 
presentation (PI00), followed by a negative rebound about 200ms after stimulus 
presentation (N200). Sensory EPs can be used to clinically assess the visual and 
auditory pathways and locate the presence of lesions. Recording EPs during RF EMF 
exposure allows the assessment of any effects from the signal on the patterns of 
oscillations in the brain which reflect sensory processing, changes in the amplitude or
For RF effects on resting EEG please see (Roschke & Mann, 1997; Hietanen, Kovala, & Hamalalnen, 
2000), for RF effects on sleep (Wagner et al., 2000; Huber et al., 2002; Huber et al.. 2000; Borbely et al.. 
1999)
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latency of the EPs could Indicate an RF EMF effect. In addition to EPs one can also 
look specifically at ERPs associated with particular cognitive tasks. Such tasks include 
the oddball paradigm, mismatch negativity and contingent negative variation (CNV) all 
of which have been used in RF EMF research. For a description of these tasks please 
see Appendix 1.
Recording EEG signals during RF EMF exposure presents a particular technical 
challenge because the presence of any metal (e.g. electrodes) in the field can affect RF 
dosimetry. RF EMF also has the potential to cause interference in the EEG recordings. 
One the main problems associated with EEG research is the low signal to noise ratio 
which can make the removal of artefacts difficult, this has been overcome to some 
extent with the development of complex signals analysis methods (Quiroga, 2006).
Freude and colleagues (1998) conducted the first in a series of studies to investigate 
the effects of RF EMF on event related brain activity. They used a vigilance task 
monitoring the position of a moving hand on a clock face, and a simple finger 
movement task. Eleven participants completed the tasks under control and exposure 
conditions during one test session. The exposure (916MHz GSM signal) lasted for 
approximately eight minutes and the signal was emitted from a phone mounted on the 
left hand side of the head. No differences in performance between the two test 
conditions were observed and there were no effects on the EEG signal during the finger 
tapping task. However, there were differences in the slow brain potentials under RF 
EMF conditions when participants were completing the vigilance task. The amplitude of 
response was lowered during exposure in temporal, parietal and occipital brain regions 
particularly in the right hemisphere. The authors interpreted this finding as 
demonstrating that RF EMF can influence cortical excitability when participants were 
completing a demanding task (Freude, Ulisperger, Eggert, & Ruppe, 1998).
The same group of researchers were able to show that RF EMF also appears to alter 
event related potentials when participants were completing an auditory oddball task. 
Thirteen participants completed the task under control and exposure conditions using 
the same exposure set-up as the first study and single-blind design. RF EMF exposure 
was shown to alter the normalised spectral power in the 18-32 Hz frequency band
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range when responding to task relevant target stimuli (P300 latency window). No effect 
was shown when responding to irrelevant or novel stimuli. The effect was most 
apparent in the hemisphere directiy below the signal, averaged normalised power 
appeared to be significantly higher under RF EMF conditions (Euiitz, Ulisperger, 
Freude, & Elbert, 1998). In 2000 two further experiments were reported by the 
researchers using the same study design; the first involved twenty participants 
completing the vigilance task from the first study and in the second nineteen 
participants completed the vigilance task, finger tapping task and a task designed to 
elicit CNV. No differences between conditions were observed in task performance on 
any of the tasks, nor was there a main effect of condition on the EEG for the finger 
tapping or CNV task. The results were similar to the first study, effects were observed 
on the EEG during the vigilance task; during RF EMF exposure negative shifts of the 
slow brain potentials appeared to be reduced in the central, temporal, parietal and 
occipital areas, but not in the frontal area (Freude, Ulisperger, Eggert, & Ruppe, 2000).
Other research has looked at the effects of RF EMF on the latency or amplitude of 
visual evoked potentials (VEPs). VEPs (N100, P I00 and P200) were recorded just 
before and just after making a five minute phone call using a GSM phone. Details of 
the signal and exposure were not given in the published paper. Twenty participants 
completed two test sessions; exposure and sham exposure. Test sessions were 
separated by a period of about two weeks. The authors report no effect of condition on 
EEG recordings, however, no attempts were made to blind the participant to the 
condition and measures were not taken during exposure (Urban, Lukas, & Roth, 1998).
Another study looked at the effects of a 902MHz signal modulated at 217 Hz on 
ERD/ERS responses whilst completing a memory task. Sixteen participants completed 
a modified auditory Sternberg task under single blind repeated measures conditions. 
The phone was mounted over the right posterior temporal region. A main effect of EMF 
was seen in the 8-10 Hz band, additionally, the ERD/ERS responses across the 4-12 
Hz bands appeared to be affected by exposure. The time course of these effects 
suggested that the early stages of auditory information processing and later retrieval 
could be affected. Despite these effects on cortical activity there were no differences in 
behavioural response between conditions (Krause et al., 2000a).
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The same researchers carried out another study in which 24 participants were exposed 
to a 902IVIHZ signal modulated at 217 Hz produced by a phone mounted over the right 
hand posterior temporal lobe, this time the memory tasks used were verbal 0-2 back 
tasks (Krause et al., 2000b). As before, the single blind exposure lasted for about 30 
minutes and participants completed both test sessions; sham and exposure, one after 
another. Again there were no effects of condition on responses to the task, but there 
appeared to be differences in cortical activity patterns. Although there was no main 
effect of EMF on ERD/ERS response in any of the frequency bands, during the 
exposure condition the responses in the 6-8, and 8-10 Hz frequency bands did appear 
to be altered (difference between ERD/ERS responses to targets and non-targets 
decreased) but only as a function of memory load. The authors suggested that the 
EMF may specifically affect higher level cognitive functions required for attention, and 
that this was reflected in the effects observed on the neural oscillatory systems at 
around 8Hz.
A further study attempted to reproduce the significant results found by Krause and 
colleagues (2000a) In EEG recordings made during completion of auditory Sternberg 
tasks. The first study had suggested that exposure altered brain responses In the 4-12 
Hz frequency bands as a function of the task. In the replication study the design was 
Improved upon by using double blind conditions and increasing the number of 
participants from 16 to 24. The same battery powered exposure system was used but 
this was attached the left hand side of the head and SAR was calculated as 0.88 W/kg. 
The only finding that was consistent with the first study was a decrease in the 
synchronisation of responses in the 4-6 Hz band. The other results differed from those 
found In the first study, the EMF signal appeared to cause altered ERD/ERS responses 
in the left hemisphere in the 6-8Hz band and have no significant effect on the 8-1 OHz 
and 10-12HZ bands. Additionally, there appeared to be an effect on behaviour; a 
significant increase in incorrect responses to the task was reported when RF EMF was 
on (Krause et al., 2004).
From the results detailed so far it appears that RF EMF may have the potential to cause 
modulations in cortical brain activity that are not usually manifested in task
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performance. Other researchers have also found changes in event-related spectral 
power associated with 900MHz GSM. Croft et al (2002) showed that the EEG 
recordings from 24 subjects completing an auditory oddball discrimination task under 
single blind conditions demonstrated a decrease in activation in the beta frequency 
band. This effect was only evident some time into the exposure. They also reported an 
increase in response in the gamma and theta frequency bands in the midline frontal and 
lateral posterior areas.
Another study looked at the effects of an 1870MHz GSM field on an episodic memory 
task using the magnetoencephalogram (MEG). Twelve participants were exposed or 
sham exposed to the mobile signal for 30 minutes on two separate test days under 
repeated measures single-blind conditions. For the final ten minutes they were 
presented with a sequence of 200 words on a computer screen. The exposure was 
then switched off and participants had a 15 minute break. Following the break MEG 
recording started and participants were presented with a list of 400 words, the original 
200 plus another 200, they had to indicate whether each word had been included in the 
original list. Responses showed no differences between condition on reaction time or 
accuracy, however, analysis of MEG results for correctly identified old / new words 
demonstrated an interaction with condition. This result suggested that the RF EMF field 
modulated the early task specific component of the MEG associated with responses to 
old and new words, task related differences were seen in the early component of the 
MEG which has been reported as reflecting item familiarity. Differences between 
conditions almost reached significance for the event-related electromagnetic fields 
recorded in response to old, but not new words. As a result of this the authors suggest 
that the interaction may demonstrate an RF EMF effect on familiarity, resulting from 
acute effects of the field on the encoding process, rather than a delayed effect on the 
retrieval process. Despite the absence of effects on performance they suggest that 
“exposure to GSM-EMF interferes with the process of word encoding in the context of 
an encoding retrieval experiment as reflected in the MEG.” (Hinrichs & Heinze, 2004).
Papageorgiou and colleagues (2004) focussed on the performance of the digit span test 
during RF EMF exposure. Nineteen participants (9 male, 10 female) were exposed to a 
900MHz signal for a period of about 45 minutes whilst they completed forward and
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reverse span. There were two test sessions, exposure and sham, which were 
separated by a period of two weeks. The authors looked for differences In the EEG 
signal during the task and task performance. They also looked for sex differences in 
the measures recorded. EEG was recorded for 1500ms just before the presentation of 
the numbers to be remembered, during which time an auditory warning stimulus of low 
or high frequency was presented, which indicated whether the numbers had to be 
recalled in forward or reverse order respectively. The results showed no effect of 
condition on accuracy of response to the digit span. However, the authors reported 
differences in the baseline EEG “energy” between males and females; the recorded 
signals for the males were higher than the females at all electrodes. A significant 
interaction effect between sex and condition was also reported; under RF EMF 
conditions the difference between males and females was reversed and recorded 
signals for the females were higher than the males. The authors interpreted this result 
as evidence of an effect of RF EMF on brain activity which is related to sex differences 
in information processing (Papageorgiou, Nanou, Tsiafakis, Capsalis, & Rabavilas, 
2004). This result does suggest that the effect of RF EMF on EEG may be obscured 
when mixed sex participant groups are used. However, the main effect of condition is 
not reported within the paper, nor is it mentioned whether the exposure was carried out 
under single or double blind conditions.
In a further study the acute effects of a 900MHz signal on early components of the ERP 
were again investigated using the digit span task (10 female, 9 male participants). This 
time an experimental exposure system with dipole antenna was used to deliver the RF 
EMF signal, eliminating the problems associated with noise being emitted from the 
phone battery. However, there were no specific measurements made to evaluate 
whether any auditory signal was emitted during exposure. The same task sequence 
was followed as the first study with the ERP being recorded following a warning 
stimulus before any numbers had been presented. The focus of the analysis was the 
auditory P50 component of the ERP, the P50 is a late latency auditory evoked potential 
which the authors suggest is associated with working memory operation because it Is 
part of the gamma band response. Results showed that under exposure conditions the 
amplitude of the P50 was altered, however, the way in which it was altered was 
dependant upon the frequency of the auditory test stimulus. In response to the low
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frequency stimulus the amplitude of the P50 response increased during exposure, 
however, in response to the high frequency stimulus P50 amplitude decreased during 
the RF EMF condition. There were no effects of condition on behavioural response, nor 
were there any sex differences. The authors interpreted this result as evidence for RF 
EMF effects on pre-attentive processing, possibly resulting from an increase in 
cholinergic activity (Papageorgiou et al., 2006).
A pilot study investigating 894MHz moduiated at 217 Hz (0.87 W/kg) also found effects 
on ERP components of the EEG using twelve participants. In the paper it was reported 
that a just perceptible buzz was emitted when the phone was on; despite this 
participants could not detect when the RF EMF was present. Results from an auditory 
oddball task showed the amplitude and latency of the N100 response to non-targets 
was reduced during exposure, and that P300 response to targets was delayed during 
exposure. Additionally, a change In behavioural response to the task was observed; 
reaction times were slower during exposure in comparison to sham. Suggesting RF 
EMF effects on both neural activity and performance (Hamblin, Wood, Croft, & Stough,
2004).
Although there does appear to effects of RF EMF on event related components of the 
EEG, these effects are not always consistent and there are still methodological factors 
that are not being accounted for. One can see in Table 1.3 that the largest group of 
participants in an RF EMF EEG study up until 2005 was 24 and only two of the studies 
had been conducted under double blind conditions. In order to address this and 
attempt to extend previous findings to a larger subject group using more rigorous 
methodological design Hamblin and colleagues (2006) conducted a study using the 
largest subject group in an RF EMF EEG study to date. One hundred and twenty 
subjects took part in a repeated measures study under double blind conditions. The 
two test sessions were separated by a period of a week. Participants completed the 
following tasks twice in each test session: visual and auditory oddball tasks and a 
Wisconsin Card Sorting Task (WCST). '^  ^ During the active test session participants 
were exposed to an 895MHz GSM signal the second time they completed the task.
Data from the WCST was not reported within the paper.
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The study was designed to be sensitive enough to detect differences of a quarter of a 
standard deviation with a power of 0.80, only planned statistical comparisons were 
made on the basis of a priori prediction of effects. Namely that the N100 amplitude and 
latency would decrease and P300 latency and reaction time would increase during 
exposure. The results demonstrated no statistically reliable effects of RF EMF on the 
recorded parameters. The authors concluded that there was no clear evidence to 
support the supposition that mobile phone signals affect either event related potentials 
or reaction time, and that previous research may have lacked the statistical power to 
answer the question as to whether there are true RF EMF effects on recorded EEG 
(Hamblin, Croft, Wood, Stough, & Spong, 2006).
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1.4.4 Specialist Subject Populations
The Stewart Report (lEGMP 2000) suggested that the effects of RF EMF may be a 
particular worry for children because of the vulnerability of the nervous system and 
possibility of a higher SAR because of their size, they recommended human volunteer 
studies included the “..study of children and individuals who might be more susceptible 
to RF radiation.” (Page 9). Two recent studies specifically addressed this 
recommendation. Both studies looked at the effects of 902MHz GSM signal on a 
variety of cognitive tasks. In the first study 32 volunteers aged between 10-14 years old 
completed simple and choice reaction time, vigilance and verbal ‘n’ back tasks on two 
occasions under RF EMF and sham conditions (Haarala et al., 2006). The exposures 
were done under double blind conditions using a battery powered factory model phone, 
SAR measurements demonstrated a peak value of 2.07 W/kg (SARiog 0.99 W/kg, 
SARig 1.44 W/kg). Results from the study indicate that there were no effects of RF 
EMF on accuracy or response latency to any of the tests employed, and support the 
findings of an earlier study conducted by the same research team on adults (Haarala et 
al., 2003b).
The second study employed similar methodology. Eighteen children aged between 10 
and 12 years old participated in three separate test days, two RF EMF conditions on 
which the power output was different (peak output of 0.2 W peak and 2 W peak), and a 
sham control. All test days were conducted under double blind conditions. A standard 
GSM phone was supplied specifically for the study SAR measurements demonstrated 
that the maximum SAR for the brain was 0.28 W/kg. A selection of tests from the CDR 
battery was used including; simple and choice reaction time, digit vigilance, dual 
attention, immediate and delayed word recognition, picture recognition and spatial and 
numeric working memory. The results from the study were Bonferroni corrected for 
multiple statistical comparisons giving an adjusted a = 0.0023. At this level of 
significance the findings supported Haarala et al’s study demonstrating no effect of 
condition on response latency or accuracy to any of the cognitive tasks. However, the 
authors did report a trend in the results indicating that reaction time under RF EMF 
conditions appeared to be faster than under sham conditions. Response latency to the 
simple reaction time task appeared to be fastest under the full power RF EMF condition
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(291ms) compared to low power (304ms) and sham (309ms) and this was significant 
before Bonferroni correction p < 0.05 (Preece et al., 2005).
Two EEG studies have been conducted which specifically looked at patient groups. 
Jech et al (2001) looked at the EEG responses of patients with narcolepsy to try and 
identify if there was an interaction between RF EMF and vigilance. Twenty-two patients 
were exposed to a 900 MHz signal for 45 minutes under double blind repeated 
measures conditions. The two test days were separated by a period of 24 hours. 
Results showed no effect of the field on spontaneous EEG recorded following 
exposure. A sub-group of the seventeen patients completed a visual oddball task 
during exposure.The results showed no effect of the signal on any measure that may 
be associated with a decrease in vigilance; the amplitude of the EEG response a 
decrease in accuracy or increase reaction time to the task. In contrast to the direction 
of predicted effects, under the RF EMF condition response time to target stimuli 
decreased significantly, and the amplitude of phase-locked neural responses was 
altered. These effects were limited to presentation of the stimuli in the right hemifield 
and demonstrated by an increase in the amplitude of the P300a and N200 response. 
The authors suggested the results may indicate enhanced sensitivity of narcoleptic 
patients to the RF EMF signal which results in reducing excessive sleepiness 
experienced by the patients, however, the biological mechanism for the effect is 
unknown (Jech et al., 2001).
The second study looked specifically at patients with epilepsy; auditory evoked 
potentials in nine healthy subjects and six patients with temporal lobe epilepsy were 
compared. Participants were exposed to 900MHz RF EMF transmitted at two different 
power levels under single blind conditions and results were then compared to a sham 
exposure condition. Previous work had demonstrated that the presence of the 
electrodes and wires for recording EEG did not alter SAR levels. The results for each 
group were analysed separately because research has shown that epileptic patients 
have altered N100 latency in comparison to healthy participants. RF EMF exposure 
appeared to modify some aspects of the auditory evoked potential and change the 
correlation coefficients between control and RF sessions in both groups of participants.
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The authors concluded that the signals may influence surface activity but not in more 
specific areas (Maby, Le Bouquin Jeannes, Faucon, Liegeois-Chauvei, & de Seze,
2005).
Other studies have focused on individuals who report subjective symptoms in response 
to exposure to mobile phone signals. Symptoms that have been connected with mobile 
phone use include, amongst others; headaches, feelings of warmth around the ear, 
dizziness, fatigue and difficulty concentrating (Hocking, 1998; Frey, 1998). The 
prevalence of such symptoms has been investigated by carrying out large scale 
epidemiological studies. Oftedal and colleagues (2000) conducted a pilot study of 
users in Norway and Sweden. 31% of users in Norway and 13% in Sweden reported 
experiencing at least one symptom in connection with mobile phone use (Oftedal, 
Wiien, Sandstrom, & Mild, 2000). A follow-on study by Sandstrom and colleagues 
(2001) involved 6379 GSM users and 5613 analogue users in Sweden and 2500 users 
from each category in Norway. The results showed no increase in symptom risk 
amongst GSM users in comparison to analogue users. However, there was a 
statistically significant association between calling time, the number of calls per day and 
experience of warmth around the ear, headaches and fatigue (Sandstrom, Wiien, 
Oftedal, & Mild, 2001). Chia and colleagues (2000) specifically investigated mobile 
phone usage and the subjective experience of headache symptoms in 808 participants. 
This study found a significant increase in the prevalence of headache with increasing 
duration of usage. Results suggested that the incidence of headaches was reduced by 
20% among those who used hands-free equipment (Chia, Chia, & Tan, 2000).
More recently experience of subjective symptoms has been investigated using double­
blind provocation studies. Under these controlled conditions participants are unable to 
tell when RF is being transmitted and no connections have been found between RF 
exposure and self-reported symptoms (Hietanen, Hamaiainen, & Husman, 2002; 
Koivlsto et al., 2001). Wiien and colleagues (2006) recruited twenty subjects who self 
reported experiencing symptoms in response to RF EMF exposure, an additional twenty 
control subjects also participated in the trial. A single blind study was conducted in 
which subjects completed two test sessions separated by a period of 24 hours. The
One patient from the original group was excluded due to excessive sleepiness and four other patients
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experimental exposure system exposed the right hand side of the head. A 900MHz 
GSM signal was used in the study, the dosimetry demonstrated a max SARig of 1.0 
W/kg and SAR^ og of 0.8 W/kg. A number of physiological measures were taken during 
thirty minutes of exposure, including heart rate, respiration, local blood flow at the 
fingertip (photoplethysmography) and the electro-dermal response. Participants also 
completed a critical flicker fusion test and a Sternberg memory test prior to and 
following RF EMF exposure. The results showed no effects of exposure on any of the 
measures used for either of the groups (Wiien, Johansson, Kalezic, Lyskov, & 
Sandstrom, 2006). Under these experimental conditions it appears that individuals 
reporting symptoms in response to mobile phone use demonstrate no difference in 
physiological or cognitive response to the signal.
Recent research published in the British Medical Journal has suggested that electro­
sensitivity could be a self-fulfilling prophecy. Rubin and colleagues (2006) studied 60 
individuals who reported experiencing symptoms in response to mobile phones and 60 
controls. In a double blind provocation study they were able to show that neither group 
could detect when the mobile phone was on in comparison to the sham condition, 
despite the sensitive group being convinced that they could detect the difference. The 
sensitive group reported experiencing more symptoms during the test session than the 
controls and the severity of these symptoms increased during exposure, so much so 
that some participants chose to terminate the session early and withdraw from the 
study. The authors suggested that experience of these symptoms regardless of 
condition may be the result of the nocebo effect, this results when individuals believe 
something will cause them harm and they experience symptoms in relation to the cause 
despite the fact the cause is a sham. Thus, individuals do experience headaches etc in 
relation to mobile phones but the headaches are caused by their anxiety and 
expectations rather than a biological response to the signal itself (Rubin, Hahn, Everitt, 
Cleare, & Wesseiy, 2006).
were excluded due to ocular artifacts.
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1.5 Criticisms and Remaining Questions
The results from the RF EMF cognitive and EEG studies are confusing: many of the 
studies report significant effects of RF EMF produced by mobile phones on some 
aspect of cognitive performance or the event-related EEG response. However, none of 
the replication studies have been successful in reproducing previous significant 
findings. Effects have been found on various psychomotor speed, attention and 
working memory tasks but in each of the studies there are often similar tasks upon 
which performance remains unaffected. The only apparent trend in the cognitive results 
is that on some tasks the exposure condition appears to decrease response time 
without producing a decrease in accuracy. The scattered significant results have led 
authors to conclude that a particular area of the brain, not necessarily adjacent to the 
site of the mobile phone, has been affected by the RF EMF by means of some 
biological route. Different areas of the brain have been identified as the location of 
effects depending on the cognitive task affected. Such areas include the left squamous 
temporal region and fronto-parietal regions. By their own admittance authors have not 
been able to identify the biological mechanism by which any behavioural effect Is 
enacted, and Instead suggest a low level thermal mechanism.
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Frequencies for exposure used in the RF EMF cognitive studies and the number of 
studies that have been carried out at each frequency
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There are a number of methodological problems which could have resulted in the 
variability in results. Firstly, almost all the published studies have used a different 
exposure system. Some researchers have utilised a real mobile phone with the screen 
covered, others have used an experimental system or replica phone. Full details on the 
exposure systems and dosimetric assessments of SAR are not always given, making it 
difficult to compare studies in terms of actual exposure and deposition of RF energy into 
the brain. Variability can also be seen in the system used to mount the phone to the 
side of the head, the antenna orientation and the side of the head on which the phone is 
mounted. It is worth remembering that in a number of the studies participants actually 
had to hold the phone to the head whilst completing cognitive tasks with their free hand! 
Phones were not specifically developed for experimental use, although a number of 
studies do report that the loud speaker was removed. Some mobile phone batteries 
may emit noise when transmitting which, although barely perceptible, could have an 
effect on performance and brain activity. Exposure Issues such as those identified led 
Kuster and colleagues (2004) to conclude that:
“From a dosimetric point of view...conflicting results had to be
expected, because the exposures were not sufficiently defined...”
(Kuster, Schuderer, Christ, Futter, & Ebert, 2004).
In terms of the general design of studies there was also variability in practice, many of 
the studies were conducted under single not double blind conditions. Some studies had 
24 or 48 hours between test sessions, others completed the exposure and non­
exposure sessions on the same test day. Within and between subjects designs have 
been employed and although similar cognitive tests have been used (broadly assessing 
attention and working memory), the systems used to deliver them and the technical 
specification for the tests has differed. Another criticism that has been made of the 
studies is that the statistical analysis has not accounted for the numerous comparisons 
that have been made. The Stewart Report (lEGMP 2000) noted that, had a Bonferroni 
correction been made for multiple analyses in Koivlsto and colleague’s (2000a) study, 
of the four significant findings only one (decrease in RT on the vigilance task) would 
have remained reliable. With reference to the EEG work in particular, there has been a 
suggestion that the different findings could have arisen due to different signal to noise
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ratios as a result of the differences in exposure time and the natural variability in human 
EEG (Croft et al., 2002).
When taken as a whole, the body of research to date falls to support the hypothesis that 
there are reliable and robust effects of low level RF EMF at levels on cognitive 
performance or cortical activity. However, there are a number of studies which have 
suggested that RF EMF may cause fluctuations In human cognitive performance. 
Tables 1.4 -  1.7 provide a summary of the wide range of cognitive tasks that have been 
used in research showing the conflicting results which have been found. Contradictory 
results have been found on a number of psychomotor and psycho-physiological tasks 
including Simple and Choice Reaction Time and auditory and visual oddball tasks. 
Results from exposure studies using around 900MHz studies have suggested that EMF 
could reduce reaction time on the SRT & CRT without affecting accuracy, and that 
these signals could also affect phase-locked EEG responses to the oddball tasks 
without affecting performance. Many researchers have found no significant results on 
the same tasks using similar signals and no significant differences have been found on 
other tests using visual evoked potentials or involving psychomotor movement such as 
the Purdue pegboard.
Similarly, studies which have used attention tasks have reported effects on vigilance 
tasks which suggest RF EMF could decrease response time on the task and Improve 
accuracy or affect event related potentials, without affecting performance. These 
effects include the suggestion exposure could have effects on changes associated with 
practice on a task by speeding the decrease in response latency to a sustained 
attention task, or have a long term effect on attention performance as measured by the 
Trails Making task. As before other researchers have found conflicting results which 
support the null hypothesis on the same tasks, and non significant results have been 
found on other measures of attention such as the Stroop test. Symbol Digit Modalities 
Test, letter cancellation and tests of dual attention.
Further studies using tasks Involving working memory continue to demonstrate results 
that are at odds with one another. Researchers have found effects on performance and 
event related potentials when completing the ‘n’ back or Sternberg tasks, however,
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findings have not been consistent and replication attempts have failed. Others have 
found RF EMF effects which suggest exposure improves performance on numeric 
working memory, subtraction tasks, digit span forwards and spatial span backwards. 
However, a whole raft of studies have found no effects on the same tasks and other 
working memory / executive tasks such as the Wisconsin card sorting task, sentence 
verification, verbal fluency, number letter sequencing, spatial working memory, digit 
span backwards and spatial span forwards.
Finally, when looking at classification, recognition and recall tasks the only effects that 
have been found is a decrease in accuracy on a delayed word recognition task when 
participants were exposed to 50 Hz and an effect on an early component of the EEG 
when completing an immediate word recognition task. Classification, recognition and 
recall tasks have been used in other studies which have found no effects.
In light of the published results the following conclusions have been drawn in regard to 
cognitive studies of RF EMF effects:
"overall the evidence for RF field effects on cognitive functions in 
humans is inconsistent and remains inconclusive" (AGNIR, 2003)
“At the present time, the evidence that RF exposure from mobile phone 
use can influence cognitive performance is very weak. Only a few 
studies have been performed and firm conclusions cannot be drawn 
until more studies are conducted with improved methodology and 
standardised protocols" (D’Andrea et al., 2003)
“The reviewed EEG and cognition studies illustrate the remarkable 
variability in results when exploring the effects of magnetic fields upon 
human brain activity. This makes it extremely difficult to draw any 
conclusions with regard to functional relevance for possible health 
risks" (Cook et al., 2002)
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Additionally, at the current time there is no plausible biological mechanism by which 
these apparently intermittent effects could be produced. Exploration of the functional 
relationship between RF EMF, biological brain mechanisms and cognitive effects has 
not yielded any meaningful results which could explain an effect at levels below the 
thermal threshold. Accordingly, reports continue to conclude that:
“heating remains the only mechanism whereby low level RF fields, 
modulated or not, could produce observable effects”. (NCRP, 2003)
“no plausible mechanism has emerged by which RF fields could have 
biological effects at levels below those that cause heating”. (lEE,
2004)
What is clear is that if there is an effect it must be either marginal and / or transient. If 
this is the case then any study attempting to explore such effects needs to have high 
sensitivity, low variability and a complete absence of artefacts.
When reviewing the published research It is apparent that the focus of the studies has 
been investigation of RF frequencies and signal modulations associated with the Global 
System for Mobile communications. There are very few studies that have attempted to 
address other communication systems and sources of RF which may have effects on 
cognition. Personnel involved in many different occupations are in contact with other 
sources that produce RF EMF at different frequencies and signal modulations to that of 
GSM. If there are effects of RF EMF on cognition then they may not be limited by 
frequency, unless they result from a frequency specific mechanism of action. Indeed, 
studies have suggested effects across the frequency spectrum and at lower frequencies 
such as 50 Hz (Keetley, Wood, Sadafi, & Stough, 2001; Preece et al., 1998; Crasson, 
Legros, Scarpa, & Legros, 1999).
Examples of occupations in which communication systems are used include the 
military, and the police, fire and ambulance services (so called “blue-light services”). 
The possible effects of these particular communication systems on cognitive 
performance have not been investigated before.
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1.6 Outline and Alms of Thesis
The purpose of the work conducted as part of this thesis Is to:
Chapter 2
• Review the tasks used in previous studies in terms of the areas of the brain 
that are involved in completing the tasks and identify a specific battery of 
cognitive tasks for use in RF EMF studies
Chapter 3
• Evaluate test-retest reliabilities and practice effects on these tasks, and 
identify psychometric differences that may affect performance
Chapter 4
• Investigate the effects of two military communication systems on cognitive 
performance
Chapter 5
• Investigate the effects of two further military communication systems on 
cognitive performance
Chapter 6
• Investigate the effects of the TETRA communications system used by the 
'blue-light' services on cognitive performance
Psvchomotor Function / Psvchophvsioloaical Tests
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Cognitive Test Significant Results Non-significant Results
Simple Reaction 
Time
Koivlsto et al (2000a) Exposure decreased  
response latency
Curcio et al (2004) Exposure decreased  
response latency
Preece et al (2005) High power condition 
decreased response latency, non-significant 
following Bonferroni correction 
Keetley et al (2006) EM F exposure increased 
the difference in response time between pre­
exposure and exposure sessions when 
covariates are included in analysis
Preece etal (1998) 
Preece etal (1999) 
Haarala et al (2003b) 
Haarala et al (2005) 
Besset et al (2005) 
Russo et al (2006)
Choice Reaction 
Time
Preece et al (1998) 2C R T  Decrease in 
accuracy under 50H z conditions 
Preece et al (1999) 2C R T  C W  exposure 
decreased response latency 
Curcio et al (2004) 2C R T  Exposure 
decreased response latency 
Keetley et al (2006) 4C R T  Exposure 
increased the difference in response time 
between a pre-exposure and exposure session 
when covariates are included in analysis
HIadky etal (1999)4C R T  
Koivlsto et al (2000a) 2C R T  & 
10C R T
Haarala et al (2003b) 2C R T  & 
10CRT
Haraala et al (2005) 2C R T  & 
10C R T
Preece et al (2005) 2C R T  
Besset et al (2005) 3 0 RT 
Russo etal (2006) 10CRT
Inspection Time Keetley et al (2006)
Simple finger 
movement task
Freude etal (1998) 
Freude et al (2000)
Visual Evoked 
Potentials
Urban etal (1998) 
HIadky etal (1999)
Auditory Evoked 
Potentials
Maby et al (2005) Exposure effects on 
auditory evoked potentials in epileptic patients 
and controls
Visual Oddball Jech et al (2001) No performance effects but 
exposure appeared to affect phase-locked 
neural responses to the visual stimuli
Hamblln et al (2006)
Auditory Oddball Eulltz et al (1998) No performance effects, 
exposure altered spectral power in 18-32 Hz 
band
Croft et al (2002) No performance effects, 
exposure altered resting EEG and phase- 
locked neural responses as a function of time 
Hamblin et al (2004) No performance effects, 
ncrease in reaction time during exposure, 
N100 amplitude and latency to non-targets 
decreased & P300 latency to targets delayed 
during exposure
Hamblln et al (2006)
Critical Flicker 
Fusion Test
Schmid et al (2005) 
Wllen et al (2006)
Contrast
Sensitivity
Threshold
Schmid et al (2005)
Purdue Pegboard Besset et al (2005)
Table 1.4 Summary of tasks assessing psychomotor function and psychophysiology that 
have been used in RF EMF research and the results from those studies
Attention Tests
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Cognitive Test Significant Results Non-significant Results
Vigilance / Digit 
Vigilance
Koivlsto et al (2000a) Exposure decreased  
response latency and reduced false alarms 
Freude et al (1998;2000) Visual monitoring 
task; no effect on performance but slow brain 
potentials were affected in tempero-parieto- 
occipital regions
Preece etal (1998) 
Preece etal (1999) 
Preece et al (2005) 
Haarala et al (2003b) 
Haarala et al (2005) 
Russo et al (2006)
Sustained 
Attention 
Response Task
Lee et al (2003) Interaction effect suggesting 
EMF exposure decreased response latency 
more quickly (i.e. speeded a practice effect).
Symbol Digit 
Modalities Test
Lee etal (2001)
Digit Symbol 
Substitution Test
Keetley et al (2006)
Stroop Lee etal (2001) Haarala et al (2003b) 
Besset et al (2005)
Trails Making 
Test
Lee et al (2001) Mobile phone users 
completed parts A & B faster than non-users 
Keetley et al (2006) Exposure increased the 
difference in response time between a pre­
exposure and exposure session on TM TA i.e. 
impairment, but decreased the difference on 
TM TB and the difference between A and B, i.e. 
improvement.
Lee et al (2003)
Visual Pursuit 
Test
Schmid et al (2005)
Tachistoscopic 
Traffic Test
Schmid et al (2005)
Dual Attention 
Task
Preece et al (2005)
Figure / Letter 
Cancellation Test
Curcio et al (2004) 
Besset et al (2005)
Table 1.5 Summary of tasks assessing attention performance that have been used In RF
EMF research and the results from those studies
W orking Memory Tests
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Cognitive Test Significant Results Non significant Results
Digit Span 
Forwards
Edeistyn & Oidershaw (2002) Exposure 
improved performance of experimental group 
Papageorgiou et al (2004) No performance 
effects but exposure increased EEG spectral 
energy in males, decreased in fem ales  
Papageorgiou et ai (2006) No performance 
effects but exposure affected ERRs associated 
with “pre-attentive information processing”
Besset et al (2005) 
Keetley et al (2006)
Digit Span 
Backwards
Edeistyn & Oidershaw (2002) 
Besset et al (2005)
Keetley et al (2006)
Spatial Span 
Forwards
Edeistyn & Oidershaw (2002) 
Besset et al (2005)
Spatial Span 
Backwards
Edeistyn & Oidershaw (2002) Exposure 
improved performance of experimental group
Besset et al (2005)
Number Letter 
Sequencing
Besset et al (2005)
Verbal n' back Koivlsto et ai (2000b) Exposure decreased  
response latency at high memory load 
Krause et ai (2000b) No performance effects, 
exposure altered E R D /E R S  response in 6 -8 Hz 
& 8 -10  Hz as a function of load
Haarala et al (2003a) 0-3  back 
Haarala et al (2004) 0-3 back 
Haarala et al (2005) 0-3 back
Spatial Working 
Memory
Preece etal (1998) 
Preece etal (1999) 
Preece et al (2005)
Numeric Working 
Memory
Preece et ai (1998) Decrease in accuracy on 
50H z condition
Preece etal (1999) 
Preece et al (2005)
Auditory Verbal 
Learning Test 
(AVLT)
Keetley et al (2006) Impairment on 2 of the 8 
variables taken from the task, once covariates 
are included in analysis
Besset et al (2005)
Subtraction Task Koivlsto et al (2000a) Exposure speeded 
response
Edeistyn & Oidershaw (2002) Exposure 
improved performance in comparison to 
control group
HIadky et al (1999) 
Haarala et al (2003) 
Curcio et al (2004) 
Russe et al (2006)
Verbal Fluency Edeistyn & Oidershaw (2002)
Sentence
Verification
Koivlsto et al (2000a) 
Haarala et al (2003)
Speed of 
Comprehension
Keetley et al (2006)
Sternbergs Krause et al (2000a) No performance effects, 
exposure altered E R D /E R S  responses across 
4-12  Hz bands
Krause et al (2004) Significant increase in 
errors during exposure, main effect of EMF in 
4-6  Hz band
Wilen et al (2006)
EMF research and the results from those studies
Classification Recognition & Recall Tests
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Cognitive Test Significant Results Non-significant Results
Semantic 
Categorisation / 
Recognition
HInrichs & Heinze (2004) No performance 
effects, exposure effect on early EEG  
component
Koivlsto et al (2000a)
Immediate Word 
Recall
Preece etal (1999)
Delayed Word 
Recall
Preece etal (1998) 
Preece etal (1999)
Delayed Word 
Recognition
Preece et al (1998) Decrease in accuracy on 
50H z condition
Preece etal (1999) 
Preece et al (2005)
Delayed AVLT 
Recall
Besset et al (2005)
Delayed Picture 
Recognition
Preece etal (1998) 
Preece etal (1999) 
Preece et al (2005)
Benton Visual 
Retention Test
Besset et al (2005)
Shape Detection Koivlsto et ai (2000a)
Object Detection Koivlsto et al (2000a)
Object familiarity Koivlsto et ai (2000a)
Object Name 
Retrieval
Koivlsto et ai (2000a)
Table 1.7 Summary of tasks assessing ciassification, recognition and recaii performance
that have been used in RF EMF research and the results from those studies
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Chapter 2: Cognitive Neuroimaainq
The purpose of this chapter is to review imaging studies that have investigated the
tasks used in RF EMF studies/® If one can identify the brain basis for completing these
tasks then, theoretically, RF EMF effects could also be localised. The structure of
Chapter 2 is detailed below:
2.1 The Human Brain: gives a brief overview of the structure of the brain.
2.2 Imaging Methodologies: provides the theoretical background behind fMRI and 
PET Imaging technologies, as well as Introducing some of the methodological 
issues associated with functional neuroimaging.
2.3 Psychomotor Function: introduces tasks that have been used to assess 
psychomotor function such as the simple and choice reaction time and the 
auditory and visual oddball tasks.
2.4 Attention: provides an introduction to the area of attention and considers the 
tasks used to assess attention In terms of the three neurological separable 
systems Identified by Posner and Petersen (1990):
2.4.1 Orienting: review of research that has looked at Visual Search tasks.
2.4.2 Target Detection (Executive Control): looks at the areas of the brain 
involved in the Stroop, Symbol Digit Modalities Test (SDMT), Trails 
Making Test, and dual attention tasks.
2.4.3 Alerting: focuses on the Sustained Attention to Response Task.
2.6 Working Memory: covers the theoretical background to the current working 
memory model adapted from Baddeley and Hitch (1974), considers the working 
memory 'n' back task In terms of the processes Involved In storage and rehearsal 
of verbal and spatial information as well as the executive processes. Reviews
Due to the num ber of tasks that have been used in research to date it was not possible to review all of 
them.
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studies that have used imaging to look at the Sternberg item recognition task, 
verbal fluency, digit span, and the Paced Auditory Serial Addition Task.
2.6 Classification, Recognition & Recaii; considers the brain areas involved In 
Semantic classification and recognition memory, and colour classification and 
recognition memory.
2.7 Conclusion; Summary of work reviewed, including some of the Issues 
associated with imaging and identification of the core battery of tests to be used In 
the RF EMF studies.
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2.1 The Human Brain
There are two cerebral hemispheres in the human brain covered by a layer of grey 
matter consisting of neurons and synaptic connections: the cerebral cortex. The cortex 
can be divided into four distinct areas or lobes pictured below. Exact functions of these 
different areas will be explored in greater depth throughout this chapter. However, 
broadly speaking the occipital lobe is involved in visual processing, the parietal in 
attention, working memory, learning and retrieval, the temporal in verbal processing and 
finally the frontal lobe in executive functions.
Parietal Lobe
Frontal Lobe—   C( J » Y  ^L
y Occipital Lobe
Temporal Lobe* *^”"*
Figure 2.1 The lobes of the human brain (From www.bralnconnectlon.com)
2.2 Brain Imaging Techniques
Studies that have used Positron Emission Tomography (PET) and functional Magnetic 
Resonance Imaging (fMRI) will be considered In this chapter, electroencephalography 
(EEG) and magnetoencephalography (MEG) will not be addressed. The brain uses 
approximately twenty per cent of oxygen In the human body (Slesjo, 1978). It has been 
known for some time that this oxygen consumption equates to neuronal activity, Mosso 
(1881) was able to measure cerebral blood flow to the frontal lobes and demonstrate 
that this increased when subjects performed cognitively demanding tasks (Logothetls, 
2003; Cabeza & KIngstone, 2001). Both fMRI and PET rely upon the assumption that 
the cognitive demands of a task cause changes in neuronal activity that modifies the
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haemodynamic response. PET involves tracking radioactive labelled material in the 
blood, allowing identification of changes in the local blood supply and blood 
oxygenation In the brain. fMRI uses radiofrequency to detect the magnetic changes 
caused by differences In blood oxygen levels (known as the Blood Oxygen Level 
Dependent contrast mechanism).
These two methods have been used extensively in cognitive neuroscience research as 
the technologies and analysis techniques have matured, and the Idea that cognitive 
activity can be functionally localised has gained In popularity. Of the two techniques 
fMRI is the most widely used and it is this method which has the better spatial and 
temporal resolution (a sampling rate of seconds rather than minutes). However, 
changes in cerebral blood flow following an event are still slow in relation to actual 
neuronal activity which occurs in milliseconds rather than seconds, and this does limit 
the resolution in comparison to electrophysiological recordings (D'Esposito, Zarahn, & 
Aguirre, 1999). Despite the temporal difference, consistency between the fMRI BOLD 
signal and more direct measurement of activity using micro-electrodes has been 
demonstrated to be high (Logothetls, 2003).
In order to relate brain activity to function the method of subtraction Is commonly used. 
Subtraction was introduced by Posner and colleagues and involves selection of a 
control task that includes all of the processes engaged during the experimental task, 
except the specific process under investigation (Posner, Petersen, Fox, & Ralchle, 
1988). The image obtained from the control task is then subtracted from the image of 
the experimental task, and the areas remaining are assumed to be those involved in 
that process. Subtraction has been criticised for relying heavily upon the “pure 
insertion" assumption. I.e. any additional processes activated by the experimental task 
do not alter the processes operating when performing both tasks (Friston et al., 1997).
More recently, two types of inferences taken from imaging studies have been 
described. The first is “function to structure deduction”; if two different conditions result 
In qualitatively different patterns of cortical activity then there must be some aspect of 
the processing for the two tasks that is functionally distinct. The second is “structure to 
function induction" which involves making stronger assumptions; if the same brain
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region is active in two different experiments then there must be some commonality of 
function in the processing for the two tasks (Henson, 2005). This chapter will consider 
research that has used imaging as an additional dependent variable to Investigate 
specific cognitive tasks. Attempts will be made to map the psychological processes to 
the location of changing activity.
For the purpose of this chapter the psychomotor function, attention, working memory, 
and classification / recognition tasks that have been used in the RF EMF studies will be 
reviewed. There is considerable overlap between these tasks in terms of the cognitive 
processes required to complete them. For example both the working memory and 
attention tasks engage “executive processes”, and psychomotor speed Is important In 
most. If not all, of the tasks completed. On account of this, the taxonomy should not be 
considered exclusive.
For an overview and discussion of the limitations of the subtraction technique and Imaging techniques in 
general please see: (C abeza e ta l., 2001; Henson, 2005; Posner, 2003)
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2.3 Psvchomotor function
2.3.1 Simple and Choice Reaction Time (SRT / CRT)
Simple and choice reaction time (SRT / CRT) tasks have been used widely in RF EMF 
research. The popularity of these tasks is partly due to the fact they are thought to be a 
good measure of general cognitive performance; the speed of performing simple 
psychomotor tasks Is consistently negatively related to higher levels of psychometric 
Intelligence (Fink & Neubauer, 2001; McRorie & Cooper, 2004). RF EMF research 
has suggested that performance on these tasks might be speeded under exposure 
conditions (Preece et al., 1999; Koivlsto et al., 2000a; Curcio et al., 2004). Although the 
exact biological mechanism for the relationship between IQ and speed of psychomotor 
performance Is unknown, one theory is that It may be a result of neurophysiological 
function i.e. an index of IQ is the cumulative effect of the brain’s processing speed 
(Barrett & Eysenck, 1993). The possibility exists that very low level heating effects of 
RF EMF may influence nerve conductivity, In which case SRT / CRT tasks could be 
particularly sensitive to these effects.
SRT is a straightforward paradigm that measures sensory to motor behaviour requiring 
a single motor response to a stimulus. It has been investigated extensively during the 
last century. SRT tasks can be conducted using stimuli in different modalities, however, 
evidence suggests there are multimodal areas of the brain responsible for completing 
the task (Weeks, Honda, Catalan, & Hallett, 2001). In light of the widespread use of 
these tasks It is surprising that there are few Imaging studies which have specifically 
investigated them in isolation. Kansaku and colleagues (2004) aimed to address the 
scarcity of data by exploring the neural network Involved in SRT using different input 
(visual, auditory and somatosensory) and output modalities (left hand, right hand, right 
foot).''®
Condition specific activations were observed In the primary, secondary and associated 
higher order sensory areas as expected (e.g. occipital lobe and auditory cortex). A
The association between speed of response to simple tasks and IQ will be explored further in Chapter 3.
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number of areas were found to be common to the task regardless of modality and many 
of these were also active in a sensory task which did not require a response. Common 
activations included an area in the right posterior superior temporal cortex thought to be 
involved in detecting sensory cues and bottom-up direction of attention, bilateral areas 
In the premotor cortex and areas In the right occipital temporal gyrus and 
supplementary motor area. Activation in the supplementary motor area was specific to 
the response hand to be used, showing highest levels In the contralateral region. 
Previous research has demonstrated that there is lateralised representation of the 
hands in this area of the brain (Kansaku, Hanakawa, Wu, & Hallett, 2004).
Studies involving CRT tasks have demonstrated that similar areas are active; fMRI 
results from a visual CRT task activated areas in the primary sensorimotor, pre-motor 
and visual cortices in comparison to resting state. Additionally activations were also 
shown in the left dorsolateral prefrontal cortex (DLPFC), which could be interpreted as a 
result of the extra processing requirements In comparison to the SRT when participants 
have to select between responses (Jansma, Ramsey, Slagter, & Kahn, 2001).
Other studies have shown that somatosensory and visual reaction time tasks also 
activate thalamic and brainstem structures (Kinomura, Larsson, Gulyas, & Roland, 
1996; Sturm et al., 1999; Winterer, Adams, Jones, & Knutson, 2002). The area of the 
brain stem active In these studies contains noradrenergic nuclei and is thought to be 
fundamental to a right hemisphere frontal-parletal-thalamlc-brainstem network Involved 
in maintaining levels of arousal (Sturm et al., 1999). Particular areas involved In this 
network are: the anterior cingulate cortex (ACC), middle frontal gyrus, inferior parietal 
lobe and the pulvlnar. All of these areas were active during an SRT task in Sturm and 
colleagues study using a visual stimulus, and subsequent work using an auditory 
stimulus (Weis et al., 2000). An event-related paradigm that looked at the speed of 
response found a negative relationship between reaction time and thalamic activity, 
suggesting that activity in this area is linked to arousal and response speed (Winterer et 
al., 2002).
Although each stimulus was matched with different responses, because only one stimulus was used at a 
time the task can still be considered S R T  rather than CRT.
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Sturm and colleagues (1999) also suggested that the ACC is key to regulating the 
system. Further investigation of the role played by this area using a visual SRT showed 
that, like the thalamus, the level of activation was associated with performance on the 
task i.e. faster response times elicited higher levels of activation (Winterer et al., 2002). 
Onset of the ACC response was 120-150ms after stimulus presentation, and 
latéralisation of this response was concordant with activation in the SMA (contralateral 
to the response hand used). The authors suggest that the initial role the ACC plays 
may be stimulus driven, and occurs prior to processes such as conflict detection, 
decision making or initiation of motor response. As such it could indicate a particular 
aspect of attention associated with the amount of effort available to the participant.
Sturm and Wilmes (2001) further explored the idea of a right hemisphere alerting 
system. They elaborated on attentional theories that have classified attention into two 
broad areas: intensity of attention and selectivity of attention. Selectivity involves 
demanding elements such as divided and focussed attention and the intensity refers to 
vigilance and sustained attention; the latter may be a requirement for the former. Tonic 
alertness varies with circadian rhythm whereas phasic alertness can be exogenously or 
endogenously cued. It is tonic alertness that is required to perform well on reaction 
time tasks. The right hemisphere appears to be activated by both alerting and spatial 
orienting attention; the frontal regions regulate brain stem activation and the posterior 
attention system interacts with the anterior alerting network (Sturm & Willmes, 2001).^°
2.3.1 Auditory and Visual Oddbaii tasks
Like the SRT / CRT tasks visual and auditory oddball have been used extensively in RF 
EMF studies, however rather than focussing on behavioural response, researchers 
have looked at the phase-locked neural responses associated with these tasks. 
Significant differences have been found in the ERP responses to these tasks under 
exposure conditions (Eulitz et al., 1998; Jech et ai., 2001; Croft et al., 2002) and there 
has also been one report of an increase in response speed (Hamblin et ai., 2004).
These networks will be explored further in the section on attention
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Oddball tasks involve presentation of frequent standard stimuli and infrequent targets to 
which the participant must respond, as such they could be considered a test of 
vigilance.^  ^ Numerous electrophysiological studies have been carried out using the 
oddball tasks to investigate the P300 response, which is thought to be a characteristic 
event-related potential indicative of effortful attention related processing (Knight & 
Nakada, 1998).
fMRI and MEG studies have revealed a common network involved in the oddbaii tasks 
regardless of modality (auditory, visual or somatosensory) which is basically the same 
as that activated during SRT / CRT. The network involves the ACC, middle frontal 
gyrus, inferior parietal lobe, and the DLPFC (Huang et ai., 2005; McCarthy, Luby, Gore, 
& Goldman-Rakic, 1997; Clark, Fannon, Lai, Benson, & Bauer, 2000). A large scale 
study involving 100 participants found the following areas were active whilst completing 
the task: bilateral temporal lobes, lateral frontal and parietal lobes, thalamus, 
cerebellum and motor related areas (Kiehl et al., 2005).
Recently researchers have combined ERP and fMRI data to reveal the time course of 
the areas involved in the task. Combining these techniques provides the opportunity to 
create a picture of brain involvement with both high spatial and temporal resolution. 
The areas that were shown to be active supported previous work. Activity was found in 
areas in the temporal lobe consistent with the primary and secondary auditory cortices 
and motor planning regions (N100 peak). Then there was extensive activity in the 
temporal lobe. Following which, motor planning, primary motor and cerebellar regions 
were also active (N200 peak). Activity in additional areas in the temporal lobe, 
somatosensory cortex and brain stem was associated with the N300a (Calhoun, Adaii, 
Pearlson, & Kiehl, 2006).
Results from both the SRT / CRT and the oddbaii tasks show they involve a 
supramodal network of brain areas, these areas can be seen In Table 2.1 and are 
consistent with a fronto-parietal-thalamic network associated with alertness, other areas
Vigilance tests involve low frequency occurrence of critical stimuli, are monotonous and require 
endogenous maintenance of attention, speed of response is emphasised. Sustained attention tests have  
more frequent critical stimuli (Sturm & W ilm es 2001). Som ewhat confusingly vigilance has also been 
described as ‘‘sustained attention in monitoring low frequency events” (Pashler, 1998).
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that are active are those in the temporal lobe thought to be involved in multimodal 
association and the primary sensory and motor areas.
Large
Structure
Name BA SRT CRT Oddball
Tasks
Limbic Lobe /
Fornicate
Gyrus
Posterior Cingulate 23
Anterior Cingulate 24 4.5 6
Anterior Cingulate 32 2 6
Frontal Lobe Precentral Gyrus 4 3,4.5 6.8
Superior Frontal Gyrus 6 3,4,5 6,8
8 4
Prefrontal Cortex 9 2
10 2
11 8
Inferior Frontal Gyrus 44 2 3.4
45 2 5
Middle Frontal Gyrus 46 5 6
Occipital Lobe VI 17 5
BA 18/19 cover whole of 
Occipital Lobe 18 419 5
Parietal Lobe Postcentrai Gyrus 1 4 6
2 4 6
3 4 6
Superior Parietal Lobe 5 4
Precuneus 7 4
Inferior Parietal Lobe 40 2 3 6
Postcentral Gyrus 43 5
Temporal Lobe Inferior Temporal Gyrus 20 2
Middle Temporal Gyrus 21 5 8
Superior Temporal Gyrus 22 2 3
Transverse Temporal Gyrus 41 8
42 3
Thalamus 2.1 5 6,8
Basal Ganglia 5
Cerebellum 5 8
Brain Stem 1 8
Table 2.1 Active areas identified from tasks assessing psychomotor function22
Full details of the papers listed in the tables in this Chapter can be found in Appendix 2. W hen only 
Talairach co-ordinates were given the Talairach Daem on (TD ) database was used to perform a co-ordinate 
search to identify the nearest grey matter and corresponding BA. The TD  Is available online from 
httD://ric.uthscsa.edu/ric www.data/comoonents/talairach/talairachdaem on. html
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2.4 Attention
Numerous tasks have been developed over the years to enable neuropsychologists and 
researchers to assess attention. Some of these have been used in RF EMF studies. 
Lee and colleagues (2001, 2003) found results that suggested there may be effects of 
mobile phone use on two attention tasks. Mobile phone users appeared to be faster to 
complete the Trails Making Test than non-users, and exposure to RF EMF appeared to 
speed the effects of practice on the Sustained Attention to Response Task. However, 
like other areas of cognition, the effects of RF EMF on attention are not clear. 
Researchers have failed to find effects of exposure on the Stroop, Symbol Digit 
Modalities Test, Trails Making Test and dual attention tasks, making it difficult to assess 
whether any particular area of attention is really affected by RF EMF (Lee et al., 2001, 
Haarala et al., 2003b; Besset et al., 2005; Preece et al., 2005).
Attention is a complex area of research in psychology and it is beyond the scope of this 
thesis to review the area as a whole, however, it is important to detail some of the 
theoretical background in order to evaluate tasks that assess attention. Texts on 
attention often start by referring to William James' (1890) definition of attention: 
“Everyone knows what attention is. It is the taking possession of the mind in clear and 
vivid form of what seem several simultaneous objects or trains of thought”.^ ® More 
recently attention has been described as:
“the emergent property of the cognitive system that allows it to 
successfully process some sources of information at the exclusion 
of others, in the service of achieving some goals at the exclusion of 
others” {Cohen, Aston-Jones, & Gilzenrat, 2004)^ *^
^  It Is som ewhat re-assuring that the study of attention has baffled some of the best minds, a paper by 
Johnston and Dark (1986) reported that William Jam es decided to quit psychology when he started 
studying attention (Robertson, 2004)
The idea that attention is an em ergent property of processes within the brain is not new e.g. (Allport, 
1993)
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And that it should be:
"viewed as an organ system with its own anatomy, circuitry, 
functions, and deficits" (Posner, 2004).
The first definition from Cohen and colleagues is useful as it outlines the overall function 
of attention at the cognitive level, the second from Posner because it emphasises the 
divergent properties of attention and the fact that at a neurological level it cannot be 
considered in isolation. Research into the area of attention can feel somewhat 
disjointed because of the different levels it can be approached from, such as the 
cognitive and neurological illustrated in the quotes above. Linkages between these 
levels are not always made clear by researchers. Within this section of the thesis the 
focus of discussion will be the neural architecture of attentional processes. Posner and 
Petersen (1990) were able to show that the regions of the brain that perform the 
functions of attention can be separated from the systems that simply process specific 
sensory inputs. They identified three neural networks of attention that are cognitively 
distinct from one another.
The first of these is a system that orients attention to sensory events (orienting);
this system is involved in directing attention to sensory stimuli. Investigation of this 
system has been carried out using paradigms that involve cueing participants to direct 
the focus of attention to a particular location. The principal areas of the brain proposed 
to be involved in this function are those in the dorsal visual pathway; posterior areas 
primarily in the parietal and occipital lobes (particularly the posterior parietal lobe) the 
lateral pulvinar nucleus, superior colliculus and parietal cortex. Posner and Petersen 
suggested the posterior parietal lobe disengages the focus of attention, the mid-brain 
then shifts this focus to a target area and the pulvinar collects information for 
processing from the new location. They also suggested the right hemisphere was 
particularly involved in global processing, whilst the left hemisphere conducted more 
focused processing.
Research using event-related fMRI has shown that the superior parietal lobe plays a 
key role in orienting attention following presentation of a cue. It has been suggested
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that the temporal parietal junction (TPJ) also has a particular role in orienting attention; 
disengaging attention and re-directing it when the stimulus is presented at an uncued 
location (Corbetta, Kincade, Ollinger, McAvoy, & Shulman, 2000). Corbetta and 
Shulman (2002) further divided the orienting system into two networks; a network 
involved in visual selection and working memory located in the intraparletal sulcus and 
frontal eye fields, and a second network specialised to engage when items are outside 
of the current attention focus, involving the right temporal parietal junction and the 
inferior frontal gyrus.
The second system proposed by Posner and Petersen Is a reactive anterior system that 
is primarily in the frontal lobes. This system is involved in detecting endogenous and 
exogenous signals for processing. It was originally named the target detection 
system, but was later re-named executive control. The system assists in resolving 
conflict between responses and includes frontal lobe areas (dorsolateral and 
ventromedial PFC) and the anterior cingulate cortex. Research has shown that these 
areas are active when executive control is necessary to complete a task (Duncan & 
Owen, 2000). The frontal areas appear to represent and maintain active task demands, 
whilst the anterior cingulate cortex monitors conflict. Executive control could be 
considered analogous to Norman and Shallice’s Supervisory Attention System which 
has been adopted by Baddeley in his model of working memory as the Central 
Executive.^®
The third and final system discussed by Posner and Petersen is involved in 
maintaining an aiert state (aierting / arousai). This is a predominately anterior 
alerting network, it is thought to be right hemisphere dominant and rely upon the 
Noradrenergic system that originates in the Locus Coeruleus. It involves frontal areas 
and extends to the parietal cortex (Posner & Petersen, 1990), exerting influence on the 
posterior attention system and supporting sub-systems such as that responsible for 
visual orienting (Posner, 1993). It is dependant upon a fully functioning right cerebral 
hemisphere, and may also involve areas in the thalamus and brain stem (Coull, Frith, 
Frackowiak, & Grasby, 1996; Sturm et al., 1999). Elements of this system were 
described earlier when looking at SRT/CRT and oddball tasks.
This system will be considered in more detail In the section on working memory tasks
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The role of the Locus Coerulus -  Noradrenaline (LC-NA) system was reviewed recently 
by Aston-Jones & Cohen (2006) who criticised previous theories of LC-NA function for 
failing to illuminate the links between arousal and behaviour, or provide a description of 
how the system alters arousal. Their review detailed evidence from animal studies that 
demonstrated two types of activity displayed by LC-NA neurons. An adaptive gain 
theory of LC-NA function is proposed where; phasic activation operates to optimise 
performance on a task and drive behaviour on the basis of task-related decisions. It is 
a response that is sensitive to the demands of the task and driven by salient stimuli. 
Temporally linked to behavioural performance it increases focus and accuracy on a 
current task benefiting task-related decision processes. In contrast, tonic activity 
facilitates disengaging from the task and looking for alternative behaviours once the 
task is no longer useful, a level of arousal above baseline is maintained but focus is lost 
and accuracy lowered.
Aston-Jones & Cohen propose that the anterior cingulate and orbitofrontal cortices 
regulate LC activity for task benefit, evaluating cost and reward respectively. In this 
way a balance can be struck between exploiting the current task and exploring 
alternatives to ensure efficiency (Aston-Jones & Cohen, 2005). The links between the 
LC-NA system and the areas originally identified by Posner and Petersen In their target 
detection system demonstrates how these two systems (aierting and executive control) 
interact, it provides a route whereby a lowered level of arousal could indicate a deficit 
on more complex executive tasks as suggested by Robertson (2004).
In addition to the neurophysiological evidence that supports Posner and Petersen’s 
segregation of attention, analysis of the results from tests designed to broadly measure 
the attention networks has confirmed the existence of three systems. Fan and 
collagues (2002) conducted a study using a full Attention Network Test developed to 
investigate the three attention systems. They were able to demonstrate that the three 
systems were divisible yet there was clear interaction between them (Fan, McCandliss, 
Sommer, Raz, & Posner, 2002). Similarly, principal components analysis of a test 
designed to assess the main elements of everyday attention was shown to be
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compatible with the division of attention proposed by Posner and Petersen (Robertson, 
Ward, Ridgeway, & Nimmo-Smith, 1996).^ ®
The attention tasks that have previously been used in RF EMF work will be considered 
in terms of the sub systems identified by Posner & Petersen (1990), The Sustained 
Attention to Response Task will be considered under the section addressing the 
Alerting system. Traditional neuropsychological measures such as the Trails Making 
Test, Symbol Digit Modalities Test, the Stroop task and more complex dual attention 
tasks will be considered under Executive Control. Prior to this, visual search tasks will 
be reviewed under Orienting. Visual search tasks have been included in this chapter 
as they are notably absent from RF EMF studies.
2.4.1 Orienting
2.4.1.1 Visual Search
Laboratory based visual search tasks involve the selection of a target item from an 
array of distracter items. In order to perform the task participants must hold a 
representation of the target in memory and then scan the visual array to identify 
whether the target is present or not. Participants must selectively attend to the features 
of the target that will distinguish it from the distracter items. Visual search tasks are 
used to evaluate how efficiently visual features are processed by looking at the slope of 
response times when the number or type of distracters is increased, and the target is 
present or absent.
A prominent model attempting to formally explain the variations in search slopes is 
Treisman & Gelade’s (1980) Feature Integration Theory (FIT). FIT divided visual 
search tasks into two distinct categories; those completed ‘pre-attentively’ and those 
completed ‘attentively’. Pre-attentive processing enables classification of the visual 
field in terms of basic features such as colour, size, motion and orientation. If a target 
can be identified from the array by a single basic feature then it should jump out from 
the other items. These searches are known as ‘pop-out’ or ‘efficient’ searches. Search
A similar classification of attention in three systems was described by (Parasuraman, 1998) when he 
described selection, control and vigilance as the main areas.
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time should be largely independent of set size because processing the field in terms of 
basic features occurs in parallel. The second type of search, ‘attentive’ or ‘inefficient’ 
search is more complex, involving binding two or more features together in order to 
identify the target. This involves serial processing and is dependent upon shifts of 
spatial attention (Treisman, 1991). Also known as ‘conjunction’ search tasks these are 
more time-consuming searches where target-distracter discrimination is more difficult 
(Duncan & Humphreys, 1989). Conscious inefficient searches are accompanied by 
longer reaction times on target absent compared to target present searches; each 
additional distracter stimuli adds 20-30ms when target is present and 40-60ms in a 
search when the target is absent (Treisman & Gelade, 1980). According to FIT this 
increase in time is required for the additional attention needed to bind features together 
to represent an object.
More recently, this two category division of visual search and accompanying differences 
in underlying mechanisms has been brought into question, and it has been suggested 
that the same parallel processes underlie both efficient and inefficient search. 
Variations in search efficiency have been demonstrated to be inconsistent with the 
predictions of FIT; search times increase gradually as the similarity between target and 
distracter increases and distracter-distracter similarity decreases (Duncan et al., 1989; 
Duncan & Humphreys, 1992). Slower less efficient processing is therefore believed to 
be indicative of the limits on processing capacity when simultaneous analysis of the 
whole visual field is conducted, rather than a difference in the type of processing being 
carried out (Desimone & Duncan, 1995). Further evidence against FIT can be found in 
a review of results from a million visual search trials, which demonstrated no support in 
the data for the distinction made by Treisman (Wolfe, 1998).
To accommodate their findings Desimone and Duncan (1995) proposed a theory of 
Biased Competition, which suggests that attention is an emergent property of the 
competition for expression between visual representations and neurobehavioural 
control mechanisms. A distinction is made between stimulus driven bottom-up 
processing and processing that is directed on the basis of behaviourally relevant 
information. Wolfe and colleagues make a similar distinction in the way visual search 
operates in their Guided Search Theory (Wolfe, Cave, & Franzel, 1989; Wolfe, 1994).
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However, they suggest that at the pre-attentive / bottom-up level, stimulus driven 
guidance is used to identify the important items within the visual scene. These are then 
fed forward and combined on the basis of top-down guidance depending on the aim of 
the search. Some of this processing may be conducted in a serial manner as Treisman 
suggested, particularly when selectively attending to elements of a scene. However it is 
important to note that the data gathered from visual search trials is such that it can be 
presented to support both serial and parallel accounts of the processing that occurs 
(Wolfe, 2003). Aspects of search performance are therefore determined pre-attentlvely 
and associated with the fine grained processing conducted at later stages of visual 
processing. Somewhat counter-intuitively it is the higher level attentive processing that 
is associated with the early stages of processing in the visual cortex. Wolfe (2003) 
explains this paradox in terms of the feedback pathways in the visual system.
In Posner and Petersen’s (1990) orienting attention system the following areas of the 
brain were identified as being involved in orienting to sensory events: the posterior 
parietal lobe, lateral pulvinar nucleus, superior colliculus and the parietal cortex. Work 
conducted since that time has largely confirmed the involvement of these areas.
The importance of the parietal cortex (BA 7) when completing visual search tasks has 
been demonstrated in neuropsychology. Patients with parietal lobe lesions take longer 
to complete search tasks in comparison to normal participants (Shimozaki et al., 2003). 
Transcranial magnetic stimulation (TMS) applied to the parietal cortex disrupts 
performance in conjunction but not feature searches, suggesting that this area of the 
brain is involved in top-down direction of spatial attention (Walsh, Ashbridge, & Cowey, 
1998). Walsh and colleagues also reported evidence that indicated that the right 
parietal cortex plays a role in attending to the whole visual field, whereas the left 
parietal cortex only attends to the right visual field (lending some support to Posner and 
Peterson’s earlier distinction between global and focussed processing). Specifically, 
the right parietal cortex has been proposed as the area that processes spatial 
information in visual search. Activation in this area has been shown to be absent in a 
conjunction search task with stimuli presented in the same spatial location throughout 
(Rees, Frackowiak, & Frith, 1997). The right parietal cortex may shift spatial attention 
to search for the next area or stimulus once feature binding has been performed
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(Ashbridge, Cowey, & Wade, 1999). This could be done by selecting targets for 
saccades and recording target location. In Shimozaki and colleagues (2003) study the 
patients with parietal lobe lesions were shown to fixate more and have longer first 
saccades than the normal participants, providing a potential explanation for their longer 
search times.
Despite these results the role of the right parietal cortex in visual search is still 
somewhat unclear. A recent fMRI study investigating the neural correlates of a non- 
spatial attention-demanding visual search, and a conventional spatial conjunction 
search, found results that suggest the right parietal cortex is not just involved in 
processing the spatial distribution of stimuli. Both the search tasks produced similar 
levels of activation in the right parietal cortex suggesting the area is performing 
processing important for non-spatial selective attention demands (Coull, Walsh, Frith, & 
Nobre, 2003).
Evidence for a particular role of the right posterior parietal cortex in inefficient 
conjunction search, but not efficient feature based search has been reported in the 
literature. This is particularly interesting as it suggests a neural basis for the distinction 
between efficient and inefficient search (Ashbridge, Walsh, & Cowey, 1997; Ellison, 
Rushworth, & Walsh, 2003). Rosenthal and colleagues (2006) recently used TMS to 
investigate the time course of the involvement of the right posterior parietal cortex in 
inefficient feature based search. On target-present trials TMS disrupted performance 
when applied early, on target-absent trials the disruption occurred when it was applied 
later. The authors differentiated between the roles this area plays in the different trials. 
They propose that right posterior parietal activity in target-present trials indicates 
involvement in target detection, activity in the same area on target-absent trials 
indicates involvement in the selection of response, or a trigger to end the search 
(Rosenthal et al., 2006).
Other areas of the brain that have been shown to be important in visual search include 
the human frontal eye fields (FEFs). Like the right posterior parietal cortex activity In 
this area has been demonstrated to play a role in conjunction searches. Donner and 
colleagues found increased activity in the FEFs during conjunction searches in
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comparison to feature search. They looked at the network of brain areas involved in 
covert visual selection during conjunction search, including the FEFs and posterior 
parietal cortex. Increased activation during conjunction search was also found in the 
ventral precentral sulcus, and distinct areas in the posterior parietal region. The 
authors attributed activity in the FEFs and and intraparietai sulcus to top-down control 
over activity necessary for the increased attention demands of the conjunction search 
task (Donner et al., 2000). However, other studies have shown no activity in FEFs and 
a lack of correlation between parietal activity and search behaviour (Leonards, Sunaert, 
Van Hecke, & Orban, 2000).
Leonards and colleagues (2000) presented work that suggests the network involved in 
visuospatial attention shifts is different that used in visual search, and questioned the 
idea that search is conducted in a serial manner. Participants in the study were trained 
to fixate during the task and were instructed not to move their eyes to search the array. 
When questioned they describe a different search strategy and report “waiting for the 
target to show up” rather than searching the whole visual scene. Although this gives a 
purer fMRI signal it changes the way visual search is performed and may not reflect 
realistic performance. Additionally the participants in this study were very experienced 
in visual search and may be conducting search in a different way. The authors 
suggested that following training, participants develop different strategies that do not 
involve using spatial attention shifts to find targets. The activation in the FEFs in the 
previous study may be related to the direction of saccades, which have been 
demonstrated to decrease following training. These results demonstrate that visual 
search can be performed in different ways and that practice and changes in strategy 
could change the areas of the brain involved.
Despite the performance differences Leonards and colleagues (2000) did find activity in 
similar areas of the parietal lobe as other researchers; the intraparietai sulcus was 
activated bilaterally (in particular the right medial and lateral dorsal parts), and 
extrastriate regions were also active (collateral sulcus, lateral occipital sulcus, 
transverse occipital sulcus). The only region that they found was active in inefficient and 
not efficient search was the superior frontal region. The authors suggest that activity in 
this region may indicate working memory involvement in holding information about
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possible targets. However, the inefficient search task differs from standard conjunction 
searches in that the target changed on each trial, and involved identifying the target on 
the basis of “rule finding". Although the authors reported no changes in search 
behaviour, superior frontal region involvement could have resulted from these task 
differences.
Research has suggested that spatial working memory shares resources with visual 
search processes; studies have shown that dual task performance of a spatial working 
memory task Impedes performance of visual search tasks (Oh & Kim, 2004; Woodman 
& Luck, 2004). Other functions such as maintaining and manipulating information in 
working memory also affect visual search performance (Han & Kim, 2004; Lavie, 2005). 
Feedback pathways appear to operate between working memory processes and the 
early visual cortex, thereby providing a route to influence response when a target 
matches that held in working memory (Chelazzi, Duncan, Miller, & Desimone, 1998). 
The influence of the content of working memory can be involuntary; memorising a prime 
can affect subsequent search times (slowing search times and affecting the first 
saccade) even when the properties of the prime do not match the target item (Soto, 
Heinke, Humphreys, & Blanco, 2005). Additionally, attentional deployment can be 
biased to objects in a visual array that match the contents of working memory. Damage 
to the frontal lobes causes deficits in the ability to ignore irrelevant information and 
select the relevant target information. Patients with frontal lobe deficits demonstrate an 
increased interference effect of items held in working memory on search performance 
(Soto, Humphreys, & Heinke, 2006).
The areas proposed by Posner and Petersen to be involved in orienting to a stimulus 
are clearly active when performing visual search. Areas in the parietal cortex play a 
particularly key role, and the right posterior parietal cortex appears to be essential to 
conjunction search. However, other areas are also active indicating the complexity of 
visual search; frontal areas appear to be involved in memorising target features and 
top-down control of search, and the frontal eye fields may have a particular role to play 
in conjunction search. The areas identified as active during visual search can be seen 
in Table 2.2.
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2.4.2 Target Detection (Executive Control)
2.4.2.1 Stroop
The Stroop task has been used in a number of RF EMF studies however no significant 
effects of exposure on performance have been recorded (Lee et al., 2001; Haarala et 
al., 2003b; Besset et al., 2005). The task was developed by Stroop in 1935 and is now 
commonly used to assess executive control. It involves functions which are often 
ascribed to the frontal lobes such as response inhibition and conflict resolution 
(Adleman et al., 2002). Participants are presented with colour naming words, the words 
are typed in ink incongruous to the word itself (i.e. ‘BLUE’ written in red ink), 
participants must respond to the word by naming the colour of the Ink. The processes 
involved in word reading are comparatively automatic so participants must inhibit this 
pre-potent response to process the colour of the ink. This extra processing increases 
reaction times to incongruous stimuli in comparison to congruous or neutral.
Imaging studies of the tasks have demonstrated that the main regions revealed as 
active are the anterior cingulate cortex (ACC) (Carter, Mintun, & Cohen, 1995; Larrue, 
Celsis, Bes, & Marc-Vergnes, 1994; Peterson et al., 1999), the parietal lobe (Bench et 
al., 1993; Taylor, Kornblum, Lauber, Minoshima, & Koeppe, 1997) and the lateral 
prefrontal cortex (Bench et al., 1993; Carter et al., 1995; Taylor et al., 1997).
Activity within the ACC has been demonstrated to be greater under incongruent 
conditions, supporting the idea that this area is involved in the resolution of response 
conflict (Pardo, Pardo, Janer, & Raichle, 1990). However, not all studies have reported 
activity in this area, Taylor and colleagues did not find activation in the ACC when 
conducting a comparison between Stroop, and tasks which either involved presentation 
of false words or symbols; this led them to question the specificity of ACC involvement 
(Taylor et al., 1997). Activity in the frontal polar area (BA 10) during the task has been 
associated with monitoring and integrating sub goals in working memory tasks (Braver 
& Bongiolatti, 2002). Additionally, activity in the orbitofrontal cortex such as that 
observed by Bench et al (1993) is thought to be important for stimulus reinforcement
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and motivation of behaviour (Rolls, 1999). It is worth noting that Bench and colleagues 
(1993) reported distinct changes in the patterns of activity observed when they made 
slight alterations to the stimulus presentation times and inter-stimulus intervals. This 
observation emphasises the variability in neural activity and the importance of using 
experimental design to control any possible confounding variables, as well as the 
difficulty in temporally matching brain activation to function.
In the frontal cortex activity is often lateralized to the right hemisphere during the 
Stroop. Areas which have shown predominately right hemisphere activity include the 
frontal polar cortex (BA 10), and the middle frontal gyrus (Bench et al., 1993; Taylor et 
al., 1997). Increased activity in the left hemisphere has been seen in the inferior frontal 
gyrus, parietal cortex and insula (Taylor et al 1997)
Aldleman and colleagues (2002) took a different approach to investigate the cognitive 
control aspects of the tasks comparing activation during a colour naming control task to 
the Stroop. Like Taylor and colleagues they found activity in the inferior frontal gyrus 
and middle frontal gyrus, however this was not lateralized. They found further bilateral 
increases in the inferior and superior parietal lobe and specific activity in the left ACC.
MacDonald and colleagues (2000) conducted an event-related fMRI study using a task- 
switching version of the Stroop to investigate cognitive control. They separated 
processes that implemented control in response to instruction, from those associated 
with response related activity, by instructing participants to either read the word or 
name the colour before the start of each to trial. Top-down control was associated with 
activity in the left DLPFC (BA 9), which increased when participants were instructed to 
name the colour in comparison to when they were instructed to read the word. 
Variation in activity in this area was not associated with congruent or incongruent 
stimuli. In contrast, monitoring performance and response conflict showed clear 
response related activation changes in the anterior cingulate cortex (BA 24 / 32) when 
incongruent stimuli were presented. The greatest magnitude of activity increase was 
observed for participants whose results showed greatest stroop interference effect. 
These results support the theory that the ACC plays a specific role in response conflict 
rather than representing and maintaining attentional demands. The authors concluded
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that a number of separate anatomical areas are crucial to the dynamic processing 
involved in cognitive control (MacDonald, Cohen, Stenger, & Carter, 2000).
Imaging of the Stroop task has consistently revealed a distributed network of regions 
identified in Table 2.2. This includes the regions identified by Posner and Peterson as 
fundamental to executive control of attention. In particular the research has highlighted 
the importance of the ACC in monitoring response conflict.
2A2.2 Symbol Digit Modalities Test (SDMT)
The Symbol Digit Modalities Test (Smith, 1982) involves visually scanning a set of 
symbols matched to nine digits to determine the appropriate response. It has been 
used once before in RF EMF research comparing mobile phone users and non-users; 
no differences in performance on the task between the two groups were reported (Lee 
et al., 2001), Acute effects on the test under exposure conditions have not been 
assessed.
The SDMT has been described as engaging processes including; visual tracking, 
complex scanning, visuomotor co-ordination and response speed (Shum, McFarland, & 
Bain, 1990; Awh et al., 1996; Smith, 1982). It involves selectively attending to 
information, sustained attention and learning a pattern of association between stimuli, 
and is often used to identify cognitive deficits in processing speed. Search of the 
literature search failed to identify any studies that have tried to identify the neurological 
basis for completion of the test or any studies that have looked at tests that would 
involve similar processing (e.g. 10-CRT). Aside from correlation studies and 
neuropsychological research information on the processes involved in completing the 
SDMT is rather limited. Like many neuropsychological tests it is accepted that the test 
measures some aspect of cognitive performance that is important for everyday 
functioning, however, the exact areas of the brain involved in completing the task have 
not been fully identified.
Factor analysis of the SDMT and other tasks have shown that it loads on a factor 
described as measuring fluid intelligence (Royer, Gilmore, & Gruhn, 1981). Reading
84
ability has been shown to correlate with performance on the task, as does performance 
on the Trails Making Test (TMT) and digit span, both of which could be considered 
measures of information processing speed (Crowe et al., 1999). The more difficult 
versions of TMT (Trails-B) and digits backward correlate more highly with SDMT than 
the easier versions (Trails-A and digits forward). This suggests that the SDMT 
assesses similar executive type functions to Trails B and digits backwards and that 
these functions are important to general ability.
The Symbol Digits Modalities Test is sometimes followed by an incidental learning test, 
including this has been demonstrated to provide an additional level of discrimination 
between subjects (Lezak, 1995). The incidental learning test investigates success in 
encoding the symbol and associated number into episodic memory. It has been 
suggested that similar regions of the brain are involved in incidental learning as those 
involved in intentional learning, however, the latter may involve the frontal lobes to a 
greater extent (Buckner, Kelley, & Petersen, 1999). The similarity in activation patterns 
between semantic processing and intentional learning may reveal why incidental 
learning effects are greater following semantic processing (Staresina, Bauer, Deecke, & 
Walla, 2005). The neural correlates of episodic and semantic memory will be 
considered in more detail in the section looking at classification and recognition tasks.
2.4.2.S Trails Making Test (TMTA/B)
Comparison between users of mobile phones and non-users suggested that users were 
faster at completing the Trails Making Test, however, a subsequent exposure study 
failed to find any effects of RF EMF on performance on the task (Lee et al., 2001, 
2003). The Trails Making Test was originally developed as part of the Army Individual 
Test Battery (1944). Due to its sensitivity to brain impairment it is now more commonly 
used in neuropsychological assessment (Lezak 1995). It is split into two parts; Trails-A 
is the easier of the two, it involves visual scanning, numeric sequencing and visuomotor 
speed (Gass & Daniel, 1990). Trails-B is harder because it involves switching between 
numerical and alphabetical sequences, requiring executive functions such as executing 
and revising a plan of action (Gaudino, Geisler, & Squires, 1995).
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Research investigating the correlations between TMT and tests of ability has suggested 
that the TMT (especially Trails-B) is a good predictor of general mental ability. 
Performance on Part B has been shown to correlate with visuo-spatial intelligence 
(Larrabee & Curtiss, 1995). Trails-B is considered to be a test of processing carried out 
by the frontal lobe (Bigler, 1988). However, research has demonstrated no differences 
in performance on the TMT between patients with frontal lobe and patients with non- 
frontal lobe lesions, nor is it associated with particular latéralisation of damage. Rather, 
the test demonstrates sensitivity to cerebral damage in general (Reitan & Wolfson, 
1995; Heilbronner, Henry, Buck, Adams, & Fogle, 1991). Crowe (1998) looked at the 
different processes involved in the test and was able to demonstrate that Trails-A 
assessed psychomotor speed, whereas Trails-B was dependent upon visual search 
and cognitive switching. He found variation in performance on Trails-B was affected by 
lowered reading level, visual search skill, ability to maintain two simultaneous 
sequences and attention and working memory function (Crowe, 1998).
There is very limited research that has been conducted using the TMT and imaging due 
to the amount of movement required to complete the test. A study that was 
investigating relationships between blood pressure, regional grey matter volume and 
effects on performance found that men with a lower volume of grey matter in the 
supplementary motor area appeared to be slower to complete Trails-B. This 
relationship was independent of age, brain tissue volume and educational history 
(Gianaros, Greer, Ryan, & Jennings, 2006). A more direct study that investigated the 
brain structures involved in TMT developed an oral version of the task. The oral version 
required participants to recite the sequence of stimuli in the TMT i.e. “1, 2, 3...” and 
“1,A, 2, B, 3, C...". Results demonstrated a lack of correlation between performance on 
the original version and the oral version of Trails-A, however, there was a correlation 
between performance on Trails-B and the oral version of Trails-B. fMRI of the oral TMT 
showed increased areas of activation for Trails B in comparison to Trails-A in the left 
hemisphere. Primarily in areas in the lower precentral sulcus, inferior frontal sulcus and 
gyrus, the dorsal premotor area, angular gyrus and intraparietai sulcus. As the task 
removed the requirement for visual scanning and motor speed the authors interpreted 
this activity as indicative of the processing required for set-shifting (Moll et al., 2000).
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A single study was found that has attempted to map the performance of the original 
TMT to brain areas. Researchers had participants complete Trails-A and B, and 
compared activation to a motor control task and rest. The motor control task and Trails- 
A activated areas in the right cerebellum, left precentral gyrus and left inferior parietal 
lobe. Trails-B activated the same areas and produced additional activations in the left 
medial frontal lobe. Comparison between A and B showed greater activations in A in 
the cerebellum, but greater activation in B in left precentral, inferior parietal and medial 
prefrontal cortices (Fu et al., 2001). The areas active during Trails are highlighted in 
Table 2.2.
2.4.2.4 Dual Attention
Preece et al (2005) found no significant effects of RF EMF on children’s performance of 
a dual attention task. There have been numerous fMRI studies which have looked at 
the activation patterns in the brain associated with dual task performance. These 
studies have highlighted the difficulties in isolating the specific activations that result 
from dual-tasking, in contrast to the two tasks being performed separately. Problems 
arise associated with the pure insertion assumption i.e. the tasks being completed may 
be approached differently and alternative strategies may be applied during the dual task 
condition.
Collette and colleagues (2005a) were able to demonstrate that these changes are 
evident at the neurological level, and that dual tasking clearly altered the neural 
networks used to complete simple verbal and auditory discrimination tasks. Completion 
of the tasks in isolation activated posterior brain areas, whereas dual tasking recruited 
an extensive network of areas in the frontal and parietal regions. This included areas in 
the inferior frontal sulcus (BA 9 / 46), the anterior PFC (BA 1 0 / 1 1 /  47), posterior 
middle frontal gyrus (BA 6) and left inferior parietal gyrus (BA 40). Additional activation 
was interpreted as demonstrating the neural basis for the increased executive control 
and co-ordination needed to complete the tasks in parallel (Collette et al., 2005a).
The dual task condition clearly requires balancing the resources available to complete 
two tasks which may well be competing for the same cognitive functions. Response to
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both of the tasks will need to be made, which could introduce response conflict. The 
study above did not show increases in activation in the ACC, an area that appears to be 
involved in resolving response conflict and was identified as key to the executive control 
attention system. Other studies have shown that activation in this area increases under 
dual task conditions. For example, comparing activation patterns when performing 
semantic judgement and spatial rotation tasks individually, to performance of the tasks 
simultaneously increased activity in the left premotor cortex, DLPFC and ACC. None of 
these areas had been revealed as active in the single task conditions when they were 
compared to a baseline control (D'Esposito et al., 1995). Other studies investigating 
simultaneous performance of different tasks have found similar results e.g. performance 
of visual RT and somatosensory RT tasks (Herath, Klingberg, Young, Amunts, & 
Roland, 2001).
Identifying the exact areas associated with the allocation of resources and demands of 
the dual task condition is difficult because of the variety of tasks that have been used. In 
order to clarify the specific areas associated with different aspects of executive 
processing Wager & Smith (2003) conducted a meta-analysis of neuroimaging studies 
of working memory. The results of the analysis focusing on executive control showed 
that in the frontal lobe the right hemisphere inferior pre-frontal cortex (BA 10 / 47) is 
most frequently involved when switching and inhibition is necessary to manipulate 
information. The superior frontal cortex (BA 6 / 8 / 9) is activated by tasks that require 
the temporal ordering of stimuli and updating working memory. Attending to parts of a 
stimulus for retention in working memory activates an area of the PFC (BA 32), and in 
the parietal cortex the posterior parietal area (BA 7) area is often active and appears to 
control the basic focus of attention (Wager & Smith, 2003). Table 2.2 shows that almost 
all of these areas have been demonstrated to be active during dual task conditions.
Executive functions and the brain areas associated with them will be explored further in 
the section looking at working memory tasks.
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2.4.3 Aierting
2.4.3.1 Sustained Attention Response Task (SART)
The SART (Robertson, Manly, Andrade, Baddeley, & Yiend, 1997) is described as a 
sustained attention or response inhibition task. Lee et al (2003) found results that 
suggested participants exposed to a mobile phone signal speeded their response to the 
task in a subsequent session more quickly than participants who were not exposed. 
The task involves responding to digits (1-9) that appear in rapid succession by pressing 
a single response key. The catch is that when the number ‘3’ appears participants must 
withhold / inhibit their response. Thus, successful performance on the task involves 
endogenous maintenance of the target (number 3) and sustained attention to avoid 
responding to the infrequent stimulus. A fixed version of the SART has also been 
developed that has the numbers in numerical order, so the sequence of stimuli is 
predictable. Research has been suggested that this version has increased sensitivity to 
the cognitive deficits associated with traumatic brain injury (Manly et al., 2003).
A general state of alertness must be maintained throughout the task in order to detect 
the 'nogo' stimuli. The speed at which the stimuli are presented causes participants to 
slip into an automatic response, pressing the key when each digit appears. This pre­
potent response means that it is difficult for participants to suspend this reaction and 
give themselves enough time to withhold response to a ‘nogo’ stimulus. Errors made 
on the task are either: omissions of response to a ‘go’ stimulus or, commission of 
response to a ‘nogo’ stimulus. Errors of omission on the task are comparatively rare in 
healthy participants, however, they have been shown to distinguish between the 
performance of traumatic brain injured (TBI) patients and controls (Manly et al., 2003).
The speed at which participants respond to non-targets is a significant predictor of 
errors of commission (Robertson et al., 1997; Manly, Robertson, Galloway, & Hawkins, 
1999). Additionally, commission error responses themselves are faster than GO 
responses (Fassbender et al., 2004), and the four responses preceding a commission 
error are faster than the four trials preceding a correct response (Manly et al., 1999). A 
key factor to the task is the infrequency of ‘nogo’ stimuli, increasing the number of
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‘nogo’ stimuli has the effect of slowing participant’s reaction time to ‘go’ digits, which 
appears to facilitate withholding response and decrease the number of commission 
errors (Maniy et al., 1999). These behavioural results lend support to the theory that 
Individuals slip into making a fast routine automatic response and lower their level of 
attention just before making a commission error.
Levels of attention on the task have been demonstrated to be affected by circadian 
rhythms, errors of commission increase when alertness levels are known to be low and 
reported subjective sleepiness is high (Manly, Lewis, Robertson, Watson, & Datta, 
2002). This suggests that the alertness attention system, which Is affected by circadian 
rhythm, is involved in completing the task.
It is arguable that the SART should be classified as a task involving ‘Executive Control’ 
as supervisory control must be maintained over response. As such, the task involves 
the Supervisory Attention System exerting top-down control over the automatic routine 
response (Shallice, 1988). Support for this idea can be found in the results which 
demonstrate that performance on the SART can predict the frequency of action errors 
made in real life, as measured by the Cognitive Failures Questionnaire (Manly et al., 
1999). To perform everyday tasks without making action errors, and to complete the 
SART without making errors of commission one must maintain supervisory control over 
response. However, it most be noted that a recent replication study that attempted to 
demonstrate the relationship between commission errors on the SART and the CFQ 
failed to find a significant correlation (Whyte, Grieb-Neff, Gantz, & Polansky, 2006).
Evidence suggests that the ability to self-sustain attention is reliant on prefrontal lobe 
function, in particular the right hemisphere DLPFC (Manly et al., 1999). This area of the 
brain has been associated with the maintenance of “task set”: the representation of task 
specific goals against which one evaluates and monitors performance. Results from 
imaging studies have demonstrated that this area of the brain is active when completing 
the SART (Fassbender et al., 2004; O'Connor, Manly, Robertson, Hevenor, & Levine, 
2004). Fassbender et al (2004) were able to show that there was tonic activation in this 
area on both the fixed and random SART. However, the authors suggested that it was 
the left hemisphere DLPFC that is primarily responsible for maintaining task set
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because this area demonstrated a phasic pattern of activation just prior to successful 
inhibition on the fixed the SART,
Some studies have suggested that the fronto-parietal areas show increased activation 
during the fixed version of the SART because participants are monitoring the sequence 
to plan their response (Manly et al., 2003). This may seem somewhat counter-intuitive 
as the demands of the fixed SART are lower than the random SART, as indicated by an 
absence of errors made on the task. Interestingly, similar increases in activation in 
these areas have been found on a digit span task which involved structured sequences 
of digits, suggesting that this system may be specifically engaged to organise 
information strategically (Bor, Gumming, Scott, & Owen, 2004). However, other 
researchers have not found increases in activation on the random SART in comparison 
to the fixed SART (Fassbender et al., 2004), and it is arguable that the increased 
activation found by some may be indicative of the need to maintain focus endogenously 
on what must be a boring predictable task with very limited processing demands.
O’Connor and colleagues (2004) were able to show that introducing exogenous 
activation using random alerting tones during the SART reduced endogenous activation 
in the right hemisphere DLPFC. They suggested the tones aided re-establishing goal- 
directed behaviour through exogenous activation of the sustained attention system as 
predicted by Norman and Shallice’s (1986) theory. The involvement of the right 
hemisphere DLPFC may indicate the role this plays in top-down control of the posterior 
cortical areas; such as the inferior parietal cortex which helps to orient visuospatial 
attention.
All of the studies referenced thus far found activation in the right hemisphere parietal 
area associated with sustained attention; the superior and posterior parietal cortex, 
activation in this area has been demonstrated to be tonic in nature (Fassbender et al.,
2004). These results support the idea that the right hemisphere dominant fronto­
parietal alerting system is heavily involved in completing the SART. Additionally, 
activation has been shown in the thalamus which is also thought to be involved in this 
system (O’Connor et al., 2004).
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The event related paradigm used by Fassbender et al (2004) enabled the researchers 
to identify regions associated with particular executive processes. They identified 
regions involved in inhibition and error detection. Successful inhibition of response on 
the random SART involved a distinct network that included the right ventral PFC, right 
iPL, left putamen and left DLPFC. Errors of commission activated the anterior and 
posterior cingulate cortex, and regions in the left hemisphere including the inferior 
frontal gyrus, inferior parietal lobule and the middle temporal gyrus. Activation in these 
areas could be the result of response conflict experienced by participants following their 
erroneous response. Participants realise almost immediately when they have made an 
error on the SART and activation in these errors could be in response to that 
realisation. The authors suggested that the rostral ACC and left parietal lobe were 
involved in error processing, whereas the dorsal ACC and pre-SMA are involved in 
conflict monitoring and preparation for motor response. Error detection is an important 
process for behavioural modification to increase performance levels. On the SART 
error detection and response conflict may lead to a decrease In response speed in 
order to increase accuracy and give participants enough time to engage the correct 
response (Fassbender et al., 2004).
The results from imaging studies of the SART demonstrate that it engages the right 
hemisphere fronto-parietal network involved in alerting and areas associated with 
executive control in the frontal lobes and anterior cingulate cortex. The active areas are 
listed in Table 2.1.
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Large
Structure
Name BA Visual
Search
Stroop Trails Dual
Tasking
SART
Limbic Lobe /
Fornicate
Gyrus
Posterior Cingulate 23 15 23.24
Anterior Cingulate
24
12,13,
14 17 23
Entorhinal Cortex 28
Isthmus 30 15
Posterior Cingulate 31 10 20
Anterior Cingulate
32
12,13, 
14,15, 
16 17 21 23,24
Frontai Lobe Precentral Gyrus 4 23,24
Superior Frontal Gyrus 6 9.10.11 15 17. 18 19, 20,21 23
8 12 22
Prefrontal Cortex
9
13,14, 
15,16 19,21
22,23, 
24
10 14,16 19 23
11 14 18* 19
Inferior Frontal Gyrus 44 9 12, 15 17 23
45 9 23
Middle Frontal Gyrus 46 12,14 19, 21 22
Prefrontal Cortex
47
14, 15, 
16 19 23
Occipital
Lobe
VI 17 15 23
BA 18/19 cover whole 
of Occipital Lobe 18 15 2319 9,10,11 15 23
Lingual Gyrus 23
Parietal Lobe Postcentral Gyrus 1 24
2 24
3 24
Superior Parietal Lobe 5 10, 11 12
Precuneus 7 9.10,11 12, 16 20 23
Inferior Parietal Lobe 39 17, 18 23. 24
40 10
12, 14, 
15 19. 20 23, 24
intraparietai Sulcus 9 17
Insula 13 14, 15
Temporal
Lobe
Inferior Temporal 
Gyrus 20 23
Middle Temporal 
Gyrus 21 14
Superior Temporal 
Gyrus 22 9 15 23
Fusiform Gyrus 
(MT/V5) 37 24
Superior Temporal 
Gyrus 38 14
Transverse Temporal 
Gyrus 41 2342 23
Thalamus 9 16 24
Basal Ganglia 9 23,24
Cerebellum 10 18 19 23
Table 2.2 Active areas identified from tasks assessing attention *Only active during Trails B
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2.5 Working Memory Tasks
A number of working memory tasks have been included in studies looking at RF EMF 
effects, these tasks will be considered in this section in the following groups. Firstly 
spatial and verbal working memory in general (including discussion of executive control) 
will be reviewed by focusing on the working memory ‘n’ back task. Following this the 
Sternberg memory task will be considered, then simple / short term memory span tasks 
and finally, a task which has not been used in RF EMF research, the PASAT, will also 
be looked at.
In order to gain understanding of the processes involved in completing the working 
memory tasks, they will be considered in terms of Baddeley & Hitch’s (1974) 
multicomponent model of working memory pictured in Figure 2.2. The original model 
comprised of two modality specific slave systems; the articulatory loop - which 
processes verbal or auditory information - the visuospatial scratchpad -  which does the 
same for visual and spatial information -  and finally, a central executive. In 
combination, these components provide the functionality required to temporarily store 
and manipulate information.
The articulatory loop, now known as the phonological loop, is subdivided into a 
phonological store, which relies upon acoustic coding, and a subvocal articulatory 
rehearsal system. Phonological information enters directly into the store, whereas 
visually presented verbal information must be translated into phonological code through 
subvocal articulation. The phonological loop can retain phonological information for 
approximately two seconds, extending this period is achieved through subvocal 
articulation. This process is not directly related to articulatory ability, rather it involves 
processes associated with speech control (Baddeley & Wilson, 1985). It is a function 
which could have evolved due to its utility in language acquisition when learning sound 
patterns of novel words (Baddeley, Gathercole, & Papagno, 1998). Evidence to support 
this evolutionary purpose is a connection between the phonological loop function and 
the ability of both children and adults to learn the phonology of new words (Papagno & 
Vallar, 1992; Gathercole, Hitch, Service, & Martin, 1997).
94
Central
Executive
Phonological
Loop
Episodic
Buffer
Visuospatial
Sketchpad
LanguageEpisodic
LTM
Visual
Semantics
I I CrystallisedI I Fluid
Figure 2.2 Current working memory model from Baddeley (2000)
A limitation of the loop is that the capacity of the phonological store is reduced if the 
items to be remembered are phonologically similar; this is known as the phonological 
similarity effect (Conrad & Hull, 1964). The articulatory rehearsal system has been 
demonstrated to have similar well-established limitations; the first is connected to the 
length of time taken to rehearse an item. When learning a list of items the length of the 
word affects the capacity of the system, capacity is reduced as the length of the word 
increases due to the increased rehearsal time; the word length effect (Baddeley, 
Thompson, & Buchanon, 1975).
Another effect that has been demonstrated is that the articulation of irrelevant sounds 
disrupts rehearsal and inhibits effective recall; the articulatory suppression effect 
(Murray, 1967). This prevents the entry of visual information into the phonological store 
as it cannot be translated into auditory codes (Murray, 1968). Articulatory suppression 
has been shown to remove the word length effect (Baddeley et al., 1975). Additionally, 
serial recall of items is adversely affected if participants are exposed to irrelevant 
speech whilst items are being presented or during rehearsal. This has been
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demonstrated with both auditory and visually presented items (e.g.(Hanley & 
Broadbent, 1987; Colle & Welsh, 1976)), appears to extend to fluctuations in more 
indeterminate stimuli such as variable tones, and has been shown to interfere with 
serial recall of spatial information (Jones & Macken, 1993). Evidence suggests that this 
effect is specifically linked to competition for resources rather than phonological 
interference with the memory trace (Repovs & Baddeley, 2006).
Short-term maintenance and manipulation of visuospatial information is carried out by 
the visuospatial sketchpad. Investigation of the relationship between the visual and 
the spatial domains in working memory suggests that there are two dissociable 
systems. For example, visual but not spatial working memory performance is affected 
by the presentation of irrelevant pictures (Della Sala, Gray, Baddeley, Allamano, & 
Wilson, 1999). More recently, a series of experiments were conducted which showed 
that the two systems are not only dissociable, but also appear to have distinct rehearsal 
functions which do not rely upon the central executive (Klauer & Zhao, 2004). The 
mechanisms by which the visuospatial information is stored and rehearsed are not as 
well defined as those for verbal information.
The visual dimension of the system is affected by presentation of visual distractions 
such as unattended patterns (Logie, 1986). Whereas maintenance of spatial 
information is disrupted when participants concurrently complete a task which uses the 
spatial resources in the system e.g. tapping out spatial locations, suggesting that 
visuospatial imagery may be used to maintain the memory trace (Baddeley & 
Lieberman, 1980). Additionally, research has shown that voluntary eye movements 
interfere with spatial working memory, leading Baddeley to propose the theory that, 
directing visual attention using covert eye movements to remembered locations allows 
rehearsal of spatial information (Baddeley, 1986).
More recently it has been suggested that it is the direction of spatial attention itself and 
not the movement that enables rehearsal (Awh, Jonides, & Reuter-Lorenz, 1998). 
Support for this can be found in experiments that have demonstrated disruption to 
spatial working memory from other body movements (e.g. (Pearson, Logie, & Gilhooly, 
1999)). In contrast to the maintenance functions of the system, tasks which necessitate
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manipulation of the visuospatial information appear to draw upon central resources, 
whilst retaining separate visual and spatial processes (Repovs & Baddeley 2006).
Initially, the central executive (CE) of the working memory model was effectively 
presented as a homunculus that carried out the functions of controlling working memory 
and executing certain cognitive tasks. Later on, description of the supervisory attention 
system (SAS) provided by Norman and Shallice was adopted as a suitable model for 
the CE (Baddeley 1986). They identified two separate attention systems to explain the 
control of action. The first is implemented in the absence of endogenous or exogenous 
influence on attention, and is essentially an automatic process by which action schemas 
are activated. Once activation exceeds a threshold, behaviour is executed in a 
controlled manner called Contention Scheduling (CS). CS consists of bundles of 
schema containing packets of information detailing processes and sequences of 
behaviour. In contrast, the SAS is a more conscious effortful process which exerts top- 
down control of behaviour, interacting with CS by directing attention to activate 
appropriate task relevant schemas (Norman & Shallice, 1986).
Baddeley extended this description of the CE and identified four specific functions to try 
and clarify the processes performed by this aspect of working memory. The four 
functions that were outlined were: selectively attending to a stimulus, allocation of 
resources to simultaneous tasks, task switching, and relating the content of working 
memory to longer term representations (Baddeley, 1996). This final role has 
subsequently been transferred to the episodic memory buffer (Baddeley, 2000). Work 
conducted to assess the impact of concurrent performance of tasks that involve the 
central executive alongside selective attention, allocation of resources or task switching, 
demonstrates that these functions are all disrupted and appear to share common 
resources (Repovs & Baddeley 2006).
Specific exploration of task switching has also suggested a sub-division of processes to 
maintain the implementation of the task switch and the ability to initiate the subsequent 
task. The phonological loop appears to support endogenous representation of task 
switch, due to a specific role in verbally based action, whereas the CE has more direct 
involvement in the initiation. This is shown in work that demonstrated a detrimental
97
effect of articulatory suppression on task switching, but no effect of tapping (Baddeley, 
Chincotta, & Adlam, 2001; Saeki & Saito, 2004).
The CE is now predominately seen as an overarching attentlonal system with no 
storage capacity (Baddeley & Logie, 1999). Evidence for a separate element of 
working memory dissociated from the verbal and visuospatial slave systems can be 
found in research that has shown there is a general resource that is disrupted by 
performance of certain tasks, for example memory span and random letter generation 
(Logie, Zucco, & Baddeley, 1990; Salway & Logie, 1996).
A comparatively new addition to the working memory model has been the inclusion of 
the episodic buffer (Baddeley 2000). The buffer was proposed to resolve a number of 
issues which arose with the model in its previous form, including the suggestion that 
there was a back-up store for information beyond the slave systems of the model. As 
mentioned already, the buffer was also ascribed some of roles previously given to the 
CE, such as integrating the information in the different systems and supporting serial 
recall. It is described as a limited capacity temporary multimodal store controlled by the 
CE that brings information together through conscious awareness using a common 
code.
2.6.1 Working memory ‘n’ back
RF EMF research using the working memory ‘n’ back task has suggested that exposure 
could speed response to the task at the higher memory loads, additionally it appears 
that response related activity recorded by EEG could be affected by exposure (Koivisto 
et al 2000b; Krause et al 2000b). Other studies that have used the same task have 
recorded no effects of exposure on performance (Haraala et al 2003a; 2004; 2005).
In terms of the working memory model Figure 2.3 attempts to illustrate the processes 
involved in completing the 1-back version of the task. The first stimulus is presented on 
the screen, visual processes perceive the stimulus and enable identification of the 
letter. Subvocal articulation of the letter registers the information within the phonological 
store. The letter is rehearsed within the articulatory loop to refresh the phonological 
codes. The next stimulus appears on the screen, visual processes perceive the
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stimulus and enable identification of the letter. Subvocal articulation of the letter 
registers the information within the phonological store. The episodic buffer integrates 
relevant information and provides a representation of the stimuli order. The central 
executive then allocates attentlonal resources to check this information against the 
previous stimulus in the phonological store to determine whether there is a match or 
not. A decision is made as to whether the stimulus is a target or non-target, the 
response Is Initiated and executed by the motor systems. Concurrently the participant 
will be rehearsing the information needed to respond to the next stimulus, the screen 
must be monitored for the next stimulus, the order In which the stimuli appear must be 
noted and previous extant codes must be discarded so they do not interfere with 
Incoming information. The spatial version of the task Is Identical to the verbal version 
with the exception of the modality of the stimulus. Although the fundamental underlying 
processes are the same, the task may be completed in a different way because of the 
differences in the rehearsal and storage of visuospatial material. This will be explored 
in more depth later on in this section.
The order in which these processes are described is not necessarily the order in which 
they are carried out; a number of these processes may be taking place in parallel and 
competing for limited resources. For example the rehearsal process may be 
temporarily interrupted when the next stimulus appears because the visual information 
needs to be translated into phonological code. At the "O' and the ‘T back level the task 
has very low storage, rehearsal and executive demands. As such these tasks are 
comparatively simple and may be compared to vigilance tasks; one might question the 
extent to which they engage working memory processes. The ‘0’ back entails 
remembering one stimulus for the duration of the task and monitoring the stimuli for a 
match to the target. At the ‘T back level participants just have to remember one 
stimulus for a very brief period time (2500ms) until the next one appears. As the load of 
the task increases representation of the temporal order of the stimuli becomes all the 
more important, and discarding extant codes to ensure the phonological loop retains 
capacity for incoming stimuli is essential. The higher task levels, ‘2’ and ‘3’ back, 
involve more complex mental operations and place far higher demands on working 
memory and executive functions.
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Behaviourally this increase In task demands is accompanied by a decline in 
performance; reaction time to stimuli increases and accuracy decreases. This effect 
has been described as linear (Braver et al., 1997), however, other studies have found a 
positive acceleration in the decline in response speed and accuracy (Jonides et al., 
1997). The differences observed may have resulted from the inclusion of a practice 
session to familiarise the subjects with the task in the latter study. In this study the 
acceleration in task performance was located between the 'T and ‘2’ back, and the ‘2’ 
and ‘3’ back suggesting that the demands of the task at these levels may be distinct 
from the 'O' and ‘T back. This could result from the involvement of additional processes 
and brain areas to support the demands. The results from imaging support this idea; in 
general brain activation and deactivation increases monotonically with load (Jonides et 
al., 1997). Practice on the ‘T back may decrease reaction time so participants can 
perform the task almost as quickly as the 'O' back, whereas the ‘O' back is so simple 
practice may not have much effect. The increase in response times between the ‘T 
and ‘2’ back and the '2' and '3' back may be positively accelerated, and remain so with 
practice, because it is difficult to decrease the time needed for the extra mental effort 
and additional brain functions that these task levels involve. The fact that the 
monotonie increase in reaction time is accompanied by a positive acceleration in the 
number of incorrect responses further highlights the differences in difficulty between the 
'T and '2' back and '2' and '3' back.
A linear increase in reaction time has also been observed on visuospatial versions of 
the task. At the higher load there is a positive acceleration in the number of incorrect 
responses (participants didn’t complete the '3' back, so this was only observed between 
‘T and '2' back) (Carlson et al., 1998). The Increase in incorrect responses was 
matched by participant’s subjective reports of increases in task difficulty; participants 
reported finding the '2' back more difficult than the 'O' or 'T back, suggesting 
participants have a subjective awareness of the increased cognitive demands.
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One of the reasons that the ‘n’ back task has been used so extensively in imaging 
studies is because it involves continuous engagement of working memory processes. 
The gradual increase in load as the task gets more difficult provides an alternative 
methodology to that of subtraction, enabling parametric comparison of the effects of 
increasing task load on the processes required for short-term storage and manipulation 
of verbal or visuospatial information (Jonides et al., 1997; Braver et al., 1997). 
Parametric methodology avoids the criticisms that have been made of subtraction 
because the basic requirements and parameters of the tasks remain the same at all 
levels. Additional activation at higher memory loads can then be interpreted as 
necessary to cope with the increased demands that the task is placing on working 
memory.
For the purpose of this chapter the working memory model will be used as a framework 
to look at the areas of the brain that complete each process, because of the large 
number of imaging studies that have used the ‘n’ back task it is not possible to consider 
all of them within this chapter. For an overview of imaging studies that have used the 
task please see (Owen, McMillan, Laird, & Bullmore, 2006).
2.5.1.1 Phonological Loop
Imaging research has demonstrated a functional dissociation between the areas of the 
brain responsible for phonological storage and articulatory rehearsal in verbal working 
memory. Awh et al (1996) used a verbal version of the 2-back task to illustrate this; a
0-back task was used as a control task and activation patterns were then subtracted 
from the 2-back results. The areas that remained active were the posterior parietal 
cortex and frontal speech regions (Broca's area and the left hemisphere pre-motor 
area). A second control task required participants to press a button when a letter 
appeared on the screen and then rehearse it until a new letter appeared. From this 
subtraction the activation in Broca's area and the left pre-motor area disappeared. 
These results can be interpreted as demonstrating that rehearsal (performed by the 
frontal speech regions) can be separated from the neural circuit involved in storage 
(performed by the posterior parietal area and Brodmann’s Area 40). However, following 
the second subtraction some activation remained in the supplementary motor area
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(SMA), it is possible that this area of the brain remained active because of its 
involvement in response initiation. The SMA receives input from the RFC and has been 
implicated as playing a role in movement decision-making (Matsuzaka, Aizawa, & Tanji, 
1992). In summary, Awh et al (1996) corroborates the theory that articulatory rehearsal 
draws on left hemisphere anterior areas similar to those used for speech, whereas the 
phonological store is dependent upon posterior parietal areas.
Cohen et al (1997) further illuminated the functional differences in the processes that 
these areas of the brain perform. They focused upon the areas detailed above that 
appear to mediate storage and rehearsal. By increasing the time delay between stimuli 
presentation from 2,500ms to 10,000ms they were able to use fMRI to investigate 
event-related activation at different levels of the ‘n’ back task. The results 
demonstrated incremental increases in activation in both the frontal speech regions and 
the posterior parietal cortex across the four conditions. However, within these areas 
there were different temporal patterns of activation. At 0 and 1-back activation in 
Broca’s area increased up until the second time interval before disappearing at the third 
and fourth interval on the 0 and 1-back respectively. On the 2 and 3-back, activation in 
Broca’s area increased until time interval 3 and remained significantly higher than 0 and
1-back by time interval 4. Activation in the posterior parietal area was more consistent, 
gradually increasing across the four conditions and remaining high at time interval 4 
except on the 0-back condition. This pattern of results suggests that the storage 
component (posterior parietal area) of the task is critical throughout the time delay, 
however, rehearsal (Broca’s area) is only necessary for a short period of time especially 
at the low memory loads of "O’ and 'T back. These results support Awh’s work in that 
storage and rehearsal appear to be both neurologically and cognitively separable.
As discussed above the areas of the brain associated with storage of verbal information 
include the posterior parietal area and BA 40 (Smith, Jonides, & Koeppe, 1996; 
Paulesu, Frith, & Frackowiak, 1993). The posterior parietal cortex has been identified 
as the specific area of the brain which stores phonological codes for verbal information 
(Jonides et al., 1998; Postle, Berger, & D'Esposito, 1999). Both of these areas 
associated with storage of verbal information are active when completing the ‘n’ back 
task (Cohen et al., 1997).
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Studies that have used the ‘n’ back task have consistently shown activation in the areas 
identified as important for the rehearsal of verbal information. These are the regions 
associated with language production in the frontal regions of the left hemisphere, in 
particular, Broca’s area and the left pre-motor and supplementary motor areas (Smith & 
Jonides, 1998). Activation has repeatedly been demonstrated in these areas when 
completing the ‘n’ back using both fMRI (Braver et al., 1997; Cohen et al., 1997) and 
PET methodology (Jonides et al., 1997), and this activation has been shown to increase 
monotonically with load (Braver et al., 1997). Both imaging and neuropsychological 
evidence suggests that Broca’s area is fundamental to the rehearsal process for 
working memory. Other regions that have been identified as important for rehearsal 
include the supplementary motor area, pre-motor cortex, Broca’s area, insula cortex 
and the right cerebellum (Awh et al., 1996).
2.5.1.2 Visuo-spatial Sketchpad
Some studies have suggested that the storage and rehearsal of verbal and spatial 
information involves different neurological circuits. For example. Smith and colleagues 
(1996) illustrated dissociation between the spatial and verbal working memory circuits 
using PET and two different versions of a ‘3’ back task. For both versions of the task a 
stream of letters appeared in random locations on the screen. The verbal version 
involved deciding whether the letter matched the letter three screens back, for the 
spatial version participants had to decide if the position of the letter was the same as 
that three screens back. Activation patterns from the tasks demonstrated an apparent 
dissociation in engagement between the left and right hemispheres of the brain. When 
participants had to remember letters left hemisphere regions were activated, whereas 
retaining the location activated right hemisphere regions. The main cortical differences 
were that the verbal task produced activations in the left posterior parietal cortex and 
the left hemisphere dorsolateral prefrontal cortex (DLPFC). In contrast to this the 
spatial task produced activation in the right hemisphere PFC (superior frontal sulcus & 
inferior frontal gyrus) and the extrastriate cortex in the occipital lobe. These results 
support the theory that there are distinct locations for processing the two different types 
of information in memory (Smith et al., 1996).
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However, the distinction between the areas in the frontal lobes involved in completing 
the tasks has been criticised as the dissociation does not appear to be clear-cut. 
Spatial working memory studies have demonstrated activation in areas of the PFC in 
the left hemisphere and non-spatial studies have demonstrated activation in right 
hemisphere areas of the PFC (D'Esposito, 2001). A study by Nystrom and colleagues 
investigated the effect of stimulus types on activation patterns in the brain using the ‘n’ 
back. Although some areas of the brain did appear to show selectivity for some types 
of information, results demonstrated no clear areas of activation in the brain specific to 
verbal, spatial or visual stimuli that could be considered dissociation.^^ The authors 
concluded that on the basis of the experiment PFC organisation was not dependent 
upon stimulus modality and that any organisation may be upon less obvious dimensions 
(Nystrom et al., 2000).
Dual tasking paradigms have demonstrated different patterns of interference on visual 
and spatial working memory tasks completed in parallel with a visual search task. 
Under these conditions concurrent completion of a visual working memory task and a 
visual search task does not impact upon performance of the two tasks. However, 
completing a spatial working memory task in parallel with visual search decreases 
visual search efficiency and vice versa; completing a visual search task negatively 
affects spatial working memory performance (Oh & Kim 2004; Woodman & Luck 2004). 
As mentioned in the section on visual search this result suggests that visual search and 
spatial working memory share a common resource.
Postle and colleagues (2000) used visual and spatial 0-3 backs to try and dissociate the 
activity in the PFC associated with visual and spatial based working memory. 
Goldman-Rakic had suggested that there might be different networks involving different 
areas of the PFC for processing visuospatial and visuofeatural information congruent 
with the split in the dorsal and ventral visual pathways (Goldman-Rakic, 1996). 
Evidence for this comes from single cell recordings in monkeys; spatial storage tasks 
appear to engage position specific cells in DLPFC, and visual memory cells appear to 
be evident in more ventral regions of the PFC (Wilson et al 1993). The results from the
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study conducted by Postle did not support this theory; there did not appear to be a 
dorsal / ventral split in activation in the PFC for the two types of stimuli. The areas that 
were revealed by fMRI to be active when completing the spatial ‘n’ backs included the 
pre-motor cortex, supplementary motor area, superior parietal lobe, dorsal and ventral 
prefrontal cortex and posterior parietal areas (Postle, Stern, Rosen, & Corkin, 2000).
Carlson et al (1998) used fMRI to investigate the areas of the brain activated when 
completing spatial ‘n’ backs. They used 0, 1 and 2 backs to investigate the areas of the 
brain active during the different levels of the task. They found that in the two-back 
compared to the one back there were higher number of activated areas in the right 
hemisphere compared to the left hemisphere. However, the authors reported bilateral 
activation in the middle frontal gyrus, superior frontal sulcus, superior frontal gyrus and 
the intra parietal sulcus at all levels of the task. They also observed activation in the 
cingulate cortex and occipital visual areas on the ‘T and ‘2’ backs in comparison to the 
'O' back (Carlson et al., 1998). The cingulate cortex has been demonstrated to be 
active in other spatial working memory tasks (Jonides et al., 1993), and has been 
suggested to be involved in information maintenance in spatial working memory (Awh & 
Jonides, 2001).
Smith and Jonides (1998) proposed a spatial working memory network that is 
predominately in the right hemisphere in areas in the posterior parietal, occipital and 
frontal cortices. On the basis of neuroimaging evidence they hypothesised a split 
between the areas which perform the functions of storage and rehearsal of spatial 
information. They suggested that spatial rehearsal involves re-calculating the location 
of a previously viewed stimulus by directing one’s attention to a mentai representation 
of the stimulus. Like the distinction between areas involved in verbal rehearsal and 
storage, research suggests particular areas that perform the same functions for spatial 
information. By comparing the results of spatial working memory and selective 
attention experiments the authors identified two regions of the brain; the posterior 
parietal and pre-motor areas, that were active in both types of study. They suggested 
these areas mediate spatial rehearsal; (Smith et al., 1998).
Please note that the word "visual" is used to describe what some researchers describe as “visuofeatural"
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Using similar logic they also deduced that the storage of spatial information is 
performed by two areas demonstrated to be active in the spatial working memory task, 
but not the selective attention task; the anterior occipital and inferior posterior parietai 
areas. It is interesting that the posterior parietal and pre-motor areas are also active 
during completion of the verbal 'n' back task. Due to this crossover it has been 
suggested that these areas may actually be involved in completing more general 
processes common to both of the tasks rather than specific spatial processes. Meegan 
and colleagues (2004) recently criticised the use of the ‘n’ back task in neuroimaging 
because of the commonality in active areas that has been revealed in studies using 
different stimulus modalities. They suggested that other working memory tasks would 
be more appropriate to distinguish between domain specific areas (Meegan, Purc- 
Stephenson, Honsberger, & Topan, 2004).
The apparent overlap between spatial working memory and selective attention is 
supported by imaging, electrophysiological and behavioural evidence, for a full review 
see (Awh et al., 2001). LaBar et al (1999) used a spatial attention task and a verbal 'n' 
back to provide support for the overlap in the neural networks of major cognitive 
domains. Using fMRI they found cross-over in a number of fronto-parletal sites in the 
networks sub-serving spatial attention and working memory. They suggest that the 
overlap exists because tasks in both domains involve shifting attention resources 
(LaBar, Gitelman, Parrish, & Mesulam, 1999). Having an overlap between working 
memory and selective attention makes evolutionary economical sense; many cognitive 
functions may share neurological networks if they involve completing similar functions 
(Smith & Jonides 1998).
Correlations between capacity in working memory and the efficiency of controlled 
attention reveal links between the two constructs. The results Indicate a close 
dependency between the two that suggests that they are Implemented in parallel (Awh, 
Vogel, & Oh, 2006). Attention operates at the earliest stages of perceptual analysis as 
well as directing processing to facilitate selection in accordance with the goals of 
working memory. Overlap between the systems that mediate spatial attention and 
spatial working memory can also be seen in the way attention is shifted in working
or "object" information, i.e. it refers to the visual properties of the stimuli rather than the spatial properties.
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memory, for example, visual attention is enhanced at attended versus unattended 
locations.
Theeuwes et al (2005) looked at eye movement trajectories whilst subjects maintained 
location in spatial working memory. They found saccades deviated from the memorised 
locations in the same way that they do from real visual stimuli. This appears to show a 
clear connection between spatial working memory and activity in the oculomotor system 
associated with spatial attention. Evidence suggests that attention based rehearsal is 
likely to contribute to maintenance of information in spatial working memory. Selective 
attention enables the information gathered by sensory processes to be processed in an 
efficient manner selecting the information that will enter working memory. Focussing 
attention endogenously enables spatial information to be rehearsed in working memory 
(Theeuwes, Olivers, & Chizk, 2005). Curtis (2006) expanded on this and conducted a 
review of human and non-human primate research into spatial working memory. He 
presented evidence that suggests maintaining a representation of spatial location could 
be achieved through sustained activation of sensory and motor representations. During 
spatial working memory tasks when a representation must be maintained signals from 
the Frontal Eye Fields (FEF), posterior areas in the superior frontal sulcus, BA 8 in the 
Dorsal PFC and IPS have been shown to persist (Curtis, Rao, & D'Esposito, 2004). 
The PFC, FEF and posterior parietal cortex (PPC) all show evidence of delay related 
activity, furthermore, neuropsychological studies have demonstrated that these areas 
are necessary for intact spatial working memory. fMRI studies using delayed saccade 
tasks appear to show a distinction between FEF and PPC activity and the type of 
information held by these areas They suggest that the former is involved in prospective 
motor coding of space, whereas the latter is involved in retrospective sensory coding of 
space. In general, this is supported by both TMS studies and the types of errors made 
following lesions in these areas (Curtis, 2006).
2.5.1.3 Executive Processes
The key cortical location for executive processes is thought to be the PFC, because of 
the far reaching effects of damage to this area of the brain (Burgess & Shallice, 1996; 
Owen, Downes, Sahakian, Polkey, & Robbins, 1990). Kim berg and Farah postulated 
that the functions performed by the PFC could actually be considered in terms of
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numerous simple working memory processes; the sum of these processes perform the 
functions ascribed to the central executive (Kimberg & Farah, 1993). Segregation of 
particular executive processes into discrete brain areas has proven particularly difficult, 
and the complexity of functions means that researchers have cautioned against 
mapping particular executive functions to particular locations in the PFC (Carpenter, 
Just, & Reichle, 2000).
A number of researchers have suggested that separate regions of the PFC perform 
modality specific processing. As mentioned in the previous section Goldman-Rakic 
(1998) proposed that different regions of the PFC process object, spatial, position and 
verbal information. In order to perform working memory functions he suggested that 
these areas are linked to posterior regions to form multimodal domain specific 
networks. Smith and Jonides (1999) suggested that the functions of different regions of 
the PFC are not only organised by the modality of information, but also by process 
(Smith & Jonides, 1999). Ventrolateral regions of the PFC are proposed to mediate 
storage processes whereas dorsolateral regions are more involved in manipulating 
information, in terms of the representation of information by modality, spatial 
information is represented in dorsal areas to a greater extent that object information.
Some support for this theory can be found in an experiment that used variations on a 
letter span task that required either storage or manipulation. Event related fMRI 
showed that the DLPFC was more active during manipulation, however, maintenance 
and manipulation activated both DLPFC and VLPFC (D'Esposito, Postle, Ballard, & 
Lease, 1999). Owen and colleagues (1999) similarly segregated executive functions in 
the prefrontal cortex, they suggested that the mid-ventrolateral area (BA45/47) supports 
the organisation of response sequences using information retrieved from posterior 
areas, whereas the mid dorsolateral region (BA9/46) supports active manipulation or 
monitoring of information within working memory. This was clarified slightly in a later 
paper that suggested the DLPFC was involved in the complex operations performed by 
working memory such as monitoring and manipulation, whereas the VLPFC performs 
comparatively basic operations such as encoding and retrieval (Petrides, 2000).
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Although there is some consistency between the theories with regards to the function of 
the DLPFC there are clearly difficulties in trying to localise executive functions in the 
brain. At the neural level it has been demonstrated that different tasks that assess the 
same executive processes activate similar cortical areas, however some processes do 
appear to activate discrete areas and some common areas are active regardless of the 
executive process. Additionally, such processes can be associated with sustained or 
transient activity (Collette, Hogge, Salmon, & Van der Linden, 2006; Collette et al., 
2005b).
In terms of the ‘n’ back task all three of the functions of the CE identified by Baddeley 
(1996) would appear to be necessary to complete the task. Attention must be focused 
both exogenously on the stimuli as they appear, and endogenously on the 
representations of the stimuli in the slave systems to check whether there is a match. 
Resources must be allocated to competing processes, and there is a requirement to 
switch between tasks such as maintaining the temporal order of stimuli, rehearsal and 
discarding extant codes. As the memory load increases the executive processes 
become more important because of increased demands of the task.
Locating the executive demands of the ‘n’ back to specific brain areas is particularly 
difficult. Activation observed in the PFC in the reviewed papers is primarily in the 
dorsolateral area of the region (BA 44 & 46) for both the verbal and spatial ‘n’ backs. If 
this activity is associated with executive control then it should increase with the 
executive task demands. Parametric variation studies have demonstrated this is 
exactly what happens, activation in the DLPFC increases as load increases (Jonides et 
al., 1997; Braver et al., 1997). Cohen and colleagues (1997) suggested that this was 
specifically associated with the processing necessary for temporal ordering and 
inhibition, whereas the attention processes involved areas in the superior parietal area 
and anterior cingulate area. Research has shown that increasing memory load can 
have a negative effect on attentional control tasks requiring inhibition of stimuli or 
responses (Baddeley et al., 2001; Hester & Garavan, 2005). This suggests that the 
inhibitory networks and working memory processes may share a common central 
mechanism and similar neural networks. Activity in the ACC has been shown to 
precede increased activation in the PFC; the neurological pathways between these
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areas suggest that the ACC may regulate the requirement for increased top-down 
control (Li et al., 2006).
Callicott et al (1999) used verbal ‘n’ backs to investigate possible capacity constraints 
within working memory and the neural areas responsible for decreases in performance. 
They identified a type of response (load sensitive areas that peaked and then declined 
at the highest load) they described as ‘capacity constrained’. One of the areas in which 
a ‘capacity constrained’ response was observed was the dorsolateral prefrontal cortex 
(Callicott et al., 1999). This decrease in activation on 3-back contrasts with previous 
work (Braver et al., 1997; Cohen et al., 1997) and should be treated with caution. 
Decreases in activation may result from other areas reaching capacity and failing to 
process information needed by the PFC.
In addition to DLPFC and ACC activation, activity has also been reported in 
ventrolateral areas (BA 45 & 47) in studies using verbal, spatial and visual versions of 
the ‘n’ back (Nystrom et al., 2000; Braver et al., 1997). Some researchers may 
hypothesise that this activity is specific to the comparatively simple working memory 
processes such as maintenance and retrieval. However, activity in both the DLPFC 
and VLPFC has been reported at all levels of the task despite the limited demands for 
manipulation at the lower levels. The nature of the task makes it is impossible to 
segregate the activity in these areas.
Retaining the serial order of the stimuli that are presented is essential to complete the 
‘n’ back task successfully. Experimental studies have suggested that the means by 
which serial order is retained for both verbal and spatial information is in essence the 
same (Jones, Farrand, Stuart, & Morris, 1995). The implication of this is that both types 
of information could share a common central neurological function. The exact neural 
mechanisms associated with working memory for order were explored recently by 
Marsheutz and colleagues (2006) in an event-related fMRI study which specifically 
aimed to investigate activity in the parietal cortex. The authors identified two possible 
mechanisms for encoding from the literature; temporal tagging of individual stimuli using 
magnitude codes, or linking items together by association. Previous fMRI work 
produced behavioural results supporting the former, as a result of this the proposal was
111
put forward that order information could be represented in a similar way to numerical 
information and stored in areas in the parietal cortex. (Marshuetz, Smith, Jonides, 
DeGutis, & Chenevert, 2000). In the more recent study the parietal cortex, BA6 and the 
DLPFC were focused upon as regions of interest. Results from the study supported 
the proposal made earlier; increasing the inter-item distance was associated with a 
decrease in activity in an area of the left parietal cortex. The results also indicated that 
BA6 may be affected by inter-item distance. There were no effects of distance 
observed in the DLPFC, the authors suggested that this area was instead involved in 
more general supervisory tasks rather than the tagging and storage of item order 
(Marshuetz, Reuter-Lorenz, Smith, Jonides, & Noll, 2006).
Despite these results DLPFC involvement in the tagging and ordering of items when 
completing the ‘n’ back task cannot be discounted. Working memory for order may 
operate in a different manner and involve different areas depending on the task 
demands. Marsheutz and Smith (2006) suggest that there are a number of neurological 
mechanisms to retain the temporal order of stimuli, how this is achieved depends upon 
the granularity and requirements of the task. The frontal lobes may be involved in order 
processes at a higher level e.g. co-ordinating intentional coding of stimuli and grouping 
stimuli, whereas the parietal lobe may be involved in the coding of temporal distance 
between stimuli (Marshuetz & Smith, 2006). However, it is of note that activity in BA6 is 
observed in studies of both the verbal and spatial versions of the ‘n’ back; involvement 
in the temporal ordering of stimuli could explain the activity observed in this region.
Another crucial function that works in parallel with ordering information is the updating 
of the information stored. Van der Linden and colleagues looked specifically at process 
of updating using a running span task and serial recall procedure. They reported 
specific activation in the left fronto-polar cortex (BA 10), left middle frontal cortex (BA 
46) and right fronto-polar cortex leading the authors to highlight the role of the fronto- 
polar cortex in updating stored information (Van der Linden et al., 1999). Results from 
imaging studies of the ‘n’ back have shown activation in this region.
Identifying the particular areas of the brain responsible for the executive processes in 
the ‘n’ back is particularly difficult; this is indicative of the fact that executive tasks in
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general are inherently troublesome to dissect at both the behavioural and neurological 
level (Collette et al., 2006).
2.5.1.4 Conclusion
In conclusion, the spatial and verbal ‘n’ backs clearly involve the neural networks 
associated with working memory tasks. Jarrold and Towse stated that: "there is no 
“gold standard’ paradigm to use, no off-the-shelf approach that is guaranteed to engage 
(and only engage) the neural circuitry of working memory’’ (p46) (Jarrold & Towse, 
2006). It is arguable that the ‘n’ backs do go some way to achieving this. The verbal ‘n’ 
backs activate a network which includes areas in the left hemisphere prefrontal cortex 
associated with rehearsal of verbal information: Broca’s area (BA 44), and pre-motor 
area (BA 6). Activation has also been observed in the supplementary motor area (BA 
6) which may be involved in response execution and ordering stimuli. The network 
extends to areas in the posterior parietal cortex (BA 7 & 40), where the activation tends 
to be left lateralised and could indicate the storage of phonological codes. Finally, 
areas in the dorsolateral prefrontal cortex (BA 9 & 46) and the ACC are also active and 
these are associated with the executive functions involved in the mental manipulation 
necessary to complete working memory ‘n’ back task.
There is a large amount of crossover in the regions activated by the spatial and verbal 
versions of the tasks suggesting that the verbal and spatial working memory systems 
defined by Baddeley at the cognitive level may not map onto separable neurological 
components. For example areas in the dorsolateral prefrontal cortex (BA 9 & 46) and 
the supplementary motor area (BA 6) are usually shown to be active in both the verbal 
and spatial tasks, as well as areas in the posterior parietal cortex (BA 7 & 40). In 
contrast to the verbal tasks this activation tends to be bilateral during the spatial ‘n’ 
back. The areas in the posterior parietal cortex have been suggested to be responsible 
for spatial rehearsal and are also active in tasks involving spatial selective attention. 
Other areas that appear to be active during the spatial ‘n’ backs are the anterior 
cingulate cortex (BA 32), and areas in the occipital lobe, (BA 18 & 19) possibly 
reflecting the requirement for increased visual vigilance. All of these areas are 
highlighted in Table 2.3.
113
2.5.2 Sternbergs
In addition to the verbal ‘n’ back another verbal memory task has been used in RF EMF 
research; the Sternberg memory task. Krause et al (2000a) found that exposure altered 
event related responses on the EEG when completing the Sternberg. In 2004 the same 
researchers also found an apparent increase in erroneous responses to the task when 
exposed to mobile phone signals (Krause et al., 2004). However, other researchers 
have found no effect of RF EMF on performance on the Sternberg task (Wilen et al., 
2006).
The original Sternberg memory task involves presentation of a number of letters 
followed by a delay period during which the items must be rehearsed. A target letter is 
then presented and participants must decide whether the target matches any of the 
letters in the original set. A clear linear relationship has been demonstrated between 
number of items presented and reaction time to the task suggesting that participants 
serially check the target against the items in memory (Sternberg, 1966). The nature of 
the task means that encoding and maintaining the verbal information are the most 
important processes, this contrasts with the working memory 'n' back task which 
arguably emphasises information manipulation.
Like the ‘n’ back an increase in load on the Sternbergs increases error rate and reaction 
time (Cairo, Liddle, Woodward, & Ngan, 2004), additionally responses to foils are 
slower than responses to targets (Sternberg 1966). Zhang et al (2003) investigated the 
brain basis for this difference. The same areas of the brain were demonstrated to be 
active when responding to both types of stimuli however correct responses to foils 
produced increased activation in frontal regions. Active areas included the ACC (BA 
32), DLPFC (BA 9), right hemisphere areas of the orbitofrontal cortex (BA 10), and 
areas in the left inferior frontal gyrus (BA 44 / 45). In contrast to this correct positive 
responses did not increase activation in any brain regions. One interpretation of these 
resuits is that there is increased processing required to correctly identify foil stimuli, as 
reflected in the increased response time (Zhang, Leung, & Johnson, 2003). fMRI of the 
areas involved in completing the Sternberg show that there are similar patterns of
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activity to the verbal ‘n’ back. Predominately frontal and parietal areas are active, 
specifically: the DLPFC, VLPFC, intraparietal sulcus, the SMA, lateral premotor and 
primary motor cortices, ACC and cerebellar regions. Like the ‘n’ back the activity in the 
DLPFC has been shown to increase in a high Vs low load condition (Manoach et al., 
1997).
Manoach et al (2003) used event related fMRI to separate the areas involved in 
stimulus encoding, maintenance and response. A numerical version of a Sternberg 
was used with five items to be encoded. Encoding was associated with bilateral 
activation In the primary visual and association cortices, occipital and inferior temporal 
lobes, as well as areas of the parietal cortex (BA7/40). Activity in the majority of these 
areas was present throughout the recording period. The presentation of the probe 
produced the most widespread activation, and activity in the DLPFC, thalamus and 
basal ganglia appeared to be exclusively linked to the probe (Manoach, Greve, 
Lindgren, & Dale, 2003).
Cairo et al (2004) also used event related fMRI to look at activity associated with each 
phase of the Sternberg, in combination with the effect of manipulating memory load. 
They found that the activity associated with encoding (primarily in bilateral occipital and 
posterior parietal regions) increased significantly with the load of the task, however, 
retrieval processes were not affected in the same way. During the retrieval phase the 
only areas that demonstrated increased activity as load increased were the anterior 
SMA and right posterior cerebellum. Predominately left hemisphere areas were 
reported as active in the maintenance phase; left hemisphere parietal, premotor, 
supplementary motor and inferior frontal gyrus were active as well as bilateral prefrontal 
and occipital regions (Cairo et al., 2004). Other studies have also found similar load 
dependent increases in activity in areas of left BA 6, inferior frontal (BA 47), 
parahippocampa! (BA 35), inferior parietal (BA 40) and right inferior and middle frontal 
regions (BA 46/47). Additionally, researchers have found increases in activity in the 
superior and inferior cerebellum (Kirschen, Chen, Schraedley-Desmond, & Desmond,
2005)
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Two studies were Identified that specifically focused upon cerebellar activation during 
working memory performance. Previous work had found two distinct areas of activation 
in the cerebellum in the superior and inferior hemispheres. On the basis of their 
anatomical connections, and the functional activations observed, the superior area was 
postulated to be involved in articulatory control and the inferior in phonoiogical storage 
(Desmond, Gabrieli, Wagner, Ginier, & Glover, 1997). Chen and Desmond (2005) 
found that activity in the frontal and superior cerebellar regions was associated with 
both working memory and rehearsal tasks, but the activity in the parietal and inferior 
cerebellar regions was specific to working memory. They sought to extend this work 
using event related fMRI.
Temporally distinct patterns of activation in the inferior and superior regions of the 
cerebellum were discovered, which corresponded with activity in areas of the parietal 
and frontal regions respectively. The superior cerebellar and left frontal regions were 
most active during the encoding period, whereas the inferior cerebellar and left parietal 
regions were most active during the maintenance period. The authors suggested that 
the superior cerebellum helps to translate the stimulus into a form that starts the 
phonological loop. Articulatory rehearsal is initiated by activity in the inferior frontal 
gyrus (BA 44) and BA 6. Internally guided aspects of rehearsal are supported by more 
anterior frontal regions (BA 44, 45, 47) and the parietal region and Inferior cerebellar 
regions form a loop to sustain the store (Chen & Desmond, 2005).
The areas active during the Sternberg task are detailed in Table 2.3.
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Structure
Name BA Verbal n' back Spatial 'n' 
back
Sternbergs
Limbic Lobe /
Fornicate
Gyrus
Posterior Cingulate 23 26 33
Anterior Cingulate 24 33 35, 36
Entorhlnai Cortex 28 26
Isthmus 30 26
Posterior Cingulate 31 33 35, 37
Anterior Cingulate
32 25, 26, 28, 29, 31,32 33
28, 34, 35, 36, 37, 
38
Frontal Lobe Precentral Gyrus 4 25. 27 35, 36, 38
Superior Frontal 
Gyrus 6
25, 26, 27,28, 29, 30, 31, 
32 31,33,32 28. 35, 36, 37, 38
8 25, 26, 27, 29 31,33 35, 37
Prefrontal Cortex 9 25, 26, 27, 29, 32 33. 32 34, 35,37
10 26.32 33, 32 34, 37
11 26
Inferior Frontal 
Gyrus 44 25. 26, 27, 28, 30, 32
28, 34, 35, 36. 37, 
38
45 29,32 33 34, 35, 36, 38
Middle Frontal 
Gyrus 46 25, 26, 27, 29, 32 33,32 34, 35, 37, 38
Prefrontal Cortex 47 26, 29 33 35, 36, 37, 38
Occipital
Lobe
V1 17 25 35,38
BA 18/19 cover 
whole of Occipital 
Lobe
18 25 33 35. 36. 37
19 25 33 35, 36, 37
Parietal Lobe Postcentral Gyrus 1 25 35
2 25 35. 38
3 25 35
Superior Parietal 
Lobe 5 35
Precuneus 7 25, 26, 27. 28, 29, 30, 32 31,33, 32 35, 37, 38
Inferior Parietal 
Lobe 39 26, 29 33 3540 25. 26, 27, 28, 29, 30, 32 31,33, 32 35. 36, 37. 38
Insula 13 26. 27 33 35, 36, 37. 28
Temporal
Lobe
Inferior Temporal 
Gyrus 20 26 35
Middle Temporal 
Gyrus 21 26
Superior Temporal 
Gyrus 22 25, 31 35. 36
Fusiform Gyrus 36 37
Fusiform Gyrus 
(MT/V5) 37 35, 36, 37, 38
Superior Temporal 
Gyrus 38 26 37
Transverse 
Temporal Gyrus 41 35
Hippocampus 36
48 38
Thalamus 26, 28. 29 28, 35, 36, 38
Basal Ganglia 27,29 36, 38
Cerebellum 26, 28, 30, 32 28, 37, 38
Table 2.3 Active areas identified from tasks assessing working memory
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2.5.3 Digit & Spatial Span Tasks
Assessment of the capacity of the slave systems is often carried out using digit and 
spatial span tests. In terms of the assessment of RF EMF effects the span tasks have 
only been used in two of the studies reviewed in the introductory chapter. Edelstyn and 
Oldershaw (2002) found results which suggested acute RF EMF exposure may 
selectively affect performance of digit span forwards and spatial span backwards. 
However, Bessett et al (2005) found no effects of chronic exposure on either of the 
span tasks in their fon/vard or reverse forms.
Strictly speaking the digit and spatiai span tasks are more accurately described as 
“short-term memory" rather than “working memory” tasks, as they merely involve 
storage of information (Jarrold et al., 2006). However, completion of digit and spatial 
span backwards involves manipulation of the stored information. It is important to note 
at this point that there is a distinction between “complex span" tasks, which involve 
some degree of online processing, and “simple span” tasks such as spatial and digit 
span. The former were developed following criticism of the use of simple span tasks to 
predict cognitive performance; researchers argued that these tasks only assessed 
storage capacity and did not assess the more dynamic processing of real working 
memory (Daneman & Carpenter, 1980). To address this criticism a number of complex 
span tasks were designed (e.g. reading span, counting span and operation span), 
research has demonstrated that these tasks have superior predictive ability on the 
performance of a number of complex cognitive tasks and ability measures (Engle, 
Cantor, & Carullo, 1992; Just & Carpenter, 1992; Kyllonen & Christal, 1990). Due to the 
fact complex span tasks have not been included in previous RF studies only the simple 
span tasks will be considered in this chapter.
The Digit Span task is a widely used measure of the capacity of verbal working 
memory. It has been used in psychological research for centuries; Ebbinghaus is 
thought to have been the first to use the measure for research back in 1885. 
Performance on the task has been related to a number of measures of general ability 
such as Raven’s Progressive Matrices (Dempster & Zinkgraf, 1982). Digit Span also 
features in intelligence batteries such as Weschler’s Adult Intelligence Scales (1976).
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Traditionally, the task is administered verbally and involves the immediate recall and 
verbalisation of a string of digits either in the order in which they were spoken (digits 
forward (DF)), or in reverse order (digits backward (DB)). Although both DF and DB 
involve working memory functions, DB has a higher central executive load because of 
the necessity to manipulate the order of the stored information.
Neuropsychological studies of patients with brain lesions have revealed some of the 
areas involved in completing the digit span, however, up until recently there has been 
limited information on the task available from imaging studies (Gerton et al., 2004). The 
published studies that exist have used the digit span task to investigate the role of the 
ventro-lateral and dorso-lateral areas of the PFC. Research demonstrates that 
completing the digit span increases cerebral blood flow in these areas. Owen and 
colleagues found that DF increased cerebral blood flow in the right ventro-lateral frontal 
cortex (BA 47), however, activation of the DLPFC (BA 9) was only reported in relation to 
the DB-DF subtraction (Owen, Lee, & Williams, 2000). A study using near-infrared 
optical tomography demonstrated that DB exclusively increased cerebral blood flow to 
VLPFC and also activated bilateral areas in the dorsolateral pre-frontal cortex to a 
further extent than DF (Hoshi et al., 2000). Consistent with these result another 
imaging study found that although the DLPFC is active in both digits forward and digits 
backward, this area appears to be more heavily involved in the backwards task (Gerton 
et al., 2004).
The results above suggest that the DLPFC and VLPFC mav play distinct roles in 
working memory processing. As discussed in the earlier section on Executive 
Processes results from imaging studies have led some researchers to suggest that the 
VLPFC may play a polymodal function in working memory; conducting low-level 
encoding and initiating retrieval. Whereas the dorsolateral area may be specifically 
involved in higher level active manipulation/organisation of information (Owen, 2000).
One method of increasing the capacity of the working memory store is to use 
"chunking” to group information into units (Miller, 1956). A recent study using structured 
sequences that encouraged chunking and unstructured sequences both of 8 digits 
demonstrated different activation patterns for the two types of sequences. Suggesting
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that there may be a neural basis for the chunking process, in particular, bilateral 
DLPFC, the left VLPFC and bilateral parietal areas showed increased activity during the 
structured sequences. The authors interpreted this as demonstrating that the frontal 
areas of the brain are involved In re-coding information to facilitate memory (Bor et al., 
2004). This supports the idea that the DLPFC may be specifically involved in higher 
level processing, such as identifying patterns, methods of grouping and re-organising 
information. However, it also suggests that the VLPFC may be involved in this process 
and not just completing low-level encoding.
The above results show that the requirement to store and manipulate information in 
working memory activates areas in the ventral and dorsolateral PFC. This is in line with 
the imaging research reviewed earlier from ‘n’ back studies which demonstrated 
increased activity in the DLPFC, and occasionally the VLPFC, with parametric variation 
of load. The exact role that the different areas of the PFC play in processing material is 
still unclear on the basis of the evidence to date. Although some researchers argue for 
distinctive roles for different areas of the PFC, as discussed earlier, the research at 
present is inconclusive. Studies of patients with lesions in the DLPFC and VLPFC have 
demonstrated that it is only when lesions are present in both of these areas that 
performance is impaired on the ‘n’ back task (Muller, Machado, & Knight, 2002). This 
has led researchers to suggest that processing associated with executive functioning is 
not located to specific areas of the PFC rather it is distributed across ventro and 
dorsolateral regions (Muller & Knight, 2006).
As the digit span task involves rehearsal of verbal material one might assume that the 
posterior parietal areas involved in storing verbal information would be active, as well as 
the language areas in the left hemisphere (BA 44) and other areas involved in verbal 
rehearsal (supplementary motor area). Some researchers have not reported activation 
in these regions but this is likely to be due to the control task used in the subtraction. 
For example Owen and colleagues used a control task which involved verbally 
repeating a number i.e. 1, 1, 1, 1 (Owen et al., 2000). A comprehensive study 
conducted recently to look exclusively at the digit span task, found an extensive 
network of overlapping areas involved in completing DF and DB (Gerton et al., 2004).
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Gerton and colleagues used PET to identify the neural architecture involved in the digit 
span. They found activation in the cerebellum, frontal and parietal sites and in the 
medial occipital cortex despite the fact participants were blindfolded. This is somewhat 
counterintuitive as activity in this region of the brain is usually associated with response 
to visual material. DF was shown to activate areas in the DLPFC (BA 46 & 10) and 
parietal lobe (BA 40) associated with working memory, the anterior cingulate region (BA 
32) which is thought to be involved in attention, and cerebellar areas. Activation in 
these areas increased with task difficulty. DB was associated with greater levels of 
activity in the areas listed above and a more extensive network including further regions 
in areas associated with verbal working memory: the DLPFC (BA 46, 9 & 10), Broca's 
area (BA 44) and the middle and inferior frontal gyrus (BA 6, 44). The authors 
concluded that the increased activity in the DB may indicate higher demands on the 
central executive and increased phonological rehearsal. They also suggested that the 
activity in the medial occipital cortex could reflect the strategic use of visual imagery to 
complete the task.
Like the digit span, spatial span has been used for decades to assess the span of 
spatial working memory. Spatial span tasks can be conducted using Corsi blocks, with 
the experimenter tapping out a pattern on wooden blocks, or using computer based 
administration with a grid presented on a screen, within which boxes change colour. In 
both cases the participant must tap-out the same pattern and the number of items to 
repeat gradually increases. Spatial span backwards is completed the same way but 
participants must tap out the locations in reverse order. Regression analyses have 
suggested that spatial span performance is separable from digit span performance 
(Groeger, Field, & Hammond, 1999); different processes and brain areas could 
therefore be involved in completing the task.
Two studies were identified that has looked at the neural correlates of spatial span 
performance. In the first, Bor and colleagues investigated the areas that were active 
when completing a spatial span test. The found extensive activations for the spatial 
span task minus a visuomotor control in areas associated with working memory; the 
frontal lobes (BA9/46), cerebellum, cingulate cortex (BA 24/32), parietal cortex and 
extrastriate areas (BA 18). In comparison the visuomotor control minus the spatial span
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activated a number of areas including the supplementary motor area (BA6), medial 
frontal pole and areas in the inferior mid-temporal cortex and inferior parietal lobe (Bor, 
Duncan, & Owen, 2001).
The second study focused on the roles played by ventrolateral and dorsolateral areas of 
the PFC. They used two versions of the spatial span task; the first had random 
locations of stimuli which were In no particular pattern, the second had locations of 
stimuli that fitted a pattern. Previous work had found participants reported using 
chunking strategies to complete the second version of the task and performance levels 
were higher demonstrating that they found the task easier. In parallel to the results 
found by the same group of researchers on digit span, activation in the DLPFC was 
greater during the patterned span in comparison to the un-patterned span. The authors 
interpreted this result as demonstrating that the DLPFC is involved in improving the 
efficiency of performance by using processing strategies that decrease the cognitive 
demands of a task (Bor, Owen, & Duncan, 2001). The areas of the brain active during 
digit and spatial span tasks are shown in Table 2.4.
2.5.4 Verbal Fluency
Assessment of phonological verbal fluency involves participants generating words 
beginning with a specific letter. The test has been used by neuropsychologists for 
decades to investigate language production (Lezak 1996). Edelstyn and Oldershaw 
(2002) found no effects of RF EMF exposure on verbal fluency.
The task description above is deceptively simple. Verbal fluency involves a complex 
interplay of processes, two strategies could be used to generate words using auditory 
and visual approaches. The first involves matching the sound of the letter to the 
phonemic lexicon, the second involves matching the visual template of the letter to the 
orthographic lexicon (Friedman et al., 1998). Other processes necessary to complete 
the task include verifying the word generated against the task requirements, sustained 
attention and error monitoring, selecting the response and using verbal working 
memory to update the response record and check previous responses. Finally the word 
must be articulated.
122
Numerous studies have been conducted to identify the brain basis for verbal fluency. 
Many of the studies have used covert word production to avoid the problems associated 
with artifacts from head movements and speech production. More recently methods 
have been developed to correct Images for these artifacts and the results from overt 
performance of verbal fluency have been compared to covert performance. These 
results have demonstrated good consistency between the active areas. Word 
generation produces activity in the left insular, inferior frontal and precentral cortices (Fu 
etal., 2000).
In general, the main areas involved in verbal fluency are those associated with speech 
production and verbal working memory, in particular areas in the left inferior frontal 
cortex (Broca’s area - BA 44 / 45) (Indefrey & Levelt 2000). Additionally, areas in the 
anterior cingulate, middle prefrontal and lateral temporal cortices, insula, precuneus and 
cerebellum are also active during the task (Hutchinson et al., 1999). This network of 
areas provides support for the fact that the task involves complex processes including 
the primary components involved in word production.
The effects of task load on activity in these areas have been investigated by looking at 
patterns of activation when participants are given easy or hard letters. Level of difficulty 
was assessed by looking at the number of erroneous words generated in response to 
the letters. In parallel with previous studies activity was observed in the left inferior 
frontal cortex, middle frontal cortex, anterior cingulate, insular, precentral and parietal 
cortices, caudate, putamen and thalamus. During the hard condition increased dorsal 
anterior cingulate activation was observed, whereas greater activity in the precuneus, 
occipital gyrus and cerebellum was reported in the easy condition (Fu et al., 2002). The 
activity in the cingulate cortex could indicate an increased requirement to avoid 
prepotent words that do not fit the task requirements in the hard condition and the 
difficulty in generating new words. Additional activity in the easier condition could be 
indicative of the successful retrieval of words that match the task requirements.
The relationships between the distributed regions involved in verbal fluency were 
investigated using methods of functional connectivity analysis. Fu and colleagues
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(2006) used the same paradigm varying cognitive load. They focused on the anterior 
cingulate, middle prefrontal and lateral temporal cortices and the precuneus. Results 
showed that the path coefficients between the anterior cingulate, left middle frontal 
gyrus and precuneus differed between the two cognitive loads. The easy version of the 
task appeared to show a facilitory influence of the left middle frontal gyrus on the 
precuneus which suppressed anterior cingulate activation. As the task increased in 
difficulty the left middle frontal projection became suppressive and the path strength 
between the precuneus and anterior cingulate decreased, resulting in an increase in 
activity in the latter area. The authors suggested that the involvement of the middle 
frontal gyrus In working memory functions may indicate the successful retrieval and 
production of appropriate words, which affected precuneus activity and decreased ACC 
activity. As task demand increased the middle frontal gyrus modulates precuneus 
activity and this affects ACC activity which plays a key role in response selection and 
monitoring functions reflecting the increased executive demands (Fu et al., 2006).
Areas active during verbal fluency are listed in Table 2.4.
2.5.5 Paced Auditory Serial Addition Task
The paced auditory serial addition task (PASAT) is traditionally presented aurally with 
participants responding by speaking the answer to the sum of the two numbers 
previously presented (Gronwall, 1977). The task was originally developed to 
investigate immediate memory and attention however, it became apparent that the test 
was a good measure to track cognitive recovery following traumatic brain injury (TBI) 
(Gronwall & Sampson, 1974; Gronwall & Wrightson, 1974). More recently visual 
computerised versions of the task have been developed with a spoken or typed answer, 
known as the PVSAT. Decreased performance levels have been demonstrated on the 
auditory presented version with a spoken answer in comparison to visual presentation, 
this increase in difficulty has been attributed to competition between stimulus (auditory) 
and response (verbal) in a single modality (Tombaugh, Rees, Baird, & Kost, 2004; Fos, 
Greve, South, Mathias, & Benefield, 2000).
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The PASAT has not been used in RF EMF research before, however, Preece et al., 
(1998) found results which suggested 50 Hz decreased accuracy performance on a 
numeric working memory task (1998). Koivisto et al (2000a) found speeded response 
and improved accuracy to a subtraction task during EMF exposure, and Edelstyn and 
Oldershaw (2002) also found an improvement in performance on a subtraction task 
during exposure.
Completing the PASAT requires participants to self sustain their attention throughout 
the task, it also requires speed of information processing, the executive/frontal lobe 
functions associated with working memory and attention, and arithmetic abilities 
(Staffen et al., 2002; Diehr, Heaton, Miller, & Grant, 1998; Fos et al., 2000). 
Performance on the PASAT has been shown to be correlated with performance on the 
Digit Span task (Larrabee et al., 1995). It is difficult to classify the PASAT as a pure 
working memory or attention task, because both cognitive functions rely upon 
information processing speed, which is what the PASAT is thought to tap into most 
heavily.
There is good agreement in activation areas between imaging studies of PASAT and 
PVSAT using fMRI and PET; four main areas appear to be highlighted in subtraction 
studies that have either compared a resting state to the active experimental state or 
used a control task. These areas are: the anterior cingulate gyrus (BA 32/24), the 
posterior parietal cortex, bilateral areas in the PFC, and cerebellar areas (Lockwood, 
Linn, Szymanski, Coad, & Wack, 2004; Staffen et al., 2002; Dreary et al., 1994; 
Lazeron, Rombouts, de Sonneville, Barkhof, & Scheltens, 2003; Mainero et ai., 2004; 
Audoln et al., 2005; Forn et al., 2006). Other areas include bilateral precentral gyrus 
(BA6) and ventral occipital lingual gyrus, and left hemisphere activation in DLPFC (BA9) 
and parietal cortex (BA 7 & 40) (Forn et al., 2006).
The anterior cingulate gyrus has been associated with both attention and working 
memory tasks and is thought to be involved in language processes, response selection 
and initiation (Cabeza & Nyberg, 2000). Imaging studies suggest that this area is 
heavily involved in mediation of attention and executive functions including inhibition 
(Benedict et al., 2001).
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As discussed in detail earlier in this chapter the posterior parietal cortex has been 
identified as being associated with the storage of verbal information in working memory 
(Awh et al., 1996). The parietal lobes (BA 7) are also thought to be involved in the 
representation of numerical quantities (Pinel et al., 1999; Chochon, Cohen, van de 
Moortele, & Dehaene, 1999). Activation that is observed in this area during the PASAT 
is likely to reflect storage of the previously presented number to add to the present 
stimulus.
Activity was also observed in frontal areas when completing the PASAT, primarily in the 
dorsolateral PFC, this activation was bilateral in most cases (Lazeron et al., 2003; 
Mainero et al., 2004; Lockwood et al., 2004; Forn et al., 2006). There is a large amount 
of evidence that demonstrates that the DLPFC is fundamental to the executive 
processes associated with working memory, studies reviewed earlier in the paper 
showed that this area is active during both the ‘n’ back and the digit span tasks. It is 
likely that this area of the brain performs the executive functions necessary for PASAT : 
allocation of resources, co-ordination and organisation of previous stimuli/response. 
The ventrolateral PFC was also active in some studies (Benedict et al., 2001).
Another area that demonstrated activation in some of the reported studies was the 
supplementary motor area (Mainero et al., 2004; Audoin et al., 2005; Forn et al., 2006), 
It has been suggested that this area is involved in motor response selection and 
execution (Lockwood et al., 2004). The superior temporal gyrus was also active when 
the auditory version of the task was used, this is probably due to the location of the 
primary auditory cortex (Lockwood et al., 2004; Audoin et al., 2005).
It is interesting to note that the studies of the aurally presented task did not report 
activation in Broca’s area, this may indicate that the stimuli gains direct entry to the 
phonological store (Audoin et al., 2005; Lockwood et al., 2004; Forn et al., 2006). 
Studies of the visually presented version did report activation in BA 44 which suggests 
that this area may be involved in the conversion of the visual stimuli to phonological 
code (Mainero et al., 2004; Lazeron et al., 2003). Both Lazeron and Mainero found 
activation in BA 44 despite the fact participants were instructed to perform the task
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silently (i.e. complete the sum but do not speak the answer just think it or raise finger to 
indicate if answer equals 10). This supports the idea that Broca’s area may be 
specifically involved in converting visual information Into internal speech, and that 
auditory versions of the task may in some way suppress internal speech or render it 
unnecessary because participants already have the auditory form of the stimulus. It 
also suggests that activation in Broca’s area may not be essential for rehearsal.
In conclusion it appears that a widely distributed cortical network involving the main 
areas that perform attention and working memory functions carry-out the processing 
necessary to complete the PASAT, these areas are highlighted in Table 2.4.
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Large
Structure
Name BA Digit Span Spatial
Span
Verbal
Fluency
PASAT
Limbic Lobe /
Fornicate
Gyrus
Anterior Cingulate 24 40,42 43 46
isthmus 30 41
Posterior
Cingulate 31 41 46
Anterior Cingulate 32 41 43 46,47 48,49, 50, 52
Frontal Lobe Precentral Gyrus 4 45,46
Superior Frontal 
Gyrus 6 41,42 46 49, 51,52, 538 39, 42 46 49
Prefrontal Cortex 9 39, 40, 41 43, 44 46, 47 49, 50, 51,52, 53
10 41,42 46 52
11 40,41
Inferior Frontal 
Gyrus 44 41,42 45, 46 49, 5145 39,42 45,46 49, 51
Middle Frontal 
Gyrus 46 39, 40, 41 43, 44 46,47 51,52
Prefrontal Cortex 47 40,42 46 49, 51
Occipital
Lobe
V1 17 41
BA 18/19 cover 
whole of Occipital 
Lobe
18 41 43 46 52,53
19 41 46 52
Parietal lobe Precuneus 7 40, 41,42 43 46,47 49, 52, 53
Inferior Parietal 
Lobe 39 41 46 5240 41,42 43 46, 47 49, 51,52, 53
Postcentral Gyrus 43 47
Insula 13 45, 47 49, 51
Temporal
Lobe
Inferior Temporal 
Gyrus 20 41
Middle Temporal 
Gyrus 21 41,42 46 51
Superior 
Temporal Gyrus 22 41,42 46 50, 51
Fusiform Gyrus
( m m ) 37 42 46 52
Superior 
Temporal Gyrus 38 52
Transverse 
Temporal Gyrus 42 41 46
Hippocampus 42 46
Thalamus 46 51,52
Superior Colliculus 46
Basal Ganglia 42 46 51,52
Cerebellum 40,41 43 46, 47 49, 50, 52
Brain Stem 51
Table 2.4 Active areas identified from tasks assessing working memory
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2.6 Classification. Recognition and Recall Tasks
There has been a wide variety of recognition and recall tasks included in the RF EMF 
studies including immediate word recognition and recall, delayed word recognition and 
recall, delayed picture recognition, semantic categorisation and object name retrieval. 
Predominately non-significant results have been found, however, Preece et al (1998) 
found a decrease in accuracy on a delayed word recognition task during exposure to a 
50Hz signal, and Hinrichs and Heinze (2004) found effects on the EEG signal when 
completing a Immediate word recognition task under 1870MHz signal exposure. For 
the purpose of this chapter only those studies which have investigated the processes 
involved in semantic classification and recognition, and colour classification and 
recognition will be considered.
2.6.1 Semantic classification and recognition memory
Classification of words or pictures into categories involves the semantic memory 
system. Participants must process the word or picture using information from semantic 
memory to categorise it according to its meaning. Semantic memory is the store of 
knowledge that we hold relating to the meaning of words and concepts, the content of 
our semantic memory is known explicitly and is accessible for recall. It has long been 
established that If words are processed deeply e.g. according to their semantic 
features, subsequent retrieval performance is higher in comparison to shallow 
processing e.g. on the basis of phonological features (Craik & Lockhart, 1972). There 
is a close relationship between the semantic and episodic memory systems; episodic 
memory for items encoded during semantic categorisation is superior to that for items 
encoded using non-semantic processing (e.g. Demb et al., 1995; Wagner et al., 1998). 
Patients with Alzheimer’s dementia and semantic dementia often have low levels of 
performance on semantic classification indicating a deficit in the ability to access 
semantic memory. Clinical evidence demonstrates that patients with these deficits 
usually have atrophy in lateral temporal areas of the brain, particularly in the left 
temporal pole (Kinsbourne & Wood, 1975).
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fMRI studies investigating the areas of the brain involved in semantic memory access 
and retrieval, using a non-semantic control condition, have found a common network of 
areas involved in memory encoding during verbal semantic tasks. Researchers using a 
semantic classification task, classifying words according to whether they refer to living 
or non-living objects, in comparison to a perceptual control task, reported extensive 
activity in a number of areas. They found activity in the medial temporal lobe as well as 
bilateral temporal (BA 12 /22 /38 /41 )  and left inferior/middle frontal regions (BA 47 / 
11) (Daselaar et al., 2002). Left lateralised activity in the left temporal areas and the left 
inferior frontal cortex has consistently been demonstrated (Wagner et al., 1998; Demb 
et al., 1995; Gabrieli et al., 1996). Gabrieli and colleagues (1996) suggested that the 
left inferior PFC mediates semantic working memory and accesses posterior regions in 
order to make decisions based upon semantic information, conducting what they 
described as a “search for meaning”.
The medial temporal lobe (MTL) has been demonstrated to be involved in semantic 
memory retrieval (Wagner et al., 1998; Vandenberghe, Price, Wise, Josephs, & 
Frackowiak, 1996), and is thought to be a key component of a declarative memory 
system used for both episodic and semantic memory (Wagner et al., 1998; Daselaar et 
al., 2002). This area and the PFC are active during semantic classification and 
recognition tasks, however, it was activity in the left lateral temporal lobe that was found 
to be specifically associated with successful recall of information that had been 
encoded semantically (Menon, Boyett-Anderson, Schatzberg, & Reiss, 2002). The 
researchers suggested that the MTL and PFC have equally important but less specific 
roles to play than the left lateral temporal area during the retrieval task.
Similarly, Baker and colleagues (2001) found that the left inferior frontal and fusiform 
areas were more active during a semantic classification task, in comparison to a task 
that Involved making structural decisions about words. They were able to show that the 
mean activation levels were associated with whether the participants were successful at 
recalling words in a subsequent recognition task. The words that were remembered 
showed higher levels of activation than those that were not subsequently recognised 
(Baker, Sanders, Maccotta, & Buckner, 2001). Wagner and colleagues (1998) also 
found activity in some areas appeared to be related to subsequent recognition of the
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words. In particular the magnitude of activity in the left PFC and temporal cortices 
during a classification task was greater for the words that were successfully recognised 
later. The activation observed in the left hemisphere fusiform area during word 
recognition studies has led to it being labelled the “visual word form area”; it is now 
understood that this area is at the highest level of the ventral visual object processing 
stream, and processes the visual input into an abstract visual word form (Halgren et al., 
2006; McCandliss, Cohen, & Dehaene, 2003).
The left inferior frontal gyrus is thought to be involved in representing the meaning and 
phonology of words (Petersen, Fox, Snyder, & Raichle, 1990). However, a more recent 
review suggested that different areas of this region reflect specialisation for 
phonological (posterior region) and semantic processing (anterior region) (Fiez, 1997). 
Castillo and colleagues (2001) were able to demonstrate this dissociation between the 
areas of the brain involved in phonological and semantic processing. Semantic 
processing of aurally presented words activated the left middle temporal gyrus and the 
mesial temporal cortex, whereas phonological processing activated areas in the left 
superior temporal gyrus (Castillo et al., 2001). The left inferior temporal cortex is 
thought to process information to do with word surface structure, and semantic 
variables are associated with an extensive network that includes the left anterior 
temporal lobe and inferior frontal cortex (Hauk, Davis, Ford, Pulvermuller, & Marslen- 
Wilson, 2006).
fMRI and PET studies suggest that a similar network to that identified from word 
classification tasks is involved in recognition tasks. These are the areas primarily 
involved in reading; predominately left hemisphere temporal parietal, basal and medial 
temporal areas (Pugh et al., 1996; Rumsey et al., 1997). However, investigation of the 
brain areas involved in encoding and retrieval in episodic memory has suggested 
hemispheric specialisation in the PFC. The Hemispheric Encoding/Retrieval 
Asymmetries Model (HERA) was proposed following evidence that supported the idea 
that learning of new materials tends to activate left PFC, whereas retrieval tends to 
activate the right PFC (Nyberg, Cabeza, & Tulving, 1996; Tulving, Markowitsch, Kapur, 
Habib, & Houle, 1994). The theory suggests that the left hemisphere is specialised to 
conduct semantic processing, whereas the right hemisphere is specialised for episodic
131
retrieval. The right hemisphere PFC assists in retrieval of information by selectively 
activating information associated with whatever is being remembered from a 
neurocognitive set, this then “sets the scene” for episodic remembering (Lepage et al.,
2000).
Support for HERA has been found in an rTMS study looking at the encoding and 
retrieval of complex photographs. The results showed that when rTMS was applied to 
the left hemisphere PFC it disrupted episodic memory to a greater extent when applied 
during encoding processes, in contrast to this when rTMS was applied to the right 
hemisphere PFC it disrupted episodic memory more when applied during retrieval 
processes (Rossi et al., 2001). This specialisation has been demonstrated many times 
since and appears to be true for both verbal and non-verbal material (Habib, Nyberg, & 
Tulving, 2003).
The areas involved in semantic classification and retrieval are highlighted in Table 2.5.
2.6.2 Colour classification and recognition memory
Colour classification and recognition tasks have not been used in RF EMF studies 
before. They provide a method of assessing episodic memory for non-verbal items. 
Completing a colour classification task involves identifying the colour category which a 
particular hue belongs to; this necessitates discriminating between the different colour 
wavelengths, identifying the hue and then matching a name to the hue. Price and 
Friston (1997) used a model of naming that identified the different processing 
components involved in different types of naming to test cognitive conjunction 
methodology using PET. Within the model, colour naming was specified as involving 
two steps, the first was form and colour processing and the second phonological 
retrieval. From the study they were able to identify that some areas of the brain are 
active during naming tasks regardless of the stimulus to be named; the left frontal 
operculum, left posterior basal temporal region, left thalamus and cerebellum (Price & 
Friston, 1997).
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Previous research has revealed a human colour centre within the visual pathways 
outside the striate cortex which is specifically involved in colour vision, this area is 
known as V4 (Zeki, 1973). Neuropsychological research supports involvement of this 
area in colour vision as patients with lesions In this area often have achromatopsia 
(colour vision defect) (Meadows, 1974). Using imaging techniques researchers have 
demonstrated that this region in the ventral occipitotemporal cortex is active when 
viewing colour stimuli (Zeki et al., 1991; Reppas, Tootell, & Rosen, 1996). fMRI has 
also been used to uncover the variability between individuals in the areas of the brain 
that are specialised for colour vision. McKeefry and Zeki (1997) used fMRI to compare 
activation in 12 individuals when viewing a colour and an achromatic version of a 
Mondrian in different areas of the visual field. They found consistent activation in the 
human V4 ("lateral aspect of the collateral sulcus on the fusiform gyrus”) for both 
superior and inferior visual field presentation, but individual variation in the exact 
location of this activation.
In terms of classifying colours into their respective hues research suggests that there 
are three main stages; hue discrimination is conducted by areas VI and V2 in the 
striate cortex (McKeefry & Zeki, 1997; Engel, Zhang, & Wandell, 1997). V4 is involved 
in colour constancy (identifying colour regardless of reflections and surface properties), 
this third stage is concerned with differences in colour between objects in the visual 
field and recruits a number of brain regions including the inferior temporal and frontal 
cortices (Zeki & Marini, 1998).
Barrett and colleagues (2001) used a colour discrimination task to investigate brain 
areas active when completing a colour attention task, which involved remembering a 
target colour combination. Compared to a control task activation was observed 
predominately in the left hemisphere in the occipitotemporal regions and the fusiform 
gyrus. Right sided activation was reported in the thalamus and the caudate nucleus 
(Barrett et al., 2001). In another study using line drawings of objects, retrieval of colour 
names typically associated with the object specifically activated the ventral region of the 
temporal lobes including the fusiform and inferior temporal gyri (Martin, Haxby, Lalonde, 
Wiggs, & Ungerleider, 1995).
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Large
Structure
Name BA Semantic
Classification
Semantic
Recognition
Visual
Classification
Limbic Lobe /
Fornicate
Gyrus
Anterior
Cingulate 24 60
Anterior
Cingulate 32 55. 58
Entorhinal Cortex 34 57
Parahlppocampal
Gyrus 35 64
Frontal Lobe Superior Frontal 
Gyrus 6 57. 59. 608 56, 58, 59, 60 64
Prefrontal Cortex 9 59, 60 59, 60 64
10 55, 56 66
11 55 64,66
12 55
inferior Frontal 
Gyrus 44 57 60 6145 56, 57, 58, 60 64
Middle Frontal 
Gyrus 46 56, 58, 59 59 64, 66
Prefrontal Cortex 47 56, 57, 58, 60 60 62
Occipital
Lobe
V1 17 57 63, 65
BA 18/19 cover 
whole of 
Occipital Lobe
18 57,60 59, 60 63, 66
19 57 62, 66
Parietal Lobe Precuneus 7 57 66
Inferior Parietal 
Lobe 40 55 60 60
Temporal
Lobe
Inferior Temporal 
Gyrus 20 55 62,66
Middle Temporal 
Gyrus 21 57
Superior 
Temporal Gyrus 22 55,60
Fusiform Gyrus 36 55, 57 62
Fusiform Gyrus 
(MTA/5) 37 57 61,64, 66
Superior 
Temporal Gyrus 38 55
Transverse 
Temporal Gyrus 41 55
Hippocampus 57. 60 60 62
Thalamus 61,64, 66
Basal Ganglia 60 66
Cerebellum 55. 57, 60 60 61,62, 65
Table 2.5 Active areas Identified from tasks assessing classification and recognition
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2.7 Conclusion
The tasks reviewed within this chapter are functionally separable into different areas of 
cognition (psychomotor, working memory, attention, classification and recognition), 
however the conceptual purity of these areas is difficult to maintain. The overlap 
between cognitive functions becomes clear when one starts reviewing the imaging 
studies that attempt to localise these functions to different areas and anatomical 
networks in the brain. Despite this, the reviewed research demonstrates that each task 
activates a particular network of brain areas, and there is generally good agreement 
between studies that have used the same tasks. However, the wide variety of control 
tasks used in each of the studies and different analyses employed to identify active 
areas means that it is not always possible to make direct comparisons between studies 
that have used the same cognitive tasks. Additionally, there are difficulties associated 
with localising specific brain functions and it is important to realise that the descriptions 
of tasks given at the cognitive level do not necessarily match the description of activity 
at the neuroscientific level. A good example of this is the attempts made by 
researchers to map executive functions to areas in the frontal lobe.
It is important to acknowledge the limitations of brain imaging research in light of intra 
and inter-individual differences in activation patterns when completing cognitive tasks. 
Human brains vary as much as human faces. Activation patterns and strength can 
change with illness, age and many other individual factors (e.g. individuals with Multiple 
Scelrosis completing the PVSAT demonstrate higher brain activation in more numerous 
brain areas in comparison to controls (Mainero et al., 2004)). It is now widely 
recognised that the human brain demonstrates plasticity in terms of the areas used to 
complete different functions, constantly adapting to the changing inputs it receives. The 
adoption of different strategies to complete tasks (e.g. “chunking” in the digit span task) 
and the effects of learning and practice can also change activation patterns and 
activation levels. The effects of practice will be explored in greater detail in Chapter 3, 
however in brief it has been demonstrated to both increase and decrease activity in 
different areas associated with a task, and increase the connectivity between areas of 
the brain when performing tasks (e.g. research into object location conducted by 
(Buchel, Coull, & Friston, 1999).
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As well as identifying the areas of the brain active during the tasks used in the RF EMF 
studies to date, one of the purposes of this Chapter was to enable identification of a 
battery of tasks for use in the RF EMF studies. The tests selected must cover the areas 
of cognition suggested from the literature to be sensitive to RF EMF. Additionally tasks 
must be included that cover areas that have not been looked at before that are relevant 
to completion of occupational tasks required by the user groups. Most importantly they 
must enable a broad assessment of cognitive function and thus, brain, function. In light 
of these the requirements the following tests have been selected as the core battery for 
the RF EMF studies:
Psychomotor
Simple Reaction Time 
Choice Reaction Time
Attention
Visual Search
Sustained Attention to Response Task 
Symbol Digit Modalities Test & Incidental Learning 
Trails A & B
Working memory
Verbal ‘n’ backs 0-3 
Spatial ‘n’ backs 0-3 
Digit Span
Paced Visual Serial Addition Task
Classification, recognition & recall
Semantic Classification 
Semantic Recognition 
Visual Classification 
Visual Recognition
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Chapter 3 -  General Methodology
The purpose of this chapter is to investigate the cognitive test battery identified in
Chapter 2 that will be used in the RF EMF studies.
3.1 Task Specifications: the technical specifications for the tests will be given.
3.2 Methodological Issues: the literature on practice effects and test-retest 
reliabilities will be reviewed with a focus on the changes in brain activations 
associated with repeated performance.
3.3 Practice and Test-Retest Reliability: results from the baseline and sham test 
sessions in the first study will be used to assess practice effects and test-retest 
reliabilities.
3.4 Individual Differences: theories of intelligence will be presented followed by 
research which has looked at the relationship between ‘g’ and working memory. 
The background behind Raven's Progressive Matrices, the National Adult 
Reading Test, and Eysenck's Personality Questionnaire, as well as Eysenck’s 
theory itself, will also be reviewed.
3.6 Principal Components Analysis: the final section of this chapter will
investigate the relationship between the psychometric measures and performance 
on the cognitive tasks using correlation analysis. PCA of the baseline results from 
all three RF EMF studies will be presented to try and identify key factors that 
influence performance on the tests. The results of the analysis and implications 
for the relationships between the cognitive tests and the psychometric measures 
will be discussed.
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3.1 Task Specifications
Twenty cognitive tasks were identified from the literature reviews in Chapters 1 and 2 
for use in RF EMF research. These tasks assess psychomotor, attention, working 
memory, classification and delayed recognition performance. The technical 
specifications for task presentation are detailed in Tables 3.1 - 3.3, where possible 
published specifications for tests were used to determine stimuli presentation speed. 
The layout of the keyboard is shown below in Figure 3.1.
. ,  n  a  '
B B B O Q à  B B
Figure 3.1 The layout of the keyboard with the response keys marked out
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3.2 Methodological Issues
There are a number of methodological issues associated with using repeated measures 
assessment of cognitive performance. Practice effects can be controlled for using good 
expérimentai design by counterbalancing conditions, using alternate forms of tests with 
good test-retest reliability and training participants on the tests until their performance 
stabilises. For the purposes of the RF EMF studies the majority of the test stimuli were 
randomly generated so it was not necessary to use alternate forms, however, the test- 
retest reliabilities and the effects of practice had not been fully characterised. The 
purpose of this section is to explore these factors in relation to the core tests.
3.2.1 Practice
Repeated completion of a task usually improves an individual’s task performance. This 
change in behaviour can be seen on very simpie tasks, such as a decrease in speed of 
response to a reaction time task, as weil as during acquisition of complex real world 
actions such as driving, in générai, the time taken to complete the task decreases and 
accuracy rates improve as we become adept at the skill we are performing. To what 
extent practice effects are observed may depend upon the difficulty of the tasks in 
hand, intuitively, more complex tasks may demonstrate a practice effect to a greater 
extent than simpler tasks. Beneficial changes in performance following practice could 
result from an improvement in the way in which an existing strategy is applied or a shift 
in approach (Jonides, 2004). in recent years the underlying mechanisms behind 
practice related changes in performance have been investigated by studying patterns of 
neuronal activation.
The human brain demonstrates plasticity throughout life, dynamically adapting and re­
organising in response to changes in input (Ward, 2001). Research has demonstrated 
the dramatic nature of this re-organisation. For example, areas of the occipital cortex 
that are normally specialised to receive visual input have been shown to process tactile 
information when blind people are learning to read Braille (Hamilton & Pascual-Leone,
1998). Furthermore, by restricting the visual Input of sighted people (for as little time as
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five days) activity in the visual cortex in response to tactile input increases and there is 
a corresponding change in the ability of sighted people to learn Braille (Pascual-Leone 
& Hamilton, 2001). These studies demonstrate the flexibility of brain circuitry and 
provide evidence that beneficial changes in performance are the result of functional 
neuronal adaptation that occurs throughout our lifetime (Pascual-Leone, Amedi, Fregni, 
& Merabet, 2005).
Repeated completion of the tasks selected for the RF EMF studies should improve 
performance: one would expect this to be evident in reaction time and accuracy rates 
on the tasks. Published studies support this assumption; participants completing simple 
and choice reaction time and a verbal ‘1’ back four times during one session showed 
clear improvements in performance. These improvements were most evident between 
the first and second time they completed the tasks (Collie, Maruff, Darby, & McStephen,
2001). Similarly, significant improvements in performance between the first and second 
test administration have been found on the PASAT and the SART (demonstrated by a 
decrease in commission errors) (Whyte et al., 2006; Gronwall, 1977).
Improvements in test performance have also been found on the DSMT, Trails A, 
PASAT, Stroop and verbal fluency when tests were administered once a week for six 
weeks (Begiinger et al., 2005). In this study the only test which did not demonstrate an 
effect of practice was Trails B. This is a surprising as the complexity of the task is 
greater than Trails A, therefore, one might expect that this test would demonstrate a 
more significant change in performance between sessions. On the tests that 
demonstrated significant changes in performance the greatest improvement was 
observed between sessions 1 and 2. The authors suggested that the reason the 
largest effects were found on the PASAT and Stroop was because these involved high 
levels of cognitive control.
From the research above it appears that, in general, the greatest changes in 
performance occur between the first and second time participants complete a test. 
However, the number of practice sessions needed to reach a level of consistent 
performance does vary between studies. Some researchers have suggested that a test
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needs to be administered 4-5 times to reach a performance plateau (Watson, Pasteur, 
Healy, & Hughs, 1994; Benedict & Zgaljardic, 1998).
Changes in neural pathways that underlie the improvements in performance have been 
investigated using neuroimaging techniques. Hempel and colleagues (2004) focused 
on the changes in activation during long-term practice on the verbal ‘n’ back task. 
Participants completed the 'n' back (at 0, 1 & 2 levels) twice a day for four weeks. 
Imaging sessions were carried out at baseline, and after two and four weeks of practice. 
On the 'Z back there was a significant improvement in behavioural performance that 
was only evident between the first and second session. There were no differences 
between sessions on the easier versions of the task. Imaging demonstrated that, as 
expected, frontal and parietal areas were active when completing the task and this 
activity increased with memory load. During the training period changes in patterns of 
activity were observed in the right intraparietal sulcus and the parietal lobe. On the 
more difficult version of the task the activity appeared to increase during early training in 
parallel with improvements in performance. However by the final session activation 
levels in these areas had dropped back down. The authors described this as matching 
an inverted U shaped function. They suggested that the requirements of the task 
meant that additional effort was needed at first to cope with the demands of the task, 
however, as participants became more practiced these extra resources were no longer 
required (Hempel et al., 2004).
Similar decreases in activation following practice were found by Landau and colleagues 
(2004) using a different working memory task. Participants completed an adapted 
Sternberg task with two different memory loads, the effects of practice on different brain 
areas were recorded using event related fMRI. At a behavioural level there were no 
improvements in performance, the only change was a decrease in accuracy at the 
higher memory load. During the encoding period practice related decreases in 
activation were observed in the middle temporal gyrus, post central gyrus and insula 
(Landau, Schumacher, Garavan, Druzgal, & D'Esposito, 2004). Although the authors 
interpreted the change in activity as evidence of increased efficiency of encoding, this is 
at odds with the behavioural result which showed accuracy decreased at the higher 
load. If neural processing was more efficient then one might expect comparable levels
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of accuracy following practice, or an improvement. The decreases in activity could 
have resulted from a loss of focus or concentration on the task. The results from the 
study illustrate that although the plasticity of the human neural system ensures the 
efficient use of the brain, not all changes will result in an advantageous change in 
behaviour (Pascual-Leone et al., 2005).
In contrast to the studies above Olesen and colleagues (2004) found increases in 
activity in some areas of the brain foiiowing training on visuo-spatial working memory 
tasks. The middle frontal gyrus and superior and inferior parietal cortices ali showed 
greater activity following training and this activity was matched by improved 
performance on the tasks (Olesen, Westerberg, & Klingberg, 2004). At the beginning 
and end of the study participants also completed a working memory span task, Stroop 
and Raven’s Progressive Matrices. On all three of these tasks performance improved 
significantly following training. One interpretation of this result is that a particular aspect 
of processing key to all of these tasks benefited from the training on the visuospatial 
tasks and improved in efficiency. Alternatively this improvement could be the result of a 
greater network of areas being recruited to complete the tasks, indicating plasticity in 
the cortical areas associated with the working memory system and generalisation of 
neural changes across tasks. Differences between the results from this study and 
those reported earlier may be due to the design of the visuo-spatial task. Unlike 
previous studies the task was designed to increase in difficuity as participants’ 
performance improved, thus the effort required to complete the task constantly 
Increased and remained high. This means that the visuo-spatial task completed at the 
end of the study was more difficult than that at the beginning, which could explain why 
there was increased activity in areas of the brain recruited to compiete the task.
Garavan and colleagues (2000) also used a visuospatial working memory task to 
investigate changes in activation over different time periods. They looked at activation 
patterns during one scanning session when the task was repeated, and over a longer 
period with intervening training sessions. Within the single session the results 
demonstrated that activation decreased in task reievant areas; prefrontal, parietal and 
occipital cortices, as behavioural performance improved. Over the longer timescale 
there was very little difference in activation patterns. The authors interpreted the results
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as a demonstration of improvement in neural efficiency as task performance increases 
and task demands decrease (Garavan, Kelley, Rosen, Rao, & Stein, 2000). Similar 
decreases in activation in areas of the brain such as the anterior cingulate and DLPFG 
have been demonstrated to occur with practice on attention / executive control tasks 
such as the Stroop (Milham, Banich, Claus, & Cohen, 2003).
Neubauer and colleagues (2004) investigated changes in activation patterns that are 
observed with practice and the relationship between these and individual differences in 
ability. They reported results that showed levels of activation the first time participants 
completed a task were higher in more intelligent participants. A negative correlation 
between brain activity and intelligence was only evident following practice when 
performance had improved. The authors interpreted these results as demonstrating 
that the neural networks and connection patterns associated with a task are established 
more quickly In more intelligent individuals (Neubauer, Grabner, Freudenthaler, 
Beckmann, & Guthke, 2004). This interpretation is consistent with previous work that 
has shown that the speed at which individuals learn to perform a task influences how 
quickly neural networks adapt and changes in patterns of neural connectivity. Neural 
networks appear to adapt more quickly in individuals that learn faster (Buchel et al.,
1999).
The research reviewed above demonstrates that practice can affect neural activity in 
different ways; the majority of the results have shown either an increase or decrease in 
activation across the task-relevant network. The direction of change appears to be 
dependent on a number of things including; the point at which imaging sessions are 
conducted, the difficulty of the task, the constancy of task demands and individual 
differences. Results have suggested that there may be an initial surge in resources 
during the early stages of learning which is then cut-back as efficiency improves. As 
well as changing the strength of the activation practice can also result in a shift in the 
areas of the brain completing the task. In a recent review Clare Kelly and Garavan 
(2006) suggested that practice related changes in brain activation demonstrate the 
brain basis for the cognitive changes described by Jonides (2004); i.e. a qualitative 
change in active areas demonstrates that participants have applied a new task strategy, 
whereas the quantitative changes show that a current strategy is being applied more
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effectively. Decreases in activation as a result of practice indicate increased efficiency 
in the brain areas performing task related processing. Increases in activation can occur 
in areas that are already active or involve recruitment of additional areas. They suggest 
that areas such as the RFC and ACC specifically associated with executive control may 
be active initially to support task demands. Following practice these areas are needed 
less and less as the cortical networks and task processing becomes established. When 
the actual location of activation changes this reflects a “process switch” which means 
that the actual cognitive processes have changed (Clare Kelly & Garavan, 2005).
The same authors recently reported a study which focussed on the effect of practice on 
a GO/NOGO task (more specifically a Sternberg working memory test embedded in 
GONOGO). They found different patterns of activations associated with; withholding a 
pre-potent response to items held in memory, commission errors and tonic working 
memory processes. Despite no change in behavioural performance following practice 
they found distinct practice related responses. In those areas associated with tonic 
working memory processes activation decreased with practice and item repetition. 
Areas associated with phasic inhibitory processes showed two patterns; a decrease in 
activation associated with item recognition and increase in activation as a result of task 
practice. The authors suggest that this counterintuitive practice related increase in 
activation, in areas associated with cognitive control, indicates the attentional 
processing required for successful inhibition of a pre-potent response. These results 
demonstrate that practice on one task can increase phasic event reiated activation and 
at the same time decrease tonic activation (Clare Kelly, Hester, Foxe, Shapner, & 
Garavan, 2006).
3.2.2 Test-Retest Reliability
A number of studies have reported test-retest reliabilities for the tests that have been 
selected for the RF EM F studies. The results suggest that the measures taken from 
the tests tend to have a high level of test-retest reliability. The time between testing 
in these studies has varied from within a single test session e.g. (Collie et al., 2001), 
over a period of a week e.g. (Beglinger et al., 2005) to a period of 12-16 weeks
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e.g.(Salinsky, Storzbach, Dodrill, & Binder, 2001). A summary of these results are 
given in the Table below.
Task RT Accuracy
(Hockey & Geffen, 2004)
Reliability between two sessions separated by a week
Spatial 'O' back 0.66 0.52
Spatial ‘1’ back 0.79 0.49
Spatial ‘2’ back 0.69 0.54
Spatial '3' back 0.81 0.73
(Collie et al., 2001)
Reliability between test sessions 3 & 4 (participants completed the tests
four times during one day within a period of 3-4 hours)
SRT 0.77
CRT 0.63
Verbal ‘1’ back 0.64 0.70
(Beglinger et al., 2005)
Reliability between test sessions 2 & 3, test battery was administered
weekly
Digit Symbol Modalities Test 0.96
Trails A 0.66
Trails B 0.75
PASAT 0.95
(Salinsky et al., 2001)
Reliability between two test sessions separated by a period of 12-16
weeks
Digit Symbol Modalities Test 0.91
CRT 0.85
Table 3.4 Test-retest reliabilities for the RF EMF tests from published studies
The results above indicate that the majority of the tests demonstrate acceptabie 
levels of test-retest reliability. However, it was not possible to find data for all the 
cognitive tasks that will be used in the RF EMF research.
The aim of the following analysis was to address this knowledge gap by investigating 
test-retest reliabilities and practice effects for all of the tests that will be used in the 
RF EMF studies.
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3.3 Practice and Test-retest Reliabilities
3.3.1 Materials and Methods
3.3.1.1 Participants
The results from the forty-eight male volunteers who took part in first RF EMF study 
were included in the analysis. Participants’ age ranged from 20 -  43 years (mean 28 
years). All participants were right handed, scores on the Edinburgh Handedness 
Inventory ranged from 41-100% right handed (mean 85.94).
3.3.1.2 Design
A within subjects repeated measures study design was used. The data obtained from 
the first RF EMF study during the baseline training session and the sham exposure test 
day was used for the purpose of this analysis.
3.3.1.3 Procedure
Participants completed a training session during which all of the tests were explained to 
them in terms of: the aim of the test, the response keys to be used and the measures 
taken. They then had a number of practice runs to ensure that they fully understood 
what they were supposed to be doing during the test, and were observed to be using 
the correct response keys. Following this, baseline performance on the full versions of 
all the tests was recorded in the test environment under test day conditions. The 
baseline data and subsequent results from the sham exposure test day were used to 
examine practice effects and test-retest reliability. There were either two, five, or eight 
days between the sessions, therefore participants had either completed the tests once, 
twice or three times by the time they took part in the sham test session.
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3.3.1.4 Statistical Analysis
Test-retest reliabilities were calculated for all of the tests used in the first RF EMF study. 
Pearson’s product moment correlation was carried out on the data obtained on the 
baseline training day, and the sham exposure for the first EMF study. Practice effects 
on the tests were assessed by conducting repeated measures ANOVAs with session 
(Baseline/Sham) as a within subjects factor and Sham test day (1/2/3) as a between 
subjects factor.
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3.3.3 Results
Appendix 3 Tables A3.1 and A3.2 show the mean and standard error of measurement 
for each of the measures taken from the cognitive tasks on the baseline and sham test 
days.
3.3.3.1 Psychomotor function
Simple Reaction Time / Choice Reaction Time
Table 3.5 shows test-retest reliabilities for speed of response to both the simple and 
choice reaction time were significant. Correlations for correct responses to the task 
were not significant. There was a significant difference in performance between the two 
sessions; speed of response to both tasks decreased significantly. On the SRT 
response speed decreased by an average of 49.74ms and on the CRT there was an 
average decrease of 37.81ms. On neither of the tasks was there an interaction effect of 
sham test day. There was also no significant practice effect on the number of correct 
responses. The results from the SRT task indicated a trade-off between speed and 
accuracy on the task, the longer the participants took to respond the less likely they 
were to make mistakes. There did not appear to be a trade-off between speed and 
accuracy on the CRT task.
Test Measure Reliability Practice Interaction Trade-off
SRT RT r = 0.70,
p < 0.001
F = 16.99,
p < 0.001
F = 2.72, 
P =0.08
r = 0.59,
p < 0.001
Accuracy r = 0.17, 
p  = 0.25
F = 1.62, 
p = 0.21
F = 2.45,
p =0.10
CRT RT r = 0.48,
p < 0.01
F = 6.08, 
p < 0.05
F = 0.46,
p = 0.63
r = -0.03, 
p = 0.84
Accuracy r = 0.28, 
p = 0.05
F = 0.04, 
p = 0.85
F = 2.74, 
p = 0.08
Table 3.5 Test-retest reliabilities, practice effects and trade-off between speed and 
accuracy on the SRT and CRT tests
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3.3.32 Attention
Visual Search
Inspection of Table 3.6 shows retest reliability of both correct response and reaction 
time to the task was significant. There was no effect of session on the number of 
correct responses. Reaction time to the task significantly decreased across the two 
sessions by an average of 101.23ms. Neither measure showed an interaction effect of 
sham test day. There did appear to be a performance trade-off, the correlation shows 
that the faster participants responded to the task the more likely they were make 
mistakes.
Test Measure Reliability Practice Interaction Trade-off
Visual
Search
RT r = 0.77,
p < 0.001 F = 19.16, p < 0.001 F = 2.79, p = 0.07 r = 0.40,p < 0.01
Accuracy r = 0.85,
p < 0.001
F =0.01, p = 0.92 F = 0.47, p = 0.63
Table 3.6 Test-retest reliabilities, practice effects and trade-off between speed and 
accuracy on the visual search test
Sustained Attention to Response Task
Test-retest reliabilities for most of the parameters measured on the SART were 
significant as indicated in Table 3.7. Both types of erroneous response demonstrated 
correlation. Correct 'go' response speed was the most highly correlated parameter 
demonstrating good test-retest reliability. However, response speed to erroneous 
commission responses did not correlate.
Errors of commission and omission decreased between the test sessions, this 
difference was only significant for the numbers of errors of commission. There was no 
interaction effect of sham test day on the number of commission errors but there was 
an effect on the number of omission errors. Results show a decrease in omission 
errors (mean decrease 2.06) between the baseline and sham day when the sham was 
the second test session, but an increase in omission errors (mean increase 0.78), 
between the baseline and sham day when the sham was the third test day.
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Reaction time results showed no effects of practice on commission error responses, 
although response time did decrease between baseline and sham. There was also no 
interaction effect of sham test day. Correct response RT just reached significance, 
unlike commission error response mean correct response RT increased between 
sessions, there was no interaction effect of sham test day.
In terms of performance trade-off the correlations indicated a negative association 
between correct response RT and commission errors showing that the faster the 
participant’s responded the more likely they were to make commission error responses.
Test Measure Reliability Practice Interaction Trade-off
SART Correct RT r = 0.78,
p < 0.001 F = 4.34, P < 0.05 F = 0.55, p = 0.58 r = -0.61,p < 0.001
Commission r = 0.57,
p < 0.001 F = 8.83,p < 0.01 F = 0.93, p = 0.40
Commission
RT
r = 0.22, 
p = 0.15
F = 3.82,
p = 0.06
F = 0.10, 
p = 0.91
r = -0.01 
p = 0.92
Omission r=  0.41,
p < 0.01
F = 1.52, 
p = 0.23
F = 4.02, 
p < 0.05
Table 3.7 Test-retest reliabilities, practice effects and trade-off between speed and 
accuracy on the SART
Symbol Digits Modalities Test
Table 3.8 shows that retest reliability was poor for accuracy on the 8DMT, but 
significant for reaction time to the test. There were significant practice effects on 
reaction time to the task, reaction time decreased by an average of 321.44 ms. There 
was an interaction effect of sham test day; the difference in reaction time between 
baseline and sham test day increased as the test sessions got further apart, i.e. the 
difference was greatest when the sham test day was the third test session. There was 
no significant effect on accuracy on the SDMT, nor an interaction effect of sham test 
day. There was also no correlation between accuracy and reaction time.
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Test Measure Reliability Practice Interaction Trade-off
SDMT RT r = 0.62,
p < 0.001 F = 81.84, p < 0.001 F = 5.16, p < 0.05 r = 0.20, p  = 0.17
Accuracy r = 0.19,
p  = 0.21
F = 0.01, 
p  = 0.94
F = 0.49,
p  = 0.61
Table 3.8 Test-retest reliabilities, practice effects and trade-off between speed and 
accuracy on the SDMT
Trails Making Test (A&B)
Retest reliabilities on both Trails Making Tests were high for reaction time but lower for 
accuracy. There was no practice effect on reaction time to Trails A, however there was 
on Trails B; reaction time to Trails B decreased by an average of 25.8ms on the sham 
test day. There was no practice effect on accuracy on either test nor was there an 
interaction effect of sham test day. There was an interaction effect of sham test day on 
the Trails A; reaction time was faster if sham was the third test day (mean 799ms in 
comparison to 828 and 846ms on first and second test day respectively). There was no 
correlation between speed and accuracy.
Test Measure Reliability Practice Interaction Trade-off
Trails
A
RT r=  0.79,
p < 0.001
F = 0.85, 
p  = 0.36
F = 3.57, 
p < 0.05
r = -0.13, 
p  = 0.39
Accuracy r = 0.57, 
p < 0.001
F = 1.04, 
p = 0.31
F = 0.80, 
p = 0.46
Trails
B
RT r = 0.79, 
p < 0.001
F = 6.65, 
p < 0.05
F = 2.96,
p =0.06
r = 0.06,
p = 0.68
Accuracy r = 0.40,
p < 0.01
F = 0.36, 
p = 0.55
F = 0.74, 
p = 0.48
Table 3.9 Test-retest reliabilities, practice effects and trade-off between speed and 
accuracy on Trails A and B
3.3 3.3 Working Memory 
Verbal and Spatial ‘n’ backs
Practice effects and test-retest reliabilities for the measures taken from the verbal and 
spatial ‘n’ backs can be seen in Tables 3.10 and 3.11.
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Test-retest reliabilities for the reaction time measures were significant with correlations 
across the different levels of the ‘n’ back ranging from r = 0.37-0.73 and no apparent 
differences between the verbal and spatial versions of the task. Reliabilities for the 
accuracy measures were a lot lower, the more difficult levels of the task demonstrated 
higher levels of reliability. Again, there appeared to be no difference between verbal 
and spatial versions.
Practice effects varied between the reaction time and accuracy measures. There were 
significant practice effects on reaction time to the verbal ‘2’ and ‘3’ back for both target 
and non-target stimuli, and for the spatial‘T, ‘2’ and ‘3’ back for target and non-target 
stimuli. Inspection of Table A3.2 in Appendix 3 shows that for all of these measures 
there was a significant decrease in reaction time between the baseline and sham test 
sessions as participants became more experienced in completing the task. The results 
showed only one interaction effect between practice and sham test day, this was on 
spatial ‘3’ back response to non-target stimuli, reaction time decreased by a greater 
amount if sham was the second or third test day (mean decrease of 18ms between 
baseline and sham on the first test day in comparison to 150ms and 180ms on second 
and third test day respectively).
There were significant effects of practice on the verbal 'O' and '3' back response to 
target stimuli, and the verbal ‘3’ and spatial '2' and '3' back response to non-target 
stimuli. The descriptive statistics show that target and non-target errors for all levels 
and versions of the 'n' back decreased between the baseline and sham test sessions, 
demonstrating that participants did improve their performance on the task. Table 3.11 
shows there were three significant interactions between practice and sham test day, all 
three of these measures appeared to vary between the baseline and sham test days. 
Comparison between the means for baseline and sham results on these measures 
showed that there were increases, decreases and no change in error rates depending 
on whether the sham test day was on test day 1, 2 or 3. However, there did not appear 
to be a pattern to these differences and as mentioned already overall error rates 
decreased between baseline and sham.
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Reaction times to target and non-target errors were combined to give a single reaction 
time for correct responses to the 'n' back tasks. The same was done for target and 
non-target errors to give a single measure of accuracy. These two composite 
measures were correlated to evaluate whether there was a trade-off between speed 
and accuracy on the task. The results are given In Table 3.12.
Task Trade-off
Verbal 0 r = 0.17, p = 0.26
Verbal 1 r= 0.01, p = 0.97
Verbal 2 r = -0.05, p = 0.76
Verbal 3 r = 0.17, p = 0.24
Spatial 0 r = -0.07, p = 0.65
Spatial 1 r = -0.35, p < 0.05
Spatial 2 r = 0.20, p = 0.20
Spatial 3 r = -0.23, p = 0.14
Table 3.12 Trade-off between speed and accuracy on the Nback task
Only one of the correlations was significant. On the spatial ‘T back there was a 
negative correlation between response speed and the number of errors made, 
indicating that participants with faster reaction times made more erroneous responses.
Digit Span
Retest reliabilities on the digit span task were the same for accuracy and reaction time. 
Accuracy did improve across the test sessions (baseline 9.08, sham 9.63), however, 
this just failed to reach significance. There was a significant increase in reaction time; 
an average of 278.89 ms (baseline 3112.86, sham 3391.75). There was no interaction 
effect of sham test day on either measure, or correlation between accuracy and RT.
Test Measure Reliability Practice Interaction Trade-off
Digit
Span
RT r = 0.47, 
p < 0.005
F = 6.95, 
p < 0.05
F = 0.83, 
p = 0.44
r = 0.18, 
p = 0.23
Accuracy r = 0.47, 
p < 0.005
F = 3.92, 
p = 0.05
F = 0.04, 
p = 0.96
Table 3.13 Test-retest reliabilities, practice effects and trade-off between speed and 
accuracy on Digit Span
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Paced Visual Serial Addition Task
Retest reliability of correct response to the PVSAT was reasonable but reaction time to 
the task did not show good retest reliability. Practice effects on accuracy were evident; 
accuracy increased by an average of 5% (baseline 76%, sham 81%). There was no 
effect on reaction time and neither measure showed an interaction effect of sham test 
day. There also did not appear to be a trade-off between speed and accuracy.
Test Measure Reliability Practice Interaction Trade-off
PVSAT RT r=0.13, p = 0.41 F =1.62,p = 0.21 F = 1.00, p = 0.38 r = 0.03, p = 0.85
Accuracy r = 0.60,
p < 0.001
F = 4.93, 
p < 0.05
F = 1.10, p = 0.34
Table 3.14 Test-retest reliabilities, practice effects and trade-off between speed and 
accuracy on PVSAT
3 3.3.4 Classification, Recognition and Recall
Visual and Sem antic Classification
Retest reliability was poor for correct responses to visual classification and low for 
semantic classification, correlation for reaction time to both the tasks was higher. There 
were no practice effects on either classification task for correct results. There was an 
effect on reaction time to the semantic classification task; participants were on average 
104.01ms faster to respond to the task on the sham test day in comparison to baseline. 
There was also an effect of practice on reaction time for the visual classification; 
average 131.73ms faster on the sham in comparison to baseline. There was no 
interaction effect of sham test day on either test for the parameters measured, or any 
evidence of a trade-off between speed and accuracy.
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Test Measure Reliability Practice Interaction Trade-off
Sem
Class
RT r = 0.69,
p < 0.001 F = 8.95,p < 0.01 F = 0.08, p = 0.93 r= 0.15, p = 0.30
Accuracy r = 0.38, 
p < 0.01
F = 0.80, p = 0.38 F = 0.61, p = 0.55
Vis
Class
RT r = 0.68,
p < 0.001
F = 20.96, 
p < 0.001
F = 1.79,p = 0.18 r = 0.23,p = 0.12
Accuracy r = -0.17,p = 0.26 F = 1.80,p = 0.18 F = 1.79,p = 0.18
Table 3.15 Test-retest reliabilities, practice effects and trade-off between speed and 
accuracy on visual and semantic classification tasks
Visual and Sem antic Recognition
Retest reliability was non-significant for correct responses on the visual recognition 
task, and low for semantic recognition, it was significant for reaction time to both the 
tasks. There were no practice effects on either recognition task for correct results or for 
reaction time on the semantic recognition task. On the visual recognition test there was 
an effect of practice on reaction time; decrease in RT of 125.68ms. There was an 
interaction effect of sham test day on semantic recognition for correct response and 
reaction time. There was no interaction effect of sham test day on the parameters 
measured for visual recognition. There was also no correlation between speed and 
accuracy for either task.
Test Measure Reliability Practice interaction Trade-off
Sem
Recog
RT r = 0.35, 
p < 0.05
F = 0.01, p = 0.95 F = 4.11, p < 0.05 r=0.15, p = 0.32
Accuracy r = 0.35, 
p < 0.05
F = 1.57,p = 0.22 F = 3.40, p < 0.05
Vis
Recog
RT r = 0.47, 
p < 0.005
F = 8.89,
p < 0.01
F = 2.63,p = 0.08 r = 0.01, p = 0.95
Accuracy r = 0.08,p - 0.60 F = 0.03, p = 0.85 F = 0.14, p = 0.87
Table 3.16 Test-retest reliabilities, practice effects and trade-off between speed and 
accuracy on visual and semantic recognition tasks
161
SDMT Recall
SDMT recall showed that accuracy and reaction time measures correlated between the 
two test sessions. There were significant practice effects on reaction time to the task, 
reaction time decreased by an average of 271.34 ms (baseline 1848.87, sham 
1577.53). There was no interaction effect of sham test day on reaction time. There 
was also a significant effect of practice on accuracy, accuracy increased by an average 
of 15% (baseline 70%, sham 86%). There was no significant interaction effect of sham 
test day on accuracy. There was also no evidence of a trade-off between speed and 
accuracy.
Test Measure Reliability Practice Interaction Trade-off
SDMT
Recall
RT r = 0.58, 
p < 0.001
F = 9.83, 
p < 0.005 F = 0.91, p -  0.41 r = -0.27, p = 0.06
Accuracy r = 0.51,
p < 0.001 F = 23.82, p < 0.001 F = 1.18, p = 0.32
Table 3.17 Test-retest reliabilities, practice effects and trade-off between speed and 
accuracy on SDMT recall
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3.3.4 Discussion of practice and reliability results
Psvchomotor function
On both of the reaction time tests response speed correlated significantly between test 
points, however, consistent with previous results, the correlation was higher on the 
simple reaction time test (Collie et al., 2003). The effects of practice deceased 
response speed to both tasks, again this was most significant on the simpler task. 
Correct response showed poor test-retest reliability and no effects of practice, this could 
be due to the low numbers of mistakes made on both tasks. On the SRT participants 
did appear to be making a trade-off between speed and accuracy suggesting that they 
may be placing an emphasis on responding as quickly as possible to the task, however, 
this was not evident on the CRT task.
Attention
Correct response reaction time correlated between test points on all of the attention 
tasks. This parameter also demonstrated clear effects of practice in terms of a 
decrease in response speed on the visual search, SDMT and Trails B tasks. The visual 
search task showed the most significant effects of practice as participants became 
adept at searching the visual array. Response time to Trails A did not change 
significantly between test sessions, however there was an interaction effect of sham 
test day and results demonstrated that participants responded more quickly when the 
sham test day was the third test day. This result contrasts with previous work which 
showed an effect of practice on reaction time to Trails A but not B (Beglinger et al., 
2006). Measures of accuracy correlated between test sessions on the visual search, 
and Trails A & B  tasks. Correct responses to the SDMT did not correlate between 
sessions; this could be due to the very low numbers of errors made on the test.
The SART showed somewhat diverse effects; significant correlations between test 
sessions were seen in commission responses, omission responses and correct 
response speed (showed highest correlation). Commission error response speed did 
not correlate across sessions. Practice significantly reduced the numbers of
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commission errors and increased correct response speed. These results support the 
theory that to improve accuracy on the task, and avoid commission errors, one has to 
slow their natural response speed (Robertson et al., 1997). Omission responses did 
not show significant effects of practice, nor did commission response speed, however, 
commission response speed decreased between the two sessions (mean of 20ms).
Only two of the tests demonstrated a trade-off between speed and accuracy, visual 
search and the SART, on both of these a decrease in response speed appeared to 
indicate a propensity towards making more erroneous responses. One can see why 
participants may feel pressured to respond as quickly as possible to these tasks and 
how this increases the error rate. Responding more quickly to the visual search task 
increases the chances of missing a target within an array, whereas responding quickly 
on the SART reduces the chances of participants’ being able to inhibit their response to 
a nogo stimuli, increasing the likelihood of making a commission error.
Working Memory
On the ‘n’ back task the results demonstrated that reaction time to both target and non­
target stimuli in both modalities correlated significantly between test sessions. These 
results support previous work (Hockey & Geffen 2004) and further demonstrate that the 
reliabilities are similar in both stimulus modalities. In parallel with previous work 
accuracy results were not so clear; accuracy of responses to targets correlated 
significantly on the ‘3’ back in both modalities, accuracy of responses to non-targets 
correlated on the verbal ‘1’ & ‘3’ back, and the spatial ‘2’ & ‘3’ back.
With regards to practice effects, results showed that overall reaction time to both types 
of stimuli in both modalities decreased across test sessions, and accuracy improved 
with practice. This improvement in performance was particularly evident at the higher 
memory loads. The practice related decrease in reaction time to targets and non­
targets were significant on the verbal ‘2’ and ‘3’ back and the spatial ‘1-3’ back. 
Improvement in accuracy was significant on verbal ‘0’ and verbal ‘3’ for target errors, 
and verbal ‘3’ and spatial ‘2’ and ‘3’ for non-target errors.
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On only one of the tests was there a suggestion of a trade-off between accuracy and 
reaction time and this was only significant at the 5% level. The results indicated that 
despite the processing requirements at the higher levels participants were able to follow 
the instructions to respond as quickly and as accurately as possible.
Classification. Recognition and Recall
The classification tasks showed significant levels of correlation for reaction time to both 
the tasks, a low level of significance for accuracy on the semantic classification task 
and insignificant results for accuracy on the visual classification task. Practice effects 
were only evident for the reaction time to the tasks, on both tasks reaction time 
decreased with practice. The recognition tasks showed similar effects; low levels of 
retest reliability for reaction time to both the tasks and accuracy on the semantic 
recognition task, and insignificant results on accuracy to the visual recognition task. 
Again, practice effects were not evident in the accuracy results for the tasks, only on the 
visual recognition task did reaction time decrease with practice.
Performance parameters on the SDMT recall task showed significant levels of 
correlation between test sessions. There was a clear effect of learning on the accuracy 
of response across test sessions as participants became familiar with the mappings 
between symbol and response, and reaction time to the task decreased.
There was no indication of a trade-off between speed and accuracy on any of the 
classification, recognition or recall tasks.
3.3.5 Conclusions
The analysis carried out to evaluate the test-retest reliability of the tasks demonstrated 
results that were consistent with published previous studies which had investigated the 
same tasks. The majority of the tests showed reasonable levels of test-retest reliability. 
In general, the reaction times to the tasks were more consistent than the accuracy of 
response across test sessions, and the results from only a couple of the tasks showed 
participants making a trade-off between speed and accuracy. The results from the
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analysis of practice effects on the tasks showed that participants’ performance on many 
of the tests improved with practice despite the fact they had run-through the tests twice 
before the baseline measures were completed.
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3.4 Factor Analysis and Individual Differences
In this section of Chapter 3 some of the theoretical background behind the assessment 
of intelligence and personality will be considered to aid the subsequent exploration of 
the relationship between the cognitive tests themselves and the psychometric tests.
3.4.1 Intelligence
There are many theories of intelligence and only a couple of these will be considered 
within this chapter. Like many psychological constructs intelligence has been described 
as difficult to define (Newman & Just, 2005) and numerous definitions exist in the 
literature. Intelligence can be considered to be the mental ability to process information 
automatically and produce contextually appropriate behaviour in response to novelty 
(Sternberg, 1986).^ ® One of the earliest pioneers of intelligence research was Charles 
Spearman; in the early 20‘*’ century Spearman was the leading theorist within the field 
(Robinson, 1999). Spearman was responsible for the development of a hierarchical 
model of intelligence; he demonstrated that performance measures on a variety of 
cognitive tasks correlated together. Using factor analysis he revealed a single 
underlying factor that influences ability, this factor he named g or general factor 
(Spearman, 1904). G was presented as a general problem solving ability that affected 
performance on many cognitive tasks and lay at the top of a hierarchy of more specific 
abilities. According to Spearman performance of intellectual functions was dependent 
upon a combination of g and more specific (s) factors which depended upon the task 
being performed (Spearman, 1927). In terms of a biological explanantion for these 
elements of intelligence he suggested g related to a feature of the whole cortex, 
whereas the basis for s may be localised to a cortical area specific to a certain test.
A student of Spearman, Raymond Cattell, went on to describe g as fluid intelligence 
(g/). Fluid intelligence refers to the ability to adapt to new situations and solve novel 
problems and is measured using non-verbal tests that require reasoning ability. A 
second key aspect of ability was also identified, termed crystallised intelligence (gc);
For a more detailed consideration of the nature of inteiiigence and various definitions piease see 
(Sternberg & Detterman, 1986)
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which involves the application of learned solutions to problems, is related to 
performance on verbal tests (Cattell, 1971). This theory was further developed by a 
student of Cattell’s into what is known as the Cattell-Horn gf-gc model. The 
development of the theory identified a number of more specific abilities lying below fluid 
and crystallised intelligence including; Short-Term Acquisition and Retrieval (SAR or 
Gsm), Visual Intelligence (Gv), Auditory Intelligence (Ga), Long-Term Storage and 
Retrieval (TSR or G/r), Cognitive Processing Speed (Gs), Correct Decision Speed 
(CDS), Quantitative Knowledge (Gq) and reading and writing skills (G/w) (Horn, 
1994).^^
Extensive re-analysis of more than 60 years of cognitive performance data saw the 
identification of a three tier hierarchy of cognitive abilities with a factor analogous to 
Spearman’s g at the top, a second tier with 8-10 narrower abilities similar to those 
identified by Horn, which cover fairly general abilities that important to many aspects of 
behaviour. Finally, the third tier details about 70 very specialised abilities (Carroll, 
1993). Further refinement of the three tier model above proposed by Carroll and 
integration with the Horn-Cattell Gf-Gc model led to the identification of 10 narrow 
abilities; fluid intelligence, crystallised intelligence, quantitative reasoning, short-term 
memory, visual intelligence / processing, auditory intelligence / processing, long term 
associative storage and retrieval, cognitive processing speed, decision reaction time 
and reading / writing (McGrew, 1997). McGrew’s theory of intelligence is arguably the 
best reflection of current theorising on the factor structure of intelligence (Reeve, Meyer, 
& Bonaccio, 2006).
The effect of g on performance has been explored in recent years as part of the 
"cognitive differentiation hypothesis”; whether the differences in the level of 
performance of cognitive tests that require a variety of abilities is more prominent at 
higher levels of general Intelligence e.g. (Carlstedt, 2000). Support for this hypothesis 
has been found in results which have demonstrated that amongst individuals with lower 
levels of ability, g accounts for more of the variance in performance than it does 
amongst individuals with higher levels of ability, i.e. the correlation In performance on
Age-related decline Is seen In fluid Intelligence a large part pf this can be accounted for In terms of age- 
related decline in working memory performance (Gabrieli, 1996), whereas Crystallised Intelligence Is 
relatively unaffected by age-related deficits (Salthouse, 1996).
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different ability tests is stronger for low ability individuals (Abad, Colom, Juan-Espinosa, 
& Garcia, 2003).
Another prominent theory of Intelligence is that presented by Sternberg, he proposed a 
division of ability into three areas; analytical, creative and practical (Sternberg, 1985). 
Factor analysis has demonstrated support for these three abilities in groups of different 
ages, as well as across diverse cultural and economic backgrounds (Sternberg et al., 
2001; Sternberg, Grigorenko, Ferrari, & Clinkenbeard, 1999; Sternberg, Gastejon, 
Prieto, Hautamaki, & Grigorenko, 2001).
3.4.2 Working Memory and intelligence
Working memory is fundamental to many cognitive tasks including those used in 
intelligence tests. A number of theorists have postulated that it is differences in this 
capacity that could underlie individual differences in ability (Newman et al., 2005). 
Previous research has attempted to evaluate the relationship between working memory 
and general intelligence by looking at the correlations between various cognitive tests. 
Recent meta-analyses have demonstrated correlations between working memory 
measures and measures of fluid or general Intelligence varying between 0.50 -  0.85 
(Ackerman, Beier, & Boyle, 2005; Oberauer, Schulze, Wilhelm, & Sub, 2005; Kane, 
Ham brick, & Conway, 2005). In this area researchers have focussed on performance 
of particular working memory span tasks known as complex span tasks, mentioned 
briefly in Chapter 2. Individual differences in working memory span, as measured by 
these tasks, have been demonstrated to correlate with many aspects of higher 
cognition, including; reading comprehension, abstract reasoning and complex learning 
(Daneman et al., 1980; Kyllonen et al., 1990). These well known studies have used 
factor analysis to consistently demonstrate that complex span tasks share a large 
amount of variance with higher cognitive abilities. For example, working memory and 
reasoning factors have been shown to be highly correlated, leading the researchers to 
conclude that "reasoning ability is little more than working memory capacity” (Kyllonen 
& Christal 1990, p389). Indeed, Kyllonen later went on to describe g itself as "working 
memory capacity” (Kyllonen, 2002).
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More recently, Sub and colleagues (2002) criticised this research and suggested that 
the working memory tasks used by Kyllonen and Christal were poorly chosen as their 
completion also involved reasoning ability, thus explaining the correlation between the 
factors. They designed a study which used working memory tests with very low 
demands on reasoning ability. From their results they identified a working memory 
factor which consisted of elements of processing, storage and co-ordination. 
Performance on this factor still correlated highly with a reasoning factor identified from a 
battery of intelligence measures. Further analyses using structural equation modelling 
enabled extraction of a general intelligence factor from the intelligence measures which 
again correlated highly with their working memory factor. These results led them to 
conclude that “at present, working memory capacity is the best predictor for intelligence 
that has yet been derived from theories and research on human cognition” p284 (Sub, 
Oberauer, Wittman, Wilhelm, & Schulze, 2002).
Despite the large amount of work conducted to date in this area the precise reasons 
behind the correlations between working memory measures and intelligence measures 
remain unclear. Jarrold and Towse (2006) evaluated the evidence surrounding the 
basis of individual differences in working memory, and the relationship between this and 
ability measures. They observed that although complex span tasks have frequently 
been used in correlation studies, individual tasks employed in cognitive research have 
not received the same attention. Results from research that has evaluated the 
relationship between the different aspects of working memory using cognitive tasks 
broadly supports the working memory model of Baddeley and Hitch (1974), i.e. storage 
that separates on verbal and spatial lines, and a more general executive factor (Shah & 
Miyake, 1996; Oberauer, Sub, Schulze, Wilhelm, & Wittman, 2000; Oberauer, Sub, 
Wilhelm, & Wittman, 2003; Kane et al., 2004). The authors suggest that it is this 
domain general factor, that looks like executive attention, that could be behind the 
correlation between working memory and the higher cognitive abilities (Jarrold et al., 
2006).
Results which support this theory include a study which found a correlation of 0.59 
between a working memory variable, derived from analysis of three complex span 
tasks, and a fluid intelligence variable derived from Raven’s Progressive Matrices
170
(RPM) and Catteü’s Culture Fair Intelligence test. The difference between the complex 
span tasks and a simple span memory task was then factored out and what remained 
still correlated 0.49 with the fluid intelligence factor. The authors suggest that, of the 
components of working memory, it is the processing involved in the executive control of 
attention rather than storage elements that relate to fluid intelligence (Engle, Tuholski, 
Laughlin, & Conway, 1999).
3.4.3 Raven’s Progressive Matrices (RPM)
Raven’s Progressive Matrices were developed specifically to assess the ‘eductive’ 
element of Spearman’s g, that Is: “ the ability to forge new insights, the ability to discern 
meaning in confusion, the ability to perceive and the ability to identify relationships.” 
(Raven, Raven, & Court, 2000) pg 1).®° Evaluation of the processes required to 
complete RPM suggests that working memory is key to completion of the test because 
of the requirements to: evaluate and manipulate information ‘online’, store the 
components of the figures in each problem and apply different rules. Unsurprisingly, 
this has led to the suggestion that the source of variability in performance on the task is 
individual differences in working memory capacity (Carpenter, Just, & Shell, 1990). 
Numerous studies have demonstrated that scores on the RPM correlate with measures 
of achievement, other intelligence tests and many cognitive tasks including working 
memory measures (Salthouse, 1993).
fMRl studies have attempted to reveal the brain areas responsible for completing RPM 
and hence the brain basis for differences in performance on the test. Research has 
suggested that the level of activity recorded during in the test varies with ability. 
Contrary to expectations PET findings show that individuals who performed better on 
the test have lower levels of activity in the frontal lobe when completing the task (Boivin 
et al., 1992). Another study divided the RPM puzzles into three types requiring; 
analytical reasoning, figurai or visuospatial reasoning. A simple pattern matching 
puzzle was included as a perceptual-motor control. Results showed that the conditions 
varied in difficulty and that patterns of brain activity between conditions also differed.
The second component of g is reproductive ability and is akin to gc in that it reflects the ability to recall 
and apply stored verbalised information.
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The puzzles that involved fluid reasoning activated extensive areas in bilateral frontal, 
parietal, temporal and occipital regions. During the figurai puzzles activations were 
recorded predominately in the right hemisphere in areas associated with spatial working 
memory in frontal, parietal, temporal and occipital regions. In contrast, the analytical 
puzzles activated bilateral frontal regions but predominately left hemisphere parietal, 
temporal and occipital regions associated with verbal working memory. Although these 
differences couid have resulted from the discrepancy in difficulty between puzzles the 
authors suggest that they indicate that the RPM involves multiple working memory sub­
systems (Prabhakaran, Smith, Desmond, Glover, & Gabrieli, 1997).
3.4.4 National Adult Reading Test
The NART was developed as a test to be used with patients with semantic dementia to 
estimate pre-morbid ability levels. Research has demonstrated that the ability to read 
irregular words that ignore the normal rules of grapheme to phoneme production (for 
example the pronunciation of ‘naïve’ by normal rules would be nave’) remains intact in 
such patients. The NART measures word recognition and familiarity and enables 
researchers to estimate the level of ability before illness (Nelson & Willison, 1982). The 
test was standardised against the WAIS-R to enable researchers to predict full scale IQ 
scores (Nelson et al., 1982). Like RPM the test has been demonstrated to load highly 
on general intelligence (as extracted from the WAIS) (Crawford, Stewart, Cochrane, 
Parker, & Besson, 1989).
3.4.5 Personality
Personality, like intelligence, is difficult to define. One personality theorist identified 50 
different definitions of personality (Allport, 1937). A rather simplistic definition is given 
in the dictionary, personality is “the type of person you are, which is shown by the way 
you behave, feel and think’’ (Cambridge Dictionaries Online). This definition is useful in 
that it identifies the aim of research into personality i.e. identifying differences between 
people in terms of the underlying causes of their behaviour. However, it is misieading 
as you how you feel and think is only evident to an observer through an individual’s 
behaviour. Pervin provides a more useful definition of personality “Personality
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represents those characteristics of the person that account for consistent patterns of 
behaviour” (Pervin, 1993).
Defining an individual’s personality Involves characterising dispositions to certain types 
of behaviour. Psychometric measures of personality attempt to do this objectively by 
using self-report questionnaires. There are many different theories of personality that 
have attempted to explain individual differences in behaviour. Many of these take what 
is known as a trait approach and look at an individual’s disposition to behave in a 
certain way. Aspects of an individual that are identified as key to influencing behaviour 
differ between theories and are usually identified from factor analytical studies. Factor 
analysis enables identification of a hierarchy of traits with higher level groupings 
describing overall traits and lower aspects regarding specific responses. Examples of 
trait theorists include; Raymond Cattell (1906-1998) who Identified 15 basic personality 
factors (plus intelligence) and Costa and McCrae who presented a five factor theory of 
personality; introversion-extraversion, neuroticism, agreeableness, conscientiousness 
and openness to experience (McCrae & Costa, 1990).
The trait approaches mentioned above aim to classify the primary sources of individual 
differences in personality, in contrast to this Eysenck’s theory of personality looks upon 
individual differences with a biological source (McCrae & Costa, 1985). Eysenck took 
an experimental approach to the study of individual differences and focussed on 
investigations of a biological basis for personality that used objective measures such as 
physiological methods like Galvanic Skin Response (GSR) and EEG, as well as animal 
research. He preferred not to describe personality at lower trait levels because of the 
high intercorrelations between traits. His results supported the idea personality 
primarily splits on two dimensions as early theorists such as Galen had proposed 
(Eysenck, 1967). These two dimensions are essentially: stable / unstable (neuroticism), 
and changeable / unchangeable (Introversion / extraversion), and are historically 
associated with particular psychiatric disorders, e.g. an individual with a combination of 
high neuroticism and scores at either end of the introversion / extraversion continuum is 
prone to neurotic disorders.
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Figure 3.2 Relationship between two dimensions of personality identified by Eysenck and the 
four Greek temperamental humours (Eysenck, 1975)
Subsequent reviews have presented results that overwhelmingly support these two 
major dimensions of personality, and their considerable influence on behaviour 
(Eysenck & Eysenck, 1985; Eysenck, 1970). Additionally a third dimension, 
psychoticism, was identified as independent of the two factors (Eysenck, 1952). This 
third dimension is related to how individuals emphasise with other people and whether 
they take account of others feelings. Cross cultural studies support the existence of 
these three factors. (Eysenck & Long, 1986) and genetic studies suggest aspects of 
personality are hereditary, on the basis of these studies Eysenck suggested that 
“genetic factors contribute something like two-thirds of the variance in major personality 
dimensions" (Eysenck, 1982) pg 28.
Eysenck proposed a brain basis for differences in personality between introverts and 
extraverts. He suggested that individuals differ in respect to the speed at which
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excitation and inhibition operate; introverts are more responsive to arousing stimuli than 
extraverts because they have lower baseline levels of cortical arousal, as mediated by 
the reticulo-thalamic cortical pathways (Eysenck, 1967; Eysenck, 1981). Eysenck also 
focused on the speed of conduction in peripheral nerves finding a correlation between 
both psychotocism and IQ and nerve conduction velocity, however, attempted 
replications of this finding have failed (Barrett et al., 1993).
3.4.6 Eysenck’s Personality Questionnaire -  Revised
The EPQ-R measures the three domains of personality identified by Eysenck 
(Introversion-Extraversion, Neuroticism and Psychoticism) and also includes a Lie scale 
which aims to reveal individuals responding with socially desirable answers. 
Investigation of the relationship between the EPQ-R and other measures of personality 
has demonstrated similarities in the constructs they are measuring. For example the 
indicator scaies measured by the Myers-Briggs Type Indicator (MBTI) questionnaire 
match on to Eysenck’s three dimensions (Saggino & Kline, 1996). Analysis of the 
NEOPI-R has also found three factors comparable to Eysenck’s in the questionnaire, 
however, the authors reported that the NED accounted for additional variance (Draycott 
& Kline, 1996). This supports previous work by McCrae and Costa (1985) who showed 
that the E and N factors of the NEO are similar to Eysenck’s, and P is essentially 
covered in the factors of Agreeableness and Conscientiousness. However, Eysenck 
argued that agreeableness and conscientiousness are primary factors forming part of P 
and overwhelming evidence from factorial studies support the existence of a three not 
five factor theory (Eysenck, 1992a; Eysenck, 1992b).
175
3.4.7 Aim of the Analysis
The purpose of the analysis that follows is to investigate:
• the associations between the performance parameters taken from the 
cognitive tasks
• the association between performance on the cognitive tasks and the 
measures of individual differences
• whether there are primary factors common to specific groups of cognitive 
tasks that can explain the variance in performance on these measures, 
how these relate to the measures of individual differences
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3.5 Principal Components Analysis
3.5.1 Materials and Methods
3.5.1.1 Participants
A total of 92 male volunteers completed full versions of the cognitive tests.®^  Age 
ranged from 18-45 years (mean 28 years). All participants were right handed as 
assessed by the Edinburgh Handedness Inventory.
3.5.1.2 Design
Participants completed a training session during which all of the tests were explained to 
them in terms of: the aim of the test, the response keys to be used and the measures 
taken. They then had a number of practice runs to ensure that they understood what 
they were supposed to be doing and were observed to be using the correct response 
keys. Following this, baseline performance on the full versions of all the tests was 
recorded in the test environment under test day conditions.
3.5.1.3 Study procedures
Test day procedures are detailed in Table 3.18.
Time Procedure Duration
0900 Arrive
0905 Training on all cognitive tasks 55 minutes (approx.)
1000 Subjective measures: PANAS, STAI 10 minutes
1010 National Adult Reading Test 10 minutes
1020 Rest period 25 minutes
1045 Commence full versions of the tests 90 minutes (approx.)
1215 NASA TLX 10 minutes
1225 End of training baseline session
Table 3.18 Study procedures
The results from the baseline test sessions for all three studies were combined for the purposes of the 
analysis. There were only 92 participants because some of the participants in the RF EM F studies took 
part in more than one of the studies. Only the data from the first study they took part in was analysed.
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Participants returned at a time convenient to them in the following week to complete 
Raven’s Progressive Matrices.
The study was carried out in accordance with the requirements and procedures stated 
in protocols CBD VP 098/03, CBD VP 099/03 and CBD VP 116/04 (the former two were 
granted ethical approval in March 2003, and the latter in August 2004 by the CBD 
Independent Ethics Committee), in addition to the principles of: the Declaration of 
Helsinki (2000), the Guidelines of the Royal College of Physicians of London (1996) 
and the British Psychological Society (1993).
3.5.1.4 Cognitive and psychomotor performance measures
The following tests from the cognitive test battery detailed in Chapter 2 were 
administered. Simple and Two-Choice Reaction Time (SRT/2CRT), Sustained 
Attention Response Task (SART), Symbol Digit Modalities Test (SDMT), SDMT 
Incidental learning, Digit Span, Paced Visual Serial Addition Task (PVSAT), Trails A & 
B (TMTA/B), Working memory ’n’ back (verbal and spatial). Visual and Semantic 
Classification, Visual and Semantic Recognition. The tests were administered in three 
blocks. The tests within a block ran automatically using MS-DOS batch files, the 
experimenter manually switched between test blocks. Responses to each task were 
made using only the right hand index finger. The keyboard was laid out with a number 
of keys obscured and keys used to respond to the tasks were marked out (see 
Appendix 4).
3.5.1.5 Psychometric measures 
Raven’s Standard Progressive Matrices (RPM)
The test is made up of five sets or series of diagrammatic puzzles exhibiting a serial 
change in two dimensions simultaneously. Each puzzle has a part missing, which the 
participant taking the test has to find among the options provided. The standard test 
consists of 60 problems divided into five sets. A, B, C, D and E, each made up of 12
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problems. (The five sets provide five opportunities to grasp the method of thought 
required to solve the problems and five progressive assessments of a subject’s capacity 
for intellectual activity). There is no time limit to complete the test, but participants must 
attempt to complete all 60 problems.
National Adult Reading Test (NART)
Participants were asked to read a list of 50 words from a card. The words were all 
irregular in terms of the application of grapheme to phoneme production and become 
progressively more difficult. The total score was the number of words correctly 
pronounced.
Eysenck’s Personality Questionnaire (EPQ-R)
This questionnaire is based upon Eysenck’s theory of personality, which attempts to 
explain personality in terms of three bipolar dimensions: Neuroticism (emotionality), 
Psychoticism (tough-mindedness), and Intraversion -  Extraversion. There are 160 
questions with a forced choice "Yes/No” answer.
3.5.1.6 Subjective measures
Positive and Negative Affect Schedule (PANAS) (Watson, Clark, & Tellegen, 1988)
PANAS is a 20 item (descriptor adjective) questionnaire that evaluates subjective mood 
states. Participants indicate to what extent they are experiencing the mood descriptor 
on a five- point scale from 1 -  ‘Very slightly or not at all’ to 5 -  ‘Extremely’.
State-Trait Anxiety Inventory (STAI) (Spielberger, 1983)
STAI is a 20-item (descriptor adjective) questionnaire that evaluates transitional 
emotional states and more stable behavioural dispositions to anxiety. Each item is in
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the form of a statement, for example ‘I feel nervous’ to which the participant responds 
on a four-point scale from 1 -  ‘Not at all’ to 4 -  ‘very much so’.
NASA Task Load Index (NASA TLX) (Human Performance Research Group NASA 
Ames Research Centre, 2004)
NASA TLX is a multidimensional rating procedure that provides an overall subjective 
workload assessment score for six sub-scale factors: Mental demand, Physical 
demand, Temporal demand. Performance, Effort and Frustration. The questionnaire 
consists of two parts; the first is a visual analogue scale for each of the factors with 
bipolar anchor descriptors from Low (1) to High (100), providing a numerical rating that 
reflects the magnitude of a factor in the given task. The second part is a forced choice 
pair-wise comparison of two of the factors which provides weightings for the 
contribution of each factor to the workload from which an overall workload score for 
each of the factors can be derived.
3.5.1.7 Statistical analysis
Pearson’s product moment correlations were used to correlate the cognitive 
performance measures and the measures of individual differences.
Principal Components Analysis was used to identify factor structure for the cognitive 
tests.
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3.5.2 Results
3.5.2.1 Correlation Analysis
The relationships between all of the measures of individual differences and 
performance on the cognitive tests were investigated by carrying out simple correlations 
between the variables.
The results from this analysis are presented in Appendix 3 Tables A3.5 -  A3.13.
Ability measures: In Table A3.5 one can see that scores from the RPM correlate 
significantly with NART suggesting they assess a related aspect of intelligence. Good 
performance on both of these tests correlates negatively with extroversion, suggesting 
that more introverted individuals tended to do better on the tests. Similarly, good 
performance on both of the tests correlates negatively with positive affect suggesting 
those individuals with higher positive affect did not perform as well. Performance on the 
NART correlates positively with levels of trait anxiety, individuals with higher scores on 
the STAI, indicating higher levels of trait anxiety, tended to do better on the NART.
Personality traits: The results demonstrated that high scores on the psychoticism 
scale correlates negatively with scores on the Lie scale. This could be considered 
somewhat contradictory as individuals with high psychoticism scores may be expected 
to give less reliable answers. As one might expect, extraversion correlates negatively 
with neuroticism and levels of trait anxiety, and positively with positive affect. In 
contrast, neuroticism correlates negatively with positive affect and positively with levels 
of negative affect and trait anxiety. These results support the existence of a 
relationship between the constructs being measured by the personality questionnaire 
and the measures of self-reported mood and anxiety.
Neither the scores from the NASA TLX nor age were related to any of the measures of 
individual differences.
Cognitive tasks: From Tables A3.10-3.13 one can see that age was positively related 
to accuracy of performance on only one of the cognitive tasks, the SART. On this test
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there was a positive relationship between age and both of the reaction time measures 
and this corresponded with a negative relationsip between age and commission errors. 
On the other tasks the only relationship found was a positive correlation between age 
and speed of response to the tasks, indicating that the older participants tended to take 
longer to respond. This was evident on TMTA and B, digit span, some of the verbal 
and spatial ‘n’ backs, visual classification and semantic and visual recognition. On the 
Spatial ‘2’ back this relationship between age and speed was accompanied by a 
negative relationship between age and correct responses, indicating that the older 
participants were less likely to make erroneous responses. This could be associated 
with their tendency to take longer to respond.
Both the intelligence measures are related to reaction time to the SRT/GRT and the 
Trails making test; participants with higher scores on the intelligence tests were faster 
to respond to these tasks. On the Raven’s test the same correlation between 
performance and reaction time was evident on the semantic classification task. There 
was a negative correlation between performance on the Raven’s and the number of 
omission errors made on the SART, individuals with lower Raven’s scores were more 
likely to make omission errors. Higher scores on the Raven’s also correlated positively 
with the number of correct responses made on the PVSAT, verbal ‘2’ and ‘3’ back and 
spatial ‘2’ and ‘3’ back. Good performance on the NART was associated with a higher 
number of correct responses on the PVSAT and verbal and spatial ‘3’ backs. The 
NART also correlated with reaction time to the semantic and visual recognition tasks: 
participants who performed better on the NART tended to take longer to respond to 
both these tasks.
In general, the personality variables were not associated with performance on the 
cognitive tasks. Extraversion was positively associated with CRT response time, as 
levels of extraversion increased so did time taken to respond. It was also negatively 
associated with correct responses on the semantic recognition task and reaction time 
on the visual recognition task. There was a positive correlation between neuroticism 
and reaction time to the semantic recognition task.
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On the PANAS, positive affect was positively associated with the number of correct 
responses on the simple and choice reaction time tasks, and negatively correlated with 
the number of commission errors made on the SART. Positive affect also correlated 
negatively with the number of correct responses to the semantic classification and 
recognition tasks, and reaction time to the visual classification task. Negative affect 
correlated positively with the number of errors made on Trails B, but also correlated 
positively with the number of correct responses made on the Digit Span. State-anxiety, 
like negative affect, correlated positively with the number of errors made on Trails B. It 
also correlated negatively with reaction time to the digit span, and the number of correct 
responses on the verbal‘T back. The only correlation between NASA-TLX and any of 
the measures was a negative association between the overall workload score and the 
number of correct responses made on the choice reaction time.
The relationships between the measures taken from the cognitive tasks themselves can 
be seen in Appendix 3 Tables A3.6-3.9. There are clearly associations between many 
of the different tasks. Measures from the simple and choice reaction time task correlate 
with at least one parameter from every one of the attention tasks as well as digit span, 
PVSAT and many of the verbal and spatial ‘n’ backs. Measures from SART, Trails A 
and B, digit span and PVSAT appear to be highly related to one another and correlate 
together. Additionally these tests correlate highly with the verbal and spatial ‘n’ backs. 
In particular, reaction time to Trails A and B, correct responses to digit span and 
PVSAT, and omission errors on the SART appear to show consistent associations with 
measures of performance taken from the ‘n’ backs. Correlations between the tests of 
classification and recognition and the measures of attention and working memory 
appear to be less consistent. However, there are still many significant relationships 
between these measures.
These initial results reveal associations between variables from many of the tasks. 
These associations suggest there may underlying latent factors influencing 
performance that may be applicable to groups of tests. The aim of the Principal 
Components Analysis (PCA) was to assess the underlying variance in performance 
shared by the cognitive tasks.
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3.5.2 2 Principal Components Analysis
For the purpose of this analysis the data from ail of the core cognitive tasks 
included in the baseline test sessions from all 92 participants was used. 
Correlations were carried out between the accuracy and reaction time measures taken 
from the cognitive tasks to evaluate whether there was a trade-off between speed and 
accuracy when performing the tasks, and also to assess whether both of the measures 
should be included in the PCA. The results from these correlations can be seen in 
Tables A3.3 and A3.4 in Appendix 3 alongside the descriptive statistics for the 
measures. The correlation analysis revealed that there were very few significant 
correlations between accuracy and reaction time.
On the simple reaction time test reaction time and the number of correct responses 
correlated positively indicating that the slower participants responded the higher 
number of correct responses they made (r = 0.54, p < 0.001). Results from Trails A 
demonstrated a negative correlation between reaction time and the number of errors 
made, indicating that the faster participants responded the more likely they were to 
make an erroneous response (r = -0.30, p < 0.001). On the spatial 2 back reaction time 
and correct responses correlated negatively, indicating that the faster participants 
responded the higher number of correct responses they made (r = -0.51, p < 0.001). 
The highest correlations were seen on the SART (Table A3.4), the results from this test 
demonstrated that correct response reaction time correlated negatively with the number 
of commission errors made (r = -0.71, p < 0.001) and positively with commission error 
response speed (r = 0.77, p < 0.001). Commission and omission errors also correlated 
positively (r = 0.35, p < 0.005) as well as commission errors and commission error 
response speed (r = -0.43, p < 0.001).
In light of these results it was decided to include both the reaction time and accuracy 
results from all of the tests with the exception of SART, from which correct response 
speed and omission errors would be included in the analysis. The Initial PCA 
conducted including all of these measures revealed eleven factors with eigenvalues 
greater than unity. These eleven factors explained explaining 71% of variance. The 
loadings on these factors for the measures taken from the cognitive tasks are given in
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Table 3.19, and full details of extraction values, eigenvalues and component loadings 
can be found in Appendix 3 Tables A3.14 - A3.16. Extraction of eleven factors and 
rotation by both the Direct Oblimin and Varlmax methods failed to produce a solution 
which converged in less than 25 iterations. Inspection of the scree plot shown in 
Appendix 3 Figure A3.1 suggested that an eight factor solution was most appropriate.
Extracting eight factors revealed a solution that converged using Varimax rotation within 
12 iterations and explained 62% of variance (rotation by the Direct Oblimin method 
produced a solution that failed to converge in less than 25 iterations). Where each of 
measures from the tests loaded on the eight factors is given in Table 3.19 and full 
details of extraction values, eigenvalues, component loadings and transformation matrix 
can be found in Appendix 3 Tables A3.17 - A3.20.
Re-inspection of the scree plot suggested there may also be a five factor solution. 
Extracting five factors revealed a solution that converged using Varimax rotation within 
11 iterations, explaining 49% of variance. Rotation by Direct Oblimin converged in 25 
iterations and produced a solution that explained 49% of variance. Again where each 
of the measures from the tests loaded on the factors is given in Table 3.19 and full 
details of extraction values, eigenvalues, component loadings, transformation and 
component correlation matrices can be found in Appendix 3 Tables A3.21 - A3.26.
The results from the PCA failed to reveal a satisfactory component solution. For the 
initial 11 factor solution many of the measures loaded on multiple factors and the 
rotation failed to converge. Varimax rotation of the 8 factor solution explained only 62% 
of variance and a number of the measures loaded on more than one component. Some 
of the groupings appeared to be logical, reaction time to the verbal and spatial 'n' backs 
grouped together, as did the accuracy measures to most of the more difficult versions of 
the *n’ backs and response time on the Trails A and B. The five factor solutions also 
revealed some groupings of tests that one would expect to share similar variances in 
performance. However, for all of the solutions there were measures that separated 
from those one would expect them to be associated with, and it was not possible to 
accurately describe the different components at the cognitive level. For this reason the 
factors themselves were not correlated with the measures of individual differences.
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Test Measure 11 Factor 8 Factor 5 Factor 
Var 6 Factor Obi
SRT RT 3, 1 3, 8,4 3 3Corr 3 3 3 3CRT RT 3,9 3,2 3, 5,2 3,5Corr 3 3 3 3SART RT 1,2 5, 1 1 1Om 1,5.9 4,2 2 2,5Trails A RT 1,2 2,4 2 1
Err 3, 4.7 3,5 3 3,4Trails B RT 1.2 2, 1,4 2, 1 2. 1Err 3 3 3 3,4Digit Span RT 1,5, 6. 10 4 5 5Corr 2 8,2 2 2
PVSAT RT 1,8,7 8,2 2 2Corr 1,2, 10 2 2 2
Verbal O' back RT 1,2,3 1,5 1 1Corr 11,7 6
Verbal'T 
back
RT 1 1 1,4 1
Corr 5, 6,2 6 5 5
Verbal '2' 
back
RT 1,2 1 1.4 1Corr 2, 1 2 2 2Verbal '3' 
back
RT 1,4,2 1 4, 1 1,4Corr 2 2 2 2Spatial 'O' back RT 1.2 1,5 1 1Corr 6 8, 6,7
Spatial'T back RT 1 1 1,4,2 1Corr 6, 2, 7, 10 6 2,5 2
Spatial '2' 
back RT 1,5 4, 7, 1 4. 2, 5, 3 5, 3, 4, 2Corr 5, 1,7, 10, 2,9 4,6 2 2Spatial '3' 
back
RT 1,4,5 1 4 4, 1Corr 2, 1 2 2 2Semantic
Classification
RT 1,9 7 1 1,4
Corr 9, 5,8 7 1 1
SemanticRecognition
RT 1,7,4 5, 4, 1 1.5 5. 1Corr 8, 4,5 8,4 5 5
Visual
Classification
RT 4,1 5,7 1,4 4, 1,5Corr 8, 10 7,5 5,3 5VisualRecognition RT 2. 1 5, 1 1,5 5, 1Corr 10 8 4 4
Table 3.19 Measures from the cognitive tasks and the factors that they loaded on (loading 
values > 3) for the Principal Components Analysis, where measures loaded on 
more than one factor the factor with the highest value is given first in the table
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3.5.3 Discussion
The results from the PCA failed to reveal a satisfactory component structure that would 
enable correlation between the factors and the measures of individual differences. It 
was hoped PGA would reveal common variance between behavioural responses to the 
different cognitive tasks that could be explained at the cognitive and / or neuroscientific 
level. Chapter 2 demonstrated that many of the tests within each cognitive group (e.g. 
attention) produce activity in similar areas of the brain, however, the results from the 
imaging studies also revealed that there are many areas of the brain that are active 
across all of the cognitive tests e.g. BA6. The correlation analysis showed that there 
were many significant associations between the different measures taken from the 
cognitive tests. These relationships suggest that the processing necessary to complete 
the tests demonstrates some degree of commonality, and could also share underlying 
brain mechanisms.
Although a sample size of 92 is adequate to conduct PCA a larger sample size may 
have been able to reveal a more satisfactory factor solution. The close relationship 
between the tests may have meant that it was not possible to identify clear factors or 
discriminate between the results from the different cognitive tests. A larger sample size 
or more practice sessions before the baseline measures may have produced more 
consistency In the results.
The correlations showed that performance on Raven’s Progressive Matrices and NART 
was associated with measures of accuracy from the cognitive tasks, including more 
difficult versions of the ‘n’ back. This is consistent with previous work that has looked at 
the relationship between the ‘n’ back and measures of ability. Measures of full scale 
and performance IQ have been shown to correlate with 1-3 back versions of the spatial 
task (Hockey et al., 2004). Gevins and Smith (2000) were able to show that high ability 
participants (as measured by WAIS-R) were faster and more accurate in their response 
to the spatial ’0’ and ‘2’ back than low ability participants. (Gevins & Smith, 2000). 
Hockey and Geffen (2004) carried out a similar study using the 0-3 back. They used 
the computerised Multidimensional Aptitude Battery, which includes mathematic, verbal 
and spatial subtests, to assess ability. At the lower levels of the ‘n’ back reaction time
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correlated negatively with performance full scale IQ, however, at the highest level 
individuals with slower reaction times tended to have higher full scale IQ scores. 
Additionally, accuracy correlated positively with performance IQ at the two and three 
back levels, but not at the 0 and 1 levels (Hockey et ai., 2004). Another study focused 
specifically on the verbal ‘3’ back and fluid intelligence as measured by Raven’s 
Progressive Matrices. In this study partial correlation analysis enabled the researchers 
to show that this relationship was not explained simply by the improved performance of 
high gf participants. Investigators looked at the effects of “lure” stimuli which matched 
the target but were presented in the adjacent position. Imaging data from the study 
showed that the level of event related activity on lure trials, in the lateral PFC, dorsal 
anterior cingulate and lateral cerebellum, correlated with gf. Specifically, individual 
variation in activity in the lateral PFC appeared to be responsible for this correlation. 
The authors suggested that the differences observed in levels of PFC activation may be 
the biological basis for individual variation In gf. Additionally, the “lure” trials are a 
specific occasion when executive control of attention is essentially in order to avoid an 
incorrect response, and it is this particular situation the authors suggest distinguishes 
between individual differences in gf at the cognitive level (Gray, Chabris, & Braver, 
2003).
The fact that many of the cognitive measures do correlate with scores on NART and 
RPM, both of which are designed to assess fluid intelligence, suggests gf may be 
important to completing the tasks. Numerous intelligence theorists have attempted to 
identify a brain basis for differences in ability. For example, Duncan and colleagues 
(2000b) investigated the idea that the processing required for g could be attributed to a 
particular area of the brain; the frontal lobes. They compared tests that involved 
functions attributed to g to tasks that did not involve these functions. Performance of 
the tasks that assessed fluid intelligence was shown to increase activation in the frontal 
lobe (Duncan et al., 2000b; Prabhakaran et al., 1997). The review conducted in 
Chapter 2 demonstrated that many of the cognitive tasks, particularly those associated 
with “executive functions”, activated areas in the frontal lobes. The correlations 
reported in this chapter could reflect the association between the tasks in terms of the 
brain areas that conduct the processing.
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In addition to the correlation between accuracy on tasks that have been associated with 
“frontal lobe” tasks and ability, high performance on Raven’s and NART also 
demonstrated a negative correlation with reaction time to the SRT, CRT and Trails A/B. 
Suggesting that participants with higher ability were able to respond more quickly to 
these tasks. The idea that neural processing speed is linked to ability has been around 
for over a century; Galton (1822-1911) was one of the earliest researchers to suggest 
mental speed was important (Stankov, 2005). Support for this theory, described as 
'mental chronometry’, can be seen in numerous studies that have consistently shown 
that that reaction time is negatively correlated with ability (e.g.(Rabbltt, Osman, Moore, 
& Stollery, 2001)).^  ^ Researchers in this area commonly assess low level psychological 
processing using what are known as elementary cognitive tasks (ECTs) such as the 
Inspection Time paradigm.^  ^ ECTs have been employed to try and identify whether 
there is a particular attribute of brain function that underlies individual differences In 
ability. In contrast to work that has focused on localising certain abilities to areas of the 
brain this research has looked at pervasive elements such as the overall neural 
processing speed.
Analysis of performance on different ability tests has shown that tests that load more 
highly on g have a stronger correlation with reaction time. The results from the analysis 
conducted here appears to support this theory, in general, the tests which correlate 
most highly with Raven’s and NART also appear to correlate highly with Simple 
Reaction Time. On the basis of this relationship Jensen (2005) put forward the theory 
that g itself is linked to mental chronometry. He suggests that the relationship has been 
disguised by factor analyses that have placed reaction time to simple tasks at the 
bottom of ability hierarchies, effectively emphasising the differences between these and 
more complex cognitive tasks (Jensen, 2005).
A number of biological mechanisms have been proposed as a basis for the individual 
differences in mental chronometry, and thus intelligence. These include the unproven 
idea that the differences lie in the speed of conductance in the peripheral nervous
The term 'mental chronometry’ was coined by Posner and described as the “..time course of information 
processing in the human nervous system” (Posner 1978 pg. 7)
IT paradigm was developed by Nettlebeck & Lally (1976) involves brief presentation of two stimuli 
differing in one dimension, task is to discriminate between the two stimuli, amount of time needed to make 
a correct discrimination is an individuals processing speed.
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system (Barrett, Daum, & Eysenck, 1990; Barrett & Eysenck, 1992), and Miller’s 
hypothesis that suggests stronger myelination of axons in the brain increases the speed 
of neural conduction and decreases errors in transmission (Miller, 1956). More recently 
it has been suggested that network connections made in response to sensory stimuli 
during the development of the brain underlie these differences. As such, a brain that is 
more adaptable in terms of its connectivity may also demonstrate characteristics such 
as speeded processing (Garlick, 2002).
In a review of fMRI research Newman & Just present a comprehensive theory of neural 
processing that provides a neural basis for fluid intelligence (Newman et al., 2005). 
Like Garlick they examine the differences in neural networks and the adaptive ability of 
the brain in response to changes in sensory input to improve efficiency. In their paper 
they discuss four operating principles and the evidence that supports the idea that 
these are the basis of individual differences in processing ability:
1. Each area of the brain has a limited processing ability, processing requires 
energy. Resource capacity and energy requirements / efficiency could vary 
between individuals.
2. Composition of a neurocognitive network associated with a task adapts
according to demands. Efficiency of these changes may vary between 
individuals.
3. Communication and co-ordination between areas within the neurocognitlve
networks associated with a task could influence individual differences in ability.
4. Variations in the quality of connections in terms of the neurons themselves could
contribute to individual differences.
The fMRI evidence reviewed by Newman and Just (2005) supports their arguments that 
the processing capacity, dynamic adaptation of neural networks, functional and 
anatomical connectivity as well as the specialisation of particular regions combines to 
form the basis of individual differences in ability. Thus, the basis for fluid intelligence is 
an adaptive flexible neural system.
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Although, there were a couple of correlations between personality traits and the 
cognitive tests, in general, the absence of association supports previous work. 
Eysenck’s theory of personality presented intelligence as orthogonal to personality; 
individual differences in behaviour were not accounted for by an intelligence factor 
(Blakemore, 1967). However, Eysenck did relate differences in performance on some 
cognitive tests to aspects of personality, for example, effects of stress on the 
performance of individuals with high N scores has been shown on some cognitive tests. 
This relationship can be considered a U shaped function and is demonstrated in results 
that show that increasing the speed of presentation on a task increases the error rate of 
high N individuals (Eysenck, 1967). These results suggest that in some cases 
personality and test performance can be related. In recent years the investigation of 
potential links between personality and intelligence has regained popularity and 
research has focussed on associating certain cognitive abilities with distinct personality 
traits (Bonaccio & Reeve, 2006).^“^ Studies which have focussed on the links between 
general intelligence and personality have largely supported the idea that g is not 
associated to non-cog nitive traits (Zeidner & Matthews, 2000). Results from large 
participant groups have shown that, at best, individual personality traits have only low 
level of association to intelligence (Ackerman et al., 1997).
In addition to attempting to uncover a brain basis for intelligence, imaging methods 
have also been used to investigate differences in brain activity associated with different 
personalities. Researchers have looked at the brain activity of Individuals during the 
resting state using fMRI; comparison of these results and scores on the EPQ-R 
revealed correlations between E and P and different patterns of brain activity. 
O'Gorman and colleagues (2006) found levels of extraversion correlated positively with 
activity in the basal ganglia, thalamus, inferior frontal gyrus and cerebellum. 
Conversely levels of psychoticism correlated negatively with activity in basal ganglia 
and thalamus. The authors suggested that the relationship between E and the frontal- 
thalamic regions may be the basis of the individual differences in cortical arousal 
between introverts and extroverts. The results also supported previous work that has 
found a relationship between psychoticism and activity in the basal ganglia (O'Gorman 
et al., 2006).
For a detailed review which includes the historical research in this area please see (Ackerman &
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Further research has looked at the relationship between personality traits and brain 
activity during the completion of cognitive tasks. Haler and colleagues (1987) had 
twenty-seven participants complete the EPQ-R and a continuous performance test. 
Like O’Gorman they found that E was associated with increased activity in some brain 
regions including; caudate, putamen, frontal and temporal areas. P was associated 
with decreased rate in basal ganglia and thalamus (Haier, Sokolski, Katz, & 
Buchsbaum, 1987). More recently, Kumar! and colleagues Investigated the possible 
relationship between personality traits and brain activity during the verbal n’ back. 
They focussed on task related activity in the ACC and DLPFC; results showed that the 
increase in activity observed in these areas at higher levels of the task was related to 
scores on the extraversion scale. The degree of increase in activity in response to 
higher cognitive demand was lower for participants with lower E scores (Kumari, 
Ffytche, Williams, & Gray, 2004).
The results from this Chapter demonstrate clearly that individual differences do appear 
to be associated with performance on the cognitive tasks. Differences in ability and age 
can affect both reaction time and accuracy on many of the tasks. However, the 
measures of personality, mood, anxiety and workload do not appear to demonstrate 
consistent links to performance. Although the measures from the cognitive tests were 
related to one another it was not possible to identify an underlying factor structure. The 
tests themselves are robust demonstrating good levels of test-retest reliability. There 
were practice effects on many of them showing that participants were able to improve 
their performance between test sessions. Review of the literature demonstrated that 
there are many factors which can have subtle affects on the brain activity observed 
when completing cognitive tasks including: practice, ability and personality.
Heggestad, 1997).
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Chapter 4 -  Effects of militarily relevant RF EMF on cognition: Experiment 1
The aim of the first study was to investigate the effects of two militarily relevant RF
EMF signals on human cognitive performance. The structure of the chapter is
detailed below:
4.1 Introduction: Previous work in the public domain suggests there may be 
acute effects of RF EMF exposure at levels within the guidelines, however, 
the signals used in these studies have primarily been those produced by 
mobile phones. The frequencies and signal modulations of military 
communication systems are very different to mobile phones, the effects such 
sources may have on human cognition are unknown.
4.2 Materials and Methods: Two Continuous Wave (CW) RF EMF signals 
were investigated; a High Frequency (HF) and Very High Frequency (VHF) 
RF EMF signal (29MHz and 75MHz). Forty-eight male volunteers were 
trained on a battery of cognitive tasks; these were completed on three test 
days (0930-1 lOOhrs), each of which was separated by a period of 72 hours. 
Performance on the cognitive tasks was assessed, and compared to 
performance during a sham exposure control condition. Subjective self- 
assessments of mood-state, perceived workload and symptoms were also 
recorded.
4.3 Results: The results from the study indicate that exposure to RF EMF (29 
and 75MHz) did not significantly affect performance on the majority of the 
cognitive measures. Statistically significant results were observed on only 
two of the twenty-two cognitive tasks; the Sustained Attention to Response 
Task (SART) and Visual Recognition. On both of these there was a 
significant decrease in response latency when participants were exposed to 
the HF RF EMF (29MHz) condition, only on the SART was there a 
corresponding decrease in response accuracy. There were no effects of 
condition on the subjective measures.
4.4 Discussion: The findings are interesting but should not be considered 
evidence of a robust effect on overall cognitive performance.
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4.1 Introduction
The studies reviewed in the introductory chapter suggest RF EMF signals used by 
the Global System for Mobile communications (GSM) may have an effect on 
cognitive performance. The exposures used to investigate these effects are all well 
within current International RF EMF exposure guidelines (ICNIRP, 1998). These 
guidelines are based upon well-defined thermal effects and include a ten-fold safety 
factor to ensure there are no adverse effects from heating. Evidence from in vitro 
and in vivo research suggests there may be athermal biological effects of exposure 
at levels within the existing guidelines; however, these effects remain unproven 
(Schirmacher et al., 2000; Salford et al., 2003; Tattersall et al., 2001; Lai et al., 
1989).
Cognitive effects have been observed on a variety of tasks assessing different areas 
of cognitive function (psychomotor function, attention and working memory). Effects 
observed have included a decrease in response latency (participants responded 
more quickly) on simple reaction time, choice reaction time, vigilance, TMTB, 
subtraction, and working memory span tasks under exposure conditions (Preece et 
al., 1999; Koivisto et al., 2000a; Koivisto et al., 2000b; Edelstyn & Oldershaw, 2002; 
Smythe & Costall, 2003; Curcio et al., 2004; Keetley et al., 2006). The opposite 
effect, an increase in response speed under exposure conditions has also been 
reported on simple reaction time, 4 choice reaction time and TMTA tasks (Keetley et 
al., 2006). In addition to effects on response speed, there have also been effects on 
accuracy including; an increase in erroneous responses to choice reaction time and 
Sternberg memory tasks (Krause et al., 2004; Preece et al., 1998) and, conversely, 
an improvement in accuracy on vigilance, and spatial memory tasks (Koivisto et al., 
2000a; Smythe & Costall, 2003).
Studies which have used EEG methodology to detect changes in neural activity 
resulting from RF EMF have also produced results which suggest an effect. 
Although the majority of studies have not found significant differences between 
conditions on behavioural responses, phase-locked neural responses to auditory 
and visual oddball, auditory evoked responses and working memory tasks have 
been reported to be altered by the RF EMF field (Croft et al., 2002; Hamblin et al., 
2004; Jech et al., 2001; Maby et al 2005; Krause et al., 2000a; Krause et al., 2000b; 
Krause et al., 2004; Papageorgiou et al 2006).
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Any suggestion that there are effects of low level RF EMF exposure on cognitive 
performance is of concern to the Ministry of Defence, due to the implication that the 
use of current military communication and radar systems could affect operational 
performance. Within the UK armed services there is a wide range of in-service RF 
EMF equipment ranging from HF voice / data communication systems to radar band 
units. Of the three services, the Army has the highest number of units in service; 
personnel frequently use manpack and vehicle mounted RF EMF systems in order 
to perform their day to day duties.
The systems used by the Army operate within the HF, VHF and UHF wave bands 
with both continuous and modulated waveforms. Work addressing these specific 
waveforms has not been conducted to date, however, there has been little 
consistency in the exact frequency used to investigate the effects of mobile phones 
and significant results have been reported at 895MHz, 900MHz, 902MHz, 915MHz, 
916MHz, 1800MHz, 1870MHz and 1900MHz. Furthermore, effects of RF EMF on 
cognition have been reported at lower frequencies such as 50Hz.
Participants exposed to continuous wave (CW) RF EMF at 50Hz demonstrated a 
decrease in accuracy of performance to delayed word recognition and choice 
reaction time tasks (Preece et al., 1998). Crasson and colleagues (2003) also 
looked at a 50 Hz signal transmitted both as a CW and intermittent signal. Two 
studies were conducted under double blind conditions (/? = 20, n=  18). Both studies 
employed a wide variety of cognitive and electrophysiological measures.^® Results 
demonstrated no significant effects on the subjective measures, however there was 
some modification of the ERP amplitude in response to the selective attention task, 
and there were also effects on the latency of response to the signal detection task in 
the second study. Although there did appear to be some difference between real 
and sham exposure the authors suggested the results should be interpreted with 
caution because they appear to be subtle, intermittent and specific to limited aspects 
of cognitive functioning (Crasson, Legros, Scarpa, & Legros, 2003).
^  Measures used in study 1 Included POMS, State-Trait, Visual Analogue Scales, D2-attention test 
(before and after exposure). Auditory Verbal Learning Test, Digit Span (during exposure), and 
electrophysiology measures: Visual Evoked Potential, Mismatch Negativity, dichotic listening task. 
Contingent Negative Variation (done after exposure). Measures in study 2 VAS, STAI (before and 
after), Stroop test (during exposure), electrophysiology measures: dichotic listening, visual oddball, 
CNV (done after exposure).
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Although the research above addresses frequencies that are considerably lower 
than the in service equipment used by the army, it is important in that it suggests 
that effects are not limited to a specific frequency or waveform and may operate 
across the RF EMF spectrum. In order to address the lack of data on frequencies 
used by the military the aim of this first study was to investigate specific RF EMF 
communication systems commonly used by military personnel. The focus of the 
study was systems used by the Army.
To address the criticisms made of previous research the battery of tasks described 
in chapter 2 identified as specifically engaging brain processes associated with 
working memory, attention, classification, recognition and recall was employed in 
the study. An experimental exposure system was used to replicate the 
communication system signals, and full dosimetry assessment to define the 
exposure was carried out. The study was conducted under repeated measures 
double-blind conditions, with a minimum of 72 hours between test sessions.
The aim of the study was:
• To identify RF EMF that personnel are routinely exposed to from in-service
Army communications equipment
• To select the most appropriate systems to replicate in the experimental 
environment
• To design an experimental set-up that provided realistic exposure to RF EMF
• To accurately simulate militarily relevant RF EMF and ensure exposure was
consistent throughout
• To identify whether the militarily relevant RF EMF produced acute effects on 
human cognitive performance
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4.2 Materials and Methods
4.2.1 Participants
Forty-eight male volunteers completed the study, giving a study power of 81%, at p 
< 0.05, to detect previously published statistically significant reductions in reaction 
time pre/post treatment as a critical effect difference (Koivisto et al., 2000b). Sixteen 
Servicemen and 32 staff members participated in the study. Age ranged from 20 -  
43 years (mean 28 years), weight from 52-121 kg (mean 83 kg) and height from 
1.55 -  1.98m (mean 1.77m). All participants were right handed; scores on the 
Edinburgh Handedness Inventory ranged from 41 -  100% right handed (mean 
86%). All participants owned a mobile phone, the average length of ownership was 
56 months (range 10-120 months), participants reported using their mobile phone 
for an average of 18 minutes a day (range 0 -120  minutes).
Prior to the study all volunteers underwent a standard medical assessment 
consisting of medical history, clinical examination, respiratory function test, 
electrocardiogram, urinalysis, haematology, plasma biochemistry and screening for 
hepatitis B surface antigen.
Participants were studied in pairs, in intakes of either two or four, over a period of 
two weeks.
4.2.2 Design
A double blind, within subject design was followed using repeated measures. There 
were two RF EMF conditions (29MHz & 75MHz signals) and one sham control. 
Conditions were counterbalanced using a Latin square.
4.2.3 Conditions
A survey of in-service communication systems in the Army was conducted to select 
the most appropriate systems for replication in the experimental environment 
(Evans, 2003). Two systems were chosen on the basis of the number of units in 
operation and the peak output power of those units. The first was a HF man pack 
unit that transmits CW and modulated signals between 2 and 30MHz. The second
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was a commonly used VHP vehicle mounted system that transmits between 30 and 
76MHz with narrow band frequency modulation. Two signals generated by these 
systems were selected to be replicated in the experimental environment; a HF RF 
EMF signal (29MHz) and a VHP RF EMF signal (76MHz). Both signals were 
transmitted as a continuous wave radiated at 15-20W.
4.2.4 Exposure system
An experimental exposure system was used in the study. This consisted of an 
Agilent E4432B signal generator feeding a Schafner CBA9423 RF power amplifier. 
The output of the amplifier was monitored throughout exposure by using an 
Amplifier Research directional coupler model DC3400, an Agilent E4417A power 
meter and two Agilent E9304A power sensors. Both the forward and reflected 
power levels were monitored to compare to the field strength levels and dosimetric 
measurements. Additionally, a NARDALERT XT personal exposure alarm was 
placed between the volunteers to monitor field levels and ensure exposure was 
within international guidelines (ICNIRP 1998).
Aerials used for radiating the RF field were custom built RadioWay Ltd. shunt fed 
quarter wave monopoles with a ground plane constructed of 90 radiais of 10 metres 
in length equally spaced at 4 degrees. The aerials were matched to 500 and were 
fed via a coaxial cable. This formed a uniform and stable near and far field. A 
schematic of the system is given in Figure 4.1.
Field strength was monitored using a Narda 8718B-survey meter, 8733D H-field 
(magnetic field) probe and 8762D E-field (electric field) probe. Measurements were 
always taken at three points; the head, the small of the back, and the feet. Weekly 
E-field measurements demonstrated mean values for the 29.725 MHz signal of 16 
V/m (range 9-81 V/m), 30.2 V/m (range 22.5 - 110.1 V/m) and 4.3 V/m (range 1 -
24.6 V/m) at the head, back and feet positions respectively. Values for the 75.9 
MHz signal were 8.7 V/m (range 2.5 - 42.2 V/m), 20.3 V/m (range 6 - 82.2 V/m) and
18.6 V/m (range 8.9 - 72 V/m) at the head, back and feet positions.
199
Laser Printer
Power Sensors
Power Meter
Amplifier
Spectrum
Analyser
Signal
Generator
Monopole
Antenna
Tent
Control
Room
Directional
Coupler
Figure 4.1 Schematic of exposure set-up
Prior to the start of the study independent field strength checks were carried out by 
the DstI Radiological Protection Service (DRPS), maximum E and H-field readings 
obtained for the two signals are detailed in Table 4.1. Dosimetry was carried out 
using two whole body RF dosimetry phantoms seated in the volunteer positions. The 
phantoms were filled with an appropriate stimulant, as specified by Chou and 
colleagues (1984). Temperature measurements were carried out over an eight- 
minute period using a Luxtron 790 with fluoroptic probe SEL-2M. The first two 
minutes gave the pre-exposure baseline and the rate of temperature rise during the 
following six minutes of exposure was then used to calculate the Specific Absorption 
Rate (BAR). Maximum BAR values for the head measured at a depth of 100mm 
were calculated as 1.71 W/kg for 29MHz and 1.49 W/kg for 75 MHz, demonstrating 
that EMF exposure was well within international guidelines (ICNIRP 1998).
29MHz 75MHz
E Field 52.09 V/m 56.61 V/m
H Field 71 mA/m 136 mA/m
Table 4.1 Maximum readings taken of the E and H-field
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4.2.5 Test day procedures
Identical procedures were followed on all three of the test days. Each test day was 
separated by a period of 72 hours. An outline timetable of the two-week study 
period is shown in Table 4.2.
Week 1
Sunday Monday Tuesday Wednesday Thursday Friday Saturday
Arrive Briefing
Entry
Medical
Consent 
Training on 
Tasks (Gp 1)
Training on 
Tasks (Gp 2)
Ability
Measures
Test Day 1 
(Gp1)
Test Day 
1 (Gp2)
Week 2
Sunday Monday Tuesday Wednesday Thursday Friday Saturday
Test Day 2 
(Gpl)
Test Day 2 
(Gp 2)
Test Day 3 
Exit Medical 
(Gp 1).... .
Test Day 3 
Exit Medical
(GP2).....
Table 4.2 Two-week test period timetable
Test day procedures are detailed in Table 4.3. There were two RF personnel who 
arrived on site half an hour before the test session began to set-up the RF condition. 
The experimenter was blind to the conditions throughout the trial and arrived 20 
minutes later to check that the RF personnel were ready and set-up the computers. 
The volunteers then arrived, removed any metal jewellery or belts and went straight 
to the tent. They were breathalysed then filled in the pre-test questionnaires whilst 
seated at the computers. Once the questionnaires were complete the experimenter 
used a two-way radio to signal to the RF personnel that the session should 
commence, the RF personnel confirmed when the six-minute equilibration period 
started. During testing volunteers were seated at computers back to back, the 
source of the RF EMF emission was located mid-way between them at a distance 
determined by the SAR measurements. The antenna was covered in black plastic 
tubing to ensure double-blind conditions. The set-up is pictured in Figure 4.2. Once 
the volunteers had completed the cognitive testing the experimenter used the two- 
way radio to Inform the RF personnel that the session was complete and they then 
confirmed that the system had been switched off. The volunteers then completed 
the post-test questionnaires and had their Jewellery etc. returned to them. As soon 
as they left the site the experimenter switched the computers off. Once the 
experimenter had left the site the RF personnel then shut-down the RF system.
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Time Procedure Duration
0930 Arrive 5 minutes
0935 Breathalyse, remove jewellery / metal belts etc 5 minutes
0940 Subjective measures: PANAS, STAI 5 minutes
0945 RF (or sham) exposure equilibration period 6 minutes
0951 Commence cognitive tests -  Block 1 25 minutes
1016 Block 2 25 minutes
1041 Block 3 25 minutes
1106 Subjective measures: PANAS, STAI, NASA TLX, 
Symptom questionnaire
10 minutes
1116 Return jewellery etc. 5 minutes
1121 End of test session
Table 4.3 Test-day procedures
m rnuK)
Figure 4.2 Test-day set-up
The study was carried out in accordance with the requirements and procedures 
stated in protocol CBD VP 098/03, (granted ethical approval in March 2003 by the 
CBD Independent Ethics Committee), in addition to the principles of: the Declaration 
of Helsinki (2000), the Guidelines of the Royal College of Physicians of London 
(1996) and the British Psychological Society (1993).
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4.2.6 Cognitive and psychomotor performance measures
The following tests from the battery detailed in Chapter 2 were administered in a tent 
in free space away from any buildings. Simple and Two-Choice Reaction Time 
(SRT/CRT), Visual Search, Sustained Attention Response Task (SART), Symbol 
Digit Modalities Test (SDMT), Trails A & B (TMTA/B), Working memory ‘n’ back 
(verbal and spatial), Digit Span, Paced Visual Serial Addition Task (PVSAT), Visual 
and Semantic Classification, Visual and Semantic Recognition and SDMT Recall. 
The tests were administered in three blocks (see Appendix 4), the order of which 
was counterbalanced between participants according to a Latin square. The tests 
within a block ran automatically using MS-DOS batch files, the experimenter 
manually switched between test blocks. Participants were trained on the cognitive 
tasks prior to test days and baseline measures of performance were taken following 
completion of training. Responses to each task were made using only the right 
hand index finger. The keyboard was laid out with a number of keys obscured and 
keys used to respond to the tasks were marked out as in Figure 3.1.
4.2.7 Subjective measures
Participants completed the state-trait anxiety scale Y-2 and positive and negative 
affect schedule pre and post test. They also completed the NASA-TLX and a 
symptom rating scale post-test (see Appendix 5).
4.2.8 Statistical analysis
Cognitive tasks: Repeated measures analyses of variance (ANOVA) were used to 
identify any changes in performance on the cognitive tasks between test conditions 
(Sham, 29MHz and 75MHz), the Bonferronl adjustment was used for pairwise 
comparisons.
Subjective measures: Self reported mood and anxiety states and subjective 
assessments of workload were analysed using repeated measures analysis of 
variance (ANOVA) to identify any changes in subjective assessments between test 
conditions. The results from the symptom rating scale are described.
203
4.3 Results
4.3.1 Psychomotor Function
4.3.1.1 S im ple I Choice Reaction Tim e
Figure 4.3(a) reaction times are plotted for each of the three repetitions of the SRT 
and CRT tasks during the test session. Figures 4.3(b) and (c) reaction times are 
plotted by condition for the three times participants completed the SRT and CRT 
tasks during each test session.
Mean RT by Repetition for SRT and CRT
750
(0 700
0) 6 50  E
□ CRT
t= 550
n? 5 0 0
Repetition
Figure 4.3(a) Mean RT Is plotted for SRT and CRT tasks for each of the three repetitions of 
the task on test days. Error bars Indicate SEM. (n = 46)
Reaction times in simple (SRT) and two-choice (CRT) tasks were measured in each 
of the three blocks of tasks for each test session. Prior to full analysis, these were 
screened by removing latencies 3 s.d. longer than each participant’s mean (<2% of 
responses removed across conditions). Of the remaining data only the latencies for 
correct responses were analysed further. A repeated measures ANOVA with 
condition (Sham/29MHz/75MHz), repetition (1/2/3), and type (simple/choice) as 
within subject factors was performed on the RTs.
There was a significant effect of type on reaction time (F(1,45) = 332.78, p < 0.001). 
Inspection of Figure 4.3(a) shows that responses to the CRT are slower in 
comparison to responses to the SRT. There was also a reliable effect of repetition 
on RT (F(2,90) = 8.29, p < 0.001) and this effect was linear (F(1,45) = 9.91, p < 
0.005). Reaction time increases across the three repetitions of the task.
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Figure 4.3(b) Mean RT Is plotted for each of the three RF EMF conditions for each time the 
SRT task was completed on a test day. Error bars Indicate SEM. (n = 46)
There was no significant effect of RF EMF on RT to the tasks (F(2,90) = 0.52, p = 
0.60) nor an RF EMF x repetition interaction (F(4,180) = 0.42, p = 0.79). There was 
a RF EMF x type interaction which just reached significance (F(2,90) = 3.12, p <  
0.05), this was neither linear nor quadratic.
Mean RT to CRT by EMF Condition At Each Task Repetition
750
« 700
tt> 650
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oc 500
■  Sham
■  29MHz 
□  75MHz
450
Repetition
Figure 4.3(c) Mean RT Is plotted for each of the three RF EMF conditions for each time the 
CRT task was completed on a test day. Error bars Indicate SEM. (n = 46)
Mean number of correct responses on the SRT and CRT tasks was also analysed 
using repeated measures ANOVA with condition (Sham/29MHz/75MHz), repetition 
(1/2/3), and type (simple/choice) as within subjects factors. In contrast to the 
reaction time results there was no reliable effect of repetition on accuracy (F(2,90) =
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2.33, p = 0.12), or a significant effect of type (F(1,45) = 0.64, p = 0.43). Participants 
made very few errors on both of the tasks and the number of errors made did not 
increase across the test session. There was no significant effect of RF EMF on 
correct responses to the tasks (F(2,90) = 0.97, p = 0.38), no significant RF EMF x 
repetition interaction (F(4,180) = 0.12, p = 0.98) or RF EMF x type interaction 
(F(2,90) = 1.77, p = 0.18).
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4.3.2 Attention
4.3.2.1 Visual Search
Figures 4.4(a) and (b) mean response time on the visual search task is plotted for 
both feature and conjunction searches with number of letters in array across 
conditions, Figures 4.4(c-f) the same parameters are plotted for each of the 
conditions. A 3x3x2x2 ANOVA was calculated with within subjects factors of 
condition (Sham/29MHz/75MHz), Array number (5/15/30), Search (conjunction/ 
feature) and Target (present/absent) for both reaction time and correct response.
Mean RT to Feature and Conjunction Searches with Target 
Absent by Number of Dis tracte rs in Array
« 2000
.5 1500
§9. 1000
■ Conjunction 
□ Feature
15
Number in Array
30
Figure 4.4(a) Mean RT to feature and conjunction searches with target absent, plotted by the 
number of distracters In the array. Error bars Indicate SEM. (n = 46)
There was a significant effect of the number of distracters in an array (F(2,90) = 253, 
p < 0.001), inspection of Figures 4.4(a) & (b) demonstrates that reaction time 
increases as the number of distracters in an array increases. This is evident for 
both types of search whether the target is present or absent, however the effect is 
more prominent on target absent searches.
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Mean RT to Feature and Conjunction Searches with Target 
Present by Number of Distracters in Array
^  2000 E
.i  1500
ts 1000
■  Conjunction 
□  Feature
15
Number In Array
30
Figure 4.4(b) Mean RT to feature and conjunction searches with target present, plotted by 
the number of distracters In the array. Error bars Indicate SEM. (n = 46)
There was also a reliable difference between response times to the two types of 
search (feature and conjunction) (F(1,45) = 3.92, p < 0.05), response times to 
conjunction searches are slightly longer than to feature searches. There is a clear 
difference between reaction time to searches when the target is present compared 
to when it is absent (F(1,45) = 200, p < 0.001); reaction time is faster when the 
target is present. There was no significant effect of RF EMF on response speed 
(F(2,90) = 0.06, p = 0.94), there were also no significant interaction effects between 
RF EMF and array number, type of search or target ((F(4,180) = 0.23, p = 0.92), 
(F(2,90) = 0.23, p = 0.80), (F(2,90) = 0.05, p = 0.94)).
Similar numbers of correct responses were made on the task regardless of the 
variations in parameters (mean 92% accuracy s.d. 0.84% for correct responses 
across all conditions). The only reliable difference observed in correct responses 
was between conjunction and feature searches (F(1,47) = 3.96, p < 0.05), this only 
just reached significance; mean accuracy on conjunction searches (92%), and 
feature searches (91.81%) was very similar.
There was no significant effect of RF EMF condition on correct responses (F(2,94) = 
0.35, p = 0.71), there were also no significant interaction effects between RF EMF 
and array number, type of search or target ((F(4,188) = 1.72, p = 0.15), (F(2,94) = 
0.13 , p = 0.88), (F(2,94) = 0.70, p = 0.50)).
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4.3.2 2 Sustained Attention to Response Task
Figures 4.5(a) RT data and (b), commission and omission errors are plotted for each 
condition.
Reaction time (RT) on the SART was analysed using a 3 x 2 repeated measures 
ANOVA with within subject factors of condition (Sham/29MHz/75MHz) and RT 
(correct ‘go’ RT and commission error RT). Commission errors were reliably faster 
than correct responses (F(1,41) = 42.44, p < 0.001), however, overall response 
speeds were equivalent across RF EMF conditions (F(2,82) = 1.31, p = 0.27).
Mean RT Correct and Commission Error Response Speed by 
Condition
400
350
300
" 250
Sham 29MHz
Condition
75MHz
■  Correct Response 
□  Commission Error
Figure 4.5(a) Mean RT is plotted for each of the three RF EMF conditions for Correct ‘GO’ 
and Commission-error responses on the SART. Error bars indicate SEM. (n = 
42)
There was an interaction effect between RF EMF and response speed (F(2,82) = 
4.04, p < 0.05), this was explored by carrying out separate analyses for both types 
of response. These showed no effect of RF EMF on commission error response 
time (F(2,84) = 0.17, p = 0.85), but a reliable effect on response times for correct 
“go” responses (F(2,90) = 4.47, p < 0.05). Post hoc comparisons showed reliable 
differences only in one case: participants responded more quickly to ‘go’ stimuli 
when exposed to 29MHz RF EMF than in sham conditions (p < 0.05).
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Mean Commission and Omission Errors by Condition
■ Commission 
□ Omission
Sham 29MHz
Condition
75MHz
Figure 4.5(b) Mean number of Commission and Omission errors plotted for each of the three 
RF EMF conditions. Error bars indicate SEM. (n = 46)
Commission and Omission errors were analysed separately with a within subjects 
factor of condition (Sham/29MHz/75MHz)^®. Effects of RF EMF on SART 
performance were evident for Commission errors (responding erroneously to a ‘no- 
go’ stimulus, F(2,90) = 3.18, p < 0.05) but not for Omission errors (failure to 
respond to a go’ stimulus, F(2,90) = 0.56, p = 0.57). Figure 4.5(b) shows that 
participants made more errors of commission when exposed to the 29MHz condition 
than in the control condition, however Bonferroni corrected post hoc comparisons 
revealed that differences between individual conditions were not statistically reliable 
(p > 0.07).
4.3 2.3 Sym bol Digits M odalities Test and SDM T Recall
Figures 4.6(a) & (b) mean response time and percentage correct responses to the 
SDMT and SDMT recall tasks are plotted for each RF EMF condition.
^ Prior to the separate analyses of errors of commission and omission the mean number of correct 
responses were analysed, this demonstrated a significant effect of condition (F(2,90) = 3.18, p <0.05), 
Bonferroni post hoc comparisons were non-significant.
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Mean RT to SDMT and SDMT Recall by Condition
w 2300
<u 2100E
IV 1500
Sham 29MHz
Condition
75MHz
■ SDMT 
□ SDMT Recall
Figure 4.6(a) Mean reaction time to the two tasks is plotted for each of the three RF EMF 
conditions. Error bars indicate SEM. (n = 48)
There was no significant effect of condition on either response latency to the SDMT 
(F(2,94) = 0.84, p = 0.44) or the SDMT recall task (F(2,94) = 1.93, p = 0.15). 
There was also no significant effect of condition on correct responses to either of the 
tasks (SDMT (F(2,94) = 0.20, p = 0.82), SDMT recall (F(2,94) = 0.49, p = 0.61)).
Mean % Correct Response on SDMT and SDMT Recali by 
Condition
Sham 29MHz
Condition
75MHz
■ SDMT 
□ SDMT Recall
Figure 4.6(b) Percentage of correct answers is piotted for each of the three RF EMF 
conditions. Error bars indicate SEM. (n = 48)
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4.3 2.4 Trails Making Test (A&B)
Figure 4.7(a) & (b) mean response time and error responses to the Trails Making 
Task (A&B) are plotted for each RF EMF condition.
Figure 4.7(a)
Mean RT on Traii Making Task (A&B) by Condition
900
■ Trails A 
□ Trails B
Sham 29MHz
Condition
75MHz
Mean reaction time for correct responses is plotted for each of the three RF 
EMF conditions. Error bars indicate SEM. (n = 48)
A 3 X 2 repeated measures ANOVA was performed on response time and error rate, 
with condition (Sham/29MHz/75MHz) and type (TMTA/TMTB) as within subject 
factors. The results demonstrated a significant effect of type on RT (F(1,47) = 43.18, 
p < 0.001) examination of Figure 4.8(a) shows that RTs to TMTB are longer than 
those to TMTA, however there was no effect of type on error rate (F(1,47) = 0.001, p 
= 0.97). There was no significant effect of RF EMF on either reaction time (F(2,94) 
= 0.03, p = 0.97) or error rate (F(2,94) = 0.59, p = 0.56), nor was there an interaction 
effect between RF EMF and type (reaction time (F(2,94) = 1.59, p = 0.21), error rate 
(F(2,94) = 1.39, p = 0.26)).
213
7
6
5
I:
2
1
0
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Figure 4.7(b) Mean number of errors is plotted for each of the three RF EMF conditions. 
Error bars indicate SEM. (n = 48)
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4.3.3 Working memory
4.3.3.1 Verbal and Spatial ‘n’ Backs
Figure 4.8(a) & (c) verbal ‘n’ backs and (b) & (d) spatial ‘n’ backs, mean reaction 
time to target and non-target stimuli are plotted for each condition.
A repeated measures ANOVA with condition (Sham/29MHz/75MHz), load (0/1/2/3) 
and type (targets/ non-targets) as within subject factors was performed on the 
response times and error responses for both stimulus types (verbal and spatial). 
Response time analyses were analysed for correct responses only.
Inspection of Figures 4.8(a), (b), (c) and (d) shows that response time to both 
targets and non-targets slows down as load increases. On the spatial and the 
verbal analyses this effect was significant (verbal (F(3,132) = 78.04, p < 0.001), 
spatial (F(3,114) = 107.31, p < 0.001)) and linear; verbal (F(1,44) = 98.50, p < 
0.001), spatial (F(1,38) = 160.19, p < 0.001). There was also a significant effect of 
stimulus type (i.e. target to non-target) on the verbal tasks (F(1,44) = 30.66, p < 
0.001), but not the spatial tasks (F(1,38) = 2.38, p = 0.13). Comparison of Figures 
4.8(a) and (c) reveals that reaction time to non-targets is faster than reaction time to 
targets on the verbal ‘n’ backs, and that this difference remains as task load 
increases. On the spatial 'n' back results shown in Figures 4.8(b) and (d) suggests 
that on the 'O' and ‘T back response speed to targets appears to be faster than that 
to non-targets, however at the higher loads response speed is similar to both.
The ANOVAs for both stimulus types revealed there was no significant main effect 
of RF EMF on response times (verbal (F(2,88) = 0.04, p = 0.94), spatial (F(2,76) = 
0.42, p =0.66)). There was also no significant RF EMF x load interaction (verbai 
(F(6,264) = 1.46, p = 0.22), spatial (F(6,228) = 0.73, p = 0.58)), or RF EMF x load x 
type interaction (verbal (F(6,264) = 0.99, p = 0.40), spatial (F(6,228) = 0.96, p = 
0.44)).
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Figure 4.9(a) & (c) verbal ‘n’ backs and (b) & (d) spatial ‘n’ backs, mean error 
responses to target and non-target stimuli are plotted for each condition.
For both the spatial and verbai analyses there was a significant effect of load on 
error rate (verbal (F(3,132) = 58.36, p < 0.001), spatial (F(3,117) = 31.58, p < 
0.001)). Results shown in Figures 4.9(a-d) show that the rate of error increases for 
both types of error as task load increases. There is also significant difference 
between the number of errors made to target and non-target stimuli (verbal (F(1,44) 
= 91.96, p < 0.001), spatial (F(1,39) = 71.49, p < 0.001)). On both the verbal and 
spatial tasks participants made far higher numbers of errors to target stimuli than to 
non-targets and this was evident at all task loads.
Analysis of error responses revealed no significant main effect of RF EMF on error 
rate for either stimulus type (verbal (F(2,88) = 0.04, p = 0.94), spatial (F(2,76) = 
0.42, p =0.66)). There was no significant RF EMF x load interaction (verbal 
(F(6,264) = 1.08, p = 0.36), spatial (F(6,234) = 0.33, p = 0.90)), or RF EMF x load x 
type interaction (verbal (F(6,264) = 1.23, p = 0.30), spatial (F(6,234) = 1.19, p = 
0.31)).
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4.3 3.2 Digit Span
Figures 4.10(a) & (b) mean response time and correct responses on the digit span task 
are plotted for each condition. There was no significant effect of condition on response 
latency (F(2,94) = 2.48, p = 0.09) or correct responses (F(2,94) = 0.25, p = 0.78).^^
Mean RT to Digit Span by Condition
4000
9'' A /
3500
3000
Sham 29MHz
Condition
75MHz
Figure 4.10(a) Mean reaction time is piotted for each of the three RF EMF conditions. Error bars 
indicate SEM. (n = 48)
Mean Correct Response to Digit Span
Sham 29MHz
Condition
75MHz
Figure 4.10(b) Mean correct response is piotted for each of the three RF EMF conditions. Error 
bars indicate SEM. (n = 48)
Eight correct responses equates to a digit span of six digits, nine or ten correct responses 
equates to a span of seven digits.
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4.S.3.3 Paced Visual Serial Addition Task
Figures 4.11(a) & (b) mean response time and error responses on the PVSAT are 
plotted for each condition. There was no significant effect of condition on either 
response latency (F(2,88) = 2.39, p = 0.10) or correct responses (F(2,88) = 0.14, p = 
0.87).
Mean RT to PVSAT by Condition
1400
« 1350
t? 1200
Sham 29MHz
Condition
75MHz
Figure 4.11(a) Mean reaction time for correct responses is plotted for each of the three RF EMF 
conditions. Error bars indicate SEM. (n = 45)
Mean Calculation and Omission Errors by Condition
■ Calculation
V □ Omission
Sham 29MHz
Condition
75MHz
Figure 4.11(b) Mean omission and calculation errors are plotted for each of the three RF EMF 
conditions. Error bars indicate SEM. (n = 45)
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Error responses were analysed in a 3x2 ANOVA with between subject factors of RF 
EMF condition (Sham/29MHz/75MHz) and Error type (calculation/omission). There was 
no significant effect of condition on errors overall (F(2,88) = 0.18, p = 0.84), or RF EMF 
X error type interaction (F(2,88) = 1.21, p = 0.30). Significantly higher numbers of 
calculation errors were made than omissions (F(1,44) = 31.65, p < 0.001).
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4.3.4 Classification & Recognition
4.3.4.1 Visual and Sem antic Classification
Figures 4.12(a) & (b), mean response time and accuracy plotted for visual and semantic 
classification tasks for each condition.
Mean RT to Visual and Semantic Classification Tasks
1200
0)E 1100
E 1000
800 -
■ Sham
□ 29MHz
□ 75MHz
Visual Semantic
Task
Figure 4.12(a) Mean reaction time for correct responses is plotted for each of the three RF EMF 
conditions. Error bars indicate SEM. (n = 47/46)
There was no significant effect of condition on reaction time (visual (F(2,92) = 1.22, p = 
0.30), semantic (F(2,90) = 0.87, p = 0.42)) or accuracy (visual (F(2,92) = 0.46, p = 
0.64), semantic (F(2,90) = 0.01, p = 0.99)) on the classification tasks.
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Mean Correct Response (%) to Visual and Semantic 
Classification Tasks
c 100 -H
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□ 75MHz
Visual Semantic
Task
Figure 4.12(b) Mean correct response (%) is plotted for each of the three RF EMF conditions.
Error bars indicate SEM. (n = 47/46)
4.3.4 2 Visual and Sem antic Recognition
Figures 4.13(a) & (b), mean response time and accuracy is plotted for visual and 
semantic recognition tasks for each RF EMF condition.
Mean RT to Visual and Semantic Recognition Tasks
1200
E 1100
E 1000 ■ Sham■ 29MHz 
□ 75MHz
Visual Semantic
Task
Figure 4.13(a) Mean reaction time is plotted for each of the three RF EMF conditions. Error bars 
indicate SEM. (n = 48)
There was a significant effect of condition on response latency to the visual recognition 
task (F(2,94) = 3.99, p < 0.05) -  post-hoc comparisons with Bonferroni correction 
demonstrated that this was a reliable effect, and that participants responded
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significantly faster during 29MHz exposure in comparison to both 75MHz and Sham (p 
< 0.05). There was no significant effect of condition on either response latency to the 
semantic recognition task (F(2,94) = 0.40, p = 0.67) or correct responses on either the 
visual or the semantic recognition tasks (visual (F(2,94) = 0.23, p = 0.79), semantic 
(F(2,94) = 0.66, p = 0.52)).
Mean Correct Response (%) to Visual and Semantic 
Recognition Tasks
—  100 o
■ Sham
□ 29MHz
□ 75MHz
Visual Semantic
Task
Figure 4.13(b) Mean correct response (%) is plotted for each of the three RF EMF conditions. 
Error bars indicate SEM. (n = 48)
4.3.5 Summary of Cognitive Results
The results from the cognitive tasks demonstrated that there was no significant effect of 
RF EMF on performance on the majority of the parameters measured. However, there 
was a significant effect of the HF RF EMF condition on reaction time to two of the tasks, 
SART and Visual Recognition, and on the SART there was a corresponding decrease in 
accuracy. Following completion of the analyses reported in this study an error 
calculation was carried out to investigate the implications for the adjustment of a (See 
Appendix 7). Previous studies in this area had been crititicised for failing to correct for 
the number of multiple comparisons made so it was felt appropriate that this calculation 
was carried out. If these adjusted a levels are accepted then the significant results on 
the SART and visual recognition task would no longer be reliable, however, it must be 
noted that an error calculation of this type could be considered conservative and may 
increase the risk of making a Type II error.
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4.3.6. Subjective measures
4.3.6.1 Positive and Negative Affect Schedule (PANAS)
Figure 4.14 mean raw scores on the PANAS indicating pre- and post-test subjective 
levels of Positive Affect (PA) and Negative Affect (NA) are plotted for each condition.
A 3x2x2 ANOVA was calculated with within subjects factors of condition 
(VHF/HF/Sham), time (pre/post) and affect (PA/NA). There was no significant effect of 
condition (F(2,94) = 1.62, p = 0.20) or any significant interaction effects between RF 
EMF and affect (F(2,94) = 1.29, p = 0.28), or time ( (F(2,94) = 0.32, p = 0.67). Levels 
of PA and NA were reliably different from each other (F(1,47) = 412, p < 0.001), and 
there was also a significant difference between pre- and post-test levels of affect 
(F(1,47) = 55, p < 0.001). Figure 14 below shows that levels of PA were higher than 
levels of NA, and levels of both PA and NA dropped post-test.
Mean Scores of Positive and Negative Affect Pre and Post-test
Sham 29MHz
Condition
75MHz
■ Positive Affect Pre
■ Positive Affect Post
□ Negative Affect Pre
□ Negative Affect Post
Figure 4.14 Mean positive and negative affect scores pre- and post-test are plotted for each of 
the three RF EMF conditions. Error bars indicate SEM. (n = 48)
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4.3 6.2 State-Trait Anxiety Inventory (STAI)
Figure 4.15 mean raw scores on the STAI indicating pre- and post-test subjective levels 
of anxiety are plotted for each condition. There was no significant effect of condition on 
self-reported levels of state anxiety (F(2,94) = 0.58, p = 0.56), nor was there an 
interaction effect between pre and post-test scores and condition (F(2,94) = 0.03, p = 
0.97). There was a significant difference between pre and post-test scores overall 
(F(1,47) = 5.00, p < 0.05); scores on the STAI were significantly higher post-test across 
all conditions. This can be seen clearly in Figure 4.15.
Mean STAI Raw Scores Pre and Post-test
■ Pre-test 
□ Post-test
Sham 29MHz
Condition
75MHz
Figure 4.15 Mean anxiety scores pre- and post-test are plotted for each of the three RF EMF 
conditions. Error bars Indicate SEM. (n = 48)
4.3.6 3 NASA Task Load Index (NASA TLX)
Figure 4.16 mean overall workload scores on the NASA TLX plotted for each condition.
There was no significant effect of condition on the overall subjective workload rating 
given by participants (F(2,94) = 1.00, p = 0.37). There was also no significant effect of 
condition on any of the six individual workload factors; mental (F(2,94) = 1.41, p = 
0.25), physical (F(2,94) = 0.26, p = 0.77), temporal (F(2,94) = 1.12, p = 0.33), effort 
(F(2,94) = 0.20, p = 0.82), performance (F(2,94) = 0.32, p = 0.73) or frustration 
(F(2,94) = 1.81, p = 0.17).
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Mean Overall Workload Scores
S 600
vJ 55
1 50
Sham 29MHz
Condition
75MHz
Figure 4.16 Mean overall workload scores are plotted for each of the three RF EMF conditions. 
Error bars Indicate SEM. (n = 48)
4.3 6.4 Symptom Rating Scale
There was no siginlficant effect of condition on the mean number of subjective 
symptoms reported (F(2,94) = 2.59, p = 0.08). Participants reported symptoms across 
all three of the test days, and there was an even split of reported symptoms between 
those identified from the literature that had been reported in response to mobile phones 
(160) and the distracter items (162). The six most commonly reported symptoms were: 
“difficulty concentrating during tests”, followed by “fidgity”, “lethargy”, “blurring of vision”, 
“headache” and “excessive fatigue”. There was a trend to report more symptoms on 
the sham day (136 in total), compared to the 29MHz (103 in total) and 75MHz (83 in 
total) test days. The frequency of reported symptoms can be found in Appendix 5.
As part of the symptom rating scale participants were also asked to guess which of the 
two test days they thought RF was being transmitted. The results demonstrated that 
participants were unable to determine the RF 'on' conditions. Of the 38 participants 
who guessed which two out of the three days the RF was ‘on’ only 26% guessed 
correctly.^®
“  A number of the participants refused to guess which day the RF was on as they could not discriminate 
between the days.
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4.4 Discussion
The results from this study suggested that, on the whole, exposure to two types of 
radiofrequency signals (29MHz and 75IVIHz, both at 15-20w continuous wave) does not 
significantly affect performance on a wide range of cognitive and psychomotor tasks, as 
measured by accuracy and response latency.
4.4.1 Psychomotor function
In contrast to previous studies (Preece et al., 1998, 1999; Koivisto et al., 2000a; Curcio 
et al., 2004) there was no significant effect of RF EMF on the simple and choice 
reaction time tasks. This is a particularly robust result due to the fact participants had to 
complete these tasks three times on each test day. It supports recent research that has 
found no effects on these tasks (Haarala et al., 2005; Besset et al., 2005; Russo et al., 
2006) and the non-significant result found by Haarala and colleagues when they 
attempted to replicate their previous significant finding, which had shown an effect of 
902 MHz on simple reaction time (Haarala et al. 2003b).
Participants took significantly longer to respond to the CRT task than the SRT 
demonstrating that more processing time was required for the CRT. On both of the 
tasks there was a linear increase in reaction time across the three repetitions. This 
suggests that participants were experiencing a time on task fatigue effect during the 
course of the test session. However, this decrease in alertness did not correspond with 
an effect on the accuracy rate on either of the tasks. Participants made very few 
mistakes and there were no differences between the two tasks in terms of accuracy.
There was a significant interaction effect between RF EMF and test (SRT/CRT); 
reaction times to the SRT under the 29MHz exposure appeared to be slightly slower in 
comparison to the other conditions, whereas on the CRT reaction times across all three 
conditions were very close. This effect only just reached significance and is difficult to 
interpret.
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4.4.2 Attention
There were no effects of RF EMF on visual search, a task which had not previously 
been used in this area of research. As the number of stimuli in the array increased 
there was a corresponding increase in reaction time, however, this was not 
accompanied by an increase in error rate. Previous research suggests that search time 
only increases with the number of items in an array when conducting a conjunction 
search, search time on a feature search should be independent of the number of 
distracters in an array (Donner et al., 2000). The results from this study are not 
consistent with this, search time consistently increased with set size regardless of 
whether the target was present or absent, for both feature and conjunction searches. 
This suggests that both types of search were conducted in an effortful conscious 
manner which involved participants scanning the whole array; feature searches were 
not true efficient “pop-out” searches and reaction time was actually slower to these 
searches than conjunction searches when the target was absent. In general, reaction 
time to target absent trials was a lot slower than target present, In the target absent 
trials participants had to check that all items in the array were non-targets before 
responding. The target item was always blue, so all the letters in the feature search 
array had to be checked, whereas on the conjunction searches some of the items in the 
array were green so the participant could essentially ignore all of these reducing the 
number of items to search and the time taken to respond.
On one of the attention tasks there did appear to be an effect of the 29MHz signal on 
performance. The SART was included in the current study because of its relationship 
with human error; individuals who perform poorly on the SART tend to make more slips 
and lapses in everyday attention, and be more error-prone (Robertson et al., 1997). 
The test has also been used previously in EMF cognitive research; Lee and colleagues 
(2003) described results that showed exposure to a 1900MHz field affected the speed 
at which participants responded to the task in a subsequent non-exposure test session. 
However, there was no significant main EMF effect on the task and because the 
findings rely on between-groups comparisons it is possible that they arose because of 
individual differences in the effect of practice on the task.
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Although the SART is resistant to practice effects one can see that performance does 
improve across the test days as indicated by the increase in accuracy on the three 
conditions in comparison to baseline. One strategy to improve performance on the 
SART is to slow down response time, thus increasing the time that you have in which to 
inhibit your response to the nogo stimuli. Participants appear to be adopting this 
strategy during the VHP and sham conditions; response latency slows down and the 
accuracy rate improves. However, on the HF condition participants continue to respond 
at a similar speed as on the baseline session and this affects their accuracy rate.
As discussed in Chapter 2, areas in the right hemisphere dorsolateral prefrontal cortex 
associated with the ability to self-sustain attention, and areas in the superior / posterior 
parietal cortex have been shown to be engaged whilst completing the SART (Manly et 
al., 2003). Additionally, successful inhibition of response is associated with activity in 
the right ventral prefrontal cortex, left dorsolateral prefrontal cortex and left putamen 
(Fassbender et al., 2004). It is possible that the high frequency signal penetrated the 
grey matter and affected these areas of the brain, but the biological mechanism by 
which these effects took place would be difficult to explain. If there are robust effects of 
RF EMF on the SART it is important that these are investigated further with regards to 
the potential implications for military operational performance. If the result on the 
Sustained Attention to Response Task were a true EMF effect one might have expected 
significant results on the other tasks in the test battery that require the ability to self- 
sustain attention, and engage similar networks in the brain, such as the PVSAT and the 
more complex versions of the ‘n’ back tasks. These were not seen.
There were no effects on the SDMT or SDMT recall task. Previous research had shown 
no significant difference in performance on the SDMT between mobile users and non­
users (Lee et al., 2001). Recall accuracy was high across all conditions on the SDMT 
recall (mean 85% accuracy); participants appeared to be adept at committing the 
symbols associated with the numbers to memory. The reaction time to both the SDMT 
and SDMT recall were very similar, as the mapping between symbols and numbers was 
consistent across test days there is the possibility that after a time both tests were being 
completed from memory, hence the close response times. Alternatively this could 
indicate that the time taken to scan the key and that taken to access episodic memory is
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equivalent. In the absence of self-report regarding the strategy used to complete the 
tasks it is not possible to discriminate between these two theories.
Finally, the Trails Making Test parts A and B demonstrated no effects of RF EMF on 
reaction time or accuracy. Non-significant results were also found on the pen and 
paper version of this test during exposure to mobile phone type signals (Lee et al., 
2003). The longer reaction time in response to part B demonstrates the increase in 
processing time required in comparison to part A.
4.4.3 Working memory
There were no effects on the verbal or spatial 'n' back. Previous work had shown a 
load sensitive effect of EMF on response time, with responses to the task at the highest 
level of difficulty being speeded under EMF conditions (Koivisto et al., 2000b; Krause et 
al., 2000b). An absence of significant findings supports work that has found no effects 
on the verbal *n’ backs (Haarala et al., 2003a, 2004, 2005), other verbal working 
memory tasks (Wilen et al., 2006) and spatial working memory tasks (Preece et al., 
1998, 1999, 2005).
As expected, response to the tasks did demonstrate a linear increase in reaction time 
and error rate, to both target and non-target stimuli as working memory load increased 
on both versions of the task. The results also showed that, with the exception of 
reaction time on the spatial‘T back, error rate was lower and reaction time was faster 
when responding to non-target stimuli in comparison to target stimuli, regardless of 
whether the stimuli are verbal or spatial.
In contrast to Edelstyn & Oldershaw (2002), who reported an improvement in 
performance under RF EMF conditions, no effects were found on the forward digit span. 
This supports recent research which has found no effect of RF EMF exposure on 
performance on this test (Besset et al., 2005; Keetley et al., 2006). Additionally, there 
were no significant results found on the PVSAT, this goes some way to supporting non­
significant results reported on numeric working memory and subtraction tasks (Preece 
et al., 1999, 2005; Haarala et al., 2003b; Curcio et al., 2004; Russo et al., 2006).
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4.4.4 Classification, Recognition and Recall
There were no effects observed on either of the classification tasks. Previous studies 
have also found no effects of exposure on a semantic categorization task (Koivisto et 
al., 2000a). In general, participants were faster to classify colours than words. There 
were also no effects reported on the semantic recognition task, previous work found no 
significant results on similar delayed word recall and recognition tasks (Preece et al., 
1999, 2006). There was a significant finding on the visual recognition task; participants 
responded to the stimuli significantly faster when exposed to the HF EMF condition in 
comparison to VHF or sham (p < 0.05). However, the low accuracy rates (average of 
52% accuracy across conditions) on this task, and reports during de-briefing, suggest 
that participants found this task particularly difficult to perform and were not responding 
to the task as instructed during training. Rather than being an episodic memory task it 
appeared that participants were completing it by selecting their response from one of 
four choices in an arbitrary manner.
4.4.5 Subjective Measures
There were no observable effects of RF EMF on the subjective measures of self- 
reported mood, anxiety and workload used in the study. In addition to this, participants 
were unable to tell which test days the RF EMF was on and self-reported symptoms 
were unrelated to the condition.
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4.4.6 Conclusions
The current study builds upon the findings from previous research by using two RF EMF 
frequencies of direct relevance to the military that have not previously been investigated 
in relation to human cognitive performance. The absence of significant performance 
effects on the majority of the cognitive tasks suggests that this type of RF EMF does not 
have a robust reliable effect on cognitive performance overall. However, the statistically 
significant results obtained on two of the tasks (the Sustained Attention to Response 
Task and Visual Recognition task) indicate that there may be a marginal and / or 
transient effect of RF EMF on some aspects of cognitive performance. This effect 
needs to be verified through further investigation as following error correction for 
multiple comparisons neither of the results reach significance.
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Chapter 5 -  Effects of militarily relevant RF EMF on cognition: Experiment 2
The aim of the second study was to extend the results from the first study by
investigating the effects of two further militarily relevant RF EMF signals on human
cognitive performance. The structure of the chapter is detailed below:
5.1 Introduction: Results from the first study suggested there could be effects 
of the 29MHz field on sustained attention and colour recognition memory. 
This second study attempted to extend these results by using two signals 
with different field strength and waveform characteristics to the first study.
5.2 Materials and Methods: Two RF EMF signals were investigated both 
within the Ultra High Frequency (UHF) band (a modulated 448MHz and a 
CW 1206MHz). Forty-one male volunteers were trained on a battery of 
cognitive tasks; these were completed on three test days (0930-1 lOOhrs), 
each of which was separated by a period of 72 hours. Performance on the 
cognitive tasks was assessed, and compared to performance during a sham 
exposure condition. Subjective self-assessments of mood-state, perceived 
workload and symptoms were also recorded.
5.3 Results: There were no significant differences in cognitive performance 
between sham and RF EMF exposure. There were also no effects of 
condition on the subjective measures.
5.4 Discussion: The results from the study demonstrate these signals do not 
have a robust effect on cognitive performance.
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5.1 Introduction
The results from the first military RF EMF study suggested that there may be an 
effect of HF RF EMF on some of the tasks employed. Although this is an interesting 
result the effect was not evident across cognitive performance as a whole. Due to 
the design of the first study it was only possible to look at two military RF EMF 
signals; signals from Army communications equipment were chosen. The second 
military study aimed to investigate different frequencies and waveforms using 
identical methodology.
The Royal Air Force and Royal Navy also use a wide range of RF EMF equipment in 
their daily routines ranging from HF voice/data communication systems to radar 
band units. Although there is crossover between the services in terms of the 
equipment they use there are particular systems that are used for air and sea- 
platforms. These systems tend to operate at higher frequency bands than the 
HFA/HF systems used by the Army. The focus of the second study was these 
higher frequency systems.
Although there is no research that has specifically looked at the frequencies to be 
investigated in this study (448MHz and 1206MHz) there are studies which have 
looked at similar frequencies. Lass and colleagues (2002) used a 450MHz signal 
amplitude modulated at 7Hz (SAR 0.35 W/kg). One hundred participants completed 
three tests; a modified Trail Making Test, a modified Symbol Digit Modalities Test 
and a picture-word recognition test. The study was conducted under single blind 
conditions with half of the group exposed to the signal whilst completing the tests 
and the other half sham exposed. Between-group comparisons were made to 
assess the effects of RF EMF. A significant result on the picture-word recognition 
task was found; the sham-exposed group was less accurate than the exposed 
group. Although the authors ascribed the cause of this difference to the RF EMF 
exposure, it must be noted that no attempt was made to match the participants in 
terms of ability other than the fact that all participants were university students 
(Lass, Tuulik, Ferenets, & Riisalo, 2002).
The second signal, 1206MHz, has also not been investigated before. However, 
mobile phone studies have looked at signals on either side of this frequency, and
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effects on cognitive performance or the EEG response have been reported at 
895MHz, 900MHz, 902MHz, 915MHz, 916MHz, 1800MHz, 1870MHz and 1900MHz.
To address the criticisms made of previous research the battery of tasks described 
in chapter 2 and utilised in the first RF EMF study was employed in the study. An 
experimental exposure system was designed to replicate the signals and full 
dosimetry assessment carried out to define the exposure. The study was 
conducted under repeated measures double-blind conditions, with a minimum of 72 
hours between test sessions.
The aim of the study was:
• To identify RF EMF that personnel are routinely exposed to from Royal Air
Force and Royal Navy in-service communications and radar equipment
• To select the most appropriate systems to replicate in the experimental
environment
• To design an experimental set-up that provides realistic exposure to RF EMF
• To accurately simulate militarily relevant RF EMF and ensure exposure is 
consistent throughout
• To identify whether the militarily relevant RF EMF produced acute effects on
human cognitive performance
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5.2 Materials and Methods
5.2.1 Participants
Forty-one male volunteers completed the study, giving a study power of 76%, at p < 
0.05, to detect previously published statistically significant reductions in reaction time 
pre/post treatment as a critical effect difference (Koivisto et al., 2000b). Eleven 
Servicemen and 30 staff members participated in the study. Age ranged from 18 -  
44 years (mean 28 years), weight from 6 2 -  127 kg (mean 80 kg) and height from
1.55 -  2.04m (mean 1.78m). All participants were right handed; scores on the 
Edinburgh Handedness Inventory ranged from 44 -  100% right-handed (mean 87%). 
All participants owned a mobile phone, the average length of ownership was 75 
months (range 30 -  144 months), participants reported using their mobile phone for 
an average of 21 minutes a day (range 0 - 6 0  minutes).
Prior to the study all volunteers underwent a standard medical assessment 
consisting of medical history, clinical examination, respiratory function test, 
electrocardiogram, urinalysis, haematology, plasma biochemistry and screening for 
hepatitis B surface antigen.
Participants were studied in pairs, in intakes of either two or four, over a period of 
two weeks.
5.2.2 Design
A double blind, within subject design was followed using repeated measures. There 
were two RF EMF conditions (448MHz & 1206MHz signals) and one sham control. 
Conditions were counterbalanced using a Latin square.
5.2.3 Conditions
A survey of in-service communication systems in the Royal Navy and Royal Air 
Force was conducted to select the most appropriate systems for replication in the 
experimental environment (Grose, Bowditch, Smith, & Inns, 2004). Two systems 
were chosen on the basis of the number of units in operation and the peak output 
power of those units. The first was a VHF/UHF airbourne system that transmits
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between 30MHz to 470MHz and the second was a UHF shipbourne system that 
transmits between 960MHz to 1215MHz. Two signals generated by these systems 
were selected to be replicated in the experimental environment both in the UHF 
frequency band. A 448 MHz signal transmitted on a carrier wave frequency 
modulated with a sine wave swept from 300Hz to 4KHz cycling every 2 seconds, and 
a CW 1206 MHz signal, both signals were radiated at 15-20W.
5.2.4 Exposure system
An experimental exposure system was used in the study. This consisted of an 
Agilent E4432B signal generator feeding a RF power amplifier. The output of the 
amplifier was monitored throughout exposure by using a directional coupler, an 
Agilent E4417A power meter and two Agilent E9323A power sensors. Both the out­
going and reflected power levels were monitored. The exposure contained two RF 
power amplifiers, one for each frequency studied: Amplifier Research KAW2020 and 
Amplifier Research 24S1G4.
Aerials used for radiating the RF field were custom built Q-par Angus Ltd. shunt fed 
Horn aerials. The aerials were matched to 50Q and were fed via a 10 metre coaxial 
cable. This formed a uniform and stable near and far field. The plane of 
polarization use was vertical.
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Power Sensors
Power Meter
Amplifier
SpectrumAnalyser
Horn Antenna
SignalGenerator
RF Room
Control
Room
DirectionalCoupler
Figure 5.1 Schematic of exposure set-up
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Field strength was monitored using a Narda 8718B-survey meter and 8762D E-field 
probe. Measurements were taken at three points, the head, the small of the back, 
and the feet. Two people sat in the volunteer positions whilst taking the 
measurements so that there was a representative load in both positions. Prior to the 
start of the study independent field strength checks were carried out by the DstI 
Radiological Protection Service (DRPS), maximum readings obtained for the two 
signals are detailed in Table 5.1. The H field was not measured for the 448MHz and 
1206MHz as the volunteers were in the far field condition. The E field is dominant 
and stable under far field conditions.
448MHz 1206MHz
E Field 54.99 V/m 39.98 V/m
Table 5.1 Maximum readings taken of the E-field
Measurements were also conducted using an EG&G ACD-4D(R) (serial number 32) 
D-dot sensor (for the 448 MHz signal) with an EG&G DMB-3 balun (serial number 
655) and a Prodyn AD-20(R) D-dot sensor (serial number 98) with a Prodyn BIB- 
11OOG balun (serial number 261). Both sensors were connected to a spectrum 
analyser via a PPM Ltd Point to Point analogue fibre optic telemetry link, FOL (1 
MHz to 2 GHz, 0 dBm amplification and 50 Ohm input impedance S/N 2011201). 
The 448MHz signal was measured first in the two volunteer positions then the 
antenna was changed over and the measurements for the 1206MHz signal 
undertaken. Bags of tissue simulant were used to simulate as far as possible the 
presence of volunteers. Average E-field readings at the volunteer positions were 
27.38 V/m for the 448MHz signal and 10.79 V/m for the 1206MHz signal.
Dosimetry was carried out using one whole body dosimetry phantom seated in the 
volunteer positions with a representative absorbing mass in the other volunteer 
position. The phantoms and representative mass were filled with an appropriate 
stimulant, as specified by Chou and colleagues (1984). Temperature 
measurements were carried out over an eight-minute period using a Luxtron 790 
with fiuoroptic probe SEL-2M. The first two minutes gave the pre-exposure baseline 
and the rate of temperature rise during the following six minutes of exposure was 
then used to calculate SAR. Maximum SAR values for the head measured at a 
depth of 50mm were calculated as 0.9 W/kg for 448MHz and 0.7 W/kg for 1206MHz,
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demonstrating that EMF exposure was well within international guidelines (ICNIRP 
1998).
5.2.5 Test day procedures
The timetable for the two-week study period and the test day procedures were 
identical to the first study.
Testing took place in an air conditioned laboratory with an ambient temperature of 
21°C. Two RF personnel set-up the RF condition half an hour before the test 
session started. The experimenter was blind to the conditions throughout the trial 
and arrived 20 minutes later to check that the RF personnel were ready and set-up 
the computers. The volunteers then arrived, removed any metal jewellery or belts 
and went straight into the anechoic chamber. They were breathalysed then filled in 
the pre-test questionnaires whilst seated at the computers. Once the questionnaires 
were complete the experimenter signalled to the RF personnel that the session 
should commence, the RF personnel confirmed when the six-minute equilibration 
period started. Participants were tested in pairs, during testing volunteers were 
seated at computers side by side, the source of the RF EMF emission was located 
behind them at a distance determined by the SAR measurements. The antenna was 
situated in a wooden box to ensure double-blind conditions. The set-up is pictured in 
Figure 5.2. Once the volunteers had completed the cognitive testing the 
experimenter informed the RF personnel that the session was complete and they 
then confirmed that the system had been switched off. The volunteers then 
completed the post-test questionnaires and had their Jewellery etc. returned to them. 
As soon as they left the building the experimenter switched the computers off. Once 
the experimenter had left the RF personnel then shut-down the RF system.
The study was carried out in accordance with the requirements and procedures 
stated in protocol CBD VP 116/04, (granted ethical approval in August 2004 by the 
CBD Independent Ethics Committee), in addition to the principles of: the Declaration 
of Helsinki (2000), the Guidelines of the Royal College of Physicians of London 
(1996) and the British Psychological Society (1993).
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Figure 5.2 Test-day set-up
5.2.6 Cognitive and psychomotor performance measures
The following tests from the battery detailed in Chapter 2 were administered within a 
RF chamber lined with Radiofrequency Absorbing Material (RAM). Simple and Two- 
Choice Reaction Time (SRT/CRT), two versions of the Sustained Attention 
Response Task (SART1/SART2)^®, Symbol Digit Modalities Test (SDMT), Trails A & 
B (TMTA/B), Working memory 'n' back (verbal and spatial). Digit Span, Paced Visual 
Serial Addition Task (PVSAT), Visual and Semantic Classification, Visual and 
Semantic Recognition and SDMT Recall. The stimuli for the SDMT and incidental 
learning tests were different to the first military study (see Appendix 6), the order of 
versions was counterbalanced between test days and conditions (including 
baseline). Tests of Verbal and Spatial Item Recognition were also included in the 
battery. The only test that was excluded from the original battery was the Visual 
Search test. The tests were administered in three blocks (see Appendix 4), the order 
of which was counterbalanced between participants according to a Latin square. 
The tests within a block ran automatically using MS-DOS batch files, the
The second version of the SART had exactly the same technical specification as the original, the 
only way it differed was that letters of the alphabet from A-l were used instead of the numbers 1-9, the 
NOGO stimuli on the letters version was the letter ‘C’.
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experimenter manually switched between test blocks. Participants were trained on 
the cognitive tasks prior to test days and baseline measures of performance were 
taken following completion of training. Responses to each task were made using 
only the right hand index finger. The keyboard was laid out with a number of keys 
obscured and keys used to respond to the tasks were marked out. The position of 
the keys was altered slightly in comparison to the first experiment in response to 
comments made by volunteers that the keys at the top of the keyboard were difficult 
to reach (see Appendix 4).
5.2.7 Subjective measures
Participants completed the state-trait anxiety scale Y-2 and positive and negative 
affect schedule pre and post test. They also completed the NASA-TLX and a 
symptom rating scale post-test (see Appendix 5).
5.2.8 Statistical analysis
Cognitive tasks: Repeated measures analyses of variance (ANOVA) were used to 
identify any changes in performance on the cognitive tasks between test conditions 
(Sham, 448MHz and 1206MHz), the Bonferroni adjustment was used for pairwise 
comparisons.
Subjective measures: Self reported mood and anxiety states and subjective 
assessments of workload were analysed using repeated measures analysis of 
variance (ANOVA) to identify any changes in subjective assessments between test 
conditions. The results from the symptom rating scale are described.
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5.3 Results
5.3.1 Psychomotor Function
5.3.1.1 Simple I Choice Reaction Time
Figure 5.3(a) reaction times are plotted for each of the three repetitions of the SRT 
and CRT tasks during the test session. Figure 5.3(b) and (c) reaction times are 
plotted by condition for the three times participants completed the SRT and CRT 
tasks during each test session.
Mean RT by Repetition for SRT and CRT
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Figure 5.3(a) Mean RT is piotted for SRT and CRT tasks for each of the three repetitions of 
the task on test days. Error bars indicate SEM. (n = 39)
Reaction times in simple (SRT) and two-choice (CRT) tasks were measured in each 
of the three block of tasks for each test session. Prior to full analysis, these were 
screened by removing latencies 3 s.d. longer than each participant’s mean (<3% of 
responses removed across conditions). Of the remaining data only the latencies for 
correct responses were analysed further. A repeated measures ANOVA with RF 
EMF (Sham/448MHz/1206MHz), repetition (1/2/3), and type (simple/choice) as within 
subject factors was performed on the RTs.
There was a significant effect of type on reaction time (F(1,38) = 268.67, p < 0.001). 
Inspection of Figure 5.3(a) shows clearly that responses to the CRT are slower in 
comparison to response to the SRT. There was also a reliable effect of repetition on 
RT (F(2,76) = 19.05, p < 0.001), this effect was linear (F(1,38) = 23.94, p < 0.001). 
Reaction time increases across the three repetitions of the task.
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Figure 5.3(b) Mean RT is plotted for each of the three RF EMF conditions for each time the 
SRT task was completed on a test day. Error bars indicate SEM. (n = 39)
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Figure 5.3(c) Mean RT is plotted for each of the three RF EMF conditions for each time the 
CRT task was completed on a test day. Error bars indicate SEM. (n = 39)
There was no significant effect of RF EMF on RT to the tasks (F(2,76) = 0.49, p = 
0.62), nor was there RF EMF x repetition interaction (F(4,152) = 0.46, p = 0.77), 
however, similarly to the first study there was an RF EMF x type interaction which 
just reached significance (F(4,152) = 3.24, p < 0.05). This interaction was linear 
(F(1,38) = 5.58, p<  0.05).
The mean number of correct responses on the SRT and CRT tasks were also 
analysed using repeated measures ANOVA with condition 
(Sham/448MHz/1206MHz), repetition (1/2/3), and type (simple/choice) as within 
subjects factors. Consistent with the first study there was no reliable effect of
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repetition on accuracy (F(2,76) = 0.46, p = 0.63), or a significant effect of type 
(F(1,38) = 1.795, p = 0.19). Participants made very few errors on both of the tasks 
and the number of errors made did not increase across the test session. There was 
no significant effect of RF EMF on correct responses to the tasks (F(2,76) = 0.13, p = 
0.88), no significant RF EMF x repetition interaction (F(4,152) = 1.14, p = 0.34) or RF 
EMF X type interaction (F(2,76) = 0.60, p = 0.55).
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5.3.2 Attention
5.3.2.1 Sustained Attention to Response Task
Figures 5.4(a) RT data and (b), commission and omission errors are plotted for each 
condition.
Results from both versions of the SARI were analysed together, reaction time and 
accuracy were analysed in two 3x2x2 repeated measures AN OVA with within subject 
factors of RF EMF (448MHz/1206MHz/Sham), Response (correct ‘go’ RT and 
commission error RT) and SART (Numbers/Letters). Erroneous commission 
responses errors were reliably faster than correct responses (F(1,39) = 82.62, p < 
0.001), however, overall response speeds were equivalent across RF EMF 
conditions (F(2,78) = 0.75, p = 0.48). In contrast to the results from the first study 
there was no interaction effect between RF EMF and response speed (F(2,78) = 
0.24, p = 0.79). There was also no RF EMF x SART interaction (F(2,78) = 1.04, p = 
0.36). There was a significant difference between response speed to the two 
versions of the SART (F(1,39) = 6.30, p < 0.05), and this effect was linear (F(1,39) = 
6.30, p < 0.05). From Figure 5.4(a) it appears that both types of response are faster 
to the SART with numerical stimuli.
Mean RT Correct and Commission Error Response Speed by 
Condition For Both Versions of the SART
400
— 350
" 250
Sham 448MHz
Condition
1206MHz
HSARTI Correct 
■  SART2 Correct
□  SART1 Com
□  SART2 Com
Figure 5.4(a) Mean RT is plotted for each of the three RF EMF conditions for Correct ‘GO’ and 
Commission-error responses on both versions the SART. Error bars indicate 
SEM (n = 40). SART 1 = numbers, SART 2 = letters.
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Mean Commission and Omission Errors by Condition
■  SART1 Com
■  SART2 Com
□  SART1 Cm
□  SART2 Om
Sham 448MHz
Condition
1206MHz
Figure 5.4(b) Mean number of Commission and Omission errors are plotted for both versions 
of the SART for each of the three RF EMF conditions. Error bars indicate SEM. 
(n = 40)
There was no effect of RF EMF on SART performance accuracy (F(2,80) = 1.95, p = 
0.15), nor was there an RF EMF x Response interaction (F(2,80) = 0.84, p = 0.44). 
There was also no significant difference in response accuracy between the two 
versions of the test (F(1,40) = 0.56, p = 0.46).
5.3.2 2 Symbol Digit Modalities Test and SDMT Recall
Figures 5.5(a) & (b) mean response time and percentage correct responses to the 
SDMT and SDMT Recall tasks are plotted for each condition.
There was no significant effect of condition on response latency or correct 
responses on either the SDMT (response latency (F(2,80) = 1.00, p = 0.37), correct 
responses (F(2,80) = 2.03, p = 0.15)), or the SDMT Recall tests (response latency 
(F(2,80) = 1.28, p = 0.28), correct responses (F(2,80) = 0.32, p = 0.73)).
247
Mean RT to SDMT and SDMT Recall by Condition
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Figure 5.5(a) Mean reaction time to the two tasks is plotted for each of the three RF EMF 
conditions. Error bars indicate SEM. (n = 41)
Mean % Correct Response on SDMT and SDMT Recall by 
Condition
Sham 448MHz
Condition
1206MHz
■ SDMT 
□ SDMT Recall
Figure 5.5(b) Percentage of correct answers is plotted for each of the three RF EMF 
conditions. Error bars indicate SEM. (n = 41)
There were four alternate versions of the SDMT test used in the study; each version 
had a different set of symbols (see Appendix 6). Figures 5.5 (c) & (d) mean 
response time and percentage correct responses to the SDMT and SDMT Recall 
tasks are plotted for each version. The order in which the participants completed the 
versions was counterbalanced between participants and conditions (including 
baseline). The results from the four different versions of the test were analysed 
regardless of condition to determine whether there were any differences between 
versions. Results demonstrated that there were clear differences as shown by
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reaction time and error responses to the SDMT (Correct (F(3,120) = 26.68, p < 
0.001), RT (F(3,120) = 6.59, p < 0.05)).
Reaction time to the four versions of the SDMT & SDMT 
Recall tasks
1400
Version
■ SDMT 
□ SDMT Recall
Figure 5.5(c) Mean reaction time is plotted for each of the four versions of the tasks. Error 
bars indicate SEM. (n = 41)
Inspection of Figures 5.5 (c) & (d) demonstrate participants were least accurate and 
slowest to respond to the first version of the task. The SDMT Recall task showed 
similar results (Correct (F(3,120) = 4.41, p < 0.01), RT (F(3,120) = 16.78, p < 0.001)).
% Correct on the four versions of the SDMT & SDMT Recall
tasks
2» 80
Version
■ SDMT 
□ SDMT Recall
Figure 5.5(d) Percentage of correct answers is plotted for each of the four versions of the 
tasks. Error bars indicate SEM. (n = 41)
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5.3.2 3 Trails Making Test (A&B)
Figures 5.6(a) & (b) mean response time and error responses to the Trails Making 
Task (A&B) are plotted for each RF EMF condition.
Mean RT on Trail Making Task (A&B) by Condition
900
^  850
■  Trails A 
□  Trails B
Sham 448MHz
Condition
1206MHz
Figure 5.6(a) Mean reaction time for correct responses is plotted for each of the three RF 
EMF conditions. Error bars indicate SEM. (n = 41)
A 3 X 2 repeated measures ANOVA was performed on response time and error rate, 
with RF EMF (Sham/448MHz/1206MHz) and type (TMTA/TMTB) as within subject 
factors. The results demonstrated a significant effect of type on RT (F(1,40) = 36.30, 
p < 0.001) examination of Figure 5.6(a) shows that RTs to TMTB are longer than 
those to TMTA, however there was no effect of type on error rate (F(1,40) = 1.43, p 
= 0.24). There was no significant effect of RF EMF on either reaction time (F(2,80) 
= 1.04, p = 0.36) or error rate (F(2,80) = 0.59, p = 0.56), nor was there an interaction 
effect between RF EMF and type (reaction time (F(2,80) = 1.74, p = 0.18), error rate 
(F(2,80) = 1.19, p = 0.83)).
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Mean Errors on Trail Making Task (A&B) by Condition
Sham
■  Trails A 
□  Trails B
448MHz
Condition
1206MHz
Figure 5.6(b) Mean number of errors is plotted for each of the three RF EMF conditions. 
Error bars indicate SEM. (n = 41)
251
5.3.3 Working memory
5.3.3.1 Verbal and Spatial ‘n’ Backs
Figure 5.7(a) & (c) verbal ‘n’ backs and (b) & (d) spatial ‘n’ backs, mean reaction time 
to target and non-target stimuli are plotted for each condition.
A repeated measures ANOVA with RF EMF (Sham/448MHz/1206MHz), load 
(0/1/2/3) and type (targets/non-targets) as within subject factors was performed on 
the response times and error responses for both stimulus types (verbal and spatial). 
The response time analyses were analysed for correct responses only.
Inspection of Figures 5.7(a), (b), (c) and (d) shows that response time to both targets 
and non-targets slows down as load increases. On the spatial and the verbal 
analyses this effect was significant; (verbal (F(3,117) = 48.47, p < 0.001), spatial 
(F(3,117) = 80.65, p < 0.001) and linear (verbal (F(1,39) = 63.02, p < 0.001), spatial 
(F(1,39) = 131.04, p < 0.001). Consistent with the first study there was also a 
significant effect of stimulus type (i.e. target to non-target) on the verbal tasks 
(F(1,39) = 27.08, p < 0.001), but not the spatial tasks (F(1,39) = 1.65, p = 0.21).
The ANOVAs for both stimulus types revealed there was no significant main effect of 
RF EMF on response times; verbal (F(2,78) = 0.71, p = 0.48), spatial (F(2,78) = 1.40, 
p = 0.25). There was also no significant RF EMF x load interaction; verbal (F(6,234) 
= 0.68, p = 0.60), spatial (F(6,234) = 0.48, p = 0.82), or RF EMF x load x type 
interaction; verbal (F(6,264) = 2.07, p = 0.09), spatial (F(6,234) = 0.46, p = 0.78).
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Figure 5.8(a) & (c) verbal ‘n’ backs and (b) & (d) spatial ‘n’ backs, mean error 
responses to target and non-target stimuli are plotted for each RF EMF condition.
For both the spatial and verbal analyses there was a significant effect of load on 
error rate; verbal (F(3,117) = 28.21, p < 0.001), spatial (F(3,120) = 31.12, p < 0.001). 
Inspection of Figures 5.8 (a-d) show that the rate of error increases for both types of 
error as task load increases. There is also significant difference between the 
number of errors made to target and non-target stimuli; verbal (F(1,39) = 74.78, p < 
0,001), spatial (F(1,40) = 65.62, p < 0.001). On both the verbal and spatial tasks 
participants made far higher numbers of errors to target stimuli than to non-targets 
and this was evident at all task loads.
Analysis of error responses revealed no significant main effect of RF EMF on error 
rate for either stimulus type (verbal (F(2,78) = 0.04, p = 0.93), spatial (F(2,80) = 0.56, 
p = 0.57)). There was no significant RF EMF x load interaction (verbal (F(6,234) = 
0.85, p = 0.53), spatial (F(6,240) = 0.29, p = 0.94)), or RF EMF x load x type 
interaction (verbal (F(6,234) = 1.40, p = 0.23), spatial (F(6,240) = 0.38, p = 0.89)).
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5.3.3 2 Verbal and Spatial Item Recognition
Figures 5.9(a) & (b) mean response time and correct responses to target and non-target 
stimuli on the verbal and spatial item recognition tasks are plotted for each condition
The reaction time and accuracy results from the verbal and spatial item recognition 
tasks were analysed using two 3x2x2 repeated measures ANOVAs with within subject’s 
factors or RF EMF (Sham/448MHz/1206MHz), Type (verbal/spatial) and stimuli 
(target/non-target). There was no significant effect of either RF EMF condition on 
reaction time to the tasks (F(2,78) = 0.70, p = 0.50), nor was there any effect of RF EMF 
on accuracy (F(2,80) = 0.48, p = 0.62). From the Figures below one can see that both 
accuracy and response times are equivalent across conditions for both tasks. It is also 
clear from Figure 5.9(b) that error rates are higher to target stimuli than to non-target 
stimuli.
Response Speed to Target and Non-target Stimuli on the 
Spatiai and Verbai Item Recognition Tasks
g 800
I  700
Verbal Spatial Verbal Spatial 
Target Target Non-target Non-target
Stimuli
□ Sham
■ 448MHz
□ 1206MHz
Figure 5.9(a) Mean response speed to target and non-target stimuli on the verbal and spatial 
item recognition tasks is plotted for each of the three conditions. Error bars 
indicate SEM. (n = 41)
Target and Non-target Errors on Verbal and Spatial Item 
Recognition Tasks
H
■  Sham
■  448MHz 
□  1206MHz
Verbal
Target
Spatial
Target
Verbal 
Non-target
Stimuli
Spatial
Non-target
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Figure 5.9(b) Mean error rates to target and non-target stimuli on the verbai and spatiai item 
recognition tasks are plotted for each of the three conditions. Error bars indicate 
SEM.(n = 41)
5.3 3.3 Digit Span
Figures 5.10(a) & (b) mean response time and correct responses on the digit span task 
are plotted for each condition.
4000
1 3500oE
Mean RT to Digit Span by Condition
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Condition
1206MHz
Figure 5.10(a) Mean reaction time is plotted for each of the three RF EMF conditions. Error bars 
indicate SEM. (n = 41)
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On the digit span test there was no significant effect of condition on either response 
latency (F(2,80) = 0.71, p = 0.50) or correct responses (F(2,80) = 0.22, p = 0.82).
Mean Correct Response to Digit Span by Condition
Sham 448M H z
Condition
1206M H z
Figure 5.10(b) Mean correct response is plotted for each of the three RF EMF conditions. Error 
bars indicate SEM. (n = 41)
5.S.3.4 Paced Visual Serial Addition Task
Figures 5.11(a) & (b) mean response time and error responses on the PVSAT are 
plotted for each condition.
Mean RT to PVSAT by Condition
1400
CO 1350
CD 1300
5  1200
Sham 448M H z
Condition
1206M H z
Figure 5.11(a) Mean reaction time for correct responses is plotted for each of the three RF EMF 
conditions. Error bars indicate SEM. (n = 41)
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There was no significant effect of condition on either response (F(2,80) = 0.49, p = 0.62) 
or correct responses (F(2,80) = 0.59, p = 0.55).
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Mean Calculation and Omission Errors by Condition
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Figure 5.11(b) Mean calculation and omission errors are plotted for each of the three RF EMF 
conditions. Error bars Indicate SEM. (n = 41)
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5.3.4 Classification & Recognition
5.3.4.1 Visual and Semantic Classification
Figures 5.12(a) & (b), mean response time and accuracy is plotted for visual and 
semantic classification tasks for each condition.
Mean RT to Visual and Semantic Classification Tasks
1200
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o 900
u
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■  Sham
■  448MHz 
□  1206MHz
Visual Semantic
Task
Figure 5.12(a) Mean reaction time for correct responses is plotted for each of the three RF EMF 
conditions. Error bars indicate SEM. {n = 41/40)
There was no significant effect of condition on reaction time (visual (F(2,80) = 0.12, p = 
0.89), semantic (F(2,78) = 2.78, p = 0.07)) or accuracy (visual (F(2,80) = 0.12, p = 
0.89), semantic (F(2,78) = 1.15, p = 0.32)) on the classification tasks.
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Mean Correct Response to Visual and Semantic 
Classification Tasks
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Figure 5.12(b) Mean correct response (%) is plotted for each of the three RF EMF conditions. 
Error bars Indicate SEM. (n = 41/40)
5.3.4 2 Visual and Sem antic Recognition
Figures 5.13(a) & (b), mean response time and accuracy are plotted for visual and 
semantic recognition tasks for each condition.
Mean RT to Visual and Semantic Recognition Tasks
I Sham 
1448MHz 
□  1206MHz
Visual Semantic
Task
Figure 5.13(a) Mean reaction time is plotted for each of the three RF EMF conditions. Error bars 
indicate SEM. (n = 41)
261
There was no significant effect of condition on reaction time (visual (F(2,80) = 0.18, p 
0.83), semantic (F(2,80) = 0.39, p = 0.68)) or accuracy (visual (F(2,80) = 1.01, p 
0.37), semantic (F(2,80) = 1.90, p = 0.16)) on the recognition tasks.
Mean Correct Response (%) to Visual and Semantic 
Recognition Tasks
■ Sham
■ 448MHz 
□ 1206MHz
Visual Semantic
Task
Figure 5.13 (b) Mean correct response (%) is plotted for each of the three RF EMF conditions. 
Error bars indicate SEM. (n = 41)
5.3.5 Summary of Cognitive Results
The results from the cognitive tasks demonstrated that there was no significant effect of 
RF EMF on performance on any of the parameters measured. The only significant 
result was an interaction effect between condition and the simple and choice reaction 
time tasks.
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5.3.6 Subjective measures
5.3.6.1 Positive and Negative Affect Schedule (PANAS)
Figure 5.14 mean raw scores on the PANAS indicating pre- and post-test subjective 
levels of Positive Affect (PA) and Negative Affect (NA) are plotted for each RF EMF 
condition.
A 3x2x2 ANOVA was calculated with within subjects factors of condition 
(VHF/HF/Sham), time (pre/post) and affect (PA/NA). There was no significant effect of 
condition (F(2,80) = 0.63, p = 0.54) or any significant interaction effects between RF 
EMF and affect or time ((F(2,80) = 0.68, p = 0.51), (F(2,80) = 0.49, p = 0.62)). Levels of 
PA and NA were reliably different from each other (F(1,40) = 201, p < 0.001), and there 
was also a reliable difference between pre- and post-test levels of affect (F(1,40) = 45, 
p < 0.001). Figure 5.14 shows that levels of PA were far higher than levels of NA, and 
that levels of both PA and NA post-test were lower.
Mean Scores of Positive and Negative Affect Pre and Post-Test
Sham 448M H z
Condition
1206M H z
■  Positive Affect Pre
■  Positive Affect Post
□  Negative Affect Pre
□  Negative Affect Post
Figure 5.14 Mean positive and negative affect scores pre- and post-test are plotted for each of 
the three RF EMF conditions. Error bars indicate SEM. (n = 41)
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5.3.6 2 State-Trait Anxiety inventory (STAI)
Figure 5.15 mean raw scores on the STAI indicating pre- and post-test subjective levels 
of anxiety are plotted for each condition.
There was no significant effect of condition on self-reported levels of state anxiety 
(F(2,80) = 0.09, p = 0.92), nor was there an interaction effect between pre and post-test 
scores and condition (F(2,80) = 1.19, p = 0.31). There was no significant difference 
between pre and post-test scores overall (F(1,40) = 3.20, p = 0.08); although levels of 
anxiety still appeared to be slightly higher post-test across all conditions. This can be 
seen clearly in Figure 5.15.
Figure 5.15
Mean STAI scores Pre and Post-test
■ Pre-test 
□ Post-test
Sham 448MHz
Condition
1206MHz
Mean anxiety scores pre- and post-test are plotted for each of the three RF EMF 
conditions. Error bars indicate SEM. (n = 41)
5 .3 .6 3 NASA Task Load Index (NASA TLX)
Figure 5.16 mean overall workload scores on the NASA TLX plotted for each condition.
There was no significant effect of condition on the overall subjective workload rating 
given by participants (F(2,80) = 1.64, p = 0.20), or five of the individual workload factors; 
mental (F(2,80) = 0.17, p = 0.85), temporal (F(2,80) = 0.61, p = 0.55), effort (F(2,80) = 
0.25, p = 0.78), performance (F(2,80) = 0.59, p = 0.56) and frustration (F(2,80) = 0.95, p 
= 0.39). There did appear to be an effect on the physical workload factor (F(2,80) =
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5.37, p < 0.05), scores on this factor under each condition were: Sham = 13.32 (s.d.
11.41), 448MHz = 14.24 (s.d. 12.35) and 1206MHz = 19.88 (s.d. 20.70).
Mean Overall Workload Scores
Sham 448MHz
Condition
1206MHz
Figure 5.16 Mean overall workload scores are plotted for each of the three RF EMF conditions. 
Error bars indicate SEM. (n = 41)
5.3.6 4 Symptom Rating Scale
There was no effect of condition on the mean number of subjective symptoms reported 
(F(2,80) = 2.20, p = 0.12). Participants reported symptoms across all three of the test 
days, and there was a split of reported symptoms between those previously reported in 
response to mobile phones (140) and the distracter items (125). The six most 
commonly reported symptoms were “difficulty concentrating during tests”, followed by 
“fidgity", “lethargy”, “blurring of vision”, “headache” and “excessive fatigue”. There did 
appear to be a trend in reported symptoms with more symptoms reported on the sham 
day (97 in total), compared to 448MHz (84 in total) 1206MHz (84 in total) test days. 
The frequency of reported symptoms can be found in Appendix 5.
Participants were asked to guess which of the two test days they thought RF was on. 
The results demonstrated that participants were unable to determine the RF ‘on’ 
conditions. Of the 33 participants who guessed when the RF was ‘on’ only 18% 
guessed correctly. These results are worse than chance (33% of guesses should be 
correct) showing participants guessed that the RF was ‘on’ on the wrong days.
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5.4 Discussion
The results from this study demonstrated that exposure to two types of radiofrequency 
signals (modulated 448MHz and CW 75MHz, both at 15-20w) did not significantly affect 
performance on a wide range of cognitive and psychomotor tasks, as measured by 
accuracy and response latency.
5.4.1 Psychomotor function
In parallel to the first study there was no effect of RF EMF on either the simple or choice 
reaction time tasks, supporting recent research that has found no effects on these tasks 
(Haarala et at., 2003b, 2005; Besset et al., 2005; Russo et al., 2006). The same 
significant effects were found when contrasting performance on the two tests; CRT task 
took significantly longer to respond to than the SRT but there was no difference in 
accuracy between tests. There was also a linear increase in reaction time across the 
three repetitions of the task on each test day, but no effect on the accuracy rate.
5.4.2 Attention
In contrast to the first study there was no effect of RF EMF on response to SART 
despite repeating the test twice each test session. In general participants were faster to 
respond to the numerical stimuli than the alphabetical stimuli.
Like the first study there were no effects on the other attention tests included in the 
battery. There were no effects on the SDMT or SDMT recall, supporting the non­
significant result found by Lass and colleagues (2004). Accuracy of response to the 
SDMT recall was only slightly lower than the first study 82% compared to 85% across 
conditions. Despite the fact the symbois changed between each test session 
participants appeared abie to commit the associations between these and the numbers 
accurately. Reaction time in response to the SDMT recall was faster than the SDMT 
suggesting that participants took longer to scan the symbols, than recall them from 
episodic memory.
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Again, there were no effects of exposure on the parameters recorded on the Trails 
Making Test. Reaction times were slower on Part B of the task indicating the increased 
processing necessary to complete this in comparison to Part A.
6.4.3 Working memory
There were no effects on either the verbal or spatial 'n' backs supporting work that has 
found no effects on verbal 'n' backs (Haarala et al., 2003a, 2004, 2005), other verbal 
working memory tasks (Wilen et al., 2006) or spatial working memory tasks (Preece et 
al., 1998, 1999, 2005).
The results on the 'n' backs showed the same patterns as the first study. As working 
memory load increased reaction time and error rate to target and non-target stimuli also 
increased. With the exception of reaction time on the spatial ‘T back, error rate was 
lower and reaction time was faster when responding to non-target stimuli in comparison 
to target stimuli. Response times to targets were faster than non-targets across 
memory loads on the verbal ‘n’ back, however, on the spatial *n’ back response time 
appears to be faster to targets at low loads but similar to both stimulus types at higher 
loads. Accuracy was higher to non-targets than targets at all loads on both versions.
There was no effect of condition on the verbal and spatial item recognition tasks. 
Comparison of reaction time and accuracy to the ‘n’ back and item recognition tasks 
shows that there were similar response speeds and accuracy to the item recognition as 
the 2/3 back, suggesting parity in difficulty.
There were also no effects on either the digit span or PVSAT tasks.
5.4.4 Classification, Recognition and Recall
There were no effects on semantic and visual classification or recognition tasks 
supporting previous research which showed no effects on semantic categorisation 
(Koivisto et al 2000a) or delayed word recall and recognition (Preece et al., 1999, 
2005).
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5.4.5 Subjective Measures
Like the first study there were no significant effects of RF EMF on the subjective 
measures of self-reported mood, anxiety and workload used in the study. In addition to 
this, participants were unable to tell which test days the RF EMF was on and self- 
reported symptoms were unrelated to the condition.
5.4.6 Conclusions
The current study builds upon the findings from previous research by using two RF EMF 
frequencies of direct relevance to the military that have not previously been investigated 
in relation to human cognitive performance. The absence of significant performance 
effects on any of the tasks suggests that exposure to a 448MHz continuous wave or a 
1206MHz modulated signal does not have any effect on cognitive performance.
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Chapter 6 -  Effects of TETRA RF EMF on cognition
The aim of the third study was to investigate the effects of TETRA RF EMF signals
on human cognitive performance. The structure of the chapter is detailed below:
6.1 Introduction: The TETRA communications system is used by Emergency 
Service personnel in the UK. The modulated TETRA signal is different to 
both mobile phone signals and the military relevant RF EMF signals 
investigated in the previous two chapters of this thesis. The potential effects 
of the TETRA signal on human cognition and performance were unknown.
6.2 Materials and Methods: A single TETRA RF EMF signal was 
investigated, 388MHz pulse modulated at 17.6Hz. The TETRA handset was 
positioned on the left and right hand side of the head. Forty male volunteers 
were trained on a battery of cognitive tasks; these were completed on four 
test days (0930-11 OOhrs), each of which was separated by a period of a 
week. Performance on the cognitive tasks was assessed during exposure 
and compared to performance during two sham exposure conditions (TETRA 
signal presented to the left and right hand side of the head, sham condition 
on the left and right hand side of the head). Subjective self-assessments of 
mood-state, perceived workload and symptoms were also recorded.
6.3 Results: Results indicate that exposure to the TETRA signal did not 
significantly affect performance on the majority of the cognitive measures. 
However, there were significant effects on the verbal ‘n’ back and semantic 
recognition tasks. There were no effects of condition on self-reported mood, 
anxiety or workload.
6.4 Discussion: The significant findings are interesting but should not be 
considered robust evidence of an RF EMF effect on cognitive performance. 
These results need to be verified through further investigation.
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6.1 Introduction
The issues associated with mobile use have been discussed already within in this 
thesis, however, just to re-iterate the introduction of mobile phones has led to public 
concern regarding the possible effects of radiofrequency electromagnetic fields (RF 
EMF) on humans. Fears have been raised in the public domain that the use of 
mobiles could affect human biology leading to acute effects on brain responses and 
/ or long term health effects. These studies have predominately focused on 
frequencies associated with mobile phones i.e. a digital signal transmitted at 
approximately 900 / 1200MHz. However, there is another system over which 
concerns about possible biological effects have been expressed.
The terrestrial trunked radio communications system known as TETRA is being 
introduced to provide enhanced network capability and secure digital voice 
communications for the Emergency Services in the UK. The frequencies allocated 
for emergency use lie between 380-395 MHz and the signal is pulse modulated at 
17.6Hz. This modulation has caused concern due to the perception that a 16Hz 
modulation is of particular biological significance. Research in the 1970s suggested 
a specific effect of RF EMF on calcium efflux when the field was amplitude 
modulated at 16Hz (Bawin, Kaczmarek, & Adey, 1975; Blackman, Elder, Benane, 
Eichinger, & House, 1979). Following a review of this research in the Stewart 
Report it was suggested that, as a precautionary measure, modulation around 16Hz 
should be avoided because “the pulsed nature of the signals from mobile phones 
and masts may have an impact on brain function.” (page 8, lEGMP 2000). 
However, further research has found contradictory results regarding the effects of 
1GHz on calcium efflux and there has been no direct evidence that this modulation 
causes effects in humans (NRPB, 2001).
To date there has been no published research that has specifically looked at the 
effects of TETRA RF EMF on human cognition. Although a signal close in 
frequency (448MHz) was addressed in the previous chapter the TETRA modulation 
is distinctly different to the modulation that was used. There is one previous study 
which looked at a similar frequency. As discussed in the introduction to the previous 
chapter. Lass and colleagues looked at an amplitude modulated 450MHz signal and 
found non-significant results on the Trails Making Test and SDMT. However, 
between-group comparisons between the non-matched groups found a significant
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result on the picture-word recognition task; the sham-exposed group was less 
accurate than the exposed group (Lass, Tuullk, Ferenets, & Riisalo, 2002),
In 2001 the Independent Advisory Group on Non-ionising Radiation (AGNIR) 
reviewed the existing evidence that had looked at the effects of TETRA. They 
concluded that the results suggesting modulated signals around 16Hz may influence 
calcium efflux were contradictory and that it is unlikely that features of TETRA 
signals pose a hazard to health. However, they made recommendations for future 
research, including human volunteer studies, to measure changes in cognitive 
performances arising from the use of TETRA handsets (AGNIR, 2001). The aim of 
the study reported within this chapter was to address one of these 
recommendations.
The aim of the study was:
• To accurately simulate TETRA RF EMF fields and ensure exposure is 
consistent throughout
• To investigate latéralisation effects
• To Identify whether TETRA RF EMF fields produce acute effects on human 
cognitive performance
272
6.2 Materials and Methods
6.2.1 Participants
Forty male volunteers took part, giving the study 75% power, at p < 0.05, to detect 
previously published statistically significant reductions in reaction time pre/post 
treatment as a critical effect difference (Koivisto et al., 2000b). All volunteers were 
staff members. Age ranged from 21 -  45 years (mean 28 years), weight from 60 -  
102 kg (mean 79 kg) and height from 1.57 -  1.97m (mean 1.77m). All participants 
were right handed, scores on the Edinburgh Handedness Inventory ranged from 33 
-  100% right handed (mean 80%). All but one of the participants owned a mobile 
phone, the average length of ownership was 51 months (range 22 -  120 months), 
participants reported using their mobile phone for an average of 14 minutes a day 
(range 0 - 6 0  minutes).
Prior to the study all volunteers underwent a standard medical assessment 
consisting of history, clinical examination, respiratory function tests, 
electrocardiogram, urinalysis, haematology, plasma biochemistry and screening for 
hepatitis B surface antigen.
Participants were studied in pairs over a period of five weeks.
6.2.2 Design
A double blind, within subject design was followed using repeated measures. There 
were two RF EMF 'on' conditions; TETRA signal (381 MHz) presented to the left 
hand side of the head, the same signal presented to the right hand side of the head, 
and two corresponding sham conditions. Conditions were counterbalanced using a 
Latin square.
6.2.3 Conditions
There were four test day conditions for which identical procedures were followed: 
Sham Left, Sham Right, TETRA Left, TETRA Right. The TETRA signal was 
transmitted at a frequency of 381 MHz.
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6.2.4 Exposure System
The exposure system consisted of the standardised TETRA handset and head- 
mount developed specifically for human volunteer studies conducted under the 
Mobile Telecommunications and Health Research (MTHR) Programme, supplied by 
Microwave Consultants Ltd. Dosimetric assessment was carried out employing 
standard measurement techniques on a head model. SAR (specific absorption rate) 
values derived from these techniques were compared to basic restriction levels 
determined by ICNIRP (ICNIRP, 1998).
The SAR distribution for a handset on TETRA setting (full power output) is shown in 
Figure 6.1. The maximum localised SAR level was approximately 5 mW/g, or 5 
W/kg. SAR averaged over 10 g of contiguous tissue was 1.4 W/kg. This value is 
within the ICNIRP public exposure basic restriction SARiog of 2.0 W/kg. 
Measurement certainty for these SAR values is +/- 30%. The handset was modified 
to be powered by an external source to ensure consistent power levels throughout 
the duration of the test session, measures were also taken to stop any RF EMF 
coupling to the external power supply. The decision was taken that the output of the 
handset would replicate the low level of CW RF EMF emitted by the battery of a 
TETRA handset under normal use. The maximum SAR level for this CW output on 
TETRA sham setting was measured at 0.002 W/kg.
f
Figure 6.1 SAR distribution from handset transmitting a TETRA signal at full power
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The output of the two handsets used during each trial was measured prior to the 
start of each session. Handsets that were found to have output outside of closely 
defined limits were immediately withdrawn from use, and replaced. Handsets were 
also tested to ensure double blinding was maintained; there were no significant 
differences between the TETRA RF EMF and Sham conditions in recorded 
temperature or noise.
6.2.5 Test day procedures
Identical procedures were followed on all four of the test days. Each test day was 
separated by a period of a week. An outline timetable of the six-week study period 
is shown in Table 6.1.
Monday Tuesday Wednesday
Week 1 Briefing
Entry Medical Examination
Consent
Signing
Week 2 Training
Ability Measures 
Baseline (Pair 1)
Training
Ability Measures 
Baseline (Pair 2)
Training
Ability Measures 
Baseline (Pair 3)
Weeks Test Day 1 (Pair 1) Test Day 1 (Pair 2) Test Day 1 (Pair 3)
Week 4 Test Day 2 (Pair 1) Test Day 2 (Pair 2) Test Day 2 (Pair 3)
Weeks Test Day 3 (Pair 1) Test Day 3 (Pair 2) Test Day 3 (Pair 3)
Week 6 Test Day 4 
Debriefing 
Exit Medical 
(Pair 1)
Test Day 4 
Debriefing 
Exit Medical 
(Pair 2)
Test Day 4 
Debriefing 
Exit Medical 
(Pair 3)
Table 6.1 Six-week test period timetable
The same test day procedures were followed as for the military RF EMF studies. 
The handsets had a coding system incorporated into them and codes were assigned 
to each condition. RF personnel tested the output of the handsets before the test 
session to ensure the exposure was correct. They then set the RF condition 
according to the counterbalancing. Once the handsets had been set-up they were 
given to the experimenter who then switched-on all the computers. The 
experimenter was blind to the conditions throughout the trial. When the volunteers 
arrived they removed any metal jewellery or belts and went straight into the test 
room. They were breathalysed and were seated at the computers so the 
experimenter could attach the handset to the headmount and ensure that the 
antenna was at the correct orientation to the head. The volunteers then filled in the
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pre-test questionnaires whilst seated at the computers. Once the questionnaires 
were complete the experimenter switched the handset on and the six-minute 
equilibration period started. Testing took place in an air conditioned laboratory with 
an ambient temperature of 21 °C. Participants were tested in pairs seated at 
computers side by side separated by a screen made of Radiofrequency Absorbing 
Material (RAM). The set-up is pictured in Figure 6.2. Once the volunteers had 
completed the cognitive testing the experimenter switched off the handset. The 
volunteers then completed the post-test questionnaires, the handset and headmount 
were removed and their jewellery etc. returned to them. As soon as they left the 
building the experimenter switched the computers off.
Figure 6.2 Test-day set-up
The study was carried out in accordance with the requirements and procedures 
stated in protocol CBD VP 099/03, (granted ethical approval in March 2003 by the 
CBD Independent Ethics Committee), in addition to the principles of: the Declaration 
of Helsinki (2000), the Guidelines of the Royal College of Physicians of London 
(1996) and the British Psychological Society (1993).
276
6.2.6 Cognitive and psychomotor performance measures
The following tests from the cognitive test battery were administered. Simple and 
Two-Choice Reaction Time (SRT/CRT), Sustained Attention Response Task 
(SART), Symbol Digit Modalities Test (SDMT), SDMT Incidental learning, Digit 
Span, Paced Visual Serial Addition Task (PVSAT), Trails A & B (TMTA/B), Working 
memory *n’ back (verbal and spatial). Visual and Semantic Classification, Visual and 
Semantic Recognition, Visual Search. Stimuli for the SDMT and incidental learning 
tests were the same as the first military study however mappings between numbers 
and symbols changed (see Appendix 6), the order of versions was counterbalanced 
between test days and conditions (including baseline). Tests were administered in 
three blocks (see Appendix 4), the order of which was counterbalanced between 
participants according to a Latin square. Tests within a block ran automatically 
using MS-DOS batch files, the experimenter manually switched between test blocks. 
Participants were trained on the cognitive tasks prior to test days and baseline 
measures of performance were taken following training. Responses to each task 
were made using only the right hand index finger. The keyboard was laid out in the 
same way to the second experiment (see Appendix 4).
6.2.7 Subjective measures
Participants completed the state-trait anxiety scale Y-2 and positive and negative 
affect schedule pre and post test, and the NASA-TLX and symptom rating scale 
post-test (see Appendix 5).
6.2.8 Statistical analysis
Cognitive tasks: Unless otherwise stated, data from tasks were analysed using 
SPSS-GLM to perform 2x2 repeated measures ANOVAs to investigate the effects of 
TETRA RF EMF (TETRA/Sham) and latéralisation (Right/Left) on performance, the 
Bonferroni adjustment was used for pairwise comparisons.
Subjective measures: Self reported mood and anxiety states and subjective 
assessments of workload were analysed using repeated measures analysis of 
variance (ANOVA) to identify any changes in subjective assessments between test 
conditions. The results from the symptom rating scale are described.
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6.3 Results
6.3.1 Psychomotor Function
6.3.1.1 S im ple I  C hoice Reaction Tim e
Figure 6.3(a) reaction times are plotted for each of the three repetitions of the SR I 
and CRT tasks during the test session. Figure 6.4(b) and 6.4(c) reaction times are 
plotted by condition for the three times participants completed the SRT and CRT 
tasks during each test session.
Mean RT by Repetition for SRT and CRT
750
w 700
0) 650 E
550
■ SRT 
□ CRT
Repetition
Figure 6.3(a) Mean RT is plotted for SRT and CRT tasks for each of the three repetitions of 
the task on test days. Error bars indicate SEM. (n = 40)
Reaction times to simple (SRT) and choice reaction time (CRT) tasks were 
measured in each of the three blocks of tasks for each test session. Prior to full 
analysis, these were screened by removing latencies 3 s.d. longer than each 
participant’s mean (< 3% of responses for each condition). Of the remaining data 
only the latencies for correct responses were analysed further. A 2x2x3x2 repeated 
measures ANOVA with RF EMF (TETRA/Sham), latéralisation (Right/Left), 
repetition (1/2/3), and type (simple/choice) as within subject factors was performed 
on the RTs.
There was a significant effect of type on reaction time (F(1,39) = 358.35; p < 0.001). 
Inspection of Figure 6.3(a) shows that responses to the CRT are slower in 
comparison to response to the SRT. There was also a reliable effect of repetition on
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RT (F(2,78) = 40.71, p < 0.001) and this effect was linear (F(1,39) = 61.66, p < 
0.001). Reaction time gradually increases across the three repetitions of the task.
Mean RT to SRT by EMF Condition At Each Task Repetition
« 700
o 650
c
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■  Sham Right 
□  TETRA Left
■  TETRA Right
Repetition
Figure 6.3(b) Mean RT is plotted for each of the four conditions for each time the SRT 
task was completed on a test day. Error bars indicate SEM. (n = 40)
Mean RT to CRT by EMF Condition At Each Task Repetition
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® 500
■  Sham Left
■  Sham Right 
□ TETRA Left
■  TETRA Right
Repetition
Figure 6.3(c) Mean RT is plotted for each of the four conditions for each time the CRT 
task was completed on a test day. Error bars indicate SEM. (n = 40)
There was no significant effect of RF EMF on RT to the tasks (F(1,39) = 3.37, p = 
0.07), RF EMF x repetition interaction (F(2,78) = 0.26, p = 0.77) or RF EMF x type 
interaction (F(1,39) = 3.27, p = 0.08). There was also no effect of latéralisation 
(F(1,39) = 0.03, p = 0.87), nor was there an RF EMF x latéralisation interaction 
(F(1,39) = 0.02, p = 0.90).
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The mean number of correct responses on the SRT and CRT tasks was also 
analysed using a 2x2x3x2 repeated measures ANOVA with RF EMF 
(TETRA/Sham), latéralisation (Right/Left), repetition (1/2/3), and type
(simple/choice) as within subject factors. In contrast to the results from both of the 
military studies there was a reliable effect of repetition on accuracy (F(2,78) = 3.20, 
p < 0.05), this effect was linear (F(1,39) = 4.25, p < 0,05). Like the first two studies 
participants made few errors on both the reaction time tasks (mean 95.5% and 
94.9% correct responses on SRT and CRT respectively), however, the number of 
errors did increase marginally across the test session (mean increase of: 0.45% 
SRT, 0.83% CRT). There was no significant effect of type on accuracy (F(1,39) = 
2.63, p = 0.11).
There was no significant effect of RF EMF on correct responses to the tasks 
(F(1,39) = 1.48, p = 0.23), RF EMF x repetition interaction (F(2,78) = 1.31, p = 0.28) 
or RF EMF x type interaction (F(1,39) = 0.99, p = 0.33). There was also no effect of 
latéralisation (F(1,39) = 0.07, p = 0.79), nor was there an RF EMF x latéralisation 
interaction (F(1,39) = 1.37, p = 0.25).
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6.3.2 Attention
6.3.2.1 Visual Search
Figures 6.4(a) and 6.4(b) mean response time on the visual search task is plotted 
for both feature and conjunction searches with number of letters in array across 
conditions. Figures 6.4(c-f) the same parameters are plotted for each of the 
conditions. A 2x2x3x2x2 ANOVA was calculated with within subjects factors of RF 
EMF condition (TETRA/Sham), Latéralisation (Left/Right), Array number (5/15/30), 
Search (conjunction/ feature) and Target (present/absent) for both reaction time and 
correct response.
Mean RT to Feature and Conjunction Searches with Target 
Absent by Number of Distracters In Array
1 “ 2000
E 1500
z 1000
500
■  Conjunction 
□  Feature
15
Number In Array
30
Figure 6.4(a) Mean RT to feature and conjunction searches with target absent, plotted by the 
number of distracters in the array. Error bars indicate SEM. (n = 40)
There was a significant effect of the number of distracters in an array on RT (F(2,78) 
= 287, p < 0.001) and this effect was linear (F(1,39) = 312, p < 0.001). Inspection of 
Figures 6.4(a) and 6.4(b) demonstrates that reaction time increases as the number 
of distracters in an array increases. This is evident for both types of search whether 
the target is present or absent, however the effect is more prominent on searches 
with target absent.
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Mean RT to Feature and Conjunction Searches with Target 
Present by Number of Distracters in Array
m.0) 2000
.1 1500
z 1000
■ Conjunction 
□ Feature
15
Number in Array
30
Figure 6.4(b) Mean RT to feature and conjunction searches with target present, plotted by 
the number of distracters in the array. Error bars indicate SEM. (n = 40)
There was also a reliable difference between response times to the two types of 
search (feature and conjunction) (F(1,39) = 14.63, p < 0.001), response times to 
conjunction searches are longer than to feature searches. There is a clear 
difference between reaction time to searches when the target is present compared 
to when it is absent (F(1,39) = 200, p < 0.001), reaction time is far faster when the 
target is present in comparison to when the target is absent.
There was no significant effect of RF EMF condition on response speed (F(1,39) = 
1.56, p = 0.22), there were also no significant interaction effects between RF EMF 
and array number, type of search or target ((F(2,78) = 0.02, p = 0.98), (F(1,39) = 
0.74, p = 0.39), (F(1,39) = 0.18, p = 0.67)). There was no significant effect of 
latéralisation (F(1,39) = 0.94, p = 0.34) or latéralisation x RF EMF interaction 
(F(1,39) = 0.15, p = 0.70).
Low numbers of errors were made in response to the visual search task across 
conditions (mean 92% accuracy s.d. < 0.04% for correct responses across all 
conditions). There was a significant difference between mean correct responses to 
conjunction and feature searches (F(1,39) = 6.91, p < 0.05), slightly higher numbers 
of errors were made on feature searches. There was also a significant effect of 
whether the target was present or absent (F(1,39) = 31.96, p < 0.001); higher 
numbers of errors were made when the target was absent. There was no significant 
effect of the number of distracters in an array on correct responses (F(2,78) = 1.57,
p = 0.21).
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There was no significant effect of RF EMF condition on correct responses (F(1,39) = 
3.39, p = 0.07), there were also no significant interaction effects between RF EMF 
type of search (F(1,39) = 1.99, p = 0.17) or target (F(1,39) = 0.22, p = 0.65). There 
was an interaction effect between array and RF EMF on correct responses (F(2,78) 
= 3.59, p < 0.05), this is best described as quadratic (F(1,39) = 7.43, p < 0.05) ??. 
There was no significant effect of latéralisation (F(1,39) = 0.25, p = 0.62) or 
latéralisation x RF EMF interaction (F(1,39) = 0.00, p = 1.00).
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6.3.2 2 Sustained Attention to Response Task
Figures 6.5(a) RT data and 6.5(b), commission and omission errors are plotted for 
each condition.
Reaction time (RT) on the SART was analysed using a 2x2x2 repeated measures 
ANOVA with within subject factors of RF EMF (TETRA/Sham), latéralisation 
(Left/Right) and RT (correct ‘go’ RT/commission error RT). Commission errors were 
reliably faster than correct responses (F(1,38) = 80.11, p < 0.001), however, overall 
response speeds were equivalent across RF EMF conditions (F(1,38) = 3.58, p = 
0.07). There was no significant interaction between RF EMF and response speed 
(F(1,38) = 0.05, p = 0.82). There was also no effect of latéralisation (F(1,38 = 0.27, 
p = 0.61), however there was a RF EMF x latéralisation interaction (F(1,38 = 4.25, p 
< 0.05). When the headset is mounted on the right hand side responses between 
conditions are very similar (TETRA 605ms, Sham 606ms), however, on the left hand 
side; response under TETRA appears to be faster, and sham response slower 
(TETRA 589ms, Sham 635).
Mean RT Correct and Comission Error Response Speed by 
Condition
400
■  Correct Response 
□  Commission Error
Sham 
Right
Condition
TETRA
Right
Figure 6.5(a) Mean RT is plotted for each of the RF EMF conditions for Correct ‘GO’ and 
Commission-error responses on the SART. Error bars indicate SEM. (n = 39)
Commission and Omission errors were analysed in a 2x2x2 ANOVA with within 
subject factors of RF EMF (TETRA/Sham), latéralisation (Left/Right) and type 
(Omission/ Commission). There was a significant effect of type of error (F(1,38) = 
89.34, p <0.001), Figure 6.5b shows clearly that higher numbers of commission 
errors were made compared to omission errors during all conditions. There was no
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effect of condition on error rate (F(1,38) = 0.43, p = 0.51) nor was there a condition x 
type interaction (F(1,38) = 1.18, p = 0.29). There was no effect of latéralisation 
(F(1,38) = 0.001, p = 0.98) nor was there a latéralisation x RF interaction (F(1,38) = 
1.87, p = 0.18).
Mean Comission and Omission Errors by Condition
2 8 ■ Commission 
□ Omission
Sham Left Sham Right TETRA Left TETRA Right 
Condition
Figure 6.5(b) Mean number of Commission and Omission errors are plotted for each of 
the RF EMF conditions. Error bars indicate SEM. (n = 39)
6.3.2 3 Symbol Digit Modalities Test and SDMT Recall
Figures 6.6(a) and 6.6(b) mean response time and percentage correct responses to 
the SDMT and SDMT recall tasks are plotted for each condition.
Mean RT to SDMT and SDMT Recall by Condition
2500
0) 2100
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■F 1700
n
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1300
■ SDMT 
□ SDMT Recall
Sham Left Sham Rght TETRA Left TETRA Right 
Condition
Figure 6.6(a) Mean reaction time to the two tasks is plotted for each of the four conditions. 
Error bars indicate SEM. (n = 36/35)
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There was no significant effect of condition on either response latency (F(1,35) = 
3.80, p = 0.06) (in general there was a slower response under RF conditions 
compared to sham - mean 52ms slower) or accuracy (F(1,35) = 1.28, p = 0.27) to 
the SDMT. There were no effects of condition on reaction time (F(1,34) = 3.35, p = 
0.08) or accuracy (F(1,35) = 0.10, p = 0.76) on the SDMT recall task. There was 
also no significant effect of latéralisation on correct responses or accuracy to either 
of the tasks; RT: SDMT (F(1,35) = 0.40, p = 0.53), SDMT recall (F(1,34) = 2.75, p = 
0.11), Accuracy: SDMT (F(1,35) = 2.21, p = 0.15), SDMT recall (F(1,35) = 0.12, p = 
0.73).
Mean Correct Response on SDMT and SDMT Recall by 
Condition
■ SDMT 
□ SDMT Recall
Sham Left Sham Right TETRA Left TETRA Right 
Condition
Figure 6.6(b) Percentage of correct answers is plotted for each of the four conditions. Error 
bars indicate SEM. (n = 36/35)
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6 3.2.4 Trails Making Test (A&B)
Figure 6.7(a) and 6.7(b) mean response time and error responses to the Trails 
Making Task (A&B) are plotted for each condition.
Mean RT on Trail Making Task (A&B) by Condition
900
■  Trails A 
□  Trails B
Sham Left Sham Right TETRA Left TETRA Right 
Condition
Figure 6.7(a) Mean reaction time for correct responses is plotted for each of the four 
conditions. Error bars indicate SEM. (n = 39)
A 2x2x2 repeated measures ANOVA was performed on response time and error 
rate, with RF EMF (TETRA/Sham), latéralisation (Left/Right) and type (TMTA/TMTB) 
as within subject factors. There was a significant effect of type on both RT and error 
rate (RT (F(1,38) = 23.39, p < 0.001), error rate (F(1,38) = 5.27, p < 0.05)) 
examination of Figures 6.7(a) and 6.7(b) shows that RTs to TMTB are longer than 
those to TMTA, and that higher numbers of erroneous responses are made to TMTB 
in comparison to TMTA.
The results demonstrated no significant effects of RF EMF (F(1,38) =1.35, p = 0.25) 
on reaction time. Latéralisation did have a significant effect on reaction time 
(F(1,38) = 6.09; p < 0.05), but there was no interaction between latéralisation and 
RF EMF (F(1,38) = 3.18; p = 0.08). In general participants were faster to respond 
when the headset was on the left hand side of the head (mean 13.59ms faster). 
Suggests the presence of the headset on the same side of the head as the 
response hand may have had a detrimental effect on performance.
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There was no effect of RF EMF on error rate (F(1,38) = 0.91, p = 0.35), or any 
interaction effect between RF EMF and type (reaction time (F(1,38) = 0.50, p = 
0.48), error rate (F(1,38) = 0.27, p = 0.60)). Error rate was not affected by 
latéralisation (F(1,38) = 0.07, p = 0.80), nor was there an interaction between 
latéralisation and RF EMF (F(1,38) = 0.31, p = 0.58).
Mean Errors on TMT (A&B) by Condition
■  Trails A 
□  Trails B
Sham Left Sham Right TETRA Left TETRA Right 
Condition
Figure 6.7(b) Mean number of errors is plotted for each of the four conditions. 
Error bars indicate SEM. (n = 39)
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6.3.3 Working memory
6.3.3.1 Verbal and Spatial ‘n’ Backs
Figure 6.8(a) and 6.8(c) verbal ‘n’ backs and 6.8(b) and 6.8(d) spatial ‘n’ backs, 
mean reaction time to target and non-target stimuli are plotted for each condition.
A repeated measures ANOVA with RF EMF (TETRA/Sham), latéralisation 
(Left/Right), load (0/1/2/3) and type (targets/non-targets) as within subject factors 
was performed on the response times and error responses for both stimulus types 
(verbal and spatial). The response time analyses were analysed for correct 
responses only.
Inspection of Figures 6.8 (a-d) shows that response time to both targets and non­
targets slows down as load increases. On the spatial and the verbal analyses this 
effect was significant (verbal (F(3,99) = 34.15, p < 0.001), spatial (F(3,99) = 29.52, p
< 0.001)) and linear; verbal (F(1,33) = 63.63, p < 0.001), spatial (F(1,33) = 50.97, p
< 0.001). There was also a significant effect of stimulus type (i.e. target to non­
target) on the verbal (F(1,33) = 14.52, p < 0.005), and spatial tasks (F(1,33) = 8.47, 
p < 0.01). Reaction time to targets in comparison to non-targets is on average 31ms 
slower on the verbal ‘n’ back, and 22ms slower on the spatial ‘n’ back. This 
contrasts with the results on both of the military RF EMF studies where no effect of 
stimulus type was found on the spatial ‘n’ backs.
The ANOVAs for both stimulus types revealed there was no significant main effect 
of RF EMF on response times (verbal (F(1,33) = 1.52, p = 0.23), spatial (F(1,33) = 
0.94, p = 0.34)). There was also no significant RF EMF x load interaction (verbal 
(F(3,99) = 0.23, p = 0.87), spatial (F(3,99) = 3.04, p = 0.07)), or RF EMF x load x 
type interaction (verbal (F(3,99) = 0.20, p = 0.90), spatial (F(3,99) = 0.07, p = 0.89)).
There were no effects of latéralisation on response times (verbal (F(1,33) = 0.14, p 
= 0.71), spatial (F(1,33) = 0.00, p =0.98)), nor were there RF EMF x latéralisation 
interactions (verbal (F(1,33) = 0.52, p = 0.48), spatial (F(1,33) = 1.22, p = 0.28)).
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Figure 6.9(a) & 6.9(c) verbal ‘n’ backs, and 6.9(b) & 6.9(d) spatial ‘n’ backs, mean 
error responses to target and non-target stimuli are plotted for each condition.
For both the spatial and verbal analyses there was a significant effect of load on 
error rate; verbal (F(3,102) = 44.13, p < 0.001), spatial (F(3,105) = 23.62, p < 0.001). 
This relationship was linear; verbal (F(1,35) = 97.86, p < 0.001), spatial (F(1,34) = 
70.78, p < 0.001). Inspection of Figures 6.9 (a-d) show that the rate of error 
increases for both types of error as task load increases. There is also a significant 
difference between the number of errors made to target and non-target stimuli 
(verbal (F(1,34) = 61.10, p < 0.001), spatial (F(1,35) = 67.28, p < 0.001)). On both 
the verbal and spatial tasks participants made far higher numbers of errors to target 
stimuli than to non-targets and this was evident at all task loads.
Analysis of error responses revealed a significant main effect of RF EMF on error 
rate on the verbal 'n' back (verbal (F(1,34) = 4.41, p < 0.05) -  mean increase of 1.21 
(2.4%) in raw error score under TETRA in comparison to sham. There was no effect 
on the spatial ‘n’ back (F(1,35) = 2.26, p = 0.14). There was no significant RF EMF 
X load interaction (verbal (F(3,102) = 0.72, p = 0.54), spatial (F(3,105) = 0.36, p = 
0.78)), or RF EMF x load x type interaction (verbal (F(3,102) = 0.52, p = 0.67), 
spatial (F(3,105) = 0.25, p = 0.86)).
There were no effects of latéralisation (verbal (F(1,34) = 2.19, p = 0.15), spatial 
(F(1,35) = 0.22, p = 0.65)), or latéralisation x RF EMF interaction (verbal (F(1,34) = 
0.00, p = 0.97), spatial (F(1,35) = 0.04, p = 0.85)).
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6.3.3 2 Digit Span
Figures 6.10(a) and 6.10(b) mean response time and correct responses on the digit 
span task are plotted for each condition.
Mean RT to Digit Span by Condition
4000
S  3500
m 2500
Sham Left Sham Right TETRA Left TETRA Right 
Condition
Figure 6.10(a) Mean reaction time is plotted for each of the four conditions. Error bars indicate 
SEM. (n = 40)
There was no significant effect of condition on either response latency (F(1,39) = 0.25, 
p = 0.62) or correct responses (F(1,39) = 0.35, p = 0.56), nor were there effects of 
latéralisation on correct response (F(1,39) = 2.08, p = 0.16), or RF EMF x latéralisation 
interactions (F(1,38) = 0.31, p =0.58). Latéralisation did affect response latency 
(F(1,39) = 4.35, p < 0.05) but there was no interaction effect between latéralisation and 
RF EMF condition (F(1,39) = 1.49, p = 0.23). Responses appeared to be slower when 
the headset was on the same side of the head as the response hand (mean 151.23ms 
slower).
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Mean Correct Response to Digit Span
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Figure 6.10(b) Mean correct responses is plotted for each of the four conditions. Error bars 
indicate SEM. (n = 40)
6.3.3 3 Paced Visual Serial Addition Task
Figures 6.11(a) and 6.11(b) mean response time and error responses on the PVSAT 
are plotted for each condition.
Mean RT to PVSAT by Condition
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Figure 6.11(a) Mean reaction time for correct responses is plotted for each of the four conditions. 
Error bars indicate SEM. (n = 40)
There was no significant effect of condition on response latency (F(1,39) = 0.59, p = 
0.45) or accuracy (F(1,39) = 0.29, p = 0.60), nor were there effects of latéralisation on 
reaction time (F(1,39) = 0.09; p = 0.77). However, accuracy did appear to be affected
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by latéralisation (F(1,39) = 4.34; p < 0.05); increase in mean raw error score of 1.91 
(3.47%) when headset was on the left hand side. There were no interaction effects 
between RF EMF and latéralisation on either measure; RT (F(1,39) = 0.54, p = 0.47), 
accuracy (F(1,39) = 0.37, p = 0.55).
Error responses were analysed in a 2x2X2 ANOVA with within subject factors of 
condition (TETRA/Sham), latéralisation (Left/Right) and Error type (miss- 
hits/calculation). There was no significant effect of condition on errors overall (F(1,39) = 
0.26, p = 0.62), or RF EMF x error type interaction (F(1,39) = 0.002, p = 0.97). As 
before there was a latéralisation effect on errors (F(1,39) = 4.12, p < 0.05); however, on 
this occasion error rate was higher when the headset was mounted on the left hand 
side of the head. There were no latéralisation x RF EMF interaction effects (F(1,39) = 
0.11, p = 0.75). There was a reliable difference between the numbers of each type of 
error (F(1,39) = 11.74, p < 0.001), significantly higher numbers of calculation errors 
were made than omission.
Mean Calculation and Omission Errors by Condition
■  Calculation  
□  O m ission
Sham Left Sham Right TETRA Left TETRA Right 
Condition
Figure 6.11(b) Mean miss-hit and caiculation errors are plotted for each of the four conditions. 
Error bars indicate SEM. (n = 40)
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6.3.4 Classification & Recognition
6.3.4.1 Visual and Sem antic Classification
Figures 6.12(a) and 6.12(b), mean response time and accuracy are plotted for visual 
and semantic classification tasks for each condition.
Mean RT to Visual and Semantic Classification Tasks
Î
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Visual Sem antic
Task
Figure 6.12(a) Mean reaction time for correct responses is plotted for each of the four conditions. 
Error bars indicate SEM. (n = 40)
There was no significant effect of condition on reaction time (F(1,39) = 3.49, p = 0.07), 
or accuracy (F(1,39) = 0.86, p = 0.36) on the semantic classification task. Nor were 
there effects of latéralisation on reaction time (F(1,39) = 0.96, p = 0.33) or accuracy 
(F(1,39) = 0.06, p = 0.82). There were no interaction effects between RF EMF and 
latéralisation on either measure; reaction time (F(1,39) = 0.35, p = 0.56), accuracy 
(F(1,39) = 1.41, p = 0.24).
There was no significant effect of condition on reaction time (F(1,39) = 0.74, p = 0.39), 
or accuracy (F(1,39) = 0.00, p =1.00) on the visual classification task. Nor were there 
effects of latéralisation on reaction time (F(1,39) = 0.28, p = 0.60) or accuracy (F(1,39) 
= 0.62, p = 0.44). There were also no interaction effects between RF EMF and 
latéralisation on these measures; reaction time (F(1,39) = 1.38, p = 0.25), accuracy 
(F(1,39) = 1.89, p = 0.18).
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Mean Correct Response to Visual and Semantic 
Classification Tasks
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Figure 6.12(b) Mean correct response (%) is plotted for each of the four conditions. Error bars 
indicate SEM. (n = 40)
G.3.4.2 Visual and Sem antic Recognition
Figures 6.13(a) and 6.13(b), mean response time and accuracy is plotted for visual and 
semantic recognition tasks for each condition.
Mean RT to Visual and Semantic Recognition Tasks
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Figure 6.13(a) Mean reaction time is plotted for each of the four conditions. Error bars indicate 
SEM. {n = 40)
On the semantic recognition task there was no significant effect of condition on reaction 
time (F(1,39) = 0.60, p = 0.44). There was an effect of condition on accuracy (F(1,39) =
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20.18, p < 0.001); response was less accurate under exposure conditions mean 33.83 
(70.48%) in comparison to 36.14 (75.49%) on the sham conditions. There was also an 
effect of latéralisation on accuracy (F(1,39) = 4.79, p < 0.05); accuracy was higher when 
the headset was on the left hand side, but there was no interaction effect between RF 
EMF and latéralisation (F(1,39) = 0.43, p = 0.51). There were no effects of 
latéralisation on reaction time (F(1,39) = 0.03, p = 0.86) but there was an interaction 
effect between RF EMF and latéralisation (F(1,39) = 4.45, p < 0.05); response 
appeared to be faster under exposure conditions to the left hand side of the head.
Mean Correct Response to Visual and Semantic 
Recognition Tasks
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Figure 6.13(b) Mean correct response (%) is plotted for each of the four conditions. Error bars 
indicate SEM. (n = 40)
On the visual recognition task there were no effects of condition on reaction time 
(F(1,39) = 2.20 p = 0.15), or accuracy (F(1,39) = 0.79, p = 0.38). Nor were there effects 
of latéralisation on reaction time (F(1,39) = 0.25, p = 0.62). There were effects of 
latéralisation on accuracy (F(1,39) =5.61, p < 0.05); responses were less accurate when 
the headset was mounted on the right hand side of the head; mean of 12.21 (50.87%) 
correct responses in comparison to 13.11 (54.62%). There were no interaction effects 
between RF EMF and lateralization; reaction time (F(1,39) = 2.31, p  = 0.14), accuracy 
(F(1,39) = 2.03, p  = 0.16).
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6.3.5 Summary of Cognitive Results
The results from the study indicated that the majority of the cognitive tasks 
demonstrated no significant effects of RF EMF. There were significant effects of 
TETRA on two tasks; a reduction in accuracy under exposure conditions on the verbal 
‘n’ back, and a significant detrimental effect on accuracy on the semantic recognition 
task. There was also an interaction effect between RF EMF and latéralisation of 
exposure on the SART. Following completion of the analyses reported in this study an 
error calculation was carried out to investigate the implications for the adjustment of a 
(See Appendix 7). Previous studies in this area had been crititicised for failing to 
correct for the number of multiple comparisons made so it was felt appropriate that this 
calculation was carried out. If these adjusted a levels are accepted then the significant 
results on the verbal ‘n’ back and SART would no longer be reliable, however, the result 
from the semantic recognition task would meet the criterion a level for significance.
6.3.6 Subjective measures
6.3.6.1 Positive and Negative A ffect Schedule (PANAS)
Figure 6.16 mean raw scores on the PANAS indicating pre- and post-test subjective 
levels of Positive Affect (PA) and Negative Affect (NA) are plotted for the TETRA and 
sham conditions. A 3x2x2 ANOVA was calculated with within subjects factors of 
condition (Sham Left/ Sham Right/ TETRA Left/TETRA Right), time (pre/post) and affect 
(PA/NA).
There were no significant differences between the exposure and sham conditions in self 
reported affect as measured on the Positive and Negative Affect Schedule (F(1,39) = 
3.18; p = 0.08). There was a significant difference between positive and negative affect 
scores (F(1,39) = 172; p < 0.001); levels of positive affect were far higher than negative 
affect, and pre and post-test scores (F(1,39) = 26.68; p < 0.001); levels of both positive 
and negative affect dropped during the test session. However, there were no 
interaction effects between these and RF EMF (p > 0.43). There was also no effect of 
latéralisation on self-reported affect (F(1,39) = 3.27; p = 0.08).
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Mean Scores of Positive and Negative Affect Pre and Post-test
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Figure 6.16 Mean positive and negative affect scores pre- and post-test are plotted for the 
TETRA and sham conditions. Error bars indicate SEM. (n = 40)
6.3.6 2 State-Trait Anxiety Inventory (STAI)
Figure 6.17 mean raw scores on the STAI indicating pre- and post-test subjective levels 
of anxiety are plotted for each RF EMF condition.
Mean STAI Scores Pre and Post-test
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Figure 6.17 Mean anxiety scores pre- and post-test are plotted for each of the three RF EMF 
conditions. Error bars indicate SEM. (n = 40)
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There were no significant effects of exposure on self-reported levels of state anxiety as 
measured by the State Trait Anxiety Inventory (F(1,39) = 1.18; p = 0.28). There was a 
significant difference between pre and post-test scores (F(1,39) = 19.76; p < 0.001); 
levels of self-reported anxiety increased during the test session, this can be seen clearly 
in Figure 6.17. However there was no interaction effect between these scores and RF 
EMF (F(1,39) = 0.49; p = 0.48). There was also no effect of latéralisation (F(1,39) = 
1.18; p = 0.29).
6.3.S.4 NASA Task Load Index (NASA TLX)
Figure 6.18 mean raw scores on the NASA TLX are plotted for each condition.
There were no significant differences between TETRA EMF and Sham on the overall 
subjective workload rating recorded on the NASA Task Load Index (1,39) = 0.03; p = 
0.88), or effects of latersalisation (F(1,39) = 0.02; p = 0.89). There was also no 
significant effect of condition on any of the six individual workload factors; mental 
(F(1,39) = 1.87; p = 0.15), physical (F(1,39) = 0.48; p = 0.63), temporal (F(1,39) = 0.70; 
p = 0.55), effort (F(1,39) = 0.77; p = 0.48), performance (F(1,39) = 1.39; p = 0.25) or 
frustration (F(1,39) = 0.85; p = 0.47).
Mean Overall Workload Scores
TETR A  Left TETR A  Right Sham Left 
Condition
Sham  Right
Figure 6.18 Mean overall workload scores are plotted for each of the three RF EMF conditions. 
Error bars indicate SEM. (n = 40)
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6.S.6.4 Symptom Rating Scale
There were no significant differences between exposure conditions in the mean number 
of symptoms reported on the symptom questionnaire (F(1,39) = 0.21; p = 0.66), nor was 
there any effect of latéralisation (F(1,39) = 1.27; p = 0.27).
Participants reported symptoms across all four of the test days, and there was an equal 
split of reported symptoms between those identified from the literature that had been 
reported in response to mobile phones (276) and the distracter items (222). The six 
most commonly reported symptoms were: “difficulty concentrating during tests", 
followed by "fidgety", "headache”, “lethargy”, “localised sensation of warmth”, and 
“excessive fatigue”. There was not any pattern in the number of symptoms reported 
overall on each of the test days: TETRA Right (108 in total), TETRA Left (154 in total), 
Sham Right (122 in total) and Sham Left (114 in total).
As part of the symptom rating scale participants were also asked to guess whether they 
thought RF was being transmitted. The results demonstrated that participants were 
unable to determine the RF ‘on’ conditions. Of the 35 participants who guessed which 
of the test days the RF was ‘on’ only three were able to correctly guess when the sham 
and exposure sessions took place.
303
6.4 Discussion
The results from this study suggested that, on the whole, a 381 MHz TETRA signal 
does not significantly affect performance on a wide range of cognitive and psychomotor 
tasks, as measured by accuracy and response latency.
6.4.1 Psychomotor function
There were no effects of RF EMF or latéralisation of signal on either the SRT or CRT, 
this supports the non-significant results found in the previous two studies reported in 
this thesis and recently published work (Haarala et al., 2003b, 2005; Besset et al., 
2005; Russo et al., 2006). Again, reaction time was slower to CRT than the SRT and 
there was an effect of task repetition within test session, a slowing of the response to 
both tasks as participants became fatigued. In contrast to the previous two studies a 
similar effect was also observed on correct response with accuracy decreasing linearly 
across the session.
6.4.2 Attention
In parallel to the first study there were no main effects of RF EMF or latéralisation on 
reaction time or accuracy to visual search. The same patterns of results were found as 
the first study, supporting the idea that the feature searches were not true "pop-out" 
searches. The fact the conjunction searches included green letters, which were never 
targets, could have made response time to these quicker than feature when the target 
was absent. The number of distracters in the array had a linear effect on reaction time 
increasing the time taken to respond regardless of whether it was a feature or 
conjunction search or the target was present or absent. There was no effect of set size 
on accuracy. RT to conjunction searches was slightly slower than responses to feature 
searches when the target was present but faster when the target was absent. RT was 
much faster and accuracy was higher when the target was present.
Unlike the first study there were no main effects of RF EMF time or accuracy to SART. 
There was an RF EMF by latéralisation interaction; when the headset was on the right
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hand side RT was very similar between TETRA and Sham conditions, however, when it 
was on the left response was on average 46ms faster under TETRA conditions. 
However, this result is no longer significant when the statistical correction is taken into 
account. Overall, commission error responses were faster than correct responses and 
higher numbers of commission errors were made than omission errors.
In parallel with the first two studies and previous work there were no effects of condition 
on the other two attention tests (Lass et al., 2004). There were no RF EMF or 
latéralisation effects on the SDMT or SDMT recall. In comparison to the first two 
studies reaction time was slower and accuracy lower on these tasks, indicating an 
interference effect of using the same symbols throughout the study and linking them to 
different numbers each time the participant completed the test (see Appendix 6). 
Reaction time was slower on Trails B in comparison to A and in contrast to the first two 
studies there was also an increase in errors on the harder version of the task. The 
Trails task also demonstrated a latéralisation effect; response was considerably slower 
when the headset was mounted on the same side as the response hand
6.4.3 Working memory
There were no effects of exposure or latéralisation on reaction time to verbal and spatial 
‘n’ backs, nor an effect on error rate on the spatial ‘n’ back. As expected, RT and 
accuracy increases linearly with load and higher numbers of errors and slower 
responses were made to target stimuli in comparison to non-targets. Analysis of the 
error responses to the verbal 'n' back showed no latéralisation or interaction effects, 
however, there was a reliable reduction in accuracy under TETRA RF EMF exposure 
conditions. Koivisto and colleagues (2000b) also found significant effects on the verbal 
'n' back; response was speeded at high memory loads when participants were exposed 
to a 902 MHz GSM signal. However, further studies by the same research team using 
the same exposure system have failed to replicate this effect or find any other RF EMF 
performance effects on the task (Haarala et al., 2003b; Haarala et al., 2004; Haarala et 
al., 2005).
305
As discussed in Chapter 2 the verbal ‘n’ back task involves the central executive, verbal 
rehearsal and storage mechanisms originally identified by Baddeley and Hitch (1974) in 
their model of working memory. At the low levels of the task (0 & 1 back), demands on 
these processes are comparatively simple; participants must retain only a single target 
at a time and compare each stimulus that appears to this representation, the only 
difference being that in the 1-back the representation must constantly be updated. At 
the higher levels (2 & 3 back) the task is much more difficult as more stimuli must be 
held in working memory, the order of the stimuli must be retained, the traces refreshed 
using the articulatory rehearsal system, and the extant codes discarded to prevent 
interference. The results indicate that under the TETRA condition response accuracy 
was slightly lower at all levels of the task but there was no effect on response latency.
Imaging research has revealed that the main areas of the brain active during the ‘n’ 
back task are: areas associated with storage and rehearsal of verbal codes 
predominately in the left hemisphere, posterior parietal cortex (BA7/40), Broca's area 
(BA44) and pre-motor area (BAG). As well as areas involved in higher level executive 
processing: ventro-lateral pre-frontal cortex (VLPFC) (BA45/47) and dorsolateral pre- 
frontal cortex (DLPFC) (BA44/46). These areas of the brain show a monotonie increase 
in activation as working memory load increases (Awh et al., 1996; Cohen et al., 1997; 
Braver et al., 1997). If these processes were affected one might expect the effect to be 
more prominent at the more difficult levels of the task where demands are higher, 
however, this does not appear to be evident.
A lack of effect on response times suggests that the processing time required and 
response initiation / execution mechanisms were unaffected by the TETRA signal. The 
decrease in accuracy could have resulted from an effect on rehearsal or storage 
mechanisms that meant participants’ ability to retain the target stimuli was detrimentally 
affected, or an effect on executive processes that caused inappropriate allocation of 
resources to match task demands. The lack of effect on the spatial working memory 
task, which differs solely In terms of the modality of the stimuli, suggests that it is more 
likely that the specific verbal storage and rehearsal processes are affected. As 
described above these processes are predominantly carried out in the left hemisphere. 
The absence of a latéralisation effect (i.e. the TETRA signal did not appear to affect the
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processes more when the headset was mounted on the left hand side) despite the 
relative localisation of the signal, suggests that even at very low levels these processes 
could be affected.
It must be noted that other tests that involve the short-term rehearsal and manipulation 
of verbal information, such as the digit span and PVSAT, appeared to be unaffected by 
the signal. The effect of TETRA on verbal ‘n’ back accuracy only just reached 
significance, and is no longer reliable following error correction.
6.4.4 Classification, Recognition and Recall
There were no effects on semantic and visual classification or visual recognition tasks 
supporting previous research which showed no effects on semantic categorisation 
(Koivisto et al., 2000a).
On the semantic recognition task there was a reliable reduction in accuracy under 
TETRA RF EMF exposure conditions, and this effect was significant even once the 
error correction had been applied. Preece and colleagues (1998) found that an 
extremely low frequency 50 Hz RF EMF signal decreased accuracy of response to a 
delayed word recognition task. Again, subsequent studies using mobile phone type 
frequencies have not found performance effects on the same recognition task (Preece 
et al., 1999; Preece et al., 2005). To perform the task successfully participants must 
encode the words presented during the semantic classification task into episodic 
memory. These traces must then be retrieved during the semantic recognition task so 
that the word presented can be checked against them, and a response made as to 
whether these match or not. Effects observed suggest that part of this process may 
have been disrupted by the TETRA signal.
There is a close relationship between the semantic and episodic memory systems; 
episodic memory for items encoded during semantic categorisation is superior to that 
for items encoded using non-semantic processing (e.g. Demb et al., 1995; Wagner et 
al., 1998). Semantic memory has been shown to involve left lateralised activity in the 
temporal areas and the inferior frontal cortex (Demb et al., 1995; Gabrieli et al., 1996).
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In particular, the medial temporal lobe (MTL) is involved in semantic memory retrieval 
and thought to be a key component of a declarative memory system used for both 
episodic and semantic memory (Wagner et al., 1998; Daselaar et al., 2002). Further 
investigation of these areas using a semantic classification and recognition task similar 
to that used in the TETRA study demonstrated that the left lateral temporal lobe was 
specifically involved in successful recall of information that had been encoded 
semantically (Menon et al., 2002). Other areas that were active during the task 
included the prefrontal cortex (RFC) and the MTL however, the activations in these 
areas were not related to recognition accuracy and the authors suggested that these 
areas have equally important, but less specific roles to play during the retrieval task.
Unlike the verbal ‘n’ back there was an effect of latéralisation; response was less 
accurate when the headset was mounted on the right hand side of the head. However, 
there was no interaction effect between RF and latéralisation. Research has suggested 
that there may be hemispheric specialisation for encoding and retrieval in episodic 
memory. The Hemispheric Encoding/Retrieval Asymmetries Model (HERA) was 
proposed following evidence that supported the idea that learning of new materials 
tends to activate left RFC, whereas retrieval tends to activate right RFC (Tulving et al., 
1994; Nyberg et al., 1996). This specialisation has been demonstrated many times 
since and appears to be true for both verbal and non-verbal material (Habib et al., 
2003). The absence of effects on the semantic classification task suggests that initial 
access to semantic memory and encoding was not affected by the TETRA signal. 
However, subsequent access to this system and the interactions between this and the 
episodic memory system could have been adversely affected such that accuracy but 
not response time to the task decreased. The location of such an effect could be the 
left lateral temporal lobe as it appears to play a specific role in this process and be 
involved in making a direct comparison between recognition cue and semantic memory 
trace (Menon et al., 2002). The absence of an RF / latéralisation interaction suggests 
that the effect was not localised to a specific hemisphere of the brain. Additionally, the 
lack of involvement of the temporal lobe in the verbal working memory ‘n’ back means 
that this would not explain the similarity in effects between this task and the semantic 
recognition task.
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6.4.5 Subjective Measures
There were no observable effects of RF EMF on the subjective measures of self- 
reported mood, anxiety and workload used in the study. In addition to this, participants 
were unable to tell which test days the RF EMF was on and self-reported symptoms 
were unrelated to the condition, failing to provide objective evidence for the subjective 
effects TETRA users have reported (e.g. (BBC, 2002)).
6.4.6 Conclusions
The current study builds upon the findings from previous research by investigating the 
effects of a signal produced by a TETRA communications system. The absence of 
significant performance effects on all but two of the cognitive tasks suggests that 
exposure to a TETRA 381 MHz signal does not have a robust reliable effect on 
cognitive performance overall, nor were there any effects associated with exposure to a 
particular side of the head. There may be a specific effect of TETRA on verbal memory 
and retrieval systems, it is difficult to speculate as to the biological route that resulted in 
the RF EMF field affecting these cognitive mechanisms, further research must be 
carried out to replicate these effects before their validity can be confirmed.
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Chapter 7 -  General Discussion
This thesis has examined the effects of five different RF EMF signals on human 
cognitive performance, none of which had been addressed in previous human 
experimental work. The first study investigated the effects of HF and VHF signals 
(29MHz and 75MHz, both CW transmitted at 15-20W) on human cognitive 
performance. Significant effects were found on only two of the cognitive tests. Under 
exposure to the HF (29MHz) signal response appeared to be speeded to the visual 
recognition and SART tasks. On the SART this speeded response also appeared to 
affect the error rate of participants and the number of commission errors was greater 
during exposure to the HF signal. In order to address previous criticisms an error 
calculation was carried out following analysis of the the results, acceptance of the 
adjusted a suggests that these results may be unreliable. The second study addressed 
two UHF signals (a modulated 448MHz and CW 1206MHz both transmitted at 15-20W). 
The results demonstrated no significant effects of condition on any of the parameters 
measured. The third study specifically investigated a communications system used by 
the ‘blue light’ services. Participants were exposed to a 381 MHz TETRA signal to both 
the left and right hand side of the head. The results from this study suggested that the 
TETRA signal may affect accuracy of performance on two verbal memory tasks.
On the verbal ‘n’ back accuracy of response appeared to be detrimentally affected by 
the TETRA signal, however, this was not associated with presentation of the signal to a 
particular side of the head. Following adjustment of a using the error calculation this 
result was no longer significant. Performance of the semantic recognition task also 
appeared to be affected by the TETRA signal again this was evident in a detrimental 
effect on the accuracy of response. Under TETRA conditions participants were 
significantly less accurate in their response to this task. The pattern of results observed 
suggested that interactions between the semantic and episodic memory systems may 
be adversely affected, such that retrieval from episodic memory suffered.
Of all the significant results only the effect on accuracy of response to the semantic 
recognition task remains so following correction for multiple comparisons. A number of 
researchers had criticised previous studies investigating the effects of RF EMF on
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human cognitive performance for failing to correct for multiple statistical tests (e.g. 
lEGMP 2000). Due to the nature of the results found in previous studies reviewed in 
Chapter 1 it was not possible to predict the direction of the effects and conduct only 
planned comparisons. As in all psychological studies where multiple cognitive tasks are 
used the results included numerous different measures of reaction time and accuracy. 
Where possible these results were grouped together so they could be analysed in one 
single ANOVA, for example the analysis of all the different levels of ‘n’ back. However, 
it was not possible to group all the measures so multiple comparisons were made. 
Some researchers would argue that the multiple tests of the bi-directional hypothesis 
“RF EMF affects cognitive performance" on the same set of data means that it is 
essential to adjust the a level to reduce the chances of making a Type I error.
However, the appropriateness of applying a statistical correction in this instance is 
debateable. Adjusting the a level greatly increases the chance of making a Type II 
error and assumes that all the null hypotheses are applicable at the same time 
(Perneger, 1998). When designing the studies conducted as part of this thesis great 
care was taken over selecting the different cognitive tests to be included in the battery. 
This was because one was interested in the results from each test in its’ own right. The 
tests were selected to broadly assess psychomotor function, attention, working and 
episodic memory such that if a particular pattern of results was obtained one may be 
able to deduce that a particular area of the brain was affected. By adjusting the a level 
one is dismissing the importance of including each individual test and also rejecting the 
original power analysis conducted for the studies. The power analysis was carried out 
to give the number of volunteers required for power at p < 0.06. By applying stricter 
criterion levels it could be argued, on the basis of the original power analysis, that the n 
used in the three studies is inadequate to detect the critical effect difference.
Regardless of whether the results are adjusted for multiple comparisons or not, the 
significant finding in the TETRA study on the semantic recognition task remains reliable. 
The BAR measurements conducted on the TETRA handset demonstrated that the 
signal is localised to the area immediately adjacent to the transmitting antenna. The 
effects on the semantic recognition task were evident when the signal was presented to 
both sides of the head, but were greater when the handset was mounted on the left 
handside. It is difficult to identify a specific mechanism for the effects observed. As
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discussed previously the only proven biological effect of RF EMF is a heating effect. At 
the level of BAR recorded from the TETRA handset it is very unlikely that heating would 
produce temperature raises greater than that recorded from mobile phones. Btudies 
which have estimated the increases in temperature resulting from mobile phones 
suggest that once the effects of heat dissipation from blood flow are taken into account, 
the range of temperature increase will be between 0.01 and 0.1 °C for a blood flow of 
10-100m 1/1 OOg.min (Riu & Foster, 1999). The study by Van Leeuwen and colleagues 
(1999) using computer modeling found an increase of 0.11®C in brain tissue 
temperature directly below the antenna of an active mobile phone (Van Leeuwen et al., 
1999). Although these increases in temperature are way below that which would be 
considered dangerous, some authors have suggested that they could be causing the 
results found in previous RF EMF cognitive studies. For example, Preece and 
colleagues (1999) suggested the effects they observed on reaction time were caused 
by mild localised heating, and associated changes in local blood flow and oxygenation. 
The results from an imaging study conducted during exposure to a mobile phone signal 
do not support this theory (Haarala et al.. 2003a).
Other non-thermal mechanisms of action have been proposed, including: alteration of 
membrane permeability, effects on neurotransmitter systems, changes in calcium levels 
in brain tissue and changes in neuronal excitability. All of these proposals have lacked 
the support of evidence. For example, Bmythe & Costall (2003) suggested that 
electromagnetic fields “may alter electrical field potentials generated by cells, and 
neurons with highly excitable, polarised membranes would be greatly affected by this”, 
however, a clear mechanism for producing these effects at the RF EMF levels used in 
their study was not presented.
The early research conducted in this field was criticised on a number of different 
grounds. Criticisms relating to the design of the exposure system and the exposure 
itself included: failing to report the BAR levels participants were exposed to or providing 
adequate exposure assessment, using different frequencies, employing different types 
of exposure system, fluctuating field stengths as a result of battery power, handsets 
emitting barely perceptible noise during exposure and a lack of consistency in the 
location of the handset. Bimilarly the actual design of the studies was criticised for:
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using single-blind exposure, between groups rather than repeated measures 
comparison, back-to-back presentation of conditions, inclusion of multiple cognitive 
tests without a clear rationale and delivery of the tests using different methods and 
specifications. The design of the studies reported in this thesis attempted to address 
these issues. Double-blind repeated measures design was followed throughout. 
Conditions were counterbalanced between participants. Test presentation order was 
counterbalanced both within and between participants. There was a minimum of 72 
hours between test conditions and identical procedures were followed for training and 
test days. The environmental conditions during testing were controlled and each test 
day commenced at the same time. Full assessment of each exposure was conducted 
and the SAR levels were calculated using whole-body phantoms, additionally, regular 
checks were made of the exposure system, the levels were monitored during exposure 
and experimental systems were used with external power supplies to minimise field 
fluctuations.
The same core battery of cognitive tests was used in all three studies, and all the tests 
were computer administered. These tests were selected from those used in previous 
research, in Chapter 2 studies that had used these tests to investigate the areas of the 
brain performing specific cognitive functions were critically reviewed. This review 
demonstrated that the different tasks appeared to engage specific brain networks and 
be associated with particular brain areas. The results also emphasised the importance 
of experimental design and showed that very slight changes to task presentation, or the 
use of different control tasks, can have dramatic effects on the areas of the brain 
reported as active. Broadly speaking, the results showed that the tasks selected 
activated areas associated with psychomotor function, the different attention systems, 
and working, episodic and semantic memory.
In Chapter 3, further investigation of the tasks demonstrated that they had good test- 
retest reliability and there were clear effects of practice on performance. The 
accompanying literature review suggested that changes in brain activity would be 
underlying these improvements in performance as the brain networks adapted and 
became more efficient. Correlation of the results from the cognitive tests and a variety 
of psychometric measures showed that performance on a number of the tests appeared
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to be associated with good performance on the ability measures that assessed general 
intelligence. This hardly surprising considering that general intelligence has been 
associated with the processing carried out in the frontal lobes and many of the cognitive 
tasks showed increases in activity in this area. However, measures of personality, 
mood and anxiety were largely unrelated to either the cognitive tasks or the ability 
measures. The investigations and literature reviews of the cognitive tasks used In the 
studies suggest that these are robust, effective measures of cognitive performance. 
Indeed, when comparing the results from the tasks across the three studies the 
consistency in the response times and accuracy rates recorded are striking. There is 
no reason to believe that there were any issues regarding the cognitive tasks 
themselves.
The results from two of the three studies reported do suggest that that there may be 
effects of RF EMF on human cognitive performance. Like the significant results 
reported previously, with the exception of the effect of TETRA on semantic recognition, 
these results appear to be subtle, and may be transitory and / or marginal in nature. 
The area of RF EMF bioeffects remains an area for future research and there are still 
questions regarding effects on cognitive performance that could be addressed. There 
has been little research investigating chronic effects, the effects of simultaneous 
exposure to multiple frequencies have not been studied and the cognitive 
consequences of exposures above the guidelines are still unknown. The study reported 
on TETRA is the only one to date that has looked at the effects of this signal on 
cognitive performance, and the significant results need to be replicated before they can 
be confirmed as true RF EMF effects. However, at present there is still no evidence 
that exposure to low level RF EMF fields can cause any adverse health effects 
(Sienkiewicz & Kowalczuk 2006), and consistent robust, repeatable effects of RF EMF 
on human cognitive performance remain unproven.
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Appendix 3 365
Test Measure (No. of trials) N Baseline ShamMean Std.Error Mean Std.ErrorSRT RT 48 601.11 15.54 551.41 16.62
No. Correct (40) 48 38.69 0.23 38.48 0.33
CRT RT 48 732.32 16.16 694.51 13.06
No. Correct (40) 48 39.13 0.18 38.84 0.30
VisualSearch RT 48 1137.61 35.79 1036.38 35.42No. Correct (48) 48 46.56 0.41 46.58 0.32
SART Correct RT 46 328.40 10.83 344.41 12.55
Commission RT 46 277.30 8.88 262.44 5.56
CommissionErrors 46 11.02 0.73 8.74 0.76
Omission Errors 46 1.74 0.34 1.24 0.44
SDMT RT 47 1818.10 43.45 1493.49 44.55
No. Correct (72) 47 70.87 0.22 70.85 0.26
Trails A Total RT 48 84745.27 1460.74 84091.40 1433.07
Errors 48 2.44 0.30 2.77 0.38
Trails B Total RT 48 90332.27 1789.09 87982.81 1607.53Errors 48 3.02 0.45 3.31 0.43
Digit Span RT 48 3112.86 96.36 3391.75 106.95
No. Correct (14) 48 9.08 0.24 9.63 0.27
PVSAT RT 45 1490.54 233.91 1216.68 26.94
No. Correct (66) 45 41.23 1.60 44.62 1.40SDMT Recall RT 48 1577.53 93.91 1577.53 93.91
No. Correct (18) 48 15.46 0.47 15.46 0.47
SemanticClassification RT 46 1188.70 43.83 1088.97 41.50No. Correct (24) 46 23.64 0.11 23.54 0.10
SemanticRecognition RT 48 894.82 20.38 893.38 19.28No. Correct (48) 48 35.00 0.59 35.79 0.58
VisualClassification RT 47 1089.42 39.45 956.18 30.82No. Correct (12) 47 11.77 0.07 11.77 0.06VisualRecognition RT 48 1107.67 47.53 982.00 33.55No. Correct (24) 48 12.65 0.32 12.56 0.33
Table A3.1 Descriptive statistics for the measures used in the test retest and practice 
analysis in chapter 3: means and std. error of measurement
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Test Measure N Baseline Sham
Mean Std.Error Mean Std.Error
Verbal 'O' back Target Errors 48 1.02 0.27 0.44 0.11Target RT 48 490.28 10.98 499.54 9.79
Non-target Errors 48 0.27 0.08 0.17 0.07
Non-target RT 48 446.58 7.64 453.88 10.18
Verbal '1' back Target Errors 47 1.06 0.17 0.92 0.17Target RT 47 530.64 15.05 526.08 13.48
Non-target Errors 47 0.32 0.07 0.19 0.06
Non-target RT 47 509.79 12.42 489.10 11.14
Verbal '2' 
back
Target Errors 48 2.35 0.38 1.81 0.39
Target RT 48 667.14 27.26 605.21 20.26
Non-target Errors 48 1.08 0.30 0.48 0.24
Non-target RT 48 649.71 25.14 595.64 20.03
Verbal '3' back Target Errors 47 5.75 0.46 4.72 0.50Target RT 47 764.11 33.50 678.83 27.09
Non-target Errors 47 1.98 0.30 0.66 0.18
Non-target RT 47 712.01 28.14 643.49 25.49
Spatial 'O' back Target Errors 48 1.54 0.58 0.48 0.10Target RT 48 527.06 16.82 503.99 19.62
Non-target Errors 48 0.33 0.13 0.08 0.04
Non-target RT 48 493.77 11.43 476.29 15.25
Spatial'T 
back
Target Errors 47 1.96 0.40 1.60 0.42
Target RT 47 586.24 21.96 541.88 16.97
Non-target Errors 47 0.48 0.10 0.47 0.14
Non-target RT 47 623.45 22.15 552.29 18.28
Spatial '2' back Target Errors 47 3.17 0.45 2.32 0.38Target RT 47 818.22 33.47 698.53 24.40
Non-target Errors 47 1.64 0.27 0.77 0.20
Non-target RT 47 806.32 24.50 668.15 22.47
Spatial '3' back Target Errors 45 4.51 0.50 4.36 0.53Target RT 45 878.62 27.35 771.24 27.81
Non-target Errors 45 3.04 0.46 1.82 0.31
Non-target RT 45 868.47 30.14 754.43 22.97
Table A3.2 Descriptive statistics for the measures from the ‘n’ back test used in the test
retest and practice analysis in chapter 3: means and std. error of measurement
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Test Measure (No. of trials) N Mean Std. Error T rad e-off correlations
SRT RT 92 603.82 11.35 r = 0.54, p < 0.001No. Correct (40) 92 38.48 0.22CRT RT 92 730.34 11.65 r = 0.19, p -  0.07No. Correct (40) 92 38.87 0.16SART Correct RT 91 313.78 7.46
Commission RT 90 265.74 5.50Commission Errors 91 12.31 0.57Omission Errors 91 3.18 0.54Trails A Total RT 92 84610.52 979.96 r = -0.30, p < 0.001Errors 92 3.10 0.28Trails B Total RT 92 91658.66 1244.60 r = 0.05, p = 0.61Errors 92 3.77 0.38Digit Span RT 92 3224.17 78.46 r = 0.04, p = 0.68No. Correct (14) 92 8.82 0.18PVSAT RT 92 1425.46 19.67 r = 0.00, p = 0.97
No. Correct (55) 92 38.86 1.15SemanticClassification RT 91 1153.92 29.69 r — 0.12, p — 0.25No. Correct (24) 91 23.64 0.07SemanticRecognition
RT 92 933.77 17.33 r = 0.05, p = 0.67No. Correct (48) 92 35.67 0.42VisualClassification RT 91 1076.34 28.97 r = 0.12, p = 0.27No. Correct (12) 91 11.75 0.05VisualRecognition
RT 92 1136.16 35.46 r = -0.02, p = 0.86No. Correct (24) 92 12.48 0.22
Verbal 'O' back
RT 89 997.63 20.88 r = 0.14, p = 0.19No. Correct (51) 89 48.82 0.19
Verbal '1' back
RT 90 1068.42 19.62 r = 0.07, p = 0.52No. Correct (61) 90 48.60 0.13
Verbal *2' back
RT 91 1417.31 47.52 r = -0.11, p = 0.32No. Correct (51) 91 46.64 0.41
Verbal '3' back
RT 91 1493.46 44.47 r = 0.09, p = 0.39No. Correct (51) 91 41.85 0.50
Spatial 'O' back
RT 88 1067.58 24.63 r = -0.05, p -  0.65No. Correct (51) 90 48.40 0.41
Spatial '1' back
RT 91 1226.77 29.45 r = -0.20, p = 0.05No. Correct (51) 91 47.68 0.29
Spatial '2' back
RT 90 1645.62 45.56 r = -0.51, p < 0.001No. Correct (51) 90 45.73 0.46
Spatial '3' back
RT 90 1681.72 46.45 r = -0.17, p = 0.11No. Correct (51) 90 41.97 0.62
Table A3.3 Descriptive statistics and correlations between accuracy and reaction time
measures for the tests used in the individual differences analysis in Chapter 3
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SARTRT SARTCom SARTComRT SARTOmSARTRT 1 r = -0.71p < 0.001 r = 0.77p < 0.001 r = -0.12 p = 0.24
SARTCom r = -0.71p < 0.001 1 r = -0.43p < 0.001 r = 0.35 p < 0.005
SARTComRT r = 0.77 p < 0.001 r = -0.43 p < 0.001 1 r = -0.14p = 0.20
SARTOm r = -0.12 
p = 0.24
r = 0.35 
p < 0.005
r = -0.14 
p = 0.20 1
Table A3.4 Correlations between accuracy and reaction time measures for SART
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Test Measure Extraction
SRT RT 0.84
No. Correct 0.77
CRT RT 0.74
No. Correct 0.68
SART Correct RT 0.62
Omission Errors 0.67
Trails A Total RT 0.77
Errors 0.68
Trails B Total RT 0.86
Errors 0.69
Digit Span RT 0.63
No. Correct 0.63
PVSAT RT 0.66
No. Correct 0.76
Verbal 'O' 
back
RT 0.78
No. Correct 0.78
Verbal'T 
back
RT 0.81
No. Correct 0.58
Verbal '2' 
back
RT 0.73
No. Correct 0.65
Verbal '3' 
back
RT 0.77
No. Correct 0.76
Spatial 'O' 
back
RT 0.79
No. Correct 0.63
Spatial '1' 
back
RT 0.80
No. Correct 0.81
Spatial '2' 
back
RT 0.63
No. Correct 0.84
Spatial '3' 
back
RT 0.60
No. Correct 0.74
Semantic
Classification
RT 0.65
No. Correct 0.75
Semantic
Recognition
RT 0.64
No. Correct 0.61
Visual
Classification
RT 0.74
No. Correct 0.67
Visual
Recognition
RT 0.66
No. Correct 0.45
Table A3.14 Extraction values for the Initial eleven factor solution
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Scree Plot
2 -
Component Number
Figure A3.1 Scree plot fo r the factors Identified from the PCA
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Component
Initial Eigenvalues Extraction Sums of Squared Loadings
Total
%of
Variance
Cumulative
% Total
%of
Variance
Cumulative
%
1 7.60 20.01 20.01 7.60 20.01 20.01
2 3.95 10.40 30.41 3.95 10.40 30.41
3 3.32 8.75 39.16 3.32 8.75 39.16
4 1.99 5.23 44.39 1.99 5.23 44.39
5 1.91 5.04 49.43 1.91 5.04 49.43
6 1.63 4.30 53.72 1.63 4.30 53.72
7 1.57 4.13 57.85 1.57 4.13 57.85
8 1.45 3.82 61.67 1.45 3.82 61.67
9 1.21 3.19 64.86 1.21 3.19 64.86
10 1.16 3.07 67.92 1.16 3.07 67.92
11 1.07 2.81 70.73 1.07 2.81 70.73
12 1.00 2.63 73.36
13 0.96 2.54 75.90
14 0.90 2.38 78.28
15 0.85 2.24 80.52
16 0.72 1.91 82.43
17 0.68 1.78 84.21
18 0.66 1.74 85.95
19 0.57 1.49 87.44
20 0.55 1.44 88.88
21 0.46 1.22 90.11
22 0.43 1.12 91.23
23 0.39 1.03 92.26
24 0.39 1.02 93.29
25 0.33 0.88 94.17
26 0.31 0.83 94.99
27 0.28 0.75 95.74
28 0.28 0.73 96.47
29 0.25 0.65 97.12
30 0.22 0.59 97.71
31 0.18 0.46 98.17
32 0.17 0.44 98.61
33 0.14 0.36 98.97
34 0.11 0.30 99.27
35 0.10 0.26 99.53
36 0.08 0.21 99.75
37 0,06 0.15 99.90
38 0.04 0.10 100.00
Table A3.15 Components Identified from the PCA and the variance explained by the factors with 
Eigenvalues > 1
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Test Measure
Component
1 2 3 4 5 6 7 8 9 10 11
Spatial 1 RT 0.81
Trails B RT 0.80 -0.35
Verbal 1 RT 0.79
Spatial 0 RT 0.78 0.31
Verbal 0 RT 0.68 0.38 -0.34
Verbal 2 RT 0.68 0.31
Trails A RT 0.67 -0.34
PVSAT Acc -0.55 0.45 -0.33
Spatial 2 RT 0.54 0.40
PVSAT RT 0.53 -0.34 0.36
Verbal 3 RT 0.53 0.43 -0.44
Spatial 3 RT 0.46 -0.46 0.31
SART Om 0.46 0.37 0.32
Sem Recog RT 0.46 0.30 0.34
SART RT 0.45 0.39
Sem Class RT 0.38 0.31
Verbal 3 Acc 0.65
Vis Recog RT 0.32 0.56
Digit Span Acc 0.55
Spatial 3 Acc -0.48 0.53
Verbal 2 Acc -0.43 0.49
SRT Acc 0.78
CRT Acc 0.67
Trails B Err -0.67
SRTRT 0.44 0.64
Trails A Err -0.57 -0.36 0.36
CRTRT 0.50 0.37
Vis Class RT 0.46 0.59
Spatial 2 Acc -0.37 0.32 -0.40 -0.34 0.31 0.33
Verbal 1 Acc 0.32 0.39 0.33
Digit Span RT 0.37 0.37 0.32 0.30
Spatial 0 Acc 0.66
Spatial 1 Acc 0.39 0.47 -0.32 -0.32
Sem Recog 
Acc 0.38 0.37 0.46
Vis Class Acc -0.42 -0.32
Sem Class Acc -0.34 0.32 -0.56
Vis Recog Acc 0.35
Verbal 0 Acc -0.34 0.73
Table A3.16 Eleven components Identified from the PCA with Eigenvalues > 1
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Test Measure Extraction
SRT RT 0.78
No. Correct 0.71
CRT RT 0.58
No. Correct 0.61
SART Correct RT 0.54
Omission Errors 0.57
Trails A Total RT 0.71
Errors 0.64
Trails B Total RT 0.82
Errors 0.67
Digit Span RT 0.49
No. Correct 0.58
PVSAT RT 0.62
No. Correct 0.62
Verbal 'O' back RT 0.77
No. Correct 0.25
Verbal *1' back RT 0.80
No. Correct 0.52
Verbal '2' back RT 0.72
No. Correct 0.61
Verbal '3' back RT 0.76
No. Correct 0.66
Spatial 'O' back RT 0.77
No. Correct 0.60
Spatial '1' back RT 0.80
No. Correct 0.62
Spatial '2' back RT 0.60
No. Correct 0.62
Spatial '3' back RT 0.60
No. Correct 0.64
Semantic Classification RT 0.50
No. Correct 0.38
Semantic Recognition RT 0.63
No. Correct 0.52
Visual Classification RT 0.69
No. Correct 0.51
Visual Recognition RT 0.57
No. Correct 0.32
Table A3.17 Extraction values for the eight factor solution
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Initial Eigenvalues
Extraction Sums of Squared 
Loadings
Rotation Sums 
Loadin*
)f Squared 
3S
Total %ofVariance Cumulative% Total %ofVariance Cumulative% Total % of Variance Cumulative%
1 7.60 20.01 20.01 7.60 20.01 20.01 5.45 14.34 14.34
2 3.95 10.40 30.41 3.95 10.40 30.41 4.30 11.31 25.65
3 3.32 8.75 39.16 3.32 8.75 39.16 3.18 8.37 34.02
4 1.99 5.23 44.39 1.99 5.23 44.39 2.49 6.54 40.56
5 1.91 5.04 49.43 1.91 5.04 49.43 2.44 6.42 46.98
6 1.63 4.30 53.72 1.63 4.30 53.72 2.13 5.62 52.60
7 1.57 4.13 57.85 1.57 4.13 57.85 1.75 4.60 57.20
8 1.45 3.82 61.67 1.45 3.82 61.67 1.70 4.47 61.67
Table A3.18 Components identified from the PCA extraction of eight factors and the variance 
explained
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Test Measure
Component
1 2 3 4 5 6 7 8
Verbal 2 RT 0.83
Verbal 1 RT 0.80
Verbal 3 RT 0.79
Spatial 0 RT 0.78 0.33
Spatial 1 RT 0.78
Verbal 0 RT 0.76 0.32
Spatial 3 RT 0.57
Verbal 3 Acc 0.77
Spatial 3 Acc 0.73
Trails B RT 0.36 -0.72 0.30
Verbal 2 Acc 0.71
PVSAT Acc 0.70
Trails A RT -0.59 0.47
Trails B Err -0.76
CRT Acc 0.71
SRT Acc 0.69
Trails A Err -0.69 -0.33
SRTRT 0.58 0.37 0.38
CRTRT -0.32 0.52
SART Om -0.39 0.63
Digit Span RT 0.61
Spatial 2 Acc -0.54 0.45
Spatial 2 RT 0.37 0.42 -0.40
Vis Class RT 0.71 0.34
Vis Recog RT 0.38 0.54
Sem Recog RT 0.32 0.45 0.50
SART RT 0.47 0.49
Spatial 1 Acc 0.76
Verbal 1 Acc 0.66
Verbal 0 Acc 0.43
Sem Class RT 0.60
Sem Class Acc 0.50
Vis Class Acc 0.43 -0.44
Sem Recog Acc 0.35 -0.53
PVSAT RT -0.49 -0.52
Digit Span Acc 0.48 0.51
Spatial 0 Acc 0.42 0.41 0.47
Vis Recog Acc 0.40
Table A3.19 Eight components identified from the PCA rotated using the Varlmax method
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Component 1 2 3 4 5 6 7 81 0.73 -0.50 0.11 0.34 0.25 -0.10 0.06 -0.08
2 0.46 0.72 0.09 -0.06 0.29 0.39 0.05 0.16
3 -0.12 0.09 0.93 0.11 -0.05 -0.23 -0.16 0.16
4 -0.43 -0.07 0.06 0.14 0.83 0.08 0.26 -0.16
5 -0.14 0.13 -0.09 0.70 -0.08 0.30 -0.55 -0.276 -0.14 -0.28 0.11 0.24 -0.25 0.62 0.42 0.45
7 -0.04 0.32 -0.24 0.54 -0.06 -0.55 0.35 0.36
8 0.04 0.18 0.18 0.10 -0.31 0.04 0.55 -0.72
Table A3.20 Component transformation matrix for the eight components Identified from the PCA 
rotated using the Varlmax method
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Test Measure Extraction
SRT RT 0.64
No. Correct 0.70
CRT RT 0.53
No. Correct 0.51
SART Correct RT 0.44
Omission Errors 0.44
Trails A Total RT 0.69
Errors 0.51
Trails B Total RT 0.79
Errors 0.57
Digit Span RT 0.31
No. Correct 0.45
PVSAT RT 0.37
No. Correct 0.51
Verbal 'O' back RT 0.76
No. Correct 0.09
Verbal'T back RT 0.78
No. Correct 0.31
Verbal '2' back RT 0.71
No. Correct 0.51
Verbal '3' back RT 0.67
No. Correct 0.54
Spatial 'O' back RT 0.76
No. Correct 0.13
Spatial '1' back RT 0.73
No. Correct 0.30
Spatial '2* back RT 0.53
No. Correct 0.41
Spatial '3' back RT 0.59
No. Correct 0.57
Semantic Classification RT 0.28
No. Correct 0.24
Semantic Recognition RT 0.47
No. Correct 0.30
Visual Classification RT 0.67
No. Correct 0.25
Visual Recognition RT 0.54
No. Correct 0.19
Table A3.21 Extraction values for the five factor solutions
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Initial Eigenvalues
Extraction Sums of 
Squared Loadings
Rotation Sums of Squared 
Loadings
Total %ofVariance Cumulative% Total %ofVariance Cumulative% Total %ofVariance Cumulative%1 7.60 20.01 20.01 7.60 20.01 20.01 5.28 13.90 13.902 3.95 10.40 30.41 3.95 10.40 30.41 5.25 13.81 27.71
3 3.32 8.75 39.16 3.32 8.75 39.16 3.38 8.91 36.62
4 1.99 5.23 44.39 1.99 5.23 44.39 2.70 7.12 43.73
5 1.91 5.04 49.43 1.91 5.04 49.43 2.16 5.69 49.43
Table A3.22 Components Identified from the PCA extraction of five factors and the variance 
explained
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Test Measure
Component
1 2 3 4 5
Spatial 0 RT 0.81
Verbal 0 RT 0.80
Verbal 1 RT 0.78 0.34
Verbal 2 RT 0.70 0.42
Vis Class RT 0.66 -0.36
Spatial 1 RT 0.65 -0.31 0.43
SART RT 0.63
Vis Recog RT 0.50 0.48
Sem Recog RT 0.48 0.46
Sem Class RT 0.43
Sem Class Acc 0.37
Trails B RT 0.40 -0.78
Trails A RT -0.71
PVSAT Acc 0.68
Spatial 3 Acc 0.68
Verbal 3 Acc 0.65
Verbal 2 Acc 0,64
Digit Span Acc 0.60
SART Om -0.55
PVSAT RT -0.55
Spatial 2 Acc 0.52
Spatial 1 Acc 0.37 0.31
Spatial 0 Acc
SRT Acc 0.76
Trails B Err -0.70
CRT Acc 0.68
SRTRT 0.66
Trails A Err -0.62
CRT RT -0.32 0.50 -0.40
Spatial 3 RT 0.71
Verbal 3 RT 0.48 0.67
Spatial 2 RT -0.36 0.30 0.40 0.34
Vis Recog Acc -0.34
Verbal 0 Acc
Verbal 1 Acc 0.48
Sem Recog Acc 0.47
Digit Span RT 0.45
Vis Class Acc 0.31 0.39
Table A3.23 Five components identified from the PCA rotated using the Varlmax method
Component 1 2 3 4 51 0.71 -0.60 0.12 0.33 0.122 0.49 0.78 0.12 0.26 0.26
3 -0.19 -0.02 0.98 0.01 -0.04
4 0.19 -0.07 0.07 -0.78 0.58
5 -0.44 -0.12 -0.06 0.46 0.76
Table A3.24 Component transformation matrix
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Test Measure
Component
1 2 3 4 5
Verbal 0 RT 0.85
Spatial 0 RT 0.84
Verbal 1 RT 0.84
Verbal 2 RT 0.81
Spatial 1 RT 0.72
Verbal 3 RT 0.64 -0.49
SART RT 0.59
Sem Class RT 0.36 0.31
Sem Class Acc 0.34
Trails B RT 0.36 -0.75
Trails A RT -0.69
Verbal 3 Acc 0.68
Spatial 3 Acc 0.67
PVSAT Acc 0.67
Verbal 2 Acc 0.65
Digit Span Acc 0.63
SART Om -0.53 0.31
PVSAT RT -0.53
Spatial 2 Acc 0.50
Spatial 1 Acc 0.37
Spatial 0 Acc
Verbal 0 Acc
SRT Acc 0.79
CRT Acc 0.69
SRTRT 0.68
Trails B Err -0.67 -0.32
Trails A Err -0.58 -0.32
CRTRT 0.52 -0.39
Spatial 3 RT 0.33 -0.61
Vis Class RT 0.51 0.55 0.32
Vis Recog Acc 0.34
Sem Recog Acc 0.49
Vis Recog RT 0.46 0.48
Sem Recog RT 0.43 0.47
Verbal 1 Acc 0.47
Digit Span RT 0.46
Vis Class Acc 0.40
Spatial 2 RT -0.30 0.33 -0.32 0.34
Table A3.25 Five components Identified from the PCA rotated using the Direct Obllmin method
Component 1 2 3 4 51 1.00 -0.12 0.06 -0.06 0.152 -0.12 1.00 -0.06 0.04 0.02
3 0.06 -0.06 1.00 0.03 0.02
4 -0.06 0.04 0.03 1.00 -0.07
5 0.15 0.02 0.02 -0.07 1.00
Table A3.26 Component correlation matrix
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Task blocks and order for Studies 1 and 3
Block 1 Task Type Length of 
Test(secs)Simple Reaction Time (SRT) RT / Movement & decision 160Choice Reaction Time (CRT) RT / Movement & decision 170Visual Classification Visual processing / OR 30Ofoack (Verbal) Vigilance 1501 back (Verbal) Vigilance / memory 1502back (Verbal) Working Memory 150Sback (Verbal) Working Memory 150Visual Recognition Memory 20Visual Search Perception 140
Block 2
SRT RT / Movement & decision 160CRT RT / Movement & decision 170Semantic Classification Semantic processing 50Oback (Spatial) Vigilance 1501 back (Spatial) Vigilance / memory 1502back (Spatial) Working Memory 150Sback (Spatial) Working Memory 150Semantic Recognition Memory 60Paced Visual Serial Addition Task Attention: Selection / executive 160
Block 3
SRT RT / Movement & decision 160CRT RT / Movement & decision 170Digit Symbols Modality Task Attention: Encoding / substitution 170Trails A Attention: Perceptual /motor 90Digit Span Memory 180SART Attention: Response inhibition 260Trails B Attention: Switching / planning 90Incidental symbol learning Memory 30
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Task blocks and order for Study 2
Block 1 Task Type Length of 
Test(secs)
Simple Reaction Time RT / Movement & decision 160Choice Reaction Time RT / Movement & decision 170Visual Classification (colour patches) Visual processing / CRT 30Oback Letters Vigilance 1501 back Letters Memory / vigilance 1502back Letters Memory 150Sback Letters Memory /CE 150Visual Recognition (colour patches) Memory 20SART2 Sustained attention/inhibition 240
Block 2
Simple Reaction Time RT / Movement & decision 160Choice Reaction Time RT / Movement & decision 170Semantic Classification Semantic processing 50Oback (position) Vigilance 1501back (position) Memory / vigilance 1502back (position) Memory 150Sback (position) Memory/CE 150Semantic Recognition Memory 60PVSAT Attention: Selection / executive 160
Block 3
Simple Reaction Time RT / Movement & decision 160Choice Reaction Time RT / Movement & decision 170Item Recognition (verbal) Verbal working memory 150
Digit Symbols Modality Test Attention: Encoding / substitution 170Trails A Attention: Perceptual /motor 90
Digit Span Memory 180SART1 Sustained attention/inhibition 260Trails B Attention: Switching / planning 90Incidental symbol learning Memory 30Item Recognition (spatial) Spatial working memory 150
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Keyboard layout for study 1
B B B O □  B B B
Keyboard layout for Studies 2 and 3
B 10 B  O d é
M s u .
B B
DES QQQ  □  B Q  
Q Q Q
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Frequency of symptom reporting from the first military study
Previously reported symptoms 75MHz 29MHz Sham Total
Difficulty concentrating during tests 18 19 25 62
Blurring of vision 3 10 9 22
Headache 6 7 8 21
Localised sensation of tingling 4 4 8 16
Localised sensation of warmth 2 2 4 8
Hot in the head 2 3 3 8
Localised numbness 2 2 2 6
Localised sensation of burning 2 1 2 5
Localised itching 2 0 2 4
Nausea 1 0 1 2
Dizziness 0 1 1 2
Ringing in ears 1 0 1 2
Localised sensation of redness 0 0 1 1
Localised tightening of skin 0 1 0 1
Total 43 50 67 160
Distracter Items 75MHz 29MHz Sham Total
Fidgity 13 18 17 48
Lethargy 4 9 11 24
Excessive fatigue 3 6 9 18
Watery eyes 4 5 8 17
Runny nose 6 6 5 17
Dry eyes 2 3 9 14
Dry mouth 3 2 4 9
Loss of co-ordination 3 1 2 6
Increased perspiration 1 1 4 6
Loss of balance 1 1 0 2
Faintness 0 1 0 1
Indigestion 0 0 0 0
Pain 0 0 0 0
Unusual taste 0 0 0 0
Total 40 53 69 162
Total Overall 83 103 136 322
Mean number of reported symptoms was 1.73 (SEM 0.26), 2.02 (SEM 0.32), and 2.5 
(SEM 0.36) for the 75MHz, 29MHz and Sham conditions respectively.
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Frequency of symptom reporting from the second military study
Previously reported symptoms Sham 448 1206 Total
Difficulty concentrating during tests 27 21 21 69
Headache 13 9 7 29
Blurring of vision 5 4 5 14
Ringing in ears 5 4 3 12
Hot in the head 1 3 1 5
Localised itching 2 1 1 4
Dizziness 2 0 1 3
Localised sensation of tingling 0 1 0 1
Nausea 0 1 0 1
Localised sensation of redness 0 1 0 1
Localised sensation of warmth 0 0 1 1
Localised numbness 0 0 0 0
Localised sensation of burning 0 0 0 0
Localised tightening of skin 0 0 0 0
Total 55 45 40 140
Distracter items Sham 448 1206 Total
Fidgity 14 16 13 43
Lethargy 7 5 8 20
Excessive fatigue 5 6 8 19
Dry mouth 2 3 3 8
Dry eyes 0 3 5 8
Runny nose 5 1 1 7
Watery eyes 2 2 2 6
Loss of co-ordination 2 2 2 6
Indigestion 2 0 1 3
Loss of balance 1 0 0 1
Increased perspiration 0 1 0 1
Faintness 1 0 0 1
Pain 1 0 0 1
Unusual taste 0 0 0 0
Total 42 39 43 124
Total Overall 97 84 83 264
Mean number of reported symptoms was 2.56 (SEM 0.46), 3.12 (SEM 0.74), and 
3.46 (0.79) for the 1206MHz, 448MHz and Sham conditions respectively.
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Frequency of symptom reporting from the TETRA study
Previously reported symptoms TETRA
Right
TETRA
Left
Sham
Right
Sham
Left Total
Difficulty concentrating during tests* 23 28 24 25 100
Blurring of vision* 5 8 5 7 25
Headache* 14 16 12 11 53
Localised sensation of tingling* 3 4 2 5 14
Localised sensation of warmth* 6 12 6 8 32
Hot in the head* 3 5 2 3 13
Localised numbness* 0 0 1 1 2
Localised sensation of burning* 0 2 1 2 5
Localised itching* 2 2 4 2 10
Nausea* 2 2 1 2 7
Dizziness* 0 0 3 0 3
Ringing in ears* 4 1 4 2 11
Localised sensation of redness* 0 0 0 1 1
Localised tightening of skin* 0 0 0 0 0
Total 62 80 65 69 276
Distracter Items TETRA TETRA Sham Sham Total
Right Left Right Left
Fidgety 18 21 22 13 74
Lethargy 4 15 10 7 36
Excessive fatigue 6 9 6 5 26
Watery eyes 2 6 2 6 16
Runny nose 1 6 1 4 12
Dry eyes 5 5 5 3 18
Dry mouth 3 4 5 2 14
Loss of co-ordination 0 0 2 1 3
Increased perspiration 0 1 0 0 1
Loss of balance 0 0 1 0 1
Faintness 0 1 0 0 1
Indigestion 0 0 0 0 0
Pain 4 3 2 3 12
Unusual taste 3 3 1 1 8
Total 46 74 57 45 222
Total Overall 108 154 122 114 498
Mean number of reported symptoms was 4.08 (SEM 0.47), 3.13 (SEM 0.39), 3.38 
(SEM 0.52) and 3.55 (0.47) for the TETRA Left, TETRA Right, Sham Left and Sham 
Right conditions respectively.
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Symptom Rating Scale
Name Date Volunteer Number
It has been documented that some people have reported experiencing a 
variety of physical symptoms / sensations either during or following the use of 
mobile communication systems. We would like you to look at the following list 
of descriptors and decide whether or not you experienced any of these during 
the test session. If you don’t feel that you have experienced the sensation 
described just tick the ‘No’ box. If you do feel you have experienced the 
sensation described make a vertical mark across the line to indicate the 
severity of the sensation and state where the sensation was experienced if 
asked.
1. Watery eyes
No im  Mild --------------------------------------------------------------------  Severe
2. Localised sensation of tingling
No CH Mild --------------------------------------------------------------------  Severe
If experienced, state where:
3. Loss of co-ordination
No LZI Mild Severe
4. Nausea
No n  Mild _________________________________________  Severe
5. Headache
No n  Mild --------------------------------------------------------------------  Severe
6. Localised numbness
No EH Mild --------------------------------------------------------------------- Severe
If experienced, state where:
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7. Difficulty concentrating during tests
No EH Mild ----------------------------------------------------------------------------  Severe
8. Unusual taste
No EH Mild ----------------------------------------------------------------------------  Severe
9. Ringing In ears
No EH Mild ----------------------------------------------------------------------------  Severe
10. Localised sensation of redness
No EH Mild ----------------------------------------------------------------------------  Severe
If experienced, state where:
11. Loss of balance
No EH Mild ----------------------------------------------------------------------------  Severe
12. Increased perspiration
No EH Mild ----------------------------------------------------------------------------  Severe
13. Hot In the head
No EH Mild ----------------------------------------------------------------------------  Severe
If experienced, state where:
14. Runny nose
No EH Mild ----------------------------------------------------------------------------  Severe
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15. Localised sensation of burning
No EH Mild ---------------------------------------------------------------------------  Severe
If experienced, state where:
16. Blurring of vision
No EH Mild ----------------------------------------------------------------------------  Severe
17. Fidgity
No EH Mild ----------------------------------------------------------------------------  Severe
18. Localised tightening of skin
No EH Mild ----------------------------------------------------------------------------  Severe
If experienced, state where:
19. Dry mouth
No EH Mild ----------------------------------------------------------------------------  Severe
20. Faintness
No EH Mild ----------------------------------------------------------------------------  Severe
21. Localised itching
No EH Mild ----------------------------------------------------------------------------  Severe
If experienced, state where:
22. Dry eyes
No EH Mild ----------------------------------------------------------------------------  Severe
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23. Excessive fatigue
No EH Mild ----------------------------------------------------------------------------  Severe
24. Localised sensation of warmth
No EH Mild ----------------------------------------------------------------------------  Severe
If experienced, state where:
25. Indigestion
No EH Mild ----------------------------------------------------------------------------  Severe
26. Dizziness
No EH Mild ----------------------------------------------------------------------------  Severe
27. Lethargy
No EH Mild ----------------------------------------------------------------------------- Severe
28. Pain
No EH Mild ----------------------------------------------------------------------------- Severe
If experienced, state where:
29. Other Symptoms
If you have experienced any other symptoms / sensations during the test session 
which aren’t described above please list them below:
THANK-YOU FOR COMPLETING THIS QUESTIONNAIRE
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Stimuli for the SDMT test used in the first military study
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< XT □ □ o ) r i
1 2 3 4 5 6 7 8 9
Stimuli for the different versions of the SDMT test for the second military 
study.
Version 1
i Tjr □ □ o
1 2 3 4 5 6 7 8 9
Version 2
Version 3
Version 4
± 2 L l_l o A X
1 2 3 4 5 6 7 8 9
< e [ 9^ 3 A V
1 2 3 4 5 6 7 8 9
V S .
x a $ 96 E V -k 0 $
1 2 3 4 5 6 7 8 9
Participants were slowest and least accurate in their response to version 1. 
This particular set of symbols had been used in the first military study and the 
TETRA study. Interference experienced when these particular symbols were 
matched to different numbers in the TETRA study could have resulted in the 
slower less accurate response to version 1 as fifteen of the participants in the 
second military study had previously completed the TETRA study. 
Comparison of results on the SDMT and incidental recall tests can be seen in 
Figures A6 -  1 & 2.
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Stimuli for the different versions of the SDMT test used in the TETRA study 
Version 1
o □ < vX □ XT )
1 2 3 4 5 6 7 8 9
Version 2
Q. kX i O □ u ) □
1 2 3 4 5 6 7 8 9
Version 3
□ Q. O □ ) u i
1 2 3 4 5 6 7 8 9
Version 4
•i;
■ II
‘ .ix4;
O < kX ) XJ £1 □ □ x ’ •i'-•4
1 2 3 4 5 6 7 8 9
'/ersion 5 1
XT ) n □ vX O
1 2 3 4 5 6 7 8 9 . ;' '
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1
2500
2300
2100
1900
o 17003(X 1500
1300
■ SDivrr 
□  SDMT Recall
Study 1 Study 2 TETRA
Figure A6 -1  Reaction time to SDMT and SDMT recall tasks for the three studies 
demonstrating the difference in response to the three versions of the task
SDMT
□  SDMT Recall
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Figure A 6 - 2  Accuracy of response to SDMT and SDMT recall tasks for the three studies 
demonstrating the difference in response to the three versions of the task
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Example of a conjunction search array from the visual search task (30 items in 
the array)
Example of a feature search array from the visual search task (30 items in the 
array)
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Word list from the Semantic Classification / Recognition Test
Person House Bird Fruit
ankle bathroom crow apple
elbow chimney eagle cherry
face door heron lemon
foot hall pigeon mango
knee porch sparrow peach
nose window wren plum
ear attic blackbird banana
eye ceiling dove grape
finger cupboard hawk lime
head floor lark melon
neck kitchen robin pear
throat room starling strawberry
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Error Calculations
The appropriate Bonferroni correction for multiple comparisons was incorporated into 
all analyses and the accepted 0.05 significance level adopted. The cognitive test 
battery contained numerous tasks that could theoretically be classified into different 
areas of cognitive function. Previous RF EMF studies have been criticised for failing 
to adjust for the multiple comparisons made. One could adjust for multiple 
comparisons in a number of different ways depending upon the hypotheses for a 
study. For example, the main two-tailed hypothesis for the RF EMF could be that:
Exposure to RF EMF will affect cognitive performance.
Thus, every single comparison made for each test is testing the same hypothesis 
increasing the risk of making a Type I error. It could be considered appropriate that 
the a level was adjusted by calculating the Family-Wise error and dividing it by every 
single comparison made. However, this would be an extremely conservative 
estimation and would greatly increase the chances of Type II error. A second 
method of adjustment could involve hypothesising that exposure would have an 
effect on a particular area of cognitive performance. In this case there would be a 
two-tailed hypothesis for each group of cognitive tests: I
I
Exposure to RF EMF will affect cognitive performance in the area of attention.
Exposure to RF EMF will affect cognitive performance in the area of working 
memory, e.t.c.
In this case every single comparison made for each test in each group of tests could 
increase the risk of making a Type I error. Therefore it may be considered 
appropriate to adjust the a level by calculating the Family-Wise error for each 
comparison made for each test in each group of tests. Following completion of the 
analyses reported in each study, an error calculation was conducted to assess the 
implications for adjustment of a to the appropriate level. This adjustment made the 
assumption that each group of test, e.g. attention tests, tested the same hypothesis 
i.e. that RF EMF exposure affected cognitive performance of attention tasks.
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Study 1 & TETRA
Simple and Choice Reaction Time: Only one single ANOVA was carried out on 
each of parameters from these tests. This ANOVA itself adjusts for multiple 
comparisons therefore it was deemed appropriate that the a level remained at p = 
0.05.
Visual Search, SART, SDMT, TMTA/B: One single ANOVA was carried out on 
each of the parameters from these tests. However, the tests themselves all assess 
performance in the area of attention therefore it was felt appropriate to adjust the a 
level to reduce the likelihood of a Type 1 error by dividing it by the number of tests; p 
= 0.05 / 4, p = 0.0125. The new a level adopted for this group of tests was p = 
0.0125.
Verbal 0-3 back. Spatial 0-3 back. Digit Span, PVSAT: One single ANOVA was 
carried out on each of the parameters from these tests. However, the tests 
themselves all assess performance in the area of working memory therefore it was 
felt appropriate to adjust the a level to reduce the likelihood of a Type 1 error by 
dividing it by the number of tests: p = 0.05 / 4, p = 0.0125. The new a level adopted 
for this group of tests was p = 0.0125.
Semantic and Visual Classification: Again, a single ANOVA was conducted on the 
parameters from each of these tests however they both assessed aspects of 
performance which involved similar cognitive processes. It was felt appropriate to 
adjust the a level to reduce the likelihood of a Type 1 error by dividing it by the 
number of tests: p = 0.05 / 2, p = 0.025. The new a level adopted for this group of 
tests was p = 0.025.
Semantic and Visual Recognition, SDMT Recall: A single ANOVA was conducted 
on each of these tests however they all assessed aspects of performance which 
involved similar cognitive processes. It was felt appropriate to adjust the a level to 
reduce the likelihood of a Type 1 error by dividing it by the number of tests: p = 0.05 / 
3, p = 0.0167. The new a level adopted for this group of tests was p = 0.0167.
If these adjusted A levels were accepted the results observed in Study 1 on the 
SART and Visual Recognition tasks would no longer reach statistical significance.
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It must be noted that adjusting the a levels using an error correction potentially 
increases the likelihood of a Type II error and is considered to be conservative.
Study 2
Simple and Choice Reaction Time: Only one single ANOVA was carried out on 
each of parameters from these tests. This ANOVA adjusted for multiple comparisons 
therefore it was deemed appropriate that the a level remained at p = 0.05.
SART1/2, SDMT, TMTA/B: One single ANOVA was carried out on each of the 
parameters from these tests. However, the tests themselves all assess performance 
in the area of attention therefore it was felt appropriate to adjust the a level to reduce 
the likelihood of a Type 1 error by dividing it by the number of tests: p = 0.05 / 3, p = 
0.0167. The new a level adopted for this group of tests was p = 0.0167.
Verbal 0-3 back, Spatial 0-3 back. Verbal Item Recognition, Spatial Item 
recognition, Digit Span, PVSAT: One single ANOVA was carried out on each of the 
parameters from these tests. However, the tests themselves all assess performance 
in the area of working memory therefore it was felt appropriate to adjust the a level to 
reduce the likelihood of a Type 1 error by dividing it by the number of tests: p = 0.05 / 
6, p = 0.0083. The new a level adopted for this group of tests was p = 0.0083.
Semantic and Visual Classification: Again, a single ANOVA was conducted on the 
parameters from each of these tests however they both assessed aspects of 
performance which involved similar cognitive processes. It was felt appropriate to 
adjust the a level to reduce the likelihood of a Type 1 error by dividing it by the 
number of tests: p = 0.05 / 2, p = 0.025. The new a level adopted for this group of 
tests was p = 0.025.
Semantic and Visual Recognition, SDMT Recall: A single ANOVA was conducted 
on each of these tests however they all assessed aspects of performance which 
involved similar cognitive processes. It was felt appropriate to adjust the a level to 
reduce the likelihood of a Type 1 error by dividing it by the number of tests: p = 0.05 / 
3, p = 0.0167. The new a level adopted for this group of tests was p = 0.0167.



