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Abstract. Characterizing ecosystem-atmosphere interac-
tions in terms of carbon and water exchange on different time
scales is considered a major challenge in terrestrial biogeo-
chemical cycle research. The respective time series currently
comprise an observation period of up to one decade. In this
study, we explored whether the observation period is already
sufficient to detect cross-relationships between the variables
beyond the annual cycle, as they are expected from compa-
rable studies in climatology.
We investigated the potential of Singular System Analysis
(SSA) to extract arbitrary kinds of oscillatory patterns. The
method is completely data adaptive and performs an effective
signal to noise separation.
We found that most observations (Net Ecosystem Ex-
change, NEE, Gross Primary Productivity, GPP, Ecosystem
Respiration, Reco, Vapor Pressure Deficit, VPD, Latent Heat,
LE, Sensible Heat, H, Wind Speed, u, and Precipitation, P)
were influenced significantly by low-frequency components
(interannual variability). Furthermore, we extracted a set of
nontrivial relationships and found clear seasonal hysteresis
effects except for the interrelation of NEE with Global Radi-
ation (Rg).
SSA provides a new tool for the investigation of these phe-
nomena explicitly on different time scales. Furthermore, we
showed that SSA has great potential for eddy covariance data
processing, since it can be applied as a novel gap filling ap-
proach relying on the temporal correlation structure of the
time series structure only.
Correspondence to: M. D. Mahecha
(miguel.mahecha@bgc-jena.mpg.de)
1 Introduction
Eddy covariance measurements at tower sites provide time
series of CO2, H2O, and energy fluxes which can be used
to characterize the temporal development of ecosystem-
atmosphere interactions (Aubinet et al., 2000; Baldocchi,
2003). The data are collected globally within a variety of
international projects (e.g., CarboEuropeIP, Fluxnet-Canada,
Ameriflux). Currently, many sites are close to producing
continuous flux data records that are more than a decade
in length, permitting ecosystem fluxes to be investigated on
a variety of time scales beyond seasonal and annual cycles
(Baldocchi, 2003; Saigusa et al., 2005; Wilson and Baldoc-
chi, 2000). The observed fluxes can be regarded as eco-
physiological responses to meteorological and climatologi-
cal conditions but also to other types of external and intrinsic
ecosystem modifications (Baldocchi, 2003), and thus the ob-
served flux variability can be attributed at least in part to the
variability of the driving variables (Law et al., 2002; Richard-
son et al., 2007).
The time-scale dependencies of cross-relationships be-
tween the variables are quite well understood for the short
term (from hours to seasonal patterns) in a variety of
micro-meteorological, ecophysiological, and statistical as-
pects (Baldocchi, 2003). Moreover, it is well known that
some of the driving variables (e.g., temperature and pre-
cipitation) depict climate-induced low-frequency oscillations
and trends (Ghil and Vautard, 1991; Plaut and Vautard,
1994; Palusˇ and Novotna´, 2006). A self-evident hypothe-
sis is whether long-term temporal structures are detectable
in existing flux data, given the current time series length.
Consequently, much effort has been made since the initial
eddy covariance measurement setups to investigate ecosys-
tem flux variability beyond the annual cycle (e.g., Goulden
et al., 1996), which is crucial for assessing ecosystems under
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changing environmental conditions (Dunn et al., 2007). In
this context, three main questions arise: (a) Can we identify
and provide accurate descriptions of flux variability on differ-
ent temporal scales? (b) Is it possible to detect and describe
the statistical properties of “interannual variability”; (c) are
(possibly nonlinear) trends identifiable in the time series? All
of these are tied to the problem of identifying and separating
the relevant time scales of the observed time series.
Related research fields have already provided a variety
of approaches for the investigation of time series on mul-
tiple time scales including low-frequency oscillations and
trends (von Storch and Zwiers, 1999). One method for ex-
tracting signals from time series is “Singular System Anal-
ysis” (SSA), an approach originating in systems dynamics
(Broomhead and King, 1986). The method is highly su-
perior to the well-known Fourier analysis, since it is fully
phase- and amplitude-modulated (Allen and Smith, 1996)
and suitable for analyzing short and nonstationary signals
(Yiou et al., 2000). SSA had already been successfully ap-
plied to problems in the fields of hydrometeorology (Shun
and Duffy, 1999), hydrology (Lange and Bernhardt, 2004),
climatology (Plaut and Vautard, 1995; Ghil et al., 2002), and
oceanography (Jevrejeva et al., 2006). This study aims at
exploring the potential of SSA within the context of eddy
covariance flux data. The idea behind SSA is that each ob-
served time series is a set of (linearly) superimposed sub-
signals (Golyandina et al., 2001). In other words, we inves-
tigated whether SSA could provide an option for the extrac-
tion of components of ecosystem fluxes corresponding to dif-
ferent time scales. Partitioning a time series into subsignals
is thought to separate long-term signals from the annual cy-
cle and high-frequency components (Yiou et al., 2000; Ghil
et al., 2002).
Our goal with this study is to provide a brief methodolog-
ical introduction to SSA, including test statistics and the de-
rived gap-filling strategy. The results and discussion focus
on the variance allocation of different time scales in a set
of fundamental observations. For characterizing ecosystem-
atmosphere interactions, particular attention is given to net
ecosystem exchange NEE, gross primary productivity GPP,
ecosystem respiration Reco, temperature T, global radiation
Rg, precipitation P, vapor pressure deficit VPD, latent heat
LE, sensible heat H, and wind speed u. Their temporal be-
havior and cross-relationships are explored on a range from
intra- to interannual time scales. Finally, the methodolog-
ical innovations for and limitations on future data adaptive
ecosystem assessments and forecasts are highlighted.
2 Methods
2.1 Singular system analysis
The goal of SSA is to identify subsignals of a given time se-
ries X(t), t=1, . . . , N and to project them to the correspond-
ing temporal scales. The time series (centered to zero mean)
is subjected to SSA, which can be described as a two-step
procedure consisting of a signal decomposition and a signal
reconstruction (Golyandina et al., 2001). The decomposition
aims at finding relevant orthogonal functions, which enables
the partial or, if required, entire reconstruction of the time
series.
The analysis first needs the a priori definition of an em-
bedding dimension, which is a window of length P . Sliding
the window along the time series leads to a trajectory ma-
trix consisting of the sequence of K=N−P+1 time-lagged
vectors of the original series. The P dimensional vectors of
the trajectory matrix Z are set up as described in Eq. (1),
(Golyandina et al., 2001).
Zi = (X(i), . . . , X(i + P − 1))T 1 ≤ i ≤ K (1)
Based on the trajectory matrix Z a P×P covariance ma-
trix C=
{
ci,j
}
is built, which according to Vautard and Ghil
(1989) can be estimated directly from the data in form of a
Toeplitz matrix; see Eq. (2).
ci,j =
1
N− | i − j |
N−|i−j |∑
t=1
X(t)X(t+ | i − j |) (2)
The entries of the resulting P×P matrix represent the cap-
tured covariance and depend on the lag | i−j | only, where
i, j=1, . . . , P . Based on this lag-covariance representation,
one can determine the orthonormal basis by solving Eq. (3).
ET CE = 3 (3)
In this equation, E is a P×P matrix containing the eigenvec-
tors Ei , also called empirical orthogonal functions (EOFs)
of C. The matrix 3 contains the respective eigenvalues
in the diagonal, sorted by convention in descending order
diag(3)=(λ1, . . . , λP ), where λ1 ≥ λ2 ≥, . . . ,≥ λP . It
can be shown that due to the properties of covariance matrix
C – preserving symmetry and being real valued and positive
semidefinite – all eigenvectors and eigenvalues are real val-
ued, where the latter are nonnegative scalars. The eigenval-
ues are proportional to the fraction of explained variance cor-
responding to each EOF. In analogy to the well known Princi-
pal Component Analysis, the decomposition allows the con-
struction of principal components (PCs) as generated time
series representing the extracted orthogonal modes (Eq. 4).
This is why SSA is often also called a “PCA in the time do-
main.”
Aκ(t) =
P∑
j=1
X(t + j − 1)Eκ(j), 1 ≤ κ ≤ P (4)
As it can be seen in Eq. (4), the principal components are
obtained by simply projecting the time series onto the EOFs.
This projection constructs a set of P time series of length K .
The last step in SSA is the reconstruction of the time se-
ries through the principal componentsAκ(t), see Eq. (5). The
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original signal can be fully or partially reconstructed. This is
a selective step, and the analyst has to decide whichAκ(t) are
combined so that one obtains an interpretable combination
of principal components. This enables signal-noise separa-
tion and the reconstruction of specifically selected frequency
components, as illustrated by Eq. (5).
Rk(t) =
1
Mt
∑
κ∈K
Ut∑
j=Lt
Aκ(t − j + 1)Eκ(j) (5)
In this reconstruction procedure, κ is an index set determin-
ing the selection of modes used for the reconstruction, Mt
is a normalization factor, and the corresponding extension
for the series boundaries are given by Lt and Ut (definitions
for the boundary terms are given in Tab. 1; a comprehensive
derivation can be found in Ghil et al., 2002).
The selective time series reconstruction creates the oppor-
tunity of depicting the behavior of the series explicitly on
different temporal scales. The time scale of variation corre-
sponding to an EOF or PC can be found by analyzing their
respective power spectra. The individual modes usually have
a very simple spectrum, being dominated by a single domi-
nant frequency only. Vautard et al. (1992) pointed out that the
summation of the power spectra of the PCs preserves the fun-
damental features of the power spectrum of the original se-
ries. However, the “embedding dimension” P sets some lim-
its: The lowest frequency recovered by the individual modes
has a period ≤P (Ghil et al., 2002). Periodicities of length
P either correspond to oscillations with period ≤P or are
induced by (possibly nonlinear) trends (Yiou et al., 2000).
As the objective of this study is to also explore explicitly
long-range structures in the data, we searched for the greatest
reliable value of the embedding dimension. The choice of P
is a trade-off. On the one hand, maximizing the information
content of the analysis requires a large embedding window
P . On the other hand, it is crucial for optimizing the statisti-
cal confidence of the decomposition to use a high number of
channels K . This balance is expressed by the ratio N
P
, which
was minimized here because the investigated time series are
quite short (N=8.5 yr) for the purpose of finding modes of
interannual variability. We used the lowest ratio reported in
the literature N
P
=2.5 (Lange and Bernhardt, 2004), which is
equivalent to P=3.4 yr throughout the entire analysis.
2.2 Signal selection and separability
The finest temporal resolution for the selective time series re-
construction can be determined by reconstructing the series
individually for each mode. However, a typical phenomenon
in the decomposed representation of the time series is the
appearance of two principal components of almost identical
structure and period length but with opposite parity (phase
shift π/2). This can be explained by the fact that the repre-
sentation of periodic modes requires at least two linear PCs
(Hsieh and Wu, 2001). Thus the first step is to reconstruct
Table 1. The values of the normalization factorMt and of the lower
Lt and upper Ut bounds of summation.
Temporal locations Mt Lt Ut
for 1≤t≤P−1 t−1 1 t
for P≤t≤K P−1 1 P
for K+1≤t≤N (N−t+1)−1 t−N+P P
the analyzed time series based on identified corresponding
oscillatory modes of equal dominant frequency. Whether
two components set up as a quasi oscillatory pair has to be
checked manually for modes of similar dominant frequency.
Golyandina et al. (2001) described this heuristic procedure
as “Caterpillar SSA,” which is also beneficial for detecting
unexpected oscillations. This is facilitated by reordering the
eigenvalues according to the dominant frequency of the as-
sociated EOF (Allen and Smith, 1996). After normalizing
the eigenvalues, this illustrates the variance allocation on the
identified dominant frequencies. This can be regarded as a
“discretized power spectrum” (Shun and Duffy, 1999), which
is commonly called the “eigenspectrum” of a given series.
However, the eigenspectrum does not overcome the criti-
cal point of finding a heuristic approach to signal selection
for the subsequent interpretations. An useful alternative is
to test the null hypothesis that the SSA output is compat-
ible with a red noise assumption. The assumption of “red
noise” seems the most appropriate null hypothesis in geo-
sciences, since many records (e.g., air and sea surface tem-
perature, river runoff, climate indices) usually depict “red-
dened” spectral properties (Ghil et al., 2002). In fact, this
can also be shown for NEE time series from the eddy covari-
ance measurements by investigating their specific autocorre-
lation, which is nontrivial (Richardson et al., 2007b). This
can be regarded as statistical validation for the “red noise”
null hypothesis. Several Monte Carlo SSA (MCSSA) ap-
proaches were developed for testing whether the eigenspec-
trum is compatible with an equivalent spectrum correspond-
ing to a set of surrogate data generated through an autore-
gressive process of the first order (AR(1); for different test
variants see, e.g., Allen and Smith, 1996; Palusˇ and Novotna´,
1998). Here, we followed an approach introduced by Shun
and Duffy (1999) that in terms of computation was much
more effective and straightforward, and in which the analytic
expression for the red noise spectrum is fit to the eigenspec-
trum:
φ(f ) =
a
b + (2πf )2
(6)
In this equation, a and b are process parameters, whereas f
represents the observed frequencies. The model is first fit
to the overall eigenspectrum and a 95% confidence interval
is calculated. The fit is then repeated for the nonsignificant
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fraction of the eigenspectrum only. This repetitive model fit-
ting is stopped if no additional significant modes are identi-
fied. This approach is not very common, therefore we ran
several tests for the present study where the standard MC-
SSA proposed by Allen and Smith (1996) based on more than
300 iterations was shown to produce similar results than the
above model given by Shun and Duffy (1999).
2.3 SSA for time series with missing values
The classic SSA variant presented is applicable to equidis-
tant time series without missing values. Kondrashov and
Ghil (2006) introduced an iterative SSA gap-filling strategy,
which allows (in the sense presented above) a time series re-
construction feasible for fragmented time series. This can be
interpreted as an opportunity for applying SSA to fragmented
records or as a new tool for gap filling. The method consists
of a two-loop gap filling, which for the sake of simplicity is
described here in form of a “how to” recipe:
1. The first step is to remove the time series mean, where
the mean is estimated from the present data only.
2. An inner-loop iteration starts as SSA of the zero-padded
time series. The leading (highest eigenvalue) recon-
structed component (RC) is used to fill the values in
the gaps. This allows a new estimate of the time series
mean, which is used for recentering where the padded
values are set to their reconstructions. This procedure is
carried out based on the computed and recomputed RCs
until a convergence criterion is met. Since the original
publications did not specify the type and value of con-
vergence, we used the correlation coefficient between
the subsequently filled time series and stopped the iter-
ation when r2>0.98.
3. After the first inner-loop iteration meets the conver-
gence criterion, the method switches to an outer-loop
iteration. This is the natural extension of the described
procedure above, achieved by simply adding a second
(third, etc.) newly reconstructed component to inner-
loop iteration.
2.4 Eddy covariance data processing
The eddy covariance data were collected based on a 20Hz
sampling frequency and subsequently aggregated to obtain
the half-hourly fluxes following the EUROFLUX methodol-
ogy (Aubinet et al., 2000). The CO2 data were corrected
for canopy storage and u∗ filtered to avoid measurements of
insufficient turbulence (Papale et al., 2006). A fundamen-
tal problem of eddy covariance measurements is the intricate
measurement setup, which leads to gaps of varying length,
from hours to months (Richardson and Hollinger, 2007).
The primary gap filling of the half-hourly data is possible
through a variety of methods which do not lead to fundamen-
tal differences (for a broad statistical comparison see Moffat
et al., 2007). All gap-filling methods developed (or adapted)
for processing eddy covariance data make use of empirical
knowledge on cross-relationships between the different vari-
ables. The gap filling at this level works very well when
gaps are rare and their distribution is random throughout the
time series. However, these gap-filling algorithms fail in the
presence of large gaps, where no secondary information, e.g.,
on meteorological conditions, is available. The simultaneous
occurrences of instationarities in related meteorological vari-
ables (e.g., during spring green-up) and large gaps induce
additional high ranges of uncertainties when conventional
gap-filling algorithms are applied (Richardson and Hollinger,
2007). These findings provide some motivation for adopting
different strategies to fill gaps based on the long-range auto-
correlation structure of the time series.
The obvious approach would be to use SSA for gap fill-
ing and further analyzing these half-hourly data. However,
due to the high computational memory demand of SSA, this
was not possible. In general, the SSA bottleneck construct-
ing the lag-covariance matrix limits the application to time
series with several thousands of observations. Furthermore,
the goal of this study was to extract modes of variability from
intermediate to low frequencies. Hence, we adhered to a two-
step gap-filling strategy: we first used the method provided
by Reichstein et al. (2005, Appendix A), which is a locally
data-adaptive look-up table for filling missing values on a
half-hourly basis. The data were subsequently averaged to
obtain a daily sampling frequency. At this scale, the data
received quality flags indicating the fraction of filled (half-
hourly) data per day. An aggregated daily value was consid-
ered missing if the amount of original observations fell below
90%. These values were considered highly uncertain and re-
estimated in a second gap-filling step by the univariate SSA
strategy introduced. The SSA and all related analyses were
performed on these preprocessed daily flux data. The same
two-step gap-filling and aggregation procedures were applied
to all analyzed time series. The complete procedure includ-
ing data preprocessing and SSA is summarized in Fig. A1 as
a flowchart-pseudocode.
2.5 Site description
The eddy covariance data were measured at the Anchor Sta-
tion Tharandt (50◦57′49′′ N, 13◦34′01′′, 380 m a.s.l.), which
is ca. 25 km SW of Dresden, Germany, and corresponds to a
suboceanic/subcontinental climate. Long-term meteorologi-
cal records indicate a mean annual air temperature of 7.8◦C
and a mean annual precipitation sum of 823 mm. The dom-
inant wind direction is SW. The area has been episodically
affected by summer droughts. The Anchor Station Tharandt
has been a spruce stand (72% Picea abies L. (Karst.)) since
1887, interspersed with further coniferous evergreen (15%)
and deciduous species (13%). A detailed description of the
environmental conditions of the site, including descriptions
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of the EC data recording and meteorological data, is provided
by Gru¨nwald and Bernhofer (2007).
3 Results and discussion
3.1 Significant frequencies and variance allocation
The eigenspectra for the analyzed ecosystem variables (NEE,
GPP, Reco, VPD, P, T, Rg, LE, H, and u; Fig. 1) reveal a
set of nontrivial patterns; a variety of significant frequencies
was found in the time series. The identified components are
summarized in Tab. 2.
Analyzing the eigenspectra from the low- to the high-
frequency domain shows that several variables are signifi-
cantly driven by interannual variability (Tab. 2). The derived
carbon and energy fluxes, GPP, Reco, LE, and H depict sig-
nificant modes at the very edge of their eigenspectra, indi-
cating the presence of even longer-term structures than ef-
fectively describable by the applied embedding procedure.
These nonextractable subsignals from minimum frequency
EOFs can be either oscillations or trends, which cannot be
determined at the given time series length. In the following,
these patterns will be summarized as edge cycles. It is im-
portant to note that similar components are also contained in
most of the other variables, but not on a significant level, so
that in the overall view we expect the signals to contain more
low-frequency modes.
Apart from the identified edge cycles, most time series
depict oscillations with periods of around 1.4, 1.7, 1.8, and
2.3 yr., except T. The question remains why T does not depict
low-frequency modes within the observation period when
even Reco (estimated from NEE, T, and a reference respi-
ratory component) does so. It is a well-known phenomenon
in the northern hemisphere that temperature time series that
integrate large geographical areas depict a set of oscilla-
tory patterns and trends beyond the annual scale, (e.g., Ghil
and Vautard, 1991). Quasi biennial oscillations in the cli-
mate system, for example, are visible in temperature records
and can also be traced back to the NAO index (Palusˇ and
Novotna´, 2006). The absence of similar observations could
be either an artifact of the very short record or a local cli-
matic property. Palusˇ and Novotna´ (1998) already showed
that components of variability of space-replicated time series
are highly dependent on their geographical location.
With respect to the annual cycle, it is obvious that it ex-
plains most of the variance in all fluxes, except for precipi-
tation P, which exhibits very peculiar behavior in the overall
eigenspectrum. The P-eigenspectrum indicates that one can
assume that we are dealing with an almost entirely noise-
dominated signal (97.5% of the signal is compatible with the
red noise model), which is consistent with previous findings
in the literature (Shun and Duffy, 1999; Tessier et al., 1996)
if the temporal resolution is not too small (e.g., daily). On
very small time scales, however, rainfall also exhibits rather
intriguing multiscaling behavior. Peters et al. (2002), for ex-
ample, uncovered a characteristic power law decay of rain
events as a function of their size when inferring precipitation
at 1min intervals. The aggregation of the data to daily pre-
cipitation integrals in this study eliminates such effects and
provides an explanation for why the precipitation eigenspec-
trum appears much closer to noise than the other variables.
The highest frequency components detectable by SSA in
the present case lay within the range of intraannual variabil-
ity. Noticeably, a semiannual component was found to be
common to most ecosystem variables where the exceptions
are again T and P. One has to take into account the relative
importance of the different subsignals, as for some variables
the significant high frequency components contribute a con-
siderable fraction of variance to the entire time series (e.g.,
NEE: 6.5%, GPP: 5.1%, VPD: 5.7%, LE: 12.5%, H: 9.8%,
and u: 14%, see Table 2). In the overall view, however, the
vast majority of high-frequency components is not consid-
ered to be significant (see Fig. 1). The reconstruction of the
time series from subsignals within the range of the red noise
assumption is predominantly a high-frequency signal. This
reconstruction could be of interest for further investigations
focusing on short-term ecosystem-atmosphere relationships.
The results of the eigenspectra rely on the decomposition
of the time series lag covariance structure as described in
Eq. (3). Yet only the subsequent time series reconstruction
provides insight into the effective behavior of the observation
on the respective time scale. Figure 2 presents an example
for the reconstruction of NEE. The figure also shows clearly
that it is not discernable whether the interannual variability is
a sinusoidal oscillation or a (possibly nonlinear) trend. Fur-
thermore, the semiannual component depicts a strong ampli-
tude modulation, indicating that its importance in the time
series structure is also time-dependent. It can also be seen
how a substantial part of the time series variance (38.1%) is
compatible with the red noise model according to the test ar-
rangement. As indicated above, for the most part this signal
is composed of high-frequency components. Finally, the bot-
tom panel is an example for how the fundamental time evolu-
tion of NEE was reconstructed based on very few significant
modes.
3.2 Scale-dependent NEE-T relationships
As highlighted in Table 2 and Fig. 1, it was possible to re-
veal that the different variables are dominated by a variety
of subsignals, which can be in part attributed to comparable
frequency classes. Thus it is possible to assess the cross-
relationships of the data explicitly on the identified time scale
rather than establishing empirical relationships from the en-
tire observation space, as is the standard approach in most
classic regression approaches.
Figure 3 shows the relationship between NEE and T where
different components are plotted in contrast with each other.
The relationship between the pure annual components of
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Fig. 1. The eigenspectra of the observed time series for NEE, Reco, GPP, VPD, LE, H, u, T, and P. The dots represent the dominant
frequencies of the time series at the respective normalized eigenvalue. The latter is equivalent to the amount of allocated variance. The red
lines show the fitted red noise model. The gray areas are the corresponding 95% significance intervals.
both variables depicts a clear hysteresis effect (Fig. 3, left
panel). Adding the significant interannual component to the
annual cycles has a remarkable effect on the observed hys-
teresis (Fig. 3, center panel). Although the interannual com-
ponent accounts only for a small part of the data variability
(Table 2), the figure shows that this is sufficient to induce a
trend in the summer fluxes toward decreased carbon uptake.
On the contrary, the observed loss of carbon during the win-
ter days found by the relationship of the annual components
is neutralized by the interannual component (a more accurate
description of the year-to-year anomalies is given in Sect. 3.4
and Fig. 5). The total allocation of carbon which is due to
the interannual components is rather small. Despite this, we
now have to assert that the contribution of the interannual
variability could be essential for assessing the ecosystem un-
der climate change conditions, given the observed forcing of
this component to the entire flux observations. Our findings
corroborate the assumption that interannual variability is a
major qualitative contribution required to describe the tem-
poral behavior of the net carbon balance in terrestrial ecosys-
tems. These empirical findings are of general importance for
modeling purposes, since ecosystem models encounter limi-
tations in the presence of interannual variability (Fujita et al.,
2003; Hanson et al., 2004; Richardson et al., 2007; Siqueira
et al., 2006).
It has been shown that the seasonal and interannual com-
ponents are not the only significant part of the time series.
The intraannual component also plays a crucial role in the
flux data, and their contribution induces complex variability
(Fig. 3, right panel). These results provide a strong argu-
ment for understanding cross-relationships in flux data as a
temporal multilayer problem. In particular the components
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Table 2. Significant periods identified in the flux time series. The periods are given in years (rounded values). Modes at the edge of the
maximal observed frequency domain (in this case, 3.4 years) could be either “real” trends or edge cycles. The values of the variables at the
respective period indicate the amount of explained variance in percentages. Note that each value is the sum of explained variance for all
significant components of a similar period, e.g., the annual components are always set up by two EOFs.
Period p (years) NEE GPP Reco T Rg VPD P LE H u
≥3.4 0.8 0.5 3.7 – – – – 2.2 1.4 –
2.4 – – 2.4 – – 0.6 – – – –
2.3 – 0.5 – – – – – 1.1 – –
1.8 – – 0.6 – – – – – – 1.4
1.7 – 0.3 – – – – – – 0.6 –
1.4 – 0.1 – – 0.2 0.5 0.7 2.6 – –
1 55.6 80.7 74.5 69.2 60.6 38.9 – 60.4 37.5 8.8
0.8 – 0.3 0.4 – – – – 0.5 0.9 –
0.7 – 0.1 – – – 1.1 – – – 0.7
0.6 0.2 0.9 1.5 – 0.5 – – 2.4 – –
0.5 0.7 0.4 1.6 – 0.2 1.7 – 0.7 0.7 –
0.4 0.6 0.2 – – – – – 0.9 – 0.9
0.3 1.4 0.6 – – 0.5 1.3 – 1.5 1.1 1.2
0.2 0.8 0.3 – – 0.7 1.6 – 0.8 0.5 3.1
0.1 1.7 1.8 – – 1.4 – 1.8 4.2 5.2 8.1
<0.1 1.1 0.5 – – 0.8 – – 1.5 1.4 –
red noise 38.1 12.9 15.3 30.8 35.1 54.3 97.5 21.3 50.6 75.0
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Fig. 2. The partly reconstructed NEE flux time series. From top to bottom: the interannual variability; the annual cycle; the semiannual
oscillation; the time series reconstruction from the not significant components; the original signal (black line) and the reconstructed signal
based on the significant modes (red line) shown above.
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Fig. 3. The cross-relationship of the partly reconstructed NEE and T time series. From left to right: The first panel shows the pure
annual components of both variables where the color code permits tracing the temporal evolution. The black crosses show the respective
reconstructions form the non-significant components. The center panel time series reconstruction is based on the annual and interannual
components. The right panel shows a reconstruction, in which the significant intraannual components were also taken into consideration.
that contain most of the high-frequency variability and were
integrated here into the “red noise” component (Fig. 1) do
not contain intuitive cross-relationships between NEE and T
(Fig. 3). However, further investigation is needed to deter-
mine whether short-term responses of NEE to fluctuations in
the environment are extractable by means of SSA.
3.3 Hysteretic ecosystem-atmosphere relationships
There was evidence that similar hysteretic patterns as found
between the seasonal NEE and T components can be found
in the relationships of NEE versus GPP, VPD, u, LE, or H.
Figure 4 shows how these variables are linked when inferred
from a joint reconstruction of their annual and interannual
components. These hysteresis loops are particularly well
pronounced in terms of NEE-VPD, NEE-u, and NEE-H de-
pendencies. Less clear patters were found in the NEE-LE
space and the carbon cycle relationship NEE-GPP.
The question that arises here is whether the hysteresis
loops shown are indications for nonlinear cross-relationships
in the observation space or if they might instead be due
to linear, yet time-lagged cross-relationship in ecosystem-
atmosphere variables. Other open questions are whether non-
linearity is induced at certain time scales, e.g., by the inter-
annual variability, which was shown to be responsible for
transitions of the hysteresis loops in time. All these ques-
tions need further investigations and require the application
of information-theory-based test statistics (e.g., Palusˇ, 1996;
Diks and Mudelsee, 2000), which is beyond the scope of this
paper.
Above all, it proved to be the case that a sole dependency
on annual time scales, which can apparently be well cap-
tured by linear regression, was found when relating NEE
to Rg. Having observed that cross-relationships between
RCs originating from different variables can exhibit a wide
range of dependencies, this occurrence of an apparently non-
lagged linear relation is by no means trivial. Whether this
phenomenon is unique for the investigated site and related
to the dominance of evergreen coniferous species (imply-
ing low variations of the leaf area index) or a more general
phenomenon requires further investigation. This observation
is in accordance with previous findings that showed that Rg
provides a good basis for modeling terrestrial carbon fluxes.
In the overall view, most cross-relationships between the
ecosystem variables contain more or less pronounced hys-
teresis effects (Fig. 4). There is a sound explanation in partic-
ular for the NEE-T relationship: Owing to a Rg-T hysteresis
(not shown), the NEE-T dependence is an imparted effect.
From an ecological point of view, this might appear trivial
and can be understood as the time-varying ecosystem heat
capacity in the course of the seasonal cycle. Indeed, the ex-
istence of hysteretic behavior of ecosystem-atmosphere in-
teractions is well known, e.g., Nakai et al. (2003) showed
hysteretic NEE-T relationships on short-time scales. With
respect to the hysteresis on seasonal time scales, our results
are in line with findings from Richardson et al. (2006), who
showed similar effects in the relationship between soil tem-
perature and the sensitivity parameter of respiration to tem-
perature (Q10).
As far as the magnitude of impact is concerned, the sea-
sonal hysteresis might be of fundamental importance for fur-
ther ecosystem modeling tasks. Apart from the “obvious”
NEE-T example, the causes for the unexpected but equally
well-pronounced hysteresis effects, e.g., in the NEE-VPD re-
lationships, remain unclear. This could lead to further ques-
tions, for example regarding how to distinguish between the
simple coexistence of seasonal cycles and their mutual de-
pendence. We presume that the extracted hysteresis loops
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Fig. 4. The cross-relationships of the major variables with NEE. Black crosses show the respective red noise components. The color-coded
reconstructed components comprise the annual and interannual components of the respective variables, where the color code permits tracing
the temporal evolution.
lead to more general problems in ecosystem theory. Ad-
ditional research on hysteretic ecosystem-atmosphere ex-
changes could, for example, contribute to a better under-
standing of ecosystem memory. This is of relevance for
the quantification of lag effects in ecosystem responses to
any type of recurrences on a variety of time scales, includ-
ing summer droughts or winter anomalies (Seneviratne et al.,
2006). An example is given here by the NEE-H relation-
ship (Fig. 4, lower central panel), where a clear deviation of
the hysteretic behavior occurred precisely during the sum-
mer heat wave in 2003 (cf. Ciais et al., 2005; Granier et al.,
2007; Reichstein et al., 2007, for a comprehensive discussion
of this climate anomaly).
Aside from the relationships of the annual-interannual
RCs previously discussed, Fig. 4 also shows the scatters of
the red noise components for these variables. As discussed
above (shown in Fig. 1 and Table 2), the red noise frac-
tion comprises most of the high-frequency components of
the time series. When contrasting the cross-relationships of
the non-significant and the annual-interannual components,
we observed that there might be different types of relation-
ships acting on different time scales. This phenomenon is
highlighted, for example, in the NEE-GPP space (Fig. 4, up-
per left panel). In this particular case, simple linear regres-
sion analysis would lead to systematically varying parame-
ters, depending on the time scale concerned. It is interesting
to note that the red noise NEE-Rg relationship appears similar
to known light-use saturation effects. Overall, these results
comprise intuitive examples for how the analysis of an en-
tire signal might obscure the inherent cross-relationship on a
seasonal time scale.
3.4 Deviations from mean annual-interannual components
One main advantage of SSA is that the partly reconstructed
variables can be further analyzed in analogy to existing ap-
proaches that conventionally take the whole data series into
account. Figure 5 supplies such a simple application exam-
ple: Based on the annual-interannual components of NEE,
GPP, T, Rg, LE, H, and VPD, we estimated a mean seasonal
cycle for each of them. In this respect, the capacity of SSA
to extract phase- and amplitude-modulated signals allows the
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Fig. 5. The deviations of the estimated mean reference component
of NEE, GPP, T, Rg, LE, H, and VPD based on the joint reconstruc-
tion of their respective annual and interannual components
calculation and visualization of the annual deviations of the
RCs. This enables us, e.g., to investigate the effect of the
summer drought that affected the site in 2003, which is on-
going with deviations in the investigated time series. A pos-
itive deviation of NEE, for example, turned out to be equally
pronounced in the year 2004. By contrast, GPP seems to be
affected only during 2003, depicting decreased productivity.
The T record shows a smooth variation over the years, indi-
cating a systematic amplitude shift, which can also be seen in
Rg. A more complicated pattern is found in the behavior of
LE, which is apparently not trivially related to the other vari-
ables. From our results, the drought seem to have significant
bearing on the deviations of H and VPD. For an interpretation
of these results, it is crucial to understand these deviations
again in the context of the range of variation of the entire
signal and in terms of cross-relationships. We have to distin-
guish, for example, between the VPD-deviations occurring
on quantitatively very small scales (compared to the range
of the seasonal-interannual variability; Fig. 4) and the devi-
ations of H. The latter is the reason for the well-pronounced
deviation form the NEE-H hysteresis during 2003 (Fig. 4,
lower central panel).
Without going into a detailed discussion, this example il-
lustrates one of the strengths and pitfalls of SSA: on the one
hand, even simplistic approaches become powerful when the
time series are explored explicitly on the relevant tempo-
ral scales only. On the other hand, events like the summer
drought of 2003 apparently influence the whole annual cy-
cle of some flux time series, but they are not detectable in the
temperature cycle. This is suspicious, since especially a sum-
mer heat wave was responsible for the anomaly in ecosystem
productivity (Ciais et al., 2005). One reason might be that
SSA allocates this effect on shorter time scales, of which
periodicity matches the length of the heat wave. The open
question requiring further investigation is which time scales
need to be incorporated to achieve a sound representation of
time-localized anomalies.
3.5 Comparison of SSA with wavelet analysis
Singular System Analysis is an entirely data-driven method,
and the achieved time series decomposition and projection
to different time scales can be seen as an “empirical vari-
ance partitioning.” This is in contrast to methods using cer-
tain functional classes (and usually parametric) as a fixed
basis. Of course, fundamental (quasi) oscillatory RCs as
the annual cycle can also be identified by a linear combi-
nation of weighted sines and cosines as it is commonly ap-
plied in terms of Fourier analysis. However, for phase- and
amplitude-varying signals (e.g., as it was shown here very
clearly for the semiannual cycle of NEE; Fig. 2), two EOFs
are fully sufficient, whereas a Fourier type analysis would re-
quire a large number of coefficients, in particular in the event
of sudden changes. Being able to decompose a signal into
(possibly) nonharmonic or aperiodic subsignals is considered
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one of SSA’s major strengths (Yiou et al., 2000). A further
advantage is the relative robustness of SSA to instationari-
ties (not restricted to trends) of the signal mean and variance.
This allows the analysis of nonstationary time series (Vau-
tard et al., 1992) and is a major reason why using SSA can
be specifically advocated for environmental records such as
ecosystem-atmosphere fluxes.
Several recent studies investigating the temporal behav-
ior of eddy covariance (and related) time series on varying
time scales are based on wavelet analysis (e.g., Katul et al.,
2001; Braswell et al., 2005; Stoy et al., 2005; Richardson
et al., 2007). Indeed, wavelet analysis shares some impor-
tant features with SSA, especially the ability to uncover the
impact of particular time scales on variation (Torrence and
Compo, 1998). Wavelets use a (parametric) time-localized
shifting-window approach to extract the phase and amplitude
information of a time series. This leads to complex repre-
sentations in the Fourier domain, but enables localizing the
importance of a given frequency scale in time: this is why
wavelets can be seen as “mathematical microscopes” (Yiou
et al., 2000) in time. The opposite is the case for SSA, which
is a global approach for the retrieval of the variation of sub-
signals, as the shifting-window technique is solely exploited
to achieve statistical reliability. Wavelets and SSA can be ap-
plied as complementary approaches. Jevrejeva et al. (2006),
for example, used SSA for extracting nonlinear trends and
varying periodicities from sea-level records. In a subsequent
step, they used wavelet analysis as an independent tool for
confirming their results, gaining additional information from
both algorithms.
Yiou et al. (2000) found that SSA and wavelet analysis
share fundamental features: they showed, e.g., that the EOFs
can be interpreted in a way similar to mother wavelets, and
they provide further details (see also Ghil et al., 2002). From
this perspective, a multiscale SSA (MS-SSA) was developed,
extending the classical variant in analogy to wavelet analysis.
The MS-SSA can be understood as the consecutive applica-
tion of SSA to sliding windows. Roughly put, this is equiva-
lent to applying SSA to each subvector in Eq. (1), where each
subvector Zi is treated as an independent time series X(t) in
SSA. Obviously, a local embedding dimension PZi needs to
be defined. With this they localized transitions in the SSA
reconstructions on varying time scales in terms of wavelet
analysis. When searching for low frequency components in
the available eddy covariance records, one is already operat-
ing at the very limit with classic SSA. Thus at the moment,
MS-SSA is not a feasible approach to the characterization of
ecosystem-atmosphere interactions.
3.6 Limitations of SSA and potential extensions
The major problem is that SSA requires the heuristic setting
of the embedding dimension P (or PZi ). Due to the lim-
ited series length, we did not have much space for varying
the parameter in this study and therefore opted for a ratio of
N
P
= 2.5. Additional tests showed that the quality of sig-
nal separability suffered by a further decrease of this ratio.
Most extracted RCs were not well separable from each other,
indicating a high degree of superimposition of signals (for
an accurate definition of signal separability cf. Golyandina
et al., 2001). Increasing the ratio N
P
also did not lead to a bet-
ter signal separability and was not justified here. We found
that the identified frequencies and their respective variance
allocations remain fairly stable over a certain range of em-
bedding dimensions. Major shifts in the variance allocations
in the frequency domain occur mainly in the low-frequency
modes (f<1yr−1) due to the decrease of correlation strength
in the trajectory space. A less heuristic strategy could be
to optimize the embedding dimension by means of more so-
phisticated procedures (e.g. Cao, 1997), which were devel-
oped for an optimal application of Takens’ embedding theo-
rem (Takens, 1981).
Apart from these technical aspects of SSA performance,
one has to consider the limitation of the method to linear fea-
ture extraction. Recall that SSA is called a “PCA in the time
domain,” which holds true for the technical implementation
of the decomposition as well as for the essential PCA out-
come, which is to achieve a dimensionality reduction. The
main limitation of the presented SSA variant is its linear rep-
resentation of the embedding space, which is inherited from
PCA. The question whether this is a suitable approach for
dealing with real-world data is not trivial. E.g., it is well
known that PCA is a suboptimal solution for dimensional-
ity reduction in nonlinear systems and could be replaced by
nonlinear dimensionality reduction (Kramer, 1991). In ac-
cordance with these findings, Hsieh and Wu (2001); Hsieh
and Hamilton (2001) and Hsieh (2004) showed that the SSA
results can be nonlinearly generalized at different levels, e.g.,
at the decomposition step or by generalizing the RCs with
artificial neural networks. On the one hand, these features
are principally challenging where the main advantage is that
oscillatory modes of arbitrary shape can be represented by
one single nonlinear component (Hsieh, 2004). On the other
hand, such generalizations are fundamentally questionable;
the critical point is that the neural network approaches men-
tioned rely exclusively on previously linearly generated fea-
tures, since the direct nonlinear feature extraction always
leads to a parameter space that exceeded the number of ob-
servations. In this context, new developments of data explo-
ration (e.g. Coifman et al., 2005; Tenenbaum et al., 2000)
could provide alternative solutions for the next generation of
SSA.
www.biogeosciences.net/4/743/2007/ Biogeosciences, 4, 743–758, 2007
754 M. D. Mahecha et al.: SSA of eddy covariance data
3.7 Pattern extraction with missing data
In the context of eddy covariance measurements, missing
data and rejected values, e.g., due to unfavorable conditions,
are unavoidable (Foken and Wichura, 1996). In terms of SSA
applications this is especially problematic where more than
10% of data points were rejected and the method operates
at the very edge of a reasonable gap-filling procedure (Kon-
drashov and Ghil, 2006).
Here, we applied SSA to a gappy time series, and the over-
all results did not reveal fundamental problems. The SSA
gap-filling strategy has the advantage that it interprets only
available temporal correlation structures. This leads to a fur-
ther analogy to wavelet analysis; Katul et al. (2001) showed
that missing data do not necessarily limit the investigation of
eddy covariance data in the frequency domain. They affirm
being able to “remove the effect of missing values on spec-
tral and co-spectral calculations.” All the same, this did not
provide a tool for filling large gaps in time series where SSA
has some potential. This potential needs further exploration,
especially considering the multivariate SSA gap-filling strat-
egy proposed by Kondrashov and Ghil (2006). The latter
would make use of cross-correlations between ancillary vari-
ables where available, and could switch to the univariate gap
filling presented above in the absence of secondary informa-
tion.
The present study could not provide an in-depth quality
analysis comparing the SSA-based gap filling with estab-
lished techniques as they are currently used for eddy covari-
ance data (Moffat et al., 2007). The introduction of SSA to
the analysis of eddy covariance data only hints at how avail-
able gap-filling methods could be improved by incorporating
the information lying on the temporal correlation structure. It
has to be pointed out that the SSA gap-filling method is itself
not in a fully mature stage of development (cf. the current
state of the discussion: Kondrashov and Ghil, 2007; Schnei-
der, 2007) and alternative approaches were recently formu-
lated (Golyandina and Osipov, 2007). Despite these details,
SSA gap filling is already a considerable step forward toward
dealing with cases where, e.g., due to power outages none of
the target variables or standard meteorological observations
are available (see Richardson and Hollinger, 2007, for an in
depth sensitivity analysis of data uncertainty in the presence
of long gaps).
3.8 Implications for future flux assessment and outlook
We have shown that SSA provides a new way for the par-
titioning of ecosystem flux variability into different time
scales. There is considerable research interest in such data-
adaptive tools for assessing ecosystem-atmosphere carbon,
water, and energy fluxes. The application of advanced time
series techniques could reveal further unexpected patterns
that were previously hidden in the raw data. There are many
possible fields of application for SSA and related methods
in addition to the presented “variance partitioning,” e.g. ad-
vanced flux-partitioning methods that separate the contri-
butions of GPP and Reco to the net carbon flux. Com-
parisons between different flux-partitioning methods showed
that there are essential differences between the different ap-
proaches, but also that all known methods make compara-
ble assumptions on underlying physiological kinetics (Stoy
et al., 2006). The question is whether these models could be
refined and validated on different time scales, as discovered
by applying SSA. With this we aim at stimulating further
discussions on how future flux-partitioning algorithms could
work, taking the different behavior of the variables on differ-
ent time scales into account.
A further perspective relevant to the analysis of eddy
covariance data is presented by Golyandina and Stepanov
(2005). They showed how SSA could be expanded to a statis-
tical time-series forecast. This problem is closely related to
the problem of gap-filling, where we showed the usefulness
of SSA.
This study highlighted a series of relevant applications of
SSA inferring ecosystem-atmosphere interactions from vary-
ing time scales. Extending the observation period or realizing
multi-site analysis in future investigations is expected to pro-
vide major insight into cross-relationships between ecosys-
tem fluxes and both related meteorological and derived eco-
physiological time series. This could improve our general
understanding of ecosystem-atmosphere relationships.
4 Conclusions
Ecosystem-atmosphere interactions inferred from eddy co-
variance data now comprise a time window that allows in-
vestigating flux behavior beyond annual cycles. This study
showed that by applying advanced time-series analysis meth-
ods, one can extract a wide range of significant modes rang-
ing from the high-frequency domain to long-term compo-
nents. One major innovation of the approach presented is that
it provides an integrated methodological framework compris-
ing data analysis, including signal to noise enhancement and
gap-filling.
SSA proved to be able to separate the inherent temporal
scales of a time series. Here, we showed that this “variance
partitioning” could serve as the general basis of further data-
adaptive or process-oriented modeling tasks. Based on these
methodological advances, we were able to demonstrate that
the eddy covariance observations are dominated to a nonneg-
ligible extent by interannual variability. Overall, the investi-
gation showed that the relationships between water, carbon,
and energy fluxes are strongly determined by seasonal hys-
teresis and vary fundamentally between different time-scales.
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Appendix A
Fig. A1. The complete data processing and analysis of the study summarized as as a flowchart-pseudocode.
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