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Abstract
Recently, Calvetti et al. have published an interesting paper [Linear Algebra Appl. 316
(2000) 157–169] concerning the least-squares solution of a singular system by using the so-
called range restricted GMRES (RRGMRES) method. However, one of the main results (cf.
[loc. cit., Theorem 3.3]) seems to be incomplete. As a complement of paper [loc. cit.], in this
note we first make an example to show the incompleteness of that theorem, then we give a
modified result. © 2002 Elsevier Science Inc. All rights reserved.
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Consider linear system of equations
Ax = b, (1)
where A ∈ Rn,n may be singular, x, b ∈ Rn. Let the initial guess x0 = 0, then the
residual vector r0 = b. It is well known [3] that the GMRES method for solving (1)
uses the Krylov subspaces
Km ≡Km(A, b) = span{b,Ab, . . . , Am−1b}, m = 1, 2, . . . (2)
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A variant of the GMRES method, referred to as RRGMRES method, that has
several advantages over the GMRES method was introduced in [2] which uses the
Krylov subspaces
K∗m ≡K∗m(A,Ab) = span{Ab,A2b, . . . , Amb}, m = 1, 2, . . . (3)
Obviously, K∗m ⊆ R(A), the RRGMRES method restricts the computed solution to
R(A).
Calvetti et al. have showed in [2] that RRGMRES method can be applied suc-
cessfully in the range symmetric case, i.e., matrix A satisfies R(A) = R(AT) (cf.
[2, Theorem 3.2]). They also claimed that RRGMRES method can also be applied
successfully in more general situations and give the following result (cf. [2, Theorem
3.3]).
Theorem A1. Apply the RRGMRES method to the inconsistent system (1) until
breakdown at step m. If rank(A) = m− 1, then the RRGMRES method produces
a least-squares solution of (1).
However, Theorem A1 is incomplete, as the following example shows.
Example 1. Let n = 3 and A and b be the following:
A =

1 1 01 2 1
1 1 0

 , b =

10
2

 .
Then rank(A) = 2, b 	∈ R(A).
It is easy to see that
K∗1 = span



13
1



 , K∗2 = span



13
1

 ,

48
4



 ,
K∗3 = span



13
1

 ,

48
4

 ,

1224
12



 ,
hence, K∗1 /=K∗2 =K∗3 , RRGMRES method breaks down at step m = 3. Now
rank(A) = m− 1, so all conditions in Theorem A1 are satisfied. However, we have
ATb =

33
0

 and ATAK∗2 = span



23
1



 .
Since ATb 	∈ ATAK∗2 , there is no x ∈K∗2 that satisfies the normal equations
ATAx = ATb,
i.e., RRGMRES method cannot produce a least-squares solution of system (1).
Z.-H. Cao, M. Wang / Linear Algebra and its Applications 350 (2002) 285–288 287
We now modify Theorem A1 and give the following result which shows that under
suitable conditions the RRGMRES method determines a least-squares solution of (1)
even when the matrix A is not range symmetric.
Theorem A2. Apply the RRGMRES method to system (1) until breakdown at step
m. If rank(A) = m− 1 and dimAK∗m−1 = m− 1, then the RRGMRES method pro-
duces a least-squares solution of (1).
Proof. Suppose that the RRGMRES method does not determine a least-squares
solution of system (1), i.e., ATb 	∈ ATAK∗m−1. It is easy to see that (cf. [2, Lemma
2.1] or [1, Proof of Lemma 2.3])
dimATAK∗m−1 = dimAK∗m−1 = m− 1.
Therefore
dimATspan{b,A2b, . . . , Amb} = m.
However, rank(AT) = rank(A) = m− 1 and therefore
dimATspan{b,A2b, . . . , Amb}  m− 1,
a contradiction. 
Remark. Since dimK∗m−1 = m− 1, the condition dimAK∗m−1 = m− 1 is equiva-
lent to the condition N(A) ∩K∗m−1 = {0}.
We note that in Theorem A2 the linear system (1) is not required to be inconsis-
tent. Example 3.3 in [2] is an example for applying Theorem A2 to the inconsistent
system. We now give an example for applying to the consistent system.
Example 2. Let n = 2 and A and b be the following:
A =
(
1 2
1 2
)
, b =
(
1
1
)
.
It is easy to see that all conditions in Theorem A2 are satisfied. The RRGM-
RES method breaks down at step 2 and gives the least-squares solution x = [1/3,
1/3]T.
Finally, we remark that since
K∗m(A,Ab) ⊆Km+1(A, b),
the situations of successfully applying RRGMRES method are less than those of
successfully applying GMRES method.
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Example 3. Let A and b be defined as in Example 1. We have showed in Example
1 that RRGMRES method cannot produce a least-squares solution of this system.
Now we consider the GMRES method.
The GMRES method breaks down at step 4, since
K1 = span



10
2



 , K2 = span



10
2

 ,

13
1



 ,
K3 = span



10
2

 ,

13
1

 ,

48
4



 ,
K4 = span



10
2

 ,

13
1

 ,

48
4

 ,

1224
12



 ,
and K2 /=K3 =K4.
Since AK2 = AK3 (i.e.,K∗2 =K∗3 ), we have ATAK2 = ATAK3. Therefore, the
GMRES method determines a least-squares solution x ∈K2(A, b) of this system
already.
It is easy to see that this least-squares solution of (1) is
x = 3
8
[−5, 9,−13]T ∈K2(A, b)
and the minimal norm least-square solution of (1) is
x† = [3/2, 0,−3/2]T ∈K3(A, b).
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