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PARTI 
INVESTIGATIONS ON THE FAR-INFRARED PROPERTIES 





In the following an experiment will be described concerning the optical 
responses of thin conducting films due to the collective behaviour of the 
electron plasma involved. The semi-metal bismuth has been chosen for this 
investigation because of its intermediate free electron density, on one hand 
high enough to yield a strong optical response, while on the other hand low 
enough to insure the validity of classical electrodynamics and semi-free elec­
tron behaviour. Moreover the free-electron plasma frequency in this material 
is conveniently situated in the far-infrared region of the spectrum. The aim 
of this work is to give a better general understanding of the electrodynamics 
of thin conducting films as far as optical activity is concerned. Therefore 
everything will be explained using simple Maxwellian (Fresnel) equations. 
Besides this strict description of the experiment, much attention will be given 
to heuristic (handwaving) approaches of the problem in order to see through 
the physics involved. In the last part of this work a comparison with other 
experiments on plasma-resonances in thin metal films will be presented 
showing the real nature of some observed resonances which are often mis­
taken for electron plasma density oscillations. Furthermore some attention 
will be given to the presence of ionized-impurity scattering and of two-
phonon excitation in the bismuth films. 
The essential results of this experiment have been published in a more 
concise form by L.M. Claessen, A.G.M. Jansen, and P. Wyder in the Physical 
Review В 33, 7947 (1986). 
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CHAPTER 2 
Plasma resonances in thin Bi films 
ABSTRACT 
The optical absorption and transmission of thin Bi films (50-830nm) illumi­
nated with normally incident tar-infrared radiation (25-225cm~x) have been 
measured at low temperatures (T=1.5K). Around the theoretical screened 
electron plasma frequency (ІбО-ПОст-1) a broad absorption band has been 
observed which disappeared for films thinner than 200 nm. This phenome­
non will be visualized in terms of an energy loss mechanism of a lateral elec­
tron oscillation due to radiation damping. An electrodynamical analysis of a 
thin conducting film including the virtual mode theory reveals that a Drude-
approximation for the conduction electrons is not sufficient to explain the 
experimental results in detail. The deviations from this model are discussed 
in terms of two-phonon processes and electron-ionized-impurity scattering. 
I. INTRODUCTION 
The plasma frequency of the conduction electrons is defined as the fre­
quency1 ω for which the dielectric function £(ω) equals zero. In semi-conduc­
tors and semi-metals this frequency is situated below the visible frequency 
region owing to a very small electron density. These plasmons can therefore 
be investigated in a spectral region for which local relations and the Drude-
approximation prevail2'3. 
In the semi-metal Bi the plasma frequency4 is situated in the far-in­
frared at about 160cm"1. As the optical phonon frequencies are often in the 
same spectral region as the free electron contributions in semi-conductors, 
discerning between different absorption mechanisms can be difficult. In Bi 
however, the optical phonons are infrared inactive5'6 owing to the crystal 
symmetry which leaves the free electron absorption as the most important 
mechanism. 
Using a transversal light source as a probe for the free electron excita­
tions it is in general not possible to excite plasmons (i.e. longitudinal 
excitations) in the electron gas in a direct way. Only by intervention of a 
rough surface7'8 or of ionized impurities9»10 (surface) plasmons can be 
excited. 
In this paper an experiment is described in which thin Bi films 
(50-830nm) have been illuminated with far-infrared radiation in the spectral 
region covering the electron plasma frequency. The absorption and transmis­
sion have been measured as a function of frequency and film thickness. In 
4 
films having a thickness in excess of 200nm a broad absorption band is 
observed around the plasma frequency. In thinner films such an absorption is 
not present. This resonance is analysed in terms of a transversal excitation of 
the electron gas in so-called virtual modes. The thickness dependence in the 
observed resonance can be explained using an energy flow model in which 
the lateral electron oscillations suffer from radiation damping due to an out-
going electromagnetic plane wave. This effect which has the tendency to 
damp the oscillation is strongest in thin films, hence introducing a critical 
film thickness below which the resonance cannot persist. Further an electro-
dynamical analysis will be presented to explain the optical resonances in 
detail. 
Only a simple Drude-model will be used and elaborated extensively to 
allow theoretical comparison between Bi and other conductors. These general 
calculations will show that, besides the film thickness, the most important 
parameter will be the optical dielectric constant of the lattice e^ coming 
from the polarization of the valence electrons which contribution is 
extremely large in Bi. A comparison with materials having small e^ will be 
presented. 
Deviations from the Drude-approximation as compared with the experi-
mental results will be explained using a two-phonon absorption mechanism 
in a simplified model. Finally it will be shown that there is some evidence 
that the deviations can be partly ascribed to an electron-ionized-impurity 
scattering process which induces longitudinal plasmons in the solid. 
II. EXPERIMENT 
A. Experimental set-up 
For the optical measurements in the far-infrared a Grubb-Parsons Michelson 
interferometer14 was used. Equipped with a 12.5^m mylar beam-splitter the 
spectral range was covered from 25 to 225 cm"1. The high frequency cut-off 
was due to a black poly-ethylene window at room temperature combined 
with a cold quartz filter at T=3K. Phase-sensitive detection was achieved by 
modulating the position of one of the interferometer mirrors at a frequency 
of 3 Hz. 
The substrate with the deposited Bi film was mounted at the end of an 
oversized waveguide with the film facing the radiation perpendicularly. The 
system was capable of a simultaneous measurement of the absorption, 
transmission and the background of the incoming radiation. As detectors bol-
ometers were used made of small chips of Allen-Bradley carbon resistors. 
The whole system was under vacuum and immersed in a pumped 4He 
bath kept at T=1.6K. The reference-bolometer used for the background 
measurements was mounted above the film but completely shielded from any 
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reflected radiation. Isolated from any direct radiation, the absorption bolome-
ter was thermally connected with the substrate and film via one of the 
electrical contacts attached to the film. This configuration allows the absorp-
tion to be measured in a very direct way by the heating-up of the film. All 
radiation passing through the film was collected by a Winston-cone and 
absorbed by the transmission-bolometer. To provide appropriate sensitivity 
the bolometers and sample were cooled by an additional 3He system. In oper-
ation the bolometers could be kept at T=0.9-1.3K and the film, only cooled 
via the absorption-bolometer, at T=1.5K. Absorption and transmission signals 
were divided by the background signal and reduced to signals of approxi-
mately the same relative strength. 
B. Sample fabrication 
As a substrate single-crystal quartz plates cleaved perpendicularly to the z-
axis were used. This substrate material showed apart from a narrow absorp-
tion line at ~134cm""1 no significant absorption for frequencies up to 
230cm"1 consistent with other experiments15. It is therefore allowed to 
approximate the substrate by a non-absorbing medium having a real refrac-
tive index n=2.15. To dispose of Fabry-Perot interferences in the substrate 
the thickness was made wedgeshaped going from 0.2 to 0.3mm over a diame-
ter of 15mm. 
Prior to the deposition of the Bi film four Au-contacts were deposited 
at symmetrical points on the periphery of the substrate to enable a DC 
square-resistance measurement in a van der Pauw16 geometry. The Bi films 
were deposited by vacuum-evaporation of 99.999% pure Bi on a quartz sub-
strate. The vacuum chamber was equipped with a gasdischarge device to pro-
vide in situ substrate cleaning prior to the evaporation. Using an oil-diffu-
sion pump pressures down to 3.10"4Pa could be reached. All films were dep-
osited using a 2-step evaporation process17 in which first a very thin (30nm) 
Bi layer is deposited and annealed to enhance epitaxial growth in the second 
deposition step. The deposition rate was OJnmsec-1. The film thickness was 
controlled during the evaporation by a quartz crystal monitoring device and 
afterwards checked using an optical interference method. Thicknesses were 
accurate within 5-10 %. Films were made and investigated in the thickness 
range from 50 to 830nm. 
The film structure was investigated by scanning electron microscopy 
(SEM) and X-ray diffraction. The latter showed a very strong crystal orien-
tation of the trigonal crystal axis perpendicular to the film surface. The SEM 
work showed the films to be composed of grains having lateral dimensions 
1.5 to 4 times the film thickness. The films had a considerable surface 
roughness and some protruding crystals at a false orientation. These results 
are compatible with other experiments18. 
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C. Bi properties 
In spite of the fact that Bi is a semi-metal with a complex band structure 
and Fermi-surface19, it's electrical properties can be described using rather 
few parameters as long as the experiments do not involve magnetic fields. 
Being a semi-metal conduction occurs through electrons and holes, but the 
electrons account for most of the conductivity owing to their very low effec-
tive mass (m*=í.01me) which is almost isotropic in spite of a very anisotropic 
mass tensor20»21. The electron density at low temperatures22»23 amounts to 
n=3.1023m"3 for not too thin films. The contribution from the bound charges 
to the optical properties is represented by e^j, the optical dielectric constant 
of the lattice which is mainly due to the polarization of the valence elec-
trons1»27. At far-infrared frequencies it is essentially frequency independent. 
In Bi it's numerical value ranges from 60 to 100 dependent on the crystal 
orientation4»21»28. 
D. DC-results 
Using the van der Pauw geometry the DC square-resistance was measured at 
T=1.5K and ranged from ca. 200 to 5Ω for increasing film thickness from 50 
to 830nm. After converting to the DC conductivity (σ0) the electron scatter­
ing time r was estimated from the Lorentz-Sommerfeld relation2 [see Eq.(4)]. 
The scattering time ranged between 4.10"14 and 3.10"13 sec for increasing 
thickness of the investigated films. This is of the same order as found in 
other experiments9. From the Fermi energy24 (EF=28meV) and the effective 
mass (m*=.01m
e
) the Fermi-velocity can be calculated, which yields in com­
bination with the scattering time г a value for the electron mean-free-path £. 
For all films / was of the order of the film thickness. 
E. FIR-results 
In Figs.l and 2 the experimental results are plotted for respectively the 
absorption and the transmission spectra of the Bi films as a function of the 
film thickness. Due to the absence of a sample having a known absorption 
and transmission of the same order of magnitude as the Bi films no accurate 
absolute scales could be obtained. Some residual small scale structures at the 
spectral ends are due to the normalization process which involves dividing by 
signals of very low intensity. To keep the picture surveyable all spectra have 
been shifted upwards an amount as indicated by the numbers in front of 
each curve. 
Fig.l clearly shows that for films thinner than 200nm the absorption is 
rather frequency independent, and that for increasing film thickness a very 
broad absorption band develops at 160cm"1. The transmission (Fig.2) is also 
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160 200 210 
WAVE NUMBER (cm'1) 
Fig.l. The experimental far-infrared absorption of the Bi 
films at T=1.5K. The film thickness is given in nm. The 
numbers in front of each spectrum indicate the real zero 
absorption on the ordinate scale. The small resonance at 134 
cm - 1 is due to a strong absorption line in the substrate. 
featureless for thin films and develops a shoulder at about 160cm"1 with in-
creasing film thickness. These results will be discussed in the next sections. 
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160 200 210 
WAVE NUMBER lem"' ) 
Fig.2. The experimental far-infrared transmission of the Bi 
films at T=1.5K. For this figure the same comments as given 
in Fig.l are applicable. 
III. ELECTRODYNAMICAL ANALYSIS 
A. Introduction 
At optical frequencies the distinction between bound and free charges, which 
is very definite in DC-cases, becomes less explicit. The usual method of des-
cribing the optical properties of a conducting solid is therefore to combine 
the dielectric permittivity and the free electron contribution in a single 
effective dielectric function ¿(ω) defined25 as 
9 
<«>««.+т^ (О 
in which e j^ is the dielectric contribution from the bound charges and σ(ω) 
the dynamical conductivity from the free conduction electrons. £„3 is usually 
a constant up to frequencies far above the FIR. Likewise an effective dis­
placement current D is defined through Ο=60ί(ω)Ε and as such incorporates 
the free electron current J. For a non-magnetic medium without external 
charges the Maxwell equations become 
V-D= 0 (2a) 
V x E = - ^ (2b) 
dD 
at 
х В = м 0 ^ (2c) 
V-B= 0 (2d) 
In the absence of surface charges the correct boundary conditions25»26 
are now the continuity of the tangential E and В and of the normal dis­
placement current D. 
As a first step the dynamical conductivity will be used in the Drude-
approximation 
<*">= l a i (3) 
with r the electronic relaxation time, and σ0 given by the Lorentz-Sommer-
feld relation for the DC-conductivity 
*„- ψ m 
with η the electron density and m* the effective electronic mass. Including 
the free electron plasma frequency 
ω
2










=\/т the collision frequency. In this approximation ¿^ represents the 
frequency independent polarization of the valence electrons. Usually Eq.(6) is 
rewritten as 






with the screened plasma frequency ω « = — E — . 
p* 
B. Virtual modes 
Consider a film in the (u,$)-plane having a thickness ranging from -a to +a 
in the i-direction and characterized by a dielectric function as given by 
Eq.(l). Of most interest are solutions of the Maxwell equations having only a 
periodical lateral co-ordinate dependence1 1 - 1 3 of the form 
E=E(z)e i ( k* x 'w t ) B=B(z)ei(ll*x-ÜJt) (8) 
A straightforward solution of Eq.(2) yields in the case of p-polarization 
»mponents of E 
E±=ei*E ±e-wi E± = - î ^ e " " +e- i") (9) 
(Ey=0) for the ft,2 compone t
» к 
with /c2=e(ti;)k2-k2, k=w/c and the ± signs denote even and odd solutions for 
E
x
 with respect to the midplane z=0. In the case of s-polarization (Ex,E£=0) 
the solution will be 
E±=ei*i
 ±е-ікг (10) 
У 
In vacuum Eqs.(9), and (10) are valid provided к, is replaced by /c0 with 
^=k 2 -k 2 . 
Ο χ 
Depending on the parameters к and к0 there exist two different types of 
solutions for the electric fields. 
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a) Non-radialive solulions. 
For k2>k2, κ0 will be totally imaginary. In this situation the only physical 
solution for the fields outside the film is an exponentially decaying field with 
increasing distance from the film. If k£»k 2 , к will be imaginary too which 
means that the fields inside the film are proportional to cosh(kz) or sinh(i/cz). 
For thick films ( |ка| » 1 ) the solutions are now localized at the film surface. 
These solutions represent the so-called surface plasmons7'29. 
Because of the relation k 2 » k 2 surface plasmons are situated in the 
(ij-k)-diagram in the non-radiative region below the line ы=ск, i.e. having 
phase-velocities below the speed of light. Therefore in an optical experiment 
surface plasmons can usually not be excited directly. However, surface 
roughness can induce coupling between non-radiative excitations and light7·8. 
b) Radiative solutions. 











* < к 
4 1 
* ' к 
* I * 
^ * DIELECTRIC 
J* SLAB 
\J¡\J 
/ \ / 4 / \ 
OPTICALLY IN 
ACTIVE OPTICALLY ACTIVE 
Fig.3. A schematic presentation of the electric field pattern in 
and outside a thin dielectric slab: a) non-radiative (surface) 
modes, b) radiative (bulk) modes. 
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can couple to transversal light. This can be understood by realizing that in 
this situation κ0 will be real and the only physical solution for the fields out­
side the film is an outgoing plane wave that can couple to incident light. 
This outgoing wave radiates away energy under an angle θ with the normal 
of the film given by sintH^/kj. Because of the energy loss these modes 
suffer from radiation damping they present no stationary solutions of the 
Maxwell equations. Hence they are often referred to as virtual modes. 
The physical distinction between radiative and non-radiative solutions 
has been sketched in fig.3, in which a) presents an optically inactive 
(surface) mode, and b) a (lateral) radiative mode. Using the already menti­
oned boundary conditions between the film and the vacuum the following 
virtual mode equations can be derived for the even mode 
б(ш)=-і -^cotg/ca (11a) 
and for the odd mode 
€(ω)= i —tg/ca (Hb) 
where 'a' equals half the film thickness. In the case of non-radiative solutions 
Eq.(ll) gives the surface plasmon dispersion relation7'29. The radiative solu­
tions of Eq.(ll) give the complex virtual mode frequency of which the real 
part ω1 represents the resonance frequency and the imaginary part ω2 the 
energy loss in time which induces a broadening of the resonance frequency. 
Kliewer12'13 et al. have given various solutions of the virtual mode equations 
for very thick films, and have shown that for a well defined resonance 
(i.e.lWj/wJ-cl) the virtual mode absorption of a film will have a Lorentzian 
lineshape at «j with a width w2. 
We have calculated the virtual mode frequencies in Bi films for several 
values of the electronic relaxation time τ by inserting Eq.(6) in Eq.(ll) and 
making the approximation for thin films (|/caj<l) and perpendicular incidence 
(limit k^-^O). 
The results are presented in Fig.4 in which the virtual mode frequency 
is normalized on the screened plasma frequency ω * and the film thickness 
has been made dimensionless. Using the relevant experimental parameters 
according to section ILC ω * equals approximately 164cm"1, and unity on the 
thickness scale in Fig.4 represents a Bi film of ca. lOOnm thickness. The 
solution presented in Fig.4 is due to the even mode, as the odd mode has no 
physically significant solutions for the investigated Bi films. From Fig.4 we 
can expect to see a very broad resonance at the screened plasma frequency 
for films with a thickness in excess of 150nm which is compatible with the 
experimental results from Fig.l. Fig.4 also reveals that damping due to elec-
13 
no 
resonance ' resonance 
I 8 = 0 2 
I 
0 1 2 3 4 5 6 7 8 
Fig.4. The complex virtual-mode frequency in a thin film as 
a function of a dimensionless film thickness. The frequencies 
are normalized on the theoretical screened plasma frequency 
ω
ρ
* and calculated for 2 values of the electronic relaxation 
time r represented by the parameter -γ. The vertical dashed 
line marks the critical film thickness below which the reso­
nance disappears by virtue of a too large imaginary fre­
quency. Applied to Bi, unity on the abcis represents a film 
thickness of ca. lOOnm. 
tron scattering is only of minor importance as far as the resonance frequency 
is concerned. 
C. Energy loss aspect 
In the previous section it has been shown that optically active lateral oscilla­
tions can only be present around the plasma frequency in films exceeding a 
и 
1.0 





critical film thickness. Qualitatively this can be visualized using the concept 
of energy content and energy loss. 
The thin film oscillation consists mainly of a nearly homogeneous lateral 
electric field which varies harmonically in time. This field can be conceived 
as an electromagnetic plane wave which has a time-averaged energy content 
W=Re[E-D]. The electromagnetic energy W(d) per unit area stored in a film 
having a thickness d will therefore be 
W(dH0Re[f(a,)]E2d (12) 
This equation shows that only in the case of vanishing Re[i(w)] a strong 
electric field resonance can be present at a low energy content. This is a way 
to see why a virtual mode oscillates preferably only near the plasma fre-
quency. 
Following the boundary conditions, Ex will be continuous across the 
film-vacuum interface and hence will present the amplitude of the outgoing 
plane wave. The energy transport out of the film per unit area Pr will be 
accordingly 
P r -VEj (13) 
In the absence of electron scattering energy conservation yields the following 
expression for the virtual mode energy W(d) 
£w(d)=-Pr (14) 
This expression reveals that an oscillation initialized at a certain moment will 
decay exponentially with a decay time rr given by 
rr= M « d ( ] 5 ) 
where е(ш) is given by Eq.(7). According to Fourier theory such a decay time 
will cause a frequency spread given by Αωτ
τ
^1. Therefore, for an oscillation 




where d represents a critical film thickness given by 
d* ? — (17) 
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In this derivation the assumption has been made that around the plasma fre-
quency Re[e(ü;)] will be of order of e^, which makes d just a rough estimate. 
Eq.(16) reveals immediately that for a well defined resonance the film thick-
ness should be in excess of d (which is close to lOOnm in Bi). The expression 
given in Eq.(16) equals the imaginary part of the virtual mode frequency as 
can be calculated from Eq.(lla) assuming zero electron scattering, which is a 
justification for the energy loss concept, d as given in Eq.(17) is also used as 
a scaling factor on the abcis of Fig.4. 
D. Optical response 
To obtain the actual shape of the optical absorption and transmission spectra, 
the virtual modes must be coupled explicitly to an incoming, a reflected, and 
a transmitted wave12. The general way to perforin such a calculation is to 
express the fields inside the film in the fields on both sides of the film using 
the Maxwell equations giving expressions for the power transmission (T) and 
reflection (R). The absorption (A) is defined by virtue of energy conserva-
tion as A=l-T-R. 
As the output of the Michelson interferometer has a beam-divergence of 
14 degrees it's necessary to investigate the influence of non-normally inci-
dent light on the absorption and transmission spectra. Especially p-polarized 
light at oblique incidence can cause strong additional optical resonances 
owing to a non-vanishing component of the electric field perpendicular to 
the film surface25»30. Expressions including this angle dependence are, for a 





Р 2 І 2 R=Jl p i + P 2l 2 (18) 
1+iu, , 
with P. ,= , . l l 2 . 
1 , 2
 l-«>i,i 
For p-polarized light incident under an angle , Uj
 2 will be given by 
4,= —^tg/ca u2= T-rCotg/ca (19) 
1
 κ;0€(ω) И 
with к and ÍC0 defined as in Eq.(9), 2a equals the film thickness, and ll^/kl 
equals sine. 
For s-polarization we obtain 
u ^ —tg/ca u2=- -^otg/ca (20) 
Substituting all relevant experimental parameters in Eqs.(18) to (20) a 
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calculation reveals that for the investigated Bi films no significant differences 
should exist between the optical responses for zero-angle incident light and 
for oblique p- or s-polarized light up to angles in excess of 30 degrees. 
Therefore, to add to the simplicity of the calculations, all experimental data 
have been fitted using a model for only normally incident light. In section 
III.G the angle dependence will be discussed in more detail. 
In most theoretical models concerning the optical responses of a thin 
film supported on a substrate the influence of this substrate is neglected. 
However, even a perfectly non-absorbing substrate can have due to it's large 
refractive index a non-negligible influence on the detailed frequency depen­
dence and magnitude of the reflection, absorption, and transmission. This 
originates in the impedance matching31 which exists between the film, the 
substrate, and the vacuum. Only when for instance just a strong narrow 
resonance peak has to be investigated the substrate can be neglected. Because 
of this influence we have employed the expressions derived by de Kort3 1 et 
al. for the optical properties of a film supported on a substrate. Following 
the notation in their paper, Τ and R are given by32 
T = | ^ l 2 A = | ^ | * (21) 
with 
a = iuc(FÎ-F-) ( F £ - F 2 ) (22a) 
β = ( F ^ + F ; ) ( t ^ F ^ - c 2 ) + ( F ^ F 2 ) ( ^ F ^ F ' - C 2 ) + 
+ ÍOJCÍF^+F-) ( F ; + F 2 ) + 2mx:(F;F-+F+F2) (22b) 
1 - ^ + р і ) (^FÏFi+c2) + (FJ+F ; ) ( U ^ F ^ + C 2 ) + 2iwc(F+F--F;F¡) (22C) 
and with 
^'^"•Kl ^¡^гМ (23) 
In these equations the index i=l refers to the medium facing the radia­
tion, which is the Bi film in our experiment. The index i=2 refers conse­
quently to the substrate. 
In the calculations the following substitutions are made in Eqs.(21),(22), 
and (23): ej according to Eq.(7) with the Bi-parameters from section II.C, the 
scattering time r as calculated from the DC square resistance values, and the 
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Fig.5. The theoretical far-infrared absorption of thin Bi 
films on a wedge-shaped quartz substrate calculated in the 
Drude-approximation. The film thickness is given in nm and 
the numbers in front of each spectrum indicate the real zero 
on the ordinate. The electronic relaxation rate is presented by 
Т^тгт · The parameters used for the calculation are: 
ω *r 
m 
і^—0.01, €„=100, n=3xl023m-3, ш„.=164ст-
m 
nqua i t^ 2 · 1 5 · 
film thickness 2a.
v
 The refractive index of the substrate η is substituted in 
e2=n
2
 and the substrate thickness is 2a2. The results for the absorption and 
the transmission of this model calculation in the Drude-approximation are 
presented in Figs.5 and 6 in which the scattering time τ is presented by the 
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parameter τ=1/(ω *r). To include the wedgeshape of the substrate the com­
puter program integrates over the substrate thickness in discrete steps which 
leaves some residual small-scale structures in the theoretical spectra. 
To investigate the influence of the substrate inserting e2=l in Eqs.(21), 
(22), and (23) revealed that the main effect of the substrate on the absorption 
is a considerable smoothing and broadening effect on the resonance, espe­
cially at the high-frequency side. The overall absorption was also strongly 
reduced by the presence of the substrate. Similar non-negligible effects were 
found concerning the transmission. 
E. Comparison between Drude-model and experiment 
Fig.5 reveals in the absorption a frequency and thickness dependence which 
differs considerably from the experimental absorption. Firstly the shift of the 
resonance towards lower frequencies for thin films which could be expected 
on ground of the virtual mode frequencies is not seen experimentally. Sec­
ondly the theoretical resonance broadening is narrow as compared with Fig.l. 
Fig.6 reveals a striking difference between the experimental and the 
theoretical transmission. The predicted maximum in the transmission around 
ω * is observed as a shoulder in the experiment. This particularly strong dev­
iation is the most important evidence that the Drude-approximation is not 
sufficient to describe the far-infrared properties of thin Bi films in detail. In 
the next sections several mechanisms will be discussed to explain the appar­
ent discrepancy between the experiment and the Drude-theory. 
F. Deviations from the Drude-model 
a) Non-local effects. 
Figs.5 and 6 clearly reveal that the Drude-model fails to account for the 
detailed shape of the absorption and transmission spectra. From the expres­
sions for е(ш) it's easy to show that the skindepth δ will be of order of 
5-20μιη in the frequency region of interest, which is in excess of the elec­
tron mean-free-path and of the film thickness. Hence electrodynamics are 
not yet in the anomalous regime2'3 and local relations between fields and 
currents can be used. 
b) two-phonon processes. 
To investigate the influence of optical phonon resonances the dielectric func­
tion of the Bi films was used in the following model 
£(w)=e00+xph+xfc (24) 
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Fig.6. The theoretical far-infrared transmission of the Bi 
films on a wedge-shaped quartz substrate calculated in the 
Drude-approximation. For this figure the same comments as 
given in Fig.5 are applicable. 
in which x fc represents the free-electron contribution according to Eq.(6), 
and x p h the susceptibility caused by the optical phonons. In the classical 
approximation x p h is given by 
e
oo
+Xph - £o 
ω^-ίι^-ίωΓ 
(25) 
in which (¿L is the longitudinal optical (LO) phonon frequency, ω
τ
 the 
transversal optical (TO) phonon frequency, and Γ represents the damping. 
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The phonon contribution according to Eq.(25) is presented in Fig.7, which is 
extended to higher frequencies than those of experimental relevance. 
By inserting Eq.(25) in Eqs.(21), (22), and (23) a calculation of the 
absorption and the transmission yields the results as shown in Figs.8 and 9. 
In these calculations we have used the following parameters to match the 
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Fig.7. The contribution from the lattice to the dielectric 
function corresponding to Eq.(24). The presented parameters 
yield a good theoretical description of the experimental 
absorption and transmission. 
Г=150±50ст~1. In Fig.7 the phonon contribution is presented for these par­
ameters. From Figs.8 and 9 it can be seen that experiment and theory con­
form fairly well, except for an unexplained bulge in the high-frequency 
transmission of the thickest film. 
As Bi has a rhombohedral33 crystal structure with 2 atoms in each unit 
cell the first order fundamental lattice absorption is forbidden because the 
optical (zone-centered) phonons produce no electric dipole-field6·6 and hence 
are infrared-inactive. Using Raman scattering33»34 the optical phonon fre­
quencies near the zone-center are established as 75cm"1 (TO) and 100cm"1 
(LO). MacFarlane38 has obtained the wavevector dependent optical phonon 
branches along the trigonal crystal-axis from neutron diffraction. The fre-
21 
quencies range from 75 to 102cm"1 (TO-branch) and from 100 to 108cm"1 
(LO-branch). Therefore the phonon contribution suggested by Fig.7 is 
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Fig.8. The experimental absorption of the Bi films compared 
with the theoretical model (dashed line) including the phonon 
contribution as given by Eqs.(24) and (25). The parameters 
used for the calculation are as presented in Fig.7. The calcu-
lation includes the wedge-shaped substrate and has been smo-
othed to dispose of some residual Fabry-Perot interferences. 
expected to arise from a summation band i.e. a two-phonon process. As the 
wavevectors of the two phonons can cancel each others momentum no res-
triction to zone-centered phonons has to be made, thus allowing for a fre-
quency spread36 in the two-phonon absorption band. Lax and Burnstein37 
suggest that this two-phonon absorption process involves second order terms 
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in the electric moment produced by charge deformations. One vibrational 
mode of the lattice induces charges on the atoms and simultaneously another 
mode causes a vibration of the induced charges which produces an electric 
dipole moment that can couple with the radiation field. Following this theory 
only short-wave-length phonons can contribute very effectively to this 
mechanism, and accordingly two-phonon absorption will mainly arise from a 
pair of zone-boundary phonons. Considering the experimentally found 
phonon frequencies near the zone-boundary35 in Bi, two-phonon absorption 
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Fig.9. The experimental transmission of the Bi films com­
pared with the theoretical model (dashed line) including the 
phonon contribution. For this figure the same comments as 
given in Fig.8. are applicable. 
is therefore expected to be strongest in the region between 200 and 220cm"1. 
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A detailed calculation performed by Cowley38 indicates that the two-phonon 
contribution is weak but shows in a smoothed form a distinct resemblance to 
the plot presented in Fig.7. This similarity between one- and two-phonon 
contributions to the dielectric function is not unexpected as in two-phonon 
processes the dielectric susceptibility Χ2ρΗ(ω) originates in principle in combi­
nations of all pairs of phonons having frequencies ш1 and ω2 with ω1+ω2=ω. 
Approximately Χ2ρΐ,(ω) should resemble as such a self convolution of Хрь(ш) 
according to 
ХгрьМ« JXphKÍXph^-UiM'"! (26) 
The result of such a self convolution is roughly a strong smoothing and 
a doubling of the arguments of the involved function. Therefore it is reason-
able to approximate the two-phonon contribution by a single-phonon process 
(as depicted in Fig.7), including a strong damping and doubled resonance 
frequencies. 
c) Electron-impurity scaltering. 
Figure 10 presents the dielectric function used to obtain the theoretical 
absorption and transmission spectra depicted in Figs.8 and 9, and gives a 
comparison with the Drude-model. To keep the picture surveyable not all 
films involved in the experiment have been included. A rather similar devia-
tion from the Drude-model as observed in the plots has been reported by 
Gerlach9 et al. derived from reflection measurements on bulk Bi between 50 
and SOOcm-1. This phenomenon is ascribed to the scattering of conduction 
electrons by ionized impurities which causes the collision time r to become 
frequency dependent. In this report we'll give an overview of the main 
points of this theory and make a comparison with our experimental results. 
In the Drude-approximation the dynamical resistivity ρ(ω) has the form 
ω. іш 




in which ω is the unscreened plasma frequency. The real part of ρ(ω) repre­
sents the scattering effects and is frequency independent. A more realistic 
scattering theory results in 
ρ(ω)4Μ- -PL (28) 
in which £(ω) will be necessarily complex10 and represents the frequency 
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Fig. 10. The dielectric function of Bi films of various film 
thickness. The solid line presents the dielectric function in­
cluding the two-phonon contribution. The Drude-model die­
lectric function is given by a dashed line. 
dence in the real part of the dynamical resistivity ρ(ω) unambiguously indi­
cates a deviation from the Drude-model. 
According to an extensive theoretical treatment for which we refer to 
Gerlach10, the influence of electron-ionized-impurity scattering on Rep(cj) is 
only appreciable for ω>ω •. The effect consists mainly of a strong peak in 
the real resistivity rising a factor 5 to 10 in magnitude over the Drude-resis­
tivity in the region from ω • to ca. 4ω
ρ
* followed by a powerlaw decrease 
which continues up to very high frequencies. These results are compatible 
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with their experimental findings. The electron-ionized-impurity scattering 
can be visualized as follows9'10»39. In principle real plasmons (i.e. longitudinal 
charge density fluctuations having V-E#0) cannot be induced by transversal 
light (V-E=0). The spherical field of a screened ionized impurity can how­
ever break the transversal symmetry and thus allows for a longitudinal com­
ponent in the total electric field. Above the screened plasma frequency real 
plasmons can now be excited. For ω<ω
ρ
* the screening cloud of electrons 
around the impurity follows the frequency of the electromagnetic wave and 
the electrons oscillate along the ionized impurity. For ω>ω * real plasmons 
UO 80 160 200 2<t0 
WAVE NUMBER (cm-·) 
Fig.ll. The real resistivity of the Bi films (solid line) as der­
ived from the dielectric function of figure 10. The Drude-
contribution which is frequency independent is indicated by a 
dashed line. 
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are excited which oscillate at a frequency close to ω
ρ
*. Through these Plas­
mons energy is dissipated from the incident radiation which manifests itself 
in a strong increase of the absorption, and hence of ω
τ
. Due to plasmon 
decay in single particle excitations (Landau damping1·40) plasmons can only 
exist in a small frequency region above ω «. Therefore for high frequencies 
of the incident light the plasmons will have no phase correlation with the 
rapidly oscillating electromagnetic field and absorption (and ω
τ
) will be 
strongly reduced. 
To check on this phenomenon we have determined the real part of the 
dynamical resistivity and the optical conductivity of the investigated films 
using the dielectric function presented in Fig. 10. The results for the dynami­
cal resistivity ρ(ω) and the dynamical conductivity σ(ω) are presented in 
Figs.ll and 12 and compared with the Drude-model. The principal features 
predicted by the theory of impurity scattering are clearly visible. The effect 
is however not as pronounced as expected. The most important discrepancy 
between the real resistivity as depicted in Fig. 11 and the impurity-scattering 
theory is that the predicted increase becomes appreciable already at frequen­
cies considerably below the plasma frequency ω +. 
Plasmons are formed1 near the zeros of е(ш). Given by this condition, 
the complex frequency of the onset of plasmons becomes in the long wave­
length limit ω1+ίω2 with 
1 - 5
 ~ (29a) 
(29b) 
Thus a shift towards lower frequencies as well as a broadening and smooth­
ing of the plasmon peak can be expected for damped electron systems. From 
the experimentally measured scattering rates ω
τ
 (going from 2.5x1013 to 
3.3xl012sec"1 for increasing film thickness) and the observed plasma fre­
quency Wp* (ІбО-ПОспг1) it must be concluded that damping of the elec­
tronic system cannot account for the observed shift towards lower frequen­
cies of the position where the real resistivity increases. This discrepancy 
between the experiment and the impurity-scattering theory remains yet 
unexplained. 
In conclusion, on behalf of this experiment no exclusion can be given 
whether the observed deviations from the Drude-model are descendent from 
two-phonon contributions or from electron-ionized-impurity scattering, 
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Fig. 12. The real (optical) conductivity of the Bi films (solid 
line) as derived from the dielectric function of figure 10. The 
Drude-conductivity is given by a dashed line. 
G. Importance of the lattice contribution 
The calculations of the optical properties of the Bi films in the Drude-
approximation reveal that a strong maximum should be seen in both the 
absorption and the transmission at the screened plasma frequency ω^*. 
According to these calculations the absorption and transmission spectra are 
almost independent on the angle of incidence and on the nature of the polar­
ization. This differs from the generally obtained results for the optical res­
ponses of e.g the alkali-metals both theoretically and experimentally25»30'41. 
In these treatments a narrow plasma peak and dip are found in respectively 
the absorption and the transmission only when using p-polarized radiation at 
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non-normal incidence. These differences in the optical properties are mainly 
caused by the magnitude of the valence electron screening, i.e. the numerical 
value of ¿QQ. In Bi, owing to very small bandgaps1»27»35, e ^ is very large 
whereas in most metals it is of order of unity. 
Using Eq.(7) for £(ω) and including a considerably large collision fre­
quency ω
τ
 it is easy to show that for real frequencies the condition |ί(ω)|«1 
can only be satisfied for a sufficiently small e^,. As for the radiative solu­
tions of the fields in the thin film the most important parameter к in Eq.(9) 





it will be obvious that for Bi the angle dependence can be neglected. Quali­
tatively this can be understood by considering that the real refractive index 
of Bi is very large and hence all incoming radiation is strongly refracted 
towards the normal of the film. Substituting Eq.(30) in Eq.(9) shows that for 
Bi films the normal electric field component will be negligible. 
For metals having fœ- l the condition |е(ш)|<1 is easily satisfied around 
the real plasma frequency. Hence by virtue of Eqs.(9) and (30) a large elec­
tric field normal to the film can be present at the plasma frequency only, 
which causes a strong absorption of the incident p-polarized radiation. This 
kind of absorption from p-polarized light is sometimes41 mistaken for a real 
longitudinal plasmon excitation owing to a suspected longitudinal electric 
field component which is however not present (V-E=0). Another explana­
tion30 is the presence of a standing wave resonance that induces surface 
charges. Such a resonance is a simplified form of the more elaborated stand­
ing density waves as discussed by Melnyk26 after the so-called Tonks-
Dattner plasma-capacitor modes that are real longitudinal excitations. These 
modes have not been detected in our experiment. To illustrate the effect of 
«oo on the optical responses we have made a model calculation for a hypoth­
etical Bi film having no screening of the valence electrons, i.e. е ^ equals 
unity. As such Eq.(7) gives the dielectric function of a free-electron gas. The 
result for a theoretical plasma frequency of 164cm"1 is presented in Fig.13 
for a film having a thickness of 800nm. The strong angle and polarization 
dependence reappears just as predicted. For normally incident light no 
absorption resonances are present. This can be explained by inserting the 
relevant parameters in the virtual mode expressions [Eq.(ll)]. The resulting 
virtual mode frequency is situated in Fig.4 in the region having ω2»ω1 and 
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Fig. 13. The theoretical absorption and transmission of a hyp-
othetical Bi film of 800nm thickness having no valence-elec-
tron screening (€00=!), and a plasma frequency of 164cm"1. 
The calculation is performed for perpendicular incidence and 
for 45° s- and p-polarization. The electronic scattering time τ 
is given by ωτ=10. 
IV. CONCLUSION 
In conclusion we have shown that around the plasma frequency a broad 
thickness dependent optical resonance is present in thin Bi films illuminated 
with far-infrared radiation. This resonance is purely transversal and can be 
30 
partly explained by a screened free-electron gas in the Drude-approximation. 
The extremely large value of the optical dielectric constant of the Bi-lattice 
turns out to be a significant parameter in the determination of this optical 
resonance. 
Deviations from the Drude-model can be explained either by two-
phonon processes or by electron-impurity scattering. On grounds of this 
experiment it is still uncertain which of these two processes is the major one. 
From an experimental point of view it has been shown that for Bi non-
normal incidence is not important and that despite of the fairly rough film 
structure and a complex anisotropic crystal structure the films can be nicely 
approximated with a flat homogeneous isotropic film having bulk properties. 
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MAGNETIC RESONANCES IN DILUTE SEMIMAGNETIC SEMI-





The following part of this thesis deals with electron paramagnetic resonances 
(EPR) in dilute semimagnetic semiconductors (DMS). These DMS are often 
made of II-VI semiconductors in which part of the cations has been replaced 
by Mn2 + ions. Due to a partially filled 3dB shell, Mn 2 + ions posses a S=5/2 
total electron spin which is six-fold degenerated. Applying a magnetic field 
lifts this degeneracy and optical transitions obeying the selection rule Δ5
Ζ
=1 
can be induced between the now separated energy levels. A common method 
to study the magnetic excitations in DMS is to measure the sample transmis­
sion of fixed frequency microwave or far-infrared radiation as a function of 
the magnetic field in the Faraday configuration. This method will be used in 
the experiments described in this thesis. 
A widely used DMS for EPR studies is the wide gap II-VI semiconduc­
tor Cd 1. xMn xTe in which χ presents the fraction of manganese atoms. Usu­
ally χ ranges from 0 to .7. The upper limit to this manganese concentration is 
due to the fact that pure CdTe has another crystal lattice (zincblende fee) 
than pure MnTe (hexagonal). Therefore, in order to study the properties of 
the manganese atoms in their undisturbed fee host lattice, the manganese 
concentration χ has to be smaller than x~J. 
As a function of concentration x, the magnetic properties of 
Cdj^Mi^Te exhibit some different phases. For very low concentrations 
x<.01 there exists no interaction between the Mn2 + ions and one observes in 
principle paramagnetic resonances of individual ions giving rise to very 
narrow resonance lines. For increasing concentrations the Mn2 + ions start to 
feel each other through dipole-dipole interaction. Because of a random man­
ganese ion distribution in the lattice the experienced internal dipole field will 
not be the same for all ions, hence giving rise to a significant broadening of 
the observed resonance energies. Line-shape analysises of the resonances in 
this concentration regime can be used to study the strength of the dipole-
dipole interaction. If the concentration of manganese atoms exceeds x:x03, 
nearest neighbour (NN) interaction becomes important. The NN will be pro­
portional to -2J1SelSI2 in which J 1 is the Heisenberg ferromagnetic exchange 
parameter, and which energy equals roughly 10 Kelvin. (Because of the anti-
ferromagnetic nature of the interaction an extra minus sign is included.) The 
exchange interaction tends to reduce the effect of the dipole-dipole interac­
tion, and therefore the resonance energies sharpen again with concentration. 
This effect is called exchange narrowing. For concentrations x>.19 every 
Mn2 + atom will have at least one nearest neighbour of its own kind 
(percolation limit) which gives the onset for the existence of spin-glass and 
antiferromagnetic phases in the sample. For even more increasing concentra-
37 
tions the observed excitations will become more and more collective and can 
be conceived as a chain of interacting Mn2+ spins due to NN interaction. 
Such a chain can be described by a magnon, and presents the onset of anti-
ferromagnetic resonances (AFMR) in the sample, although experiments con-
cerning for example specific heat measurements predict a transition to the 
antiferromagnetic phase at much higher manganese concentrations (x~.6). 
The purpose of the experiment described in the following paper is 
mainly to investigate the presence of AFMR and magnon modes in samples 
below the often mentioned critical concentration xc=.6. As a second aim the 
EPR of the single Mn2+ ions will be followed as a function of concentration 
and magnetic field up to very high field strengths. Concerning the latter 
experiment, the EPR Hnewidth increases strongly at medium concentrations 
due to the already mentioned dipole-dipole interaction. The Hnewidth easily 
surpasses a few teslas for x>.01. Hence, experiments in high magnetic fields 
as previously not available are necessary, in combination with far-infrared 
radiation in order to observe properly the resonances in samples having a 
medium or large manganese content. As a bycoming advantage, for concen-
trations of order of x=;.l the exchange narrowing can be reduced by a com-
petition between the internal exchange fields and the externally applied mag-
netic field, allowing us to determine the strength of these internal fields. 
Concerning the onset of AFMR at concentrations x>.l as previously dis-
cussed, we have been able to follow and identify the magnon excitations in 
the sample as a function of both energy and manganese concentration. It is 
shown for the first time that the magnon modes start at zero magnetic field 
with a finite resonance energy, and increase with field according to a g-
factor equal to 2. Previously obtained resonances,using either Raman or neu-
tron scattering techniques, usually without a magnetic field, have now been 
identified as coming from the same magnon mode. 
The following sections contain a slightly modified version of a paper 
concerning the experiment mentioned above which has recently been submit-
ted to the Physical Review B. This work has been done together with Dr. 
A.Wittlin from the Institute of Physics, Warsaw, Poland. 
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CHAPTER 2 
High field magnetic resonances in Cdj.^Mn^Te. 
ABSTRACT 
We have studied magnetic resonances in Cd^Mn^Te as a function of the 
manganese concentration χ at high magnetic fields up to 22T, by means of 
far-infrared magnetospectroscopy at T=4.2K. For concentrations x>.3 an ant-
iferromagnetic-like resonance (AFMR) is observed which extrapolates to a 
finite zero-magnetic field excitation energy. This zero-field energy increases 
with concentration χ and agrees for x=.65 with energies observed earlier in 
inelastic neutron scattering and Raman scattering experiments. The AFMR 
g-factor is found to equal 2 for all concentrations x. Therefore the observed 
AFMR is expected to rise rather from a single than from a double magnon 
excitation. For concentrations x<.l the electron paramagnetic resonance 
(EPR) of the Mn 2 + ions is observed up to the highest magnetic fields. For 
x=.l a significant line-broadening is found with increasing magnetic field, 
which is attributed to the competition between external magnetic fields and 
the exchange-field induced line-narrowing. 
I. INTRODUCTION 
Magnetic properties of the semimagnetic semiconductor C d ^ M i ^ T e at low 
temperatures have recently been the subject of several experimental and the­
oretical investigations1"8, due to the fact that this system is very suited for 
the study of short-range magnetic interactions in dilute materials. As the 
manganese concentration χ increases, the crystal undergoes a spin-glass (SG) 
transition at x=.17, and above x~.6 a transition to an antiferromagnetic (AF) 
phase9. However, neither the details of the magnetic phase diagram, the 
magnetic structures in the ordered phase, nor the precise critical concentra­
tions x
c
 for the onsets of the different magnetic excitations10"12 are fully 
understood. For instance, the magnetic susceptibility and specific heat inves­
tigations9 of Cdj.jjMn^Te at low temperatures have indicated a short-range 
magnetic ordering already below the critical concentration x~.6, which was 
later confirmed by neutron scattering experiments13. In a subsequent series of 
Raman scattering investigations1)14'15 antiferromagnetic-like excitations inter­
preted as magnon modes have been observed also at concentrations well 
below x=.6. These resonances were attributed to the formation of small anti-
ferromagnetic domains in the sample. Two different interpretations of these 
magnon modes have been proposed, namely one-magnon excitation at the 
Brillouin zone center1, or two-magnon processes at the zone boundary14. 
Later obtained results of inelastic neutron scattering are more in agreement 
39 
with the single magnon model proposed by Ramdas1, however its validity is 
still under dispute11»16. 
To understand more fully these excitations we present in this paper the 
results of magnetotransmission experiments performed on C d ^ M r ^ T e sam­
ples having a wide range of manganese concentrations. The experiments were 
carried out in magnetic fields up to 22T in the far-infrared (FIR) range of 
the spectrum. Because the applied excitation frequencies are over an order of 
magnitude higher than in conventional EPR experiments, we can now 
observe the magnetic resonances at low temperatures over the whole range of 
manganese concentrations. 
A pronounced feature of the EPR spectra in C d ^ M r ^ T e , as well as in 
other semimagnetic semiconductors17, is a significant increase of the reso­
nance linewidth upon decrease of the temperature or increase of the manga­
nese concentration. Therefore, typical EPR experiments at low magnetic 
fields have been limited until now to either low concentrations or high tem­
peratures. This experimental drawback becomes increasingly worse at con­
centrations in excess of x~.2 due to resonance shifts to lower energies as has 
been observed recently18. Therefore the use of very high magnetic fields and 
consequently high excitation energies, as applied in our experiment, are nec­
essary to investigate properly the low temperature resonances for higher 
manganese concentrations x. 
For large χ the resonance energies covered in our experiment correspond 
to previously observed energies of collective excitations in the ordered phase 
(AFMR), whereas for small x(<.l) single Mn2 + EPR modes can be observed 
up to the highest magnetic fields. Furthermore at these high fields at low 
concentrations practically all Mn2 + spins will be lined up because the value 
of the external magnetic field will approach the value of the internal 
exchange fields, hence allowing a study of magnetic resonances near com­
plete magnetic saturation. 
II. EXPERIMENT 
The single crystals of C d ^ M i ^ T e with .002<x<.65 were grown by a modi­
fied Bridgeman Technique at the Institute of Physics in Warsaw. All samples 
were cleaved along the (110) plane and polished in the form of discs having 
diameters from 6 to 10 mm and thicknesses from 1-5 mm. 
Magnetotransmission measurements were made in the Faraday configu­
ration at T=4.2K. At fixed laser frequencies the transmission was measured 
as a function of the magnetic field. The FIR radiation was generated by an 
optically pumped FIR molecular gas laser. A standard lightpipe system was 
used to collect the radiation on the sample, as a detector a LHe-cooled det­
ector made of an Allen Bradley carbon resistor was used. A polyhelix-Bitter 
solenoid provided DC magnetic fields up to 22T. For some samples measure-
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ments at very low excitation energies (v<200 GHz) have been done using a 
backward wave oscillator. 
III. RESULTS AND DISCUSSION 
A. High concentrations 
Fig.l shows the transmission for six Cd^Mn^Te samples with χ between 
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Fig.l. The transmission of 561 GHz radiation as a function of 
magnetic field for all C d ^ M i ^ T e samples, .002<x<.65. The 
transmission values are relatively scaled to allow easy compar­
ison of the resonance positions. 
radiation was 561 GHz. The transmission values were scaled at B=0T to 
permit relative comparison between different spectra. Note that with increas­
ing manganese concentration the resonance shifts to lower fields and the 
linewidth increases as observed before18»19. However, the low field measure­
ments were unable to distinguish whether the observed shift to lower fields 
with concentration was caused either by changes in the g-factor19 or by the 
presence of internal fields20. Therefore, in fig.2 the positions of the reso­
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Fig.2. The resonance frequency versus magnetic field for sev­
eral manganese concentrations. The position of the high field 
resonance at 989 GHz for x=.65 presents an extrapolated 
value, because only a part of the resonance could be observed 
below B=22T. The solid line marks a g=2 EPR transition. The 
dashed lines present least square fits to the experimental res­
ults. For comparison the obtained magnetic excitation energies 
from neutron scattering, (D); refs.13 and 16, and of Raman 
scattering, (β); ref.l, and (Δ); ref.14 are also indicated. 
The solid line marks a g=2 EPR transition, and it is clearly shown that all 
dashed lines, which present least square fits to the measurements, have prac­
tically the same slope as the g=2 resonance. This figure also shows that for 
x>.3 a linear extrapolation of the resonance frequency to zero magnetic field 
yields a finite resonance energy which can be attributed to an antiferromag-
netic resonance mode (AFMR). 
Although the extrapolation from fairly high fields to zero magnetic 
fields may introduce certain errors, it is still interesting to compare these res­
ults with those of other low, or zero field studies of the magnetic excitations 
in Mn-rich C d ^ M i ^ T e . For this reason we have included in fig.2 also some 
results of inelastic neutron scattering16 (NS), and Raman scattering1»14 (RS) 
experiments. Corresponding points in the figure mark the positions of the 
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resonances observed by these techniques. Especially the agreement with the 
RS data at B=6T is very good and convincing. The deviations for the zero 
field RS and NS data is possibly due to slight differences in chemical com­
position of the used samples. Moreover those measurements have been done 
at either lower (1.8K) or higher (10K) temperatures which introduces some 
changes in the resonance energies. 
To display better the zero-field resonances, their energies are plotted in 
Fig.3 as a function of the manganese concentration χ together with the 
Raman1·1 4 and neutron scattering16 results. This figure suggests that the low 
temperature far-infrared resonance as observed in our experiment for x>.3 is 
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Fig.3. The zero-field resonance frequency as a function of 
the manganese concentration x. (·); Raman results from ref.l, 
(Δ); Raman results from ref.14, and (D); neutron scattering 
results from ref.l6. ( · ) represent linear extrapolated points of 
FIR data from fig.2. 
Moreover, for x=.65 the resonance frequency complies well with the 
magnon excitation observed in neutron scattering experiments. With decreas­
ing concentration χ this resonance energy decreases and finally disappears 
























=.19 for an fee lattice. Such behaviour of AFMR is thought to 
be typical for resonances in dilute antiferromagnets21, as above the percola­
tion limit x
c
 small antiferromagnetic chains can be formed. Furthermore this 
agrees well with the Raman results1 which have shown the persistence of a 
magnon mode up to quite low χ values. 
Now we would like to address the problem of the origin of the magnetic 
Raman excitation as observed by Ramdas1, and Grynberg et al14. Figs.2 and 
3 strongly indicate that the excitation energies as observed in these experi­
ments correspond to the resonances seen in the magnetotransmission spectra, 
and as such are likely to have the same physical origin. Ramdas1 describes 
the magnetic Raman peak as a single quantum (magnon) excitation in the 
antiferromagnetic ordered phase of Cd 1. xMn xTe. On the other hand Gryn­
berg14 analyses the results as a two-magnon effect, excluding single magnon 
excitation on grounds of a symmetry argument and the absence of higher 
energy magnetic excitations. However, as pointed out by Sievers22, in a two-
magnon process one magnon is emitted from each of the the normally deg­
enerated spin-wave branches at the magnetic Brillouin Zone boundary. An 
external magnetic field splits these branches, of one magnon the energy is 
decreased, and of the other one the energy is increased with the same 
amount, henceforth yielding a two-magnon excitation energy independent on 
the magnetic field. As Fig.2 clearly shows the resonance frequency of the 
excitation to have a dependence on magnetic field corresponding to a g-
factor equal to 2, we must unambiguously conclude that the observed AFMR 
is essentially due to a single magnon excitation, and not to a two-magnon 
process. 
B. Low concentrations 
Below xü.l the EPR resonance position, as seen in fig.l is very well 
described by g=2 without a finite zero-field resonance energy, indicating the 
absence of antiferromagnetic ordering. The resonance positions versus mag-
netic field have become rather independent of the concentration. Therefore 
in principle we observe now the resonance energy of single Mn2+ spins, but 
having a linewidth affected by both dipole-dipole, and exchange interaction. 
The first mechanism tends to broaden the linewidth for concentrations x>.l, 
whereas the latter due to nearest neighbour interaction, for x>.3, will narrow 
the observed resonance (exchange narrowing). Because of this exchange nar-
rowing, usual EPR measurements at low magnetic fields yield a linewidth for 
x=.l of approximately 400 G. As shown in fig.l however, the linewidth of 
the x=.l resonance is much larger. This can be due to the very strong applied 
magnetic field which is of the same order of magnitude as the internal 
fields, hence reducing the importance of the exchange interaction. Measured 
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Fig.4. The linewidth of the EPR signal of the x=.l sample as 
a function of the magnetic field at T=4.2K. The dotted line 
serves only as a guide to the eye. 
show an increase with magnetic field which tends to saturate above B~18T, 
thus supporting the idea of the external magnetic field approaching the 
strength of the internal exchange fields. 
As a last analysis to demonstrate the separate spin character of the high 
field resonance at x=.l, fig.5 shows a fit to the line shape using a simple 
Bloch 2-level spin model for non-interacting localized spins taking into 
account the effects of electromagnetic wave propagation in a parallel slab23. 
The lineshape was fitted with a .75 Lorenzian, .25 Gaussian shape function. 
The static sample magnetization was used as a fitting parameter and found to 
be equal to 7±1 emu/g at B=21 T, in agreement with results of high field 
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Fig.5. The transmission of 561 GHz radiation as a function of 
the magnetic field for the x=.l sample, together with a theo­
retical fit using a model for separated independent spins as 
described in the text. 
IV. CONCLUSION 
In summary, we have measured magnetic resonances at high magnetic 
fields in Cdj.jjM^Te for a broad range of manganese concentrations x. At 
low concentrations a line-broadened paramagnetic resonance is observed 
having a g-factor equal to 2. At concentrations x>.3 an antiferromagnetic 
resonance is observed which complies very well with previously observed 
magnon modes using Raman and neutron scattering techniques. On grounds 
of the observed magnetic field dependence of this excitation the resonance is 
ascribed to a single magnon mode having a g-factor equal to 2, and not to a 
two=magnon mode as recently has been suggested. 
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TIME-RESOLVED FAR-INFRARED SPECTROSCOPY OF SHAL-
LOW DONOR RECOMBINATION MECHANISMS IN 





At low temperatures, conduction in (slightly) η-doped semiconductors occurs 
mainly through the presence of electrons in the conduction band coming 
from ionised shallow donor impurities. These are atoms in the semiconductor 
host lattice of which the electrons in the outer atomic shell are weakly 
bound. The donor atom can give up one electron to the conduction band, 
leaving behind effectively a single fixed positive charge. Therefore the pres­
ence of this donor in the lattice is more or less equivalent to the presence of 
a hydrogen atom in the vacuum. The binding energy of the additional elec­
tron to the impurity atom can as such be rather accurately described by a 
hydrogen-like model, in which all energy levels are as in a free proton-elec­
tron pair only with the dielectric permitivitty £0 replaced by f0ea, in which б8 
is the static dielectric constant of the host material, and with the free-elec­
tron mass replaced with the effective electron mass at the bottom of the host 
materials conduction band. Dependent on the semiconductor this yields for 
III-V semiconductors an effective Rydberg energy of the order of 5 to 10 
meV. Therefore these shallow impurities are energetically seen situated sev­
eral meV below the conduction band and can be easily ionised, which popu­
lates the conduction band with electrons. As in hydrogen atoms the ground-
state is called the Is level and the most important excited states are the 2s/2p 
levels which are degenerate at zero magnetic field. The process of ionisation 
occurs mainly in three different fashions: 
1) Thermal excitation from the Is or the 2s/2p states to the conduction band. 
2) Optical excitation from the Is state directly to the conduction band or to 
excited states from which further thermal excitation into the conduction 
band occurs. The latter processes are called photo-thermal ionisation or 
photo-thermal conductivity. 
3) Impact ionisation from the ground state or an excited state into the con­
duction band through collisions of accelerated electrons (due to an applied 
electric field) with the impurities. 
From these processes (thermal)-photoconduction presents a very impor­
tant mechanism. On one side using simple electronics, a far-infrared detector 
can be built as the detectors conductivity is directly proportional to the in­
tensity of the incident radiation. On the other side the photoconductive 
processes can be used to characterise the impurity contents of the sample as 
will be discussed shortly. 
Applying a magnetic field to these systems lifts the degeneracy of the 
hydrogen-like energy levels. Using fields of a few teslas, the 2p level splits 
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in 2p0, 2p_ and 2p+. The ls-+2p+ transition rate becomes very strong, domi­
nating the spectral response of the system to incident radiation. In such a 
way it is possible to construct a sensitive narrow-band tunable far-infrared 
detector. Due to central cell corrections from the ground state with respect to 
the hydrogen-like model, transition energies are slightly impurity dependent. 
Therefore investigation of the Is—•2p+ transitions in rather pure samples can 
reveal the chemical nature of the impurities in the semiconductor. 
On grounds of the application of photoconducting systems as far-
infrared detectors it is highly interesting to look at the dynamical responses 
of these shallow donor systems in order to find out how fast such a detector 
can be. In this context little is known about the timescales involved in excit­
ing electrons from the ground state into higher states or into the conduction 
band, which are processes that govern the response time of the detector (i.e. 
the onset of photoconduction). After excitation to the conduction band, 
decay times to bound states determine the time resolution of such a detector. 
In this study the decay times are studied as a function of incident radiation 
intensity, magnetic field, and applied bias voltage on the detector. The pres­
ence of excited states which act as bottleneck reservoirs for electrons as well 
as the sometimes dominant role of impact re-excitation will be thoroughly 
discussed. The following chapter contains a slightly modified version of an 
article by J.M. Chamberlain, A.A. Reeder, L.M. Claessen, G.L.J.Α. Rikken, 
and P. Wyder in the Physical Review B35, 2391 (1987). 
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CHAPTER 2 
Impact excitation and bottleneck effects in the 
time-resolved far-infrared photoresponse of 
high purity IDP 
ABSTRACT 
The time-resolved photoresponse of high purity (^7K~10 m2V"1s"1) n-type 
indium phosphide has been investigated at λ= 118.8 μτη using a pulsed far-
infrared laser. An effective conduction-band lifetime of 60 ns is found 
which increases slightly in a magnetic field. For sample DC bias voltages 
exceeding a few volts per centimetre long tails develop in the photoresponse 
which last more than 10 /ÍS. The behaviour of these tails is examined for 
various incident laser powers, magnetic fields and sample bias voltages. It is 
shown that a four level model involving impact excitation from impurity 
states is necessary to describe the photoconductive response. A critical 
requirement of the model is that the lifetimes of participating "bottleneck" 
states are 2 μ8 and 10 /ÍS. On the basis of known transition probabilities these 
bottlenecks are therefore tentatively assigned to the 2p_ and 2s states. 
I. INTRODUCTION 
Time-resolved studies of far-infrared photoconduction are a comparatively 
direct means of examining the dynamical properties of the non-equilibrium 
distribution following disturbance by pulsed laser excitation. The equilibrium 
far infra-red (FIR) photoconductivity of InP has been studied for over a 
decade1 and has been used as a sensitive assay technique for shallow donor 
contaminants2·3 and to investigate solid state analogues of the H- system3»4. 
Despite this significant interest in equilibrium effects, very little attention has 
been paid to dynamical measurements in this system. 
High power CW FIR lasers have been used to saturate the ls-+2p± tran-
sitions and the cyclotron resonance5-7 in GaAs; impurity-state and Landau-
level lifetimes have been inferred from these measurements assuming appro-
priate two-level or three-level models. It is a conclusion of such measure-
ments for GaAs that very long effective lifetimes of up to 500 ns, can be 
found for the 2p_ state which acts effectively as a "bottleneck" in the recom-
bination process. 
Although no saturation-absorption measurements have been described 
for InP, Ohyama8 has reported extremely long (=;5 μ&) lifetimes for conduc­
tion band electrons in InP using FIR pulses synchronised with an external 
electric field and/or flashlamp. The possible existence of such long lifetimes 
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in InP, and the likely consequences for the kinetics of the shallow donor 
photoconduction process, motivated an examination9 of pulsed FIR photo­
conductivity ein very high purity InP. The present article presents additional 
experimental information and provides a mechanism to explain the long 
"tails" which could be seen in the photoresponse. A model involving multiple 
re-excitations into the conduction band is developed which implies the pres­
ence of two "bottleneck" states. Numerical simulations of the photoresponse 
based on this model are presented and compared with the experimental data. 
Section II describes the electrical properties of the samples and the 
experimental arrangement. The results are presented in Section III and the 
discussion of these data falls into two parts. Section IV A analyses the beha­
viour of the short-term (<1 /is) photosignal in comparison with the behaviour 
of GaAs, and provides an explanation of characteristic "overshoot" effects of 
the photoresponse with respect to the laser stimulus. Section IV В fully 
describes the model which is used to explain the long term (>1 дз) photocon­
ductivity. It is shown that the results obtained by this model depend critically 
on the values of the transition rates involved, which are consistent with rep­
orted values in the literature. 
II. EXPERIMENT 
Samples of very high purity indium phosphide10 were provided with four 
ohmic contacts: the electrical characteristics of these samples are given in 
Table 1. 






























The specimens were mounted in a 4.2 К immersion cryostat in a mag­
netic field with light pipe access. An electrically pulsed Q-switched (EQ 
switched) C0 2 laser described elsewhere11 in detail was used to pump a FIR 
waveguide laser with CH3OH as the active medium. In figure 1 the laser 
system is presented. The C0 2 laser is used in the pulsed mode in which the 
gasdischarge is pulsed with a duration of roughly 100/isec. A CdTe electro-
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optical crystal in the laser path is used to rotate the angle of polarisation of 
the laserlight which in combination with а Λ/4 plate makes the Q-factor of 
the laser cavity tunable. Laseraction can therefore only occur when a high 
voltage is applied during ~100nsec to the CdTe crystal, in such a way pro­
ducing laserpulses of 50 to lOOnsec. This system was capable of producing 
FIR pulses of variable length (75-500 ns) with a repetition rate of 300 Hz, 
and having a very good reproducibility. The maximum FIR power at the 
sample was 500 mW, which corresponds to an intensity =Í5 W cm"2. In most 
of the present experiments the specimen bias arrangements were configured 
in a constant current mode although the constant voltage mode was also used 
on occasions. 
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Fig.l. The EQ-switched far-infrared laser system. 
Figure 2 shows the general experimental system; the a.c. photoresponse 
of the sample is examined with a boxcar after preliminary amplification by a 
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Fig.2. The general experimental arrangement. 
lock-in is finally used to provide synchronous amplification. The photores­
ponse of a sample of n-GaAs (ND - N A =2xl01 6cm·3) was used to monitor 
the FIR laser output. Maan12 has shown that this sample is capable of fol­
lowing the laser pulse. 
The response characteristics of the measurement system were thoroughly 
investigated with dummy samples to ensure there were no artifacts in the 
experimental response. Particular attention was paid to the minimisation of 
stray EM pulses from the laser, and to the possibility of "geometrical" or 
electronic artifacts in the time resolved response. 
III. RESULTS 
The photoconductive response as a function of time for a typical InP sample 
(No.3) is shown in figure 3. 
The sample dc bias is in this case well below the threshold value for 
impact ionisation or excitation effects. For the narrowest laser stimuli the 
decay is adequately represented by a single exponential with characteristic 
time т. Examination of the photoresponse as a function of incident laser 
power indicates that r is independent of laser intensity. The application of a 
magnetic field of 3.75 Τ (i.e.the resonant field for the ls-2p+ transition when 
λ= 118.8 μπι) produces a small, albeit significant, increase in r for the same 
sample under identical bias and illumination conditions. Average values of r 
for В = 0 and В = 3.75 Τ are 125 ns and 150 ns respectively. Effective con-
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Fig.3. Photoconductive response of sample No.3 below VT at 
4.2K. a) 3.75T, b) ОТ. 
duction band lifetimes are obtained from these values in Section IV A. The 
magnetic field has no effect, within the limits (=Í20 ns) of experimental 
observation, on the rise profile of the pulse. 
The development of the InP photo-signal as a function of time is shown 
in figure 4 for increasing pulse widths and constant peak power. The break-
down in the simple exponential decay shape is evident for the widest photo-
responses observed. The figure also indicates, for a particular InP response 
curve, the profile of the FIR laser stimulus. A characteristic "overshoot" 
between the maxima of stimulus and response is noted. Care was taken to 
ensure that this was not an artifact of the experimental geometry or signal-
retrieval systems. The overshoot was found to increase approximately linearly 
with the integrated energy of the input pulse as shown in figure 5. 
The comparatively simple photoresponse signal was observed to develop 
additional structure when the sample bias was raised above a characteristic 
threshold value VT corresponding to a sample electric field of the order of 1 
V cm-1. Figures 6 and 7 show the development of these "tails" for В = 0 and 
3.75 T. 
The noise pattern in the tail is strongly suggestive of a random multipli­
cation process. In some cases, dependent on compensation ratio and bias, the 
signal height of the tail was found to exceed that of the initial photores­
ponse. The existence of a prominent tail was noted at magnetic fields 
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Fig.4. Development of short-term photoresponse of sample 
No.3 at 4.2K for increasing input pulse width. The stimulus 
pulse for one particular response (b) is shown as a dotted 
line, and the overshoot t is indicated. 
signal. VT was found to increase approximately linearly with magnetic field, 
and this strongly suggests the participation of impurity states in the tail 
mechanism. Similar observations of the tail were also made at 2 K. The pho­
toresponse tails were seen in all the samples used with varying patterns and 
types of electrical contacts. 
The dependence of the photoresponse on magnetic field at different 
times after excitation was investigated. Figure 8 indicates the difference in 
spectral information carried in the initial pulse and the tail: it is apparent 
that only a small amount of information is carried in the tail, whereas the 
short term response displays more strongly the Is—»2p+ transition. 
The effects on both the initial and tail photoresponses when the incident 
laser power was varied were examined for the B=0 and B=3.75 Τ cases. 
Figure 9 shows this variation for samples No.3 and 1 at 3.75 T. It is evident 
that the initial photoresponse is beginning to saturate for laser powers > 5% 
of maximum. The tail, however, displays markedly different properties. In a 
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Fig.5. Graph of overshoot versus integrated input pulse 
energy for sample No.3 at T=4.2K. 
three orders of magnitude change in incident laser intensity, whereas at zero 
field it decreases superlinearly. 
The tail is believed to originate (next section) from a multiplication and 
"recycling" process which is random in nature, the efficiency of which would 
seem to be dependent on sample compensation ratios. It was, in some sam­
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Fig.6. Characteristic tail patterns at 4.2 K, for sample No.3 at 
В = 0 T. The conditions of sample bias are a) 1.2 V cm - 1, b) 
1.4 V cm"1, c) 1.6 V cm"1, d) 1.8 V cm"1, e) 4 V cm"1. 
IV. DISCUSSION 
A. Mechanism for the initial photoresponse (t < 1 AIS) 
The conventional processes of optical excitation and photoconduction are 
considered to be responsible for the initial photoresponse observed in figure 
3. The photoexcitation process occurs in a characteristic time т1с, given by 
Tic=(CTi
e
F)"1· where F is the photon flux and σ1β the photoionisation cross 
section. With values6 of F and σ1β (~10"14cm2) appropriate to these condi­
tions, r l c is much less than 1 ns. Using simple order of magnitude arguments 
and the known sample impurity concentration, it may be shown that a signi­
ficant fraction (> 50%) of the donors are ionised by the laser pulse. This is 
consistent with the observation (figure 9) that the initial peak in the photo­
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Fig.7. Characteristic tail patterns at 4.2 К for sample No.3 at 
В = 3.75 T. The conditions of sample bias are a) 4 V cm"1, 
b) 6.8 V cm"1, c) 10 V cm"1. 
resistance (as calculated from the photosignal during saturation) closely 
matches the minimum obtainable dc resistance due to thermal ionisation of 
donors, hence supporting the argument that a very large fraction of the 
donors are ionised. At zero magnetic field, injection into the conduction 
band is at approximately 2.5 meV. An effective carrier temperature, T
e
, is 
established within ггЮ"1^ by carrier-carrier scattering6'7. The warm electron 
gas gains further energy from each optically excited electron and from dc 
carrier heating, losing energy by acoustic phonon emission. Under present 
conditions this total heating rate is estimated at 3 /w. The analysis of 
McManus et al1 3 provides an approximate value of T
e
~5K, assuming 10"9s 
as the time for acoustic phonon emission13'14 under the present conditions. 
Electrons in the gas eventually decay through excited impurity states: the 
possibility of thermal re-excitation is not considered to be significant in this 
case. 
To obtain an absolute value from the present measurements for the con­
duction effective lifetime, τ in InP at zero field under low bias conditions, it 
is necessary to deconvolve the laser decay profile from the experimental data 
of figure 3. A reasonable estimate may be made by noting the difference in 
decay times (50 ns) for the InP sample and GaAs detector, and assuming an 


















Fig.8. Photoconductive response versus magnetic field for 
sample No.2 at 4.2 K. a) short term response, b) tail response. 
ns, a value supported by more recent experiments which directly measure 
this lifetime16. Consequently г at the resonant magnetic field will be 85 nsec. 
The subsequent decay to the ground state occurs predominantly by phonon 
emission through excited states16: this process will be discussed more fully in 
the next section. 
The characteristic "overshoot" in the photoresponse with respect to the 
stimulus (figure 5) has been investigated as a function of the integrated 
energy in the laser pulse. The effect is observed in a number of samples: a 
suggested explanation is that the overshoot represents an effective time (t) 
during which the electron mobility rises as the number of acoustic phonons 
(emitted by the rapidly cooling electron population) diminishes.The acoustic 
phonon population is created within a few nanoseconds of optical excitation 
and leaves the epilayer during the time t. Using a simple kinetic theory 
argument the time t 0 for ballistic ejection from an epitaxial layer of thick­
ness 1 is: 
1 
tn= — (1) 
where v
e
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Fig.9. Effects of varying laser power (I/I0) on tail and short-
term response for 2 samples at 4.2 К and В = 3.75 T. D: 
sample No.l, tail. Δ: sample No.2, tail. 0: sample No.3 short 
term. O: sample No.l, short term. 
where λ is the phonon mean free path, λ will diminish with increasing 
phonon population, i.e. at higher laser powers. Thus 
t=ÜA (2) 




, and λ~ ·£μηι (deduced from the 
greatest number density of optically excited carriers) an order of magnitude 
value of 60 ns is obtained, consistent with the observed overshoot. 
A slight increase in the decay-time of the short-term response is noted 
in the resonant field of 3.75 T. This is probably attributable to decreased 
transition probability as the conduction band wavefunctions shrink in the 
magnetic field. 
Since the N=0 Landau level lies at a lower energy than the 2p+ state, at 
3.75 T, the transfer of electrons into the conduction band takes place by 
either tunnelling or phonon emission. Saturation-absorption measurements for 
GaAs6 at the resonant field for the Is—•2p+ imply that this process occurs in 
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~20 ns in GaAs, so that a slight increase in signal risetime (with respect to 
measurements at B=0T) might also be expected in the InP samples. However, 
although this is not within the resolution of the present experimental 
arrangement, recent preliminary measurements15 with a 3 ns resolution 
system show no such increase in rise-time at the resonant field. 
B. Mechanism for the long-term photoresponse (Ι>1μ5) 
The fundamental mechanism thought to be responsible for the "tails" in the 
photoresponse at V>VT is impact excitation of neutral donors at a relatively 
low (1-2 V cm"1) bias field. This process is distinct from "normal" impact 
ionisation which will occur at somewhat higher bias fields.lt was first in­
voked to explain changes in the magnetoresistance of epitaxial n-GaAs:17 the 
changes in excited state populations produced by this mechanism in GaAs 
have very recently been investigated using far infrared spectroscopy18. The 
process envisages multiple re-excitations from excited states: we extend this 
idea to consider an avalanche process leading to the observed increases in 
sample photoresponse which can continue for very long periods (up to =;40 
μ5 in some cases). 
In the only other report known to the present authors of "tails" in the 
submillimetre photoresponse of a semiconductor. Brown et al19 ascribe the 
effect to electrons trapped in a hybrid impurity band. Impurity band con­
duction is known to decrease substantially in magnetic fields20, typically by a 
factor of 15 in fields of 2 T, so that some reduction in tail signal might be 
expected. Since the tail is seen to be prominent at magnetic fields of up to 6 
T, this is unlikely to be the operative mechanism in our case. Furthermore, 
impurity banding in these samples is unlikely due to their low doping con­
centration (see Table 1). 
The approximately linear increase in VT as the magnetic field is raised 
is consistent with an initiating process such as impact excitation from a pop­
ulation of electrons in a 2s state. The mechanism will then proceed in an 
essentially random fashion, with carrier multiplication into the conduction 
band from impact-excited electrons in higher-lying excited impurity states. 
The photosignal rapidly (4-5 /xs) attains a maximum value representing a 
dynamic equilibrium between excitation and trapping processes: some varia­
tion in the maximum value of this photosignal is therefore to be expected as 
the efficiency of the conduction band multiplication process will be depen­
dent on sample compensation ratios. 
A simple rate equation formalism was used9 to account for the temporal 
characteristics of the tail. The conduction band population was obtained from 
the numerical solution of three coupled rate equations describing electron 
populations in the ground state, the conduction band and a suitable "bottle­
neck" impurity state. The fitting parameters of these equations were consis-
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tent with reported lifetimes*»16 of appropriate "bottleneck" states for zero 
field and 3.75T measurements. The evidence of figure 8 that there is very 
little spectral information present in the tail is considered to be generally 
supportive of the "carousel" mechanism giving rise to the tail, as such spectral 
information will be lost in the repeated excitation and trapping processes.The 
"carousel" mechanism invokes a single crude "return" parameter to account 
for carrier impact excitation into the conduction band. This single parameter 
requires refinement to adequately represent the complex excitation process 
alluded to above. For instance, one consequence of this over-simplification is 
that the simple rate equation simulations9 cannot satisfactorily account for the 
incident laser power versus photosignal characteristics (figure 9) or for the 
marked variation of these characteristics in a magnetic field. 
A further attempt was therefore made to model the kinetic processes 
prevalent at the outset of the impurity breakdown in order to explain the 
general shapes of the observed tails and, in particular, the remarkable result 
(see figure 9) that the tail signal in a magnetic field sustained over several 
orders of magnitude reduction in the stimulating laser power level. 
It is proved that the photoresponse in a magnetic field can be most 
simply explained by invoking a four level model as shown in figure 10. The 
rate equations pertinent to this model are: 
^ = -an(n+NA) + rnN3 + S(t)N1 (За) 










 ( 3 c ) 
^ = an(n+NA) - rnN3 - 0 „ N , + ^ n N , - ^ N , (3d) 
The source term S(t) representing the initial input of electrons into the con­
duction band by the FIR pulse was taken as a Lorenzian of appropriate half 
width.Eqs.3 above were solved numerically and computer-generated simula­
tions of the photoresponse of InP were obtained for a variety of parameter 
choices. 
Results of these simulations are shown in figure 11 for zero magnetic 
field and at 3.75 T. For ease of comparison appropriate experimental tails are 
also plotted on this figure. The inset to figure 11 presents a graph of the 
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α η ( η + Мд ) 
Fig. 10. Model of recombination and impact excitation 
processes. Only those transition rates relevant to the present 
model are indicated, η is the conduction band population, Nj 
the impurity ground-state population and N 2 and N3 popula­
tions of excited states (see text). N A is the acceptor concen­
tration. 
maximum simulated photosignal at 3.75 Τ as a function of incident laser 
power for both the short-term and tail components. It is evident from the 
figure that eqs.3 can satisfactorily account for the presence of a tail at low 
laser powers even when the short-term photoresponse has virtually disap­
peared. 
A direct mathematical analysis demonstrates the need to assume a fourth 
"level" to account for the eventual decay of the tail. It may be shown that 
such a long-term decay will not occur with three "levels". It is assumed that 
the dominant process for the production of a long-lived tail is the inelastic 
scattering of electrons from the impurity ground state (population N1) into an 
excited state or group of states represented by the population N3. A subse­
quent ionisation into the conduction band may then occur which is repre­
sented by the rate parameter, r, as in the three-level mode19. The present 
model, however, requires the existence of a second state (or group of states) 
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Fig.ll. Simulations of photoconductivity. Appropriate experi­
mental data are reproduced for comparison. Curve a) is a 
simulation for the resonant magnetic field: o^óxlO'^m's"1, 









, β^δχΙΟΗ-Κ The initial N ^ x l O ^ m " » 
and N
a
=3xl013cm~3. Curve b) is a simulation for zero field 
for which /Jg^Os-1. The inset shows simulated saturated data 
for tail and initial response at 3.75 T. 
at an intermediate energy and for which the electron population is N2. Slow 
recombination processes to the ground state are then invoked to explain the 
eventual decay of the tail over several tens of microseconds. The physical 
justification for the choice of parameters used in the simulations and the 
possible nature of the states represented by the populations N2 and N3 will 
now be considered. 
The analysis of Ascarelli and Rodriguez16 concludes that in zero mag­
netic field the 2s state acts as an effective bottleneck in the phonon assisted 
recombination process. However, in a magnetic field it is likely that the 
lower energy 2p_ state can also act as a bottleneck and this is supported by 
the lifetime measurements of Allan et al.16 for GaAs. It is therefore reason­
able to suggest an assignment of the population N 2 to the 2p_ state and the 
population N3 predominantly to the 2s state: the consequences of the degen-
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eracy of these states at zero magnetic field will be examined later. Calcula­
tions of the 2p_—»Is and 2s—»Is lifetimes for InP using the analysis of Ascar-
elli and Rodriguez16, and an appropriate deformation potential21, yield values 
of 10 /й and 2 μ& respectively. The decay parameters β21 and β31 were 
chosen using these lifetimes for the simulations of figure 11. The chosen 
conduction band decay parameter,a , is consistent with the effective lifetime 
of 60 ns obtained from the short-term response measurements. The critical 
dependence of the resulting shape of the photoresponse curve on the value of 
the parameters used in the model will be discussed shortly. 
The chosen values of the impact excitation parameters r, β13 and β12 are 
in general agreement with those reported by Scholl22. It is possible to com­
ment on the relative sizes of some of these parameters by analogy with the 
reported cross sections for electron impact in atomic hydrogen23. Such com­
parisons indicate that the cross section for ls-+2p_ excitation is at least a 
factor of three smaller than for either Is—•2s or Is—»2p0 excitations, which is 
consistent with the relative chosen values for ß12 and ß13 and with the tenta-
tive assignments of the N2 and N3 populations previously discussed. Finally, 
it is noted that the faithful simulation of the experimentally observed tail 
requires a minimal impact ionisation of the N2 state(s): this is implied by 
simple consideration of angular momentum conservation and wavefunction 
symmetry24. 
Figure 11 displays a photocurrent simulation in which the parameter ß32 
is set at zero. The striking similarity between this computer-generated plot 
and the zero magnetic field data implies a zero transfer rate between the N3 
and N2 populations in zero magnetic field, which is to be expected from the 
degeneracy of the 2s and 2p_ states and the population assignments previ-
ously discussed. 
The critical dependence of the simulations on the choice of the relevant 
parameters will now be considered. The model proposed in figure 10 shows 
only those transitions which are numerically found to have a substantial in-
fluence on the photoconductive response. 
Figure 12 shows the effects of varying several parameters for a photo-
response simulation at 3.75 T. Curve a) shows the simulation which most 
closely resembles the experimental data (see Figures 11 and 7). Curve b) rep-
resents a slight decrease in the impact excitation parameters corresponding to 
lower sample bias conditions. The curves c), d) and e) demonstrate the 
effects of varying the recombination rates. The criticality of the choice of 
parameters is evident from the figure. The simulations based on the eqs.3 
provide a reasonable description of the tail behaviour with the correct choice 
of parameters.However, the short term response (<1 μ&) is not so well repre­
sented by the present model and there are two major reasons for this. The 
first is that the simulations do not take into account the overshoot effects 
discussed in section IV A, which are important on this timescale. The second 
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Fig. 12. Simulations of the photoconductive response for a 
variety of model parameters. Curve a) has the same parameter 
choice as curve a) in fig. 10. (i.e. transition times are 2 μ5 and 
10 μβ for 2s-Is and 2p_-ls respectively). Curve b) as curve 
a), but all impact excitation parameters reduced by 5%. Curve 
c) as curve a), but the 2s-Is transition time equals 5 /is. 
Curve d), 2s-Is transition time 1 /is. Curve e) 2s-Is transition 
time equals 2 μ$ and 2p_-ls transition time equals 2μ$. 
is that the model assumes instantaneous capture by the state, whereas in real­
ity a cascade through a sequence of short-lived states will occur. 
There was some experimental evidence that tail formation in zero field 
was more difficult to establish, and had a greater susceptibility to sample 
variation and laser power, than tail formation at the resonant magnetic field. 
Although this behaviour is not fully understood it is suspected to be related 
to the relative magnitudes of the slightly higher bias required in a magnetic 
field and the random internal electric fields26 associated with the ionised 
impurities. It was not possible, however, to apply a comparable high bias at 
zero field, because of the onset of total breakdown produced by direct 
impact ionisation of the ground state. 
The noisy appearance of the tail, particularly at long (>5 ¿is) times is 
perhaps a manifestation of the onset of filamentary conduction processes 
which have been observed in GaAs2e and Ge27. 
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V. CONCLUSIONS 
The photoconductive response of high purity n-InP samples has been studied 
at 4.2 К using 75-500 ns pulses of 118.8 /ші radiation from a C0 2 pumped 
FIR laser. At low sample bias voltages the photoresponse is a slightly asym­
metric pulse represented by a simple exponential decay of characteristic times 
125 ns and 150 ns at B=0 and 3.75 Τ respectively, which correspond to 
effective lifetimes of 60 and 85 ns. The significance of these times relative to 
other measurements in GaAs is discussed. The development of this photosig­
nal was monitored as a function of the laser stimulus power, and overshoot 
effects were observed where the sample photoconductance continued to in­
crease for a period (of order 50 ns) whilst the stimulus power fell. The effect 
was seen to be approximately proportional to the magnitude of the input 
power integrated over the laser pulse period. This was interpreted as the 
characteristic time during which the electron mobility rose whilst acoustic 
phonons diffused into the substrate. 
At sample bias voltages exceeding a threshold of a few volts per centi­
metre the photosignal was seen to develop a long tail extending to several 
tens of microseconds. The very long conduction band lifetime deduced by 
Ohyama8 for electrons in InP under similar bias conditions is almost certainly 
a manifestation of the same effect. The threshold voltage for this tail was 
found to increase approximately linearly with applied magnetic field.The 
spectroscopic properties of the tail were investigated, together with the varia­
tion in tail shape and size with incident laser power. An earlier rate equation 
model for the process was critically examined, and its shortcomings pointed 
out. A model involving impact-excitation and slow recombination between 
the ground impurity state, the conduction band and other states (or groups of 
states) has been developed, and computer simulations based on this model are 
presented. The shapes of the initial pulse and the long-lived tail at B=0 and 
3.75 Τ are seen to be faithfully reproduced by this model, together with the 
saturation behaviour as a function of laser power. The fitting parameters 
required by the simulations are seen to be consistent with assignments of the 
N 2 population in the model to the 2p_ state and the N 3 population to the 2s 
state and with reported impact excitation cross sections and phonon decay 
rates. 
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A FAR-INFRARED INVESTIGATION ON THE PRESSURE DEPEN-






During the last decades the study of artificially made semiconductor 
structures has received a lot of attention. Especially devices made of Si, or 
ІП- materials have been the subject of a very vast research area. However, 
also the interest in II-VI compounds is increasing very rapidly nowadays. 
The general idea behind making structures incorporating different semicon­
ductors lies in the field of making new electronic devices such as 
(infrared)-lasers, detectors and very fast switching elements. In the context of 
fast electronical components a lot of efforts are being made to construct dev­
ices exhibiting negative differential resistance features, which open up possi­
bilities for inherent bi-stability, (Bloch) oscillators and the construction of all 
kinds of active elements. A well known example is the recently realised 
double barrier quantum well, designed to show resonant electron tunnelling 
and negative differential resistance. All these structures have in common the 
presence of some thin layers of one semiconductor grown in a special confi­
guration on top of another semiconductor. Therefore they can be all men­
tioned under the name "heterostructures". 
Quite recently the research area on these structures has become experi­
mentally accessible due to the near perfection obtained by sophisticated 
growth techniques such as for instance molecular beam epitaxy (MBE) and 
metal organic chemical vapour deposition (MOCVD), which allow the growth 
of very pure epitaxial layers on top of each other with very abrupt boun­
daries at the interfaces. 
In this context, among the most intriguing systems are the so-called sup-
erlattices (SL) which consist of many thin layers of generally two different 
materials grown alternately on top of each other. This creates in the growth 
direction (i.e. perpendicular to the layers) an additional periodicity superim­
posed on the original lattice period. The fascinating feature of such a super-
lattice is that due to the artificially created periodicity the band structure in 
this direction will be drastically changed by the formation of new mini-bril-
louin zones which create mini-bands and new mini-gaps in the original 
energy bands. If the layers are thin enough particles can move (by tunneling) 
more or less freely in the growth direction through the different layers, and 
to some extent the periodicity and the layered two-compound structure can 
be neglected. What rests is a new bulk material having in one direction a 
strongly modified band structure featuring different energy gaps and differ­
ent electron effective masses. In this sense a superlattice is essentially differ­
ent from similarly looking heterostructures consisting of a set of separated 
non-interacting quantum wells grown on top of each other. 
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The existence of interfaces between two semiconductors as present in all 
artificial structures gives rise to new physical properties due to the difference 
in energy of the energy bands in the two adjacent materials. Charge transfer 
can occur from a filled band in one material at a higher energy than an 
empty band in the other material, which causes strong bending of the bands 
due to the static potential evoked by the charge redistributions. A well 
known example of band bending is the high mobility 2-dimensional electron 
gas at the interface of an GaAs-AlGaAs heterojunction. In this system 
charge is transferred from the heavily doped AlGaAs to the undoped GaAs 
in which the electrons accumulate at the interface and cause a strong band 
bending. The conduction band sinks through the Fermilevel established by 
the two materials and forms as such a nearly triangular potential well in 
which the electrons are being trapped. In the context of such systems it is of 
fundamental interest to know the band structure at the interfaces in detail, 
the most important question being the exact values of the band discontinui-
ties, i.e. the energy differences between two similar bands in the two adja-
cent semiconductors in contact. This problem is generally known under the 
name of band line-up or band-offset and will be the Leitmotiv of this part 
of the thesis. 
Experimentally the band line-up problem lies in how to measure the 
discontinuity between two similar bands at an interface within a few hun-
dred meV, a notorious example being the often disputed line-up at the inter-
face of the aforementioned GaAs-AlGaAs heterojunction. Theoretically the 
problem lies in developing a procedure that calculates band discontinuities in 
an universal way, compatible with experimental findings. 
From experimental point of view many attempts have been made to det-
ermine the band line-up of different systems among which for instance lum-
inescence measurements on the energy levels in single and two-stepped 
quantum wells, voltage capacitance transport measurements on quantum wells 
and other similar structures, and lately XPS and UPS electron diffraction 
methods in which the core levels of the individual atoms are being probed at 
the interface of single heterojunctions. Especially the latter method seems to 
be very promising although it remains difficult to acquire a resolution within 
some hundred meV. However, the interface between the two narrow-gap III-
V semiconductors InAs and GaSb exhibits a very peculiar band line-up that 
makes a much more accurate determination of the band offsets possible, pro-
vided a suited experimental structure is made of these materials. The peculi-
arity lies in the broken gap line-up in which the InAs conduction band (CB) 
is at a lower energy than the GaSb valence band (VB). Due to this overlap 
between a normally filled GaSb VB and an empty InAs CB, charge transfer 
will occur leaving behind holes in the GaSb and electrons in the InAs. Opti-
cal as well as transport properties of samples containing such an interface 
will in principle depend on the occurrence of this charge transfer, and as 
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such this overlap has become an important and relatively easy to probe fea­
ture. Therefore the InAs-GaSb interface forms a sensitive system to investi­
gate band offsets. 
When making a superlattice out of these materials, the superlattice peri­
odicity will modify the band structure in such a way that, for suited layer 
thicknesses, an electron-like subband (EJ coming from the InAs CB will be 
present at a lower energy than a hole-like subband (H^ coming from the 
GaSb VB, hence causing charge transfer from H 1 to E r Using magneto-opti­
cal methods it is possible to measure very accurately (within a few tens of 
meV) the energy spacing E 1 -H 1 between the subbands. From E 1 -H 1 it is 
rather straightforward to determine the only free parameter in the system: 
the band offset Δ between the InAs CB and the GaSb VB at the interface. 
In the following an experiment will be described in which the band 
offset Δ will be determined in an InAs-GaSb superlattice. Moreover 
hydrostatic pressure will be applied to the SL in order to deliberately change 
the energy gaps of both materials in a known way. The resulting pressure 
dependent band offset Δ is measured and the results are compared with 
existing theories concerning the calculation of Δ. The merit of this method is 
to change in one system using an external parameter (pressure) the band 
structure properties of the two materials in a known way without having to 
take a whole different sample that can posses unknown deviations from the 
previous sample. Theories which predict correctly band offsets in this system 
at zero pressure are adapted for pressure induced changes, and the in such a 
way obtained theoretical predictions on Δ as a function of pressure are com­
pared with the experimental results. In this manner firstly a band line-up 
theory has to be able to predict correctly the zero pressure band offset, and 
secondly it also has to predict the experimentally observed pressure depen­
dence. This makes the InAs-GaSb SL system under pressure a very suited 
and sensitive instrument to test band line-up theories. 
Part IV of this thesis is organised as follows: In chapter 2 a slightly 
modified version of an article by L.M. Claessen, J.C. Maan, M. Altarelli, 
P.Wyder, L.L. Chang, and L. Esaki in the Physical Review Letters 57, 2556 
(1986) will be presented. This article contains the essence of the experiment 
and the theoretical reflections in a concise way. Chapter 3 will deal more 
fully with the properties of superlattices, with magneto-optics, and with the 
theoretical analysis. In chapter 4 a more general outline of the band line-up 




Pressure dependence of band offsets in an InAs-GaSb superlattice 
ABSTRACT 
Using magneto-optical methods we have measured the pressure dependence 
of the energy difference between the subbands in an InAs-GaSb superlattice 
associated with the GaSb valence band and the InAs conduction band respec­
tively. The experimental results obtained at hydrostatic pressures up to 
12kBar allow a determination of the pressure dependence of the energy sep­
aration Δ between the InAs conduction band and the GaSb valence band at 
the InAs-GaSb interface. Δ is found to decrease at a rate of =¿5 meV/kBar, 
which is less than expected on grounds of usual assumptions concerning band 
energy shifts induced by hydrostatic pressure. This result shows that both the 
conduction- and the valence band offsets are pressure dependent. This 
experiment constitutes therefore a critical test for different band line-up the-
ories. 
I. INTRODUCTION 
Usually, the relative positions of the energy bands within a single bulk semi-
conductor are well known. However, the positions of the band edges in one 
semiconductor relative to those in another when they are in contact with 
each other (band line-up at the interface) remains a problem in solid-state 
physics which is neither experimentally nor theoretically well understood. Yet 
this problem has become particularly relevant, and at the same time experi-
mentally accessible, through the possibility of the growth of high quality in-
terfaces and heterojunctions by modem growth techniques like MBE.1»2. 
Conceptually the band line-up problem can be divided into two parts: 
i. Which energy level must be lined up at the interface in order to deter-
mine the band offsets. 
ii. Where does the "line-up" level lie with respect to the band edges in 
each semiconductor. 
There exist several band line-up theories, but the accuracy of both experi-
mental and theoretical values is by far not sufficient to distinguish clearly 
between them. The essential difference between these theories is their choice 
of the "line-up" level as mentioned in point ii. As hydrostatic pressure has a 
strong effect on the relative positions of the energy bands in a solid, and 
therefore in general on the positions of the bands with respect to this 
common "line-up" energy, it is of considerable interest to investigate the 
80 
band line-up at a semiconductor interface as a function of pressure and to 
compare the results with existing band line-up models. For this purpose we 
present experimental results of the pressure dependence of the line-up of the 
bands at a InAs-GaSb interface, by the use of magneto-optical methods 
applied on a superlattice made of these two materials. 
II. EXPERIMENT 
We have chosen the InAs-GaSb interface because it has been studied experi­
mentally very carefully before3 - 6 and because this system provides one of 
the most severe tests for any band line-up theory. The peculiarity of this 
system being that the conduction-band (CB) edge of InAs is at a lower 
energy than the valence-band (VB) edge of GaSb. This fact leads to a strong 
dependence of the electronic properties of InAs-GaSb heterostructures, e.g. 
superlattices (periodic alternate thin GaSb and InAs layers), on the exact 
value of this energy overlap. Several results of optical experiments on this 
system can be explained with a value of 150 meV for this difference, with 
an experimental error of 50 meV4"6. These experimental values are probably 
the most accurately known in the literature; note that for instance the line­
up of the most extensively studied GaAs-Ga^A^As system is still contro­
versial7. Hydrostatic pressure has a strong effect on the energies of the bands 
in these semiconductors. The principal energy gap, Ε , increases 10 
meV/кВаг and 14 meV/кВаг for InAs and GaSb respectively8. In particular 
at easily attainable pressures (10 kBar), the band gap variation is comparable 
to the energy overlap between the valence and the conduction bands, hence 
interesting effects on the line-up are to be expected. 
The main features of the electronic band structure of the investigated 
superlattice (consisting of many layers of alternate 12 nm InAs and 8 nm 
GaSb, grown on a GaSb (100) substrate) are illustrated in fig.l. This super-
lattice shows an electron-like level (E1, at a higher energy than the InAs 
bulk CB edge due to confinement in the InAs layer) and a hole-like level 
(Hj, at a lower level than the GaSb VB edge due to confinement in the GaSb 
layer). An extensive review of the electronic properties of this kind of sup­
erlattices can be found in ref.6. In a simplified manner, appropriate to the 
understanding of the present experiments, the energy difference between the 
Ej and the H1 subband edge at zero wave vector is given by the InAs-CB 
GaSb-VB discontinuity Δ minus the confinement energy for the electrons 
(the shift of the subband with respect to the InAs band edge) minus the hole 
confinement energy. Therefore a measurement of Ej-Hj as a function of 
pressure provides direct information about the pressure dependence of the 
band line-up Δ. Previous measurements4'6 on the same sample by use of far-
infrared magnetotransmission at zero pressure have determined E, to be 
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40meV lower than H1, and subsequent theoretical calculations
9
 have shown 
that these experiments can be explained with band-structure calculations 
using a value of 150 meV for Δ. Here we report on results of the same 
experiment, i.e., measurements of E 1-H 1 by use of far-infrared absorption in 
InAs MAGNETIC FIELD (arb. units) 
Fig.l. One period of an InAs-GaSb superlattice showing the 
band line-up of the InAs conduction- and the GaSb valence 
band edges, and the positions of the electron-like subband 
(Ej) and the hole-like subband (Hj). In the right part of the 
figure the hole-like (moving downward) and the electron-like 
(moving upward) Landau levels of these subbands in the 
absence (dashed lines), and in the presence (solid lines) of 
coupling between them are shown schematically for a mag­
netic field perpendicular to the layers of the superlattice. The 
arrows indicate transitions as have been observed experimen­
tally. The mixing between inter- and intraband transitions as 
discussed in the text is clearly evident in the vicinity of the 
anticrossing of the levels. 
a magnetic field, for different hydrostatic pressures up to 12 кВаг. The 
experimental principle can be seen in fig.l, in which the hole-like and the 
electron-like Landau levels are plotted as a function of a magnetic field per­
pendicular to the layers. As usual, the continuum of states for motion in the 
82 
plane of the layers is split into a set of equidistant linearly field dependent 
levels, with hole levels moving downward and electron levels moving upward 
in energy. However, a small interaction between the hole-like and the elec­
tron-like Landau levels leads to an anticrossing between the two as indicated 
in the figure. Transitions which can be observed in the present experiment 
are also shown. The experiments were done at T=4.2K in a commercial Cu-
Be liquid pressure cell, with a mineral oil as the pressure transferring 
medium (see ref.8, p. 184). An optically pumped cw molecular gas laser was 
used to generate the far-infrared radiation. 
ΠΙ. RESULTS AND DISCUSSION 
Measurements have been done at 1.7, 6.6, and 10.7 kBar and compared with 
existing results for zero pressure. Representative transmission curves at dif­
ferent radiation energies as function of the magnetic field at a fixed pressure 
and a plot of the observed transmission minima as a function of the radiation 
energy are shown in fig.2. If, in a qualitative way, one assumes unper­
turbed, equidistant, linearly field dependent Landau levels (no anticrossing), 
a linear extrapolation to zero field (the dashed lines) leads to a negative 
energy gap, i.e. Ej-Hj. In this way the applied magnetic field is used to 
obtain the zero-field properties of the sample. Figure 3 shows the pressure 
dependence of the last high field transition of fig.2 (labeled 1) with increas­
ing pressure. This transition moves to lower magnetic fields, while at the 
same time the slope of the energy-versus field dependence tends to decrease. 
These results are a direct consequence of the pressure dependence of the 
line-up at the interface: If the energy difference between the GaSb VB and 
the InAs CB decreases, the energy separation between the E1 and the Щ 
subbands will also decrease. If we assume no interaction between the hole-
and the electron-like Landau levels (i.e. simple interband Landau-level tran­
sitions obeying the selection rule ΔΝ=0, no anticrossing), the data can be 
analysed by drawing straight lines through the transitions as shown in fig.2, 
and evaluation of the intercept with the energy scale at zero field yields 
E J - H J at a given pressure. In this way, one finds that this quantity decreases 
linearly with pressure at roughly 4 meV/kBar. 
Obviously such a simplified analysis disregards the coupling between the 
energy levels and does not explain the tendency of the slope to decrease with 
pressure as mentioned before. As can be seen from fig.l, inclusion of the 
coupling between the levels has two effects. First, as Ej-Hj decreases with 
increasing pressure, the transitions at a fixed energy (i.e. 0—»1, as indicated in 
the figure) move to a lower field, and second, the field at which anticrossing 
occurs decreases. This latter effect results in a gradual change in character of 
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Fig.2. Observed transition energies between the subbands of 
the InAs-GaSb superlattice as a function of the magnetic 
field at a pressure of 1.7 kBar. The inset shows the experi-
mental spectra. The dashed lines show the linear extrapolation 
(i.e. with the assumption of pure interband transitions), indi-
cating a material with a negative energy gap E1-H1. The 
transitions are labeled according to the noninteracting model 
in which the quantum number is that of the two participating 
Landau states. 
tion with a steeper slope to a more intraband-like transition (cyclotron 
resonance) with a lesser slope. 
To analyse this subtle bandstructure behaviour in more detail, we have 
calculated the pressure dependence of the bandstructure within the frame-
work of a six-band k-p model as described elsewhere9. In the calculation, the 
full VB-CB coupling is taken into account, both within each material and 
between the adjacent unstrained materials, by use of proper boundary condi-
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tions for the wave functions at the interface. Standard values for the band 
parameters are used and the only adjustable parameter is Δ which is assumed 
to be linearly pressure dependent. The results are shown in fig.3 as the 
drawn lines. The best agreement with the experiments is obtained using a 
decrease of Δ of 5.8 meV/kBar. This slightly stronger pressure dependence is 
obviously a consequence of the inclusion of all other effects of the band 
structure neglected in the more simple analysis, (nonparabolicity, subband 
coupling, effects of this coupling on the confinement energies, etc). The cal­
culation also shows the tendency of the slope to decrease with pressure as 
experimentally suggested. The essential experimental result therefore is that 
the offset between the InAs CB and the GaSb VB reduces at a rate of =ί5 
meV/kBar. Note that because of a slight lattice mismatch between InAs and 
GaSb, the band offset one measures in superlattice experiments will be 
affected by strain1 0"1 2. However, since the compressibilities of InAs and 
GaSb are nearly equal8, no additional strain is induced by the pressure, and 
hence the pressure dependence of the offset is not seriously affected. As the 
InAs and the GaSb energy gaps increase by 10 and 14 meV/kBar respec­
tively, it is therefore clear that that our experimental results imply that if the 
pressure is increased, neither the valence bands (which would lead to an 
decrease of 10 meV/kBar) nor the conduction bands (which similarly would 
give 14 meV/kBar) in both materials remain constant. 
It is evident that if the criterion which determines the band offset is the 
line-up of a specific reference level, this level will have the same origin for 
all pressures. The position of the energy bands with respect to that level, 
however, will in general be pressure dependent. Band line-up models should 
be able to explain consistently this pressure dependence of the bands and the 
band offsets. In this connection we will briefly discuss different theoretical 
approaches of band line-up. The most recent suggestion, proposed by Langer 
and Heinrich13, derives the valence band offsets by use of transition-metal 
impurity levels as the common energy. To be consistent with our experimen­
tal results the position of these deep-level impurities must show a pressure 
dependence with respect to both the VB and the CB. For GaAs this is indeed 
so (the Cr level increases by 4.8 meV/kBar with respect to the VB14. Unfor­
tunately, in InAs and GaSb deep level impurity levels have not been studied 
in sufficient detail to make a more quantitative statement concerning the 
pressure dependence. If, as recently postulated16'16, the charge neutrality 
level is used as the reference energy (midgap energy), the pressure depen­
dence can be estimated crudely from the work of Tersoff16 by the assump­
tion that the relative position of this level in the energy gap is not pressure 
dependent. This estimate yields 2 meV/kBar for Δ, which is considerably 
close to the experimental results. It should be noted that the pioneering Har­
rison17 atomic orbital theory (HLCAO), which measures the position of the 











Fig.3. Pressure dependence of the high-field transition 
(labeled 1 in fig.2) for 0 (A), 1.7 (+), 6.6 (O), and 10.7 kBar 
(χ). The lines are theoretical calculations of these transitions 
with the assumption of a linear pressure dependence of the 
band line-up parameter Δ. 
would predict that Δ varies as the InAs gap (the relative positions of the val­
ence bands being almost pressure independent), which is not in agreement 
with the experiment.This theory however, predicts very nicely zero pressure 
band discontinuities for our system as well as for many other interfaces. 
from other methods, such as the electron affinity rule18, the theory by 
Frensley and Kroemer19, and ab initio calculations20, it is rather difficult to 
extract predictions about the pressure dependence of the band line-up. 
86 
IV. CONCLUSION 
In summary, we have measured the pressure dependence of the InAs-GaSb 
band line-up. Our data show that the offset between the GaSb VB and the 
InAS CB decreases by 5.8 meV/kBar. This value cannot be explained by the 
pressure dependence of the energy gaps in the bulk materials alone. In addi-
tion, the experiments suggest a pressure dependent gradual change from in-
terband to intraband transitions, effects which can be explained by taking 
into account the full band structure of the system. We believe that the study 
of the pressure dependence of the band offset may be a useful tool for the 
test of heterojunction line-up theories, the main point being that since the 
band structure of each material at the interface is strongly pressure depen-
dent, the comparison of the band offsets with and without pressure is in 
some sense equivalent to a comparison of different samples of which the 
differences between them are accurately known. 
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CHAPTER 3 
Investigations of the band line-up in a semimetallic 
InAs-GaSb superlattice under hydrostatic pressure 
I. GENERAL INTRODUCTION TO SUPERLATTICES. 
A superlattice (SL) is a structure made of alternating thin layers of two dif­
ferent materials, often semiconductors, grown on top of each other. The idea 
is to impose a new periodicity upon the existing lattice period in the growth 
direction, i.e. perpendicular to the layers. Layer thicknesses depend on the 
materials chosen, but range roughly between 1 and 10 nm, which is of the 
order of the de Broglie wavelength of the electrons. These thicknesses are 
chosen as such, because now electrons coming from for instance material A 
can move more or less freely into and across layer В by means of tunneling, 
due to an overlap of the wave functions of material A that are evanescent in 
B. This gives the SL a real three-dimensional character. 
To grow a neat superlattice one needs techniques able to deposit very 
pure materials having an abrupt chemical change-over from material A to 
material B. At present near perfect interfaces can be made using e.g. MBE 
techniques1-3. Furthermore, to avoid internal stresses the materials A and В 
should preferably be lattice matched3 i.e. having nearly the same lattice con­
stant. However, there exist SL deliberately made of mismatched materials 
(strained superlattices) in which the by strain induced uniaxial and bi-axial 
stresses can lift some band degeneracies and open up the ability to study 
these phenomena. In this thesis we will only be concerned with near lattice 
matched SL made of III-V materials. 
One of the most studied superlattices is made of GaAs and AL^Ga^As 
layers. On these systems very intensive studies have been made. The GaAs-
A^Gaj^As system belongs to the socalled type I superlattices3»4, in which 
the GaAs energy gap at the Г-point is totally included in the much wider 
Al
x
Ga1.xAs gap (which is a function of the Al concentration x), giving rise 
to a step-like band structure as depicted schematically in fig.la. In such a 
system the idea of subband formation can be understood qualitatively in the 
following way: Electrons in the GaAs conduction band are more or less con­
fined by the potential barrier formed by the A ^ G a ^ A s energy gap. Due to 
the quantum size effect for a particle in a one-dimensional well, discrete flat 
energy levels are being formed at an energy E
n




 8ma2 (1) 
with η=0 the ground level which determines the confinement energy from 
the CB bandedge to the first subband. The well width is 2a and m is the 
effective electron mass. E
n
 increases with η until E
n
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Fig.l. Spatial bandedge variation and subbands in type I 
(fig.la), and type II (fig.lb) superlattices at the Г-point. In 
fig.lb the two most important subbands are the electron-like 
band Ej, and the hole-like band Щ. 
height defined by the Al
x
Ga1.xAs gap. These subbands have a finite disper­
sion in the growth direction due to the already mentioned overlap of the 
evanescent GaAs wave functions in the Al
x
Ga1_xAs gap, yielding tunneling 
possibilities through these layers. Tunneling across the barriers has been 
observed in these superlattices5·6'7 and presents a proof that the system is 
indeed a real three-dimensional structure. In fact subband broadening is a 
manifestation of a finite dispersion in the kE direction which reflects the 
particle's possibility to actually have some momentum in the growth direction 
of the SL, and as such being able to move through the layers. Higher sub-
bands have a larger width due to an effective reduction of the barrier height, 
as can be seen in fig.la. 
In type I superlattices the subband structure can be calculated for the 
separated CB and VB wave functions using a Kronig-Penney model as dis­
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Fig.2. Schematic presentation of subband formation near the 
CB-bandedge in a type I superlattice, as can be calculated 
using a Kronig-Penney model. The wavevector к is in the 
growth direction and the periodicity is d. 
fig.2 for a superlattice periodicity d. The new SL Brillouin zones in the 
growth direction are positioned at kE=njr/d. The formation of the minigaps, 
the subbands, and the confinement are clearly visible, just as the origin of 
the finite subband width. In this figure it can be seen that going from к
г
=0 
to π/d the effective electron mass in the subband changes sign (i.e. the 
inflection point). This feature has been the original stimulus to construct a 
SL because such an effective mass inflection point should open up possibili­
ties for a Bloch oscillator. This could be feasible now because electrons 
would have to be accelerated up to the inflection point at an energy only 
slightly higher (=; 10 meV) than the bandedge. In bulk materials the inflec­
tion point in the conduction band lies of the order of one eV above the ban­
dedge, and due to mostly LO-phonon scattering electrically excited electrons 
can never reach this energy level. However, such an oscillator has not yet 
been realised. 
Another fascinating superlattice is made of InAs and GaSb, two narrow 
gap III-V semiconductors. This is a type3 II SL due to the peculiar "broken 
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gap" line-up at the InAs-GaSb interface at which the InAs CB has a lower 
Fig.3. Schematic bandstructure and band line-up of InAs and 
GaSb at the Г-point. The vacuum energy levels have been 
put at an equal energy in this plot. Δ presents the band over­
lap and amounts to 150±50 meV. 
energy than the GaSb VB. .This situation is shown in fig.3 together with the 
most relevant band parameters. In this picture the line-up is attained by put­
ting the vacuum energy levels at an equal energy. The overlap Δ is 150±50 
meV as determined experimentally6»8. The spatial bandedge variation in such 
a SL is shown in fig.lb. The difference with type I superlattices is clearly 
visible. Now the electrons from the InAs CB are confined between the val­
ence bands of the adjacent GaSb layers, while the holes from the GaSb VB 
are in a similar way confined between the conduction bands of the adjacent 
InAs layers. Therefore, the confinement of electrons and holes takes princi­
pally place in different layers of the SL, which has important consequences 
for optical experiments involving transitions between the lowest hole and 
electron subbands. 
Broadening of these lowest subbands occurs in these SL by overlapping 
of e.g. the electron wave functions from the InAs CB in the valence band 
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states of the GaSb layer in between. In this sense possible transport from 
InAs electrons through the GaSb occurs in a totally different fashion as in 
type I superlattices, in which the transport process happens by tunneling 
through a forbidden energy region. Therefore the simple Kronig Penney 
model as used for type I superlattices breaks down because the use of plane 
wave functions and matching them and their derivatives at the interfaces 
with proper boundary conditions9 as normally done neglects totally the orth­
ogonality between the cell periodic parts (Bloch) of the conduction band 
wave functions (s-like) and valence band wave functions (p-like). This orth­
ogonality is assumed to exist also between wave functions in different mater­
ials. To solve the problem properly4»9 one has to use the full Bloch wave 
functions of the different materials including the orthogonality, and match 
them and their derivatives at the interface. The wave functions and the 
bandstructure can best be calculated in the envelope wave function approxi­
mation14»15 in which the boundary conditions at the interface must be chosen 
in a proper way, reflecting the differences in effective masses in the in­
volved materials. 
Due to the aforementioned orthogonality between the Bloch functions of 
the valence and the conduction band wave functions, the electron CB wave 
function is in principle evanescent in the GaSb VB and therefore only for 
very thin GaSb layers a real subband should be present. However, due to a 
very narrow gap, there exists a strong non-parabolicity in the InAs CB 
caused by a mixing of the CB and the VB wave functions at nonzero wave-
vector. The non-parabolicity can be adequately described by a two-band k.p 
model10, as will be explained in section IV. Because of this mixing the elec­
tron wave function will exhibit both s-like and p-like symmetry and as such 
forms a resonant state with the GaSb VB. This is the mechanism in type II 
superlattices responsible for the formation of an electron subband with a 
large width. A calculation of the subbands in a InAs-GaSb SL is presented in 
fig.lb. The hatched areas present electron-like subbands of which the lowest 
one (Ej) has a considerable width. Going to higher energy the subband width 
decreases according to this figure. This is because these subbands are enter­
ing the GaSb energy gap, and as such do not form resonant states anymore. 
A finite dispersion in the growth direction is now simply established by tun­
neling, just as in type I superlattices, and therefore these bands are much 
narrower. This is a phenomenon just contrary to that encountered in type I 
superlattices in which subband widths increase with energy. Note that for 
hole levels this simple reasoning leads to erroneous results because of the 
complexity of the degenerated light and heavy hole bands at the Г-point. 
From now on we will concentrate on the two lowest subbands, E1 
coming from the InAs CB, and H 1 coming from the GaSb VB. The energy 
positions of these bands relative to the bandedges (confinement) can be near 
quantitatively explained using eq.l, thus thin layers will tend to push up £ 1 
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and to push down H1. The energy separation Ej-Hj can be seen as the 
effective superlattice gap at the Г-point. By increasing the SL period this 
band gap decreases and for periods in excess of ~19 nm E 1 sinks through H 1 
which means the appearance of a "negative" gap in which we have an elec­
tron-like level below a hole-like level. This suggest the presence of holes and 
electrons at the same energy at the same point in k-space, which gives the 
SL a semimetallic character. However, the semimetallic nature of these sys­
tems has been criticised on theoretical grounds concerning anticrossing and 
the formation of additional energy gaps12 as will be discussed in the follow­
ing sections. 
50 100 150 200 
Period (À) 
250 
Fig.4. The subband structure of InAs-GaSb superlattices with 
equal layer thicknesses as a function of the periodicity d. 
Zero energy on the ordinate scale presents the GaSb valence 
bandedge at the Г-point. The hole subbands have an increas­
ing energy with periodicity, whereas the electron subbands 
decrease in energy as discussed in the text. The vertical bar 
denotes the difference between semi-metallic (right side), and 
semiconducting (leftside) superlattices. 
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The evolution of the subbands and their widths as a function of the 
superlattice period are presented in fig.4, based on a calculation using a 
linear combination of atomic Orbitals (LCAO method) described elsewhere13 
which yields results very close to the envelope wave function approxima­
tion4»15'16. In the calculation Δ is taken to be 150 meV. In fig.4. on the left 
side of the vertical bar the SL will be semiconducting, while on the other 
side of this bar a semimetallic nature is suggested due to the crossing of E1 
and H
r
 Fig.4 also reflects the much more complicated structure of the hole 
bands due to the degenerate GaSb VB which is discussed in Ref.4. 
Due to the band overlap in which the filled hole band is above the 
empty electron band (for intrinsic materials) charge transfer will occur giving 
rise to band bending due to the static potential built up by the transferred 
charge in the depletion regions at both sides of the interface. This band 
bending will be discussed more fully in chapter 4. It can be shown4 however 
that for SL having small periodicities bandbending can be neglected to ±10 
meV and the SL can in first order be described in the flat band approxima­
tion. For large periods (~100 nm) flat band conditions do not prevail any­
more and the bands are distorted in such a way that the charge carriers tend 
to be trapped in semi-triangular wells at both sides of the interface. Hence 
such a system4 is more a set of single InAs-GaSb heterojunctions than a sup­
erlattice in the sense as discussed above. 
In the following a study will be made of an InAs-GaSb superlattice 
made of layers of 12 nm InAs and 8 nm GaSb grown on a (100) GaSb sub­
strate. This SL has the lowest electron subband E1 well below (=;40 meV) the 
highest hole subband Hj hence being semimetallic. From the determined sub-
band separation Ej-Hj as a function of hydrostatic pressure, the pressure 
dependence of the band offset Δ will be determined by means of the calcu­
lated confinement energies which link Δ with E1-H1. 
Π. INTRODUCTION 
A. Measuring principle 
The InAs-GaSb interface in an InAs-GaSb SL forms a very interesting and 
one of the most suited systems to measure band line-ups due to the already 
discussed broken gap 1 3 ' 1 7 line-up in which the InAs CB is at a lower energy 
than the GaSb VB. The value of this band offset Δ being г; 150 meV. This 
system has been described comprehensively in Refs.4,12,17-20. 
In the most simplified view necessary to understand the experimental 
data20, which is the determination of the subband separation E 1 -H 1 and the 
band offset Δ magneto-optically, the coupling between the different sub-
bands due to non-parabolicity can be neglected for the moment. Then in a 
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magnetic field perpendicular to the layers the subbands E1 and U1 evolve in 
a set of equidistantly spaced Landau levels at an energy EN given by 
E N = ( N + i ) - ^ - (2) 
with N the Landau index and m
e h respectively the electron and the 
(negative) hole effective mass. Applying the selection rule21 ΔΝ=0 for inter-
MAGNETIC FIELD (arb. urrts) 
Fig.5. a) Landau level structure of the electron (ЕД and the 
hole (Hj) subbands. The dashed lines suggest a more realistic 
level structure in the presence of intersubband coupling. The 
arrows indicate observable transitions. 
b) Measured transition energies between Landau levels at 
p=1.8 kBar. The dashed lines form a linear fit according to 
eq.3, and show the idea of linear extrapolation to zero mag­
netic field to obtain the subband energy separation. The inset 
shows some experimental spectra. 
band transitions, absorption of a photon with energy ηω is given by the con­
dition 
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in which transitions from the hole- to the electron-like subband have a 
linear field versus energy dependence that extrapolates at zero magnetic field 
to the negative energy Ej-Hj. In this way one measures with the use of a 
magnetic field the zero field subband separation. Subsequently a value for 
the band offset Δ can be calculated from the known confinement energies. 
In fig.5a. the evolution of the subbands with magnetic field plus observable 
transitions are presented. The dotted lines suggest a more realistic model in­
fluenced by coupling effects between the subbands. 
The measurements are performed by observing the far-infrared (FIR) 
transmission of the SL for a fixed photon energy as a function of the mag­
netic field. In fig.Sb (insert) some experimental curves have been plotted and 
their minima which correspond to interband transitions are plotted against 
the magnetic field. The lines are fitted using eq.3, and the idea of a linear 
extrapolation to determine the negative energy gap is clearly visible. 
B. The need for a magnetic field 
Considering the main purpose of the experiment e.g. the determination of the 
subband separation Ej-Hj as a function of pressure, one can argue why it is 
preferred to apply a magnetic field to measure the subband separation in a 
rather indirect way. Intuitively it should be feasible to induce direct transi­
tions from Ejto Hj at the Г-point at B=0 T. 
From experimental point of view what one should do is to measure the 
absorption as a function of incident photon energy for different pressures, or 
use photoluminescence techniques in order to establish directly the energy 
separation Ej-Hj. 
Fundamentally such a direct measurement will be difficult because at 
zero magnetic field the two-dimensional density of states D(E) in the sub-
bands will be 
D(E)= ^ (4) 
in which m
e h refers to either the effective electron mass, or the effective 
hole mass. For the electron subband Е^ D(E) will be non-zero and given by 
eq.4 for E>E1. For the hole subband H1, EKE) will consequently be non-zero 
and given by eq.4 for E<H1. As in a semimetallic SL H1>E1, it is obvious 
that no real energy gap will be present between Ej and H1, and as such a 
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direct measurement can yield whatever transition energy. However, due to 
intersubband coupling an anticrossing behaviour is expected, leading to the 
opening of a small hybridisation gap in the density of states between H 1 and 
E1 (as depicted in fig. 13). Around this gap the density of states will be in­
creased, which means that a direct measurement risks to measure rather this 
hybridisation gap than the subband separation. 
In a magnetic field both subbands split up in discrete energy (Landau) 
levels from which transitions can be induced. This allows the identification 
of the various transmission minima, from which Ej-Hj can be obtained. 
Moreover, at B=0 Τ transitions at к 11=0, which could give a value for 
the subband energy separation E1-H1, have a small transition rate. This is 
because at zero wave vector in the plane of the layers the valence and con­
duction bands as well as the subband wave functions will be totally decou­
pled and orthogonal, as will be explained in section IV (see eqs.10, and 17). 
This means that at к 11=0 the electron-like wave functions forming Ej will be 
strongly localised in me InAs layers, and likewise those forming H 1 in the 
GaSb layers which leads to a spatial separation of electrons and holes dimin­
ishing strongly the transition probability between the subbands E 1 and H1, 
even in semiconducting SL in which E1>H1. It has been suggested
22
 that such 
a separation of electrons and holes could lead to photovoltaic effects. Rec­
ently23 this effect has been observed in InAs-GaSb SL demonstrating this 
spatial separation. 
С The influence of pressure 
Applying hydrostatic pressure to this superlattice changes the band offset Δ. 
In principle the effect of hydrostatic pressure on semiconductors is accu­
rately24 known and is mainly an increase of the energy gap at the Г-point 
linearly with pressure. Experimentally, the energy gaps of bulk InAs and 
GaSb increase with a rate of 10 and 14 meV/kBar respectively22. Therefore 
applying hydrostatic pressure to an InAs-GaSb SL will directly affect the 
broken gap line-up given by Δ. This is suggested in fig.6. in which the rele­
vant bands, subbands, and energy separations have been plotted. From this 
picture it is evident that although both the energy gaps change with pressure 
in a known way, there is no unique solution for the way the band offset Δ 
changes with pressure. Considering experimentally accesible pressures of over 
10 kBar, the changes in the energy gaps are of the same order as the zero 
pressure offset Δ which means that in principle pressure could be capable to 
remove totally the band overlap hence changing the nature of the superlattice 
completely. Less stringent, it could be possible to move Ej above Hj and as 
such have a pressure induced semimetaUic-semiconducting transition in the 
SL. These speculations show the fascinating possibilities opened up by apply­
ing hydrostatic pressure to this superlattice. 
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Fig.6. One period of the InAs-GaSb superlattice showing the 
relative positions of both conduction bands (CB) and valence 
bands (VB), as well as the bandoverlap Δ. The increase of 
the energy gaps with pressure is indicated by fiEg(p), (10 
meV/кВаг for In As and 14 meV/kBar for GaSb) resulting in 
an unknown change in the bandoffset Δ. The involved sub-
bands E 1 and Hj are also drawn (not to scale). 
III. EXPERIMENTAL SET-UP 
The experiments were all done at a temperature between T=1.8K and 
T=4.2K with a magnetic field perpendicular to the layers in the Faraday 
configuration, in which the wavevector of the randomly polarised FIR radia­
tion is parallel to the magnetic field. The radiation was supplied by a molec­
ular gas laser optically pumped by a CW C 0 2 gasdischarge laser. Using dif­
ferent pumping lines and gasses the spectral range from λ=56 μιη to 1223 μη\ 
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could be covered. DC magnetic fields up to B=22T were generated by the 
FIR radiahon 
4 
Locking nuf wifh 
light cone 
Cylinder housing 
Piston(fixed) with cone 
Gaskets 
Sapphire window 




lectncal leads (10) 
Piston (movable) with 
electrical throughputs 
Locking nut (hollow) 
Movable pushrod 
Fig.7. The Cu-Be liquid pressure cell suited for far-infrared 
experiments up to a hydrostatic pressure of 14 kBar. See the 
text for details. 
polyhelix magnet of the Grenoble high-field facility. 
In the experiment the transmission of the sample was measured at a 
fixed photon energy as a function of a swept magnetic field. As a detector a 
bolometer made of a 470Ω Allen and Bradley carbon resistor mounted 
directly behind the sample (in the pressure cell) was used. For normalisation 
purposes and to correct for laser power fluctuations, a second bolometer was 
mounted just above the sample. Standard techniques for phase-sensitive 
detection and normalisation of the signals were used. 
To induce pressure on the sample a commercially available Cu-Be liquid 
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λ=118.8 μηη 
11.2 к Ваг 
J_J 
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Fig.8. Sample transmission for λ= 118.8 ^m FIR radiation for 
different pressures. The vertical bars denote relative transmis­
sion changes. The zero- and 1.8 kBar traces were recorded at 
7=4.2 K, the others at T=1.8 K. Further details are given in 
the text. 
pressure cell, obtained from Unipress, Warsaw, was used. This cell24 is 
shown in fig.7. It consists mainly of a rigid Cu-Be cylinder with two pistons 
that are used to reduce the volume of the pressure chamber by means of a 
hydraulic press. As the pressure transferring medium a mineral oil is used. 
One of the pistons contains electrical throughputs while the other contains a 
light cone and a rigid sapphire window to allow the FIR radiation to enter 
the pressure chamber. After pressurising the locknuts are tightened and the 
cell can be transported and mounted in a cryostat. The pressure is measured 
with a pressure gauge made of a heavily η-doped InSb crystal of which the 
resistance as a function of both temperature and pressure is accurately 
known. In this way the pressure can be measured to ±0.1 kBar. The FIR bol-
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Fig.9. Sample transmission for λ=570 ^m radiation. Comments 
are the same as for fig.8. The dotted line presents a 6.8 kBar 
spectrum, also measured at T=4.2 K. See the text for details. 
ometer is also mounted in the pressure cell just behind the sample which is 
glued with silverpaint to the sapphire window. Care has been taken not to 
strain the sample and to minimise leakage radiation around the sample. By 
cooling down this system to LHe temperatures the mineral oil freezes out 
which can give rise to pressure inhomogeneities in the cell causing uniaxial 
and biaxial strain on the sample. However, by cooling down very slowly the 
liquid freezes out in a very homogeneous fashion and it is generally 
believed24-26 that deviations from hydrostatic pressure are less than 1%. With 
this pressure technique pressures up to 14 kBar can be easily reached at 
ambient temperature, which correspond to roughly 12 kBar at LHe tempera­
tures. In this way measurements have been done at zero, 1.8, 3.9, 6.6, 6.8, 9, 
10.7, and 11.2 kBar. 
Some transmission results for various pressures are presented in figures 8 
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and 9 for FIR wavelengths of 118.8 and 570.6 μπι respectively. In these 
plots, which have different ordinate scales, the relative transmission changes 
are indicated by a vertical bar. The dotted line in fig.8 follows the 1-*1 tran­
sition according to eq.3 with pressure. To allow better comparison between 
low and high pressure spectra, the 3.9 kBar trace has been plotted in two 
different transmission scales. The very pronounced high field structure as 
seen in fig.9 has a very strong temperature dependence which is demon­
strated by the dotted spectrum at 6.8 kBar that has been measured at a 
slightly higher temperature. This phenomenon will be discussed later. 
IV. ANALYSIS OF THE EXPERIMENTAL RESULTS 
A. non-interacting, non-parabolic bands without pressure 
Due to the interaction between the conduction and the valence bands in 
narrow-gap semiconductors such as InAs, the dispersion relation for the con­
duction band will not be quadratic, but will suffer from non-parabolicity. 
Even if one neglects interaction between the subbands in the SL it is not 
allowed to ignore totally the non-parabolicity and therefore eqs.2 and 3 pre­
sent a strong oversimplification, although they are qualitatively correct. In 
the case of the InAs CB the non-parabolicity can be reasonably well 
accounted for by a two-band kp model4 '1 0»2 0 '2 1 '2 7·2 8. Following this model, 
the bulk wave functions for band j are described by the Schrödinger equa-
tion 
2m +V(r) *j.k(r)= EJ*J.k(r) (5) 
in which V(r) is the periodic lattice potential and the Bloch functions are 
» j j c i r b U j ^ r ^ (6) 
Substitution and calculation lead for the cell periodic part u¡ i.(r) to 
£-+^k. 2m m P+ fi
2k2 
2m +V(r) и; к (г)=Е Л | к (г) (7) 
As the bandedge functions (k=0) Uj(0(r) form a complete orthogonal set, 
we expand Uj
 k(r) in 
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where the summation is over all bands. The Hamiltonian can now be written 
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which in the case of a two-band model reduces to 
(9) 
H= 
t + - = — —κ·ρ 








in which the complete set used as a base is Uj
 0=u c and u2 0=Uy, respectively 
the CB and VB bandedge functions, m is the free electron mass, and ρ is 
Kane's momentum matrix element12»28 given by ( ^ „ ( г ^ р ^ ^ г ) ) . The zero 
of energy is chosen at the VB bandedge. Note that the off-diágonal elements 
in (10) present the k-p CB-VB coupling which is totally absent at k=0. This 
means that at zero wave vector the CB and VB wave functions are orthogo-
nal and decoupled. Diagonalisation of the Hamiltonian (10) yields the wave 
functions of the interacting CB and VB and the eigenvalues of (10) give the 
non-parabolic energy versus wave vector dispersion relation as 
2m* ^ + Е ^ (Π) 
in which к presents the 3D wave vector, m* the effective electron mass at 
the CB bandedge, E the energy from the bandedge and E g the energy gap at 
the Г-point. From eq.ll the non-parabolic effective electron mass m* at an 
energy E above the bandedge is given by 
(12) 
In a SL with Î the growth direction, it can be assumed that the disper-
sion in the £,$ plane (i.e. in the plane of the layers) remains unmodified by 
the structure of the sample. Therefore the total dispersion relation in the 
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plane of the layers will according to eq.ll be given by 
if-«"!^0^ (13) 







energy in the subband due to a finite dispersion in the growth direction. If 
kE=0, then EB=E1, which equals the confinement energy. For a magnetic 
field in the growth direction the kinetic energy can be replaced4»29'30 
according to eq.2 by 
m-wg (14) 
Now by replacing E by EN in eq.13, a modified expression for the interband 
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(15) 
where Eí=E1+E(kE), as given by the SL dispersion relation. The hole band 
dispersion relation in GaSb has been assumed parabolic with mh the heavy 
hole mass. In principle the hole subband has a small confinement energy due 
to a heavy hole mass in the growth direction. These holes however, should be 
partially light in the plane of the layers due to the symmetry of the p-wave 
functions. Therefore it is not obvious which hole mass one should take in 
eqs.3 and 15. However, it has been established experimentally4'20'31 that 
taking mh=-0.33 me (i.e. roughly the heavy hole mass) yields a reasonable 
agreement between experiment and theory. It must be noted here that these 
kind of experiments are not very sensitive to the exact value of the heavy 
hole mass, which can in fact not be determined as being one single scalar 
mass. 
The main difference between eq.3 and eq.15 is that in the latter the 
energy positions of the Landau levels are corrected for an effective electron 
mass increase in the band due to non-parabolicity as given in eq.12, and 
hence the Landau levels do not form straight lines anymore. For the analysis 
of the experimental results eq.15 is used in which the only free parameter is 
the subband separation E1-H1. 
B. Effects of pressure 
As can be seen from fig.6 the main influence of hydrostatic pressure on the 
SL is an increase of the energy gaps resulting in a change of the band over-
lap Δ, and consequently also in a change of Ej-Hj. Another effect of the 
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pressure that cannot be neglected is an increase of the effective electron mass 
at the CB bandedge. As the electron mass has a strong influence on the con-
finement and as such on the positions of the subbands (as qualitatively given 
by eq.l), its pressure dependence must be included in the analysis. Moreover, 
the slope of the observed transitions will also change with pressure due to 
these effective mass changes. 
The real effect of the hydrostatic pressure on the electron mass enters 





 IE« V A ~ J 
Fig. 10. Experimentally observed transition energies as a func-
tion of the magnetic field, a) 1.8 kBar, b) 3.9 kBar. The lines 
present interband transitions as calculated by eq.l5 for N=0 
to 7. The dotted line in fig b) suggests an N=0 zone-boun-
dary transition as will be discussed in section IV.B. 
which relates the effective electron mass at the bandedge to the bandgap21. 
106 
О 5 10 
В(Т) 
Fig.ll. The experimental N=1 interband transitions for vari­
ous pressures, the drawn lines are calculated as explained in 
the text. The dotted lines present a calculation including line-
broadening due to collision damping. 
All quantities are given in atomic units, and m presents the free electron 
mass, E g the bandgap at the Г-point between the CB (Г6) and the VB (Г8) 
bandedges, and Δ ^ the energy gap between the Γ8 valence band and the 
split off valence band Γ7. Ρ is a matrix element
21
 determining the CB-VB 
interaction. Ρ and Δ^, can be assumed to have a very small24 pressure dep­
endence compared to E g . Including the change in E with pressure (which is 
10 meV/kBar for InAs), predicts an increase in the bandedge mass of 20% if 
going from zero to 10 kBar. Therefore in order to fit properly the experi­
mental data, E g and m* were for every experimental pressure adjusted 
according to eq.16 and substituted in eq.15 with the subband energy separa­
tion as the fitting parameter. 
The experimentally observed transition energies are plotted as a function 
of the magnetic field in fig. 10 together with a theoretical fit conform eqs.15 
and 16 for two different pressures. As discussed before, the extrapolated in­
tercept of the interband transitions with the ordinate present the "negative" 
gap E1-H1. For the highest field interband transitions (N=1) the experimental 
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Fig. 12. Experimentally obtained results for the subband sep­
aration E1-H1, and the from this value deduced band overlap 
Δ. 
points and the best fit to the experiment are plotted in a single picture in 
fig. 11 for several pressures. The dotted lines present a theoretical fit for the 
two highest pressures in which Landau level broadening due to collision 
damping34 has been taken into account. The influence of this kind of damp­
ing can be expected to be more pronounced at high pressures due to possible 
distortions in the lattice. The in this manner obtained dependence of Έ.1-Η1 
on pressure is depicted in fig. 12 for all pressures by the open circles. From 
this figure it can be concluded that Έ.1-Η1 decreases linearly with pressure 
with a rate of 3.4 meV/kBar. According to this picture the previously sug­
gested crossover of Ej and H1, i.e. the semimetal-semiconductor transition 
appears not to occur at experimentally attainable pressures. 
As can be seen in figs.l and 6, E 1 -H 1 is given by the band offset Δ 
minus the hole confinement energy minus the electron confinement energy. 
Therefore in zeroth order approximation the rate of change of Δ with pres­
sure should be equal to the rate of change in Ej-Hj. However, the pressure 
changes both the bandedge masses (eq.16) and the non-parabolicity due to a 
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change in Eg. These two effects change the confinement energies consider­
ably, hence the relation between Δ and Ej-Hj becomes more complicated. 
On grounds of eq.16 it is expected that the confinement decreases with pres­
sure which means that the rate of change with pressure of Δ will be a little 
more than the observed rate of change in Ej-Hj. In reality the total pressure 
effect is rather complicated because although the bandedge mass increases 
with pressure, the non-parabolicity decreases because of a larger energy gap, 
two effects which tend to compensate each other more or less as far as the 
subband confinement is concerned. It is interesting to note that the final 
effect of the pressure on the effective electron mass near the Fermi level 
(pinned just below Hj, as will be discussed later) is almost negligible. The 
correct way to proceed is to calculate in the envelope wave function approxi­
mation selfconsistently directly the transition energies as a function of both 
pressure and Δ. This is however a very tedious and time consuming work. 
An approximated not self consistent analysis of a limited amount of experi­
mental data was made in this way20»32 and has been presented in chapter 2. 
This calculation showed Δ to decrease with 5.8 meV/kBar which is indeed 
more than the observed rate of change of Ej-Hj. However, as can be seen in 
the literature4»12»19, there is still a fair amount of uncertainty in the exact 
value of the overlap Δ which depends strongly on the way of analysing the 
experimental data, even at zero pressure. Moreover, even some results obta­
ined in a similar approximated way as presented by eq.15 (see references 4 
and 6) seem to reflect more precisely the experimental facts than more fun­
damental calculations12'19. Therefore in view of the limited accuracy both 
experimentally as well as theoretically, we can follow a rather simple 
approach to obtain Δ from Ej-Hj as a function of pressure without deterior­
ation of the essential results and conclusions. 
Using the envelope wave function approximation to calculate the SL 
band structure at zero wave vector and zero magnetic field, the confinement 
energies of Ej and Hj have been calculated as a function of pressure using 
an initial (not very relevant) assumption32 on the dependence of Δ on pres­
sure. From these calculations, as presented in reference 32, together with the 
obtained Έ.1-Η1 values from fig.ll, a value for the band offset Δ as a func­
tion of pressure has been derived and also plotted in fig.ll as the squares. 
From this plot a rate of change in Δ of Ы.2 meV/kBar can be deduced, 
which is indeed higher than in Ej-Hj (=¿3.5 meV/kBar). 
We like to note that the absence of selfconsistency in the calculations 
linking Δ with the subband separation Ej-Hj also introduces some errors. 
The main effect is that due to a charge transfer from the filled GaSb-VB to 
the empty InAs-CB a band bending occurs, as will be discussed more fully 
in chapter 4. Due to this band bending the bandedges (as sketched in fig.lb 
and fig.6) will be curved; the InAs CB bandedge will be pushed up in the 
middle of the InAs layer, while the GaSb VB bandedge will be pushed down 
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in the middle of the layer4. This causes a slightly more complicated relation 
between Δ and Ej-Hj due to an inhomogeneous confinement energy across 
the layer. By increasing the pressure, charge transfer and accordingly band 
bending decreases which presents an additional pressure effect that can blur 
the proportionality between Δ and Ej-Hj. However, as stated before, in the 
investigated SL due to a rather small periodicity the total band bending will 
be small (=; 10 meV) which introduces over the whole pressure range a cor­
rection to the relation between Δ and Έ.1-Η1 which falls below the experi­
mentally attainable accuracy, and therefore can be neglected. 
As already shortly discussed in chapter 2 and in the beginning of this 
chapter, the InAs-GaSb SL forms no perfectly lattice-matched system, but 
has a slight mismatch in which the InAs lattice constant is about 0.6% 
smaller than the GaSb lattice constant4'36. This means that the SL will be 
strained. Due to the geometry of the sample, grown on a GaSb substrate, the 
lattice mismatch will be compensated for by a stretching of the InAs layers. 
Therefore the deviations in the bandstructure will be mainly incorporated in 
the InAs. The most important changes due to this strain will be a minor 
change in the energy gap at the Г-point due to a hydrostatic component in­
duced by the strain, and a possible lifting of the degeneracies at k=0 of the 
light and heavy hole valence bands at Γ. The latter change stems from the 
fact that non-isotropic deviations in the lattice constant, as caused by strain, 
will affect mainly the non-isotropic p-like wave functions of which the val­
ence bands are constituted. However, as can be seen in fig.6, the InAs VB is 
not of major importance to the band offset problem presented here. As far 
as pressure is concerned, due to nearly equal compressibilities36 of InAs and 
GaSb no additional strain will be induced. Therefore the pressure dependence 
of the band offsets is assumed to be not affected by strain, although this 
might be the case for the absolute values of the offsets. 
C. Effects of intersubband coupling 
In the foregoing sections the effects of mixing of the originally orthogonal 
VB and CB wave functions have been discussed in the framework of a two-
band k-p model, in order to calculate non-parabolic electron masses in the 
CB. It was argued that such a mixing also existed between the wave func­
tions of InAs and GaSb, and that therefore a resonant state could exist in the 
GaSb VB leading to a very wide electron subband. However, for the calcula­
tions of the Landau levels coming from the subbands Ej and H 1 as suggested 
in eqs.4 and 15, any possible mixing between these subbands similar to the 
CB-VB interaction has been totally neglected. This has resulted in non-inter­
acting crossing Landau levels leading to rather straightforward simple transi­
tions as calculated and presented in figs. 10 and 11. Although these calcula­
tions describe very well the experiment, and suggest a semimetallic behaviour 
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due to the crossing of electron and hole levels, its validity has been criticised 
strongly12»19 on theoretical grounds suggesting an interaction between the 
different subbands. This interaction will lead to an anticrossing behaviour 
and to the formation of small but finite hybridisation gaps between hole and 
electron states at k^O, with к the wave vector in the plane of the layers. Due 
to this anticrossing the Landau levels will display strong deviations from lin­
earity as a function of field. 
Instead of using a many band envelope wave function approximation to 
obtain the SL band structure as presented in the literature 1 8 ' 1 9 ' 3 e , we will 
approach the problem using a two-band k-p model with the assumption that 
the subband interaction has the same nature as the CB-VB interaction in a 
single bulk. Following this assumption, the subband dispersion at kI=0 can be 
calculated in a similar two-band k-p model as presented for the non-parabol-
icity. As a basis for the Hamiltonian as given in expression 10, the CB and 
VB wave functions which diagonalise this Hamiltonian are chosen. These 
functions have, if corrected for confinement energy, for small кц the same 
dispersion in the plane of the layers as the subband wavefunctions in the 
absence of intersubband coupling. The subband interaction is now introduced 









 and mh respectively the electron and the (negative) hole effective 
masses, as derived from eqs.10-12. Q is a matrix element similar to Kane's 
momentum matrix element presenting the intersubband coupling. 
The subband dispersion relations for к in the plane of the layers, as 
obtained by diagonalisation of Hamiltonian (17) are presented in fig. 13 for 
the case of the discussed InAs-GaSb SL. The matrix element Q has been 
chosen to comply with other calculations12. The dotted line presents the par­
abolic dispersion in the absence of intersubband coupling. The Fermi level in 
this case lies at the crossing. As can be seen, due to the interaction a small 
hybridisation gap opens up at the Fermi level. For η-doped materials the 
Fermi energy increases and a small pocket filled with electrons can be 
formed near the crossing. This effect is thought to be responsible for 
observed semimetallic behaviour in these systems.12»36. 
For the case of a magnetic field perpendicular to the plane of the layers 
(the ^-direction), the usual transformation19»21 p—»p+eA with A the vector 
potential defined by A=-rxB has to be made. This leads to 
111 
NAVE VECTOR (art), units) 
Fig. 13. Subband dispersion for the wave vector к in the plane 
of the layers, according to a two-band k p model. The dotted 
line presents the parabolic dispersion in the absence of inter-
subband coupling. 
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which satisfy the commutation relations 
[a-,a+]=l a + a - + i = ^ 2
 2еВй 
(20) 
Now the Hamiltonian (17) can be rewritten according to the second quantisa­
tion rules of the operands a* on the base of harmonic Landau functions 
(*ηΛ-ι) f o r n-1,2,3,... and (ф0,0) as 
H= 
ïy/lQVÏi Е 1 + (п-ІЖ 
(21) 
in which the cyclotron frequencies ш
сЬ
 for the holes, ш
се
 for the electrons, 
and the magnetic length ¿ are defined as 
Й, , -
 Ä e B 
m h 1 e 
г= eB (22) 
Diagonalisation of (21) yields the wave functions for the Landau levels 
in the case of intersubband coupling, and the energy versus magnetic field 
dispersion. The evolution of the Landau levels with magnetic field is plotted 
according to (21) in fig. 14 in the case of Q=í0 to show (see the circles) where 
the hybridisation gaps open up. In fig. 15 the same calculation is presented 
for a more realistic12 value for Q. The indices are the quantum numbers η as 
in (21), which for hole-like levels are equal to undisturbed Landau indices N 
as described in eqs.2 and 3, but which for electron-like levels are Landau in­
dices augmented with unity. Transitions according to Hamiltonian 21 obey 
the selection rule Δη=1, which corresponds to interband transitions having 
ΔΝ=0 as in eq.3. Both figs. 14 and 15 are calculated using the parameters for 
the measured SL at a pressure of 1.8 kBar. 
To illustrate the mixing of interband transitions (having a slope of 
(N+\)hu)
c
) and intraband (cyclotron resonance) transitions (having a slope of 
hu)
c
), as mentioned in chapter 2, some allowed transitions are suggested by 
arrows in fig. 15: (a) and (c) present interband-like transitions, and (b) is an 
intraband-like transition. Finally (d) presents again an "across the gap" inter-
band transition. In other words; following a transition from level n=2 to n=3 
in fig. 15 from low to high energy, one has first an interband-like transition 
(a), similar to an interband transition having N=2 as calculated by eq.3 in the 
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B(T) 
Fig. 14. Evolution of electron and hole Landau levels with 
magnetic field in the presence of a small intersubband cou-
pling, leading to an anticrossing as indicated by the circles. 
The indices are according to eq.21. 
simple model. With higher energy it becomes intraband-like (b), correspond-
ing to an N=2 cyclotron resonance. Subsequently, with still higher energy it 
becomes again an interband-like transition (d). 
For the situation as presented in fig. 15, all allowed transitions have been 
plotted in fig. 16, in which the capitals refer to the transitions of the nature 
as suggested in fig. 15 by the arrows. The main influence of the coupling is 
evident from fig. 16, and consists in a slight overall decrease of the slope of 
the transitions, especially at very low excitation energies, and a change-over 
to a more cyclotron-like resonance as discussed before20 for higher excitation 
energies. Moreover a forbidden energy region is formed due to the hybridi-
sation gaps, of which however no experimental observation exists. 
Although the two-band model as presented above presents a simplifica-
tion of the real bandstructure, its results are in good agreement with more 
realistic six-band calculations as presented in references 12 and 19. For zone-
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Fig. 15. Evolution of the Landau levels in the presence of a 
realistic intersubband coupling. The arrows (a), (b), (c), and 
(d) present possible transitions of different character as dis-
cussed in the text. 
centered (kt=0) transitions the calculations of ref.19 reveal practically the 
same results as presented by the more simple method in fig. 16, in spite of a 
far more complicated Landau level structure. The possible existence4)6 of 
zone-boundary transitions (ke=7r/d) will be discussed in this context lateron. 
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BIT) 
Fig. 16. Allowed transitions for the situation as presented in 
fig.IS, together with experimental results obtained at p=1.8 
kBar. The capitals refer to transitions as suggested in fig. 15. 
D. Influence of the Fermi level and of extrinsic charges. 
i) Low pressures without coupling 
In all previous calculations the position of the Fermi level determining 
which transitions are allowed on grounds of the occupation of the bands, has 
been totally ignored. The Fermi level in the InAs-GaSb SL is established by 
both intrinsic and extrinsic charges. If we assume firstly both materials to be 
perfectly pure, then the Fermi level EF will be formed by the spill over of 
electrons from the filled hole-subband H1 to the empty electron band E1. In 




n=JF "йй^-!^ T ^ 1 E (23) J E 1 J E F 
in which the two-dimensional density of states has been used, and the masses 
are non-parabolic according to eq.12. The principle of eq.23 is that the 
number of electrons in the subband Ej is the same as the number of holes in 
the subband Hj. For a subband separation E1-H1=39 meV, the charge 
transfer η equals 5.5xl011cm~2 , which establishes a Fermi level at an energy 
EF=36 meV above Ej, compatible with literature values4'12. 
Any extrinsic additional charge will be electrons due to the inherent res­
idual η-doping of the InAs. As reported in the literature37 η will be of order 
of 1016cm"3. Therefore in reality the Fermi energy EF will be raised. How­
ever, the density of states above the intrinsic Fermi level is very large due to 
a heavy hole mass. Hence even for an extrinsic charge of the same order of 
magnitude as the intrinsic spilled over charge, the Fermi level will stay more 
or less pinned several meV below the hole subband H1. In the case of strong 
intersubband coupling the charge density will strongly increase at the anti-
crossing, an effect that even enhances the Fermi level pinning on Ну 
In a magnetic field all Landau levels, regardless of intersubband cou­
pling, have a degeneracy β=ζΒ/ιΛ (two-fold spin degenerated), for the holes 
as well as for the electrons. Using β to determine the filling factor of the 
Landau levels, the exact position of EF can be found as a function of field. 
In this procedure one assumes that for intrinsic materials all hole levels will 
be filled and all electron levels empty at high magnetic fields in which all 
hole-like Landau levels are below the electron-like levels. (This point is 
marked by the crossing of the two lowest numbered Landau levels at B~19.5 
Τ in fig. 14.) For the experimental situation of p=1.8 kBar, the Fermi level 
has been calculated for intrinsic, as well as for extrinsic materials containing 
various densities of η-doping and presented in fig. 17. For the calculation of 
EF all extrinsic charges coming from the InAs layer of 12 nm thickness are 
assumed to accumulate as a two-dimensional sheet of charge. In this way a 
residual η-doping of n=101,7cm"3 causes an additional charge of 
1.2xl011cm"2. In fig.17 a small subband interaction is included in order to 
show the relative position of EF with respect to possible hybridisation gaps. 
To keep the picture surveyable only part of the electron-like levels below the 
anticrossing have been plotted. Ej should be at -13 meV on the ordinate 
scale at B=0 T. Vertical arrows indicate possible transitions according to eqs.3 
and 15. Their number corresponds to the relevant Landau index N. The hor­
izontal bar shows the range in В in which (for intrinsic material) the transi­
tion with Landau index N=2 can be observed, and how it changes in this 
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BIT) 
Fig. 17. Positions of the Fermi level EF as a function of mag­
netic field for intrinsic (EF0), and for an extrinsic charge 
density (EF15) in the InAs layer equal to 15xl016cm"3. A 
small intersubband coupling is included in this calculation for 
p=1.8 kBar. The horizontal bar indicates the range in В over 
which the transition having Landau index N=2 can be fol­
lowed. Details are given in the text. 
region from interband-like to intraband-like with magnetic field. This pic­
ture suggest that interband transitions for low N are not very strongly 
affected by a high additional η-doping as the Fermi level stays roughly at 
the same place. In fig. 18, allowed transitions have been plotted for a 
highly doped SL. A calculation for an intrinsic sample shows more or less the 
same results, and complies well with the experiment. 
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Fig. 18. Calculated transitions together with experimental 
points for p=1.8 kBar, and an extrinsic InAs charge density 
of 1017cm"3. No intersubband coupling has been included. 
ii) Low pressures with coupling 
In fig.19 the same calculations have been made in the presence of an in-
tersubband coupling thought to be realistic according to the literature. Com-
ments are the same as for fig. 17, and allowed transitions are plotted against 
field in fig.20. The results as plotted in fig.20 are also only slightly doping 
dependent. The large forbidden region and the absence of transitions at 
medium to high energies is very clear and can be qualitatively understood 
from fig.19. In this plot the horizontal bar as discussed above has consider-
ably shortened with respect to the situation in fig. 18 (no coupling). This 
shortening is due to a strong anticrossing behaviour and limits the possible 




Fig. 19. Positions of the Fermi levels just as in fig. 17 but for 
a realistic value of the intersubband coupling as according to 
the literature. 
fig. 16, as the difference between them is solely caused by taking into 
account the position of the Fermi level. The situation as presented in figs. 19 








Fig.20. Calculated transitions for the situation as presented in 
fig. 19. the extrinsic charge density of the In As amounts to 
1017cm-'. 
Hi) High pressures 
With increasing pressure the subbands grow closer together, which 
means according to eq.18 a reduction of the amount of transferred charge 
from Hj to Ej. Therefore any residual η-doping will become relatively more 
important with pressure as there will be less high density hole states left to 
accommodate the extrinsic electrons. In this way pressure will tend to decre­
ase the Fermi level pinning to the hole band. In fig.21 this effect is shown 
for a pressure of 9 kBar. Fig.21 should be compared with fig. 17 and it is 
immediately obvious that for a residual doping of for instance n=1017 cm - 3 
(which is not unlikely), the low-field high-energy transitions will turn cyclo­
tron-like (intraband) in nature. This is illustrated by the arrows marking in­
terband transitions; (a) remains interband-like up to high extrinsic charge 
densities, whereas (b) disappears already at medium additional electron densi­
ties and turns up higher in this plot as a cyclotron resonance. This explains 
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Fig.21. Positions of the Fermi level as a function of extrinsic 
charges for a pressure equal to 9 kBar. Further comments are 
as for fig. 17. Arrows (a) and (b) indicate interband transitions 
sensitive to extrinsic effects as discussed in the text. 
the change-over of the resonance line-shape and slope from inter- to intra-
band as discussed before, and as is visible in fig.8 at higher pressures. There-
fore, all experimental results at very high pressures are more sensitive to 
extrinsic doping effects and as such less suited for a determination of the 
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Fig.22. Calculated transitions for the situation of fig.21, but 
without intersubband coupling and an extrinsic charge density 
equal to 1017cm"3. 
of resonances, we have plotted in fig.22 the strongest observed transitions at 
p=9 kBar together with a theoretical fit assuming no intersubband coupling, 
and an external charge density n=1017 cm - 3 . This figure illustrates the diffi­
culty at these pressures to distinguish between cyclotron resonance and inter-
band transitions. 
A comparison of figs.17, 19, and 21 reveals that the "active energy 
region" which determines the nature of the transitions is situated between the 
(anti)-crossing and Hj. As can be seen in fig.21 this region gets very narrow 
at high pressures, even in the absence of hybridisation gaps. Therefore it is 
suggested that at high pressures a strong intersubband coupling will not 
change drastically the allowed transitions, a situation that can easily be veri­
fied in a calculation. This is a tendency just contrary of what was assumed 
in previous work20»32 (see chapter 2), in which it was argued that at high 
pressures the intersubband coupling would increase due to the subbands 
growing closer together. 
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iv) Conclusion 
The analysis given above shows that for low pressures extrinsic doping 
effects do not have a large influence on the optical properties of the SL as 
far as our experiment is concerned. However, at high pressures these extrin­
sic effects become relatively more important, and the best agreement with 
the experiments is obtained by assuming an η-doping of 1017 electrons per 
cm
3
 in the InAs layers. 
V. DISCUSSION 
A. Results and validity 
The essential results of the experiment, i.e. the pressure dependence of the 
band offset Δ and of the subband separation Ej-Hj are presented in fig. 12. 
The main topic to be discussed now is the validity of these results. Fig. 12 has 
been obtained using rather straightforward methods, that are from theoretical 
point of view strongly oversimplified. However, the experiment can be very 
well described by them as is shown in figs. 10 and 11. It has been shown that 
introducing an intersubband coupling by a two-band model leads to results 
that become increasingly worse with increasing interaction between the sub-
bands, especially if the position of the Fermi level is taken into account. 
Therefore no coupling has been included in the final analysis as presented in 
fig. 12. An analysis as correct as presently possible using Landau levels calcu­
lated with a full six-band model in the envelope wave function approxima-
tion1 2 '1 9»3 2 (see chapter 2) show a result deviating only little from fig. 12, 
however having overall a slightly worse agreement with the experiment over 
the whole pressure range than as presented in figs. 10 and 11. 
It must be stressed that although totally unjustified on theoretical 
grounds, the zero pressure experimental data on the same sample4 can be 
perfectly explained by the non-interacting model of eq.15, whereas the full 
six-band calculations as presented in ref.19 show less agreement but can be 
extremely accurately reproduced by the two-band model as discussed in this 
chapter. Therefore as far as the scope of this thesis is concerned fig. 12 suf­
fices, and the outcome is a dependence on pressure of the overlap Δ given 
by 
^ =-(4.5±1.0) meV кВаг"* (24) 
dp 
As discussed throughout this text, the exact value for the rate of change 
of Δ with pressure is dependent on the way of analysing the experimental 
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results. The error displayed in eq.24 is therefore chosen as such to incorpo­
rate the upper and lower limits in the rate of change of Δ with pressure as 
determined by the different methods discussed above. Moreover, one has to 
realise that even at zero pressure there is a certain (pressure independent) 
uncertainty in the exact value of Δ. 
As mentioned before, for the highest pressures the obtained results are 
less accurate, but still according to fig. 12 the electron and hole subbands do 
not cross at the highest attainable pressures, and as such no semimetal-semi-
conductor transition is induced. 
B. zone-boundary transitions 
Until now only transitions having ^ = 0 (i.e. zone-centered transitions having 
no wave vector component perpendicular to the layers) have been discussed. 
However due to a finite subband width, the dispersion relation in the 
^-direction also favours transitions at the zone-boundary, i.e. at kt=7r/d. In 
the simple non-interacting picture transitions at the zone-boundary should be 
similar interband transitions as given by eqs.4 and 15, only with E1 increased 
by the subband width ΔΕ. This can be understood if we assume the hole 
band Hj to have an infinitely small width, then the effective electron sub-
band energy at k|i=0 and kE=7r/d will be Ej+ΔΕ. Therefore transitions are 
similar however with effectively a smaller subband separation (decreased by 
ΔΕ). At zero pressure a transition has been observed4 and identified as a 
N=0 interband transition coming from the subbandedge, from which a sub-
band width ΔΕ=23 meV has been derived, a value compatible with theoreti­
cal12 predictions. Higher order transitions from the zone-boundary are how­
ever not reported in the literature. 
In our experiment the only weak evidence of the presence of zone-
boundary transitions has been seen at a pressure of 3.9 kBar and is suggested 
by the dotted line in fig. 10b, which could be a N=0 transition assuming a 
subband width of roughly 14 meV. This width is considerably less than re­
ported4 at zero pressure, and it can be argued that with pressure the subband 
width decreases because the electron-like band Ej near the zone-boundary 
could be pushed down by the approaching hole-like band Hj due to some 
intersubband coupling which leads to an anticrossing behaviour. However, 
Altarelli12 has shown that due to symmetry reasons bandcrossings are allowed 
at kE#0, which suggests the subband width ΔΕ not to depend too much on 
pressure. Therefore in view of the very weak experimental evidence for 
zone-boundary transitions at non-zero pressure, no credit can be given to the 
observed decrease of the subband width. Moreover, it can be argued that 
zone-boundary transitions become less strong at higher pressures due to the 
position of the Fermi level which favours more interband transitions at zero 
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wave vector k t. 
C. Low energy high field anomalous transmission results 
As shown in fig.9, there is a very strong transition at high magnetic fields 
and low excitation energies which has not been discussed yet. This transition 
manifests itself in a very deep resonance line, at some pressures accompanied 
by usually two weak satellite resonances. This resonance extrapolates to zero 
energy at zero magnetic field and as such resembles a cyclotron resonance 
with an effective mass very close to the free electron mass. Further experi-
mental facts are that at the lowest excitation energy (1.01 meV) no such 
resonance was observed. Furthermore a strong temperature dependence was 
observed making the resonance only visible at temperatures below 2 Kelvin 
at pressures above 4 kBar. It was verified that both at zero pressure and at 
the highest attainable pressure (11.2 kBar), no significant resonance was seen 
at any temperature. Finally, the position of the resonance seemed to be 
almost pressure independent. 
This phenomenon was thought to originate in a heavy hole cyclotron-
like transition at the zone-boundary kE=7r/d. However, neither the two-band 
model nor the six-band model were able to produce a similar transition, even 
not if pressure effects were correctly incorporated in the latter model38. 
Recently, it has come to our attention that Rikken39 has observed almost 
similar anomalous transmission minima in a far-infrared magneto-optical 
experiment on the two-dimensional electron gas in a GaAs-Al^Ga^As het-
erojunction. These minima were only seen if sample and detector were 
cooled down very rapidly. Considering the similarities in both experiments, it 
is now argued that the observed resonances are caused by a strained Allen 
and Bradley carbon resistor which was used in both experiments as a detec-
tor. The strain could have been induced by either rapid cooling or by pres-
sure. Investigations on the (now suspected) reliability of these detectors under 
similar conditions are currently planned. 
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CHAPTER 4 
Theoretical and experimental band line-ups 
in semiconductors 
I. INTRODUCTION TO BAND LINE-UPS 
The Leitmotiv of part IV of this thesis is the pressure dependence of the 
band offset in an InAs-GaSb SL. In this chapter therefore, we would like to 
discuss more fully the general concept of band line-ups in semiconductors. 
Afterwards the obtained experimental results will be compared with predic­
tions on the pressure dependences based on several theories. 
The band discontinuity or rather band line-up problem appears generally 
at every interface between to different media. In the literature the two most 
important ones are; 
i) at the metal-semiconductor interface, 
ii) at the interface between two semiconductors. 
At the first kind of interfaces, normally a Schottky barrier1 is formed. 
These interfaces will not be discussed in this chapter. The second kind forms 
the group of hetero junctions which will be treated here. Per definition the 
band offset can be seen as the way in which the energy positions of two 
equivalent bands in two adjacent semiconductors in contact exhibit a discon­
tinuity at the interface. The solution to this problem is given by the experi­




, i.e. the differences in energy of 
respectively the conduction bands E
c
, or the valence bands E
v
 at the inter­
face. 
However, the influence of an interface between two semiconductors A 
and В is more than just the energy jump at the interface (i.e. the 
discontinuity), therefore a better definition is given by the band line-up with 
which we can name the whole region around the interface between A and В 
in which, due to this interface, the material properties deviate from the pure 
bulk A and В properties. According to this definition, the band line-up at 
the hetero-interface must be divided in two parts: 
i) The short-range band discontinuity (or the band offset). This discontinu­
ity consists of an abrupt change in energy of the bands at the interface 
over a distance a fraction of the lattice constant, which is caused by a 
difference in the periodical lattice potentials in the two materials. 
ii) The long-range band bending, which is due to an electrostatic potential 
built up by a redistribution of charge carriers across the interface. This is 
a macroscopic effect over a range of order of the screening length of the 
conduction electrons (~ 100 nm). 
The short-range band discontinuity as mentioned under i) presents the 
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main topic of this chapter. Without referring to any theory, its origin can be 
understood by considering a very simple model of a solid in which the peri­
odic lattice potential is established by a linear combination of overlapping2'3 
atomic-like potentials of the individual atoms. Very close to the atom this 
potential will resemble the free-atom potential, but at the interstitial places it 
will be considerably different. From the periodic potential, the bandstructure 
can be calculated. As such, the positions of all the bands are known relative 
to the atomic-like potentials. Deeply lying valence bands are in this picture 
coming from the potential close to the atom, and reflect the energy of 
strongly bound electrons in the inner atomic shells. The upper valence band 
(VB), and the conduction band (CB) are coming from places further away of 
the atom, reflecting weakly bound valence electrons in the outer shells. 
At the interface atomic-like potentials from the different atomic species 
overlap. From this overlap the periodic potential across the interface can be 
calculated. The band line-up is now correctly described, and can in principle 
be calculated. The only considerable problem resides in the calculational3 
material θ 
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Fig.l. A qualitative representation of the periodic lattice pot­
ential derived from free atomic-like potentials, and the posi­
tion of an energy band, calculated relative to this potential 
(dashed line), at the interface between A and B. The dots 
present the positions of the atoms. 




atomic positions are presented by the dots, and the atomic-like periodic pot­
ential is plotted relative to the atomic sites. The dashed line presents the 
energy of a deep lying valence band, calculated relative to the periodic pot­
ential. The formation of the "discontinuity" across the interface is obvious. 
Due to the drop in energy of this band, going from A to B, electrons are 
drawn from A towards B, until the electric field established by this charge 
redistribution, can compensate for the potential difference formed by the 
band discontinuity. Due to a very high density of states of the strongly 
bound electrons, all the charges needed to establish this compensating poten­
tial can be concentrated very close to the interface, by deplacing all indivi­
dual electrons in the inner shells only a very small amount. Therefore the 
"discontinuity" as depicted in fig.l, can be compensated in a distance small 
compared to the lattice constants. Another way to see this is that the strongly 
bound inner valence electrons feel more or less only the host atom, and 
therefore dislocations, deep impurities, or interface effects are only felt if 
they are very near, which means that there is a very effective screening. 
As the relative positions of all the energy bands are uniquely related to 
the deep valence bands, the band discontinuities of all bands at the interface 
are now determined by the discontinuity as presented in fig.l. 
The situation as sketched above leads to an interface as depicted in 
fig.2. In this figure the several effects which establish the total band line-up 
are displayed according to a rough calculation for an InAs-GaSb interface, 
and can be regarded as being qualitatively correct. In fig.2a, the band dis­
continuity Δ at the interface between slightly p-doped GaSb and n-doped 
InAs is shown. These dopings are the normally present residual dopings in 
these two materials. If there were no charge redistribution this would be the 
total band line-up, resulting from the situation presented in fig.l. The line­
up has a step in the Fermi level, which is in the case of electrodynamical 
equilibrium however not allowed. Therefore charge carriers will be trans­
ferred from the filled GaSb valence band to the partly occupied InAs con­
duction band, in order to re-establish an equilibrium situation at the Fermi 
level. Qualitatively what happens can be understood1 by realising that due to 
the charge transfer a depletion region is formed by the positive impurities in 
the GaSb, and the negative ones in the InAs. This gives rise to a compensat­
ing electric field as indicated in fig.2b. The electric field in the depletion 
region established by the charge redistribution gives rise to a built in poten­
tial VB which can be calculated from the Poisson equation in letting a posi­
tive charge move from far away in the GaSb across the interface to far in 
the InAs, and assuming some spatial charge distribution. VB has to be added 
to the energy bands (i.e. the GaSb VB and the InAs CB from fig.2a) in order 
to obtain the real band line-up as presented in fig.2c. It must be realised that 
the sign of VB must be inverted prior to the addition because the band diag­
rams in fig.2 are plotted for a negative electron charge. This situation in 
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Fig.2. Schematic view of the different aspects that lead to the 
total band offset at the interface of an InAs-GaSb hetero-
junction. a) The discontinuity in the absence of charge 
transfer, b) The static potential built up by the transfer of 
charge across the interface, c). The total line-up including 
band bending as resulting from the effects of figs, a and b. 
which charge transfer establishes a compensating potential is principally the 
same as discussed in sec.I for the case of strongly bound electrons screening 
out the band discontinuity (see fig.l). The only difference is that, due to a 
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low density of states of the charge carriers, more space is needed to accumu­
late enough charges in order to establish (see fig.2b) an adequate compensat­
ing potential VB. In other words, the screening is effectively much weaker 
for these electrons, and therefore the interface effects have a macroscopic 
range. 
A slightly more sophisticated but still approximate way to obtain the real 
band bending at this heterojunction as presented in fig.2c is given in refer­
ences 4 and 5. Here the band bending potential Eb(z) (see fig.2c.) is calcu­
lated according to the Poisson equation, in which the charge p(z) is given as 
a function of the distance ζ from the interface. p(z) is further determined by 
the three-dimensional density of states in the InAs CB, filled from the band-
edge to Eb(z) with electrons. This condition suffices to find an expression for 
the potential Eb(z). However, as the semi-triangular well below EF as dep­
icted in fig.2c gives rise to the formation of discrete subbands, the actual 
calculation is more complicated, and the interested reader is referred to the 
cited literature as this falls beyond the scope of this chapter. 
II. DEFINITION OF THE PROBLEM 
Now we would like to discuss more fully the band discontinuity at the inter­
face as depicted in fig.2a. There exists a wide body2»3»6"28 of experimental 
and theoretical work and discussions about validities of several natures of 
band line-ups. The aim of this section is not to be complete, nor to ferret 
out one theory or experimental method as being the most valid. Rather a 
concise description of what goes on among the most known approaches to 
the problem will be presented. An outstanding resume to which will be ref­
erred often is presented by Kroemer (ref.2 and references therein). 
Before diving into the several theories or philosophies about band off­
sets, the general problem of what is actually a band offset has to be defined 
more precisely. In the literature this band discontinuity is "freely" defined as 
the jump in e.g the valence band energies at the interface. However, the 
concept of energy bands in a semiconductor is essentially a bulk feature. In 
bandstructure calculations, a zero energy is arbitrary defined as a reference, 
often the highest valence bandedge at the Г-point. All energies in one bulk 
can be described relative to this energy level. However, the assessment of 
some absolute value to any energy level in a bulk calls explicitly a reference 
level outside this bulk, in fact at infinity. This presents a structural problem 
as now a surface (i.e. a bulk boundary) is needed which was assumed to be 
not there in the calculations leading to the bandstructure. A famous example 
being the metal workfunction or the electron affinity in a semiconductor 
(which will be discussed shortly, in the context of a band line-up theory 
based on vacuum energy levels). The electron affinity (EA) relates bandedges 
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to a zero energy at which an electron at infinite distance from the bulk 
resides. The EA is defined experimentally as the energy needed to remove an 
electron from a specific bandedge to a site at infinity, which is per defini­
tion at zero energy. Both theoretical and experimental ways of transferring 
the electron to this reference site are not uniquely defined, but in attaining 
this site at infinity, the electron must leave the bulk by crossing a surface. 
At this surface the band energies cannot be defined in the same way as in 
the bulk, and by pulling the electron out, image charges and charge redistri­
bution will affect the energy needed to remove this electron. This makes the 
assessment of an absolute energy to a band at an interface a less trivial work 
than often realised. Moreover, the bandgaps as depicted in figs.2a and 2c at 
the interface do not exist in the same way as in the bulk. In the bulk the 
bandgap originates in the periodicity of the atomic potentials establishing the 
bandstructure for an infinite solid. The wave functions stretching to infinity 
are totally imaginary in the gap, hence this is a forbidden energy region. At 
e.g. a semiconductor-vacuum interface, the continuity of the wavefunctions 
is violated and consequently they become partially real leading to the forma­
tion of surface states in the gap. This situation as explained heuristically 
above leads to a strong band bending and subband forming at the interface. 
In fact the band bending reflects the additional energy the electron has to 
acquire in order to reach the interface. In doing so, it passes through an area 
having a different potential with respect to the bulk due to a charge redistri­
bution, as depicted in fig.2b. 
Once agreed upon the energy relation between bulk bands and the bands 
near the interface, we can extend our definition in a similar way to a 
heterointerface. Supposing a hetero junction formed by A and B, we can now 
see the band energies in each material near the interface as the energy the 
electron has to gain or loose to reach the interface, by coming either from 
deep in A to this interface or from deep in B. The effective band discontin­
uity i.e. the energy jump at the A/В interface must now be seen as the 
energy needed to move in experiment an electron in the band at the inter­
face an "infinitely" small distance across this interface, hereby transporting it 
from A to В or vice versa. The experimental energy needed for this process 
determines the band offset at the interface and thereby the total line-up. 
It will be clear now that to obtain the band offsets at an interface, it is 
surely not obvious to take just the electron affinity or a related energy of the 
two materials involved and take the difference in those energies as the band 
offset. Having pointed out that defining and determining a band offset pre­
sents a tedious task, we would like to discuss in the following some existing 
theories concerning this problem. 
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III. SOME THEORIES 
Conceptually the band offset problem26 can be divided in two parts as alre­
ady mentioned in chapter 2: 
i) Which energy level must be lined-up at the interface in order to obtain 
the band offsets. 
ii) Where does such a possible level lay with respect to the bandedges in the 
bulk materials. 
Or formulated in a slightly different way2 as; 
a) the problem of the line-up of the energy bands in a semiconductor rela­
tive to the periodic potential in the same semiconductor and 
b) the problem of the alignment of the two periodic potentials relative to 
eachother. 
a) is a bulk problem, therefore the real band offset is formulated in b). 
As presented in a) and b), the band offset problem is formulated in a very 
correct way, and has in this form already been discussed in sec.I (see fig.l). 
However, the formidable calculational task to be performed, and the way 
how charge redistributions at the interface have to be taken into account, 
makes the practical use of this formalism very doubtful. 
In general, band line-up theories can be divided in two classes which 
will be discussed in sections A and B. 
A. Absolute theories 
The "absolute" theories, often called "linear" theories, assume that there is a 
specific absolute energy associated with the bandedges of a semiconductor. 
Therefore line-ups should simply be formed by the differences in these 
absolute energies. This family of theories takes point i) of the last section for 
granted as the only remaining task is to calculate or measure a specific abso­
lute bulk energy independent on interfaces surface effects, impurities etc. 
The second group (to be discussed in section B) takes into account the inter­
face effects and/or impurity effects which means that principally the line-up 
is not solely determined by intrinsic bulk parameters. 
Without discussing the origin of absolute theories it is still obvious that 
they should display transitivity. This means that given the band offsets of 
two semiconductor pairs A/B and B/C the line-up of the third possible pair 




with eb the energy of e.g. the valence bandedge. Transitivity seems to hold 
for some triplets2for instance Ge, GaAs, and ZnSe. For this triplet there exist 
experimental band line-up data which yield when substituted in eq.l a non-
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zero term of only 30 meV. However, the material choice made here is both 
experimentally as well as theoretically very poor. Experimentally there exists 
namely a very large variety in the band offsets in e.g. Ge on GaAs, which 
makes every value suspect. Theoretically these materials are not well chosen 
due to either the growth of monatomic materials on a compound semicon­
ductor2, or the growth of two highly lattice mismatched materials on top of 
eachother. The first situation will lead to possible charge transfer along the 
different bonds, whereas the latter will cause strain and/or dislocations. 
These two effects will cause the material properties to deviate strongly from 
bulk properties at the interface, which makes the line-up far from ideal to 
use as an example for absolute theories. Still, transitivity remains an impor­
tant feature to be verified experimentally, as its experimental existence could 
rule out classes of theories on grounds of simple experimental facts. 
Most of the absolute theories yield socalled natural line-ups. These are 
line-ups that directly correlate the band offset to the valence bands or the 
conduction bands7. The two most widely acknowledged and relatively reliable 
methods to yield natural line-ups are the Harrison2'7·8»10 atomic orbital 
(HAO) method, historically preceded by the electron affinity2'18'26 rule 
(EAR). 
i) The electron affinity rule 
The EAR asserts that the conduction band offsets are equal to the 
difference in electron affinities (EA) of the two semiconductors involved. 
With EA the energy is meant needed to free an electron at the Fermi level 
near the surface from the bulk material. This definition stems from metal 
physics in which this energy is called the work function, which can be rather 
accurately measured26 using photo-electric threshold techniques, or the 
Kelvin contact-potential capacitor method. The work function or EA estab­
lishes a sort of vacuum level at which the electron taken from the material 
resides an infinite distance away from the surface. Therefore it is intuitively 
appealing to put equal the vacuum energies of the two semiconductors as 
being the band offset determining level. The drawbacks of this method have 
been thoroughly discussed in the preceding sections. 
Experimentally, the EAR suffers the great disadvantage that electron 
affinities are of the order of 5 to 10 eV, which calls upon very accurate 
measuring techniques to yield results to better than a few hundred meV. For 
example all kind of image forces as exerted by an applied electric field 
(Schottky effect, see ref.l) lowers the potential barrier and affect seriously 
the obtained results. Furthermore all kind of surface effects such as freed 
electrons residing on the surface influence the experimental EA. For semi­
conductors a bycoming problem is still the exact determination of the point 
from which the EA has to be counted as this is obviously not the chemical 
potential, but for e.g. η-type material more near the CB bandedge. An excel­
lent review on the EAR is given in ref.26, in which it is also mentioned that 
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due to surface states semiconductors can exhibit strong band bending which 
makes the experimental EA indeed strongly surface dependent. Moreover, 
the EAR is based18 on electron affinities characteristic for semiconductor-
vacuum interfaces, which exhibit an extremely large material discontinuity, 
and therefore a fundamentally different situation than at a semiconductor-
semiconductor interface, at which only relatively small changes are present. 
Therefore obtained EA results for two vacuum interfaces cannot be trivially 
extended to heterointerfaces. 
However, once agreed upon the theoretical validity of the EAR, the 
only remaining task is to obtain experimental values for the EA. In spite of 
all the arguments against the EAR, it works surprisingly well, yielding26 for 
InAs-GaSb a band overlap Δ of 140 meV, which is correct within experi­
mental error, and which ranks among the best theoretical predictions for Δ. 
ii) The Harrisons alomic orbital theory 
As already mentioned another very convenient absolute theory is the 
Harrison atomic orbital (HAO) method2'7'8»10, based on establishing absolute 
energies for the valence bandedges in bulk materials and taking the differ­
ences in the thus obtained E
v
 as the valence band offsets. Therefore this is a 
natural line-up method. Although this method suffers similar drawbacks as 
other absolute theories as discussed in the previous sections its amazing capa­
bility to predict band offsets10 justifies its recognition as being one of the 
most reliable theories. Actually however, no one understands completely why 
it works so well in spite of its simplicity. 
The HAO is based on an elementary LCAO theory of bandstructure cal­
culations (linear combination of atomic Orbitals). In this approach, which is a 
tight binding model, the one-electron states as a function of wave number 
(i.e. the energy bands in the solid) are approximated by a linear combination 
of local atom-like states. Dependent on the approach, real atomic wave func­
tions or modified functions are used. For a thorough review on LCAO we 
refer to ref.6. 
It can be shown that for many solids rather accurate tight binding band-
structure calculations can be made by only including the s- and the p-like 
atomic states and their mutual interaction, and to use the free-atom values 
for their energies. However this simple "s-p" approach, although yielding 
very good HAO results, has been criticised recently19»20. For some specific 
hetero line-ups much better results seem to be attainable by including the d-
orbitals of the cations of the compound in the HAO. 
The free-atom energies of the s- and p-states, respectively -fg and -€p, 
denote more or less the energy required to remove6 the electron from the 
free atom and as such are atomic equivalents of the electron affinity. As 
comprehensively discussed in ref.6, bonding and antibonding levels of s- and 
p- Orbitals form respectively conduction and valence bands in the solid. 
Heuristically this can be understood as follows: In free atoms the s-states 
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have a lower energy than the p-states. However, p-states have orbitals reach-
ing further away from the atom, which means that due to nearest-neighbour 
overlap between two p-states in a crystal, the bonding state drops consider-
ably in energy. Therefore the band having p-symmetry (valence band) is 
lower in energy than the conduction band which has s-symmetry. Generally, 
the more or less absolute VB bandedge energy of a tetrahedral binary semi-
conductor6'7»10 is in this context given by a suitable combination of the p-
state free-atom energy values £c and ea for respectively the cation and the 
л· * ρ ρ 
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with 1, 1,' and m the usual quantum numbers of angular momentum of the 
two involved orbitals and d the internuclear distance. 
Eq.2 presents a remarkably simple way to obtain an absolute value for 
E
v
. Conceptually, it is just an average of the two free atom p-state energies 
minus a correction term consisting of an overlap matrix element, and a cor­
rection due to the difference in p-energies of the two atoms of which the 
semiconductor is constituted, η (eq.3) can be exactly calculated for atomic 
wave functions, but to obtain reasonable band parameters from the HAO 
slightly different7·10 values for η seem to be better. 
The power and validity of the HAO method stands with finding accu­
rate values for the p-state energies to substitute in eq.2 and with finding a 
suitable value for η. As can be seen in the cited references, there is a rather 
large spread in available data for the energies e and for η. At present it 
seems that the Herman-Skillman values for the neutral atom energies £p as 
given by Kraut10, in combination with »;=2.16 yield the best results as far as 
HAO band line-ups are concerned. For the InAs-GaSb heterointerface the 
bandoverlap Δ is in such a way determined as Δ=92 meV, which is not far 
of the experimentally accepted value of 150±50 meV. Although taking £p 
values from other sources will shift E
v
 considerably, the effect on the band 
line-up stays within several tens of meV the same, provided10 the same 
source is used for all atomic species involved. 
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Hi) The common anion rule 
Partly supported by the HAO method is the common2»22 anion rule 
which states that if the anion species on both sides of the interface are the 
same, the valence band offsets should be much smaller than the conduction 
band offsets. This rule of which the validity has been accepted but is now 
strongly disputed19'20'21, stems from the fact6 that in polar semiconductors 
the valence band wave functions originate largely from the anion atomic 
wave functions. This can be already expected by looking at values for €p 
which are more negative for the anion species. In eq.2 therefore, anion 
values for ep will tend to be more decisive for the value for Ev. However, 
being much stronger in its statements than the HAO method, there exist sev-
eral convincing examples against the common anion rule. One of the most 
recent examples being the HgTe-CdTe interface22'23'24 of which by optical 
measurements on a SL of these materials a VB offset of ~40 meV was 
deduced, in agreement with the common anion rule. However using very 
direct measuring techniques20»21 the VB discontinuity on a single heterointer-
face of HgTe-CdTe is currently believed to be about 350 meV. 
iv) The pseudopotential theory 
The last absolute theory to be discussed now is the Frensley-Kroemer2»3 
pseudopotential (FKP) theory. The basic idea of this method is to calculate 
the bandstructure of the bulk materials relative to some effective interstitial 
potential Vj. Vi is some kind of an average atomic-like potential at intera-
tomic sites in the lattice. It can be shown on grounds of symmetry that Vj 
matches closely the idea of an effective zero potential at infinity. Therefore 
lining up the interstitial potentials to obtain the band offset is a method 
closely related to the EAR method, the difference being the calculational 
procedure to obtain the Vi values with respect to the bands. 
An extension of the FKP with respect to the EAR is the inclusion of a 
dipole potential Vd at the interface. Due to different electronegativities of 
the different atomic species on opposite sides of the interface, a charge 
transfer along the bonds connecting them occurs which gives rise to a dipole 
potential Vd. This potential can be more or less3 exactly calculated for every 
heterointerface from the geometrical crystal structure at the junction. Note 
that the charge transfer leading to Vd should not be confused with charge 
transfer from a full band to an empty one giving rise to band bending, nor 
is it the same as the charge redistribution discussed in sec.I in the framework 
of strongly bound charges that are slightly displaced in order to compensate 
for the potential difference at the interface due to the band discontinuity. 
The charge transfer along the bonds leading to Vd is caused by differences 
in electronegativities, and not by an existing band discontinuity. Contrary, 
the potential Vd causes in the refined FKP model a jump in the interstitial 
potentials Vj at the interface. 
By its principle of calculation to find the band offset out of the align-
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ment of the interstitial potentials, the FKP method is a linear transitive 
theory. The introduction of the dipole potential Vd blurs the absolute nature 
of the FKP because now the effects of an interface are taken into account. 
However, calculations show Vd to posses full transitivity, a somewhat 
surprising result that makes the FKP a fully transitive method. Just for ter­
minology, the FKP is not a natural line-up theory as the line-up is not 
directly correlated to some bandedges. 
Although not as consistently successful as the HAO in predicting band 
offsets, the FKP works very well. The main doubt around the FKP is that 
for some heterojunctions, among which InAs-GaSb, omission of the dipole 
potential term Vd and lining up directly the Vj potentials yields better results 
than including this potential, which according to the theory should be neces­
sary. For InAs-GaSb a band overlap Δ=130 meV is found by lining-up the 
interstitial potentials as calculated by the FKP directly, whereas including the 
dipole potential Vd the In As CB is found 10 meV above the GaSb VB which 
means a disappearance of the broken-gap line-up and a disagreement with 
experiment of 160 meV. We like to stress that in the particular case of InAs-
GaSb this is relatively far of the mark, however for most heterointerfaces a 
deviation between theory and experiment of hundred meV is still considered 
as quite small. 
B. Relative theories 
i) The charge neutrality level concept 
An approach conceptually different from the EAR, HAO, and the FKP 
methods was proposed by Flores and Tejedor27, and elaborated by Ter-
soff12»13. Here, the influence of interface dipoles is supposed to have the 
strongest influence on the exact value of the band offsets. 
Due to a discontinuity at an interface, surface states appear in the nor­
mally forbidden energy gap, called gap-states. Such a state is a mixture of 
valence and conduction band states. Whether the gap-state has more a val­
ence- or conduction band character depends on its position relative to those 
bands (i.e. its spectral distribution of valence- and conduction band wave 
functions). Therefore a gap-state close to the VB bandedge will be valence­
like, and if occupied will correspond only to a slight excess in charge. Leav­
ing this state empty will result in a charge deficit of almost one electron at 
the interface. Consequently a gap-state close to the CB will cause an excess 
charge of almost one electron if filled. Generally12, an occupied gap-state 
will lead to a net charge at the interface proportional to its conduction band 
character. At a heterointerface, filling of these gap-states occurs because bulk 
CB or VB states in one semiconductor fall at the junction energetically in the 
gap of the adjacent material in which they can tunnel several angstroms and 
occupy or empty a gap-state. The occupation of the gap-states introduces a 
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strong interface dipole due to the excess or the deficit of charge at the inter­
face. A strong interface potential is therefore built up which tends to rear­
range the band line-up in such a way as to minimise the interface dipole. 
The problem therefore resides in finding a line-up suffering very little or 
not at all from interface dipoles. 
Gap-states that are valence-like can be denoted as bonding states, 
because they have to be occupied in order not to introduce a charge deficit. 
Likewise, conduction-like gap-states are called antibonding because if left 
empty they do not cause a charge excess that could lead to an interface 
dipole. Now, there must exist a certain energy level at which the gap-states 
are nonbonding in character. At this energy, which we will call the 
midgap1 2 '1 3 '1 6 energy (Eb), the states are on the average neutral in character. 
Ideally, local charge neutrality at the interface is achieved by filling up all 
gap-states up to E b and leaving them empty above. Therefore E b plays the 
role of a sort of "Fermi level" for the gap-states, and can be seen as a charge 
neutrality level. If as just argued, in both materials gap-states have to be 
filled up to this charge neutrality level, it seems reasonable to put these levels 
E b at an equal energy position at the heterointerface to minimise the inter­
face dipole. For any details on the calculational methods to obtain this level 
the reader is referred to the cited literature. 
The best results for the band overlap Δ at an InAs-GaSb interface using 
this charge neutrality concept13 yields a value Δ=141 meV, which is in per­
fect agreement with the experiments. 
ii) The dielectric midgap energy 
A somewhat related method is presented by Cardona and Christensen16. 
They calculate for bulk semiconductors a dielectric midgap energy (DME). 
The idea is that potentials acting on energy bands have in general to be 
screened by the dielectric constant. If lattice perturbations are caused not by 
an external potential, but by deformations due to e.g. strain, the deformation 
potentials which act on the bands have to be screened in a different way in 
each band, and it is not anymore correct to use the same dielectric constant 
for this screening. The DME is calculated as the (virtual) energy level at 
which the screening is simply given by division through the dielectric con­
stant e(k), just as would be the case for an external potential acting on all the 
bands in the same way. This DME can be shown to be related closely to the 
midgap energy and charge neutrality level as discussed above. 
In their concept, Cardona and Christensen interpret VB offsets as the 
difference in absolute VB bandedge energies in the same sense as using the 
HAO method, but corrected for the thus resulting differences in DME at the 
interface using an effective "interface" dielectric constant. In principle their 
theory can account for effects on the band offsets introduced by strain and 
hydrostatic pressure. The results using the DME concept on the InAs-GaSb 
interface yield a band overlap Δ~ 130 meV, which is also very close to the 
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experimental value. 
Hi) The matching of hybrids 
In the context of the DME model that uses the model of screening of an 
interface potential due to the differences in the line-up of two bulk poten-
tials, we should also mention the matching of hybrids method as proposed by 
Harrison7 in order to improve the already discussed HAO method. On 
grounds of screening arguments involving potential steps at the interface 
between two adjacent tt and ep levels, (respectively the atomic-like s- and 
p-energy states), an average hybrid energy €h can be defined as 
Ы а =І( З€
р
) (4) 
in which the averaging is over the two atom species of the compound. (eh) 
presents a level, which if aligned at the interface, calls for the least potential 
step to be screened. In some sense (based on a very simple argument, see 
ref.7) this level is strongly related to the DME and to Tejedors charge neu­
trality level. It is proposed therefore to take the average hybrid energy as the 
reference level to be lined up. Keeping the VB bandedge relative to the 
atomic levels according to eq.2 yields consequently the VB offset. For InAs-
GaSb this gives however a staggered line-up in which no overlap is present. 
iv) Transition metal deep impurity levels 
Another very recent but rather heuristic method to predict band line­
ups is what we will call the Transition Metal method (TMM), as proposed by 
Langer and Heinrich7 '9 '1 5. The TMM asserts that particular deep level« of 
transition metal impurities such as Fe, Cr, and Ni may be taken as universal 
energy levels which have the same absolute value in all semiconductors, and 
therefore should determine the band offset at the interface. This idea has 
evolved principally out of experimental observations, and as far as experi­
mental data are available seems to hold within some hundred meV. 
Why the TMM method works can be understood by considering that 
transition metals (TM) form strongly localised deep impurity states in semi­
conductors due to their unfilled d- or f-shells which couple very strongly to 
the atomic-states of the host-lattice atoms. To produce however the highly 
localised wave functions which localise the 3d-electrons of the impurity, 
many (plane-wave-like) band states14 are necessary. Therefore the TM levels 
should not depend to much on a specific bandedge energy, but be more or 
less related to an absolute energy. This seems to hold in practice but still is is 
strange that an electron from such an impurity can almost totally neglect the 
surrounding host lattice, and determine its energy position relative to the 
vacuum. This problem has been tackled by Hasegawa14 who has calculated an 
universal energy level (Hasegawa-Ohno's hybrid orbital energy) which is a 
similar average energy level as presented in eq.4, but corrected for electron-
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electron interaction, and at which TM impurities tend to reside. As the TM 
levels are experimentally not known for InAs and GaSb, we will not go into 
further detail concerning the TMM. 
IV. EXPERIMENTAL RESULTS AND THEORETICAL PREDICTIONS. 
A. Theoretical predictions on the band offset under pressure 
In chapter 3, eq.24 we have seen that the overlap Δ between the InAs-CB 
and the GaSb-VB decreases with pressure with a rate of ca. 4.5 meV/kBar. 
This is slightly less than concluded before (5.8 meV/кВаг, see for instance 
ref.25). According to fig.6, chapter 3, this means that the Γ8 VB offsets in­
crease with 5.5±1 meV/кВаг. As already argued, possible effects of strain on 
the band offset28 are supposed to be pressure independent. 
We now like to compare these results with possible theoretical predic­
tions using theories discussed in the foregoing sections. 
i) The EAR method 
First of all the EAR method is not very suited to predict pressure dep­
endent band offsets because this method has effectively no mathematical 
background. All EAR band offsets stem from experimental data which are 
on the average already suspect at ambient pressures, and to our knowledge 
not even available at high pressures. 
ii) The FKP method 
From the FKP 3 it should principally be feasible to extract predictions on 
pressure dependence of band offsets, if one assumes the atomic-like states to 
have a pressure independent energy. The calculations using the FKP however 
lie outside the scope of this work, and have not yet been performed. 
Hi) The HAO method 
The aforementioned assumption that the atomic-like states (e.g. the s-
and p-states with energies respectively £
e
 and e ) have no pressure depen­
dence, make the HAO method the first to precfict pressure dependences in 
band offsets in a simple way. According to eq.2, the only pressure depen­
dence in the absolute energy position of the VB bandedge E
v
 comes from 
the compressibility of the lattice and can be easily substituted in this equa­
tion. Although the results of the HAO strongly depend on the data source 
which is used, it can be shown that the dependence of ΔΕ
ν
 on pressure is 
rather independent on this choice. Depending on the choice of the nearest 
neighbour coupling matrix element η (see eq.3), the HAO predicts a lowering 
in energy of the VB bandedges ranging from 1.5 to 3 meV/kBar for both 
InAs and GaSb. Using the values for η yielding the best zero pressure band 
offset ΔΕ
ν
 gives a decrease with pressure of this offset of 0.2 meV/kBar. 
This means that virtually the VB offsets should be pressure independent in 
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the InAs-GaSb system. This is however in strong disagreement with the 
experimental results. 
Together with the general theoretical trend that the HAO model, 
(although surprisingly effective), presents a strong oversimplification of the 
problem, the pressure dependence of ΔΕ
ν
 as established experimentally pre­
sents additional evidence against the HAO method. 
iv) The matching of hybrids 
Another approach closely related to the HAO method, is to take the 
average hybrid energy from eq.4 as a reference level. In the pressure version 
of the HAO this level should have no pressure dependence, and the way to 
proceed is to calculate at every pressure the positions of the VB bandedges 
relative to this energy according to eq.2, and to line-up these hybrid energies 
at the interface in order to obtain the VB offsets. Although as discussed 
before, the matched hybrid method yields a staggered line-up at the InAs-
GaSb interface, it is interesting to investigate the rate of change of this stag­
gered line-up with pressure according to this approach. (The absolute errors 
in the band offset prediction can be due to a wrong data source to which the 
HAO is very sensitive.) Dependent on the choice of η in eq.3, it is subse­
quently found that the staggered line-up in which the InAs-CB is above the 
GaSb-VB, increases with 1.8 to 2.8 meV/kBar. This means that allowing for 
an absolute shift in the line-up, the tendency is to reduce a possible overlap 
Δ with 1.8 to 2.9 meV/kBar, of which the latter value is quite close to the 
experimental results. Converted to Γ8 VB offsets, this leads to respectively 9.2 
and 7.1 meV/kBar increase, compared to an experimental value of 5.5±1 
meV/kBar. 
v) The charge neutrality level concept 
In the context of Tejedors charge neutrality level, the pressure effect 
can be crudely incorporated by keeping the relative positions of the midgap 
energy E b with respect to the bandedges the same. This is a sort of "elastic" 
model, in which the whole structure including valence-, conduction-, and 
midgap energy bands are elastically stretched by the pressure. The real incor­
poration of pressure in the calculations however is not trivial and has not yet 
been attempted, but the approach described above is thought29 to be not 
irrational. In the calculations, values for the energy gap E and for the split-
off valence band Δ ^ are taken from Laewatz30 and an effective energy gap 
is defined according to 
EKeff=VÌA.o (5) 
in order to take into account the splitting of the Γ8-Γ7 valence bands. Pres­
sure dependences for E g and Δ^, are according to Martinez
31
. Zero pressure 
midgap energy values are those from ref.13. In this way a linear decrease of 
144 
the overlap Δ with pressure is obtained at a rate of 1.4 meV/кВаг. Omitting 
any pressure dependence of the split off gap Δ^, as done in ref.25, yields a 
rate of 1.75 meV/кВаг. These rates are compatible with the matched-hybrid 
method as discussed before and yield Γ8 VB offsets which increase with 
pressure at a rate of 8.6 and 8.25 meV/кВаг. 
vi) The DME formalism 
Using the concept of the DME and the deformation potential formalism, 
Cardona and Christensen16 have calculated a value for the pressure depen­
dence of the Г8- В offset at the InAs-GaSb interface. They conclude that 
the VB offset should increase with a rate of 1.5 meV/кВаг, which would 
lead to a decrease of the overlap Δ with 8.5 meV/кВаг. This value is how­
ever rather far from the experimentally obtained result. A probable cause 
could be the accuracy to which the deformation potentials are known. 
According to the authors of ref.16, this is indeed a problem of experimental 
nature. 
vii) TM deep impurity levels 
It should be of considerable interest to know the positions and pressure 
dependences of deep TM levels in the InAs-GaSb system. However to our 
knowledge no such data are available. The only report known to the authors 
concerning pressure effects on TM levels is the experiment by Hennel and 
Martinez32, in which the pressure dependence of the Cr 1 + level with respect 
to the GaAs-VB bandedge is measured, and found to shift with a rate of 4.8 
meV/кВаг. This would mean that the GaAs VB drops in absolute energy 
with this rate when applying pressure to the GaAs. Such a similar measure­
ment would be of extreme value if done in both InAs and GaSb. However 
the cited experiment concerns a measurement of the Сг1 + level which is situ­
ated in the GaAs CB, and which is not equal to the Cr 2 + groundstate 
assumed by the TMM to reside at an universal reference energy. As it is not 
obvious that the Cr1 +-+Cr2 + energy separation has no pressure dependence, 
the rate of change of the Cr 1 + level to the VB cannot be directly related to a 
pressure dependent line-up as was previously26 assumed. 
B. Other experimental work on InAs-GaSb 
Beerens33'34 et al. have reported magnetotransport measurements on an InAs 
quantum well sandwiched between GaSb layers under pressure. From an 
observed reduction of hole-states at the InAs-GaSb interfaces with pressure, 
the band overlap Δ has been found to decrease indeed with pressure, at a 
rate of 7 meV/кВаг. However, their results might possibly be influenced by 
a strong band bending in the outer GaSb layer, leading to an increase in the 
number of electrons due to an effective rise of the Fermi level in the well. 
This situation could lead to an erroneous interpretation of the experimental 
results as a function of pressure. The presence of such a band bending caus-
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ing a rise of the Fermi level in these structures has recently been calculated 
and experimentally verified by Altarelli and МаапЗБ. 
V. CONCLUDING REMARKS 
A. General conclusion 
As far as the experimentally observed pressure dependence of the overlap Δ 
is concerned, no theory exists yet which yields a theoretical prediction in 
total agreement with the experiment. However, most available theories rang­
ing from simple linear ones to very complicate interface theories all come up 
with the same trend as observed in experiment. 
Finally, we like to note that a band offset in a SL might be fundamen­
tally different than at a single heterointerface. Although not very likely in 
the case of InAs-GaSb, it is suspected that for a HgTe-CdTe SL an actual 
difference in the VB discontinuities exists between the SL 2 2 ' 2 3 ' 2 4 (=¿40 meV 
as deduced from optical experiments), and the heterojunction20»21 (~ 350 
meV as measured by UPS and XPS techniques). 
B. Future work 
To conclude, we want to mention that it would be extremely useful to meas-
ure directly the band offsets at a single InAs-GaSb interface using the now 
widely accepted method of UPS and XPS (ultraviolet or x-ray emission 
spectroscopy) as described in ref.21 and references therein. This method 
measures directly some core-level binding energies from which the actual VB 
offset can be relatively easy deduced very accurately. Especially for the case 
of HgTe-CdTe this method has lead to some controversial yet partially und-
erstood results, as well in experiment21»23'24, as in theory20'22. However such 
measurements which are now believed to form the best experimental method 
to measure band offsets at a single heterojunction, have not yet been per-
formed on InAs-GaSb, and certainly not under pressure. 
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This thesis deals with four independent far-infrared investigations on 
various solid state systems, and is therefore divided in four separated parts. 
In part I an experiment is presented concerning the optical responses of 
thin bismuth films as a function of both wavelength of the incident radiation 
and film thickness. Films with thicknesses between 50 and 830 nm are irra-
diated with far-infrared radiation, and the absorption and transmission is 
measured. The frequency range covering the theoretical electron plasma fre-
quency in Bi is continuously scanned. Strong resonances are observed around 
this frequency for films thicker than ca. 200 nm. These results are firstly in-
tuitively explained in terms of virtual modes excited in the films, and the 
disappearance of the resonance below a critical film thickness is visualised 
using a simple energy-loss concept for radiative excitations in thin dielectric 
slabs. After having understood qualitatively what happens, the results are 
analysed with a model in which the optical transmission and absorption are 
fitted to a dielectric function of the thin films on a quartz substrate. This 
analysis reveals the presence of ionised-impurity scattering, and two-phonon 
excitations in the thin films. 
In the last section the influence of the optical dielectric constant on the 
character of the observed optical properties for obliquely incident s- and p-
polarised light is discussed. It is shown that strong absorption peaks around 
the plasma frequency seen in the transmission of p-polarised radiation in 
thin films made of alkali-metals, often explained as coming from the excita-
tion of real longitudinal plasmons, are in reality induced by transversal elec-
tron oscillations derived from a simple Drude-model. 
Part II deals with electron paramagnetic resonances (EPR) in dilute mag-
netic semiconductors (DMS). The experiments are done on CdTe crystals in 
which part of the Cd2+ ions are replaced by paramagnetic Mn2+ ions. The 
magnetic excitations at far-infrared energies are investigated as a function of 
manganese concentrations. If more than 20% of the Cd2"1" are replaced by 
Mn2+, magnons are formed in the crystal due to nearest neighbour antiferro-
magnetic interactions. The magnon resonance energy has been followed as a 
function of the magnetic field. It is observed that these magnons posses a 
finite resonance energy at zero magnetic field, and evolve with field accord-
ing to a g-factor equal to two. This has enabled us to identify previous 
experimental resonances as coming from the same magnon mode. Due to the 
determination of the g-factor, it can be concluded now that only single 
magnon excitations are involved, and not, as previously assumed, two-
magnon excitations. 
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Part III describes an experiment dealing with the dynamics of electron-
shallow donor recombination in pure InP. The photoconductivity of very 
pure InP has been measured on a nanosecond time scale. The sample is irra-
diated with pulsed far-infrared radiation (pulse-duration ca. 70 nsec), and 
the rise and decay of the photoconductive signals are studied both as a func-
tion of incident laser power and DC bias voltage across the sample. 
Strong tails lasting microseconds after the initial pulse are observed for 
applied bias voltages exceeding a few volts per cm. These tails appear to be 
rather random, and develop more or less superlinearly with laser power. A 
four level model including the impurity ground state, the ionised state, and 
two excited impurity states is developed with impact re-excitation between 
all levels. The two excited states are found to act as bottlenecks that trap the 
electrons for several microseconds. 
At low bias voltages the photoconductive response is proportional to 
both the intensity and the duration of the incident laser puis. The decay time 
which determines the speed of the InP if used as a detector, is found to be 
about 60 nanoseconds. 
The last part of this thesis describes an experiment on a superlattice 
made of thin alternating layers of InAs and GaSb. At the interface of an 
InAs-GaSb heterojunction, there exists a very peculiar band line-up in which 
the InAs conduction band has a lower energy than the GaSb valence band. 
Due to this peculiar overlap, the actual line-up of the bands at the interface 
can in a well chosen system, such as a superlattice, be determined with an 
accuracy unattainable in any other heterostructure. 
The aim of this experiment is to investigate this band overlap at the InAs-
GaSb interface as a function of hydrostatic pressure. As pressure changes in 
a known way the band gaps of both InAs and GaSb, changes in the overlap 
between the InAs conduction band and the GaSb valence band are also 
expected. It is however not known how the band overlap will change exactly 
with pressure due to these changes in the band gaps. Any existing band line-
up theory that predicts accurately the zero pressure band overlap, is expected 
to be able to predict the observed pressure dependence of the band overlap 
in a correct way provided the pressure effects are incorporated in this 
theory. Therefore this experiment constitutes a severe test for theoretical 
models concerning band line-ups. 
In the experiment the band line-up is determined by measuring mag-
neto-optically the energy separation between the two lowest electron- and 
hole subbands in the superlattice. These subbands are strongly correlated with 
respectively the InAs conduction band and the GaSb valence band, and con-
sequently they reflect the actual overlap between these bands. 
The conclusion of the experiment is that this band overlap decreases 
with pressure as can be qualitatively explained by some band line-up theo-
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ries. However, no theory has up to the present been found that predicts the 
experimental rate of change correctly. 
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SAMENVATTING 
Dit proefschrift behandelt vier onafhankelijke ver-infrarood experimen-
ten aan verschillende vaste stoffen, en bestaat daarom uit vier afzonderlijke 
delen. 
In deel I wordt een experiment beschreven betreffende de absorptie en 
transmissie van dunne bismuth-films bestraald met ver-infrarood licht. Het 
spektrale gebied van het ingestraalde licht bestrijkt de elektron-plasma-
frekwentie van bismuth. 
Zowel in absorptie als in transmissie van films die dikker zijn dan 200 
nm, is een sterke resonantie waargenomen rond deze plasma frekwentie. Deze 
resultaten worden eerst kwalitatief verklaard in termen van zogenaamde vir-
tuele trillings-modi in de films, en het verdwijnen van de resonantie in 
dunne films wordt verklaard met behulp van een eenvoudige theorie voor 
stralende excitaties in dunne dielektrische lagen. Vervolgens zijn de experi-
mentele resultaten geanalyseerd met behulp van een model dat de optische 
eigenschappen van de films vertaald naar een dielectrische funktie van dunne 
lagen op een kwartssubstraat. Deze analyse toont duidelijk aan dat in de 
films zowel de strooiing van elektronen aan geladen verontreinigingen, als de 
simultane excitatie van twee fononen een belangrijke rol spelen bij het bepa-
len van de ver-infrarode eigenschappen. 
Als laatste wordt ingegaan op de invloed van de optische dielektrische 
konstante op de transmissie en absorptie van schuin invallend s- en p-gepo-
lariseerd licht. Het blijkt dat de sterke resonanties rond de plasmafrekwentie, 
zoals waargenomen in de transmissie van p-gepolariseerd licht door dunne 
films gemaakt van alkali-metalen, niet te wijten zijn aan de excitatie van 
longitudinale Plasmonen, maar veroorzaakt worden door een sterke transver-
sale oscillatie van de elektronen, die met een simpel Drude-model verklaard 
kan worden. 
Deel II gaat over paramagnetische resonanties aan elektronen (EPR) in 
verdunde magnetische halfgeleiders. De metingen zijn gedaan aan CdTe kris-
tallen, waarin een deel van de Cd2+ ionen vervangen zijn door paramagne-
tische Mn2+ ionen. De magnetische excitaties zijn onderzocht bij ver-infra-
rood energife'n als funktie van de mangaan koncentratie. 
Wanneer meer dan 20 % van de Cd2+ vervangen is door Mn2+, worden 
er magnonen gevormd in het kristal vanwege antiferromagnetische wis-
selwerking van naast elkaar gelegen mangaan-ionen. Een dergelijk magnon 
bestaat uit een keten van gekoppelde spins die zich in het kristal uitstrekt. 
Het blijkt dat de magnonen zelfs zonder een extern magneetveld al een ein-
dige resonantie-energie bezitten. Onder invloed van een extern magneetveld 
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vermeerdert deze energie in overeenstemming met een magnetische resonantie 
die een g-factor gelijk aan twee heeft. Deze meting heeft ons in staat gesteld 
eerder waargenomen resonanties te identificeren als komende van hetzelfde 
magnon. Uit het feit dat nu eenduidig bepaald is dat de g-factor gelijk aan 
twee is, kan men konkluderen dat alleen één-magnon excitaties aanwezig 
zijn, en dat er geen processen met twee magnonen bij betrokken zijn zoals 
vroeger werd aangenomen. 
Deel III beschrijft een experiment betreffende de dynamika van de re-
kombinatie van elektronen aan ondiepe verontreinigingen in InP. De fotoge-
leiding in zuiver InP wordt gemeten op de tijdschaal van een nanoseconde. 
Het materiaal wordt hiertoe bestraald met ver-infrarood laserpulsen met een 
tijdsduur van ca. 70 ns, en het verloop in de tijd van het geïnduceerde foto-
signaal wordt onderzocht als funktie van zowel het ingestraalde laserlicht, als 
van de aangelegde voorspanning over het preparaat. 
Bij een voorspanning met een elektrisch veld groter dan enkele volts per 
cm, blijkt er zich een zeer sterke fotogeleidende staart te vormen die micro-
seconden lang stand kan houden. Deze staart reproduceert niet perfect van 
puls tot puls, en is sterk afhankelijk van het ingestraalde laservermogen. Een 
model met vier nivo's wordt gepresenteerd, waarin de grond-toestand van de 
verontreiniging, de geïoniseerde toestand, en twee aangeslagen toestanden een 
rol spelen, met botsings-reëxcitatie tussen alle nivo's. De twee aangeslagen 
toestanden blijken als reservoirs te fungeren waarin de elektronen gedurende 
microseconden opgeslagen kunnen worden. 
Bij zeer lage voorspanningen over het preparaat is de fotogeleiding 
evenredig met de invallende lichtpuls, zowel in intensiteit als in tijdsduur. De 
typische vervaltijd is ongeveer 60 ns, hetgeen de snelheid van de detektie 
voorstelt van het InP, indien gebruikt als snelle detektor in het verre-infra-
rood. 
In het laatste deel van dit proefschrift worden metingen gepresenteerd, 
gedaan aan een superrooster, gemaakt van dunne lagen InAs en GaSb. Aan 
het scheidingsvlak in een heterojunktie van deze twee materialen bestaat een 
zeer zeldzame band-diskontinuiteit, waarin de InAs geleidingsband een lagere 
energie heeft dan de GaSb valentieband. Vanwege deze speciale overlapping 
van de banden kan de precíese waarde van de band-diskontinuiteit aan een 
InAs-GaSb scheidingsvlak nauwkeuriger bepaald worden dan in strukturen 
gemaakt van andere materialen. 
Het doel van dit experiment is het onderzoek van deze band-diskonti-
nuiteit als funktie van hydrostatische druk. Aangezien hydrostatische druk de 
relatieve posities van de energiebanden in de bulk materialen InAs en GaSb 
op een nauwkeurig bekende wijze verandert, is het te verwachten dat de 
band-diskontinuiteit aan het scheidingsvlak tussen deze twee materialen ook 
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verandert. Het is alleen niet bekend op welke wijze deze diskontinuiteit van 
de druk afhangt. Iedere theorie die deze diskontinuiteit korrekt voorspelt bij 
normale druk, moet konceptueel in staat zijn de drukafhankelijkheid ook te 
voorspellen, vooropgesteld dat de effecten van de druk op een juiste manier 
in deze theorie gesubstitueerd worden. Daarom is dit experiment een strenge 
test voor theoretische modellen die proberen band-diskontinuiteiten te voor-
spellen. 
In het experiment wordt de diskontinuiteit bepaald door middel van het 
meten (met behulp van magneto-optische technieken) van het energieverschil 
tussen de laagste elektronen-subband en de hoogste gaten-subband in het 
superrooster. Deze subbanden zijn sterk gekorreleerd aan respektievelijk de 
InAs geleidingsband en de GaSb valentieband, en daarom kan uit een meting 
van de onderlinge energiepositie van deze subbanden, de verlangde overlap-
ping betrekkelijk eenvoudig afgeleid worden. 
De konclusie van het experiment is dat deze overlapping vermindert met 
druk, zoals kwalitatief voorspeld is door verschillende theorien. Tot nu toe is 
er echter nog geen theorie ontwikkelt die de waargenomen drukafhanke-
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behorende bij het proefschrift 
"Bandstructure and Electron Dynamics in 
Semimetallic and Semiconducting 
Systems" 
van L.M. Claessen 
I 
Het door J.M. Irvine gesuggereerde behoud van magnetische flux tijdens de 
gravitationele inkrimping van een ster tot een neutronenster is twijfelachtig 
vanwege sterke dissipatie van de magneetveld-opwekkende stromen in het 
binnenste van de ster tijdens deze inkrimping. Het hierop gebaseerde model 
dat de extreem hoge magneetvelden op het neutronensteroppervlak (Βα108Τ) 
verklaart met behulp van superfluide stromen is daarom niet aannemelijk. 
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