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Оптимизация
вычислений
Исследуются невыпуклые сепа-
рабельные минимаксные задачи
квадратичной оптимизации. По-
лучено достаточное условие нахо-
ждения значения и точки гло-
бального экстремума задачи дан-
ного класса путем нахождения
двойственной оценки эквивалент-
ной квадратичной экстремаль-
ной задачи.
 О.А. Березовский, 2019
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О.А. БЕРЕЗОВСКИЙ
ОБ ОДНОЙ ОЦЕНКЕ
ДЛЯ СЕПАРАБЕЛЬНОЙ
МИНИМАКСНОЙ ЗАДАЧИ
КВАДРАТИЧНОЙ ОПТИМИЗАЦИИ
Невыпуклые квадратичные экстремальные
задачи – это класс важных и трудных с
вычислительной точки зрения задач гло-
бальной оптимизации, которые возникают во
многих практических приложениях. В по-
следние десятилетия особое внимание было
сосредоточено на их исследовании с ис-
пользованием различного типа выпуклых
релаксаций, в частности, SDP-релаксаций
(semidefinite programming relaxation
problems), SOCP-релаксаций (second-order
cone programming relaxation problems),
лагранжевых релаксаций (lagrangian rela-
xation problems). Одним из основных направ-
лений этих исследований является выделение
специальных подклассов квадратичных
задач, для которых релаксации позволяют
найти значение глобального экстремума, а
возможно и саму точку глобального
экстремума  [1 – 8].
В работе [1] рассмотрен класс невы-
пуклых сепарабельных задач квадратичной
оптимизации, под которыми понимались
задачи с целевой функцией в виде функции
максимума p  квадратичных функций при q
квадратичных ограничениях-неравенствах:
*
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       , (1)
1( ) 0
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i j j jg x x B x b x     , 1, ,j q  , (2)
где iA , 1, ,i p  , и jB , 1, ,j q  –
симметричные матрицы размерностью n n
с одинаковыми собственными векторами;
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ia , 1, ,i p  ,  и jb , 1, ,j q  , – n -мерные векторы, i , 1, ,i p  , и j ,
1, ,j q  , – вещественные числа. Для решения задачи (1) – (2) в [1] построена
ее SOCP-релаксация и получено достаточное условие, когда она будет точной,
т. е. *SOCPf f  (значения глобальных экстремумов исходной задачи и ее SOCP-
релаксации совпадают).
Теорема 1 [теорема 2.1, 1]. Если в задаче (1) – (2) множество
1 2 1 2( , , , , , , , )p qE f f f g g g   выпукло и замкнуто, то *SOCPf f . ■
Множество 1 2 1 2( , , , , , , , )p qE f f f g g g   в формулировке теоремы 1 опреде-
ляется следующим образом
1 2 1 2( , , , , , , , )p qE f f f g g g  
{( , ) : ( ) , 1, , ,p q n i iy z R R x R such that f x y i p       
( ) , 1, , }j jand g x z j q   .
Условие точности, сформулированное в виде теоремы 1, достаточно
жесткое. Поэтому далее предлагается исследовать точность другого подхода для
решения задачи (1) – (2) – построение эквивалентной квадратичной постановки
для задачи (1) – (2) и нахождение для этой постановки двойственной оценки *
[2] (лагранжева релаксация по всем ограничениям). Хотя вычисление
двойственной оценки сложнее, чем решение SOCP-задачи, ее значение, как
правило, более точное по отношению к *f , и, что более интересно в данном
случае, для нее можно сформулировать достаточное условие нулевого разрыва
двойственности (т. е. условия, когда * *f  ), не зависящее от знаков
собственных чисел матриц iA , 1, ,i p  , и jB , 1, ,j q  , существенно
влияющих на выпуклость множества 1 2 1 2( , , , , , , , )p qE f f f g g g  , на которой
базируется теорема 1.
Для получения двойственной квадратичной оценки заменим исходную
задачу (1) – (2) очевидной эквивалентной квадратичной экстремальной задачей
1
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i i ix A x a x t   , 1, ,i p  ,                             (4)
1 0
2
T T
j j jx B x b x    , 1, ,j q  ,                                  (5)
которую и будем исследовать в данной работе. Учитывая, что все матрицы
задачи имеют одинаковые собственные числа, без ограничения общности можно
считать, что они имеют диагональный вид:
1 2( , , , )i i i inA diag A A A  , 1, ,i p  ,
1 2( , , , )j j j jnB diag B B B  , 1, ,j q  ,
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где ikA , 1, ,i p  , 1, ,k n  , и jkB , 1, ,j q  , 1, ,k n  , – вещественные
числа.
В работе [3] для квадратичной экстремальной задачи общего вида
* *
0 0( ) inf ( )nx T Rf f x f x   ,                                           (6)
где { : ( ) 0, , ( ) 0, }LQ EQi iT x f x i I f x i I     , ( ) T Ti i i if x x A x b x c   ,
{0} LQ EQi I I   , – квадратичные функции в n -мерном пространстве,
LQ EQm I I  , сформулирован критерий получения точной двойственной
оценки *  ( * *f  ), которая определяется следующим образом [2]:
 * *sup ( ) inf ( , )nm x Ru R u L u x f     ,                                   (7)
при ограничениях
( ) 0A u  ,
{ : 0, , }LQ miu U u u i I u R
     ,
где ( , ) ( ) ( ) ( )T TL u x x A u x b u x c u   – функция Лагранжа для задачи (6),
0
1
( )
m
i i
i
A u A u A

  , 0
1
( )
m
i i
i
b u b u b

  , 0
1
( )
m
i i
i
c u c u c

  , LQ EQm I I  , 0A 
( 0A ) обозначает неотрицательно (положительно) определенную матрицу A .
Для того, чтобы сформулировать этот критерий введем обозначение  для
множества граничных точек множества { : ( ) 0, }mu A u u R  ,
удовлетворяющих условию 0iu  , LQi I , и определим для каждого u 
множество
( ) { : ( ) 0, {1,..., }},jJ u j u j n   
где ( )j u , {1,..., }j n – собственные числа матрицы ( ).A u Обозначим ( )j u –
собственные вектора, соответствующие собственным числам ( ).j u
Теорема 2 [9]. Если существуют такой вектор p  и такое положительное
число 0,   что для любого (0, ) 
u   ( )j J u   такое, что 0
1
( )( ) 0,
m
T
j i i
i
u b u b p

      (8)
то двойственная оценка *  (7) для квадратичной экстремальной задачи (6)
точная ( * *f  ). Причем, если условие (8) выполняется при 0p  , то вектор
* * 1 * *( ) ( ) ( ) / 2x x u A u b u  
решения задачи (7) является и решением задачи (6). ■
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Воспользуемся теоремой 2 для исследования случаев, когда для
квадратичной задачи (3) – (5), которая эквивалентна рассматриваемой в данной
работе невыпуклой сепарабельной задаче (1) – (2), двойственный подход гаран-
тирует нахождение оптимального значения ее целевой функции (т. е. когда
* *f  ).
Функция Лагранжа задачи (3) – (5) равна
1 1
1 1( , , , )
2 2
p q
T T T T
i i i i j j j j
i j
L x t u v t v x A x a x t u x B x b x
 
                   
1
1 ( , ) ( , ) ( , )
p
T T
i
i
v t x A u v x b u v x c u v

        ,
где
1 1
1( , ) , 1,...,
2
p q
i ik j jk
i j
A u v diag v A u B k n
 
           ,
1 1
( , )
p q
i i j j
i j
b u v v a u b
 
   ,
1 1
( , )
p q
i i j j
i j
c u v v u
 
     ,
, 0u v  .
По переменной t  квадратичный член отсутствует. Поэтому точки эффективного
множества должны удовлетворять условию равенства нулю коэффициента при
линейном  члене по t  (иначе решение внутренней задачи равно  )
1
1
p
i
i
v

 .
При выполнении этого условия переменная t  «исключается» из задачи нахож-
дения двойственной оценки и далее будем «работать» с функцией ( ,0, , )L x u v
(по этой причине и матрица ( , )A u v , и вектор ( , )b u v  были выписаны только из
расчета переменных x ).
Все собственные векторы матрицы ( , )A u v  направлены по координатным
осям и не зависят от двойственных переменных, а собственные числа равны
1 1
1( )
2
p q
k i ik j ik
i j
u v A u B
 
       , 1,k n .
Таким образом, для задачи (3) – (5)
1,...,n 1 1 1
( \ ) , : min 0; 1; , 0
p q p
i ik j jk ik i j i
D D U u v v A u B v u v     
                  .
Путем подстановки в неравенство условия (8) при 0p   соответствующих
значений параметров задачи (3) – (5) имеем
1 1
( , ) ( , ) 0,
p q
T T
k k i i j j
i j
u v b u v e v a u b
 
       
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где ( )k ku e  , 1,k n , – собственные векторы матрицы ( , )A u v , ke – n-мерный
вектор, k-я компонента которого равна единице, а остальные равны нулю.
Таким образом, условие (8) при 0p   для задачи (3) – (5) примет вид
1,...,n 1 1 1
, : min 0; 1; 0
p q p
i ik j jk ik i j i
u u
u v v A u B v
v v   
                        
( , )k J u v   такое, что
1 1
0
p q
T
k i i j j
i j
e v a u b
 
      . (9)
Пусть для некоторого ( \ )
u
D D U
v
    

  равно нулю k
 -е собственное чис-
ло матрицы ( , )A u v :
1,...,n 1 1 1 1
min 0
p q p q
i ik j jk i jik jkk i j i j
v A u B v A u B    
           . Один из
способов удовлетворить условие (9) – потребовать, чтобы
1 1
0
p q
T
i i j jk
i j
e v a u b
 
       независимо от значения вектора
u
v
   

 . Другими словами,
чтобы k -я координата конической комбинации векторов { , 1, ; , 1, }i ja i p b j q 
никогда не принимала бы значение ноль. Это возможно, когда k -е координаты
всех векторов { , 1, ; , 1, }i ja i p b j q  , одного знака (поскольку , 0u v   ). Таким
образом, обобщая сказанное на все {1,..., }k n ,  получаем, что условие (9)
при 0p   выполняется, если все векторы { , 1, ; , 1, }i ja i p b j q  , расположены
в одном открытом ортанте.
Таким образом, доказан следующий результат.
Утверждение 1. Если { , 1, ; , 1, }i ja i p b j q   в задаче (1) – (2) расположены
в одном открытом ортанте, то значение двойственной оценки задачи (3) – (5)
совпадает со значением ее глобального минимума *f  и точка решения
* 1 * * * *( , ) ( , ) / 2x A u v b u v  .■
О.А. Березовський
ПРО ОДНУ ОЦІНКУ ДЛЯ СЕПАРАБЕЛЬНОЇ МІНІМАКСНОЇ ЗАДАЧІ
КВАДРАТИЧНОЇ ОПТИМІЗАЦІЇ
Досліджуються неопуклі сепарабельні мінімаксні задачі квадратичної оптимізації. Отримано
достатню умову знаходження значення і точки глобального екстремуму задачі даного класу
шляхом знаходження двоїстої оцінки еквівалентної квадратичної екстремальної задачі.
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O.A. Berezovskyi
ON AN ESTIMATE FOR QUADRATIC OPTIMIZATION SEPARABLE MINIMAX PROBLEM
Quadratic optimization non-convex separable minimax problems are studied. We obtain a sufficient
condition for finding the value and the point of the global extremum for the problem of a given class
by finding a dual estimate for the equivalent quadratic extremal problem.
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