Abstract-The information-spectrum analysis made by Han for classical hypothesis testing for simple hypotheses is extended to a unifying framework including both classical and quantum hypothesis testing. The results are also applied to fixed-length source coding when loosening the normalizing condition for probability distributions and for quantum states. We establish general formulas for several quantities relating to the asymptotic optimality of tests/codes in terms of classical and quantum information spectra.
I. INTRODUCTION
O NE of the principal aims of information theory is to establish a link between two different kinds of quantities. One is an operational quantity which is defined as the optimal or limiting value of a concrete parameter such as code length, compression rate, transmission rate, convergence rate of error probabilities, etc. The other is an information quantity such as the entropy, divergence, mutual information, etc. Note that the latter, in its definition, is more abstract than the former, and the meaning of the latter is usually clarified by linking it to the former. In the so-called information spectrum method which first appeared in a series of joint papers of Han and Verdú (e.g., [1] , [2] ), the process of establishing such a link is intentionally divided into two parts by introducing a third kind of quantity-information spectrum, putting it between an operational quantity and an abstract information quantity. This setting allows us to pursue many problems of information theory in their most general forms; see [3] for the whole perspective of the method.
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Digital Object Identifier 10.1109/TIT.2006.889463 crete (finite or countable) 1 set subject to probability distributions (mass functions) and respectively. Note that does not need to be the product set of an , although the notation suggests that the product set is a representative example of . Han [3] , [4] studied the hypothesis testing problem for the simple hypotheses consisting of the general processes and by means of the information spectrum, which is the asymptotic behavior of the random variable (or ) in this case. He succeeded in representing several asymptotic characteristics of hypothesis testing in terms of the information spectrum with no or very few assumptions on the processes. The term 'spectrum' is intended to mean that the scope of the theory covers the general case when the probability distribution of does not necessarily get concentrated at a point, but may spread out, as . The purpose of the present paper is to extend, complement and refine Han's analysis of hypothesis testing from several viewpoints. The biggest motivation comes from the question of how to extend the analysis to quantum hypothesis testing. Following the above setting, we are naturally led to consider the problem of hypothesis testing for the simple hypotheses consisting of two sequences of quantum states and , where and are density operators on a common Hilbert space for each . However, it is by no means obvious whether a similar analysis to that of Han is applicable to the quantum setting. We show in this paper that it is actually possible to extend Han's results by appropriately choosing a quantum analogue of the information spectrum so that both the classical and quantum cases are treated in a unifying framework. Although this does not mean that application to a special class of quantum processes such as independent and identically distributed (i.i.d.) ones immediately yields significant results, it seems to suggest a new approach to studying the quantum asymptotics and to elucidating a general principle underlying classical/quantum information theory.
It should be noted that, even though the statements of our theorems are almost parallel to those for the classical setting, some of the proofs are essentially different from the original proofs of Han. The technique of information-spectrum slicing, which was effectively used in [3] , [4] , [6] to prove several important theorems, consists of a procedure of partitioning a set and does not straightforwardly apply to the quantum setting. We are thus forced to look for another idea for proofs. Fortunately, we have successfully found a way which does not need information-spectrum slicing and is applicable to the quantum setting. Moreover, the new proofs are much simpler than the original ones even in the classical case. This simplification is a byproduct of our attempt to pursue quantum extensions. This paper also contains results such as those of Theorems 4 and 7 which improve the corresponding original theorems when applied to the classical setting. In addition, from the beginning, we treat generalized hypothesis testing in the sense of Han [3] , [4] , namely that the alternative hypothesis can be any nonnegative measure. This enables us to unify hypothesis testing and fixed-length source coding in a natural way.
This paper aims at presenting a unifying framework to treat the classical and quantum generalized hypothesis testing problem in the most general and simplest manner. After presenting the notation in Section II, the concept of information spectrum is introduced in Section III for both classical and quantum cases. In Sections IV, VI and VII, various types of asymptotic bounds on the hypothesis testing problems for classical and quantum general processes are studied, basically following the problem settings and the notation given in [3] , [4] . In Section V we make some observations on Stein's lemma for classical and quantum independent and identically distributed (i.i.d.) processes in the light of the results of Section IV. Applications to the classical fixed-length source coding are presented in Section VIII, and concluding remarks are given in Section IX.
II. A UNIFYING DESCRIPTION OF CLASSICAL AND QUANTUM GENERALIZED HYPOTHESIS TESTING
In this section, we present a common language to treat classical and quantum hypothesis testing and fixed-length source coding in a unifying manner. We begin by considering the classical case. Suppose that we are given a sequence of discrete sets , a sequence of probability measures and a sequence of nonnegative (not necessarily probability) measures , which are represented by mass functions with and . In the usual hypothesis testing problem, both and are probability measures denoted as and . On the other hand, should be taken to be the counting measure on when considering the source coding problem (see [3] , [4] , and is called a test for the hypotheses with the interpretation that the measurement result 0 means the acceptance of the hypothesis .
We define and by the same equations as (1), which turn out to be the error probabilities of the first and second kinds when both and are density operators. We have thus reached a common setting to treat generalized hypothesis testing of classical and quantum systems for which sequences and are given. Note that (2) and (3) always hold for any tests such that . We shall work with this setting throughout this paper.
Remark 1:
Readers who are familiar with the language of operator algebras may immediately extend the setting to a more general one in which we are given a sequence of a certain kind of -algebras containing the identity elements , a sequence of states (linear functionals mapping nonnegative elements to nonnegative numbers and the identity elements to 1) and a sequence of positive weights (linear functionals mapping nonnegative elements to nonnegative numbers or ), with defining . The classical case and the quantum case treated above correspond to (the set of complex-valued bounded functions on ) and (the set of bounded operators on ), respectively. The following notation is introduced in order to represent several variations of error exponents in a unifying manner. Given a sequence of tests such that , let and When is replaced with its complement , we add the superscript to these symbols as , , , etc.
III. INFORMATION SPECTRUM AND LIKELIHOOD TESTS
As mentioned in the introduction, the information spectrum for classical hypothesis testing is the asymptotic behavior of the random variable where is supposed to be subject to the probability distribution . Han [3] , [4] called the divergence-density rate and derived several formulas for representing the asymptotic characteristics of the classical hypothesis testing problem in terms of the information spectrum. Now we are led to the following question; what is the quantum analogue of the information spectrum? At a first glance, it may seem to be natural to consider the quantum observable represented by the self-adjoint operator and its probability distribution under the quantum state . Unfortunately, this line is not directly linked to the hypothesis testing problem. We give up seeking the quantum analogue of , but instead seek that of a likelihood test obeying if if (4) where is an arbitrary real number. Note that there is an ambiguity in this definition of when some satisfies , including two special cases where are the deterministic tests with the acceptance regions and In general may be randomized with an arbitrary probability when the obtained data satisfies . Denoting the characteristic functions of the sets and by and respectively, (4) is rewritten as (5) or equivalently as (6) The family of tests characterizes the information spectrum by .
In order to introduce the quantum analogue of , we need some preliminaries. For a self-adjoint operator on a Hilbert space with the spectral decomposition 2 , where are the eigenvalues and are the orthogonal projections onto the corresponding eigenspaces, we define and These are the orthogonal projections onto the direct sum of eigenspaces corresponding to nonnegative and positive eigenvalues, respectively. The projections and , or more generally , , etc., are defined similarly. We have (7) and for any test on (8) The first inequality is obvious, while the second follows from as
Note that in (7) and (8) can be replaced with or, more generally, with any self-adjoint operator satisfying . Now, in the quantum setting where a sequence of density operators and that of bounded nonnegative self-adjoint operators are given, let be a self-adjoint operator satisfying the same equation as (6) . Since satisfies , it is a test in our sense. Indeed, it is the quantum analogue of the likelihood test introduced by Holevo [7] and Helstrom [8] when is a density operator. Note that (6) is not equivalent to (5) in the quantum case unless and commute. As in the classical case, there is an ambiguity in the definition of , including two special cases and . Some quantities defined in the sequel may depend on a choice of within (6), but this will not cause any essential difference in the theorems represented in terms of these quantities. We sometimes write to mean , suggesting this ambiguity. From (7) and (8), we have (9) and for any test (10) In addition, letting we have
These are rewritten as
and (15) 
where Needless to say, these properties also hold in the classical case. In particular, the inequality (14) in the classical case is the Neyman-Pearson lemma, whose quantum extension was given in [7] , [8] . All the results in the later sections, including the classical ones obtained by Han, are derived only from the inequalities (13) through (16) . This fact may be one of the most important findings of the present paper. Let us see that ( , resp.) is monotonically nondecreasing (nonincreasing, resp.) as a function of ; i.e., if then and
In the classical case, this is obvious because if . In order to show the monotonicity in the quantum case, we invoke (14) to yield These are rewritten as (18) which leads to (17) . This monotonicity will be used implicitly throughout the later arguments. Note that we can assume with no loss of generality the existence of such an , or equivalently the finiteness of , since the inequality is trivial otherwise. Then there exists a positive for which holds for infinitely many 's. Using (14) we have for these 's, which implies that . This proves Equation (24) has thus been verified. We can also prove (25) almost in the same way.
Remark 2: Equation (24) for the classical case was obtained by Han [3] as a slight modification of a result by Chen [9] . Equation (26) was also described in [3] , giving credit to Verdú [10] for the original reference. As was mentioned in [3] and is now obvious from (26) and (27) . A standard proof of the lemma uses a similar argument to the proof of Theorem 1 to reduce (28) to (29) which is equivalent to in probability where are random variables obeying the probability distribution . Now this is a direct consequence of the weak law of large numbers.
Let us turn to the quantum i.i.d. case when and , where and are density operators on a Hilbert space , and define the quantum relative entropy by (e.g., [14] ). The achievability part for (30) which is equivalent to by (20) , was first proved by Hiai and Petz [15] . They showed the existence of a sequence of POVMs on satisfying (31) where denotes the Kullback-Leibler divergence between the probability distributions and . Since follows from the monotonicity of relative entropy, this leads to (32) which is often referred to as the Hiai-Petz theorem. Now it is easy to see that combination of (31) and the the direct part of the classical Stein's lemma leads to (30) as is shown in [15] . Hayashi [16] gave another construction of satisfying (31) based on a representation-theoretic consideration. 3 Inequality (30) can also be proved more directly, not by way of (31), in several different ways as shown in [17] , [18] and Remark 20 of [19] , the last of which also appears in Section III.6 of [20] . Note that these proofs conversely yield the existence of achieving (31) with the help of (35) below. On the other hand, the converse part was first shown in [21] by combining the quantum Neyman-Pearson lemma (14) with the inequality 4 (33) for , where . A simpler proof was given in [22] .
The quantum Stein's lemma has thus been established in the same form as (28) . In the quantum case, (29) is not a ground of (28) , as at present we do not have a quantum version of the law of large numbers which directly applies to (29) (even though only the inequality follows immediately from (33)). Instead, (29) should be regarded as a consequence of (28). So we restate it as a theorem. 3 More precisely, the papers [15] and [16] showed different theorems, both of which include (31) as a special case; see [16] for details. 4 As a consequence of [20, eq. (2.63)], the inequality of (33) turns out to be true for 8 0. which are density operators (matrices) on . The relative entropy in this case is . The graph of the function for and is shown in Fig. 1 , where we can see that the slope of the graph around gets steeper with increase of , as (34) suggests. It is noted that drawing the graph requires computing the spectral decomposition of the matrix for each , which is too large to apply a direct method when
. We have applied the theory of irreducible decomposition of the algebra generated by based on the observation made in [16] , [17] , which reduces the problem to finding the spectral decompositions of matrices whose sizes are at most . Details of the algorithm will be reported elsewhere.
Let us make some observations on the quantum Neyman-Pearson test in connection with (31 which gives an example of (31).
Remark 3:
From (36) , and the monotonicity of quantum relative entropy, we obtain the general inequality which has also appeared in [19] .
Remark 4:
Recently an extension of quantum Stein's lemma was reported under the name of "a quantum version of Sanov's theorem" [23] . Relating to this work, let us make some remarks on the relation between Stein's Lemma and Sanov's Theorem (see, e.g., [13] ). These theorems are similar in that both of them represent the convergence rates of some probabilities in terms of relative entropy. Moreover, they are closely related to each other in their logical derivations. Nevertheless, we should note that they have their respective roles in different contexts in general; Stein's lemma is about hypothesis testing and Sanov's theorem is a fundamental theorem in large deviation theory for empirical distribution. We also note that distinction of their roles is indispensable for precise understanding of both the significance of the Neyman-Pearson lemma and that of empirical distributions. Even though the result of [23] has a certain significance from a viewpoint of hypothesis testing, its formulation does not precisely correspond to that of Sanov's Theorem in the classical case. Finding a meaningful and useful quantum extension of Sanov's Theorem is still a challenging open problem. See also Remark 8.
VI. TRADEOFF BETWEEN THE EXPONENTS OF THE FIRST-AND SECOND-KIND ERROR PROBABILITIES
In order to properly evaluate the tradeoff between the error exponents of the first and second kinds for the classical hypothesis testing problem, Han [3] , [4] introduced the following quantity: (38) where the subscript is intended to mean that the quantity concerns exponents. Roughly speaking, the second kind error probability optimally tends to with the rate when the first error probability is required to tend to with or faster. The same definition is applied to our setting including generalized and quantum hypothesis testing problem. We shall give some characterizations to this quantity in the sequel, extending the formula obtained by Han. The following lemma will play an essential role. , and the inequality follows from (14) . The inequality (39) is thus proved. The proof of (40) is similar and omitted. 
Remark 6:
The formula given in the above theorem is valid even in the "singular" case when the set is empty or the entire real line . When the set is empty, we have , although this does not occur in the case when are states (i.e., ). When the set is , we have .
Proof of Theorem 3:
Since and , it is immediate from the definition (38) 
Remark 7:
The formula for the classical hypothesis testing was derived by Han [3] , [4] , using a more complicated argument based on the technique of information-spectrum slicing. Note that this technique consists of a procedure of partitioning a set and does not straightforwardly apply to the quantum setting. [9, Th. 3] was also intended to give a general formula for the tradeoff between the error exponents of the first and second kinds, but its proof contains a gap, and the theorem does not apply to the general case where and may be discontinuous functions; see [4, Ex. 3.6] . Applying these relations to Theorem 3 with some additional calculations, we can derive several single-letterized expressions 5 for (see [3] , [4] , [11] , [13] ), among which are (50)
In the quantum i.i.d. case, on the other hand, we have no explicit formulas for , and at present; see [18] and [20, Sec. 3.4] for some partial results. 6 The mathematical difficulty arising in the study of is closely related to the absence of a "quantum large deviation theorem" applicable to and (cf. Remark 4).
VII. EXPONENTS OF PROBABILITY OF CORRECT TESTING
Suppose that are states (i.e., ) and let be a real number greater than . When the first kind error probability of a sequence of tests tends to with a speed not slower than , the second kind error probability inevitably tends to . In this case, the speed at which the probability of correct testing tends to can be regarded as a measure to evaluate "badness" of . Hence, it is meaningful to investigate the slowest convergence rate of when is required to tend to 0 with or faster. We are thus led to introduce the following quantity:
(51) where Note that is defined for every but is meaningless when since it vanishes for such an .
Han [3] , [4] introduced for the classical hypothesis testing problem and characterized it as (52) where , assuming the two conditions that the limit exists for all and that for any there exists a such that or equivalently
In this section, we provide with a new characterization which needs no extra condition. Having in mind both applicability to source coding problems and consistency with the notation in [3] , [4] , we exchange the roles of and assumed in (2) and (3), so that and (54) are now assumed. Accordingly, the definition of in (1) is changed into together with those of , , and . The arguments below are based on the inequalities (15) and (16), which do not suffer from this change. 
In other words, is a randomized test which rejects the hypothesis with probability when, and only when, the test rejects . Then we have and where the last inequality follows from (15) . These are rewritten as and , and imply (65). We have thus shown that for every and there exists a sequence of tests such that for every and which leads to Proof: Since the first inequality is immediate from Theorem 4 and (76), we only prove the second one. Invoking Theorem 4 again, it suffices to show that, for any satisfying (80 [26] ) obtained a compact expression for in the form (88) with noting that the RHS can be represented as when is sufficiently near .
We also have an expression in the form 7
where is the same function as defined in Remark 8. These expressions can be derived by applying large deviation theorems to Theorem 4 (or to (52) as in [3] , [4] ) (cf. Remark 8) . For the quantum i.i.d. case, it was shown in [21] that inequality (33) , with and exchanged, yields a lower bound on in the same form as the RHS of (89) except that the range of is restricted to 7 To the authors' knowledge, this type of expression for B first appeared in [21] even for the classical case.
(see [22] for a simple derivation). This restriction has been relaxed to just as (89) by [27] and [20, Sec. 3.4] . 8 Some further results on are also found in [20] including a quantum extension of (89) (not a bound but an identity) in terms of a variant of which is defined in a limiting form. 9 Before concluding this section, we introduce the dual of by (90) and provide this with a general characterization, which will be applied to the source coding problem in Section VIII. 
Remark 14:
is the optimal compression rate with asymptotically vanishing error probability and (101), which was originally shown in [1] , means that it always equals the spectral sup-entropy rate . The source is said to have the strong converse property when implies , or equivalently when . As was pointed out in [1] , this property is equivalent to , which is now obvious from (101) and (103). Equation (97) is found in [28] , and (105) in [5] . Although the use of the symbol for different notions, for the counting measures and for the function (106), may be a little confusing, it will be helpful for comparing our results with those of [5] . Han [3] , [5] proved that for any (108) under the assumption that the following limit exists for all :
A general formula for which needs no additional assumption is given below. Remark 16: Although we have treated only classical source coding here, extension to some quantum settings is actually possible. Of the two major coding schemes proposed for the quantum pure sate source coding, namely visible coding and blind coding, the former is less restrictive and hence needs in general a more careful or stronger argument than the latter when showing the converse part of a theorem concerning a limit on all possible codes. The situation is reversed when showing the direct (achievability) part. It is easy to see that the direct parts of Theorems 6 and 7 are straightforwardly extended to visible coding, and that the direct part only of the arguments concerning and in Theorems 6 is applicable to blind coding, while it is not clear whether other bounds in Theorems 6 and 7 are achievable for blind coding. On the other hand, it has been shown in [31] that the inequality which follows from (14) , (94) and (95), can be extended to visible coding just in the same form. Since the converse parts of our theorems are direct consequences of this inequality, they are extended to visible coding, and hence to blind coding as well. We thus have the same formula as Theorem 6 for both visible and blind coding, and Theorem 7 for visible coding. See [31] for details. Hayashi [32] showed that these values , , have other operational meaning. He also treated these values when the quantum information source is given by the thermal state of Hamiltonian with interaction. That is, using this discussion, we can treat the bounds , , in this case.
Remark 17:
Recently, Hayashi [33] clarified the relation between and from a wider view point.
IX. CONCLUDING REMARKS
We have demonstrated that the information-spectrum analysis made by Han for the classical hypothesis testing for simple hypotheses, together with the fixed-length source coding, can be naturally extended to a unifying framework including both the classical and quantum generalized hypothesis testing. The generality of theorems and the simplicity of proofs have been thoroughly pursued and have yielded some improvements of the original classical results.
The significance of our results for quantum information theory is not so clear at present, since our knowledge of the asymptotic behavior of the quantum information spectrum is insufficient even for the i.i.d. case
. Therefore we cannot obtain compact and computable representations of information-spectrum quantities. Nevertheless, the fact that the asymptotic characteristics of quantum hypothesis testing are represented in terms of the information spectrum seems to suggest the importance of studying quantum information theory from the information-spectrum viewpoint. An attempt in this direction is found in [19] , where a similar approach to [2] is made for the general (classical-)quantum channels. As an application the capacity formula for quantum stationary memoryless channels [34] , [35] is provided with a new simple proof by linking it to the quantum Stein's lemma via our Theorem 2.
Finally, we mention some remarkable progresses in related subjects reported after submitting the accepted version of the present paper. The quantum Chernoff bound for symmetric Bayesian discrimination of two i.i.d. states has been established by [36] and [37] . Based on an inequality shown in [37] , it has been proved by [38] that for the quantum i.i.d. case satisfies (cf. (50)) where . After the paper [38] , the opposite inequality has been proved by [39] based on an inequality shown in [36] .
