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a b s t r a c t
The idea of σ -conservative matrices was studied by Schaefer [P. Schaefer, Infinite matrices
and invariant means, Proc. Amer. Math. Soc. 36 (1) (1972) 104–110]. In the present paper,
we apply the Hausdorff measure of noncompactness to obtain the sufficient condition for
a σ -conservative matrix to define a compact operator. Further, we deduce the necessary
and sufficient conditions for some matrix operators on the space Vσ to be compact.
© 2011 Elsevier Ltd. All rights reserved.
1. Background, notations and preliminaries
The Hausdorff measure of noncompactness has various applications in the theory of sequence spaces, one of them is to
obtain necessary and sufficient conditions for matrix operators between BK spaces to be compact. In this section, we give
some related definitions, notations and preliminary results.
1.1. Matrix transformations and compact operators
Byw, we shall denote the space of all complex sequences. If x ∈ w, thenwewrite x = (xk) instead of x = (xk)∞k=1. Also, we
write φ for the set of all finite sequences that terminate in zeros. Further, we shall use the conventions that e = (1, 1, 1, . . .)
and e(n) is the sequence whose only non-zero term is 1 in the nth place for each n ∈ N, where N = {1, 2, 3, . . .}.
Any vector subspace of w is called a sequence space. We shall write ℓ∞, c and c0 for the sequence spaces of all bounded,
convergent and null sequences, respectively. Further, by cs and ℓ1 we denote the spaces of all sequences associated with
convergent and absolutely convergent series, respectively.
The β-dual of a sequence space X is defined by
Xβ = a = (ak) ∈ w : ax = (akxk) ∈ cs for all x = (xk) ∈ X.
Throughout this paper, the matrices are infinite matrices of complex numbers. If A is an infinite matrix with complex
entries ank(n, k ∈ N), then we write A = (ank) instead of A = (ank)∞n,k=1. Also, we write An for the sequence in the nth row
of A, i.e., An = (ank)∞k=1 for every n ∈ N. In addition, if x = (xk) ∈ w, then we define the A-transform of x as the sequence
Ax = (An(x))∞n=1, where
An(x) =
∞−
k=1
ankxk; (n ∈ N) (1.1)
provided the series on the right converges for each n ∈ N.
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For arbitrary sequence spaces X and Y , we write (X, Y ) for the class of all infinite matrices that map X into Y . Thus
A ∈ (X, Y ) if and only if An ∈ Xβ for all n ∈ N and Ax ∈ Y for all x ∈ X .
The theory of BK spaces is the most powerful tool in the characterization of matrix transformations between sequence
spaces.
A sequence space X is called a BK space if it is a Banach space with continuous coordinates pn : X → C(n ∈ N), where C
denotes the complex field and pn(x) = xn for all x = (xk) ∈ X and every n ∈ N [1, p. 61].
The sequence spaces c0, c and ℓ∞ are BK spaces with the same sup-norm given by ‖x‖ℓ∞ = supk |xk|, where the
supremum is taken over all k ∈ N. Also, the space ℓ1 is a BK space with the usual ℓ1-norm defined by ‖x‖ℓ1 =
∑∞
k=1 |xk|
[2, Example 1.13].
If X ⊃ φ is a BK space and a = (ak) ∈ w, then we write
‖a‖∗X = sup
x∈SX
 ∞−
k=1
akxk
 (1.2)
provided the expression on the right exists and is finite which is the case whenever a ∈ Xβ [3, p. 1734], where SX is the unit
sphere in X , i.e., SX = {x ∈ X : ‖x‖ = 1}.
Let X and Y be Banach spaces. Then, we writeB(X, Y ) for the set of all bounded linear operators L : X → Y , which is a
Banach spacewith the operator norm given by ‖L‖ = supx∈SX ‖L(x)‖Y for all L ∈ B(X, Y ). A linear operator L : X → Y is said
to be compact if the domain of L is all of X and for every bounded sequence (xn) in X , the sequence (L(xn)) has a subsequence
which converges in Y . An operator L ∈ B(X, Y ) is said to be of finite rank if dim R(L) < ∞, where R(L) denotes the range
space of L. An operator of finite rank is clearly compact.
Finally, the following known results are fundamental for our investigation.
Lemma 1.1 ([2, Theorem 1.29]). Let X denote any of the spaces c0, c or ℓ∞. Then, we have Xβ = ℓ1 and ‖a‖∗X = ‖a‖ℓ1 for all
a ∈ ℓ1.
Lemma 1.2 ([4, Lemma 2.2(a)]). Let X and Y be BK spaces. Then, we have (X, Y ) ⊂ B(X, Y ), that is, every matrix A ∈ (X, Y )
defines an operator LA ∈ B(X, Y ) by LA(x) = Ax for all x ∈ X.
1.2. The Hausdorff measure of noncompactness
It seems to be quite natural, in view of the fact thatmatrix operators between BK spaces are continuous, to find necessary
and sufficient conditions for the entries of an infinite matrix to define a compact operator between such types of spaces.
This can be achieved in many cases by applying the Hausdorff measure of noncompactness (see for example [5,6]).
LetM be a subset of a metric space (X, d) and ϵ > 0. Then, a subset S of X is called an ϵ-net ofM in X if for every x ∈ M
there exists s ∈ S such that d(x, s) < ϵ. Further, if the set S is finite, then the ϵ-net S of M is called a finite ϵ-net of M , and
we say thatM has a finite ϵ-net in X . A subset of a metric space is said to be totally bounded if it has a finite ϵ-net for every
ϵ > 0.
ByMX , we denote the collection of all bounded subsets of a metric space (X, d). If Q ∈ MX , then the Hausdorff measure
of noncompactness of the set Q , denoted by χ(Q ), is defined by
χ(Q ) = inf

ϵ > 0 : Q has a finite ϵ-net in X

.
The function χ :MX → [0,∞) is called the Hausdorff measure of noncompactness [7, p. 387].
The basic properties of the Hausdorff measure of noncompactness can be found in [8, pp. 14–23]. For example, if Q ,Q1
and Q2 are bounded subsets of a metric space X , then
χ(Q ) = 0 if and only if Q is totally bounded,
Q1 ⊂ Q2 implies χ(Q1) ≤ χ(Q2).
Further, if X is a normed space, then the function χ has some additional properties connected with the linear structure,
e.g.
χ(Q1 + Q2) ≤ χ(Q1)+ χ(Q2),
χ(αQ ) = |α|χ(Q ) for all α ∈ C.
For any sequence x = (xn)∞n=1 ∈ w, let x[r] =
∑r
n=1 xne(n) be the r-section of x(r ∈ N). Then, we have the following result
which shows how to compute the Hausdorff measure of noncompactness in the BK space c0.
Lemma 1.3 ([3, Theorem 3.3]). Let Q ∈ Mc0 and Pr : c0 → c0(r ∈ N) be the operator defined by Pr(x) = x[r] for all x ∈ c0.
Then, we have
χ(Q ) = lim
r→∞

sup
x∈Q
‖(I − Pr)(x)‖ℓ∞

,
where I is the identity operator on c0.
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Moreover, we know by [2, Theorem 1.10] that every z = (zn)∞n=1 ∈ c has a unique representation z = z¯e +
∑∞
n=1(zn −
z¯)e(n), where z¯ = limn→∞ zn. Thus, we define the projectors Pr : c → c(r ∈ N0) by
P0(z) = z¯e and Pr(z) = z¯e+
r−
n=1
(zn − z¯)e(n); (r ∈ N) (1.3)
for all z = (zn)∞n=1 ∈ c with z¯ = limn→∞ zn. In this case, the following result gives an estimate for the Hausdorff measure of
noncompactness in the BK space c.
Lemma 1.4 ([9, Theorem 5(b)]). Let Q ∈ Mc, e(0) = e and Pr : c → c(r ∈ N0) be the projector onto the linear span of
e(0), e(1), e(2), . . . , e(r)

. Then, we have
1
2
· lim
r→∞

sup
x∈Q
‖(I − Pr)(x)‖ℓ∞

≤ χ(Q ) ≤ lim
r→∞

sup
x∈Q
‖(I − Pr)(x)‖ℓ∞

,
where I is the identity operator on c.
The most effective way in the characterization of compact operators between the Banach spaces is by applying the
Hausdorff measure of noncompactness. This can be achieved as follows (see [1, Corollary 1.15] and [2, Theorem 2.25]).
Let X and Y be Banach spaces and L ∈ B(X, Y ). Then, the Hausdorff measure of noncompactness of L, denoted by ‖L‖χ , is
defined by
‖L‖χ = χ(L(SX )) (1.4)
and we have
L is compact if and only if ‖L‖χ = 0. (1.5)
2. Compact operators for σ-conservative matrices
In the present section, we apply the Hausdorff measure of noncompactness to obtain the sufficient condition for a
σ -conservative matrix to define a compact operator.
Let σ be a one-to-one mapping of N into itself such that σ p(n) ≠ n for all p, n ∈ N, where σ p(n) denotes the pth iterate
of σ at n. A continuous linear functional ϕ on the space ℓ∞ is called an invariant mean or a σ -mean if and only if (i) ϕ(x) ≥ 0
for all x = (xn) ∈ ℓ∞ with xn ≥ 0(n ∈ N), (ii) ϕ(e) = 1, and (iii) ϕ(x) = ϕ((xσ(n))) for all x ∈ ℓ∞.
Let Vσ be the set of bounded sequences all of whose invariant means are equal. Then, it is obvious that every σ -mean ϕ
extends the limit functional on the space c , in the sense that ϕ(x) = lim x for all x ∈ c , and hence c ⊂ Vσ (see [10,11]).
For any sequence x = (xn)∞n=1, we write
tpn(x) = 1p+ 1
p−
m=0
xσm(n); (p, n ∈ N),
where σ 0(n) = n for all n ∈ N. Then, we have (cf. [10, p. 77])
Vσ =

x ∈ ℓ∞ : lim
p→∞ tpn(x) = Lx uniformly in n

.
In the special case σ(n) = n+1(n ∈ N), the σ -means are reduced to the classical Banach limits on ℓ∞, and Vσ is reduced
to the space f of almost convergent sequences which was introduced by Lorentz [12].
Remark 2.1. It is known, by Theorem 1 of [13] and its proof, that Vσ is a BK space with the norm ‖ · ‖ℓ∞ , which is a
non-separable closed subspace of ℓ∞.
Remark 2.2. Since c ⊂ Vσ ⊂ ℓ∞, we have ℓ1 = ℓβ∞ ⊂ V βσ ⊂ cβ = ℓ1 and hence V βσ = ℓ1. Therefore, it is natural by (1.2)
and Lemma 1.1 that ‖a‖∗Vσ = ‖a‖ℓ1 for all a ∈ ℓ1.
An infinite matrix A = (ank)∞n,k=1 is said to be σ -conservative if Ax ∈ Vσ for all x ∈ c , and we denote it by A ∈ (c, Vσ ). The
class of σ -conservative matrices has been characterized by Schaefer [11] as follows:
Lemma 2.3 ([11, Theorem 1]). A matrix A = (ank)∞n,k=1 is σ -conservative if and only if
(i) ‖A‖ = supn
∑∞
k=1 |ank|

<∞,
(ii) a(k) = (ank)∞n=1 ∈ Vσ for each k ∈ N, and
(iii) a = ∑∞k=1 ank∞n=1 ∈ Vσ .
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Now, we prove the following
Theorem 2.4. Let A = (ank) be a σ -conservative matrix. Then, we have
0 ≤ ‖LA‖χ ≤ lim sup
n→∞
 ∞−
k=1
|ank|

(2.1)
and
LA is compact if lim
n→∞
 ∞−
k=1
|ank|

= 0. (2.2)
Proof. Let us remark that the expression on the right of (2.1) exists and is finite by Lemma 2.3(i). Wewrite S = Sc , for short.
Since A ∈ (c, Vσ ), we have by Lemma 1.2 that LA(S) = AS ∈MVσ . Thus, we obtain by (1.4) that
‖LA‖χ = χ(AS). (2.3)
We define the operators Pr : Vσ → Vσ (r ∈ N) by Pr(x) = (x1, x2, . . . , xr , 0, 0, . . .) for all x = (xn)∞n=1 ∈ Vσ . Then, we
have
AS ⊂ Pr(AS)+ (I − Pr)(AS); (r ∈ N),
where I is the identity operator on Vσ . Thus, it follows by the elementary properties of the function χ that
0 ≤ χ(AS) ≤ χ(Pr(AS))+ χ((I − Pr)(AS))
= χ((I − Pr)(AS))
≤ sup
x∈S
‖(I − Pr)(Ax)‖ℓ∞
for all r ∈ N. Further, we have for every r ∈ N that ‖(I − Pr)(Ax)‖ℓ∞ = supn>r |An(x)| for all x ∈ c. Therefore, by using (1.1),
(1.2) and Lemma 1.1, we derive that
sup
x∈S
‖(I − Pr)(Ax)‖ℓ∞ = sup
n>r
‖An‖∗c = sup
n>r
‖An‖ℓ1; (r ∈ N).
Thus, we obtain that
0 ≤ χ(AS) ≤ sup
n>r
‖An‖ℓ1; (r ∈ N)
and hence
0 ≤ χ(AS) ≤ lim
r→∞

sup
n>r
‖An‖ℓ1

= lim sup
n→∞
‖An‖ℓ1 .
This and (2.3) yield (2.1). Finally, we get (2.2) from (1.5) and (2.1). This completes the proof. 
It is worth mentioning that the condition in (2.2) is only a sufficient condition for the operator LA to be compact, where
A is a σ -conservative matrix. More precisely, the following example will show that it is possible for LA to be compact while
limn→∞
∑∞
k=1 |ank|
 ≠ 0. Hence, in general, we have just ‘if’ in (2.2) of Theorem 2.4.
Example 2.5. Define the matrix A = (ank) by an1 = 1 and ank = 0 for k > 1(n ∈ N). Then, we have Ax = x1e ∈ Vσ for all
x = (xk)∞k=1 ∈ c and hence A ∈ (c, Vσ ), that is A is σ -conservative. Also, it is obvious that LA is of finite rank and so LA is
compact. On the other hand, we have An = e(1) and hence ‖An‖ℓ1 = 1 for all n ∈ N. This implies that limn→∞ ‖An‖ℓ1 = 1.
3. Compact operators on the space Vσ
In this final section, we establish some identities or estimates for the Hausdorff measures of noncompactness of certain
matrix operators on the space Vσ . Further, we deduce the necessary and sufficient (or only sufficient) conditions for such
operators to be compact.
We may begin with the following lemmas which will be needed in the sequel.
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Lemma 3.1. If the matrix A is in any of the classes (Vσ , c0), (Vσ , c) or (Vσ , ℓ∞), then
sup
n
 ∞−
k=1
|ank|

<∞.
Proof. This obvious by using the fact that (Vσ , c0) ⊂ (c, c0), (Vσ , c) ⊂ (c, c) and (Vσ , ℓ∞) ⊂ (c, ℓ∞). 
Lemma 3.2. If A ∈ (Vσ , c), then we have
αk = lim
n→∞ ank exists for every k ∈ N, (3.1)
α = (αk)∞k=1 ∈ ℓ1, (3.2)
sup
n
 ∞−
k=1
|ank − αk|

<∞. (3.3)
Proof. It is trivial that (3.1) holds, since e(k) ∈ Vσ for all k ∈ N. Further, by combining (3.1) and Lemma 3.1, we have for every
m ∈ N that∑mk=1 |αk| ≤ supn ∑∞k=1 |ank| < ∞ which implies that (3.2) holds. Finally, it follows by (3.2) and Lemma 3.1
that (3.3) holds. This concludes the proof. 
Now, we prove the following result on the Hausdorff measure of noncompactness.
Theorem 3.3. Let A = (ank) be an infinite matrix. Then, we have
(i) If A ∈ (Vσ , c0), then
‖LA‖χ = lim sup
n→∞
 ∞−
k=1
|ank|

. (3.4)
(ii) If A ∈ (Vσ , c), then
1
2
· lim sup
n→∞
 ∞−
k=1
|ank − αk|

≤ ‖LA‖χ ≤ lim sup
n→∞
 ∞−
k=1
|ank − αk|

, (3.5)
where αk = limn→∞ ank for all k ∈ N.
(iii) If A ∈ (Vσ , ℓ∞), then
0 ≤ ‖LA‖χ ≤ lim sup
n→∞
 ∞−
k=1
|ank|

. (3.6)
Proof. Let us remark that the expressions in (3.4)–(3.6) exist by Lemmas 3.1 and 3.2.
We write S = SVσ . Then, we obtain by (1.4) and Lemma 1.2 that
‖LA‖χ = χ(AS). (3.7)
For (i), we have AS ∈Mc0 . Thus, it follows by applying Lemma 1.3 that
χ(AS) = lim
r→∞

sup
x∈S
‖(I − Pr)(Ax)‖ℓ∞

, (3.8)
where Pr : c0 → c0(r ∈ N) is the operator defined by Pr(x) = x[r] for all x ∈ c0. This yields that ‖(I − Pr)(Ax)‖ℓ∞ =
supn>r |An(x)| for all x ∈ Vσ and every r ∈ N. Therefore, by using (1.1), (1.2) and Remark 2.2, we have for every r ∈ N that
sup
x∈S
‖(I − Pr)(Ax)‖ℓ∞ = sup
n>r
‖An‖∗Vσ = supn>r ‖An‖ℓ1 .
This and (3.8) imply that
χ(AS) = lim
r→∞

sup
n>r
‖An‖ℓ1

= lim sup
n→∞
‖An‖ℓ1 .
Hence, we get (3.4) by (3.7).
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To prove (ii), we have AS ∈ Mc . Thus, we are going to apply Lemma 1.4 to get an estimate for the value of χ(AS)
in (3.7). For this, let Pr : c → c(r ∈ N0) be the projectors defined by (1.3). Then, we have for every r ∈ N0 that
(I − Pr)(z) =∑∞n=r+1(zn − z¯)e(n) and hence
‖(I − Pr)(z)‖ℓ∞ = sup
n>r
|zn − z¯| (3.9)
for all z = (zn)∞n=1 ∈ c and every r ∈ N0, where z¯ = limn→∞ zn and I is the identity operator on c.
Now, by using (3.7), we obtain by applying Lemma 1.4 that
1
2
· lim
r→∞

sup
x∈S
‖(I − Pr)(Ax)‖ℓ∞

≤ ‖LA‖χ ≤ lim
r→∞

sup
x∈S
‖(I − Pr)(Ax)‖ℓ∞

. (3.10)
Further, since A ∈ (Vσ , c), we have by combining Lemmas 3.1 and 3.2 thatα = (αk) ∈ ℓ1 and limn→∞ An(x) =∑∞k=1 αkxk
for all x = (xk) ∈ Vσ . Consequently, we derive from (3.9) that
‖(I − Pr)(Ax)‖ℓ∞ = sup
n>r
An(x)− ∞−
k=1
αkxk

= sup
n>r
 ∞−
k=1
(ank − αk)xk

for all x = (xk) ∈ Vσ and every r ∈ N0. Therefore, it follows by (1.2) and Remark 2.2 that
sup
x∈S
‖(I − Pr)(Ax)‖ℓ∞ = sup
n>r
‖An − α‖∗Vσ = supn>r ‖An − α‖ℓ1; (r ∈ N0).
Hence, from (3.10) we get (3.5).
For (iii), we have AS ∈ Mℓ∞ . Thus, we define Pr : ℓ∞ → ℓ∞(r ∈ N) by Pr(x) = (x1, x2, . . . , xr , 0, 0, . . .) for all
x = (xk) ∈ ℓ∞. Then, the proof can be achieved similarly as the proof of Theorem 2.4. 
As a consequence of (1.5) and Theorem 3.3, we have the following corollary:
Corollary 3.4. Let A = (ank) be an infinite matrix. Then, we have
(i) If A ∈ (Vσ , c0), then
LA is compact if and only if lim
n→∞
 ∞−
k=1
|ank|

= 0.
(ii) If A ∈ (Vσ , c), then
LA is compact if and only if lim
n→∞
 ∞−
k=1
|ank − αk|

= 0,
where αk = limn→∞ ank for all k ∈ N.
(iii) If A ∈ (Vσ , ℓ∞), then
LA is compact if lim
n→∞
 ∞−
k=1
|ank|

= 0. (3.11)
Remark 3.5. As we have seen in Example 2.5, it can similarly be shown that the equivalence in (3.11) of Corollary 3.4 does
not hold.
Finally, we conclude this work by noting that the conclusions of our previous results still hold with the space f instead
of Vσ .
References
[1] A.M. Jarrah, E. Malkowsky, Ordinary, absolute and strong summability and matrix transformations, Filomat 17 (2003) 59–78.
[2] E. Malkowsky, V. Rakočević, An introduction into the theory of sequence spaces and measures of noncompactness, Zb. Rad. (Beogr.) 9 (17) (2000)
143–234.
[3] I. Djolović, E. Malkowsky, A note on Fredholm operators on (c0)T , Appl. Math. Lett. 22 (11) (2009) 1734–1739.
[4] I. Djolović, E. Malkowsky, A note on compact operators on matrix domains, J. Math. Anal. Appl. 340 (1) (2008) 291–303.
[5] B. de Malafosse, E. Malkowsky, V. Rakočević, Measure of noncompactness of operators and matrices on the spaces c and c0 , Int. J. Math. Math. Sci.
2006 (2006) 1–5.
1560 M. Mursaleen, A.K. Noman / Applied Mathematics Letters 24 (2011) 1554–1560
[6] B. de Malafosse, V. Rakočević, Applications of measure of noncompactness in operators on the spaces sα, s0α , s
(c)
α , ℓ
p
α , J. Math. Anal. Appl. 323 (1) (2006)
131–145.
[7] E. Malkowsky, V. Rakočević, S. Živković, Matrix transformations between the sequence spaces wp0(Λ), v
p
0(Λ), c
p
0 (Λ)(1 < p < ∞) and certain BK
spaces, Appl. Math. Comput. 147 (2) (2004) 377–396.
[8] R. Çolak, M. Et, E. Malkowsky, Some Topics of Sequence Spaces, Firat Univ. Press, Elazig, 2004.
[9] E.Malkowsky, Compactmatrix operators between some BK spaces, in:M.Mursaleen (Ed.), ModernMethods of Analysis and Its Applications, Anamaya
Publ., New Delhi, 2010, pp. 86–120.
[10] Mursaleen, Some new invariant matrix methods of summability, Quart. J. Math. Oxford Ser. (2) 34 (1983) 77–86.
[11] P. Schaefer, Infinite matrices and invariant means, Proc. Amer. Math. Soc. 36 (1) (1972) 104–110.
[12] G.G. Lorentz, A contribution to the theory of divergent sequences, Acta Math. 80 (1948) 167–190.
[13] J. Boos, D. Seydel, Some remarks on invariant means and almost convergence, J. Anal. 7 (1999) 21–29.
