Given a free action of a group G on a directed graph E we show that the crossed product of C (E), the universal C {algebra of E, by the induced action is strongly Morita equivalent to C (E=G). Since every connected graph E may be expressed as the quotient of a tree T by an action of a free group G we may use our results to show that C (E) is strongly Morita equivalent to the crossed product C0(@T ) G, where @T is a certain 0{dimensional space canonically associated to the tree.
Introduction
The purpose of this paper is to study the free actions of countable groups on directed graphs and their associated C {algebras. In previous work we have shown that given a directed graph E there is a C {algebra C (E) which satis es a certain universal property (see KPR, Theorem 1.2]). If a countable group G acts freely on the vertices of E then by the universal property there is an induced action of G on C (E) . We show that the resulting crossed product C (E) G is strongly Morita equivalent to C (E=G) where E=G is the quotient graph; more precisely C (E) G = C (E=G) K ?`2 (G) . Moreover, given a connected graph E, one can associate in a canonical way a universal covering tree T (cf. H], LS]) together with a group G which acts freely on T (and so is a free group cf. Se]) such that T=G = E. Let @T be the boundary of T, then the action of G on T induces an action of G on @T; applying our earlier results and using the fact that C (T) is strongly Morita equivalent to C 0 (@T) in an equivariant way, we then show that C (E) is strongly Morita equivalent to C 0 (@T) G.
We now brie y describe some of the basic notions we shall be using in this paper: A directed graph E consists of countable sets E 0 of vertices and E 1 of edges, together with maps r; s : E 1 ! E 0 describing the range and source of edges. The graph is row nite if every vertex emits only nitely many edges and locally nite if in addition each vertex receives only nitely many edges. To avoid technical di culties, in this paper we shall assume that every vertex in E emits an edge (i.e. s (E 1 ) = E 0 ). Given a directed graph E, a representation of E consists of a set fP v : v 2 E 0 g of mutually orthogonal projections and a set fS e : e 2 E 1 g of partial isometries satisfying S e S e = P r(e) = X s(f)=r(e) S f S f for each e 2 E 1 ;
(1) (for more details see KPR, x1]). In KPR, Theorem 1.2] we showed that there is a universal C {algebra denoted C (E) which is generated by non{zero partial isometries and projections satisfying (1). Much of our analysis of C (E) is done by using a groupoid model for C (E) which was developed in KPRR]: Following R, xIII.2] in KPRR, x2] we use the shift{tail equivalence relation on the space E 1 of all in nite paths in a row{ nite directed graph E to construct a locally compact, second countable, r{discrete groupoid G E whose unit space G
E may be identi ed with E 1 . By KPR, Remark 1.3] if E is row nite then C (E) = C (G E ) and we shall identify these C {algebras without comment throughout this paper.
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2.4]).
This paper is organised as follows: in the second section we consider a labelling of the edges of a graph F by elements of a countable group G, that is, a function c : F 1 ! G. This allows us to de ne a skew{product graph F(c) in analogy with a skew{product groupoid (see R, I.1.6] ). In the third section we discuss the notion of the free action of a countable group G on the vertices of a directed graph E, the quotient E=G then has the structure of a directed graph. These two constructions are linked in the following way: if c : F 1 ! G is a function then G acts freely on F(c) with F(c)=G = F, secondly if G acts freely on E then there is a function c : (E=G) 1 ! G such that (E=G)(c) = E (this isomorphism is G{equivariant). Therefore it may be appropriate to regard E as the graph theoretical analog of a principal G{bundle over E=G (and c may be regarded as the analog of a G{valued cocycle that provides patching data). The action of G on E induces a natural action on the associated C {algebra so that the crossed product is strongly Morita equivalent to the C {algebra of the quotient graph (by analogy with Green's Theorem G, Theorem 14]). Combining Corollaries 2.5, 3.9 and 3.10 we have the following result:
1.1 Theorem: Let E be a locally nite directed graph and suppose that : G ! Aut (E) is a free action of a countable group G on the vertices of E. Then
where also denotes the induced action of G on C (E); moreover if G is abelian then there is an action of b G on C (E=G) such that C (E) = C (E=G) b G; and under this isomorphism is identi ed with b .
In the nal section we rstly show in 4.3 that the C {algebra of a row nite directed tree T is strongly Morita equivalent to C 0 (@T) where @T is the boundary of T, a 0{dimensional space obtained as the quotient of the in nite path space T 1 . Then for a connected directed graph E by choosing a base vertex ? 2 E 0 and considering the collection of undirected paths beginning at ? we construct the universal covering tree T = (E; ?) of E, in analogy with the universal covering space of a path{connected topological space. The fundamental group G of the graph E, which consists of undirected loops at ?, acts freely on T in such a way that T=G = E. The action of G on T induces an action of G on @T, the boundary of T. Since the equivalence of C (T) and C 0 (@T) is G{equivariant, we obtain (see Lemma 4.10 and Corollary 4.14):
1.2 Theorem: Let E be connected row nite directed graph, then C (E) is strongly Morita equivalent to C 0 (@T) G where @T is the boundary of the universal covering tree T of E and G is the fundamental group of E based at the vertex used to construct T. Moreover G is a free group, and if E 0 is nite then G = F n where n = jE 1 j ? jE 0 j + 1. Earlier results of this type are to be found in ETW, Sp, SZ] : The Toeplitz extension of O n arising in the Fock space construction was shown to be a crossed-product by a free semigroup in ETW]. In Sp], certain Cuntz-Krieger algebras are exhibited as crossed products of unital abelian C*-algebras by free products of cyclic groups | the action arises as a boundary action. Other results of this nature may be found in SZ].
Skew Product Graphs
In this section G shall always be a countable group, and E a row{ nite directed graph unless otherwise stated. The set of paths in E of length j j = k is denoted E k and the nite path space is denoted E the maps r; s extend naturally to E . A path 2 E with j j 1 is said to be a loop if r( ) = s( ). The shift tail equivalence relation for x; y 2 E 1 , the in nite path space, is given by x k y if and only if there is an N 1 and k 2 Z such that x i = y i+k for i N. The groupoid G E then consists of triples (x; k; y) such that x k y in E 1 , for more details see KPRR, x2]. 2.1 De nitions: Let E be a directed graph, and c : E 1 ! G be a function. We may then form the skew product graph E(c) = (G E 0 ; G E 1 ; r; s) where r(g; e) = (gc(e); r(e)) and s(g; e) = (g; s(e)):
Let E; F be two directed graphs, the cartesian product graph is de ned to be E F = ( ; r; s) where r(e; f) = (r(e); r(f)) and s(e; f) = (s(e); s(f)).
In the literature (see GT, x2.2 .1]) E(c) is sometimes referred to as a \derived graph" (the graph together with labelling, c : E 1 ! G, is referred to as a \voltage graph"). Since every vertex in E emits an edge it follows from (2) that every vertex in E(c) emits an edge and so by KPR, Remark 1.3] we may identify C (G E(c) ) with C (E(c) , then E(c) is the disjoint union of jGj isomorphic copies of E. We may extend the de nition of c to E by de ning c(w) = 1 G for w 2 E 
for i = 1; : : :; n ? 1. Set = (e i ) n i=1 2 E n ; it follows from (3) that g i is completely speci ed by g 1 and c(e 1 ); : : :; c(e i?1 ) so we may identify E(c) n with G E n by (g i ; e i ) n i=1 7 ! (g 1 ; ), where r(g; ) = (gc( )); r( )) and s(g; ) = (g; s( )). Continuing in this way we may identify E(c) 1 with G E 1 by (g i ; x i ) 1 i=1 7 ! (g 1 ; (x i ) 1 i=1 ). 
we may deduce that x = z k z = y in E 1 where j j = N and g 1 c( ) = h 1 c( ) in G. Suppose that x = z k z = y in E 1 and gc( ) = hc( ) if we de ne x 0 = (g; x) and y 0 = (h; y) then by (4) we may see that x 0 i = y 0 i+k for i j j and so x 0 k y 0 in E(c) 1 . Observe that if x k y and y `z then without loss of generality x = t, y = t, z = t, where t 2 E 1 , j j ? j j = k and j j ? j j =`, theñ c((x; k; y)(y;`; z)) =c(x; k; z) = c( )c( ) ?1 = c( )c( ) ?1 c( )c( ) ?1 =c(x; k; y)c(y;`; z); and soc is a homomorphism. Sincec is locally constant it is evidently continuous.
2 Proof: Consider the map : G E (c) ! G E(c) given by ( x; k; y]; g) = (x 0 ; k; y 0 ) where x 0 = (g; x) and y 0 = (gc( x; k; y]); y); note that x 0 k y 0 in E(c) 1 from 2.3, and so (x 0 ; k; y 0 ) 2 G E(c) . For (( x; k; y]; g); ( y;`; z]; gc( x; k; y]))) 2 G E (c) (2) we have ( x; k; y]; g) ( y;`; z];gc( x; k; y])) = (x 0 ; k; y 0 )(y 0 ;`; z 0 ) where z 0 = (gc( x; k +`; z]); z) = (x 0 ; k +`; z 0 ) = ( x; k +`; z]; g); hence is multiplicative. It is then straightforward to show that is bijective and preserves composability, so it is an isomorphism of groupoids. 2 2. 
Proof: Since C (E) is de ned to be the universal C {algebra generated by the S e subject to (1) and preserves 2.6 Proposition: Let E be a directed graph, then C (Z E) = C (E) T is an AF algebra. Moreover, C (E) belongs to the bootstrap class N.
these relations it is clear that it de nes an action of b G on C (E). One checks that is given by the cocyclec in the sense that if f 2 C c (G E ) C (E) then ( f)( ) = h ;c( )if( ). >From 2.4 C (G E(c) ) = C (G E (c)), it then su ces to show that this latter C {algebra is a crossed product of C (G E
Proof: We claim that Z E has no loops: by 2.3 any nite path 0 2 (Z E) k is of the form 0 = (a; ) for some a 2 Z and 2 E k . Suppose 0 2 (Z E) k is a loop then r( 0 ) = s( 0 ) and so a = a + k, which means that k = 0 but j 0 j = k 1 which gives us a contradiction. Hence by KPR, Theorem 2.4] and 2.5 C (E) T is an AF algebra. By the Takesaki-Takai duality theorem (see P, Theorem 7.9.3]) one has:
we see that C (E) is strongly Morita equivalent to the crossed product of an AF algebra by a Z{action. Since the bootstrap class N contains all type I C {algebras is closed under inductive limits and crossed products by Z, C (E) is in N. 2 2.7 Note: Let E be a directed graph and c : E 1 ! G a function. Given 2 E , then (g; ) is a loop in E(c) if and only if is a loop in E and c satis es a Kircho condition on , that is c( ) = 1 G . It follows that C (E(c)) is an AF algebra i c( ) 6 = 1 G for every loop 2 E .
Proposition: Let E be a directed graph such that every vertex receives an edge then C (Z E) is strongly
Morita equivalent to the xed point algebra C (E) .
Proof: Firstly we show that C (G Z E ) is strongly Morita equivalent to C (R) where R denotes the reduction of the groupoid G Z E to the clopen set N = f(0; x) : x 2 E 1 g. It su ces to show that R is full reduction of G Z E ( MRW, Theorem 2.8]); but this follows immediately from the fact that S = f(0; v) : v 2 E 0 g is co nal in Z E since every vertex in E receives an edge.
Next we show that the groupoids R andc ?1 (0) are isomorphic wherec : G E ! Z is given byc(x; k; y) = ?k. Since (x 0 ; k; y 0 ) 2 R if and only if x 0 = (0; x), y 0 = (0; y) and k = 0 (see 2.3), we may de ne : R !c ?1 (0), by (x 0 ; 0; y 0 ) = (x; 0; y), where x; y 2 E 1 . One easily checks that is a groupoid isomorphism and hence induces an isomorphism of the corresponding C {algebras.
Finally, by adapting PR, Lemma 2.2.3] we may also show that C (c ?1 (0)) is isomorphic to C (E) . 2 More generally, suppose that G is an abelian group, and c : E 2.12 Notes: (1) By R, I.4.14] it follows that E is c{co nal if and only if E is co nal and the asymptotic range of the induced cocyclec on G E at x exhausts G (i.e. R x 1 (c) = G) for all x 2 E 1 .
(2) If E 0 is nite, every vertex receives an edge and c(e) = 1 for all e 2 E 1 then c{co nality is equivalent to E being aperiodic, in the sense that there is a k 1 such that for every u; v 2 E 0 we have 2 E k such that s( ) = u, r( ) = v. No graph with E 0 in nite can be aperiodic (recall that we have assumed that E is row-nite). (3) Now suppose that E satis es condition (L) of KPR, x3] (that is, each loop has an exit); it follows that E(c) also satis es condition (L). Hence, by KPRR, Corollary 6.8] C (E(c)) is simple i E is c{co nal (note that if a directed graph is co nal, condition (L) is equivalent to condition (K) of KPRR, x6]). In particular, if c(e) = 1 for all e 2 E 1 and E is c{co nal then C (Z E) is simple, as is the xed point algebra C (E) (cf. CK, p.253] ).
Groups acting on directed graphs
The following ideas and concepts are adapted from GT, x1. . To keep our notation simple we will often omit the superscript on graph morphisms. A graph morphism f : E ! F is said to have the unique path lifting property if given u 2 E 0 and e 2 F 1 with s(e) = f(u), then there is a unique e 0 2 E 1 such that s(e 0 ) = u and f(e 0 ) = e. There is a natural notion of isomorphism of directed graphs; the group of automorphisms of a graph E is denoted Aut (E) . Let E be a directed graph and G a countable group, then G acts on E if there is a group homomorphism g 7 ! g 2 Aut (E) . The action of G on E is called free if acts freely on the vertices, that is if g v = v for any v 2 E 0 then g = 1 G . Note that in this case the action of G is also free on the edges of E.
3.1 Lemma: Let E be a row nite directed graph and : G ! Aut (E) be an action, then there is an induced action (which we also denote ) of G on G E by homeomorphisms which is free if is.
Proof: Let : G ! Aut (E), then G acts on E and E 1 by de ning ( g x) i = g x i for all i. It is easy to check that the action of G on E 1 preserves shift tail equivalence, since x k y if and only if g x k g y for x; y 2 E 1 . Hence G acts on G E by de ning g (x; k; y) = ( g ; k; g y), and then ?1 g = g ?1 ; moreover for each g 2 G, g is a homeomorphism since g Z( ; ) = Z( g ; g ) for ; 2 E . An action : G ! Aut (E) as above also induces an action of G on C (E) which, to simplify notation, we denote . One has g (S e ) = S g(e) . We show below (see 3.10) that if G acts freely on E, then C (E) G = C (E=G) K ?`2 (G) :
3.2 Examples: (1) If G is a group with generators g 1 ; : : :g n , then G acts naturally on its Cayley graph E G by: 0 g (h) = gh and 1 g (h; g i ) = (gh; g i ), for all g; h 2 G and i = 1; : : :; n. The action is clearly free, and transitive on the vertices of E G (see GT, Theorem 1.2.5]). In fact it is easy to see that E G =G = B n ; which from 2.10(1) is a special case of (2) an exit, and every vertex in E connects to a loop. To show that C (F) is purely in nite it su ces to show that every vertex connects to a loop with exit (for then every loop has an exit). Given u 2 F 0 , then since f is surjective there is v 2 E 0 with f(v) = u. By the theorem v connects via 2 E to a loop 2 E with exit; without loss of generality we may assume that has an exit d 6 = 1 at s( ). Since f is a graph morphism f( ) is a loop in F ; moreover, by the unique path lifting property f(d) 6 = f( 1 ). Hence the loop f( ) 2 F has an exit and so u connects via f( ) to a loop f( ) with exit.
Recall from 2.7 that every loop in E(c) is of the form (g; ) where 2 E is a loop with c( ) = 1 G . By hypothesis 2 E has an exit, and so from (2) (g; ) 2 E(c) has an exit. Since every w 2 E 0 connects via to a loop we may see that every (g; w) 2 E(c) 0 connects via (g; ) 2 E(c) to a loop (gc( ); ) 2 E(c) . Hence by KPR, Theorem 3.9] we may deduce that C (E(c)) is purely in nite. 2 3.5 Corollary: Let E be a locally nite graph such that C (E) is purely in nite (i) if a countable group G acts freely on E, then C (E=G) is purely in nite; (ii) if c : E 1 ! G is a function where G is a countable group in which every element has nite order, then C (E(c)) is purely in nite.
Proof: For (i) observe that the quotient map q : E ! E=G is a surjective graph morphism with the unique path lifting property. For (ii) observe that if 2 E is a loop and c( ) has order n in G then c( n ) = 1 G and so every vertex in E connects to a loop 2 E with c( ) = 1 G . 2 3.6 Notes: (1) The pair F, and c : F 1 ! Z given in 2.2 satisfy the hypotheses of 3.4(ii).
(2) From 3.2(2) and 3.4(i) given a directed graph E, and a function c : E 1 ! G such that C (E(c)) is purely in nite then C (E) is purely in nite. However the converse is not true: if C (E) is purely in nite then C (E(c)) is not necessarily purely in nite { for any graph E, Z E has no loops (see graphs E and Z E in 2.2). For our next result we need the following fact about groupoids which is certainly well known; as we were unable to nd an explicit reference we provide a proof (cf. R, Proposition I.1.8 (i)]):
3.7 Proposition: Let G be an amenable r-discrete groupoid and c : G ! G be a continuous 1{cocycle, where G is a countable group, and let be the action of G on G(c) given by (see R, p.9]):
where x 2 G and a; b 2 G. Then (G) ; where also denotes the action induced on C (G(c)).
Proof: By standard arguments C (G(c)) G = C (G(c) G) (G) where denotes the action on C (E(c)) induced by the natural action of G on E(c) (see eq. (5) Proof: Comparing (5) and (6) one sees that and the action induced by are identical on G E(c) and thus on C (E(c)); the rst result follows by applying 3.7. The second assertion follows from the identi cation C (E(c)) = C (E) b G in 2.5 (see R, II.5.7] we formally denote the reverse edge by e where s(e) = r(e) and r(e) = s(e). The set of reverse edges is denoted E 1 ; it is then natural to de ne e = e for e 2 E 1 . A walk in E is then a sequence a = (a 1 ; : : :; a n ), which we write a = a 1 a n , where a i 2 E 1 E 1 are such that r(a i ) = s(a i+1 ) for i = 1; : : :; n ? 1; we write s(a) = s(a 1 ) and r(a) = r(a n ). It will be convenient to regard a vertex as a trivial walk. A walk a = a 1 a n is said to be reduced if it does not contain the subword a i a i+1 = ee for any e 2 E 1 E
1 . The set of reduced walks in E is denoted E rw . For a = a 1 a n 2 E rw the reverse walk is written a := a n a 1 ; henceforth, for a; b 2 E rw with r(a) = s(b), ab will be understood to be the reduced walk obtained by concatenation and cancellation (for example if a = be for some b 2 E rw then ae = b). We adopt the convention that reduced walks in E are denoted by a; b; : : :, whereas paths in E are denoted ; ; : : :.
The directed graph E is said to be connected if given any two distinct vertices in E, there is a reduced walk between them. A directed graph T is a tree if and only if there is precisely one reduced walk between any two vertices. We de ne the boundary of a tree to be the quotient of the in nite path space by shift tail eqivalence: If x k y in T 1 then there is only one such k 2 Z with this property since T is a tree and so we may write the elements of G T as (x; y). Since the equivalence relations: corresponding to shift tail equivalence and R( ) corresponding to the local homeomorphism : T 1 ! @T, are identical on T 1 we may obtain the next result from K, x4]. We include the details since they will be useful later. f(x; y)g(y);
where f 2 C c (G T ) and g 2 C c (T 1 ). There is a C c (G T ){valued inner product on C c (T 1 ) de ned for (x; y) 2 G T by hf; gi Cc(GT ) (x; y) = f(x)g(y)
for f; g 2 C c (T 1 ). One may also check that this inner product has all the necessary properties. Let X be the completion of C c (T 1 ) in the norm arising from h ; i C0(@T) ; it follows that X is a C (T) 
is a reduced walk in T from a to b. Suppose that d is another walk in T from a to b. Since a; b 2 E rw (?) in order that s(d) = a and r(d) = b the walk d must at least contain the undirected edges in the reduced form of the right hand side of (9) and a 2 F rw with s(a) = p(u), then there is a uniqueã 2 E rw such that s(ã) = u and p(ã) = a. Note that for any directed graph E and function c : E 1 ! G the natural projection E(c) ! E is a covering map. Equivalently, if G acts freely on E then the quotient map q : E ! E=G is a covering map. 4.8 Lemma: Let E be a connected directed graph and T as above then p : T ! E de ned by p 0 (a) = r(a) and p 1 (a; e) = e for e 2 E 1 is a covering map. Moreover, T is a universal cover of E in the sense that if q : W ! E is another covering map, then there is a graph morphism ' : T ! W such that p = q'. Moreover, ' is surjective if and only if W is connected. 4.9 Example: Now in 2.2, E is a covering graph for F and so by the above lemma and 4.6 it has the same universal covering tree, namely E F2 . Hence we may refer to T as the universal covering tree of E. Let G = fa 2 E rw (?) : r(a) = ?g then G forms a countable group under concatenation. G acts naturally on T by de ning 0 g a = ga, and 1 g (a; e) = (ga; e) for g 2 G. We refer to G as the fundamental group of E (if E is connected the isomorphism class of G = 1 (E; ?) is independent of the choice of basepoint). Proof: It is routine to check that the i g for i = 0; 1 and g 2 G satisfy the requisite properties and so (G) Aut (T). Suppose a 2 T 0 is such that ga = a, then as a; g 2 E rw we must have that g = 1 G = r(?) 2 E rw , and so the action of G on T is free. is well{de ned since r(ga) = r(a). Similarly, for (a; e)] 2 (T=G) 4.15 Remarks: (1) An equivalent result which does not use the universal covering tree construction can be proved as follows: let E be a graph and ? be the free group with generators e for e 2 E 1 then we may de ne c : E 1 ! ? by c(e) = e (cf. QR, x6]). The skew product graph F = E(c) is then a forest (i.e. a disjoint union of trees). As before C (F) is strongly Morita equivalent to C 0 (@F), the result then follows since the natural equivalence bimodule is equipped with a ?-action which is compatible with the ?-action on F and the induced action on @F.
(2) We may also use Theorem 2.8 of MRW] to prove the above Corollary directly | we sketch the proof that T 1 may be endowed with the structure of an equivalence between the transformation groupoid @T G and G E (see MRW, De nition 2.1]). First, we require maps from T 1 to the unit spaces of the two groupoids: for the rst map take the quotient map : T 1 ! @T and for the second take : T 1 ! E 1 to be the quotient map by the action of G (note (x) = (p(x 1 ); p(x 2 ); : : :) where p : T ! E is the covering map). We endow T 1 with a left action by @T G so that it becomes a left principal @T G{space over E 1 (via ) and a right action by G E so that it becomes a right principal G E {space over @T (via ) . The left action (@T G) T 1 ! T 1 is de ned by (( x]; g); x) 7 ! gx where x] = (x) (this is really just the action of G on T 1 ) and the right action T 1 G E ! T 1 is de ned via the unique walk lifting property: if x 2 T 1 and ( z; j j ? j j; z) 2 G E with (x) = z there are unique~ andz so that p(~ ) = , (z) = z and x =~ z; moreover, there is a unique~ so that p(~ ) = , and r(~ ) = r(~ ). The right action is de ned by (x; ( z; j j ? j j; z)) 7 !~ z. In a natural sense this action may be regarded as equivalent to the right action of G T on its unit space and so the quotient by this action is then the orbit space @T.
