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Исследуется стойкость кодового зашумления к статистическому анализу
многократно перехваченных сообщений. Приведено структурное описание мо-
дели исследуемой схемы защищенной передачи данных и построена информа-
ционно-аналитическая модель наблюдателя. Получена оценка объема однород-
ной выборки перехваченных сообщений, необходимого для различения двух
конкурирующих гипотез о посланном информационном сообщении с заданны-
ми вероятностями ошибок первого и второго рода.
Введение и постановка задачи. Организация защищенного канала связи в
условиях присутствия наблюдателя традиционно выполняется путем обратимого
симметричного криптографического преобразования передаваемых сообщений с ис-
пользованием секретных ключей. Формально такую схему защищенной передачи
информации можно представить как шифрование сообщения x на секретном ключе
k с последующей передачей соответствующего шифрзначения y по открытому ка-
налу Σ1, а секретного ключа k по закрытому (секретному) каналу Σ2. Секретный
ключ может выбираться заново для очередного сообщения, либо же быть посто-
янным для серии подряд передаваемых сообщений. Стойкость конкретного шифра
обычно оценивается при допущении известности наблюдателю схемы шифрования,
полной доступности открытого канала Σ1 для исследования и отсутствия доступа
к секретному каналу Σ2. Кроме этого, в случае определения используемого секрет-
ного ключа, может предполагаться доступность шифрующего модуля или расшиф-
ровывающего модуля легитимных абонентов. Проектировщики шифров стремятся
создать такое криптографическое преобразование, при котором, в частности, отме-
ченные допущения не позволяли бы на практике успешно осуществить криптогра-
фическую атаку [1]. Как правило, современные шифры при фиксированной длине
ключа k используют не одно преобразование, а набор разнородных преобразований,
110
О стойкости кодового зашумления к статистическому анализу ... 111
таких как, например, подстановки и перестановки, которые в целом и определяют
криптографическое преобразование шифра. Использование разнородных преобра-
зований связано с необходимостью максимально усложнить, в частности, статисти-
ческую зависимость между открытым текстом x и шифрзначением y [1],[2].
На практике отмеченные выше допущения, в частности относительно полной
доступности открытого канала и полной недоступности секретного канала, не все-
гда оправданы [2],[3]. Наблюдатель, часто в силу технических ограничений, мо-
жет наблюдать не всё шифрзначение y, а случайно перехватывать его часть, ли-
бо шифрзначение с ошибками. Побочные каналы, такие как техническая утечка в
шифрующем или расшифровывающем модуле, несанкционированное разглашение
ключа или его части делают секретный канал также неидеальным: наблюдателю
может быть доступна случайно перехваченная часть ключа k либо ключ с ошибка-
ми. Поэтому процесс наблюдения в ряде случаев можно представить как передачу
шифрзначений и ключей от легитимного источника наблюдателю по испорченному
открытому каналу Σ˜1 и испорченному секретному каналу Σ˜2 соответственно. Неиде-
альность секретного канала может только упростить криптографическую атаку,
так как наблюдаемые значения в канале Σ˜2 могут нести частичную информацию о
ключе. С другой стороны, неидеальность открытого канала может только затруд-
нить атаку, так как наблюдения в канале Σ˜1 могут нести неполную информацию о
шифрзначении. В этом случае стойкость шифра зависит не только от свойств ис-
пользуемых криптографических преобразований, но и от соотношения информации
о ключе и информации о шифрзначении.
Впервые модель защиты передаваемой по каналу информации в условиях, ко-
гда наблюдатель считывает информацию по испорченному каналу, рассмотрена и
исследована А. Вайнером в фундаментальной работе [4]. В [4] рассмотрена модель,
когда открытый и секретный канал совпадают: Σ1 = Σ2 = Σ, — а каналом наблю-
дения Σ˜ является ухудшенная версия канала Σ. Для защиты очередного открытого
текста x ключ шифрования k выбирается заново, а результат шифрования y пе-
редается в канал Σ вместе с секретным ключом k. Такой способ получил название
случайного кодирования. В [4] получена асимптотическая оценка стойкости случай-
ного кодирования в зависимости от распределения помех в канале наблюдения. В
дальнейшем были исследованы некоторые конкретные типы помех для модели [4]
на линейных кодах и получены соответствующие оценки средней стойкости, когда
наблюдатель перехватывает одно сообщение (см. [3]–[8]) или имеет возможность со-
ставлять выборку сообщений (см. [9]). Отметим, что в отечественной литературе
способ случайного кодирования на основе линейных кодов получил название "ко-
довое зашумление" [3]. В [10] коды, используемые в кодовом зашумлении, предста-
вилось удобным назвать факторными кодами. Отметим, что исследуемые способы
случайного кодирования не ограничены только кодовым зашумлением. Например, в
[11] исследуется способ случайного кодирования, в котором случайный кодек стро-
ится на основе псевдобулевых функций.
Развитие теории случайного кодирования ведется не только в рамках модели [4],
когда шифрзначение y и ключ k передаются по одному каналу Σ и соответствен-
но наблюдаются также по одному каналу Σ˜. В [12] Ивановым В.А. рассмотрена
модель, когда каналы Σ1 и Σ2 не содержат помех и различны, а также различны
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каналы наблюдения Σ˜1 и Σ˜2. Для защиты сообщений в [12] применен метод слу-
чайного кодирования [4] с тем уточнением, что криптографическое преобразование
открытого текста x в шифрзначение y реализуется произвольной подстановкой на
ключе k. Для этой модели в [12] исследована задача различения двух гипотез об
открытых текстах, когда наблюдатель располагает выборкой шифрзначений, соот-
ветствующих одному неизвестному открытому тексту. В частности, в [12] получена
формула для вычисления объема выборки, необходимого для применения крите-
рия различения. Полученная формула, однако, трудно применима в общем случае,
так как в ней используется зависимость от правила подстановки, используемой при
криптографическом преобразовании. Для частного случая подстановки, реализу-
емой специальной перестановкой координат открытого текста x, в [12] получена
простая формула вычисления минимального объема выборки.
В настоящей работе исследуется случай модели защиты [12], когда подстанов-
ка открытого текста x на ключе k реализуется посредством аффинного преобра-
зования — умножением вектора x на невырожденную матрицу M и добавлением
вектора, линейно зависящего от ключа k. Этот способ преобразования x на ключе
k эквивалентен умножению вектора (x,k) на матрицу факторного кода, построен-
ную по матрице M, такую, что результатом произведения является вектор (y,k).
Фактически нами исследуется метод кодового зашумления в рамках модели [12].
Статья состоит из введения, трех разделов и заключения. В первом разделе
в общем виде приведено структурное описание исследуемой модели защищенной
передачи данных и модели пассивного наблюдения данных. В конце первого раз-
дела, в соответствии с [12], описан метод криптографического преобразования на
основе подстановок и уточнены типы помех в каналах наблюдения шифрзначений и
ключей. Во втором разделе строится информационно-аналитическая модель наблю-
дателя в случае, когда наблюдатель имеет возможность составить однородную вы-
борку из наблюдаемых (перехваченных) шифрзначений, соответствующих одному
неизвестному открытому тексту. Завершается второй раздел основанной на постро-
енной информационно-аналитической модели новой формулировкой теоретического
результата работы [12] о вычислении объема выборки, необходимого для различе-
ния двух гипотез об открытых текстах. В третьем разделе рассматривается модель
защищенной передачи данных, когда в качестве подстановки выступает аффинное
преобразование вектора и решается задача оценки эффективности кодового зашум-
ления в случае, когда наблюдатель располагает однородной выборкой.
1. Общая модель защищенной передачи информации. Далее под каналом
передачи данных будем понимать тройку
Σ = (I,O, P (O|I)),
где I — входной алфавит, O — выходной алфавит, P (O|I) = {p(o|i)|i ∈ I, o ∈ O},
где p(o|i) — вероятность появления на выходе канала символа o ∈ O при условии,
что на входе канала был символ i ∈ I.
Рассмотрим источник, намеревающийся передать приемнику сообщение x =
(x1, x2, ..xr) ∈ Br, где B = {0; 1} — бинарный алфавит. Отметим, что Br = Fr2 явля-
ется r-мерным линейным пространством над полем Галуа F2, при r = 0 далее будем
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формально полагать, что Br = {0} — нульмерное пространство. Предположим, что
для защиты сообщения x от пассивного наблюдателя в распоряжении источника и
приемника имеется блочный шифр
Π = (X ,Y ,K, E ,D), (1)
где X = Br — множество информационных сообщений, Y — множество шифрзна-
чений, K = Bv — множество ключей,
E = {Ek : X → Y|k ∈ K}, D = {Dk : Ek(X )→ X|k ∈ K}, (2)
— соответственно множества правил шифрования и расшифрования,
Y =
⋃
k∈K
Ek(X ).
Будем также предполагать, что для передачи блоков зашифрованной информации
из Y и ключевых блоков из K имеется два канала вида:
Σr1 = (Y ,Y , P (Y|Y)), Σv2 = (K,K, P (K|K)) (3)
— открытый и секретный соответственно. Источник шифрует сообщение x(∈ X ) на
случайно выбранном ключе k(∈ K):
y = Ek(x)
— и передает приемнику по каналу Σr1 шифрзначение y. Ключ шифрования k пере-
дается по каналу Σv2. Приемник расшифровывает принятое сообщение y на получен-
ном ключе k. Так как оба канала Σr1 и Σv2 не вносят помех, то для расшифрования
используется правило:
x = Dk(y) = Dk(Ek(x)).
Далее под моделью защищенной передачи данных будем понимать тройку:
S = (Π,Σr1,Σ
v
2) (4)
(см. (1),(3)). Модель (4) соответствует распространенным схемам организации защи-
щенной передачи информации. Секретный канал в таких схемах часто предполага-
ется недоступным для постороннего наблюдателя, а открытый канал — полностью
доступным. Однако в секретном канале возможна техническая утечка информации,
например, полный или частичный перехват. Наблюдатель также не всегда может
безошибочно считывать шифрзначения из открытого канала. С точки зрения на-
блюдателя, в отличие от (3), считывание шифрзначений и ключей удобно предста-
вить как прием данных из зашумленных каналов:
Σ˜r1 = (Y , Y˜ , P (Y˜|Y)), Σ˜v2 = (K, K˜, P (K˜|K)), (5)
где Y˜ и K˜ — множества испорченных шифрзначений и ключей соответственно. Мо-
делью пассивного наблюдения данных назовем тройку:
T = (Π, Σ˜r1, Σ˜
v
2). (6)
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В [2] и [3] отмечено, что при наличии шума в канале Σ˜r1 разумно вместо слож-
ных и дорогих алгоритмов шифрования использовать более простые и дешевые
способы реализации модели (4). В настоящей работе мы будем следовать подходу
В.А. Иванова [12], согласно которому в модели защищенной передачи информации
(4) правило шифрования задается подстановками специального вида, а каналы (5)
удовлетворяют ряду ограничений. В удобном для дальнейшего виде приведем ниже
соответствующие конструкции из [12].
Для произвольных u,w ∈ {0; 1; 2; ...} через S(Bu) обозначим группу всех подста-
новок множества Bu, а через Tw,u — множество всех таких отображений
τ : Bw ×Bu → Bu,
что для произвольного b ∈ Bw соответствие z 7→ τ(b, z) задает подстановку из
S(Bu). Будем далее полагать, что ключ k (см. (1)) представи´м в виде:
k = (k1,k2) (k1 ∈ Bv1 ,k2 ∈ Bv2 , v1 + v2 = v).
Пусть τi ∈ Tvi,r. Зададим правило шифрования сообщения x(∈ X = Br) на ключе
k = (k1,k2)(∈ K = Bv) по формуле:
y = E(k1,k2)(x) = τ2(k
2, τ1(k
1,x)) ∈ Y = Br, (7)
а соответствующее правило расшифрования по формуле:
x = D(k1,k2)(y) = τ
−1
1 (k
1, τ−12 (k
2,y)) (8)
(см. (2)). Заметим, что так как правило шифрования реализуется посредством под-
становки на ключе, то Y = Br.
Каналы наблюдения (5) в модели Иванова различаются по типу помех. При
рассмотрении канала Σ˜r1 побитово, он является аддитивным стационарным двоич-
ным симметричным каналом с вероятностью битовой ошибки pe = 1−∆2 при малом
∆(> 0). Свойство аддитивности вектора помехи æ1 в этом канале означает, что для
вектора y на входе соответствующий вектор y˜ на выходе может быть представлен
в виде:
y˜ = y ⊕ æ1, (9)
где ⊕ — знак побитового сложения. Так как канал Σ˜r1 (см.(5)), раccмотренный по-
битово, является стационарным двоичным симметричным каналом, то в его модели
входной и выходной алфавиты совпадают, а переходные вероятности могут быть
представлены в виде:
p(y˜|y) =
(
1−∆
2
)||y˜⊕y||(
1 + ∆
2
)r−||y˜⊕y||
, (10)
где y — вектор на входе Σ˜r1, y˜ — вектор на выходе Σ˜r1, ||x|| — вес вектора x (см. [21],
стр. 238).
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В канале Σ˜v2 при подходе [12] стираются фиксированные позиции вектор-ключа, а
остальные позиции остаются без изменения. Далее для определенности будем пред-
полагать, что для наблюдения доступны первые v1 позиций ключа k. Таким обра-
зом, если k = (k1,k2) — ключ на входе канала Σ˜v2, то на выходе канала ключ можно
записать в виде k˜ = (k1, ∗), где символ ∗ означает, как обычно, стирание. При v1 = 0
наблюдатель находится в условиях полной неопределенности секретного ключа, а
при v1 = v ключ шифрования достоверно известен.
Далее будем рассматривать уточненную модель пассивного наблюдения данных
T (см.(6)), в которой будут наложены следующие три ограничения: 1) правила шиф-
рования и расшифрования в модели (1) шифра Π основаны на подстановках, удо-
влетворяющих условиям (7) и (8) соответственно; 2) векторы на выходе канала Σ˜r1
удовлетворяют условиям (9) и (10); 3) на выходе канала Σ˜r2 наблюдателю достовер-
но доступны только первые v1 битов, а недоступные для наблюдения v2 координат
вектор-ключа распределены равновероятно. Уточненную модель пассивного наблю-
дения данных для удобства обозначим T0.
2. Информационно-аналитическая модель пассивного наблюдения дан-
ных многократного повторения и ее анализ. Рассмотрим уточненную модель
пассивного наблюдения T0. Пусть k0(∈ Bv1) — известная наблюдателю часть сек-
ретного ключа. Рассмотрим множество всех секретных ключей, у которых первые
v1 битов совпадают с k0:
K(k0) = {k = (k0,k2)|k2 ∈ Bv2}.
Пусть
Y(k0) =
⋃
k∈K(k0)
Ek(X )
— множество шифрзначений шифра (1), полученных зашифрованием множества
информационных сообщений X на ключах из множества K(k0). Так как X = Br
и Ek — правило подстановки на ключе k, то Y(k0) = Br = Y . Тогда множество Y
можно представить в виде:
Y =
⋃
x∈X
Y(k0,x),
где
Y(k0,x) = EK(k0)(x)
— множество шифрзначений, полученных зашифрованием сообщения x на всех
ключах из множества K(k0).
Предположим, что наблюдатель имеет возможность из наблюдаемых зашумлен-
ных шифрзначений выделять те, которые соответствуют шифрзначениям из множе-
ства Y(k0,x0) при фиксированном, но неизвестном наблюдателю x0. Заметим, что
подобные предположения нередко используются при оценке стойкости криптогра-
фических алгоритмов (см. [13], [14]). Например, известность наблюдателю исполь-
зуемого легитимными абонентами протокола связи дает возможность наблюдателю
выделять поля адреса источника и приемника, фиксированные, хотя и неизвестные
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в течение сеанса связи. Выборку объема n, соответствующую таким шифрзначени-
ям, обозначим
Ω
(n)
x0,k0 = (Y˜1, Y˜2, .., Y˜n) (11)
и, в соответствии с [12], назовем однородной выборкой. Пусть (Φ1t )nt=1 — последова-
тельность случайных векторов ошибок в канале Σ˜r1, (K2t )nt=1 — последовательность
случайных векторов, принимающих значения из Bv2 с вероятностью 1|Bv2 | . Тогда, в
силу (7) и (9), каждый элемент Y˜t, 1 ≤ t ≤ n, выборки (11) представи´м в виде:
Y˜t = E(k0,K2t )(x
0)⊕Φ1t . (12)
Согласно (10), а также предположению о равновероятности векторов K2t , получаем,
что распределения вероятностей случайных векторов Φ1t и K2t не зависят от t и,
таким образом, не зависит от t распределение вероятностей случайных векторов
Y˜t. Другими словами, (Φ1t )nt=1, (K2t )nt=1 и Ω
(n)
x0,k0 = (Y˜t)
n
t=1 — это последовательности
некоторых одинаково распределенных случайных векторов Φ1, K2 и Y˜. Тогда из
(12) вытекает:
Y˜ = E(k0,K2)(x
0)⊕Φ1. (13)
Конкретную реализацию выборки (11) обозначим ω(n)x0,k0 :
ω
(n)
x0,k0 = (y˜1, y˜2, .., y˜n), (14)
где каждый элемент y˜t, 1 ≤ t ≤ n, набора (14) представи´м в виде
y˜t = E(k0,k2t )(x
0)⊕ æ1t , (15)
где k2t — неизвестное наблюдателю значение стертой в канале Σ˜v2 чаcти ключа kt, а
æ1t — неизвестное наблюдателю значение вектора ошибок в канале Σ˜r1. Последова-
тельность выборок вида (11) для n = 1, 2, ... обозначим Ωx0,k0 :
Ωx0,k0 = {Ω(n)x0,k0}, n = 1, 2, ...
Наблюдателю в рамках уточненной модели наблюдения T0 доступен для изуче-
ния только набор ω(n)x0,k0 вида (14). Соответствующие вектору ω
(n)
x0,k0 наборы
(k21,k
2
2, ..,k
2
n), (16)
(æ11,æ
1
2, ..,æ
1
n), (17)
являющиеся реализациями последовательностей (K2t )nt=1 и (Φ1t )nt=1, наблюдателю не
известны. Отметим лишь, что в наборе (16) все компоненты равновероятны, а каж-
дая компонента набора (17) является реализацией случайного вектора, имеющего
распределение в соответствии с переходными вероятностями (10).
По набору ω(n)x0,k0 вида (14) и x(∈ X ) наблюдатель может проверить справедли-
вость гипотезы Hx о том, что все элементы набора ω
(n)
x0,k0 являются зашумленными
шифрзначениями открытого текста x(∈ X ). С другой стороны, для двух возможных
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значений информационного сообщения — x1 и x2 — наблюдатель может проверить,
какому из этих сообщений более соответствует набор ω(n)x0,k0 . В таком случае гово-
рят о проверке гипотезы Hx1 против конкурирующей гипотезы Hx2 . Представляет
несомненный практический интерес задача проверки двух конкурирующих гипотез
Hx1 и Hx2 по фиксированному набору ω
(n)
x0,k0(∈ Ω(n)k0 ). Пусть D(x1,x2) — алгоритм
проверки гипотезы Hx1 против гипотезы Hx2 , на вход которого подается реализа-
ция ω(n)x0,k0 выборки Ω
(n)
x0,k0 , а на выходе алгоритма — решение о преимуществе одной
гипотезы против другой.
Информационно-аналитической моделью пассивного наблюдения данных много-
кратного повторения, построенной по уточненной модели T0, назовем тройку:
(T0,Ω
(n)
x0,k0 , D(x
1,x2)). (18)
Оптимальным критерием различения гипотез Hx1 и Hx2 является, как вытекает
из результатов [12], [15], логарифм отношения правдоподобия (ЛОП). Поэтому да-
лее приведем соответствующие, связанные с ЛОП, конструкции применительно к
рассматриваемой в настоящей работе информационно-аналитической модели (18).
Распределение выборки Ω(n)x0,k0 вида (11), согласно (13), зависит от неизвестного от-
крытого текста x0, известного ключа k0, неизвестного значения случайного ключа
K2, неизвестного значения случайного вектора помехи Φ1 (см. (13)) и параметра ∆,
характеризующего уровень шума в канале Σ˜r1 (см. (10)). Пусть Px,k0,t(Y˜t = y˜t) —
вероятность события
{
Y˜t = y˜t
}
, t = 1, .., n, при гипотезе Hx. Тогда
px,k0(ω
(n)
x0,k0) =
n∏
t=1
Px,k0,t(Y˜t = y˜t)
— априорное распределение вероятностей реализации ω(n)x0,k0 выборки Ω
(n)
x0,k0 , элемен-
ты которой независимы. В силу отмеченной ранее в этом разделе независимости
распределения координат от номера координаты будем использовать обозначение
Px,k0(Y˜t = y˜t) вместо Px,k0,t(Y˜t = y˜t). Для различения конкурирующих гипотез Hx1
и Hx2 ЛОП имеет вид (см. [16], с.64):
Lx1,x2(ω
(n)
x0,k0) = ln
px1,k0(ω
(n)
x0,k0)
px2,k0(ω
(n)
x0,k0)
=
n∑
t=1
ln
(
Px1,k0(Y˜t = y˜t)
Px2,k0(Y˜t = y˜t)
)
. (19)
В результате применения алгоритма проверки гипотезы могут возникать ошиб-
ки первого и второго рода (см., например, [17], с. 90). Когда для ошибок перво-
го и второго родов наперед заданы априорные пороговые значения α и β, то для
одновременного их достижения объем выборки должен быть больше некоторого
числа n0(α, β), зависящего от α и β. При проверке гипотезы по выборке зашумлен-
ных шифрзначений пороговые значения α и β задаются разработчиками системы
защиты, поэтому задача оценивания объема n0(α, β) выборки вида (11) является
задачей разработчиков системы защиты передачи данных, анализирующих приме-
нимость шифра (1) в конкретных условиях. С точки зрения разработчиков, чем
больше n0(α, β), тем лучше защита.
118 Моделирование и анализ информационных систем Т.19, №4 (2012)
Используя построенную информационно-аналитическую модель (18), сформу-
лируем в удобном виде теорему из [12], устанавливающую нижнюю границу на ми-
нимальный объем n0(α, β) выборки вида (11), для которой допустимо применение
алгоритма вычисления ЛОП для различения гипотез Hx1 и Hx2 . Для этого нам по-
надобится следующее обозначение. Пусть ζ(K2) — случайная величина, зависящая
от случайного вектора K2, тогда математическое ожидание величины ζ(K2), вы-
численное по распределению случайного вектора K2, будем обозначать EK2(ζ(K2)).
Теорема 1. Рассмотрим модель (T0,Ω(n)x0,k0 , D(x
1,x2)) (см. (18)), когда в основе
алгоритма D(x1,x2) лежит вычисление ЛОП вида (19). Пусть x1,x2 ∈ Br,
hx,k0(y˜) = r − 2EK2||y˜ ⊕ E(k0,K2)(x)||, (20)
bx1,x2,k0 =
1
2r
2r∑
i=1
(hx1,k0(y˜i)− hx2,k0(y˜i))2, (21)
тогда наименьший объем выборки, необходимый для различения гипотез Hx1 и Hx2,
с вероятностями ошибок первого и второго рода α и β соответственно при ∆→ 0
асимптотически равен
n0(α, β) ∼ (uα + uβ)
2
bx1,x2,k0∆2
, (22)
где uα — верхняя квантиль уровня α стандартного нормального распределения,
uβ — нижняя квантиль уровня β стандартного нормального распределения.
Замечание 1. По теореме 1, чем меньше величина bx1,x2,k0, тем больше объем вы-
борки для различения гипотез Hx1 и Hx2 по алгоритму вычисления ЛОП. Cлучай
формального равенства bx1,x2,k0 = 0 означает, что вычисление ЛОП для разли-
чения гипотез не гарантирует наперед заданных значений вероятностей ошибок
первого и второго рода.
Трудность применения формулы (22) связана с необходимостью вычисления в
явном виде величины bx1,x2,k0 , которая зависит от EK2||y˜ ⊕ E(k0,K2)(x)|| (см. (20),
(21)). В [12] величина bx1,x2,k0 вычислена в явном виде для шифра (1), реализован-
ного на основе перестановок координат информационного сообщения. В настоящей
работе в следующем разделе рассматривается подстановка, реализованная на ос-
нове аффинного преобразования векторов, и для этой подстановки вычисляется
величина bx1,x2,k0 .
3. Вычисление объема выборки для различения гипотез Hx1 и Hx2 в слу-
чае кодирования факторным кодом. Рассмотрим модель шифра (1), правила
шифрования которого имеют вид аффинного преобразования вектора:
y = Ek(x) = kR
1
v×r ⊕ xR2r×r, (23)
где x(∈ X = Br) — открытый текст, y(∈ Y = Br) — шифрзначение, k(∈ K = Bv) —
ключ шифрования, R1v×r — произвольная матрица, R2r×r — произвольная невырож-
денная матрица ранга r. Правило расшифрования (8) на ключе k реализуется по
формуле:
x = Dk(y) = (y ⊕ kR1v×r)
[
R2r×r
]−1
. (24)
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Когда ключ k представим в виде двух склеенных подключей k1(∈ Bv1) и k2(∈ Bv2),
v = v1 + v2, правила шифрования (23) и расшифрования (24) можно переписать
иначе:
y = E(k1,k2)(x) = k
1R1,1v1×r ⊕ k2R1,2v2×r ⊕ xR2r×r, (25)
x = D(k1,k2)(y) = (y ⊕ k1R1,1v1×r ⊕ k2R1,2v2×r)
[
R2r×r
]−1
, (26)
где R1,1v1×r и R
1,2
v2×r — соответственно верхняя и нижняя части матрицы
R1v×r =
[
R1,1v1×r
R1,2v2×r
]
.
Очевидно, что формулы (25) и (26) представимы в виде (7) и (8) соответственно,
если положить:
τ1(k
1,x) = k1R1,1v1×r ⊕ xR2r×r, τ−11 (k1,y) = (k1R1,1v1×r ⊕ y)[R2r×r]−1,
τ2(k
2,x) = k2R1,2v2×r ⊕ x, τ−12 (k2,y) = k2R1,2v2×r ⊕ y.
Далее для матрицы размера r × c, состоящей из нулевых элементов множества B,
будем использовать обозначение Or×c, а для единичной матрицы размера r × r —
обозначение Ir×r. В терминах кодового зашумления преобразование пары (x,k) в
пару (y,k) удобно записать в виде умножения вектора (x,k) длины m = r + v на
матрицу G˜:
(x,k)G˜ = (y,k), (27)
где G˜ — матрица факторного кода — имеет вид:
G˜ :=
[
G∗r×m
Gv×m
]
=
[
R2r×r Or×v
R1v×r Iv×v
]
. (28)
В случае, когда k = (k1,k2) (k1 ∈ Bv1 , k2 ∈ Bv2 , v = v1+v2), матрицу G˜ факторного
кода можно представить в виде:
G˜ =
 R2r×r Or×v1 Or×v2R1,1v1×r Iv1×v1 Ov1×v2
R1,2v2×r Ov2×v1 Iv2×v2
 . (29)
Декодирование вектора (y,k) (см. (27)) легитимным получателем в таком представ-
лении выполняется путем умножения принятого вектора на матрицу G˜−1 и отбрасы-
ванием ключа k = (k1,k2). Таким образом, при декодировании принятого вектора
(y,k) его достаточно умножить справа на матрицу HTr×m вида:
HTr×m = G˜
−1 × [Ir×r|Or×v]T ,
где верхний индекс T в записи матрицы обозначает операцию транспонирования. За-
метим, что при декодировании умножение на матрицу HTr×m требует меньше ариф-
метических операций в поле, чем умножение на матрицу G˜−1, так как последняя
имеет размер m×m.
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Отметим, что матрица Gv×m (см. (28)) имеет ранг v, поэтому она может быть
раcсмотрена как порождающая матрица некоторого (m, v)-кода V длины m и раз-
мерности v. Так как порождающая матрица G˜ факторного кода может быть по-
строена по порождающей матрице кода V , то в [10] представилось удобным назвать
(m, v)-код V базовым кодом. Кодирование сообщения x на случайно выбранном
ключе k при таком представлении можно интерпретировать как выбор по случайно
выбранному ключу k вектора y из соответствующего сообщению x смежного класса
базового кода V .
В дальнейшем нам понадобится следующий, возможно, известный специалистам
факт о сумме весов слов смежного класса произвольного линейного (m, v)-кода C
над полем F2 = B. Для полноты изложения сформулируем его в виде леммы.
Лемма 1. Пусть C — линейный (m, v)-код над полем F2, Ca = a⊕C — его смежный
класс, a ∈ F n2 , χ(C) — носитель кода C, χ(a) — носитель вектора a, ||Ca|| — сумма
весов слов смежного класса. Тогда
||Ca|| = 2(v−1)|χ(C)|+ 2v(|χ(a)\χ(C)|). (30)
Доказательство. Представим код C в виде матрицы M2v×m, строками которой яв-
ляются кодовые слова. Каждый ненулевой столбец матрицы M2v×m содержит оди-
наковое количество нулей и единиц, поэтому сумма весов кодовых слов равна
||C|| = ||C|| = 2(v−1)|χ(C)|.
Суммирование вектора a со всеми кодовыми словами не меняет веса ненулевых
столбцов матрицы M2v×m, но меняет нулевой столбец матрицы на столбец, состоя-
щий из единиц, в случае, когда |χ(a)\χ(C)| 6= 0. Откуда следует (30).
Рассмотрим информационно-аналитическую модель (T0,Ω(n)x0,k0 , D(x
1,x2)) (см.
(18)) в рамках задачи различения гипотез Hx1 и Hx2 . В соответствии с опреде-
лением этой модели, T0 — уточненная модель многократного наблюдения данных,
Ω
(n)
x0,k0 — однородная выборка, а D(x
1,x2) — алгоритм различения гипотез Hx1 и
Hx2 . Рассмотрим дополнительные уточнения модели (18): шифр в модели T име-
ет правила шифрования и расшифрования (23) и (24) соответственно, а алгоритм
D(x1,x2) основан на вычислении ЛОП вида (19). По теореме 1, для оценки объе-
ма n0(α, β) необходимо вычислить величину bx1,x2,k0 , которая зависит от величины
EK2||y˜⊕E(k0,K2)(x)|| (см. (20), (21)). Однако вычисление bx1,x2,k0 для произвольного
шифра, удовлетворяющего условию 1), является трудной задачей. Далее решает-
ся задача вычисления bx1,x2,k0 для конкретного шифра с правилами шифрования и
расшифрования (23) и (24) соответственно.
Найдем EK2||y˜⊕E(k0,K2)(x1)|| при фиксированном значении y˜. Вектор y˜ = y⊕æ1
на выходе канала Σ˜r1 в силу (25) представи´м в виде:
y˜ = x0R2r×r ⊕ k0R1,1v1×r ⊕ k2R1,2v2×r ⊕ æ1. (31)
Наблюдателю известны только y˜ и k1 = k0. Из (25) при справедливости гипотезы
Hx1 и фиксированном значении k00 неизвестной части ключа наблюдатель полагает,
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что на вход канала Σ˜r1 поступает вектор вида:
yx1,k00 = x
1R2r×r ⊕ k0R1,1v1×r ⊕ k00R1,2v2×r.
Тогда вектор помехи, наложенной на вектор yx1,k00 при передаче по каналу Σ˜r1,
можно представить с учетом (31) в виде:
y˜ ⊕ yx1,k00 =
xR2r×r ⊕ k0R1,1v1×r ⊕ k2R1,2v2×r ⊕ æ1 ⊕ x1R2r×r ⊕ k0R1,1v1×r ⊕ k00R1,2v2×r = (32)
(x⊕ x1)R2r×r ⊕ (k00 ⊕ k2)R1,2v2×r ⊕ æ1.
Заметим, что если неизвестная часть ключа была угадана верно и верно угадано
значение информационного вектора (k2 = k00 и x = x1), то будет получен истинный
вектор помехи æ1, иначе будет получен неверный вектор помехи. Введем обозначе-
ния:
A(x1,æ1) = y˜ ⊕ yx1,k00 ⊕ k00R1,2v2×r = (x⊕ x1)R2r×r ⊕ k2R1,2v2×r ⊕ æ1, (33)
F (x1) = ||(x⊕ x1)R2r×r ⊕ k2R1,2v2×r||.
Заметим, что функция F может быть рассмотрена как F -метрика на F r2 в соот-
ветствии с общим определением F -метрики, введенным в [20]. Для любого век-
тора x(∈ Br) и любого подмножества τ ⊆ {1; ..; r} символом xτ будем обозна-
чать вектор с координатами, номера которых принадлежат τ ; другими словами,
xτ — проекция x на τ . Символом Fτ (x1) будем обозначать F -метрику вектора(
(x⊕ x1)R2r×r ⊕ k2R1,2v2×r
)
τ
.
Лемма 2. Пусть y˜ — вектор вида (31) на выходе канала Σ˜r1, k0 — известная часть
ключа, Hx1 — исследуемая гипотеза, χ(R
1,2
v2×r) — множество номеров ненулевых
столбцов матрицы R1,2v2×r, τ = {1; 2; ..; r}\χ(R1,2v2×r). Тогда
hx1,k0(y˜) = r − |χ(R1,2v2×r)| − 2|χ(A(x1,æ1)τ )|.
Доказательство. Вычислим
EK2||y˜ ⊕ E(k0,K2)(x1)|| = EK2||y˜ ⊕ yx1,K2||.
С учетом (32) и представления (33), последнее равенство можно записать в виде
EK2||y˜ ⊕ E(k0,K2)(x1)|| =
∑
k00∈Bv2
P (K2 = k00)||A(x1,æ1)⊕ k00R1,2v2×r||.
Так как, по предположению, неизвестная часть ключа распределена равномерно, то
EK2||y˜ ⊕ E(k0,K2)(x1)|| = 1
2v2
∑
k00∈Bv2
||A(x1,æ1)⊕ k00R1,2v2×r||.
Пусть rank(R1,2v2×r) = l(l ≤ v2). Рассмотрим набор векторов
Θ = {k00R1,2v2×r,k00 ∈ Bv2}.
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Матрицу R1,2v2×r можно рассмотреть как порождающую матрицу некоторого линей-
ного (r, l)-кода K. Набор Θ в точности состоит из всех кодовых слов кода K, повто-
ренных 2v2−l раз. Тогда набор
Θx1,æ1 = {A(x1,æ1)⊕ k00R1,2v2×r,k00 ∈ Bv2}
состоит из векторов класса K⊕A(x1,æ1), повторенных 2v2−l раз. По лемме 1 имеем:
EK2||y˜ ⊕ E(k0,K2)(x1)|| =
1
2v2
2v2−l
(
2(l−1)|χ(K)| ⊕ 2l|χ(A(x))\χ(K)|) =
|χ(K)|
2
+ |χ(A(x1,æ1))\χ(K)|.
Так как χ(R1,2v2×r) = χ(K), следовательно,
hx1,k0(y˜) = r − |χ(R1,2v2×r)| − 2|χ(A(x1,æ1))\χ(R1,2v2×r)|.
Откуда следует утверждение леммы.
Пусть τ — множество нулевых столбцов матрицы R1,2v2×r. Разобьем множество B
r
на два непересекающихся подмножества:
B1 = {æ1|χ(æ1) ∩ τ = ∅},
B2 = B
r\B1.
Следствие 1. Если æ1 ∈ B1, то
hx1,k0(y˜) = r − |χ(R1,2v2×r)| − 2Fτ (x1).
Заметим, что для любого ненулевого вектора s ∈ B|τ | во множестве B2 найдется
в точности 2r−|τ | векторов p, таких что pτ = s. Пусть B02 — подмножество таких
векторов из B2, что для любого s ∈ B|τ | в B02 существует только один вектор p,
удовлетворяющий условию pτ = s. Заметим, что |B02 | = 2|τ | − 1. Пусть 0 — нулевой
вектор из B1, тогда множество B02
⋃{0} будем обозначать B0,+2 . В качестве такого
множества B0,+2 выберем множество всех бинарных векторов длины r, в которых
значения координат с номерами из множества {1; ..; r}\τ нулевые:
B0,+2 = {æ1 ∈ Br|æ1i = 0 ∀i /∈ τ}.
Теорема 2. Пусть шифрование реализуется в соответствии с правилом (25),
k1 = k0 — известно, Hx1 и Hx2 — конкурирующие гипотезы, τ¯ = χ(R
1,2
v2×r), τ =
{1; 2; ..; r}\τ¯ , B0,+2 = {æ1 ∈ Br|æ1i = 0 ∀i /∈ τ}. Тогда
bx1,x2,k0 =
8
2|τ |
∑
æ1i∈B0,+2
(|χ(A(x1,æ1i ))τ |(|χ(A(x1,æ1i ))τ | − |χ(A(x2,æ1i ))τ |) . (34)
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Доказательство. По условию теоремы 1
bx1,x2,k0 =
1
2r
2r∑
i=1
(hx1,k0(y˜i)− hx2,k0(y˜i))2.
Усреднение берется по всем значениям y˜i, i = 1, .., 2r, случайного вектора Y˜, при
этом значения равновероятны. Отметим, что y˜i, i = 1, .., 2r — вероятные значения
на выходе канала Σ˜r1 при условии, что на вход поступило сообщение вида (25) и
k1 = k0. Так как каждый y˜i имеет вид (9):
y˜i = y + æ
1
i , i = 1, .., 2
r,
то с учетом леммы 2 получим:
bx1,x2,k0 =
1
2r
2r∑
i=1
4(|χ(A(x1,æ1i )τ )| − |χ(A(x2,æ1i )τ )|)2.
Рассмотрим отдельно два случая: æ1i ∈ B1 и æ1i ∈ B2. Пусть æ1i ∈ B1, тогда из
того, что |B1| = 2r−|τ |, и из следствия 1 имеем
T 1 :=
∑
æ1i∈B1
(Fτ (x
1)− Fτ (x2))2 = 2r−|τ |(Fτ (x1)− Fτ (x2))2.
Пусть æ1i ∈ B2. Так как |B2| = 2r − 2r−|τ |, то можно записать
T 2 :=
∑
æ1i∈B2
(|χ(A(x1,æ1i ))τ | − |χ(A(x2,æ1i ))τ |)2 =
2r−|τ |
∑
æ1i∈B02
(|χ(A(x1,æ1i ))τ | − |χ(A(x2,æ1i ))τ |)2 =
2r−|τ |(
∑
æ1i∈B02
|χ(A(x1,æ1i ))τ |2 +
∑
æ1i∈B02
|χ(A(x2,æ1i ))τ |2−
2
∑
æ1i∈B02
|χ(A(x1,æ1i ))τ ||χ(A(x2,æ1i ))τ |).
Если рассмотреть вместо множества B02 множество B
0,+
2 , то∑
æ1i∈B0,+2
|χ(A(x1,æ1i ))τ |2 =
∑
æ1i∈B0,+2
|χ(A(x2,æ1i ))τ |2.
Тогда
T 2 =
2r−|τ |
 ∑
æ1i∈B0,+2
(
2(|χ(A(x1,æ1i ))τ |(|χ(A(x1,æ1i ))τ | − |χ(A(x2,æ1i ))τ |
)−
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2r−|τ |
[
(Fτ (x
1)− Fτ (x2))2
]
.
Откуда
bx1,x2,k0 =
4
2r
(T 1 + T 2) =
8
2|τ |
∑
æ1i∈B0,+2
(|χ(A(x1,æ1i ))τ |(|χ(A(x1,æ1i ))τ | − |χ(A(x2,æ1i ))τ |) .
Следствие 2. Если
χ(R1,2v2×r) = {1; 2; ..; r}, (35)
то bx1,x2,k0 = 0 для всех x1, x2 ∈ Br.
Доказательство. Так как имеет место равенство (35), то в условиях теоремы 2
получаем, что τ = ∅, следовательно, |xτ | = 0 для любого вектора x(∈ Br). Отсюда
bx1,x2,k0 = 0.
Из следствия 2 непосредственно следует
Следствие 3. Если базовым кодом является МДР-код, то bx1,x2,k0 = 0 для всех
x1, x2 ∈ Br.
Следствие 4. Если для x1,x2 ∈ Br справедливо равенство
(x1R2r×r)τ = (x
2R2r×r)τ , (36)
то bx1,x2,k0 = 0.
Доказательство. Непосредственно из определения (33) следует, что если (x1R2r×r)τ =
(x2R2r×r)τ , то χ(A(x1,æ1))τ = χ(A(x2,æ1))τ . Следовательно, в теореме 2 каждое сла-
гаемое суммы (34) будет равно 0. Отсюда bx1,x2,k0 = 0.
Будем говорить, что информационные сообщения x1 и x2(∈ Br) имеют одинако-
вый формат в рамках факторного кода (см. (29)), если выполняется равенство (36).
Отметим, что с целью усилить защиту от анализа в тех случаях, когда в случай-
ном кодеке матрица аффинного преобразования фиксирована, можно использовать
сообщения одного формата.
В [12] рассмотрено преобразование информационных векторов на основе пере-
становок координат, зависящих от ключа. В одном из частных случаев перестановок
рассматривается тождественная перестановка: y = x независимо от значений клю-
ча. Этот случай в терминах факторных кодов можно представить как умножение
вектора (x,k) на единичную матрицу G˜ размерности (r+ v)× (r+ v). Так как G˜ —
единичная матрица, то R2r×r — нулевая, |τ | = r, B0,+2 = Br. Формула (33) примет
вид:
A(x1,æ1) = ||x⊕ x0 ⊕ æ1||.
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Поэтому формула для вычисления bx1,x2,k0 из теоремы 2 примет вид:
bx1,x2,k0 =
8
2r
∑
æ1∈Br
||x1 ⊕ x0 ⊕ æ1||(||x1 ⊕ x0 ⊕ æ1|| − ||x2 ⊕ x0 ⊕ æ1||).
Для произвольных x1 и x2 непосредственное вычисление дает:
8
∑
æ1∈Br
||x1 ⊕ æ1||(||x1 ⊕ æ1|| − ||x2 ⊕ æ1||) =
4
∑
æ1∈Br
(||x1 ⊕ æ1|| − ||x2 ⊕ æ1||)2 = 2r4||x1 ⊕ x2||.
Таким образом, bx1,x2,k0 = 4||x1⊕x2||, что совпадает с результатом для одного част-
ного случая из [12].
Заключение. В отличие от криптографических методов, использующих набор
разнородных преобразований, случайное кодирование на основе кодового зашумле-
ния использует одно простое преобразование — умножение вектора, состоящего из
открытого сообщения и ключа, на матрицу факторного кода. Тем не менее, кодо-
вое зашумление, как показано в работе А. Д. Вайнера [4], позволяет обеспечивать
асимптотически высокую стойкость, зависящую от интенсивности помех в канале
наблюдения. Высокая стойкость защиты при простом преобразовании обеспечива-
ется отсутствием полной информации о шифрзначении. Интуитивно понятно, что
это обстоятельство дает возможность отказаться в случайном кодировании от слож-
ных криптографических преобразований и использовать простые и более дешевые
способы. Однако применение конкретных преобразований должно быть обосновано
математически. Бо´льшая часть работ по теме случайного кодирования связана с
исследованием конкретного метода — кодового зашумления — в рамках модели [4]
при различных типах помех и различных линейных кодах. Популярность кодового
зашумления объясняется простотой практической реализации этого способа на ап-
паратном и программном уровне и глубиной теоретического исследования линейных
кодов.
В настоящей работе кодовое зашумление исследовано в рамках модели В.А. Ива-
нова [12], отличной от модели [4]. В частности, вычислена оценка стойкости этого ме-
тода к статистической атаке в терминах объема выборки, необходимого для разли-
чения двух конкурирующих гипотез об информационных сообщениях. Полученный
результат показал зависимость стойкости защиты на основе кодового зашумления
как от вида порождающей матрицы факторного кода, так и от формата информа-
ционного сообщения. Поэтому для обеспечения стойкости случайного кодирования,
основанного на методе кодового зашумления, к атаке статистического анализа дан-
ных многократного повторения целесообразно подбирать кодеки с порождающими
матрицами, удовлетворяющими равенству (35), в частности кодеки на основе МДР-
кодов. Если же нет возможности менять кодеки, то высокая стойкость кодового
зашумления к рассматриваемой атаке может быть обеспечена за счет использова-
ния информационных сообщений одинакового формата (см. (36)).
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We investigate the firmness of code noising to the statistical analysis of the eves-
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