Introduction
The issue of modelling trends in infant mortality rates (IMR) is still a controversial one.
Obviously the IMR cannot keep declining linearly forever, since at some point it would reach the value 0 and it can never be negative. For this reason the logarithm transformation has been widely used implying an exponential decay (as in the seminal paper by Preston, 1975) . The implication is a much faster decline than would be implied by a linear process. Whether or not IMRs have declined exponentially, and the statistical adequacy of a log transformation, have been examined in a recent study by Bishai and Opuni (2009) . Using maximum likelihood methods, they show that only in the case of the US is the decline exponential, whilst in the other 17 countries included in their sample the best fit is obtained when IMR is linear in time. Moreover, imposing a log transform can lead to biased estimates of the relationship between IMR and GDP per capita. More recently, some papers have taken a growth regression approach to modelling IMR, finding that only primary school enrolment and vaccination rates for infants are significant factors driving it (see Younger, 2001 ).
However, even when imposing a log-transformation of the data the regression errors in a model with a linear trend are usually assumed to be I(0), a rather strong assumption rarely verified in empirical studies. For the purpose of the present paper, an I(0) process is defined as a covariance stationary process with a spectral density function that is positive and finite at the zero frequency. This includes standard models in time series analysis such as white noises, stationary ARs, MAs, stationary ARMAs, etc. If there is strong evidence that the series is not stationary I(0) the standard approach is then to take first differences based on the assumption that the series is I(1). However, in recent years, fractional integration or I(d) models have become plausible alternatives to the two standard (I(0) and I(1)) specifications.
In this paper we consider linear trends in the log-IMR series; however, we argue that a crucial issue in this context is the specification of the error term. In particular, instead of imposing that the error is stationary I(0) (or nonstationary I(1) in some cases)
we allow for the possibility that the detrended series is I(d), where d can be any real value. This is a more general model which includes the above two as particular cases of interest.
The outline of the paper is as follows. Section 2 briefly presents the statistical model including time trends and fractional integration. Section 3 describes the data and the main empirical results, while Section 4 offers some concluding remarks.
Time trends and fractional integration
The standard statistical way of modelling time trends is to assume a linear function of time as in the following equation:
where y t is the observed time series (in our case, IMR), and x t is the deviation term that is assumed to be relatively stable across time. The parameter β measures the average change in y t per time period. In the case of the IMR series, we should expect a significantly negative value for β, which measures the average yearly reduction in the mortality rate. However, as mentioned in the introduction, in order to make valid statistical inference about β it is crucial to determine correctly the structure of the deviation term. For example, if x t is a random variable independently drawn from a Gaussian distribution with zero mean and constant variance, the OLS estimates can be efficiently calculated, and inference is possible based on the F and t statistics (see, e.g. Hamilton, 1994, Chapter 16, and Draper and Smith, 1998) . On the other hand, the detrended data may display some degree of dependence. Such behaviour can be captured by different models. One of the most widely used is the AutoRegressive process of order 1, AR(1), defined as , ... , 2 , 1 ,
with | ρ | < 1 and white noise ε t . This model has been widely employed in the literature because of its relation with the stochastic first-order differential equation. One can use the Prais-Wisten (1954) transformation in order to obtain a t-statistic, which converges in distribution to a N(0, 1) random variable. However, as noted by authors such as Park and Mitchell (1980) and Woodward and Gray (1993) , significant size distortions appear in the test statistic when the AR coefficient in (2) is close to 1. On the other hand, if one believes that the detrended series is nonstationary, one can set ρ in (2) equal to 1, and the process is then said to be integrated of order 1 (and denoted as x t ~ I(1)). Then, x t is nonstationary, and the statistical inference should be based on its first differences, x tx t-1 , which are stationary. Combining now (1) and (2) (with ρ = 1) the model becomes:
and one can construct another t-statistic for β.
From the comments above it is clear that it is important to determine if the detrended process x t is stationary I(0) (even allowing for weak (ARMA)-autocorrelation) or nonstationary I(1). However, it may also be I(d) where d is a number between 0 and 1 or even above 1. This is the hypothesis examined in this study, noting that different estimates for the time trend may be obtained depending on the assumptions made about the order of integration in the detrended series.
A time series {x t , t = 1, 2, ..., } is said to be I(d) if it can be represented as:
and u t is I(0). These processes (with d > 0) were introduced by Granger (1980 Granger ( , 1981 , Granger and Joyeux (1980) and Hosking (1981) and since then have been widely employed to describe the behaviour of many economic time series (Diebold and Rudebusch, 1989; Sowell, 1992; Gil-Alana and Robinson, 1997; etc.) .
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It can be showed that the polynomial on the left hand side in (1) can be expressed in terms of its Binomial expansion such that, for all real d,
implying that the higher is the value of d, the higher is the degree of association between observations distant in time. Thus, the parameter d plays a crucial role in determining the degree of persistence of the series. If d = 0 in (4), clearly x t = u t , the process is short memory, and it may be weakly (ARMA) autocorrelated with the autocorrelations decaying at an exponential rate. If d belongs to the interval (0, 0.5), x t is still covariance stationary although the autocorrelations will take a longer time to disappear than in the previous case of I(0) behaviour; if d belongs to [0.5, 1) the process is no longer covariance stationary but it is still mean reverting in the sense that shocks will tend to disappear in the long run. Finally, if d ≥ 1, x t is nonstationary and not mean reverting.
Throughout this paper we estimate d in (1) and (4) using the Whittle function in the frequency domain (Dahlhaus, 1989) along with a testing Lagrange Multiplier (LM) procedure developed by Robinson (1994) that basically consists in testing the null hypothesis:
, :
in (1) and (4) In the following section we show that the detrended series of the log-IMR data are in fact I(d) with d statistically significantly different from zero. That means that the standard approach of estimating a linear trend using the log-transformed data and the OLS-GLS methods may lead to incorrect inferences about the time trends in the mortality rates.
Data and empirical results
We use data obtained from the Human Mortality Database, at the University of California, Berkeley. They are mortality rates for infants less than 1 year old, in the following countries: Australia, Austria, Belgium, Bulgaria, Canada, Czeck Republic, Denmark, Finland, France, Hungary, Iceland, Ireland, Italy, Japan, The Netherlands, New Zeeland, Norway, Portugal, Slovakia, Spain, Sweden, Switzerland, U.K., and U.S.A..
[Insert Table 1 about here]
We report in Table 1 In all cases we estimate the time trends in the log-transformed data, assuming that the detrended series are I(d) where d can be any real number, thus including also integer degrees of differentiation. In other words, the specified model is:
with white noise u t . Although autocorrelation in u t could also be allowed for, given the fact that the number of observations is less than 100 in most cases), autocorrelation is likely to be well described by the fractional polynomial in (6).
[Insert Table 2 about here] Table 2 displays the estimates of d in (6) along with the 95% confidence interval of the non-rejection values of d using Robinson's (1994) approach. We disaggregate the results in male, female and total infant (<1) mortality rates. All the orders of integration are significantly greater than 0 and in many cases significantly different from 1. Therefore, the use of standard methods based on integer degrees of differentiation may produce invalid estimates of the time trend coefficients.
As for the aggregate series, there is a single country (Iceland) with a value of d below 0.5 implying stationary behaviour. In another eleven countries (New Zealand, Australia, Hungary, Switzerland, The Netherlands, Denmark, Finland, Portugal, Sweden, France and Norway) the estimated value of d is significantly below 1, implying that the unit root null hypothesis is rejected and therefore mean reversion occurs.
Finally, there is another group of eleven countries (Ireland, Austria, UK, Canada, Spain, Japan, Slovakia, Bulgaria, Belgium, Italy and the US) where the unit root null hypothesis (i.e. d = 1) cannot be rejected at the 5% level, and one country, the Czech Republic, with an estimated value of d strictly above 1 (d = 1.213), the unit root null being rejected in this case in favour of d > 1.
When disaggregating the data by sex no significant differences are found, at least with respect to the degree of persistence. Specifically, for females, evidence of mean reversion (i.e., d < 1) is observed in sixteen countries (New Zealand, Iceland, Ireland, Australia, Hungar, Switzerland, Austria, Portugal, The Netherlands, Denmark, Norway, Belgium, Finland, Sweden, UK and France), and the same is found for males with the exceptions of Belgium and the UK where the unit root null cannot be rejected.
It is also noteworthy that the explosive behaviour in the Czech Republic is mainly due to females since the unit root null cannot be rejected in this country for males.
[Insert Table 3 Table   4 , while the time trends coefficients are displayed in Table 5 .
[Insert Table 4 [Insert Table 6 about here]
In Table 6 we compare the estimates of the time trends under the assumption that the detrended series are I(d) and I(0) for the aggregate data. There are substantial differences in some cases. In sixteen countries (Iceland, Japan, Sweden, Norway, Portugal, Italy, Austria, Spain, Ireland, Denmark, Switzerland, Australia, Canada, the UK, New Zealand and the US) the time trend coefficient is over-estimated when 
Conclusions
In this paper we have estimated the time trend coefficients for Infant Mortality Rates (2) -20.385) 
