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Abstract
During the month of August 1994, an instrumented bottom boundary layer tetra-
pod was deployed at a depth of 20 m off the U.S. Army Corps of Engineers Field
Research Facility at Duck, North Carolina. A small storm moved through the area
between August 20 and 26 providing a unique opportunity to examine field data for
flows with bottom stresses which only slightly exceed critical. Mean current veloci-
ties in some cases actually exceeded root-mean-square wave orbital velocities, so flow
conditions could not, in general, be considered wave-dominant. Analysis of current
profiles enabled the determination of the apparent hydraulic roughness. Several cri-
teria for data quality were developed. Wave-current interaction methods were then
used to determine the moveable bed roughness. Two models were used to predict
the ripple geometry when the critical shear stress was exceeded. The only method
for which the ripple geometry could be correlated to the moveable bed roughness
was a direct proportionality between the roughness and the ripple height. For the
model of Wikramanayake (1993), a proportionality constant of 0.14 was obtained,
while for the model of Wiberg and Harris (1994), a constant of 0.25 was obtained.
A dependence of the ratio of the roughness predicted by the models to the observed
roughness on the angle between the direction of wave propagation and the current
appeared to exist. A quantitative relationship, though admittedly somewhat tenuous,
was developed. Suspended sediment concentrations were also analyzed. A technique
was developed for determining a diameter for the fine fraction of the bottom sediment
and a resuspension parameter which provide the best fit to the suspended sediment
measurements. The fine fraction diameter was found to be approximately 0.0044 cm,
and the resuspension parameter had a mean value of 2.3x 10-3. A dependence on
the angle between waves and currents also appeared to exist for the resuspension
parameter.
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Chapter 1
Introduction
1.1 General Description
Bottom boundary layer hydrodynamics and sediment resuspension are of critical im-
portance to the understanding of mechanisms responsible for coastal change. In order
to gather more empirical information on these topics for use in developing a better
physical understanding, as well as for testing and developing predictive models, two
instrumented bottom boundary layer tetrapods were deployed off the U.S. Army
Corps of Engineers Field Research Facility at Duck, North Carolina (Figure 1-1) in
August 1994. The two tetrapods were located on the 8 and 20 m isobaths. It was
hoped that moderate energy conditions induced by August wind events and thunder-
storms would be captured in the data so their impact on the inner shelf of the Middle
Atlantic Bight could be observed.
Between August 20 and 27, 1994, a small storm moved through the area. A
high quality data set was retrieved from the tetrapod in 20 m providing a unique
opportunity to study flows with bottom shear stresses only slightly in excess of critical.
Current velocities at about 37 cm above bottom, which were averaged over 17-minute
time intervals, went from pre-storm levels as low as 2 cm/s to approximately 32 cm/s
during the peak of the storm. At the same time, the rms near-bottom wave orbital
velocity ranged from 3 cm/s to 18 cm/s. For most of this period, the result was
bottom boundary layer flows which were not wave-dominated.
9
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Figure 1-1: Location of the experiment site
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Two aspects of this data set are of particular significance. First, little empirical
data exist for field waves over a rippled bottom where the bottom boundary layer is
not wave dominated. Existing ripple geometry, moveable bed roughness, and sediment
suspension models can be tested, extended, and modified, as appropriate, for these
conditions. Second, the significance of the current in these flows may bring the
angle between the waves and the current into play as a major factor in the bottom
boundary layer hydrodynamics. In particular, the impact of the angle on the moveable
bed roughness and perhaps even on sediment resuspension can be examined and
quantified.
1.2 Instrumentation and Data Collection
Each of the tetrapods was equipped with three types of instruments which produced
the data used for this study. First, five Marsh-McBirney two-axis electromagnetic
current meters recorded the shore-normal (u) and shore-parallel (v) velocity com-
ponents at four elevations (see Table 2.1 for the time-varying elevations). One of
those whose elevation was redundant was being used in conjunction with a pressure
transducer. Although data from the pressure transducer would have been useful for
determining wave directions, it was not analyzed for this study. The axes of the cur-
rent meters were aligned with a shore-normal coordinate system upon deployment.
The coordinate system was based on the long, straight coastline at the Duck site seen
in Figure 1-1. The positive shore-parallel, or "y"-axis, was oriented in the northerly
direction, approximately 20° counterclockwise from due north. The positive shore-
normal, or "x"-axis, was oriented offshore at 70° clockwise from due north. The u and
v measurements from the current meters were used for determining the root-mean-
square (rms) near-bottom wave orbital velocity as well as the current profile.
A digital sonar altimeter (DSA) was used to track the location of the bottom
relative to the instrumentation on the tetrapod. The exact elevations of the current
meters and other instruments relative to the bottom are quite important, particularly
for those nearest the bottom. The data from the altimeter (in the form of the current
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meter elevations) can be found in Table 2.1. The abrupt change in elevation of the
current meters between bursts 121 and 123 was due to the tetrapod being removed
from the bottom to download data and replace batteries, and then being redeployed.
Finally, five optical backscatterance turbidity sensors (OBS sensors) were also
included. These sensors quantify the suspended material at four elevations above
bottom by measuring reflected light. The voltage readings they give can be converted
to concentrations of suspended sediment through a calibration procedure which is
quite sensitive to the grain size of the suspended particles (section 7.1). The OBS
data is used to calculate a resuspension parameter, as well as the grain size for the
fine material in suspension.
The velocity and concentration data were measured at a rate of 1 Hz for a 1024-s
(;17 minutes) "burst" every 4 hours. This data was then averaged to produce the
burst-mean data at 4-hour intervals which is reported in this study. The period of
interest, using a 24-hour clock, begins at 05:00 GMT (00:00 EST) on August 20, 1994,
which corresponds to burst 100. The period ends at 01:00 GMT on August 27, 1994,
or burst 141.
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Chapter 2
Analysis of the Current Data
The data analysis performed is most easily described in several distinct sections.
These are described in detail in this and in subsequent chapters. Computer routines
written to be used with Matlab are included for many of the necessary computations.
These routines are described fully in appendix A. The routines themselves accompany
this document on floppy disk.
In order to analyze the current data, it must first be averaged over some reasonable
time scale for ease of handling. In this case, bursts of 1024 seconds every 4 hours were
used as described previously. Certain theoretical considerations can then be utilized
to compute the current shear velocity, u, and the apparent hydraulic roughness,
Zoa. The acceptability of the data is determined based on certain confidence limits
*which will be discussed in detail, as well as the directional consistency among the
four velocity sensors for a given burst.
2.1 Averaging over a Burst
Each burst consisted of a total of 1,024 measurements of u and v by each of the four
velocity sensors on the tetrapod. The magnitude of the burst-mean current, u, at a
given sensor is found by first determining the average x-direction velocity, , and the
average y-direction velocity, , for the 1,024 measurements. As with any vector, the
magnitude is just the square root of the sum of the squares of the components. In
13
equation form,
UC = V2 (2.1)
The angle of the burst-mean current relative to the x-axis of the shore-normal coor-
dinate system defined in section 1.2, Ored, is given by
Orel = arctan(v) (2.2)
If the burst-mean current angle is in the first or fourth quadrants, then the angle
relative to the positive x-axis, Xc, is equal to Orel. If the current angle is in the second
quadrant, i.e, i < 0 and > 0, then Xc = 180 + Orel. If the angle is in the third
quadrant, then c = -180 + rel. Using this convention we have -180 < Xc < 180.
As these calculations are fairly straightforward, no Matlab routine is provided. The
resulting values for burst-mean current and angle measured at each of the four sensors
for the storm period discussed in section 1.2, bursts 100 to 141, are given in Table 2.1.
Also given in the table are the time varying elevations of each of the sensors above
bottom. These were obtained from the altimeter data as described in section 1.2.
2.2 The Logarithmic Velocity Profile
The linearized form of the boundary layer equation for two-dimensional horizontal
flow in the xz-plane reads
a -- p + T (2.3)
a~t 1Ox 6z
where p is the fluid density, u is fluid velocity, t is time, p is pressure, x is the
coordinate in the direction of horizontal motion, z is the vertical coordinate, and r
is the shear stress. For small values of z this reduces to the familiar law of the wall
which states that the shear stress near the bottom is equal to the bottom shear stress.
Turbulent shear stress is often expressed as (eg., Madsen, 1993)
ucT = PVt Oz (2.4)
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Sensor 1 Sensor 2 Sensor 3 Sensor 4
[Burst Mag. Angle ] Elev. M A Ma I Angle Eev. Mag.  le Eev. Mag. Angle I Elev.
100 1.36 141.2 9 2.46 108.1 38 1.82 131.5 69 1.73 144.9 98
101 0.41 45.3 9 1.87 52.3 38 1.35 43.6 69 1.38 48.3 98
102 5.40 -129.6 9 6.68 -134.8 38 8.45 -130.5 69 9.86 -129.9 98
103 5.79 -118.7 9 6.74 -124.3 38 7.89 -123.5 69 8.75 -123.1 98
104 2.02 -42.1 10 3.18 -27.4 39 3.94 -46.5 70 4.40 -54.4 99
105 5.57 -151.2 9 6.64 -162.2 38 8.01 -156.6 69 8.71 -156.5 98
106 4.38 -142.8 11 5.21 -153.5 40 6.24 -150.0 71 6.73 -152.5 100
107 3.34 -141.4 10 3.67 -151.2 39 4.62 -142.0 70 5.09 -142.4 99
108 9.79 -124.6 9 11.49 -130.8 38 12.83 -130.8 69 13.50 -132.5 98
109 6.39 -121.5 10 7.32 -129.5 39 8.61 -129.1 70 9.29 -131.4 99
110 1.88 146.8 9 4.12 114.0 38 3.97 121.9 69 4.16 126.5 98
111 5.62 176.3 10 6.68 165.8 39 7.58 173.3 70 7.54 171.6 99
112 6.12 174.9 9 7.35 166.1 38 8.08 172.2 69 8.18 170.2 98
113 5.85 127.9 10 8.01 120.0 39 7.99 127.4 70 8.88 126.3 99
114 1.51 -147.5 10 1.64 178.9 39 2.42 -165.6 70 2.79 -169.1 99
115 7.53 -111.4 10 9.72 -111.3 39 11.37 -111.4 70 12.22 -111.8 99
116 1.12 153.3 10 2.10 128.1 39 2.18 155.0 70 2.58 148.8 99
117 2.31 -103.3 10 2.43 -102.7 39 3.76 -103.4 70 4.15 -106.3 99
118 6.35 -92.8 10 8.00 -95.7 39 9.86 -95.9 70 11.35 -96.7 99
119 7.16 -65.0 10 10.12 -62.9 39 11.96 -63.0 70 13.42 -63.5 99
120 14.15 -71.1 10 18.60 -70.9 39 20.93 -70.4 70 22.75 -70.6 99
121 23.66 -92.2 10 30.86 -96.3 39 34.05 -97.4 70 36.63 -98.0 99
122 25.06 -87.0 7 32.13 -91.1 36 35.40 -91.9 67 37.61 -92.6 96
123 17.28 -80.4 5 21.88 -86.4 34 24.00 -86.9 65 25.60 -87.4 94
124 5.01 -100.0 5 6.49 -102.8 34 8.40 -105.7 65 9.35 -105.5 94
125 2.32 109.1 5 3.95 103.9 34 3.70 123.9 65 3.65 139.3 94
126 1.42 -126.4 5 1.21 -125.3 34 3.46 -139.8 65 5.16 -151.4 94
127 5.20 -165.8 4 6.27 -179.1 33 7.78 -173.4 64 8.54 -168.9 93
128 3.14 -152.9 4 3.71 -160.0 33 4.76 -150.8 64 4.93 -143.3 93
129 0.40 -158.0 5 0.57 52.5 34 0.63 -148.0 65 1.50 -136.6 94
130 0.32 134.2 5 1.82 -0.8 34 4.17 -61.3 65 6.03 -78.4 94
131 1.48 -70.5 5 3.07 -26.0 34 4.70 -30.3 65 6.65 -27.3 94
132 3.18 -146.2 5 4.06 -149.8 34 5.89 -140.0 65 6.96 -137.4 94
133 3.56 -79.6 4 4.36 -73.9 33 5.51 -77.1 64 6.11 -77.5 93
134 1.60 -106.8 5 1.95 -90.3 34 3.30 -93.1 65 3.99 -90.1 94
135 3.91 -179.8 4 4.99 162.3 33 6.72 169.9 64 8.90 167.9 93
136 4.60 -153.9 4 5.94 -169.7 33 7.20 -163.9 64 7.95 -165.0 93
137 4.59 177.5 5 5.77 172.3 34 6.82 -177.3 65 7.03 -175.4 94
138 4.16 -155.2 5 5.76 -170.3 34 6.85 -167.0 65 6.97 -171.4 94
139 4.45 -165.2 5 6.41 -178.5 34 7.56 -172.9 65 8.04 -173.0 94
140 4.17 164.8 5 6.10 157.4 34 6.67 165.9 65 6.89 165.0 94
141 4.10 148.9 6 5.81 142.5 35 6.62 148.6 66 7.69 144.5 95
Table 2.1: The burst-mean current magnitudes and angles for bursts 100- 141. Cur-
rent magnitude is in cm/s, angle is in degrees, and sensor elevation is in cm above
bottom.
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where t is the turbulent eddy viscosity. Adopting the common time-invariant eddy
viscosity model, t = cu,¢z, and combining equation (2.4) with the law of the wall
results in
' = ptU*cZ Z (2.5)
where Tc denotes the bottom shear stress associated with the current. The current
shear velocity, uc, is defined as vfp. This shear velocity gives the scale of the
turbulent velocity fluctuations in the boundary layer. The constant r, is von Karman's
constant which has a value of 0.4. Integration of this equation with respect to z results
in the classical logarithmic velocity profile
UC = lnz (2.6)
IC Zoa
where the constant of integration is expressed in terms of the apparent hydraulic
roughness, z. This equation is valid within the current bottom boundary layer.
Physically, zoa signifies the apparent location of the no-slip boundary, i.e., the place
where the extrapolated velocity profile goes to zero, in the presence of waves. The
influence of the waves will be discussed in chapter 4. Rearranging terms in (2.6) gives,
Kln z =-u + n zoa (2.7)
U*c
If one were to plot u, the burst-mean current magnitude, on the x-axis and n z,
the log of the sensor position, on the y-axis, then this is the equation of a straight
line having a slope of K/U*c and a y-intercept of n zo. For a given burst, then, a
simple least squares linear regression can be performed on the four data points given
by (uci, n zi). The results of the regression are the slope of the best-fit straight line
from which the current shear velocity, uc, can be determined, the y-intercept which
is ln zo, and the correlation coefficient, R, which is a measure of the "goodness of
fit". When R2 = 1.0 the data points fall on a perfect straight line; as R2 approaches
zero, the data points have no linear correlation. The Matlab routine used to carry out
these calculations was regress.m which is included on the accompanying floppy disk
16
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Figure 2-1: Linear regression exhibiting a low-range value-0.75- of R2 (burst 134).
and discussed in appendix A, section A.1. A wide range of R2 values resulted from
the analysis. Figures 2-1 to 2-3 illustrate the fits for low, medium, and high values.
In keeping with convention, the figures are shown with a y-axis based on log1 0 rather
than ln. The natural logarithms in equation (2.7) can be changed to log10 simply
by including a factor of ln 10 in the denominator of the velocity coefficient. The
complete results of the regression analysis are given in Table 2.2.
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Figure 2-2:
(burst 124).
Linear regression exhibiting a medium-range value-0.89- of R2
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Figure 2-3: Linear regression exhibiting a high-range value-0.99 of R2 (burst 120).
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Burst u*C zoa R 2 Burst u*C zo R 2
100 0.44 7.33 0.16 121 2.23 0.15 1.00
101 0.32 8.21 0.52 122 1.90 0.04 1.00
102 0.79 0.83 0.88 123 1.11 0.01 0.99
103 0.52 0.14 0.91 124 0.63 0.31 0.89
104 0.42 1.56 0.99 125 0.26 0.16 0.76
105 0.56 0.21 0.92 126 0.76 7.28 0.56
106 0.45 0.27 0.94 127 0.46 0.07 0.87
107 0.35 0.36 0.83 128 0.26 0.06 0.86
108 0.63 0.02 0.98 129 0.21 7.47 0.50
109 0.54 0.11 0.92 130 0.85 7.46 0.83
110 0.45 1.71 0.86 131 0.74 3.73 0.84
111 0.37 0.03 0.97 132 0.58 1.01 0.81
112 0.36 0.01 0.99 133 0.35 0.11 0.86
113 0.53 0.12 0.94 134 0.40 2.08 0.75
114 0.28 2.01 0.77 135 0.72 0.98 0.75
115 0.83 0.29 0.98 136 0.44 0.08 0.92
116 0.25 1.68 0.97 137 0.35 0.03 0.96
1.17 0.43 2.11 0.75 138 0.40 0.09 0.98
118 0.90 0.78 0.92 139 0.49 0.15 0.99
119 1.08 0.78 0.98 140 0.38 0.06 1.00
120 1.48 0.23 0.99 141 0.51 0.28 0.96
Table 2.2: The results of the log-profile linear regression on the burst-mean current
data for bursts 100-141. u*c is expressed in cm/s and Zoa in cm.
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2.3 Acceptance Criteria
Because the current data is crucial to much of the remaining analysis, it is desirable to
measure the data quality in some way. One way to do this is to consider the confidence
limits on the best-fit values of u.s and z. Another measure of the data quality is
the degree to which the four sensors agree on the burst-mean current direction. The
application of these two measures is discussed below.
2.3.1 Confidence Limits
The best-fit values obtained from the least squares linear regression for the slope,
K/ .*c, and for ln zoa each have an associated standard deviation. The standard devi-
ation for ln z~, can be written (Miller and Miller, 1984)
n 2.
Ulnz0. = °m(t2 (2.8)
n
where ainz is the intercept standard deviation, ud is the burst-mean current mag-
nitude at sensor i, am is the slope standard deviation, and n is the number of data
points which is four in this case. The standard deviation for the slope can be written
(Miller and Miller, 1984)
a1m = -( 2 )2 (2.9)
U._ n- 2
These standard deviations can be converted to statistical confidence levels through
the use of the t-distribution (Miller and Miller, 1984). A confidence level can be
thought of as the probability that a particular realization of a random process will
fall within a certain range of some estimated value (Drake, 1967). For example, one
may calculate ln z., : aInzsotn-2,1-a:, where tn-2,l-Ga comes from the t-distribution2 ~~~~~~2
evaluated at (n - 2, 1 - ). The symbol a is defined to be one minus the confidence
level. For a confidence level of 90%, a is equal to 0.10. For n = 4 this results in
tn-2,1- = 2.918 as can be seen by interpolating the sample in Table 2.3. Conversely,
a value for tn-2,1-A of 3.1 gives 1 - 2 = 0.9549 or a = 0.0902. Complete tables
of the distribution are readily available in many texts such as (Beyer, 1991).
of the t-distribution are readily available in many texts such as (Beyer, 1991).
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n-2
t 1 2 3 4
2.7 0.88709 0.94292 0.96311 0.97295
2.8 0.89081 0.94630 0.96607 0.97559
2.9 0.89430 0.94941 0.96875 0.97794
3.0 0.89758 0.95227 0.97116 0.98003
3.1 0.90067 0.95490 0.97335 0.98189
3.2 0.90359 0.95733 0.97533 0.98355
Table 2.3: Sample of t-distribution table. The values in the table are the cumulative
distribution of the t-distribution, i.e., 1 - 2'
Given the above formulation, two treatments of the confidence level are possible.
One can view OlnZoatn-21 2 -2 as a function of -uci, n, R2, and a; or one can viewu,, R , and
x as a function of c, U i, n, R 2, and Ilnzotn_2,1-a. In the former case one can
calculate the maximum and minimum values of n Zo corresponding to a minimum
acceptable confidence level (equal to 1 -a). In the latter case one can calculate the
confidence level corresponding to fixed maximum and minimum values of n Zo,. The
above cases are equally applicable for the slope.
In order to determine the better measure, the application must be considered.
Ultimately, these data will be used to predict the size of bedforms using the models
of Wikramanayake (1993) and of Wiberg and Harris (1994). The empirical model of
Wikramanayake is said only to be accurate within a factor of 2.5 (Wikramanayake,
1993). Tus, as an upper limit on the range of z,, e can say we should be rea-
sonably confident that the true value of zoo is within a factor of 2.5 of the estimate.
Conveniently, this range can be written in log form as n zo ± n 2.5. Therefore this
application clearly lends itself to the latter treatment of the confidence level. For each
burst one can determine the statistical confidence level for the true value of z being
within a factor of 2.5 of the best-fit value.
A major application of the shear velocity, u, is the determination of the initiation
of motion criterion from the Shields diagram (eg., Shields, 1936). Grant and Madsen
(1976) showed the applicability of Shields diagram to unsteady flows. Comparing the
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data they present for initiation of motion to the Shields criterion reveals that the
data deviates from the criterion by a standard deviation of -0.24u.,. Since our goal
is stay within the experimental variability, we adopt this range for acceptability of
u.c. Although u is proportional to the inverse of the slope, we can consider the
acceptable range for the slope to be the same +0.24m, where m is the slope, without
introducing a significant error. This is true because 1 ~ 1- e when is small. Here,
e = 0.24. The confidence level for the true value of m, and therefore u.c, being within
the specified range can now be calculated by the same method as for the intercept.
Now, how confident is "reasonably" confident? This question must be answered
if we are to establish a criterion for rejecting data points. Consider a normally dis-
tributed random process with a known mean and variance. It was decided for purposes
of the present study that the probability of a particular realization of such a random
process being within one standard deviation of the mean would be the measure of
reasonable confidence. This corresponds to a value of t- 2 ,1-L = 1. For four data
points (two degrees of freedom) this gives a confidence level, or probability, of 58%
that the true value of n zoa or of m lies within one standard deviation of the best-fit
value. Any data point returning a lower confidence level was rejected because the
probability that its value was outside the acceptable range was considered to be too
high.
In the case of the slope, m, the form of equation (2.9) allows us to determine
a minimum value of R2 for a fixed value of tn-2,1-a. We substitute the confidence
interval, amtn-2,1-- = 0.24m(1), for am on the left side of the equation. The slope,
m, drops out, and for n = 4, a value of R2 = 0.90 results. This tells us that for
R2 > 0.90, the prescribed confidence level for the true value of u., falling within the
desired range is met or exceeded.
2.3.2 Angular Consistency
Within the bottom meter of the water column, one would expect the direction of the
burst-mean current to be approximately constant with elevation. If for a given burst,
then, a large discrepancy in angle exists among the four velocity sensors, it might
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Confidence Confidence
Burst Zo U*C 1_Xc| Reject Burst Zoa u*C cb Reject
100 46.7 3.2 20.9 zo, u*c, cl 121 >98.5 97.5 80.3 
101 79.3 24.3 68.3 u*c 122 97.5 96.1 81.7
102 82.8 55.2 82.5 U*C 123 92.0 90.7 73.5
103 75.7 60.1 81.6 124 79.0 57.3 79.6 U*C
104 98.3 90.0 29.7 Xc 125 57.8 39.7 21.6 zo, u*c, c
105 81.2 64.2 61.8 126 81.5 26.3 27.5 u*c, Xc
106 85.5 69.1 58.9 127 66.1 52.7 52.2 u*c, Oc
107 70.1 47.1 60.3 U*C 128 62.6 50.4 45.7 u*c, Xc
108 86.9 83.6 71.4 129 78.4 23.2 2.7 u*c, Xc
109 76.5 62.6 62.8 130 93.4 46.7 3.7 u*c, c
110 85.2 51.3 24.5 u*c, Xc 131 89.9 48.7 16.3 u*c, c
111 83.4 78.6 62.5 132 77.5 44.9 52.9 u*c, Xc
112 92.7 91.8 69.0 133 68.2 51.7 83.0 U*C
113 82.1 69.4 69.5 134 78.3 38.3 40.6 u*c, c
114 77.7 39.9 24.6 u*c, Xc 135 71.3 38.2 42.7 u*c, c
115 95.1 86.9 >98.5 136 76.6 63.0 47.1 Xc
116 95.8 78.3 27.3 Xc 137 82.5 75.8 53.9 Xc
117 76.4 38.0 91.1 U*C 138 92.4 85.5 43.0 X c
118 86.6 62.2 90.1 139 95.5 89.6 54.2 Xc
119 96.7 86.7 96.5 140 98.3 96.8 66.7
120 97.6 93.7 >98.5 141 89.4 74.3 74.8
Table 2.4: Confidence levels (as percent) for a range of + ln 2.5 on n Zoa, 0.24m on
the slope, and +5 ° on the angle. If a point has an unacceptable confidence value, the
parameter with the low confidence is noted in the "reject" column. The current angle
is denoted by c. Confidence levels of greater than 98.5% could not be calculated
from the t-distribution table used.
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The confidence levels for bursts 100-141 are given in Table 2.4. The points which
were rejected based on this criterion are noted. The criteria for u.c and bc are re-
sponsible for the rejection of the same number of points, while far fewer re re-
jected due to the criterion for zoo. The process by which the confidence le l$3 were
determined for both the slope and the intercept is described in greater detail in
section A.1 in the appendix. The estimates of u,c ca'culated from the linear re-
gression are plotted in Figure 2-4. The dotted lines give ';Ie acceptable range. As
described previously, a confidence level of 58% that the ,cnle value of u., is within
the range shown is required for the acceptance of a giver point. A similar plot for
log zo, is shown in Figure 2-5. As before, logl0 is used for the figures rather than ln.
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be an indication of large measurement error. For this reason the standard deviation
of the four burst-mean angle measurements for each burst was used as a second
criterion for the selection of data points. Since the setup of the instrumentation can
involve an error of +5 ° , this was taken as the acceptable standard deviation. In
order to maintain consistency, we can express this in terms of confidence as in the
previous section. With the standard deviation and the acceptable range specified, the
value of t_2, 1_a can be calculated. From this, a can be determined and, hence, the
confidence level that the true value of the angle falls within 5° of the mean measured
angle. As before, a confidence level of 58% is required for acceptance. The confidence
levels for each burst are shown in Table 2.4. The mean of the four measured current
angles, , is taken to be the current angle for purposes of further calculations. It is
presented in Table 2.5. The time variation of Xc is illustrated in Figure 2-6. The line
at -90 ° represents a longshore current in the southerly direction. This seems to be
the predominant direction during the storm around burst 120.
Data points which were not rejected by either criterion were considered accept-
able for use in further analysis. It should be emphasized that these criteria do not
guarantee the validity of data from a particular burst; they merely show that nothing
is obviously wrong with it. The important results from this chapter with regard to
further calculations are summarized in Table 2.5. Points which did not meet the
desired confidence level for one or more of the parameters are marked with a "*" in
the rightmost column. The confidence level that the true values of u, Zoa, and Xc
fall within the prescribed ranges of these estimated values are given in Table 2.4. A
total of 17 out of 42 points meet all of the acceptance criteria giving a relatively high
return rate of 40%. Relaxing the acceptable confidence to 50% would result in the
acceptance of 6 more points for a return rate of 55%. On the other hand, raising the
accepted confidence to 65% would result in the loss of 6 points, dropping the return
rate to 26%. By comparing Tables 2.1 and 2.5, it can be seen that there is some
correlation between data quality and the magnitude of the current. In particular, no
burst with a current measured at sensor 4 (denoted uloo0) greater than 9.9 cm/s was
rejected. Also, no burst with u10 0 < 6.7 cm/s was accepted. For a first cut, then, one
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would have good reason to believe that bursts with Uloo > 10 cm/s will be of high
quality, while bursts with uloo < 5 cm/s are likely to be of low quality. As for bursts
with 5 < Uloo < 10 cm/s, 14 were rejected in this data set and 9 were accepted. This
is definitely a gray area.
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system for bursts 100-141. The line at -90 ° represents a longshore current in the
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criteria are denoted by a "".
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Burst uc Zoa c Reject
100 0.4415 7.3333 131.4 
101 0.3212 8.2082 47.4 
102 0.7903 0.8338 -131.2 
103 0.5172 0.1387 -122.4
104 0.4158 1.5612 -42.6 
105 0.5552 0.2124 -156.6
106 0.4474 0.2715 -149.7
107 0.3543 0.3614 -144.3 
108 0.6298 0.0204 -129.7
109 0.5370 0.1128 -127.9
110 0.4520 1.7133 127.3 
111 0.3733 0.0261 171.8
112 0.3639 0.0111 170.9
113 0.5270 0.1193 125.4
114 0.2781 2.0074 -165.8 
115 0.8258 0.2883 -111.5
116 0.2503 1.6778 146.3 
117 0.4277 2.1070 -103.5 
118 0.9007 0.7827 -95.3
119 1.0805 0.7824 -63.6
120 1.4782 0.2303 -70.7
121 2.2288 0.1474 -96.0
122 1.8952 0.0371 -90.6
123 1.1126 0.0109 -85.3
124 0.6296 0.3066 -103.5 
125 0.2577 0.1623 119.0 
126 0.7611 7.2845 -135.7 
127 0.4575 0.0685 -171.8 
128 0.2632 0.0556 -151.8 
129 0.2137 7.4744 -97.5 
130 0.8490 7.4593 -91.6 
131 0.7400 3.7266 -38.5 
132 0.5818 1.0091 -143.3 
133 0.3501 0.1123 -77.0 
134 0.3974 2.0827 -95.1 
135 0.7175 0.9756 170.1 
136 0.4368 0.0831 -163.1 
137 0.3495 0.0313 179.3 
138 0.4035 0.0891 -166.0 
139 0.4932 0.1495 -172.4 
140 0.3791 0.0594 163.3
141 0.5058 0.2822 146.1
Table 2.5: Summary of the current data. u*c is in cm/s, Zoa is in cm, and Xc is
in degrees. Bursts which failed to meet at least one of the acceptance criteria are
denoted by a "".
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Chapter 3
Analysis of the Wave Data
The analysis of the wave data consists of the determination of the three parame-
ters which, for purposes of this study, completely describe the waves. These are
the representative near-bottom orbital velocity, Ub, period, T, and direction of wave
propagation, NOW. The majority of these calculations were performed at the Virginia
Institute of Marine Science (VIMS). The computations described here were performed
at MIT for burst 120 only to ensure agreement with the results from VIMS. Some of
the methods described in this chapter are also presented in Madsen, et al. (1993).
3.1 The Near-bottom Wave Orbital Velocity
The complete velocity record from any of the four sensors contains information from
both waves and current. In order to analyze the wave data, the burst-mean cur-
rent must be determined as described in section 2.1. The u-component and the
v-component of the current are then subtracted from each u and v measurement in
the complete velocity record leaving only the wave information. The wave motion is
clearly spectral in the field, but we wish to represent it by a single periodic wave. The
two methods used for determining the representative near-bottom orbital velocity are
discussed below.
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3.1.1 The Variance Method
It has been shown from theoretical considerations of spectral wave boundary layer
flows that the appropriate near-bottom orbital velocity amplitude of a representative
periodic wave is the rms amplitude of the near-bottom orbital velocity spectrum
(Madsen et al., 1988 and Madsen, 1992). This is calculated by first determining the
total variance for each wave orbital velocity record. The variance, in general, is given
by
1 n- 2 (3.1)
0a = -1 (Umag,i - Umag2
=1
where a2 is the variance, n is the number of samples (1024), Umag,i s the magnitude
of the wave velocity vector for sample i, and Umag is the burst-mean wave velocity.
Clearly, umag = 0 since the burst-mean velocity is really the current which has been
subtracted. The rms amplitude of the near-bottom orbital velocity spectrum (i.e.,
the representative near-bottom orbital velocity, Ub) is determined from
Ub = u (3.2)
A Matlab routine which performs these operations is given in appendix A.
3.1.2 The Projected Velocity Method
Although the method described in the previous section may be preferred, the results
which were available for analysis at the time of this writing were obtained using the
projected velocity method. In order to obtain Ub in this manner, the wave direction
must be determined first using one of the methods in section 3.2. Next, umag,i and ciwi
are calculated for each sample and umag,i is projected onto the mean wave direction.
This gives a time series of the projected velocity. A frequency spectrum, Su (f) where
f is frequency, can be generated from this time series with Fast Fourier Transforms.
The area under the spectrum (f'X Su(f)) is equal to 1ub . The projected velocity has
a smaller magnitude than the actual wave velocity vector, so a smaller value of ub
results than that from section 3.1.1. If the spectrum is very narrow (i.e., Obi k.)
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this effect is minimal. For a few bursts, the orbital velocity was calculated by the
variance method for comparison. The values calculated from the projected velocity
method ranged from 9-18%smaller than those calculated from the variance method.
The resulting Ub values for bursts 100 to 141 are given in Table 3.3. The time
variation is illustrated in Figure 3-1. It can be seen that Ub increases significantly
during a storm approximately from burst 114 to burst 130.
3.2 The Direction of Wave Propagation
Two methods for determining wave direction are discussed here. The first is an
approximate method which is often convenient for field studies since it requires only
the u and v components of wave motion at a point. The second method is perhaps
more rigorous, but requires additional instrumentation (a pressure transducer). The
first method is useful if a pressure transducer is not available or if it fails to function
properly.
3.2.1 The Variance Method
Using this method, the wave direction is estimated by first calculating U2 ag and the
wave angle, bwi, for each sample. The range of wave angles, from -180 ° to 180 is
divided into 1° bins. In each bin, the values of U2 agi for each sample having an angleUmag'i
in that bin are summed. In order to smooth the resulting distribution of wave velocity
"variance", the value contained in each bin is taken as the average of its raw value and
the raw values of the five bins on either side. That is, the smoothed distribution was
taken as a running average using an 11° window. An example of such a distribution
is illustrated in Figure 3-2.
Ideally the directional variance distribution would have two distinct peaks, one
representing generally onshore motion and the other offshore. Theoretically, the cen-
troids of these peaks should be 180° apart. The direction of propagation is then taken
to be the centroid of the onshore peak. In practice, the peak centroids are not exactly
180° apart. Since there is no justification for weighing one more than the other, it
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Figure 3-1: Representative near-bottom wave orbital velocity in cm/s for bursts 100-
141. The values depicted here were obtained using the projected velocity method.
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Figure 3-2: Directional distribution of wave orbital velocity variance from burst 120,
sensor 2. The units for the wave velocity variance are cm2 /sec/deg and the wave
velocity direction is in deg.
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makes sense to split the difference. For example, consider a distribution with one
centroid located at -176 ° (roughly onshore) and the other at -4 ° (mostly offshore).
We would say the direction of propagation, ,,, is -180 ° since this requires moving
4° from each centroid to achieve a separation of 180°. An alternative to "splitting
the difference" to get the direction of propagation is to weigh the importance of each
centroid according to the total "mass" in its peak. When this was done for burst 120
it made virtually no difference.
Actually calculating the centroids requires that one choose the boundaries between
peaks. In the case of two very distinct peaks with little or no variance in between, this
choice is not important. When the peaks are very broad or at least some of the wave
orbital velocity variance is distributed everywhere, however, the choice can affect the
resulting direction of propagation fairly significantly. For example, consider three
different ways one might select the boundaries between peaks. The first is to take the
minimum point in the distribution as one boundary and to add 180° to get the other.
For burst 120 at sensor 4, after splitting the difference to get 180° of separation, this
yields -34 ° and 146° for the two centroids. A second choice of boundaries might be
to place them at 90° to either side of the maximum point in the distribution. This
method results in -27.3 ° and 152.7° for the centroid locations. Finally, one might
place one boundary at the centroid for the entire distribution with the other removed
by 180° . The resulting centroid locations from this third method are -37.9 ° and
142.1°. These are only three of the many conceivable ways to calculate the centroids
and we see a variation of over 10° in the resulting direction of wave propagation.
The results for q5w presented in Table 3.3 were obtained with the first method. The
calculations using 0b, in the next chapter are not very sensitive to these variations,
but one should be aware that the direction of propagation obtained in this manner
is just an estimate. The time variation of wave direction is shown in Figure 3-3. It
is evident from this figure that the waves are arriving from south of directly onshore
at burst 100. As the storm is peaking, the direction of propagation moves to directly
onshore and even slightly beyond so that the waves are arriving from north of directly
onshore. As the storm recedes, the waves shift back toward their direction before the
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storm.
3.2.2 The PUV Method
An alternative method for determining the mean wave direction makes use of a pres-
sure transducer in addition to the uv-sensors. The additional information from the
pressure transducer allows the surface profile at that xy-location to be calculated
through linear theory. This can be utilized to provide a more rigorous determination
of the representative wave direction. Although a pressure transducer was used in this
study, the results of the pressure data analysis were incomplete at the time of writing.
3.3 The Wave Period
In order to obtain the representative wave period, each sample in the velocity time
series (after taking out the mean) for a given sensor was projected onto the wave di-
rection, 0bo- From this projected velocity time series a frequency spectrum, S. (f), can
be obtained. This was done using Fast Fourier Transforms. The Matlab routine used
for this is given in appendix A. It produces a spectrum which is exactly symmetrical
around 0.5 Hz (the sampling rate is 1 Hz). If the spectrum is created using the full
1024 samples, it is quite erratic. To produce a smooth spectrum, the samples were
divided into four groups of 256 each. The spectral density at a given frequency in the
average spectrum was obtained from the average of the four 256-sample spectrums.
The smoothed spectrum for burst 120 at sensor 4 is shown in Figure 3-4. It has been
shown (Madsen, 1992) that the representative period, T, for the equivalent periodic
wave is given by
T = fo" S (f)df (3.3)fooo f St,(f)df
where f is frequency. A routine which carries out this calculation is also included
in appendix A. The values of T for bursts 100 to 141 are shown in Table 3.3. The
time variation of wave period is illustrated in Figure 3-5. The figure shows that
the representative wave period actually peaks before the near-bottom orbital velocity
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Figure 3-3: Direction of representative wave propagation in deg relative to the shore-
normal coordinate system for bursts 100-141. These values were obtained as described
in section 3.1.1.
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Burst Ub T |w Burst Ub T |w
100 3.40 9.25 140.1 121 17.06 9.53 -173.9
101 3.97 9.17 137.2 122 18.49 10.65 165.4
102 3.13 9.40 115.5 123 15.99 9.77 -171.0
103 3.48 9.56 125.4 124 14.43 9.35 -168.5
104 4.33 9.57 136.9 125 13.96 9.15 -160.6
105 3.34 9.40 153.4 126 12.21 9.32 -168.6
106 4.47 8.83 127.2 127 12.44 9.71 -179.6
107 5.36 8.65 131.1 128 11.98 9.23 178.7
108 4.47 8.82 121.4 129 12.42 9.38 -179.9
109 5.72 8.77 128.9 130 8.83 9.40 178.8
110 7.06 9.56 137.9 131 9.09 9.51 -175.7
111 6.57 10.08 127.0 132 9.64 9.93 175.2
112 8.13 10.72 134.6 133 9.08 9.71 171.1
113 10.08 11.38 139.0 134 9.19 9.29 179.3
114 8.57 11.72 144.5 135 9.59 9.73 178.1
115 14.56 13.34 136.9 136 8.67 9.86 171.9
116 17.29 13.03 137.3 137 9.12 9.78 174.1
117 18.29 12.22 135.1 138 9.76 9.72 167.3
118 16.57 11.81 139.5 139 9.01 9.76 173.7
119 14.96 11.32 144.9 140 9.62 9.69 161.4
120 15.28 11.19 146.7 141 7.95 9.70 173.5
Table 3.1: Summary of representative periodic wave characteristics. Ub is given in
cm/s, ,w, in deg., and T in s.
shown in Figure 3-1. This behavior is typical for waves arriving from a distant storm
because the long waves associated with the storm travel faster than the shorter ones,
and so arrive before the storm peaks.
3.4 Consistency among Sensors
It is of interest to determine how much variation we should expect in the measurement
of ub from the four different sensors at least for the sake of providing a check on the
instrumental accuracy. From linear wave theory, we know that the magnitude of the
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Figure 3-5: Representative wave period in s for bursts 100-141
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J ·
near-bottom wave orbital velocity is given by
Ub = aWcosh[k(z + h)] (34)
sinh(kh)
where a is the wave amplitude, w is the wave radian frequency, k is the wave number,
and h is the water depth. The datum for z in this case is the water surface so that
the bottom is at z = -h. Thus, at the bottom, the argument of the cosh goes to
zero making the cosh equal to 1. The effect of elevation change on ub can be seen
simply by observing how this factor changes from 1. The wave number is defined as
k = 2. The deep water wavelength can be calculated fromL'
Lo= 2 (3.5)
27w
where g is the acceleration of gravity. As the wavelength, L, increases, k decreases
moving the cosh term toward 1. Waves with small periods, then, will show a larger
effect on Ub as one moves away from the bottom. As an extreme case, consider a
wave with a period of 3.0 s. From equation (3.5) this gives Lo = 14.0m which implies
h = 1.43 for 20 m depth. Linear theory tells us that for h > 0.5 we can assume
deep water waves. We are certainly safe with this assumption here, so L = Lo. We
can now determine the value of the cosh term at z = -19 which is the location of
the highest sensor, 1 m above bottom. The result is cosh[k(z + h)] = 1.10 for a
wave period of 3.0 s and a water depth of 20 m. This tells us that in the extreme we
should expect a difference of 10% for Ub measurements among the four sensors.
In an ideal situation, the data for Ub, T, and wc would be available for all four
sensors. The consistency among sensors could then be used as an acceptance criterion.
The acceptable ranges would be much tighter than for the current parameters due to
the small degree of variation expected as described in the previous paragraph. Since
the data for all sensors was not available, we were forced to accept the one value we
have. For burst 120 only, data for all four sensors was analyzed. The difference among
sensors was less than 5%. This implies that the instrumentation was working well.
It also provides assurance that the velocity signal left after the current is subtracted
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is truly due to waves and is not significantly contaminated by turbulence. Of course,
one would also expect the period and angle to be consistent among sensors. For burst
120, the difference in period was less than 0.1 s and the difference in angle was less
than 4°. It is encouraging that the consistency was as good as expected for burst 120
since we have only one value for the remaining bursts.
A criterion for the quality of the wave angle measurement would be very useful.
As mentioned in section 3.2.1 the degree of uncertainty of the wave angle when calcu-
lated by the variance method increases as the directional distribution of wave orbital
velocity variance spreads. Some measure of the spread of this distribution might be
a reasonable way to quantify the uncertainty in the determination of bwc. It would
also be useful to determine if one of the three methods of section 3.2.1 is consistently
closer to the PUV method.
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Chapter 4
Wave-Current Interaction
The effects of the interaction of waves and currents in the boundary layer have been
well documented (eg., Grant and Madsen, 1986). For this reason, only a brief overview
of the wave-current problem and methods for solution is given here with little atten-
tion paid to derivation. Also discussed are the modifications of the conventional
problem formulation necessary for this study.
4.1 A Brief Overview
Recall from section 2.2 that the time-invariant eddy viscosity, vt, used to determine
the shear stress due to the current is scaled by a shear velocity. In the case of
pure wave motion, it has been shown that adopting a time-invariant eddy viscosity
model based on the maximum wave shear stress greatly simplifies the analysis without
sacrificing much accuracy (Trowbridge and Madsen, 1984). For the case of wave-
current boundary layers, then, we continue to use a time-invariant eddy viscosity,
now scaled by the maximum combined wave-current shear stress.
The effect of wave associated turbulence is limited vertically by the extent of
the wave boundary layer thickness. Therefore the contribution to turbulent mixing
must vanish at some point above which only the current shear velocity contributes
to mixing. This is accounted for in the following definition of the eddy viscosity used
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for wave-current boundary layers
vt uMZ Z < (4.1)
IgU,eZ Z > wC
where u.m is the maximum combined wave-current shear velocity and 65, is the wave
boundary layer thickness. One can use this definition as in section 2.2 to derive the
current velocity profile. For z < 6,,
U* c U c ZUC = In - (4.2)
IC U*m Z o
where z is the constant of integration refered to as the hydraulic roughness. Physi-
cally, it represents the location where the current velocity profile for z < wc goes
to zero (i.e., the location of the no-slip boundary). For z > wc
C lC IZ (4.3)
K Zoa
where the constant of integration is now expressed in terms of the apparent hydraulic
roughness mentioned in section 2.2. It is given this name because from outside the
wave boundary layer, the presence of the wave boundary layer makes the bottom look
"more rough" to the current, giving a value for the hydraulic roughness, Zoa, which
is larger than the true value, zo determined within the wave boundary layer. Since
all the current meters are located at z > 6wc, we were able to determine only Zoa in
chapter 2. By matching the velocity profiles at z = 6,c the following expression for
z. is obtained
Zo = 6c (Z) 1*M (4.4)
In order to get an idea of the actual physical size of the bottom roughness it is
necessary to determine zo. This can be related to the equivalent Nikuradse roughness,
kn, through the relationship k = 30zo valid for fully rough turbulent flow. The
equivalent Nikuradse roughness represents the diameter of uniform sand grains which
would provide the same boundary roughness being experienced by the flow. In this
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study we wish to obtain zo from the information we have on the waves and current so
that we can predict the condition on the ocean bottom. The next two sections will
cover the conventional formulation of wave-current problems and the modifications
necessary to solve for zo.
4.2 Conventional Formulation
The solution methodology of a combined wave-current boundary layer problem gener-
ally assumes that the wave condition is given by ub, w = ' (frequency), and X{, and
that the bottom roughness is specified by k (or z). Clearly this last specification
cannot be made here, but the necessary modifications are discussed in section 4.3.
The formulas which are used for solution of the problem begin with the following
2
*/m 2 (4.5)
where / is the relative strength of the current and waves, and u*w,m is the maximum
shear stress associated with the waves. A second important factor is defined by the
equation
C = 1 + 2 cos w + f2 (4.6)
where /wc is the angle between the waves and current and C, is the constant of
proportionality relating the combined maximum shear stress to the maximum wave
shear stress, i.e.,
22 u = Cl uw m (4.7)
Next we have the friction factor formulas. The explicit formulas given here have been
shown to be extremely accurate for the ranges given (Madsen, 1992) and replace the
previously used implicit formulas from (Grant and Madsen, 1986). They are
fwc = C exp [7.02 ( C u b - 8.82] (4.8)
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for 0.2 < cub < 102, andklCw
fw = C, exp [5.61 ( kby; - 7.30] (4.9)
for 102 < C~m < 10 4 . The wave friction factor, fc in the presence of a current isknW
defined as
U.Wm = -fcub (4.10)
Finally, the definition chosen for the wave boundary layer thickness is
&5 = 2 U*m (4.11)
4.2.1 Current Specified by uc and Xc
The first of the two conventional formulations assumes the current is specified by u.c
and Xc The solution procedure begins with p = 0 and C, = 1. The friction factor
is calculated from either equation (4.8) or (4.9) as appropriate. From equation (4.10)
the value of u2wm is computed and with this value, a new p is found from equation
(4.5). This process is repeated until fwc remains constant to three significant figures
from one iteration to the next. Now u and 6wc are obtained from equations (4.7)
and (4.11), respectively.
4.2.2 Current Specified by u at z = Zr and bc
The second formulation assumes the current is specified by ucr, the current at location
Z = Zr, and X$c. As before, the procedure begins with p = 0 and C, = 1 and follows
along through the calculation of u*m. At this point, 6w, is calculated from equation
(4.11). We need to determine u,. By combining equation (4.3) with equation (4.4)
an expression which is quadratic in u is obtained whose solution is
n -z[ 1 1 Ku, lnI ) 2 ]
In - 2 4 u*mn(n Z,)2 (.2
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With this value for u, p can be updated in equation (4.5). The process is iterated
for convergence of p to two significant figures.
4.3 Modifications of the Problem Formulation
As stated in the previous section, the fundamental difference between what is gen-
erally assumed in the problem formulation and the present case is that we cannot
specify the bottom roughness; kn is unknown. Instead, we know the value of Zoa from
the calculations in chapter 2. These calculations also allow us to specify the current
by u.c and Xc. From this knowledge, we can express k in a way that makes the
solution of the problem very manageable.
First, recall that kn is directly proportional to zo. Manipulating equation (4.4),
zo can be expressed in terms of the known variables, Zoa and u, and the unknowns,
65w and U*m. Substituting for 5we from (4.11) the following results
z = 2- () (4.13)
The only unknown remaining is u*m. We can substitute for u*m from equations (4.7)
and (4.10) so that the only unknown in the expression for zo is f,,c. Using this new
expression for zo and replacing k, with 30zo in the friction factor formulas, we are left
with implicit formulas for fc which can be solved iteratively. Thus, the wave-current
problem can be solved for our specifications using essentially the procedure described
in section 4.2.1, except that now the equations for fwc are implicit rather than explicit.
Once convergence is reached, the final value of u*m can be used to calculate zo from
(4.13). This solution procedure is performed by a Matlab routine which is described
in appendix A. The values for zo and kn which result for bursts 100-141 are listed
in Table 4.1. Shown in Figure 4-1 is the time variation of zo. These results will be
compared to those obtained from the empirical moveable bed roughness formulas of
Wikramanayake (1993) and Wiberg and Harris (1994) in chapter 6.
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Burst zo kn Burst ZO kn
100 N/A N/A 121 4.6x10 - 2 1.375
101 N/A N/A 122 9.2x10-3 0.277
102 4.8x1O- 1 14.38 123 1.8x10 - 0.06
103 4.2 x 10- 2 1.26 124 1.3x 10- 2 0.38
104 6.0x10 -1 18.11 125 7.0x10 - 4 0.02
105 6.6x 10 -2 1.99 126 4.7 141.0
106 5.7x 10- 2 1.72 127 1.1x10 - 3 0.03
107 4.5 x 10 - 1.35 128 2.0x 10 - 4 0.01
108 6.7x 10-3 0.20 129 N/A N/A
109 2.0x 10-2 0.59 130 N/A N/A
110 3.7x 10-1 11.23 131 1.6 47.0
111 1.3x10 - 3 0.04 132 1.1 x 10l- 1 3.39
112 3.0x10 - 4 0.01 133 3.1x10-3 0.09
113 4.8x 10-3 0.14 134 3.5x 10-1 10.59
114 2.1x 10 - ' 6.39 135 1.3x 10-1 4.01
115 1.9x10 - 2 0.57 136 3.2x10-3 0.10
116 2.0x10 - 0.61 137 5.0x10 -4 0.02
117 6.8x10 - 2 2.04 138 2.2x10 - 3 0.07
118 5.3 x 10- 2 1.59 139 7.4 x 10- 3 0.22
119 7.8x 10-2 2.34 140 1.1x 10-3 0.03
120 3.1 x 10-2 0.93 141 2.2x10 - 2 0.66
Table 4.1: The hydraulic roughness and equivalent Nikuradse roughness expressed
in cm. For those bursts denoted by "N/A", the Matlab routine was unable to reach
convergence. The data quality for all four of these bursts was considered unacceptable
in section 2.3.1.
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Figure 4-1: The hydraulic roughness, zo, for bursts 100-141. Values were not obtained
for bursts 100, 101, 129, and 130 because the solution method of section 4.3 did not
converge (see Table 4.1). Values for bursts which did not meet at least one of the
acceptance criteria are denoted by a "".
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Chapter 5
Skin Friction and Critical Shear
Stresses
The shear stresses discussed up to this point are a measure of the flow resistance
imparted by the presence of the bottom regardless of its shape or the nature of
individual roughness elements. While this is sufficient for hydrodynamics, it does
not supply the information necessary to consider sediment transport. The important
shear stresses with regard to sediment transport are those which act on individual
sediment grains. These have been dubbed skin friction shear stresses. These stresses
can be compared to the critical shear stress for a given sediment to predict initiation
of sediment motion.
5.1 Skin Friction
Skin friction shear stresses can be calculated using the wave-current interaction tech-
niques discussed in section 4.2 (Glenn and Grant, 1987). Either of the two conven-
tional formulations can be used to specify the current, and the bottom roughness
is specified by the grain size. However, it is inconsistent to apply either of the two
formulations directly because the information we have for the current is valid only
for z > c To apply the methods directly would assume that the velocity varia-
tion in the vertical outside the wave boundary layer is governed by roughness with
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a scale of individual sediment grains which is only true for a flat bed. To avoid this
inconsistency, we use the "total" roughness obtained in section 4.3 to predict the
current velocity, u, at z = 6wu. Since this is the match point for the two velocity
profiles in equations (4.2) and (4.3), it is valid to use the current specified at z = 5w,
with a bottom roughness equal to the grain diameter to obtain the skin friction shear
stresses using the procedure of section 4.2.2. Two Matlab routines which perform
these calculations are described in appendix A.
The maximum wave skin friction shear velocity in the presence of currents, u*wm,
and the maximum skin friction shear velocity, u'm, which result for bursts 100-141
are summarized in Table 5.1. Included for the sake of comparison is the skin friction
shear velocity which would result from the waves alone, UuW. This is calculated by
first obtaining the wave friction factor either from equation (4.8) or (4.9) with the
wave conditions from chapter 3 and the roughness specified by the grain size. The
grain size is given by d50 = 0.18 cm (section 7.2). Then u', is calculated like u*,,m
using equation (4.10). Not surprisingly, all three shear velocities follow the same
trends and satisfy the relationship, u,w um < um. Also included in the table is
the skin friction velocity due to the current. This is needed for bedload calculations
as well as for calculation of the excess shear stress in section 7.2.
5.2 Initiation of Motion
It has been shown that for periodic waves as well as for steady turbulent flows that
the Shields criterion is applicable for determining initiation of motion (Madsen and
Grant, 1976). Comparing the data from experiments with actual periodic waves and
spectral waves represented by a periodic wave, however, ripples were washed out for
a much lower value of the skin friction shear stress in the case of spectral waves (Sato
and Horikawa, 1988; Rosengaus, 1987; Mathisen, 1989). This can be explained by
the fact that the representative periodic wave is in a sense an average of the spectral
waves. For short bursts of time, the spectral wave shear stress is much greater than
is indicated by the representative periodic wave. Ripples have also been seen to form
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Burst uW * U *wm m UC Burst u*w u*wm U*m u
100 0.286 N/A N/A N/A 121 1.120 1.255 1.467 1.084
101 0.327 N/A N/A N/A 122 1.182 1.364 1.657 1.273
102 0.267 0.275 0.289 0.127 123 1.055 1.147 1.286 0.954
103 0.290 0.313 0.350 0.212 124 0.972 0.995 1.026 0.368
104 0.349 0.351 0.355 0.050 125 0.948 0.953 0.959 0.252
105 0.281 0.308 0.352 0.199 126 0.843 0.843 0.843 0.020
106 0.363 0.368 0.376 0.163 127 0.851 0.911 1.002 0.418
107 0.424 0.426 0.429 0.135 128 0.830 0.859 0.902 0.302
108 0.363 0.426 0.537 0.416 129 0.855 N/A N/A N/A
109 0.447 0.466 0.495 0.274 130 0.638 N/A N/A N/A
110 0.527 0.531 0.536 0.078 131 0.653 0.655 0.657 0.063
111 0.492 0.538 0.613 0.331 132 0.682 0.695 0.713 0.183
112 0.584 0.644 0.741 0.405 133 0.651 0.666 0.689 0.264
113 0.695 0.751 0.838 0.375 134 0.662 0.662 0.662 0.066
114 0.602 0.604 0.605 0.056 135 0.681 0.704 0.738 0.221
115 0.933 0.968 1.018 0.465 136 0.624 0.671 0.743 0.332
116 1.085 1.090 1.096 0.116 137 0.652 0.707 0.791 0.359
117 1.149 1.153 1.159 0.152 138 0.692 0.734 0.797 0.327
118 1.060 1.091 1.134 0.395 139 0.646 0.690 0.759 0.318
119 0.976 1.030 1.109 0.434 140 0.684 0.733 0.810 0.343
120 0.996 1.126 1.333 0.770 141 0.581 0.611 0.657 0.253
Table 5.1: Summary of skin friction shear velocities calculated in cm/s. The notation
"N/A" corresponds to bursts for which the shear velocities could not
because the hydraulic roughness could not be determined in chapter 4.
be calculated
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at a lower shear stress than critical in the presence of spectral waves. Because of this
and the fact that ripples are seen to wash out for spectral waves at about half the
shear stress for periodic waves, the critical shear stress for initiation of motion in the
presence of spectral waves is taken to be half that for an equivalent periodic wave.
The critical shear stress can be represented as purely a function of the sediment
and fluid characteristics through the modified Shields diagram (Madsen and Grant,
1976). Of course the shear stress is related to the Shields parameter by
/ = pgd(s- 1) (5.1)
where 4 is the dimensionless Shields parameter and d is the sediment diameter. The
water is taken to be saltwater with a density of 1025 kg/m3 and a kinematic viscosity
of 0.01 cm 2/s. Sampling of the bottom sediments showed them to be composed of
95% sand grains with a mean diameter of 0.0184 cm and 5% fine sediments. Analysis
of suspended sediment measurements showed that a representative diameter for the
fine grain sediments of 0.0045 cm matched the data best. The critical shear stress for
the sand component can be found from the modified Shields diagram to have a value
of 1.59 g/cm/s 2 . Now since u = and Tcr,specdral = P1cr,periodic where Tcr is the
critical shear stress, we have U*crspectral = 7U¢rperiodic = 0.880. In the case of the
fine sediment, the size is below the minimum size on the modified Shields diagram.
Limited experimental data reported in (Raudkivi, 1976) has been used to suggest the
following criterion (Madsen, 1993)
-2
Pcr = .1ST (5.2)
for S* < 0.8 where S* is the sediment-fluid parameter defined in Madsen and Grant
(1976)
dS = 4 (s- 1)gd (5.3)
where is the kinematic viscosity. This results in a critical shear stress for the fine
grain sediments of 1.05 g/cm/s 2. Using the relationships above, U*'crspectral = 0.715.
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In Figures 5-1 through 5-3 the time variation of the skin friction shear velocities given
in Table 5.1 are plotted along with the critical shear velocities. In all three cases, the
shear velocity is well below critical through burst 111 so we expect no motion. For
bursts 115-125, the shear velocities are above critical for both the sand component
and the fine grain component. It is during this time that ripples may be forming.
This will be discussed in the next chapter. For the final ten bursts, the shear velocities
are below critical for the sand, but are right around critical for the fines. We would
expect sediment transport to be minimal during these bursts. It is interesting to note
by comparing Figures 5-2 and 5-3 to Figure 5-1 that the points which do not meet all
of the criteria for quality do seem to behave fairly well, at least with regard to skin
friction.
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Figure 5-2: The time variation of the wave maximum skin friction shear velocity in
the presence of the current. The horizontal lines give the critical shear velocities for
the sand component (upper) and fine component (lower) of the bottom sediments.
Points denoted by a "*" correspond to data which failed to meet at least one of the
criteria for quality in section 2.3.1.
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Figure 5-3: The time variation of the maximum combined skin friction shear velocity.
The horizontal lines give the critical shear velocities for the sand component (upper)
and fine component (lower) of the bottom sediments. Points denoted by a "*" corre-
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~.3.1.
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Chapter 6
Moveable Bed Roughness
In chapter 4 we were able to determine the hydraulic roughness, z, based on the
theory of wave-current interaction. This hydraulic roughness represents the bottom
roughness experienced by the flow due not only to sediment grains, but also to what-
ever bedforms are present. For this reason, the corresponding equivalent Nikuradse
roughness, k = 30zo, is also refered to as the moveable bed roughness. We are now
in position to compare these results to the predictions of moveable bed roughness
obtained from two empirical models for estimation of ripple geometry. The model of
Wikramanayake (1993) utilizes the skin friction shear stress information calculated
in chapter 5 along with sediment and flow characteristics to predict the ripple height
and steepness. The model of Wiberg and Harris (1994) uses only sediment and wave
information to determine the ripple characteristics. The ripple geometry can be re-
lated to moveable bed roughness from empirical relationships (Wikramanayake and
Madsen, 1990). Using the moveable bed roughness obtained from the two models
to specify the bottom roughness in the wave-current interaction methods of section
4.2, we can estimate the apparent hydraulic roughness expected. The performance
of the models for ripple geometry (as well as the empirical relationship for moveable
bed roughness) can be evaluated based on their ability to reproduce the values of Zoa
calculated in chapter 2 within a factor of 2.5.
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6.1 Ripple Geometry from Wikramanayake
As mentioned above, this model predicts ripple geometry based on the skin friction
shear stress and the sediment and flow characteristics. The parameter, Z, used to
correlate field data on ripple geometry is given by
Z =Arm (6.1)
S.
where i'wm is the skin friction Shields parameter based on u.wm. Using equation 5.1
and the definition of the shear velocity we have
(U'WM)2M = ~~~~~~~~~~~(6.2)
'wm = gd(s- 1) (6.2)
Throughout this chapter, the mean grain diameter is used to determine ripple geom-
etry. As mentioned in section 7.2, d50 t 0.018 cm. The parameter, Z, was found to
be related to the normalized ripple height, 7l/Ab by the equation
7 = 1.8 x 10- 2 Z-0 5 0.0016 < Z < 0.012 (6.3)
Ab 7.0 x 10-4Z - 1 23 0.012 < Z < 0.18
where / is the ripple height and Ab is the bottom excursion amplitude given by
Ab = ub, where Ub and w are the near-bottom orbital velocity and the radian frequency,
respectively, of the representative periodic wave. Ripple steepness was also related to
Z by the equation
(6.4)
_ I 1.5 x 10-'Z -0° 009 0.0016 < Z < 0.012 (6.4)A 11.05 x 10- 2Z-0 65 0.012 < Z < 0.18
where A is the ripple wavelength and I is called the ripple steepness. The upper and
lower limits on Z represent the limits of the experimental data. Sheet flow (upper
flat bed) conditions exist for Z > 0.18. The values of Z, , and A for bursts where the
critical shear velocity for the sand component of the bottom sediment was exceeded
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Burst Z _7 A
115 0.0132 4.42 25.3
116 0.0168 3.82 25.6
117 0.0188 3.30 23.8
118 0.0168 3.31 22.2
119 0.0150 3.30 20.5
120 0.0179 2.68 18.7
121 0.0223 1.95 15.7
122 0.0263 1.92 17.2
123 0.0186 2.34 16.7
124 0.0140 2.87 17.0
125 0.0128 3.02 16.9
127 0.0117 3.19 20.4
Table 6.1: Ripple characteristics predicted by Wikramanayake for bursts with u'*wm >
Ucr,sand. The height and wavelength are in cm.
are reported in Table 6.1. We require u'*wm > *,.,sand because ripples are formed
primarily by bedload transport. Fine grain materials are suspended quite easily,
and so do not contribute to bedload transport significantly. When the critical shear
velocity of the sand is not exceeded, no motion is expected on the bed. For this reason
the moveable bed roughness is assigned to the grain size.
6.2 Ripple Geometry from Wiberg and Harris
All that is required by the Wiberg and Harris (1994) method for predicting the
ripple geometry is the grain size, d, and the wave excursion amplitude based on the
significant wave, Ab. In this case, Ab = (sqrt2ub)/w where Ub is the rms near-bottom
orbital velocity. The model does not incorporate any information about the current
(such as that which is inherent in the skin friction shear stress) because it assumes
wave dominance. The method requires that the ripples first be placed into one of three
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categories: orbital, anorbital, or suborbital. The categories are defined as follows
2Ah < 20 orbitalVano
2Ab > 100 anorbital (6.5)
%ano
20 < 2Ab < 100 suborbitalllano
where r/ano is the ripple height predicted for anorbital ripples. This measure of rip-
ple height was used for categorization for reasons which will be clear shortly. The
wavelength for anorbital ripples, Aa, is obtained from
Aano = 535d50 (6.6)
The anorbital ripple height can then be calculated from the implicit equation
/ 2
Aa.nao 0o.095 (2Ab 2Ab (6.7)
= exp 0.095 no + 0.442 In - - 2.28 67Aano - xp7ano 77ano
If the ripples are classified as anorbital, then the ripple geometry has already been
established. If the ripples fall into the orbital category (common for laboratory ex-
periments) then the ripple wavelength, Ab is obtained from
Aob = 1.24Ab (6.8)
The ripple height, fb, is found from the following relationship for the ripple steepness
-orb = 0.17 (6.9)
Aob
It can now be seen that the orbital ripple height would not be a good choice to use for
ripple classification since the ratio of 2Ah from equation (6.8) is constant for all wave
lorb
and sediment conditions. The wavelength for suborbital ripples, Ab, is determined
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Burst Type 7 A
115 sub 1.42 11.3
116 ano 0.99 9.6
117 sub 1.02 9.7
118 sub 1.40 11.2
119 sub 1.74 12.4
120 sub 1.72 12.4
121 sub 1.82 12.7
122 sub 1.39 11.1
123 sub 1.89 12.9
124 sub 2.06 13.4
125 sub 2.09 13.4
127 sub 2.11 13.4
Table 6.2: Ripple classification and geometry from Wiberg and Harris. The ripple
types are denoted by "sub" for suborbital and "ano" for anorbital. None of the ripples
were classified as orbital. The height and wavelength are in cm.
from a weighted geometric average of the bounding values of Aano and Aob, i.e.,
[/ln -2Ah - In 10 0
Asub = exp ln20-ln 100 (lnAb lnAao) +lnAano (6.10)In 2~~~~~~~~~~~~(.0)-I 0
The suborbital ripple height, T7,ub, is then calculated iteratively from equation 6.7 just
like 7ano. The classification of the predicted ripples from bursts 100-141 along with
their predicted height and wavelength are given in Table 6.2. As with the previous
model, only the bursts for which motion is expected are included. A Matlab routine
which computes the ripple geometry using this model is included on disk and described
in appendix A. The predicted ripple heights of Wiberg and Harris are consistently
smaller than those from Wikramanayake. The average of the ratio of the predicted
height from Wikramanayake to Wiberg and Harris is 2.0. It was observed that using
the rms excursion amplitude brought this ratio much closer to one.
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6.3 Moveable Bed Roughness
Ripple geometry has been related to moveable bed roughness, k, through the follow-
ing simple empirical relationship (Wikramanayake 1993)
kn =4r (6.11)
This relationship was obtained by fitting a straight horizontal line to a plot of kn/IT7 vs.
Chum for many experiments, predominantly in the laboratory with waves only. In order
to determine the "best" proportionality constant for this field data set, the geometric
mean of k,/77 was calculated over bursts 115-128 for both models. The values for
kn are taken from section 4.3, Table 4.1. The geometric mean was used because
the roughness almost always appears inside a logarithm. Figure 6-1 illustrates the
geometric mean plotted with the values of kn/17 on a log scale versus the skin friction
Shields parameter. The resulting proportionality constant for the Wiberg and Harris
model is about 0.25 instead of 4. For the Wikramanayake model of ripple geometry,
the same analysis of the data gives a constant of 0.14. The difference between the
constants for the two models reflects the factor of 2 difference in the predicted ripple
heights. One reason for the large difference is that the experiments for which a factor
of 4 was obtained utilized periodic waves which produce sharp-crested ripples. Ripples
formed by spectral waves in the field are much more rounded and therefore induce
much less flow separation over the ripple. In addition, the ripples predicted here
are not very steep which also means less flow separation. Since flow separation over
bedforms is the reason for moveable bed roughness being larger than the grain size,
less flow separation means the moveable bed roughness will be smaller with respect
to the size of the bedforms.
Of course there are other ways to relate the roughness to the ripple geometry. A
common one is the form kn = /?r/ where is a proportionality constant determined
by fitting the data. Shown in Figure 6-2 is a plot of k,,/ versus the ripple steepness
for the data resulting from Wikramanayake's model. It would be very difficult to
justify a relationship of k/r7 to the ripple steepness based on this data, so only the
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the solid line drawn at kn/ = 0.269, and represents the geometric mean of the data
points.
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Figure 6-2: The relationship of k,/i1 to ripple steepness from the data based on
Wikramanayake's model.
simple linear relationship between kn and will be used. A similar plot of the data
from Wiberg and Harris shows that the steepness is nearly a constant equal to 0.17
because the ripples are much closer to the orbital classification than the anorbital.
The proportionality constant for the appropriate model will be used to compute
kn from the ripple height. The roughness predicted from ripple geometry can then be
compared to the roughness calculated in chapter 4. Table 6.3 lists the moveable bed
roughness predicted by each model as well as the ratio of the predictions to the values
from section 4.3. The logs of the ratios are reported both because the roughness is
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Burst k,wik log kn ,i blog kwc
,k knobs - W 0 knoba W
115 0.62 0.04 0.36 -0.20 68.4
116 0.54 -0.06 0.25 -0.39 9.0
117 0.46 -0.65 0.25 -0.90 59.0
118 0.46 -0.53 0.35 -0.66 54.8
119 0.46 -0.71 0.44 -0.73 28.5
120 0.37 -0.40 0.43 -0.34 37.4
121 0.27 -0.70 0.46 -0.48 77.9
122 0.27 0.01 0.35 0.10 76.0
123 0.33 0.78 0.47 0.94 85.7
124 0.40 0.03 0.51 0.14 65.0
125 0.42 1.30 0.52 1.39 80.4
127 0.48 1.16 0.54 1.21 7.8
Table 6.3: Moveable bed roughnesses predicted by the two models; knwik denotes
the prediction from the ripple geometry model of Wikramanayake (1993) and k,wib
denotes the prediction from Wiberg and Harris (1994). The roughness calculated in
section 4.3 is denoted by knobs. The constant 0.14 was used to relate ripple height to
roughness for the Wikramanayake model, while 0.25 was used for Wiberg and Harris.
The roughnesses are in cm and Owc is in degrees.
almost always in a log, and also to make it clear when the models overpredict and
underpredict the roughness.
The last column included is the acute angle between waves and current for each
burst. It is proposed that the roughness ratios might be related to this angle. As
mentioned above, the increased roughness experienced by the current due to bedforms
such as ripples is due to the flow separation over the top of the bedforms. The
ripples are formed by the waves, and so the crests lie perpendicular to the direction
of wave propagation. When the current is in the same direction as the wave, the flow
separation would be at its greatest, maximizing the roughness experienced by the
current. When the current is perpendicular to the wave direction, it runs right along
the ripple crests and troughs. Flow separation effects on the drag force experienced by
the currnet would be greatly reduced, if not eliminated completely, thereby reducing
the roughness experienced by the current. Therefore, we would expect the ratio of
the predicted to observed roughness to be at a minimum when Owc = 0°, and to be
67
at a maximum when 0,bc = 90° . To explore this idea, the roughness ratio was plotted
against cos bw¢ on a log scale (Figure 6-3). Only the points for which the confidence
level on the current angle was acceptable are included (i.e., bursts 115 and 117 to
124). The right boundary of the plot corresponds to qwc = 0°. The angle approaches
90° at the left boundary. The trend which we expected does appear to exist. The
roughness ratio is largest, meaning the roughness is overpredicted most, when the
waves and current are near perpendicular. The ratio tends to decrease as the angle
between waves and currents becomes smaller. While fitting a straight line to the data
may be a bit of a stretch, it is at least worthwhile to note the relationship between the
predicted and observed roughness and bwc suggested by this fit. The linear regression,
after some algebra, results in the following relationship
kn,obs = 5.8kn,pred(cos Sbu) 1.2 (6.12)
This formula could be used to take a roughness predicted by one of the ripple geometry
models and improve it to account for the effect of the angle between waves and current.
Note that at kb~ = 0°, the coefficient 5.8 multiplies kn,pred. This means the factor
multiplying r moves up around 1 depending on the model. This is still smaller than
the factor of 4 in Wikranmanayake (1993) for the reasons discussed earlier, but it is
closer. It should be noted that a relationship between the roughness and the angle
between waves and current was also developed in Drake et al. (1992).
It is unfortunate that no measure of the quality of the wave direction data was
available, as discussed in chapter 3. It would be interesting to see how such measures
would affect the points in Figure 6-3. The relationship discussed here seems to merit
further investigation.
6.4 Performance of the Models
As mentioned previously, one measure of the performance of the models is to de-
termine to what extent their predicted roughnesses can be used to reproduce the
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Figure 6-3: Relationship of roughness predictions to the angle between waves and
current for burst whose current data was acceptable. Data points from Wiberg and
Harris (1994) are denoted by a "o" while points from Wikramanayake (1993) are
denoted by a "*". The best-fit straight line is shown.
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Burst Zoa,wik Zoa,wib Zoa,obs
115 0.33 0.20 0.29
116 1.63 1.18 1.68
117 1.00 0.72 2.11
118 0.30 0.23 0.78
119 0.21 0.20 0.78
120 0.10 0.12 0.23
121 0.03 0.05 0.15
122 0.04 0.05 0.04
123 0.10 0.14 0.01
124 0.34 0.42 0.31
125 0.89 0.99 0.16
126 0.24 0.27 7.28
127 0.49 0.55 0.07
128 0.75 0.83 0.06
Table 6.4: Predicted values for apparent hydraulic roughness from the ripple geometry
models. The predictions resulting from Wikramanayake (1993) are labeled zoa,wik,
those from Wiberg and Harris (1994) are labeled Zoa,wib, and the observed values
from chapter 2, Table 2.5 are labeled oaobs. All values are in cm.
apparent hydraulic roughness using the wave-current interaction methods described
in section 4.2. The method of section 4.2.1 will be used here. A Matlab routine is
included which performs this procedure and is discussed in appendix A. The required
current data, u, and X, is obtained from chapter 2 in Table 2.5 and the wave data,
Ub, T, and w, from chapter 3 in Table 3.3. The roughness, k, is specified by the
moveable bed roughness. The results are given in Table 6.4. In chapter 2 it was
stated that the probability of the true value of Zoa falling within a factor of 2.5 of
the observed value was at least 58% for the accepted points. Therefore, the models
should ideally match the observed value of Zoa within a factor of 2.5 58% of the time.
Figure 6-4 illustrates the predicted values along with a range of 2.5 around the ob-
served value for bursts 115-128. It can be seen that both models predict Zoa within a
factor of 2.5 for 4 out of 14 data points, or 29% of the time. This is not great, but it is
very encouraging how well the predictions reproduce the trend of the observed values
of Zoa. The improved values of k calculated from equation (6.12) for both models
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Figure 6-4: Comparison of predicted values of zo with the calculated values for bursts
115-128. The solid line represents the calculated values of zo from chapter 2, the
dotted lines give a factor of 2 around the calculated value, the points with a ""
denote the predictions of Wikramanayake (1993), and the points with a "o" denote
the predictions of Wiberg and Harris (1994).
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were plotted in the manner. Figure 6-5 illustrates that the number of values falling
within a factor of 2.5 improves to 9 out of 14 for the data from Wikramanayake, and
to 7 out 14 for the data of Wiberg and Harris. In particular, the models now predict
z. within a factor of 2.5 for 8 of the 9 bursts where Xc was accepted in the case of
Wikramanayake, and 6 out of 9 for Wiberg and Harris. Although the models do not
match the trend over bursts 125-128, Table 2.4 shows that all of these bursts were
rejected for both u.c and Xc The models both perform quite well when accounting
for the angle between waves and current.
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Figure 6-5: Comparison of predicted and calculated values of zo~ for bursts 115-
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chapter 2, the dotted lines give a factor of 2 around the calculated value, the points
with a "*" denote the predictions of Wikramanayake (1993), and the points with a
"o" denote the predictions of Wiberg and Harris (1994).
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Chapter 7
Sediment Resuspension
Suspended sediment concentrations were measured using an optical backscatter sen-
sor (OBS) as described in section 1.2. The voltage readings from the OBS must be
converted to concentrations through some type of calibration curve. Once the sedi-
ment concentrations have been established at the four elevations of the OBS sensors,
they can be expressed in terms of a reference concentration and the fall velocity of the
fine component of the bottom sediment (Madsen et al., 1993). This expression can be
used to find the resuspension parameter and fall velocity which fit the concentration
data best. From the best-fit fine fraction fall velocity, a representative diameter for
the fine sediment can be determined.
7.1 OBS Calibration
The offshore tetrapod was equipped with five OBS sensors at four elevations as de-
scribed in chapter 1. The elevations of the five sensors relative to the lowest velocity
are given in Table 7.1. The time-varying elevation of the lowest velocity sensor is
given in Table 2.1. Because OBS sensors have been shown to be very sensitive to the
grain size of the sediment in suspension (Ludwig and Hanes, 1990), each of the five
sensors was calibrated to three types of sediment. Two of the sediments used for cal-
ibration were the sand component and fine component of the bottom sediment from
the deployment area. The third was a mixture of sediment captured in a sediment
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Sensor 
1 2 3 415 I
Elevation +3 +3 +25 +56 +85
Table 7.1: Elevations (in cm) of the OBS sensors relative to the lowest velocity sensor.
The time-varying elevation of velocity sensor 1 is listed in Table 2.1.
trap on a tetrapod during a later deployment in October 1994. The sensors were
exposed to controlled concentrations of these sediments to calibrate their response.
Quadratic equations were used to fit the OBS voltage response to the concentrations.
The calibration equations were of the form
V = a + bC + cC 2 (7.1)
where V is the OBS voltage, C is the suspended sediment concentration in g/L, and
a, b, and c are the calibration coefficients. The values of the calibration coefficients for
each sensor on the offshore tetrapod for the three sediment types are given in Table
7.2. A sample of the calibration curves which result for a given sensor is illustrated
in Figure 7-1. The heightened sensitivity of the OBS to the fine fraction is evident
in the figure. It is more sensitive to the trap sediment than to the sand because the
trap is a mixture of sand and fine grains.
The OBS data provided by VIMS was in the form of burst-averaged concentrations
derived from the calibration curve for the trap sediment. This data is given for bursts
100-141 in Table 7.3.
Because OBS sensors 1 and 2 were at the same elevation, it was decided to use
only one of the two for analysis. For bursts where the agreement was very good, the
choice is arbitrary. For bursts where the sensors are not in agreement, the sensor was
chosen whose data better agreed with physical intuition. A plot comparing the time
variation of the concentration measurements (from the trap calibration equation) for
sensors 1 and 2 is shown in Figure 7-2. Because the skin friction shear stress is well
below critical for the first ten bursts and we expect no motion, the data from sensor 2
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Fines
Sensor a b c
1 0.257 1.62 -0.17
2 0.169 1.35 -0.14
3 0.221 1.57 -0.16
4 0.201 1.61 -0.16
5 0.253 1.56 -0.16
Sand
1 0.201 0.133 -0.003
2 0.146 0.094 -0.001
3 0.186 0.124 -0.002
4 0.194 0.125 -0.002
5 0.247 0.120 -0.002
Trap
1 0.262 0.596 -0.019
2 0.147 0.451 -0.010
3 0.168 0.587 -0.018
4 0.186 0.574 -0.016
5 0.199 0.570 -0.017
Table 7.2: OBS Calibration coefficients for three sediment types: the fine and sand
component of the bottom sediment from the deployment area and a mixture collected
in a sediment trap in the same area.
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Burst C1 C2 C3 C4 C5
100 0.078 0.002 0.002 0.014 0.002
101 0.064 0.003 0.002 0.020 0.003
102 0.077 0.003 0.002 0.018 0.007
103 0.070 0.006 0.002 0.007 0.007
104 0.069 0.006 0.003 0.012 0.003
105 0.056 0.007 0.002 0.013 0.002
106 0.051 0.004 0.003 0.009 0.002
107 0.059 0.003 0.002 0.002 0.001
108 0.048 0.004 0.001 0.005 0.002
109 0.048 0.005 0.002 0.004 0.001
110 0.058 0.188 0.013 0.009 0.001
111 0.002 0.002 0.003 0.001 0.001
112 0.003 0.005 0.005 0.010 0.003
113 0.008 0.010 0.007 0.007 0.002
114 0.015 0.019 0.013 0.009 0.004
115 0.011 0.017 0.009 0.003 0.003
116 0.058 0.063 0.034 0.025 0.016
117 0.067 0.077 0.038 0.026 0.012
118 0.106 0.116 0.064 0.049 0.037
119 0.037 0.041 0.025 0.021 0.013
120 0.073 0.079 0.049 0.044 0.032
121 0.087 0.094 0.053 0.049 0.037
122 0.067 0.074 0.042 0.038 0.028
123 0.020 0.025 0.015 0.012 0.007
124 0.032 0.038 0.020 0.012 0.009
125 0.029 0.032 0.013 0.001 0.002
126 0.107 0.107 0.052 0.008 0.007
127 0.096 0.098 0.058 0.031 0.037
128 0.066 0.061 0.027 0.005 0.020
129 0.162 0.158 0.072 0.031 0.041
130 0.075 0.053 0.029 0.000 0.016
131 0.073 0.035 0.024 0.005 0.016
132 0.079 0.052 0.020 0.013 0.050
133 0.014 0.428 0.017 0.006 0.031
134 0.041 0.044 0.019 0.010 0.016
135 0.099 0.115 0.074 0.041 0.028
136 0.129 0.146 0.076 0.069 0.053
137 0.115 0.177 0.060 0.045 0.060
138 0.120 0.107 0.061 0.047 0.238
139 0.197 0.189 0.115 0.082 0.136
140 0.235 0.216 0.134 0.086 0.177
141 0.173 0.202 0.112 0.053 0.065
Table 7.3: OBS concentration data for bursts 100-141 calculated from the trap cali-
bration equation. The headings C1 through C5 denote the concentration of suspended
sediment in g/L at OBS sensors 1 through 5, respectively.
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is considered more reliable for bursts 100-109. For the remainder of the bursts, the
sensors agree fairly well with the exception of two inexplicable spikes in sensor 2 at
bursts 110 and 133. Thus, sensor 1 is used for the analysis of bursts 110-141.
The variation of concentration with elevation after this choice of data from the
lowest sensors is illustrated in Figure 7-3. As expected, the suspended sediment con-
centrations are extremely low during the period of subcritical shear stress prior to
burst 115 with the exception of a spike at burst 110 at the lowest elevation which
appears to be spurious. After burst 115, the concentration distribution is clearly
stratified with the highest concentrations seen at the lowest sensor. The highest sen-
sor deviates from this starting at about burst 125. Because this deviation is not
reflected in any of the other sensors and because it grows continuously with time, it
may be due to a problem with electronic drift in that sensor. The overall behavior
of the concentration distribution is what would be expected from the analysis of the
skin friction in chapter 5 until after burst 125 or so. From the skin friction analysis we
would expect the concentrations to return to their pre-storm levels of bursts 100-115.
The continuing, and in fact increasing, suspended sediment concentrations after burst
125 are difficult to explain from a hydrodynamics standpoint. One possible expla-
nation which has been suggested is that the high suspended sediment concentrations
actually reflect a large number of bioorganisms which have made their way up in the
water column during the post-storm calm.
7.2 The Reference Concentration
Models used to predict suspended sediment concentrations often require the knowl-
edge of the concentration at a given point in the water column near the bottom.
This is termed the reference concentration, Cr. Madsen et al. (1993) developed a
method for analyzing sediment mixtures based on the expression for the reference
concentration from Smith (1977) of the form
= yCbf (I = Cbfan (7.2)Crn % YCbfbn -yr[ -rc' 1 C bf bnOan 72Tr,,n
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Figure 7-2: Comparison of data from OBS sensors 1 (solid line) and 2 (dotted line).
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where n denotes the nth size class of diameter dn, yO is the resuspension parameter,
Cb is the volumetric concentration of sediment in the bed (taken to be 0.65), f is
the fraction of size class n in the bottom sediments, r' is the total, time-varying skin
friction shear stress, () denotes time averaging, and an is a shorthand notation for
the time-averaged factor. It is evident in this formulation that, when r'l <T arn, theTcr~n
reference concentration is negative. Since this does not make sense physically, the
time-averaged factor, also called the excess shear stress, is set to zero when 1r' <
r n The arguments set forth in section 5.2 regarding intiation of motion criteria
for periodic representations of spectral waves apply here as well, so we take rcr =
Ter/2, where cr is the value obtained from the Shields diagram. By assuming wave-
dominated flows, one can derive a simple analytical form for the excess shear stress,
denoted as an
=gn _- (7.3)an '~ ~= I4 u*m21
, rn Ir U*cr,n )
where the skin friction shear stress is assumed to be based on u'.wm (as opposed to u*w
or U*m) and U*cr,n = sqrtrn/p with rcr,n taken from the Shields diagram. Although
II
Madsen, et al. (1993) claimed to use rcn, they had r ,n when they derived
this solution and so had a 2 instead of the 4 in equation (7.3). The 4 is needed to be
consistent with rn = 2Tc,n This solution is not valid in general, however, as can
be seen by comparing the values of u'wm and u.m in Table 5.1. The magnitude of the
total, time-varying skin friction shear stress can be written
IT = [(Twm cos wt + T- cos kwc[) 2 + (TI sin kwcI)2]2 (7.4)
!~~~I I=(T
where 'Twm and we are the wave and current components of the skin friction shear stress,
'we is the angle between waves and current, w is the wave radian frequency, and t
is time. Equation (7.4) can be used to argue an alternative method for handling
the critical shear stress in the presence of spectral waves. Because it is only the
waves which surge due to their spectral nature and not the current, it might be more
appropriate to multiply only t'm by a factor of 2 rather than reducing the critical
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shear stress by half which essentially amplifies the effect of the current as well. This
would be particularly important when the current shear stress is of the same order as
the wave shear stress. For the sake of simplicity, this was not done here. Combining
equation (7.3) with (7.4), an expression for an which can be solved numerically results
afn = | -[(TwmCOSwt + r'e cos kwc1)2 + (rlsin q)eI)2] -1 dt (7.5)
where T is the wave period and rTc,,n is the critical shear stress for size class n. If
the integrand is negative, it is set to zero as discussed before. A Matlab routine
is included on disk and described in appendix A which carries out this integration
as part of the determination of the resuspension parameter and the fall velocity of
the fine fraction described in the next section. Table 7.4 compares the values of a,
obtained from equation (7.3) with those obtained from equation (7.5) for a grain size
0.0045 cm (representing the fine fraction). Clearly, the analytical approximation is
sorely lacking when the current is as strong relative to the waves as it is here. For
instance, in bursts 126 and 128, the approximation predicts zero suspension when the
presence of the current puts the total skin friction shear stress well above critical for
the fine fraction.
The choice of the elevation, Zr, corresponding to the reference concentration is a
significant one. The thickness of the bedload layer as derived in Madsen (1991) of
Zr = 7d50 is used here. The mean diameter of the sand, 0.018 cm, which comprises
95% of the bottom sediment is taken as d50. Transport above this elevation is regarded
as suspended load, while transport below is considered bedload.
7.3 The Resuspension Parameter and the Fine
Fraction Fall Velocity
At this point, the reference concentration can be determined in terms of the resuspen-
sion parameter, -yo, from equation (7.2). From Glenn and Grant (1987), an expression
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Burst an,approx an
115 0.16 0.38
116 0.48 0.62
117 0.66 0.78
118 0.48 0.64
119 0.32 0.50
120 0.58 0.93
121 0.96 1.88
122 1.31 3.04
123 0.64 1.41
124 0.23 0.41
125 0.13 0.32
126 0.00 0.13
127 0.03 0.27
128 0.00 0.16
Table 7.4: Comparison of the approximate value an obtained from equation (7.3) (de-
noted by an,approx) to the more exact value obtained from equation (7.5). A nominal
grain size for the fine fraction of 0.0045 cm was used.
for the concentration of size class n, Csn, for z8 > 5w, can be derived in terms of Crn
\Wf/
Can = Crn V z 
(Fan
6.s ^* (7.6)
where Wfn is the fall velocity of the nth size class. For 0.8 < S < 300 the nondimen-
sional fall velocity can be plotted as a function of S (Madsen and Grant, 1976). The
fall velocity is normalized by gd(s- 1). Since the sand is within this range of S*,
a value for the fall velocity of 1.94 cm/s can be calculated. In the case of the fines,
Stokes law (valid for S, < 0.8) relates the fall velocity to S.
Wf! _ 2
gd(s-1) 9
(7.7)
where wff is the fall velocity for the fine fraction. Since the diameter of the fines
is unknown, the fall velocity cannot be calculated. This does, however provide a
relationship between the diameter and the fall velocity of the fine fraction. In equation
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(7.6) for the fine size class, the unknowns are yo and wff. For the sand, the only
unknown is y0 .
The parameters y, and wff can now be used to fit the suspended sediment con-
centrations predicted by equation (7.6) to the OBS data. The OBS concentration
data was based on the calibration for the trap sediment from October 1994. Because
we have chosen to divide the sediment into two size classes, sand and fines, it is more
appropriate to use the calibration for these to determine concentrations. For this rea-
son, the concentration data in Table 7.3 were converted back to the measured voltage
through equation (7.1) with the trap calibration coefficients from Table 7.2. The re-
suspension parameter and the fine fraction fall velocity were discretized within ranges
which were thought to be appropriate. For -y,,, a range of 1.8x10- 4 to 1.5x 10-2 was
used based on values reported in the literature. The range of 0.003 to 0.007 cm used
for the fine fraction grain diameter was based on the knowledge that the fine fraction
was reportedly composed of silt and clay. This range of diameters can easily be con-
verted to fall velocity through equation (7.7). For a given burst, each possible pairing
of the parameters within these ranges can be input into equation (7.6) with Cr, ob-
tained from equationa (7.2) and (7.5) to try to find an optimum pairing. The critical
shear stress is evaluated from the extension of Shields criterion in equation (5.2) as a
function of the diameter of the fines.
In order to find an optimum, the concentrations predicted for the two fractions for
each pairing must be converted back to voltage so that they can be compared to the
measured voltage. It can be seen from Table 7.3 that the measured concentrations
show up in the extreme lower left-hand corner of Figure 7-1. In this region the
calibration curves are very nearly linear so the quadratic calibration coefficient, c, is
ignored in the conversion. It is also desired that the size of the zero offset, coefficient a,
not affect the comparison of voltages. This is importtant because the concentrations
are small enough that the total measured voltage exceeds the zero offset voltage by
an amount which is actually less than the zero offset itself. Thus, coefficent a is also
ignored and its effect will be subtracted from the measured voltage before comparison
so that only the "true" signal is considered. As an example, the predicted voltage,
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p = Vmeaured - Voffset, i.e., ignoring zero offsets, at sensor 1 for a given burst is
Vp = 0.133Css + 1.62Csf (7.8)
where C., and Cf are the sand and fine concentrations, respectively, calculated from
equation (7.6). The coefficients correspond to the linear (b) calibration coefficients for
the two size classes (not the trap) for sensor 1 from Table 7.2. For a given burst, we
now have predicted and measured voltages at each sensor for every possible pairing
of the parameters, 7yo and wff. The error associated with a given pairing was taken
as the square root of the sum of the squares of the voltage difference at each sensor,
normalized by the average of the measured voltages, i.e.,
EV /Vdif (1)2 + Vdif 1(3)2 + Vdiff (4)2 + Vdiff (5)2 (7.9)
[Vm(1) + Vm(3) + Vm(4) + Vm(5)]/4
where ev is the error and Vdiff (1) is the difference between the measured (Vm(1)) and
predicted (Vp(1)) voltages at sensor 1. The omission of sensor 2 in equation (7.9) serves
as a reminder that only one of the two bottom sensors is considered for a given burst
(section 7.1). The pairing of y, and wff which minimizes ev is considered optimum.
A Matlab routine is included on disk which carries out the selection of the optimum
values of ye and wff. A sample table from which the routine selects the optimum
pairing is shown in Table 7.5. The fine fraction fall velocity has been converted to
diameter. A clear diagonal of small error values cuts through the table from the
left-most column at Yo = 4.0 x 10 - 4 to the right-most column at Y = 2.0 x 10 - 3 .
The minimum error is 0.12, or 12% of the mean measured voltage. It is reassuring to
see that the minimum is so well defined. This was true for all of the bursts. A more
sophisticated method would be to interpolate the table to get a true minimum, but
in this study, the smallest value from the table was taken as the minimum. For burst
119, then, the optimum value of yO is 8.9 x 10 - 4 and the optimum diameter for the
fines is 0.0045 cm. The fit for the vertical concentration distribution which is provided
by these values is illustrated in Figure 7-4. The importance of subtracting out the
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Yo d=0.0035 d=0.0040 d=0.0045 d=0.0050 d=0.0055
1.8x 10- 4 0.70 0.88 1.01 1.09 1.15
2.6x 10 - 4 0.44 0.71 0.89 1.02 1.10
4.0x 10- 4 0.19 0.45 0.72 0.91 1.04
5.9x 10-4 0.66 0.13 0.47 0.76 0.94
8.9x 10 - 1.56 0.58 0.12 0.52 0.80
1.3x 10 - 3 2.93 1.46 0.50 0.19 0.58
2.0x 10 -3 5.01 2.81 1.36 0.41 0.29
3.x 10-3 8.12 4.83 2.66 1.22 0.34
4.5x 10- a 12.79 7.86 4.60 2.43 1.06
6.7x 10 - 3 19.79 12.40 7.51 4.26 2.18
1.0x 10 - 2 30.21 19.17 11.85 6.99 3.86
1.5x10 - 2 46.08 29.47 18.46 11.14 6.42
Table 7.5: Table of voltage error values for burst 119. The diameter of the fines, d
in the table, is in cm. The values in the error table correspond to ev. The minimum
error is 0.12 (or 12%) which occurs for d = 0.0045 cm and %y, = 8.9 x 10- 4 .
zero offset can be seen by observing how small the voltages in the figure are compared
to the magnitude of the zero offsets. Table 7.6 gives the optimum values of %y, and
the diameter of the fine fraction from which Wff is obtained through equation (7.7),
along with the value of ev for all of the bursts having a skin friction shear stress in
excess of the critical shear stress for the fine grains. Where the optimum values of %yO
and d are equal to the extremes of the ranges tested, a global optimum may not have
been reached. One would have to extend the ranges to find the global optimum.
Of course calculation of the critical shear stress for the fines in chapter 5 required
knowledge of the diameter. Based on the hydrodynamics data plotted in Figure 2-4
and in Figure 5-2, it is clear that the storm began around burst 115 and calmed
between bursts 125 and 130. As discussed in section 7.1, the high concentrations
after burst 130 are most likely not due to local sediment suspension. Therefore, a
representative diameter for the fine fraction was chosen by taking the average of the
data from Table 7.6 from bursts 115 to 128 where ripples are expected to exist, i.e.,
I 1bursts 115-125 and 127 (where r > ,and). Also, only those bursts for which a
true minimum was found are used. The result is a mean diameter of 0.0044 cm with a
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Figure 7-4: Best-fit predicted vertical concentration (in terms of voltage) distribution
for burst 119. The observed voltages are denoted by a "*" and the predicted voltages
are denoted by a "o".
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standard deviation of 7.7x10 - 4 cm, or 18%. This result compares well with the value
of 0.004 cm used for the fine fraction in Madsen, et al. (1993), for bottom sediment
in the same general area.
The mean value of the resuspension parameter, y,, for the same bursts was
2.3x10 - 3 with a standard deviation of 2.3x10-s. This value is almost an order
of magnitude higher than that obtained in Madsen, et al. (1993). This may be par-
tially explained by the fact that their value was presumed to correspond to flat bed
conditions. Since this study is in a range where we expect a rippled bottom, it is
not surprising that resuspension would be greater. In fact, Wikramanayake (1993)
reported a value for %yO of 2.0xlO( - 3) to be used for rippled beds. Another way
to choose an "average" value of the resuspension parameter from this data set is to
use the average diameter of the fines for all bursts since it is constant in reality, and
choose the optimum value of yO for that diameter. Using the tables like Table 7.5 with
d = 0.0045 cm for bursts with ripples and an optimum y, within the range exam-
ined (it turns out, bursts 115-121 and 123-124), the average resuspension parameter
calculated was 2.0x 10- 3. The error tables similar to Table 7.5 are included on the
accompanying disk in the file called errortables.dat.
To get an idea of the average error obtained by using the average values for Yo and
d, we can go into the error tables for each burst with the nearest values (O = 2.0 x 10- 3
and d = 0.0045 cm) to find the error. An average error can be obtained from
1
e-v = ( i evi) (7.10)
where ev is the average error, subscript i denotes a given burst, and N is the number of
bursts. The resulting "average error" for bursts where motion of the sand is expected
is 4.3. The fact that it is so large reflects the degree of variability of %y.
The standard deviation of this data is also larger than that in the Madsen, et al.
(1993) study. This may be due to the larger influence of the current. The 1993 study
included exclusively wave-dominated flows which is not the case here. Because the
current has a much more pronounced effect here, the variation of the angle between
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Burst 70 d eV
113t 8.9x10 - 4 0.0030 0.32*
115 5.9x10 - 4 0.0045 0.30
116 1.3x 10 - 0.0030 0.24*
117 8.9x10 -4 0.0035 0.13
118 4.5x10 - 3 0.0050 0.16
119 8.9x10 4 0.0045 0.12
120 1.3x10 -3 0.0050 0.06
121 2.0x10 -3 0.0070 0.09*
122 4.0x10 -4 0.0055 0.05
123 1.8x10 - 4 0.0040 0.14*
124 5.9x10 - 4 0.0035 0.19
125 4.5x10 3 0.0035 0.36
126t 6.7x10 - 3 0.0050 0.33
127 3.0x10 - 3 0.0030 0.18*
128t 6.7 x 10- 3 0.0030 0.28*
138t 1.5 x 10-2 0.0030 1.01*
140t 1.5 x 10- 2 0.0030 0.87*
Table 7.6: Optimum %o and wff values for bursts with a wave maximum skin friction
shear stress in excess of the critical shear stress for the fine fraction. The fall velocity
is in cm/s and the diameter is in cm. A * denotes bursts for which a true optimum
was not found while a denotes bursts for which ripples are not expected.
waves and current may also be important. It could be this variation which causes the
large degree of variation seen in the resuspension parameter.
The possibility that the resuspension parameter observed might be related to
the angle between waves and currents was explored in a manner similar to that in
section 6.3. The relationship one might expect to see would be higher values of Y
when the waves are in line with the currents and flow separation is at its maximum,
and lower values of yo when flow separation is decreased as <bwc approaches 90° .
In order to investigate this idea, the values of yo were plotted against cos Owc in
Figure 7-5. Once again, only the points for which the current angle was accepted
in section 2.3.1 and for which a true optimum was found were included. These
points do exhibit the trend which was expected. Although it is not a lot of points,
it is worthwhile to establish a quantitative relationship. A simple linear regression
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Figure 7-5: Variation of the resuspension parameter with the cosine of the angle
between waves and current for bursts 115, 117, 119, 120, and 122-124. The best-fit
straight having a slope of 0.0012 deg- ' and an intercept of 1.41x 10- 4 is shown.
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resulted in the following relationship
% = 0.0012cosq5we + 1.41 x 10- 4 (7.11)
valid for a rippled bed. With this equation, % = 1.34 x 10- 3 when O' = 0° and
decreases to 1.41x10 - 4 for 5,, = 90°. It is encouraging to note that the value for the
current perpendicular to the ripple crests is close to the value of 2.0x10-3 in Wikra-
manayake (1993) reported for rippled beds, while the value for the current moving
along the crests is nearer to the value of 4.0x 10- 4 from Madsen, et al. (1993) for a
flat bed. Although the evidence for this relationship looks strong, another process
may be responsible for the higher suspension when 0.,c = 0°. From equation (6.12)
we expect that the moveable bed roughness will be larger when the current is perpen-
dicular to the ripple crests. This, in turn, will result in a larger uc. When the current
is significant relative to the waves, this increased u., will enable more suspension of
sediment. Since this effect was not accounted for in the determination of %YO in this
chapter, the angle effect seen on y, may be artificial. It is also possible that both
processes are at work. Further investigation is required in this area.
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Chapter 8
Conclusions
The data set analyzed in this document provides some interesting results and some
direction for future investigations. With regard to data quality, it was seen in sec-
tion 2.3.1 that selection of acceptance criteria based on the application may appear
lenient, but it is far more justifiable than criteria based on arbitrary measures such
as R = 0.99 for a linear regression, or a requirement of 95% confidence in the range
for some parameter. While these have been applied to applications such as this, it
was shown that far more relaxed criteria were actually called for. This allowed for
the acceptance of 17 out of 42 data points for the current analysis, a relatively high
return. The lack of quality control on the wave data was unfortunate. Given the
variability in the direction of propagation, it would be particularly useful to be able
to quantify the confidence we can have in the value of the wave angle for a given
burst. It would also be of interest to know if one of three methods in section 3.2.1 is
more accurate relative to the PUV method.
A solution technique was presented for a somewhat unconventional, but clearly
practical, formulation of the wave-current interaction problem. It provides a fairly
straightforward way to calculate the moveable bed roughness when direct measure-
ments are not available. Relationships based on the ripple geometry models of Wikra-
manayake (1993) and Wiberg and Harris (1994) were developed from this data for
predicting the moveable bed roughness when ripple heights are known. The propor-
tionality constants of 0.14 and 0.25, respectively, are much lower than the value of 4
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reported in Wikramanayake (1993). Although they do not agree exactly, they suggest
that a proportionality of the order 0.2 may be more appropriate for flows in the field
which are not wave-dominated. Although the ratio of moveable bed roughness to
ripple height has been related to ripple steepness in the literature, no such correlation
was found here.
Analysis of the skin friction and critical shear stresses was required to determine
when motion occurs. This was useful for analyzing data on ripples, as well as the
suspended sediment data. Because the skin friction shear stress was below critical
during periods of high suspended sediment concentrations after burst 130, it was
concluded that the concentrations were not due to local resuspension of sediment.
The concentration of suspended sediments was analyzed for two size classes with-
out the assumption of wave-dominated flows. The resuspension parameter and the
diameter of the fine fraction of the bottom sediment were determined by fitting the
predicted concentration distribution to the data. The value of 0.0044 cm for the
grain diameter of the fines was consistent with previous findings in the same area.
The value of 2.3x 10- 3 for the resuspension parameter was an order of magnitude
higher than what was observed previously in the area, but was consistent with values
reported for rippled beds. The previous observation was presumed to be for flat bed
conditions, however, so the presence of ripples may be responsible for the increase in
the resuspension parameter. Also, the variability of the parameter in the literature
is three orders of magnitude, so this value is not at all outside of a reasonable range.
The most interesting and unique thing about this data set is that it includes infor-
mation on non-wave-dominated flows with shear stresses only slightly above critical.
Thus, the interaction of the waves and the current, and in particular the angle be-
tween them, can be investigated over a rippled bottom. Evidence was found that the
both the moveable bed roughness and the resuspension parameter may be related to
the angle between waves and currents. The roughness and resuspension are certainly
related to the degree of flow separation, which one would expect to decrease as the
current direction diverges from the wave direction. As the degree of flow separation de-
creases, the roughness and resuspension should also. Using the ripple geometry model
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of Wiberg and Harris (1994), the relationship found between moveable bed roughness
and angle was k = 1.4(cos k, c)1 2. For bwc = 0° , this formula differs from the general
relationship for determining k from in Wikramanayake (1993) by a factor of less
than 3. It is not surprising that the formula derived in this study predicts a smaller
roughness given the fact that field waves produce more rounded ripples than do the
periodic laboratory waves used to develop the general formula. The apparent depen-
dence of y0 on bwc was quantified by the equation y0 = 0.0012 cos Owe + 1.41 x 10-4 .
The observed relationships agree well with the physical understanding of the process.
Because the extent to which the wave direction is well defined is unknown, however,
one cannot rely too heavily on the results. Still, enough evidence exists that further
investigation into these relationships is called for.
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Appendix A
Description of Matlab Routines
Included on Disk
First, let it be said that the author makes no claim of computer programming ex-
cellence. If the reader is interested in elegant, ultra-efficient computer routines, the
place to look is not here. If, however, the reader is interested in using routines that
work without having to spend the time writing them, the following descriptions of
the Matlab routines included on the accompanying floppy disk may be of use.
As stated, all of these routines are for use with the math software, Matlab. The
actual codes will not be presented since they accompany this document on disk. These
descriptions are written as if the reader is following along in the code, so it might
be useful either to look at the code on screen, or to print it out before reading the
descriptions. It is assumed that the reader has a working knowledge of Matlab (if
not, it only takes about a day to acquire one). The routines are grouped into sections
by topic. Most of them should be easy to modify. If it is difficult to tell what an
input parameter is, refering back to the appropriate equation in the text should help,
as most of the routines follow the methods described in the text fairly closely.
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A.1 Current Calculations
The linear regression of the current profiles comprises the bulk of the current calcu-
lations. These calculations were performed with the routine regress.m. This routine,
like the majority of the others, has an outer loop which goes from burst to burst.
It was set up for 167 bursts because the 20 m tetrapod recorded 167 bursts. The
input array necessary to run this routine is called "magangz3b". The reader can
easily modify these cryptic names if desired. It begins as an array with 167 rows
corresponding to the number of bursts, and 17 columns. The first column is the num-
ber of the burst. This is useful for plotting as well as for keeping track of the data.
The second through fifth columns are as follows: the magnitude of the burst-mean
current at sensor 1, the burst-mean angle of the current at sensor 1, the elevation
above bottom of sensor 1, and the log of the elevation above bottom of sensor 1, re-
spectively. Columns 6 through 17 are the analogous parameters for sensors 2, 3, and
4. The linear regression is performed with the magnitude of the burst-mean current
for each sensor as the "x" values, and the logs of the elevations as the "y" values.
The variable "sumxy" represents 1 xy, "sumx represents 1 x 2 , etc. Finally,
at the end of the loop, the routine stores the pertinent information for each burst
in four new columns at the end of "magangz3b". In column 18, the slope from the
regression is stored. The value of zoa is stored in column 19, u.c in column 20, and
R2 in column 21. The number of points is assumed to be 4, and the factor of 2.3026
accounts for the difference between log which is used here, and n which is used in
equation (2.7). Because this array contains so much information, it is often used as
input for other routines as will be seen. It is also included on the disk under the name
magangz3. dat.
The remaining calculations having to do with the current were those pertaining to
confidence levels. Three very short routines which will slightly speed up computation
time are provided under the names conf.m, conf2.m, and conf3.m. The first calculates
the confidence level for zo. The algebra which occurs to get to the equations in the
routine is this: 1) set alInZoatn-2,1 -L = ln2.5 = 0.916. 2) substitute equation (2.9)
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for am in equation (2.8). 3) isolate tn-2,1-2 by dividing through by the resulting
expression for a, z. In conf.m, "b" = c/uc, "sumx2" = the summation in equation
(2.8), and "R2" = R2 . As usual, n=4 is assumed. The only input required is "mag-
angz3b" and then the routine will print to the screen a value of "t" = tn-2,1-. From
a t-distribution table the user retrieves the corresponding value of 1-2. The routine
then returns the confidence.
The method behind conf2.m is very similar. By setting amtn- 2 ,l- = 0.24m with
am given by equation (2.9) and m = c/u¢, the slope drops out. Once again, we
isolate tn-2,1- and solve as before. The principle is the same for conf. m, except the
initial input is from the array "angles". The sixth column of the array is the standard
deviation of the four angles from the mean. This array is not included, so the user
will have to define one.
A.2 Wave Calculations
The wave calculation routines are set up to handle one burst at a time because they
were only used for burst 120. They begin with the routine uvwave.m which takes
the complete set of 1024 points for a burst, subtracts out the burst-mean current,
and then calculates Ub from equation (3.2), i.e., by the variance method. The routine
operates on the data from only one sensor at a time since that is all that should be
needed theoretically. The routine is fairly self-explanatory and follows right along
with sections 2.1 and 3.1.
The next major calculation is the wave direction. This is determined by several
routines which could be combined easily. The first is bins.m which simply puts the
squares of the wave velocity magnitudes for each sample into one degree bins as de-
scribed in section 3.2.1. The one-line routine bins-ave.m then performs the smoothing
using the 11 degree window and placing the smoothed values into the third column
of the "bins" array. The two centroids are then found with centroid.m. The method
for dividing the two peaks must be chosen by the user. One peak will be completely
defined between the angles of-180 ° and 180° (i.e., contained within the indeces of 6
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to 365 in the bins array), while the other will "wrap around". The routine calculates
the centroid of the first one as "centroidl" and the wrap-around one as "centroid2".
The user must manually input the cutoff points for the peaks as the indeces in the
loops. Once the routine calculates the centroids, the user must "split the difference".
The wave direction is now established.
The first step for calculating the wave period is to project the velocity at each
sample onto the wave angle. Routine uwave.m does this quite simply. Now, the
projected velocity time series must be converted into a frequency spectrum. This is
performed by plotfft2.m. The line which allows this program to be used as a function
is commented out, but it can be used if desired. Two input parameters are required
besides the time series: "SR" is the sampling rate and "NS" is the number of samples.
Basically, this routine breaks the time series into 4 sections. For each section, it
subtracts out the mean and stores the result in the first column of "dat#". Then it
sets up the frequency "axis" in the second column. The routine then performs the
transform to generate the spectrum. "mdatl" is the spectral density. The routine
checks to make sure the area under each spectrum is equal to the velocity variance.
The options to view plots of each of the four spectra are commented out. Once the
four spectra are generated, the average spectra is computed and plotted. The period
can then be calculated by using the function period.m. The function is called using
the data from plotfft2.m as shown in the example. It computes the two integrals from
equation 3.3 using Riemann sums.
A.3 Wave-current Calculations
The first of the wave-current methods used was the modified form used to calculate
zo, (or k). The routine knsolver.m performs this method. The outer loop is once
again to give the option of solving for more than one burst. The option is given to
enter the input either manually or from input files. The values of u.c and Zo~ could be
entered from "magangz3b" instead of from "datatable" (and probably should be for
the sake of consistency). The input array "waves" contains in 4 columns the burst,
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Ub, T, and O,. Because of its usefulness, it is included on the disk as waves.dat. The
solution method in the routine follows along with section 4.3. The first "while" loop
is just checking to make sure the correct equation for the friction factor was used.
The second "while" loop checks for convergence of is, and the third for convergence
of the friction factor. Limits are placed on the number of iterations allowed for each
phase of the solution process. Optional storage arrays are commented out.
The second method used is that to determine the skin friction shear stresses. First,
the current velocity at z = 6w, must be calculated. The one-line routine udelt. m
does this using equation (4.2). The input from "datatable" is u.c which is available
in "magangz3b" also. The remaining inputs come from the optional storage arrays
which can be generated from knsolver.m. Given u, the skin friction shear stresses
can be solved for following section 4.2.2 with the routine UrZr wc.m. This routine is
very similar to knsolver.m except it has one less "while" loop since the friction factor
can be solved for directly. Of course the roughness is given by the grain diameter.
The skin friction shear velocities are stored in the array "skin2" which is included on
the disk as skin2.dat.
Finally, the method from section 4.2.1 is used to calculate zoa from the moveable
bed roughness predicted by the ripple geometry models. The principles are the same
as the other two methods with the differences outlined in sections 4.2 and 4.3.
A.4 Ripple Geometry Calculations
No routine is included for the ripple geometry model of Wikranayake (1993) since the
calculations are very straightforward. The ripple classification and the calculations
from Wiberg and Harris (1994) are carried out in ripwib.m. The outer loop is set up
to go through the model for several bursts. The vX is included in the calculation of
the excursion amplitude to make it the significant wave rather than the rms wave. The
input array "waves" is the same as described in section A.3. The vector "supercrit"
contains the numbers of the bursts for which the shear stress exceeds critical. The
two "while" loops solve equation (6.7) iteratively; the first is for the preliminary
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two "while" loops solve equation (6.7) iteratively; the first is for the preliminary
classification, the second is for suborbital ripples. The routine follows section 6.2
fairly closely. The results are stored in an array which is essentially the same as
Table 6.2.
A.5 Sediment Suspension Calculations
The most intensive calculations in chapter 7 were for the determination of the opti-
mum resuspension parameter and diameter for the fine fraction. These are performed,
along with the calculation of the excess shear stress, by Wffinder.m and the accom-
panying functions alphasl.m and alphas2.m. The outermost loop keeps track of the
burst. Note that burst 97 does not exist, so when "p"=118, the burst is really 119.
The "i" and "j" loops keep track of the discrete values of the resuspension parameter
and the grain size, respectively. The function alphasl.m (called from Wffinder.m)
determines the excess shear stress for each diameter value of the fine fraction being
tested at each burst. It need only be executed for one value of 7y at each burst since
there is no dependence on yO. The function alphas2.m calculates the excess shear
stress for the sand fraction. This need only be calculated once per burst. Both func-
tions solve equation (7.5) expressed in terms of the shear velocities using Riemann
sums. Once the excess shear stresses are obtained, the predicted concentrations are
calculated from equation (7.6). Since the fall velocity can be computed from the
discrete values of the diameter, input vectors for both parameters can be used as
they are here, or one could be calculated within the routine. The purpose of the "if"
statement in this calculation is to get the elevation of the sensors right. Sensors 1 and
2 are both 3 cm above the nearest current meter, while the other three OBS sensors
are 4 cm below the nearest current meter. The constants come from the constants in
equation (7.2) and the reference elevation. Next, the predicted voltages are calulated
as described in section 7.3. The observed voltages and the errors are also calculated
as described in section 7.3. The remainder of the routine is dedicated to picking
the value out of the error table with the smallest error, and storing it in the array
101
"gammas".
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