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LOCAL MORREY ESTIMATE IN MUSIELAK-ORLICZ-SOBOLEV
SPACE
DUCHAO LIU AND PEIHAO ZHAO
Abstract. Under appropriate assumptions on the N(Ω)-fucntion, locally uni-
form Morrey estimate is presented in the Musielak-Orlicz-Sobolev space.
1. Introduction
Vast mathematical literature describes various aspects of partial differential
equations related to the elliptic type operators including variable exponent, weighted,
convex and double phase cases. The examples of the mentioned cases can be found
in [10, 9, 14, 15, 6, 4, 3] and the references therein. Musielak-Orlicz-Sobolev spaces
give an abstract framework of functional analysis to cover all of the above mentioned
cases.
A highly important part of the mathematical literature in general Musielak-
Orlicz-Sobolev spaces gives structural conditions on regularity analysis of the space
in recent years.
In a recent work [2], Ahmida and collaborators prove the density of smooth
functions in the modular topology in Musielak-Orlicz-Sobolev spaces, which extends
the results of Gossez [11] obtained in the Orlicz-Sobolev settings. The authors
impose new systematic regularity assumption on the modular function. And this
allows to study the problem of density unifying and improving the known results in
Orlicz-Sobolev spaces. In the paper [12], under some reasonable assumptions on the
N(Ω)-fucntion, the De Giorgi process is presented by the authors in the framework
of Musielak-Orlicz-Sobolev spaces. And as the applications, the local bounded
property of the minimizer for a class of the energy functional in Musielak-Orlicz-
Sobolev spaces is proved. Under similar assumptions as in [12], the authors in [17]
prove the Ho¨lder continuity of the minimizers for a class of the energy functionals
in Musielak-Orlicz-Sobolev spaces.
In the paper [8], Xianling Fan developed the Sobolev type inequalities in the
Musielak-Orlicz-Sobolev spaces, but he did not consider the Morrey type ones. In
this paper we will consider the local Morrey type inequalities and Ho¨lder continuity
of functions in Musielak-Orlicz-Sobolev spaces.
The paper is organized as follows. In Section 2, for the readers’ convenience
we recall some definitions and properties about Musielak-Orlicz-Sobolev spaces. In
Section 3, we give the main results of this paper, including the locally uniform Mor-
rey estimate and Ho¨lder continuity of functions in Musielak-Orlicz-Sobolev spaces.
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In Section 4, we discuss an important assumptions in the theorems. In Section 5,
we present three examples satisfying assumptions in our theorems. These examples
frequently appeared in recent Mathematical literatures.
2. The Musielak-Orlicz-Sobolev Spaces
In this section, we list some definitions and propositions related to Musielak-
Orlicz-Sobolev spaces. Firstly, we give the definition of N -function and generalized
N -function as following.
Definition 2.1. A function A : R→ [0,+∞) is called an N -modular function (or
N -function), denoted by A ∈ N , if A is even and convex, A(0) = 0, 0 < A(t) ∈ C0
for t 6= 0, and the following conditions hold
lim
t→0+
A(t)
t
= 0 and lim
t→+∞
A(t)
t
= +∞.
Let Ω be a smooth domain in Rn. A function A : Ω × R → [0,+∞) is called a
generalized N -modular function (or generalized N -function), denoted by A ∈ N(Ω),
if for each t ∈ [0,+∞), the function A(·, t) is measurable, and for a.e. x ∈ Ω, we
have A(x, ·) ∈ N .
Let A ∈ N(Ω), the Musielak-Orlicz space LA(Ω) is defined by
LA(Ω) :=
{
u : u is a measurable real function, and ∃λ > 0
such that
ˆ
Ω
A
(
x,
|u(x)|
λ
)
dx < +∞
}
with the (Luxemburg) norm
‖u‖LA(Ω) = ‖u‖A,Ω = ‖u‖A := inf
{
λ > 0 :
ˆ
Ω
A
(
x,
|u(x)|
λ
)
dx ≤ 1
}
.
The Musielak-Sobolev space W 1,A(Ω) can be defined by
W 1,A(Ω) := {u ∈ LA(Ω) : |∇u| ∈ LA(Ω)}
with the norm
‖u‖W 1,A(Ω) = ‖u‖1,A,Ω = ‖u‖1,A := ‖u‖A + ‖∇u‖A,
where ‖∇u‖A := ‖ |∇u| ‖A.
Definition 2.2. We say that a(x, t) is the Musielak derivative of A(x, t) ∈ N(Ω)
at t if for x ∈ Ω and t ≥ 0, a(x, t) is the right-hand derivative of A(x, ·) at t; and
for x ∈ Ω and t ≤ 0, a(x, t) := −a(x,−t).
Define A˜ : Ω× R→ [0,+∞) by
A˜(x, s) = sup
t∈R
(
st−A(x, t)) for x ∈ Ω and s ∈ R.
A˜ is called the complementary function to A in the sense of Young. It is well known
that if A ∈ N(Ω), then A˜ ∈ N(Ω) and A is also the complementary function to A˜.
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For x ∈ Ω and s ≥ 0, we denote by a˜(x, s) the right-hand derivative of A˜(x, ·) at
s at the same time define a˜(x, s) = −a˜(x,−s) for x ∈ Ω and s ≤ 0. Then for x ∈ Ω
and s ≥ 0, we have
a˜(x, s) = sup{t ≥ 0 : a(x, t) ≤ s} = inf{t > 0 : a(x, t) > s}.
Proposition 2.1 (See [1, 7, 16]). Let A ∈ N(Ω). The following assertions hold:
(1) for any x ∈ Ω and any t ∈ R,
A(x, t) ≤ a(x, t)t ≤ A(x, 2t);
(2) for any x ∈ Ω and any t > 0,
t < A−1(x, t)A˜−1(x, t) ≤ 2t;
(3) A and A˜ satisfy the Young inequality
st ≤ A(x, t) + A˜(x, s) for x ∈ Ω and s, t ∈ R
and the equality holds if s = a(x, t) or t = a˜(x, s).
Definition 2.3. We say that a function A : Ω × [0,+∞) → [0,+∞) satisfies the
∆2(Ω) condition, denoted by A ∈ ∆2(Ω), if there exists a positive constant K ≥ 1
such that
A(x, 2t) ≤ KA(x, t) for x ∈ Ω and t ∈ [0,+∞).
We say that a function A : Ω × [0,+∞) → [0,+∞) satisfies the ∆2(Ω) condition
near infinity if there exist positive constants K ≥ 1 and t0 such that
A(x, 2t) ≤ KA(x, t) for x ∈ Ω and t ≥ t0.
If A(x, t) = A(t) is an N -function in Definition 2.3, then A ∈ ∆2(Ω) if and only
if A satisfies the well-known ∆2 condition defined in [1, 5].
Proposition 2.2 (See [7]). Let A ∈ N(Ω) ∩∆2(Ω). Then the following assertions
hold,
(1) LA(Ω) = {u : u is a measurable function, and ´
Ω
A(x, |u(x)|) dx < +∞};
(2)
´
Ω
A(x, |u|) dx < 1 (resp. = 1;> 1) ⇐⇒ ‖u‖A < 1 (resp. = 1;> 1),
where u ∈ LA(Ω);
(3)
´
Ω
A(x, |un|) dx → 0 (resp. 1;+∞) ⇐⇒ ‖un‖A → 0 (resp. 1;+∞), where
{un} ⊂ LA(Ω);
(4) un → u in LA(Ω) =⇒
´
Ω
∣∣A(x, |un|) dx−A(x, |u|)∣∣ dx→ 0 as n→∞;
(5) If A˜ also satisfies ∆2(Ω), then∣∣∣∣
ˆ
Ω
u(x)v(x) dx
∣∣∣∣ ≤ 2‖u‖A‖v‖A˜, ∀ u ∈ LA(Ω), v ∈ LA˜(Ω);
(6) a(·, |u(·)|) ∈ LA˜(Ω) for every u ∈ LA(Ω).
The following assumptions will be used.
(P1) Ω ⊂ Rn(n ≥ 2) is a bounded domain with the cone property, and A ∈ N(Ω);
(P2) A : Ω × R → [0,+∞) is continuous and A(x, t) ∈ (0,+∞) for x ∈ Ω and
t ∈ (0,+∞).
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Let A satisfy (P1) and (P2). Denote by A
−1(x, ·) the inverse function of A(x, ·).
We always assume that the following condition holds.
(P3) A ∈ N(Ω) satisfies
(2.1)
ˆ 1
0
A−1(x, t)
t
n+1
n
dt < +∞, ∀ x ∈ Ω.
Under assumptions (P1), (P2) and (P3), for each x ∈ Ω, the function A(x, ·) :
[0,+∞) → [0,+∞) is a strictly increasing homeomorphism. Define a function
A−1∗ : Ω× [0,+∞)→ [0,+∞) by
(2.2) A−1∗ (x, s) =
ˆ s
0
A−1(x, τ)
τ
n+1
n
dτ for x ∈ Ω and s ∈ [0,+∞).
Then under the assumption (P3), A
−1
∗ is well defined, and for each x ∈ Ω, A−1∗ (x, ·)
is strictly increasing, A−1∗ (x, ·) ∈ C1((0,+∞)) and the function A−1∗ (x, ·) is concave.
Set
(2.3) T (x) = lim
s→+∞
A−1∗ (x, s), ∀ x ∈ Ω.
Then 0 < T (x) ≤ +∞. Define an even function A∗ : Ω× R→ [0,+∞) by
A∗(x, t) =
{
s, if x ∈ Ω, |t| ∈ [0, T (x)) and A−1∗ (x, s) = |t|,
+∞, for x ∈ Ω and |t| ≥ T (x).
Then if A ∈ N(Ω) and T (x) = +∞ for any x ∈ Ω, it is well known that A∗ ∈ N(Ω)
(see [1]). A∗ is called the Sobolev conjugate function of A (see [1] for the case of
Orlicz functions).
Let X be a metric space and f : X → (−∞,+∞] be an extended real-valued
function. For x ∈ X with f(x) ∈ R, the continuity of f at x is well defined. For
x ∈ X with f(x) = +∞, we say that f is continuous at x if given any M > 0,
there exists a neighborhood U of x such that f(y) > M for all y ∈ U . We say
that f : X → (−∞,+∞] is continuous on X if f is continuous at every x ∈ X .
Define Dom(f) = {x ∈ X : f(x) ∈ R} and denote by C0,1loc (X) the set of all locally
Lipschitz continuous real-valued functions defined on X .
The following assumptions will also be used.
(P4) T : Ω→ [0,+∞] is continuous on Ω and T ∈ C0,1loc (Dom(T ));
(P5)∗ A∗ ∈ C0,1loc (Dom(A∗)) and there exist three positive constants δ∗, C∗ and t∗
with δ∗ < 1n , 0 < t∗ < minx∈Ω T (x) such that
|∇xA∗(x, t)| ≤ C∗(A∗(x, t))1+δ∗ ,
for x ∈ Ω and |t| ∈ [t∗, T (x)) provided ∇xA∗(x, t) exists.
Let A,B ∈ N(Ω). We say that A≪ B if for any k > 0,
lim
t→+∞
A(x, kt)
B(x, t)
= 0 uniformly for x ∈ Ω.
Next we present two embedding theorems for Musielak-Sobolev spaces developed
by Fan in [8].
Theorem 2.3 (See [8], [13]). Let (P1)-(P4) and (P5)∗ hold. Then
LOCAL MORREY ESTIMATE IN MUSIELAK-ORLICZ-SOBOLEV SPACE∗† 5
(1) There is a continuous imbedding W 1,A(Ω) →֒ LA∗(Ω);
(2) Suppose that B ∈ N(Ω), B : Ω × [0,+∞) → [0,+∞) is continuous, and
B(x, t) ∈ (0,+∞) for x ∈ Ω and t ∈ (0,+∞). If B ≪ A∗, then there is a
compact imbedding W 1,A(Ω) →֒→֒ LB(Ω).
Based on the definition of T (x) in (2.3) and Theorem 2.3, we give the following
remark.
Remark 2.1. (1) If T (x) = +∞ for any x ∈ Ω, then (P4) is automatically
satisfied for A ∈ N(Ω) satisfying (P1), (P2) and (P3);
(2) If T (x) < +∞ for any x ∈ Ω, then W 1,A(Ω) →֒ L∞(Ω) for A ∈ N(Ω)
satisfying (P1)-(P5).
3. Local Morrey estimate
We need the following assumption.
(P˜5) There exist three positive constants δ˜, C˜ and t˜ with δ˜ <
1
n , 0 < t˜ <
minx∈Ω T (x) such that
|∇xA˜(x, t)| ≤ C˜(A˜(x, t))1+δ˜ ,
for any x ∈ Ω and t ∈ [t˜, T (x)) provided ∇xA˜(x, t) exists.
Theorem 3.1 (Locally Uniform Continuity). If the A ∈ N(Ω) ∩ ∆2(Ω) satisfies
(P1)-(P4), A˜ ∈ ∆2(Ω) satisfies (P˜5), and T (x) < +∞ for any x ∈ Ω, then for any
given x ∈ Ω, there exist two constants K = K(n) > 0 and σ = σ(x, n) > 0 such
that for any u ∈W 1,A(Ω) and any y1, y2 ∈ Qσ(x), the following estimate holds:
|u(y1)− u(y2)| ≤ K‖∇u‖A,Ω
ˆ +∞
|y1−y2|−n
A−1
(
x, τ
)
τ
n+1
n
dτ.
Proof. Let Qσ(x) denote the closed cube in Ω centered at any given x ∈ Ω, with
the edge length σ < 2√
n
dist{x, ∂Ω}. The parameter σ will be determined later. We
obtain for any y, z ∈ Qσ(x)
|u(y)− u(z)| =
∣∣∣∣
ˆ 1
0
d
dt
u
(
y + t(z − y)) dt ∣∣∣∣
≤ |y − z| ·
ˆ 1
0
∣∣∇u(y + t(z − y))∣∣dt
≤ σ√n
ˆ 1
0
∣∣∇u(y + t(z − y))∣∣dt.
It follows that
(3.1)
∣∣∣∣u(y)− 1σn
ˆ
Qσ(x)
u(z) dz
∣∣∣∣ =
∣∣∣∣ 1σn
ˆ
Qσ(x)
(
u(y)− u(z))dz ∣∣∣∣
≤
√
n
σn−1
ˆ
Qσ(x)
( ˆ 1
0
∣∣∇u(y + t(z − y))∣∣ dt) dz
=
√
n
σn−1
ˆ 1
0
t−n
( ˆ
Qtσ(x)
|∇u(z′)| dz′
)
dt.
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We estimate the term
´
Qtσ(x)
∇u(z′) dz′ in the right hand side of inequality (3.1).
In fact, by Ho¨lder inequality we get
(3.2)
ˆ
Qtσ(x)
|∇u(z′)| dz′ ≤ 2‖∇u‖A,Qtσ(x)‖1‖A˜,Qtσ(x)
To estimate ‖1‖A˜,Qtσ(x) on the right hand side of the above inequality, from (P˜5)
it is easy to see that there exist positive constants constant C0, σ0 = σ0(x) and
δ0 <
1
n such that for any s > 0 and any y ∈ Qσ0(x),∣∣A˜(y, s)− A˜(x, s)∣∣ ≤ ∣∣(y − x) · ∇xA˜(x, s)∣∣+ 1
4
≤ C0 |y − x|
(
A˜(x, s)
)1+δ0
+
1
4
.
Then for t ∈ [0, 1], we can see thatˆ
Qtσ(x)
A˜
(
y, A˜−1(x,
t−nσ−n
4
)
)
dy
≤
∣∣∣∣
ˆ
Qtσ(x)
A˜
(
x, A˜−1(x,
t−nσ−n
4
)
)
dy
∣∣∣∣
+
ˆ
Qtσ(x)
∣∣∣∣A˜(y, A˜−1(x, t−nσ−n4 ))− A˜(x, A˜−1(x, t
−nσ−n
4
)
)∣∣∣∣dy
≤1
4
+ C0
ˆ
Qtσ(x)
|y − x| ·
(
A˜
(
x, A˜−1(x,
t−nσ−n
4
)
))1+δ0
dy +
1
4
≤1
2
+
C0
√
n
2
ˆ
Qtσ(x)
tσ · t
−n−nδ0σ−n−nδ0
41+δ0
dy
=
1
2
+
C0
√
n
2 · 41+δ0 σ
1−nδ0 .
Take
σ := min
{
σ0,
(
41+δ0
C0
√
n
) 1
1−nδ0
,
1√
n
dist{x, ∂Ω}
}
.
From the above inequality we can getˆ
Qtσ(x)
A˜
(
y, A˜−1(x,
t−nσ−n
4
)
)
dy ≤ 1
2
+
1
2
= 1.
Then Proposition 2.2-(2) yields∥∥∥∥A˜−1(x, t−nσ−n4 )
∥∥∥∥
A˜,Qtσ(x)
≤ 1
or equivalently
(3.3) ‖1‖A˜,Qtσ(x) ≤
1
A˜−1(x, t−nσ−n4 )
.
By (3.2) and (3.3), we conclude
(3.4)
ˆ
Qtσ(x)
|∇u(z′)| dz′ ≤ 2
A˜−1(x, t−nσ−n4 )
‖∇u‖A,Qtσ(x).
By Proposition 2.1-(2) for any x ∈ Ω and any w ≥ 0 the following inequality holds
w ≤ A−1(x,w)A˜−1(x,w) ≤ 2w,
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(3.4) impliesˆ
Qtσ(x)
∇u(z′) dz′ ≤ 8tnσnA−1(x, t−nσ−n
4
)‖∇u‖A,Qtσ(x).
Then (3.1) and the above inequality imply
(3.5)
∣∣∣∣u(y)− 1σn
ˆ
Qσ(x)
u(z) dz
∣∣∣∣ ≤ 8√nσ‖∇u‖A,Qtσ(x)
ˆ 1
0
A−1
(
x,
t−nσ−n
4
)
dt
=
8
41/n
√
n
‖∇u‖A,Ω
ˆ +∞
(4σ)−n
A−1
(
x, τ
)
τ
n+1
n
dτ.
If y1, y2 ∈ Ω and σ = 4−1|y1 − y2| < 1, then there exists an x ∈ Ω and a cube
Qσ(x) ⊂ Ω with y1, y2 ∈ Qσ. And (3.5) implies
|u(y1)− u(y2)| ≤ 16
41/n
√
n
‖∇u‖A,Ω
ˆ +∞
|y1−y2|−n
A−1
(
x, τ
)
τ
n+1
n
dτ.

From the proof of Theorem 3.1, we give the following remark.
Remark 3.1. We only need A, A˜ ∈ ∆2(Ω) to insure that Ho¨lder inequality holds.
The following problem is open: Does the similar estimate in Theorem 3.1 hold
without A, A˜ ∈ ∆2(Ω)?
We give the definition of µ(·)-Ho¨lder continuous functions on Ω.
Definition 3.1. Given a positive, continuous and increasing function µ : Ω×R+ →
R
+, a function u ∈ C(Ω) is said to be µ(·)-Ho¨lder continuous on Ω, denoted by
u ∈ C0,µ(·)(Ω), if for every x ∈ Ω there exists r = r(x) with 0 < r2 < dist(x, ∂Ω),
such that
sup
y1,y2∈Qr(x),y1 6=y2
|u(y1)− u(y2)|
µ(x, |y1 − y2|) < +∞,
where Qr(x) ⊂ Ω is the cube centered at x with the edge length r.
By Remark 2.1 and Theorem 3.1, we obtain the following theorem.
Theorem 3.2 (µ(·)-Ho¨lder Continuity). Suppose A ∈ N(Ω)∩∆2(Ω) satisfies (P1)-
(P4), (P5)∗, A˜ ∈ ∆2(Ω) satisfies (P˜5) and T (x) < +∞ for any x ∈ Ω. For s > 0
set
µ(x, s) :=
ˆ +∞
s−n
A−1
(
x, τ
)
τ
n+1
n
dτ.
If u ∈ W 1,A(Ω), then u ∈ C0,µ(·)(Ω); Moreover, for any given x ∈ Ω, there exists
two constants K = K(n) > 0 and σ = σ(x, n) > 0 such that for any u ∈ W 1,A(Ω)
and any y1, y2 ∈ Qσ(x), the following estimate holds:
|u(y1)− u(y2)| ≤ K‖u‖1,A,Ωµ(x, |y1 − y2|).
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4. On the assumption (P5)∗ and (P˜5)
In this section, under the assumption (P1), (P2) and (P3) the following assump-
tion will be used.
(P5) A ∈ C0,1loc
(
Ω× [0,+∞)) and there exist positive constants δ0 < 1n , C0, and
t0 such that
|∇xA(x, t)| ≤ C0(A(x, t))1+δ0 ,
for any x ∈ Ω and t ≥ t0 provided ∇xA(x, t) exists.
Proposition 4.1. If A satisfies (P1), (P2), (P3), the following conclusions hold:
(1) If A satisfies ∆2(Ω) near infinity, then (P5)⇒ (P5)∗;
(2) If A ∈ C1,1
loc
(Ω × [0,+∞)), a(x, t) := A′t(x, t) is strictly increasing on the
variable t for a.e. fixed x ∈ Ω and A˜ satisfies ∆2(Ω) near infinity, then
(P5)⇒ (P˜5).
Proof. The conclusion of (1) has been proved in Proposition 3.1 of [8]. We will
prove (2). In fact, since a(x, s) is strictly increasing, we can conclude a˜ = a−1.
Since A ∈ C1,1(Ω× [0,+∞)), it is easy to verify that ∇xa(x, t) and ∇xa˜(x, t) exist
for a.e. x ∈ Ω. And by
A˜(x, s) = sa˜(x, s)−A(x, a˜(x, s))
we can get
∇xA˜(x, s) = ∇x
(
sa˜(x, s)−A(x, a˜(x, s)))
= s∇xa˜(x, s)−∇yA
(
y, a˜(x, s)
)∣∣∣∣
y=x
− a(x, a˜(x, s))∇xa˜(x, s)
= s∇xa˜(x, s)−∇yA
(
y, a˜(x, s)
)∣∣∣∣
y=x
− s∇xa˜(x, s)
= −∇yA
(
y, a˜(x, s)
)∣∣∣∣
y=x
.
The above equalities, Proposition 2.1 and (P5) imply that there exist positive con-
stants δ0 <
1
n , C0, and t0 such that for any x ∈ Ω and s ≥ t0,
(4.1)
∣∣∇xA˜(x, s)∣∣ ≤ C0∣∣A(x, a˜(x, s))∣∣1+δ0
= C0
∣∣sa˜(x, s)− A˜(x, s)∣∣1+δ0
(by Proposition 2.1-(1)) ≤ C0
(
A˜(x, 2s)− A˜(x, s))1+δ0 .
Since A˜ satisfies ∆2(Ω) near infinity, there exist positive constants K1 and t1 such
that
A˜(x, 2s) ≤ K1A˜(x, s)
for x ∈ Ω and s ≥ t0. Then (4.1) implies for any x ∈ Ω and s ≥ max{t0, t1}∣∣∇xA˜(x, s)∣∣ ≤ C0max{K1 − 1, (K1 − 1)1+ 1n }(A˜(x, s))1+δ0 ,
where the constant δ0 <
1
n . Then (P˜5) holds. 
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5. Examples
In this section, we give several examples appeared in mathematical literature.
And we prove these examples satisfies the assumptions in Theorem 3.2. In this
section Ω ⊂ Rn is a bounded domain with the cone property.
Example 5.1 (Variable exponent case). Let p ∈ C1,1(Ω) and supx∈Ωp(x) =: p+ ≥
p(y) ≥ p− := infx∈Ωp(x) > n ≥ 2 for any y ∈ Ω. Define A : Ω× [0,+∞)→ [0,+∞)
by
A(x, t) =
tp(x)
p(x)
.
It is readily checked that A satisfies (P1), (P2) and (P3). It is easy to see that
p ∈ C1,1(Ω) implies A ∈ C1,1(Ω) and
(5.1) A−1∗ (x, s) =
np(x)
n− p(x) (p(x))
1
p(x) s
n−p(x)
np(x) .
Then T (x) = 0 for any x ∈ Ω and (P4) is verified.
In addition, for x ∈ Ω,
∇xA(x, t) = tp(x) ln t∇p(x).
Since for any ǫ > 0, ln ttǫ → 0 as t → +∞, we conclude that there exist constants
δ1 <
1
n , c1 and t1 such that
(5.2)
∣∣∣∣∂A(x, t)∂xj
∣∣∣∣ ≤ c1A1+δ1(x, t),
for all x ∈ Ω and t ≥ t1. Combining A ∈ ∆2(Ω), from Proposition 4.1-(1), it is easy
to see that (P5)∗ is verified.
It is readily checked that for any x ∈ Ω and s ≥ 0,
A˜(x, s) =
sq(x)
q(x)
,
where q(x) satisfies 1p(x) +
1
q(x) = 1. Then A˜ satisfies ∆2(Ω) near infinity. Together
with a(x, t) = tp(x)−1 being strictly increasing on the variable t for fixed x ∈ Ω, we
can see that (P˜5) is verified by Proposition 4.1-(2).
One can verify that in this case µ(·) in Theorem 3.2 is of the following form
µ(x, s) =
np(x)
p(x) − n (p(x))
1
p(x) s
1− n
p(x) .
Example 5.2 (Log type case). Let p ∈ C1,1(Ω) and supx∈Ωp(x) =: p+ ≥ p(y) ≥
p− := infx∈Ωp(x) > n ≥ 2 for any y ∈ Ω. Define A : Ω× [0,+∞)→ [0,+∞) by
A(x, t) = tp(x) log(1 + t), for x ∈ Ω and t > 0.
It is obvious that A satisfies (P1), (P2) and (P3). And for x ∈ Ω and t > 0 big
enough,
(5.3) tp
− ≤ A(x, t) ≤ tp++1,
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which implies that T (x) = 0 for all x ∈ Ω. Thus (P4) is verified. Since p ∈
C1,1(Ω) and A ∈ C1,1(Ω×[0,+∞)), by Proposition 4.1-(1), A∗ ∈ C0,1loc (Ω×[0,+∞)).
CombiningA satisfies ∆2(Ω) near infinity, it is easy to see that the assumption (P5)∗
is satisfied. By (5.4) and Proposition 4.1-(2), (˜P5) can be verified. Unfortunately
the explicit expression of µ(·) does not exists in this case.
Example 5.3 (Double phase case). Let b ∈ C1,1(Ω) and 0 < infx∈Ωα(x) =: α− ≤
α(y) ≤ α+ := supx∈Ωα(x) for any y ∈ Ω. Define A : Ω× [0,+∞)→ [0,+∞) by
A(x, t) = tp + α(x)tq , for x ∈ Ω and t > 0,
where p and q are constants with q > p > n ≥ 2.
It is obvious that A satisfies (P1), (P2) and (P3). And for x ∈ Ω and t > 0 big
enough,
(5.4) A(x, t) ≥ tp + α− · tq,
which implies that T (x) = 0 for all x ∈ Ω. Then (P4) is verified. Since α ∈ C1,1(Ω)
and A ∈ C1,1(Ω× [0,+∞)), by Proposition 4.1-(1), A∗ ∈ C0,1loc (Ω× [0,+∞)). Com-
bining A satisfies ∆2(Ω) near infinity, the assumption (P5)∗ is satisfied. By (5.4)
and Proposition 4.1-(2), (˜P5) can be verified. In this case, the explicit expression
of µ(·) does not exists.
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