In this paper we present a polynomial-time procedure to find a low rank solution for a system of 
Introduction
Finding a low rank matrix solution for a system of Linear Matrix Inequalities (LMI), or a Semidefinite Program (SDP), is of great importance in theory as well as in practice. As one example, SDP is often used as a relaxation for quadratic optimization, where a rank-1 SDP solution is automatically optimal for the quadratic model. Thus, finding a rank-1 matrix solution for an SDP problem is equivalent to solving a quadratic program. Ye and Zhang [19] showed a number of examples where such rank-1 solutions can be found. In Sensor Network Localization problems (see Biswas and Ye [5] ), one is required to find rank 2 (planar) or rank 3 (spatial) solutions for an SDP relaxation problem. Similarly, in graph realization (see Biswas et al [4] ), the problem is to find a solution to an LMI with the rank no more than a given value. Unexpectedly, the famous kissing number problem of identical spheres (originally due to Newton and Gregory) is related as well. More information on the ball kissing number problem can be found, e.g., in Pfender and Ziegler [15] .
Barvinok [2] presented an upper bound on the lowest rank among all matrix solutions of a feasible LMI system. The same bound was independently rediscovered by Pataki in [14] . Later it was shown by Barvinok in [3] that the bound is essentially tight. Along a different line, Sturm and Zhang [18] proposed a matrix rank-1 decomposition scheme, leading to an algorithmic approach to finding rank-1 solutions for SDP, provided that the number of constraints in the SDP problem is small. The matrix decomposition scheme of Sturm and Zhang was extended to the complex matrix case by Huang and Zhang [11] . Moreover, Huang and Zhang [11] also proposed a polynomial-time procedure, in the complex case, for finding a low rank solution with a bound on the rank similar to that in Barvinok [2] and Pataki [14] .
Although the bound in Barvinok [2] cannot be improved in general, it does permit an unexpected strengthening under an additional mild condition. A first reference in which such an enhanced bound had appeared was Au-Yeung and Poon [1] (1979) . The corner stone in Au-Yeung and Poon's proof is a result established by Bohnenblust [6] in an unpublished note. Barvinok [3] (2001) gave an alternative proof. Unfortunately, both proofs are not constructive. As a matter of fact, Barvinok posed as an open problem in [3] to find such a low rank solution constructively and efficiently. The main goal of the current paper is indeed to solve this open problem by presenting a polynomial-time method to actually get hold of a low rank solution as promised in [1] and [3] , albeit in an approximative sense.
That we speak only of approximation in this context is inevitable, since finding any feasible solution (even without rank constraints) for an LMI system itself is basically a Semidefinite Program, which can only be solved approximately. The aim of this paper is to present a polynomial-time algorithm to find the low rank solutions, in terms of the problem dimension and log 1 where is the error in satisfying the equality constraints. As a consequence, the existence of the exact low rank solution follows by taking limit. The organization of the paper is as follows. In Section 2 we present an algorithmic approach and the new results, and in Section 3 we discuss extensions of our results and their connections with other known results in the literature.
A polynomial-time rank reduction procedure
Let F be either (real) or C (complex), and SF n be either S n (space of real n by n symmetric matrices) or H n (space of complex n by n Hermitian conjugate symmetric matrices). Furthermore,
In other words, d F (n) = dim(SF n ). We also use X * to denote the transpose of X in the real case, and the conjugate transpose of X in the Hermitian complex case. We denote X F to be the Frobenius norm of matrix X.
Let A ⊆ SF n be an affine subspace. The following result was shown by Barvinok [2] and Pataki [14] for the real case, and Huang and Zhang [11] for the complex case.
Theorem 2.1 Suppose that
A is an affine subspace of SF n which does not contain the origin, and
In a similar vein, in case A is a subspace, then the above theorem has a parallel statement as follows.
In general the above bound on codim(L) is tight; see example below.
It turns out, however, that if p ≤ n − 2 then the bound on codim(L) can be further improved, as the following theorem shows. The existence part of the theorem was shown by Bohnenblust [6] . Our contribution here is to propose a polynomial-time algorithm to find an -approximation solution. Proof. Let us denote m = codim(L), and specifically let
where
.., m, and A i 's are linearly independent.
Take any 0 = X ∈ L ∩ SF n + , say by semidefinite programming, which runs in polynomial time. Let r = rank (X), and decompose X = U U * , where U ∈ F n×r has orthogonal column vectors and rank (U ) = r. Consider the system of linear equations
where ∆ ∈ SF r . The above equation (1) ++ is a diagonal positive definite matrix. Since the above described rank reduction procedure has terminated, it follows that
has solutions that form a one-dimensional subspace; in particular, they are all multiples of Λ.
Due to p+1 ≤ n−1, there must exist u p+2 ∈ F n with u p+2 = 1 and u * j u p+2 = 0, j = 1, 2, ..., p, p+1. The range space of (2) is of dimension m, therefore there exists∆ ∈ SF p+1 such that the following equations are satisfied
where τ ∈ is any given constant.
where β j ≤ 0, j = 1, ..., p, and Q is an order p + 1 unitary matrix. If β j 's are all zero, theñ
, and the theorem is proven. Otherwise, to simplify, let us recycle the notations and define
Clearly, all u j 's, j = 1, ..., p + 1, p + 2, remain to be unit vectors and orthogonal to each other.
Clearly, rank (
, consider the following system of linear equations
Since m = d F (p + 1) − 1, for any fixed t ∈ [0, 1] the above linear equations must have at least one nontrivial solution, which can be found in polynomial time by Gaussian elimination. Take such a matrix solution, normalize it and denote it to be ∆ t with ∆ t F = 1. In particular, ∆ 0 = Λ/ Λ F , and
We 
At each iteration k, we shall also keep track of a solution, to be denoted by X k , in the following way. First, let
and finally let
Since ∆ p k is positive definite and ∆ i k is indefinite in our algorithmic procedure, τ k is always finite, and ∆ p k + τ k ∆ i k can never be zero either. Moreover, by this construction, we have rank (X k ) ≤ p.
and
and also X k F ≤ 1, for all iteration counter k.
The matrix solution X k satisfies 0.25 ≤ X k F ≤ 1, and rank (X k ) ≤ p for all k. However, X k may not exactly be on the subspace L anymore. In the remaining part of the analysis, we shall bound this error. Before proceeding, we first note the following estimations:
LetÛ :
For any 1 ≤ j ≤ m and k ≥ 1, we have
[here we use (6)]
Therefore, for any given
Using the famous error bound result of Hoffman for the polyhedral systems (thus includes the linear subspace as a special case; see [9] or [13] ), it follows that
Using a general error bound result for the LMI systems (see Theorem 7.4.2 in Luo and Sturm [12] ),
The following example is essentially due to Bohnenblust [6] , which can be used to show that the bound in Theorem 2.4 is tight without any additional conditions. A m •X( ) X( ), which is the desired matrix solution, satisfying: Similar to Example 2.5, the bound in Theorem 2.6 cannot be improved in general. Proof. Follow exactly the same steps as in the proof for Theorem 2.4, except that the directionfinding equations are now expanded sequentially,
Example 2.7 Let 1 ≤ p ≤ n − 2 and consider
A =    X =   I p+1 X 12 X 21 X 22   ∈ SF n tr X 22 = 1    .
One can compute that codim(A) = d F (p + 1) + 1 in this case. It is clear that A does not contain any nontrivial positive semidefinite matrices with rank less than p+1, while it indeed contains a nontrivial positive semidefinite matrix with rank equal to
p + 1:      I p+1 1 √ p+1 1 p+1 0 (p+1)×(n−p−2) 1 √ p+1 1 T p+1 1 0 0 (n−p−2)×(p+1) 0 0 (n−p−2)×(n−p−2)      .
Similarly, consider
where X = U U * . By letting X(t) := U (I + t∆)U * and increasing t, we either arrive at a reduction of the rank of X, or adding a new index to the direction-finding equations (7). In the worst case, all the equations are added, and then the situation is the same as in Theorem 2.4. 
Corollary 2.9 Let
A = {X ∈ SF n | A i • X b i , i = 1,X F = 1, X ∈ SF n + , rank (X) ≤ p,
and dist (X, A) ≤ . In particular, this implies that there is a nontrivial X ∈ A ∩ SF
n + with rank (X) ≤ p.
Connections and extensions
Consider a given Euclidean space V. For a convex cone K ⊆ V, its dual cone is denoted as K * := {y ∈ V | x T y ≥ 0, for all x ∈ K}. We first note the following useful fact regarding the convex cones and their dual objects.
Lemma 3.1 Let U, K ⊆ V be two nonempty closed convex cones. Suppose that K is pointed, i.e.,
Proof. 'If' part. Let 0 = y ∈ (−U * ) ∩ int (K * ). Then, for any 0 = x ∈ K it follows that x T y > 0.
Thus, if there is any 0 = x ∈ U ∩ K, then since y ∈ −U * it follows that x T y ≤ 0, yielding a contradiction. Thus, we must have U ∩ K = {0}.
'Only if' part. If U ∩ K = {0}, then by the duality relation we have
Suppose by contradiction that (−U * ) ∩ int (K * ) = ∅. Since K is pointed, int (K * ) is nonempty (−U * is obviously nonempty), and so we can apply the separation theorem to conclude that there exists
This leads to the following contradiction:
The lemma is thus proven.
Now let us take
Then, the following holds.
The following four statements are equivalent:
Proof.
(ii) ⇐⇒ (iii). The '(ii) =⇒ (iii)' part is due to L p ⊆ L, and the '(ii) ⇐= (iii)' part follows from Theorem 2.4.
(iv) =⇒ (i). Since K is a pointed closed convex cone, by the separation theorem there is y ∈ m ,
., m} ∩ SF
n + must always be bounded. Using Theorem 2.6, we conclude that for any
To see this, for the sake of deriving a contradiction, let us suppose that there is 0
for some X 1 , X 2 0. Then, X 1 + X 2 ∈ L ∩ SF n + and so X 1 = X 2 = 0 n×n , and this is in contradiction with the fact that v = 0 m .
In particular, the equivalence between (i) and (iii) was first shown by Bohnenblust in an unpublished manuscript [6] ; see also Section 2.4 of Hiriart-Urruty and Torki [8] . As we shall see below, the equivalence between (i) and (iv) leads to a result of Polyak [17] , by setting F = and p = 1. 
} is a pointed closed convex cone, and
As an example, if we let F = C and p = 1, then Theorem 3.2 leads to the following extension of Polyak's result. (i) There is µ ∈ 4 such that
n } is a pointed closed convex cone, and
Another important aspect of Theorem 3.2 is its connection to the so-called S-Lemma, which states as follows. For any two n by n symmetric matrices B,
0. The S-Lemma has played an instrumental role in optimization and control theory (see [16] for a recent survey on the S-Lemma). In fact, Theorem 2.6 and Theorem 3.2 lead to the following extension of the S-Lemma. 
Proof. The part '⇐=' is obvious.
We need only to show the part '=⇒'. Due to Condition (1), by Theorem 2.6 (also see the proof for Theorem 3.2) the cone We shall mention that one can extend the result in Theorem 3.2 to accommodate polyhedral cones instead of subspaces. Let ∈ {≤, ≥, =}, and the corresponding dual operators are * is
unrestricted, if is =.
By combining Corollary 2.8 with Lemma 3.1, we have the following result.
Then, the following implication
is equivalent to the fact that there exists y ∈ m , with −y i *
There is a natural connection between the rank of a positive semidefinite matrix and the multiplicity of its eigenvalues. Let X belong to SF n , and arrange the eigenvalues of X in ascending order
We say that λ 1 (X) is of multiplicity k if
Friedland and Loewy [7] showed the following result (see Theorem 1 of [7] ):
, then there is a nontrivial X ∈ L such that the minimum eigenvalue of X is at least of multiplicity n − p.
In fact, the above theorem is shown to be equivalent to Bohnenblust's result [6] (equivalence between (i) and (iii) in Theorem 3.2); see Section 3 of [7] .
Now we shall prove that there is a polynomial algorithm to find a nontrivial matrix X such that dist (X, L) ≤ and the minimum eigenvalue of X is at least of multiplicity n − p.
Suppose that all assumptions of Theorem 3.7 hold. Let
It will be trivial if the identity matrix I n ∈ L. Suppose I n / ∈ L, and let
Without loss of generality, we assume that b m > 0. Let U be the linear span of L ∪ {I n }, which can be written as 
