ABSTRACT
In recent years, several image representation techniques such as, probabilistic latent semantic analysis (pLSA) model [8] , part-based model [9] , bag of visual words (BoW) model [10, 1] , etc. are used for scene categorization. Among these methods, the BoW model proposed by Anna Bosch et al. [1] has shown an excellent performance due to its robustness to scale, translation and rotation invariance. However, the BoW model is less discriminative for texture classification [11] .
Moreover, natural images are rich in texture information, hence, how to classify the texture images effectively is of challenge for scene classification problem. GIST descriptor, a holistic representation of the spatial envelope, proposed by Oliva and Torralba [6] , is an effective texture descriptor. The proposed method achieved high accuracy in recognizing natural scene categories such as mountain and forest. However, when classes of indoor environment are added, its performance drops dramatically [12] .
Local Binary Patterns (LBP) [13] is one of the best performing texture descriptor, and it has been widely used in various applications such as scene classification, object recognition, and face recognition. In the last few years, various extensions are made for the conventional LBP descriptors [14, 15, 16] . Since basic LBP and its simple extension is very easy to implement and produces very good performance on some selected object categories, thus it has been used by several researchers for classifying scene classes and recognizing human face . In [16] , Zhang et al. propose basic LBP in Gabor transform domain. The combination of Gabor transform and LBP descriptors improves the discriminative power of LBP descriptors. Recently, Wu et al. [12] propose a Census transformation based approach which is equivalent to LBP code to recognize scene categories. However, the census transformation based approach proposed in [12] , uses only gray level information of the image and is not invariant to rotation. Liao et al. [14] propose a Dominant local binary pattern (DLBP) which is an extension of basic uniform LBP. Their main target is to capture the dominating patterns in texture images by counting the co-occurrence frequencies of all rotation invariant patterns defined in LBP groups. The DLBP proposed in [14] is very useful in describing images with texture characteristic. The method also invariant in curvature edges, complicated shapes, crossing boundaries and corners. However, most of the previous representation methods have the common disadvantage of poorly capturing the intrinsic multi-scale and multi-orientation geometric information of objects within images.
The basic LBP is proved as a successful and powerful local descriptor for micro-structures of images. In the basic LBP operator, we replace the pixels values of the 3× 3-neighborhood of an image by the thresholding of each pixel with respect to the center pixel and taking the result as a "binary string" or a "decimal number". However, the basic LBP operator has the following disadvantages for classifying scene categories: (i) noisy image produces very worse result for basic LBP operator because it is constructed in very small spatial support area, and (ii) the dominant features of the scene (macro-structure) may be ignored in basic LBP operator because it is calculated in the local 3×3 neighbourhood areas.
Thus, in this research, we propose an alternative representation technique, called spatial Pyramid Histogram of Multi-scale Block LBP (PH-MBLBP). Our proposed approach overcomes some of the limitations of basic LBP operator and successfully applies to scene categorization task. Our main target of this research is to represent an image of a scene by its local feature in microstructure and macro-structure, and the spatial layout of these structures. In our approach the micro-structure of a scene is represented by using the basic LBP and macro-structure is captured by the average values of block sub-regions, instead of individual pixels. Then the spatial layout of these micro-and macro-structure features is represented by tiling the image into regions at multiple resolutions. Thus, the proposed PH-MBLBP descriptor presents several advantages: (1) spatial pyramid histogram of MBLBP is used to capture geometric information by tiling the image into regions at multiple resolutions, and (2) MBLBP perform better than the basic LBP for the following reasons-(i) MBLBP encodes both micro-and micro-structures of scene image patterns, and therefore it provides a more reliable image representation technique than the original LBP operator; and (ii) we can efficiently compute the MBLBP using an integral image representation techniques.
PYRAMID HISTOGRAM OF MBLBP
In this research, the scene image is represented by the spatial pyramid histogram of multi-scale block local binary pattern (MBLBP). First, the approach computes the block local binary pattern of the image at different scale. Then MBLBP is represented by the pyramid histogram.
Multi-Scale Block Local Binary Pattern (MBLBP)
The original local binary pattern (LBP) is a form of non-parametric local transform originally developed for finding correspondence between local patches. The LBP maps the local neighbourhood surrounding a pixel, P, to a "bit string" representing the set of neighbouring pixels in a square window, as illustrated in Error! Reference source not found.. If the intensity value of the pixel P is less than or equal to one of its neighbouring pixels, a bit `1' is set in the corresponding position. Otherwise a bit `0' is set. In this intensity comparison, we generate 8-bit for the corresponding 8-pixel positions. Finally, we put together the generated 8-bit in any order to produce the LBP code. Here we arrange bits from left to right and from top to bottom. The converted LBP value is a base-10 number in the range {0 ⋯ ⋯ 255}. Error! Reference source not found. shows an illustration of the basic LBP coding technique.
Multi-scale LBP [17] is an extension to the basic LBP, with respect to neighbourhoods of different sizes. 
A more detailed description of the MBLBP operator is illustrated in Error! Reference source not found.. The whole MBLBP is composed of 9 blocks. We take the size s of the block as a parameter, and s×s denoting the scale of the block size of MBLBP operator (particularly, the MBLBP with block size 1×1 is in fact the original LBP). In this research, the average pixel value of each block is computed using the integral image as proposed in [18] . For this reason, we can compute MBLBP code in a very fast way. Thus the complexity of the proposed MBLBP coding takes a little more time than the basic LBP operator. In MBLBP, the LBP values of neighbouring pixels are highly correlated and there exist some direct and indirect constrains posed by the center pixels. The transitive property of such constrains make them propagate to pixels that are far apart. The propagated constrains make LBP values and their histograms implicitly contain information for describing global structures. As
shown in Fig. 3 (b) -(d), the LBP operation maps any 3×3 pixels into one of 2 8 cases each corresponding to a special type of local structure of pixel intensities. Here the LBP value acts as an index to these different local structures. We compute histograms of MBLBP values at different pyramid levels on the scene image. Finally, these histograms are used as the visual descriptors of the scene.
Spatial Pyramid Histogram of MBLBP
Our objective is to represent an image by its local small and large scale structures, and the spatial layout of the structure. In this research, we first use the MBLBP with different size of windows to represent local small and large scale structure. Then, the spatial layout of the features is represented by dividing the image into regions at multiple resolutions. The idea is illustrated in Error! Reference source not found.. The descriptor consists of a histogram of MBLBP features over each image sub-region at each resolution level -a Pyramid of Histograms of MBLBP (PH-MBLBP). The distance between two PH-MBLBP image descriptors then reflects the extent to which the images contain similar structure and the extent to which the structure correspond in their spatial layout. (c) 20 To construct the pyramid representation, we repetitively double the number of sub-divisions in both axis directions. In each sub-division, we count the number of co-occurrence frequency. Our representation is called pyramid representation because the number of co-occurrence frequency in a sub-division at one level is simply the sum over those contained in the 4-sub-division it is divided into at the next level.
If we denote a pyramid level by r, then it has 2r sub-divisions along each dimension. Therefore, if our MBLBP histogram is represented by K bins, then the level 0 is represented by K feature vectors, level 1 by 4K feature vectors, and so on. The dimension of the PH-MBLBP descriptor for the entire image is given by:
were R represent the total number of pyramid level. For an illustration, let R = 1, and K = 100 bins, then the dimension of the PH-MBLBP descriptor will be a 500-vector.
TRAINING
In this research, the LIBLINEAR classifier [19] is learned with PH-MBLBP feature vector. Since our database consists of large number of images with high dimensional features vector, thus we use LIBLINEAR classifier as it is shown to be effective for large sparse data with large number of instances [19] . Moreover, LIBLINEAR is an easy-to-use tool to deal with such data. LIBLINEAR classifier inherits many important characteristics (such as open source, well written documentation, simple to use) of the most widely used support vector machine (SVM) classifier known as LIBSVM [20] . Another important feature of the LIBLINEAR classifier over LIBSVM is that it takes relatively very small amount of time to learn a huge amount of examples. For instances, in our experiment to learn more than 4000 examples, the LIBLINEAR takes several seconds whereas the LIBSVM takes several minutes. In addition, LIBLINEAR classifier is competitive with or in some cases it is faster than other state of the art linear classifiers such as Pegasos [21] .
EXPERIMENTS
In this section, we reported results on fifteen scene categories database [22] . Multi-class classification was done with a LIBLINEAR classifier trained using the one-versus-all rule: a classifier was learned to separate each class from the rest, and a test image was assigned the label of the classifier with the highest response.
Database
Our experimental dataset contains 15-scene categories. The 15 class scene dataset was gradually built. The initial 8 classes were collected by Oliva and Torralba [6] , and then 5 categories were added by Fei-Fei and Perona [5] ; finally, 2 additional categories were introduced by Lazebnik et al. [22] . The 15 scene categories are: (1) (15) store (315 images). The database contained a total of 4485 images and the average image size was 300×250 pixels. The majority of images of the database were collected from the Google image search, personal photographs, and COREL image collection. In scene categorization, this is one of the most widely used databases in literature so far. because it contains a wide range of indoor and outdoor images 
Experimental Results
In experimental result, we compared our proposed feature descriptor (PH commonly used SIFT descriptor methodology. We use the confusion table success rates were calculated by the average value of the diagonal entries of the confusion table. compared our proposed feature descriptor (PH-MBLBP) with the most commonly used SIFT descriptor [23] . The testing and training were performed in one confusion table to measure the performance of the system. The by the average value of the diagonal entries of the confusion table. 
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We computed the dense feature for both descriptors with patch size of 10. The 1 versus all recognition rate of MBLBP and SIFT descriptors are 82.5% and 80.08%, respectively. Figure 6 shows the recognition performance for 15-category scene database. We also computed the confusion matrix for both PH-MBLBP and SIFT descriptors. The crosscategory confusion matrices for both descriptors are shown in Error! Reference source not found. and Figure 8 , respectively. Finally, we computed the ROC curve and the Area Under the ROC Curve (AUC) for both descriptors. The ROC curve for PH-MBLBP and SIFT descriptors are shown in Error! Reference source not found.9. The AUC accuracy for PH-MBLBP and SIFT descriptor were 98.264% and 97.277%, respectively. The above results and analyses indicate that our proposed approach PH-MBLBP performs better than the SIFT descriptor for 15-category scene database. 
3.CONCLUSION
In this paper, we have proposed a pyramid histogram of multi-scale block local binary pattern (PH-MBLBP) descriptor for scene classification. We use the LIBLINEAR classifier to classify the scene categories. The proposed PH-MBLBP represents images as micro-and macrostructures, and hence the representation is more robust than the basic LBP operator and other conventional operator. The LIBLINEAR classifier successfully classifies 15-category scene classes with high classification accuracy with the PH-MBLBP descriptor. We have shown that the PH-MBLBP adapted to incorporate at multiple blocks has superior performance with the conventional SIFT descriptor. The proposed PH-MBLBP performed by approximately 2.5% higher accuracy than the SIFT descriptor on the same database.
