Introduction
The cerebral cortex is organized in six layers that can be distinguished based on cell morphology, functional connections, and response properties. Among all layers, layer 4 has been studied more intensively because it is the layer that receives the bulk of the thalamic inputs and provides the main entrance of sensory information to the cortex. In primary visual cortex (V1), layer 4 circuits are involved in generating neuronal response properties such as orientation and direction selectivity that are essential for visual processing. While these properties are thought to emerge from the interplay between excitation and inhibition, we still do not have a complete understanding of how inhibitory and excitatory neurons of this layer differ in their responses to visual stimuli. Moreover, a full understanding of neuronal mechanisms involved in visual perception requires the study of subjects that are awake and capable of perception. To these ends, we have investigated the response properties of layer 4 putative excitatory and inhibitory neurons [suspected inhibitory interneurons (SINs)] in awake rabbits. Both rabbits and rodents are closely related to primates [superorder of Euarchontoglires, also known as supraprimates (Murphy et al., 2001; Asher et al., 2009 )] but, unlike primates, the rabbit eye remains nearly motionless for considerable periods of time, making quantitative receptive field (RF) analyses feasible in awake subjects (Bezdudnaya et al., 2006; Cano et al., 2006) .
We have previously shown that the great majority of neurons in lateral geniculate nucleus (LGN) of awake rabbits have concentric RFs that are bimodally distributed into sustained and transient classes (Swadlow and Weyand, 1985; Bezdudnaya et al., 2006; Cano et al., 2006) . We also demonstrated that transient and sustained concentric LGN neurons differ in their contrast sensitivity (Cano et al., 2006) , temporal tuning properties (Bezdudnaya et al., 2006) , and project to different depths within cortical layer 4 (Stoelzel et al., 2008) . Here, we move this investigation to primary visual cortex and compare the response properties of layer 4 simple cells and SINs. We show that these populations differ dramatically along multiple RF property dimensions. Thus, when compared with sim-ple cells, SINs are very broadly tuned to stimulus orientation, direction, temporal frequency, and spatial frequency, and they respond in a much more nonlinear manner (low F1/F0 ratios), and at higher firing rates to drifting grating stimulation. We also show that, like LGN cells, simple cells and SINs can be subdivided into sustained and transient subclasses that differ significantly in their contrast sensitivity. We finally show, using cross-correlation methods, that many layer 4 SINs do, indeed, receive direct input from retinotopically aligned LGN neurons [i.e., that these putative inhibitory interneurons receive a potent feedforward thalamic input (Swadlow, 2003; Gabernet et al., 2005; Cruikshank et al., 2007) ] and, as such, are optimally positioned to shape the response properties of layer 4 simple cells (Hirsch et al., 1998; Troyer et al., 1998; Miller et al., 2001; Liu et al., 2011) .
Materials and Methods
Recordings were obtained from monocular V1 of three awake adult female Dutch-Belted rabbits. All experiments were conducted with the approval of the University of Connecticut Animal Care and Use Committee in accordance with National Institutes of Health guidelines.
Animal preparation and electrophysiological recording. The general surgical procedures for chronic recordings have been described previously (Bezdudnaya et al., 2006; Stoelzel et al., 2008; Bereshpolova et al., 2011) and are reported only briefly here. Initial surgery was performed under ketamine-acepromazyne anesthesia using aseptic procedures. After removal of the skin and fascia, stainless steel screws were installed on the dorsal surface of the skull and fused together with acrylic cement. A stainless steel rod, oriented in a rostrocaudal direction, was then cemented to the acrylic mass. The rabbit was held rigidly by this rod during the electrode implantation and recording sessions. Silicone rubber was used to buffer the wound margins from the acrylic cement on the skull. Following at least 10 d of recovery, recordings of neuronal activity were obtained in the awake state through a small hole in the skull.
Extracellular single-unit recordings and cortical local field potentials (LFP) were obtained from the monocular region of V1 of awake rabbits. Single unit activity for most cells was studied using fine-diameter (40 m) quartz-insulated platinum/tungsten electrodes tapered and sharpened to a fine tip (impedance, 1.5-3 Mohm). A group of seven such electrodes was chronically implanted in a concentric array (200 m separation), with tips initially located just above the dura. Each of these electrodes was independently controlled by a miniature microdrive . Multiunit activity from superficial layers of the superior colliculus (SC) was simultaneously recorded via 1-3 electrodes of same type but lower impedance (Ͻ1.5 Mohm) controlled by a similar three-channel microdrive system. A small number of cells were studied using 16-channel silicone probes, with recording site diameters of 33 m (NeuroNexus Technologies). Two stimulating electrodes (parylene-cinsulated platinum/iridium microwire) were implanted in LGN for identification of cortical neurons (below). Hippocampal EEG was recorded using two electrodes implanted above and below the CA1 layer and used, along with cortical EEG, for monitoring brain states. All electrophysiological activity was acquired using a Plexon data acquisition system.
In another set of experiments, SINs in V1 layer 4 were recorded simultaneously with LGN cells from topographically aligned regions of dorsal LGN as described in our earlier studies Stoelzel et al., 2009; Bereshpolova et al., 2011) . In this set of experiments, only spontaneous activity and response to sparse noise (see below) of both LGN cells and cortical SINs were recorded.
Brain state identification. During recordings, no anesthetic agents were applied, the eyes were open, and subjects responded to external stimuli (novel sound and gentle touch, etc.). Our goal was to record when subjects were awake, either alert or nonalert, in approximately equal proportions. In rabbits, wakefulness can be divided into alert and nonalert states. The alert state is indicated by hippocampal "theta" activity (5-7 Hz) and cortical desynchrony, and the nonalert state is indicated by hippocampal high-voltage irregular activity, and more slow-wave activity in the neocortex (Swadlow and Gusev, 2001; Bezdudnaya et al., 2006; Cano et al., 2006; Stoelzel et al., 2008; Stoelzel et al., 2009; see recent discussion in Bereshpolova et al., 2011) . The hippocampal EEG was segmented by visual inspection into alert versus nonalert states based on the presence of theta activity (5-7 Hz) or high-voltage, irregular activity, respectively (Swadlow and Gusev, 2001; Bezdudnaya et al., 2006; Cano et al., 2006; Stoelzel et al., 2009 ). This segmentation was aided and verified by fast Fourier transform (FFT) analysis. Some nonperiodic sensory stimulation (random sounds, tactile stimulation, movements in room) is often required to keep rabbits from transitioning from the awake, nonalert state to sleep (early signs of which are indicated by cortical spindle activity), and such stimulation was applied when needed. During recording sessions, the average percentages of time the animals spent in the alert state and nonalert state were 32.94 Ϯ 1.36% and 36.28 Ϯ 2.20%, respectively. In some cases, when rabbits became drowsy during extended recordings, we provided novel sounds to generate alertness. If they were difficult to arouse, we let them sleep for a while, and did not collect data during these periods.
Cortical layer 4 identification. Depth range of cortical layers was determined by electrode depth and reversal of stimulus-evoked field potentials that occur at known depths. Brief full-field flash-evoked LFPs were recorded at different depth. As previously verified histologically (Stoelzel et al., 2008) , the top of layer 4 was identified as 100 m below a prominent current sink/source reversal point to the flash stimuli and the bottom of layer 4 was identified as 400 m below the top of this layer. Only neurons within this narrow (400 m) depth zone were included in this study.
Identification of SINs and simple cells. For each cell, the response to electrical stimulation of the thalamus (rectangular voltage pulses, 0.2 ms duration, range: Ͻ1-45 V) was recorded (latency of first spike, spike number after stimulation, and minimal interspike interval of these spikes; Fig. 1A ). SINs were identified by a high-frequency discharge of three or more spikes to this stimulus, with peak frequencies of Ͼ600 Hz (Swadlow, 1988 (Swadlow, , 1989 (Swadlow, , 1991 (Swadlow, , 1995 (Swadlow, , 2003 . Cells identified in this manner have spikes of short duration (see below). However, many cortical projection neurons also have short duration spikes (Swadlow, 1988 (Swadlow, , 1990 (Swadlow, , 1991 (Swadlow, , 1994 and we have, therefore, argued that spike duration is not a sufficient criterion for identifying SINs (Swadlow, 2003) . Cortical simple cells were identified by possessing a RF with one, two, or three spatially separated ON and/or OFF subfields. Cells that could not be classified as simple cells or SINs were grouped as "other cells" and were not subject to further analysis. Two cells that were antidromically activated by thalamic stimulation were thought to be dendritic recordings (Bereshpolova et al., 2007) and were excluded from this study.
Receptive field and visual response property measurements. All visual stimuli for cortical cells were presented by a CRT monitor (primary monitor, Nec MultiSync, 40 ϫ 30 cm, mean luminance, 48cd/m 2 , refresh rate: 160 Hz). The cells' RFs were mapped by sparse noise stimulation. High-contrast light and dark squares (1 ϫ 1 to 5 ϫ 5 degrees, mostly 2 ϫ 2 degrees) were presented pseudorandomly, in a grid of 30 ϫ 22 degrees on the primary monitor. Each grid space was 1 degree and each square was presented for either 18.75 or 31.25 ms. For some layer 4 simple cells that responded poorly to flashing squares, small flashing bars in their preferred orientation were used instead to map their RFs. The cell's raw ON and OFF RF matrices were generated by reverse correlation method (Jones and Palmer, 1987; Stoelzel et al., 2008 ) (see below). After mapping, the cell's RF center was constantly tracked by dynamic SC multiunit RF position, and all the visual stimuli thereafter were presented to the cell's RF center (see below).
In the rabbit LGN, the response of concentric neurons to stationary stimuli can be classified as either "sustained" or "transient," and this distinction is robust and bimodal (Bezdudnaya et al., 2006) . However, the sustained response is severely attenuated when animals are not alert in both LGN (Swadlow and Weyand, 1985) and V1 (Swadlow and Weyand, 1987) . Therefore, we classified cortical neurons as sustained or transient based on tests that were done in the alert state. The cell's sustained/ transient property was measured with flashing stationary stimuli, which were optimized to elicit the strongest response possible. The stimulus was either a circle or rectangle optimized for size, orientation, and contrast polarity (dark or light). The stimulus was presented either 1 s on and 1 s off or 2 s on 2 s off (see below).
After assessing sustained/transient responses, circular drifting gratings were used to measure the tuning properties of the cell. The drifting grating was optimized by orientation, spatial frequency, temporal frequency, size, and contrast. After optimizing the grating, the cell's tuning properties were measured by pseudorandomly varying one of the four (orientation, spatial frequency, temporal frequency, or contrast) grating parameters while keeping the other four at the optimal values. Each presentation of a particular parameter combination lasted for 3-8 s with a 2 s gap in between and all tested parameter combinations were presented for at least 100 times. For some cells, the spontaneous activity was also recorded for at least 10 min with the monitor screen set at a mid-luminance level.
Monitoring eye position. The eye position of the awake rabbit is generally very stable (Collewijn, 1971; Fuller, 1981; Weyand, 1985, 1987; Bezdudnaya et al., 2006) . During recording sessions, the eye position was continuously monitored by mapping the SC multiunit RF center position with sparse noise on a second LCD monitor (Acer AL1516, 30 ϫ 23 cm, mean luminance, 36 cd/m 2 , refresh rate, 75 Hz). For most cells, the pupil position and size were also simultaneously monitored by a high-frequency (220 Hz) infrared camera system (ViewPoint EyeTracker system, Arrington Research) placed ϳ40 cm from the eye. If an eye movement occurred during testing, the relation between the RF centers of the cortical cell and SC multiunit RF center was used to dynamically place the stimuli on the cortical RF center. During the offline analysis, we discarded data recorded within Ϯ15 s around the eye movement by sliding a time window of 25-30 s with a step of 5 s over time and detecting the steps in which the SD of SC RF centers was Ͼ1 degree. Visual responses to drifting gratings were measured by generating peristimulus time histograms (PSTHs) during stable eye periods, and the PSTH peaks at the fundamental frequency were aligned across these periods. Only the cells with significant responses at the fundamental frequency were processed with this alignment method.
Offline data analysis. Spikes from cortical single units were isolated during the experiment and verified off-line by using Plexon cluster analysis software. All data analysis was then performed with NeuroExplorer (Nex Technologies) and MATLAB (The MathWorks).
Spike waveform. Spike waveform durations were calculated as the durations from the beginning of negative component to the end of positive component of the spike (Bereshpolova et al., 2011) . The negative or positive components were identified by lower or higher than 20% of negative or positive peak amplitudes, respectively. If the end part of the spike waveform did not reach the 20% threshold, the whole waveform was estimated by elongating the raw waveform through a linear fitting of the end part (from the peak of positive component to the end). Then the spike durations were calculated from the elongated waveforms.
Spatial properties of ON-OFF RF subfields. For each cell, the raw ON and OFF RF matrices were calculated by spike-trigger averaging the stimulus within a 20 ms time window around the peak response. A Gaussian filter was applied to smooth these matrices. Finally, the processed ON and OFF RF maps were generated by applying a threshold as 30% of maximum pixel value.
To measure the spatial segregation of subfields, the local similarity index (LSI) was calculated as normalized dot product of the processed ON and OFF RF maps (DeAngelis et al., 1999; Usrey et al., 1999; Alonso et al., 2001 ), as follows:
The values of LSI range from 0 to 1. LSI equals 1 if the ON and OFF RF maps are identical and perfectly superimposed and equals 0 if the ON and OFF RF maps are completely separated. Dominant RF subfield area and width were used to estimate the size of RF subfields. To get these measurements, processed ON and OFF RF maps went through cubical interpolation at resolution of 0.1 degree. Then RF subfield was defined by a region of contiguous pixels with values Ͼ30% of maximum pixel (the higher value of ON peak and OFF peak). Finally, the dominant RF subfield was defined as the stronger subfield, ON or OFF. For each dominant subfield, the area and the width (on the orientation orthogonal to the cell's optimal orientation) were measured.
Sustained index and sustained/transient classification. In the alert state, a sustained index (SI) was calculated as the ratio between the cell's maintained response and the baseline activity. The maintained response was measured as the mean firing rate within 0.5-1.0 s after the onset of optimal stationary stimuli, and the baseline activity was measured as the mean firing rate within the time window of either Ϫ1 to 0 or Ϫ0.5 to 0 s relative to the onset of stimuli. Sustained cells were defined by having SIs Ͼ2 and having an absolute maintained response of Ͼ1 spk/s. Cells with SIs Ͻ2 were classified as transient. Cells that failed to reach these criteria (SI Ͼ2 but the absolute maintained activity Ͻ1 spk/s) remained as "sustained/transient unclassified."
Latency to flash stimulation. The latency to flash stimulation was measured from the cell's response to optimal flashing stimuli. The PSTH (with bin size equal to 1 ms) around the onset of the stimuli was generated and smoothed by applying a sliding boxcar filter with width of 30 ms. Each stimulus frame was time-stamped, and, because stimuli presented higher in the field occur slightly sooner than those presented lower in the field, stimulus onset time was corrected for the position of the stimulus on the screen. Latency was defined as the time at which the smoothed function first pass 40% of its maximum value (Jin et al., 2011) .
Drifting grating parameter tuning properties. The mean firing rate (F0) and first harmonic component (F1) of the PSTH responding to drifting grating stimuli were calculated by Fourier analysis. The maximum F1 and maximum F0 responses (with or without the spontaneous activity) were measured for each cell. Spatial summation linearity was measured as the mean of two F1/F0 ratios, one ratio measured from the PSTH with strongest F1 response and the other from the PSTH with strongest F0 response. Reliability was measured with an optimized grating stimulus as the Fano factor (variance/mean) with a bin size equal to the period of the stimulation. Almost all simple cells (Ͼ95%; defined by segregated ON and OFF RF subfields) had stronger F1 than F0 responses and all SINs had stronger F0 than F1 responses (see Results). Therefore, the F1 response was used to measure tuning properties for simple cells and the F0 response to measure tuning properties for SINs (if not otherwise stated).
Contrast tuning responses were tested on eight different contrasts ranging from 1 to 95% (Cano et al., 2006) . Because some cells showed decreased responses at high contrast (high-contrast suppression, see Results), F1 and F0 responses were fitted by a hyperbolic model with (Peirce, 2007) or without (Naka and Rushton, 1966; Albrecht and Hamilton, 1982) high-contrast suppression modification, as follows: F0 response without high-contrast suppression:
where A is the response amplitude, R 0 is baseline activity, x is contrast, and C is the contrast at half maximum response. The parameters A and C from the equations above are generally used to describe the response amplitude and the contrast generating the half-maximum response (C50), respectively (Albrecht and Hamilton, 1982; Cano et al., 2006) . However, the parameters extracted from the fit do not faithfully represent the values of the contrast response function in the model with high-contrast suppression, which can span to contrast values larger than 100%. Therefore, the response amplitude (R con ) and the C50 were calculated by limiting the fitting function within a contrast ranging from 0 to 100%. All contrast response functions were fitted with and without high-contrast suppression and the R 2 of fitness normalized by degree of freedom (df) was measured in both fits (Peirce, 2007) : R nor 2 ϭ 1 Ϫ (1 Ϫ R 2 )/df. The model with higher R nor 2 was chosen to extract the parameters R con and C50. Orientation tuning was measured with drifting gratings differing in orientation/direction by 15-30 degrees. Tuning curves were fitted by von Mises distribution functions (Nowak et al., 2008) , as follows:
Here, the independent variable x (the moving direction of the tested drifting grating) is presented in radians. From this model, R 0 represents the baseline of the curve, and A 1 and A 2 represent the response amplitude to the preferred direction (OR_peak) and to the opposite of preferred direction, respectively. k is a width factor. To measure the orientation selectivity and direction selectivity, the circular variance (CirVar) (Ringach et al., 2002) , orientation selectivity index (OSI), and direction selectivity index (DSI) were calculated as follows:
where R orth ϭ
where j represents all the directions in the orientation tuning curve; R j and j represent the cells response (spk/s) and the angle (in radians) of jth direction, respectively; R pref represents the cell's response in the preferred direction; R orth represents the cell's mean responses of the two directions orthogonal to the preferred direction; and R oppo represents the cell's response to the opposite of the preferred direction. All three measurements (CirVar, OSI, and DSI) have values ranging from 0 -1, with higher CirVar meaning weaker orientation selectivity; higher OSI meaning stronger orientation selectivity, and higher DSI meaning stronger direction selectivity. Spatial frequency responses were tested from 0.00825-1.32 cpd (for some cells from 0.05 to 1.32 cpd). The response tuning data were fitted by a Gaussian model, as follows:
From the model, the amplitude (R SF ) and the spatial frequency with peak response (SF_peak) were extracted. Cells with response at lowest tested spatial frequency Ͼ50% of peak response were defined as spatially low pass cells, otherwise as spatially bandpass cells. Spatial frequency tuning width for low-pass cells was defined by the range from lowest tested spatial frequency to the spatial frequency with half-maximum response on logarithmic scale (with base 10). Whereas tuning width for bandpass cells was measured as the range between two spatial frequencies with half-maximum response on logarithmic scale (SF_width) as follows:
Temporal frequency responses were tested on six different temporal frequencies ( 
From the model, the amplitude (R TF ) and the temporal frequency with peak response (TF_peak) were extracted. Temporal frequency tuning width was measured as the width at half-height on logarithmic scale (TF_width, with base 2), as follows: TF_width ϭ 2.35482 * TF . Goodness of fitting showed the models used here faithfully described the tuning properties of the cells' responses (R 2 , contrast tuning: 0.972 Ϯ 0.007, n ϭ 65; temporal frequency tuning: 0.925 Ϯ 0.010, n ϭ 78; spatial frequency tuning: 0.919 Ϯ 0.010, n ϭ 72; orientation tuning: 0.855 Ϯ 0.016, n ϭ 82; overall: 0.915 Ϯ 0.006, n ϭ 297). Only the fittings with R 2 values larger than 0.5 were included in further analysis.
Testing LGN input to SINs. For some LGN cells and cortical SINs, cross-correlograms were generated from simultaneously recorded spontaneous spike trains. Functional connectivity between these pairs was accessed by searching for a peak in the correlogram at intervals of 1.1-2.5 ms following the LGN spike. This peak was defined by the presence, within this 1.5 ms window, of two bins of three successive bins, each showing significantly higher firing rate than baseline activity (measured by activity between Ϫ4 ms and ϩ1 ms of the LGN spike time). When a significant peak was detected, onset latency and peak latency were measured as the relative timing of the first and highest bin in the peak, respectively, and an "efficacy" value was calculated based on a brief window (peak Ϯ 0.6 ms) by counting the number of SIN spikes that occurred during this window, subtracting the baseline, and dividing this value by the number of total LGN spikes .
All the p values provided in Results represent the results of independent sample t test, if not specified. Data are provided as ϮSEM.
Results
We recorded 109 cells in layer 4 of primary visual cortex from 3 female rabbits. Sixty-two of these were simple cells (56.9%), 33 were SINs (30.3%), and 14 could not be placed into either category, and were defined as "other" cells (12.8%, Table 1 ). These other cells were not studied in detail. Receptive field properties are summarized in Table 2 .
Cell classification, spike duration, and responses to thalamic stimulation Many extracellular studies rely on spike duration for cell classification. Here, SINs were identified by a discharge of three or more spikes to thalamic stimulation at frequencies exceeding 600 Hz (Fig. 1A) . SINs had significantly shorter spike durations (0.590 Ϯ 0.017 ms) than simple cells (1.539 Ϯ 0.126 ms, p Ͻ 0.001), and only one SIN (3%) had a spike duration longer than 0.8 ms. By contrast, 52 simple cells (84%) had spike durations longer than 0.8 ms. A small number of simple cells did, however, have very short spike durations. Spike waveforms of three simple cells and one SIN are shown in Figure 2A1 -D1, inset). The distribution of spike durations of these populations showed some overlap (Fig.  1B) . Moreover, the overall distribution was not significantly bimodal (Hartigan's test, p ϭ 0.116).
SINs also had significant shorter latencies (Fig. 1C) to synaptic activation via thalamic stimulation (1.794 Ϯ 0.087 ms) than simple cells (3.174 Ϯ 0.124 ms, p Ͻ 0.001). Whereas all but three SINs (90.9%) had latencies of Ͻ2 ms, 47/54 simple cells (87%) that responded to thalamic stimulation had latencies Ͼ2 ms. Simple cells not only had longer latencies, but also responded to thalamic stimulation with fewer spikes (usually 1 spike) than SINs (by definition, at least three spikes, median value ϭ 4 spikes). Simple cells also showed higher thresholds to thalamic stimulation than SINs (53 simple cells vs 33 SINs, 6.1 Ϯ 0.09 V vs 1.8 Ϯ 0.02 V, p Ͻ 0.001).
By virtue of our criteria for identification, SINs were required to respond to thalamic stimulation with three or more spikes, at minimal interspike intervals (ISIs) of Ͻ1.67 ms (600 Hz). Figure  1D shows these minimal ISIs for SINs and for cells that did not meet this criterion. The great majority of simple cells responded with only one spike (47 cells) or no spikes (8 cells) to thalamic stimulation (Fig. 1D, right column) , and only two simple cells had minimal ISIs of Ͻ1.6 ms. These latter two cells were not classified as SINs because they responded with only two (not three) spikes to thalamic stimulation.
Spatial structure of the RF RF maps of each sign (ON or OFF) were obtained from all simple cells and SINs by reverse correlation method. Simple cells were of the "S1" variety, with a single ON (n ϭ 28), or OFF (n ϭ 25) subfield or the "S2" variety, with parallel ON and OFF subregions (n ϭ 9). Please note, by applying a threshold as 30% of peak response to remove noise (methods), we may underestimate the population of S2 simple cells due to the possibility of cutting off very weak subfields. For the identified S2 simple cells, the alignment of ON and OFF subfields was in agreement with their preferred orientation (i.e., the preferred orientation was predictable from the position of the subfield maxima, mean deviation was 10.6 degrees, maximum deviation was 30 degrees). By contrast, all SINs possessed overlapped ON and OFF subfields. Figure 2 shows examples of the RF maps of one ON S1 simple cell (A1), one OFF S1 simple cell (B1), one S2 simple cell (C1), and one SIN (D1).
In visual cortex, simple/complex classification is often based on the spatial separation of the cell's ON/OFF subfields, with simple cells having separated ON/OFF subfields and complex cells having overlapped ON/OFF subfields (Hubel and Wiesel, 1962; Hirsch and Martinez, 2006) . Here, we used the LSI to measure the overlap of the cell's ON/OFF subfields. LSI takes value from 0 -1, with lower value meaning less overlap and more ON-OFF separation and higher value meaning more overlap and less ON-OFF separation (see Materials and Methods). The LSI distribution of all cells was significantly bimodal (Hartigan's test, p Ͻ 0.001, Fig. 3 A, B Fig. 3C,D) . Although the distributions of dominant subfield width and area were not significantly bimodal (Hartigan's test, for dominant subfield width p ϭ 0.816, for dominant subfield area p ϭ 0.776), these measures do enhance the segregation between simple cells and SINs by RF properties (Fig. 3A) .
Spontaneous activity
The spontaneous firing rates of simple cells and SINs were dramatically different, with all simple cells having a spontaneous rate Ͻ2 spk/s (mean: 0.551 Ϯ 0.084 spk/s, n ϭ 28), and all SINs having a spontaneous rate Ͼ5 spk/s (mean: 21.955 Ϯ 2.182 spk/s, n ϭ 19, p Ͻ 0.001). Our data further reveal that the spontaneous firing rate distribution of these cells was significantly bimodal on logarithmic scale (Hartigan's test, p Ͻ 0.001, Fig. 4A ), with two peaks (each formed by single type of cells) having no overlap at all.
F0 and F1 responses, spatial summation linearity, and reliability
After mapping the RF, we measured the cell's response to its optimal drifting grating and calculated the maximum F0 response (with or without spontaneous firing rate subtracted), maximum F1 response, F1/F0 ratio, and Fano factor. Examples of perievent rasters (Fig. 2A2-C2 for simple cells, D2 for SIN) and PSTHs ( Fig. 2A3-C3 for simple cells, D3 for SIN) to optimal drifting gratings of simple cells and a SIN are shown in Figure 2 . Among these examples, simple cells were strongly modulated at the frequency of the drifting grating while SINs responded with pronounced increase in mean rate superimposed to a weak sinusoidal modulation.
Both maximum F0 responses (Fig. 4B) and maximum F1 responses ( Fig. 4C) Fig. 4C ). The F1/F0 ratio is a common method to test the linearity of spatial summation in the RF and has been frequently used as a criterion to define simple and complex cells (Skottun et al., 1991) . Due to the differences in linearity of spatial summation, the F1/F0 ratio should be Ͼ1 for simple cells and Ͻ1 for complex cells. In this study, we measured the linearity of spatial summation (F1/F0 ratio) in 57 simple cells and 30 SINs. All but a few simple cells (94.74%) had F1/F0 ratios Ͼ1 (mean for all simple cells: 1.497 Ϯ 0.036), and all SINs had F1/F0 ratios Ͻ1 (mean for all SINs: 0.532 Ϯ 0.039, simple vs SIN: p Ͻ 0.001, Fig. 4D ). Thus, SINs showed features of complex cells in terms of spatial summation linearity, as they did in terms of spatial RF structure. However, although two peaks are evident in the overall histogram shown in Figure 4D , Hartigan's test for bimodality did not reach statistical significance ( p ϭ 0.247). Moreover, the distribution of F1/F0 lost any appearance of bimodality when we subtracted the spontaneous activity (Hartigan's test, p ϭ 0.975, see below; Fig. 4D, inset, below) . The reliability of visual responses is an important factor in information transmission and is usually quantified as a variance/mean ratio called Fano factor (Kara et al., 2000; Alitto et al., 2011 Fig. 4E ).
Orientation and direction selectivity
Measurements of orientation/direction tuning curves in 55 simple cells and 27 SINs demonstrate that simple cells are much better tuned to orientation/direction than SINs. Figure 5 shows orientation tuning curves from three simple cells (left) and three SINs (right). The simple cells were sharply tuned and two of the three were responding to only one direction (Fig. 5 A, B) while the other one responded to both directions (Fig. 5C ). All three SINs were unselective to orientation/direction (Fig. 5D-F ) . The distribution of OSI was significantly bimodal (Fig. 6A , Hartigan's test, p ϭ 0.002) with simple cells forming a peak around high OSI (0.803 Ϯ 0.024) and SINs forming another peak around low OSI (0.175 Ϯ 0.015). The distribution of DSI was also significantly bimodal (Hartigan's test, p Ͻ 0.001, Fig. 6B ). However, although simple cells had significantly higher DSI than SINs (0.683 Ϯ 0.034 vs 0.107 Ϯ 0.016, p Ͻ 0.001), some simple cells were orientation selective but not direction selective (Fig. 6C) . In summary, all simple cells were orientation selective and most were direction selective, while no SINs showed either direction selectivity or orientation selectivity. Since OSI and DSI are calculated from only 2-3 data points from tuning curves, they may not describe completely the orientation/ direction tuning of layer 4 cells. To document more completely these properties we also measured circular variance (Levick and Thibos, 1982; Ringach et al., 1997; Ringach et al., 2002) , which uses all data points in the entire orientation/direction cycle. Circular variance takes values from 0 to 1, with lower values meaning tighter orientation tuning and higher values meaning broader orientation tuning. Consistent with OSIs, simple cells had significantly lower circular variance than SINs (simple vs SIN, CirVar, 0.526 Ϯ 0.030 vs 0.937 Ϯ 0.010, p Ͻ 0.001, Fig. 6D ). Notably, no SIN had a circular variance lower than 0.8, emphasizing a pronounced lack of orientation selectivity. As expected, the circular variance was highly correlated with the orientation selectivity in both SINs and simple cells (Fig. 6D,  inset) .
The preferred direction and orientation distribution of simple cells (Fig. 6 E, F ) show that most our simple cells prefer approximately horizontal orientations and up/down directions with a bias Ͻ30 degrees, which is consistent with previous studies (Bousfield, 1977; Murphy and Berman, 1979; Swadlow and Weyand, 1987) . S2 simple cells showed significantly larger OSIs than S1 simple cells (S2 vs S1: 0.9 Ϯ 0.026 n ϭ 8 vs 0.797 Ϯ 0.026 n ϭ 46, p ϭ 0.009), suggesting that S2 simple cells respond less to the orthogonal orientation than S1 simple cells. The circular variances of S2 cells also suggested more selectivity than those of S1 cells, but this difference did not reach statistical significance (S2 vs S1: 0.410 Ϯ 0.067 vs 0.547 Ϯ 0.033, respectively, p ϭ 0.108). There were no significant differences in the DSIs between S2 and S1 simple cells (S2 vs S1, DSI, 0.685 Ϯ 0.085 vs 0.694 Ϯ 0.036, p ϭ 0.923).
As noted, the above results concerning orientation/direction tuning were derived from F1 responses of simple cells and some SINs show considerable orientation and/or direction selectivity (Fig. 7) , despite the fact that they are weaker than F0 responses in all directions. Figure 7A shows orientation tuning curves from both F0 and F1 responses of three SINs. The F0 responses of these three SINs did not present strong orientation/direction selectivity. However, their F1 responses were strikingly diverse and showed no orientation selectivity (Fig. 7A, left) , strong orientation selectivity (Fig. 7A, middle) , or strong direction selectivity (Fig.  7A, right) . So, we compared the orientation tuning properties between F0 and F1 response for both simple cells and SINs (Fig. 7B-E) . For simple cells, all three measurements (OSI, DSI, and circular variance) calculated from F1 responses strongly correlated with those from F0 responses, and all data points distributed tightly around the diagonal line (correlation coefficient, CirVar: 0.970 Fig. 7B , OSI:0.926 Fig. 7C , DSI: 0.944 Fig. 7D ), which is consistent with previous measurements in macaque V1 (Ringach et al., 2002) . By contrast, the results from SINs deviated strongly from the diagonal line because their F1 responses can be more orientation or direction selective than F0 responses (Fig. 7B-D Fig. 7E) . Moreover, the F1 responses of SINs were clearly smaller than the F0 responses even at their preferred orientations (Fig. 7A) .
Sustained/transient classification and contrast tuning
Simple cells and SINs can generate either sustained or transient responses when presented with optimal stationary stimulus. We studied this response property by quantifying a SI, which was defined as the ratio between the cell's maintained firing rate (measured 0.5-1.0 s after stimulus presentation) and the baseline firing rate (measured during the one second or half second before stimulus onset). Cells with SIs Ͻ2 were classified as transient cells. Cells with SIs Ͼ2 and an absolute maintained firing rate Ͼ1 spk/s were classified as sustained cells. The remaining cells (with SIs Ͼ2 but absolute maintained firing rate Ͻ1 spk/s) remained unclassified with respect to the sustained/ transient distinction. Based on these criteria, we classified 27 simple cells as sustained (SI: 14.100 Ϯ 3.689), 19 as transient (SI: 0.651 Ϯ 0.126), and 16 as sustained/transient unclassified. Of the 33 SINs studied, 8 were sustained (SI: 2.541 Ϯ 0.363) and 25 were transient (SI: 1.040 Ϯ 0.082). Figure 8 shows PSTHs to optimal stationary stimuli from one sustained simple cell (Fig. 8A) , one transient simple cell (Fig. 8B) , one sustained SIN (Fig. 8C) , one transient SIN (Fig.  8D) , as well as the population averages of these four groups (Fig.  8E,F) . Figure 9A -D for the four example cells from Figure  8A -D, respectively, and in Figure 9 , E and F, for the normalized population average (sustained and transient simple cells, Fig. 9E ; sustained and transient SINs, Fig. 9F ). The sustained simple cells were less sensitive to low contrasts (had significantly higher C50s) than the transient simple cells (C50, sustained simple cells: 33.038 Ϯ 3.942%, n ϭ 21; transient simple cells: 11.930 Ϯ 2.170%, n ϭ 10, p Ͻ 0.001, Fig. 9G ). Sustained SINs also had higher C50s (16.971 Ϯ 5.219%, n ϭ 7) than transient SINs (8.444 Ϯ 1.556%, n ϭ 18), however, this difference was not significant ( p ϭ 0.161, Fig. 9G ). The inset in Figure 9E shows the Figure 2C and B represents the same cell shown in Figure 2B . The dashed lines in PSTHs and tuning curves of SINs indicate their spontaneous activity levels. The spontaneous activity levels for simple cells are too low to indicate with a dashed line.
population average response for sustained and transient LGN neurons in alert rabbits (from Cano et al., 2006) . Note that the differences in the contrast response functions of layer 4 sustained and transient simple cells are very similar to those of the sustained and transient LGN neurons, respectively. However, unlike LGN transient cells, transient simple cells showed a certain level of high-contrast suppression: they responded to intermediate contrasts better than to high contrasts (Fig. 9E) . This phenomenon was very prominent in some simple cells. For the example cell illustrated in Figure 9B , the response at intermediate contrasts was almost twice as strong as at the highest contrast. We calculated the percentage of the cells that showed high-contrast suppression in each of the four groups (sustained simple cells, (Fig. 9H ) . Whether the cell showed high-contrast suppression or not was decided by the best fit of the cell's contrast tuning curve (fit with or without high-contrast suppression). We used R nor 2 as the criterion for goodness of fitting to control for the additional parameter used in the fit with high-contrast suppression (see Materials and Methods). By using this justification, we controlled the effect of noisy fluctuation of contrast response functions and limited the possibility of false positive identification of high-contrast suppression. In summary, our results demonstrate that transient cells are very sensitive to low contrasts and are more likely to show high-contrast suppression. By contrary, sustained cells are less sensitive to low contrasts and more likely to increase their responses monotonically with contrast. The differences in the contrast response function between sustained and transient cells are more prominent in simple cells than in SINs. Fig. 10 inset, left), while this difference was not significant in SINs (median for 8 sustained SINs: 28.58 ms; median for 25 transient SINs: 27.10 ms, p ϭ 0.191, K-S test, Fig. 10 inset, right).
Latency to flash stimulation

Spatial and temporal frequency tuning
We did not find any significant differences in spatial and temporal tuning properties between sustained and transient simple cells Therefore, in the following analyses we grouped sustained and transient cells together and only looked for simple/SIN differences. The spatial frequency tuning was measured in 44 simple cells and 28 SINs. Each cell class showed considerably diversity in both the peak spatial frequency and the bandwidth, as illustrated in Figure 11A (left) for three simple cells, one of which was low-pass (top) and the other two that were bandpass (middle and bottom). Figure 11A (right) shows spatial frequency tuning curves from three SINs, within which one was bandpass (top) and the other two that were low-pass (middle and bottom). The peak spatial frequency did not differ between simple cells (0.198 Ϯ 0.024 cpd) and SINs (0.217 Ϯ 0.049 cpd, p ϭ 0.730, Fig. 11B ). However, SINs showed a significantly wider spatial frequency tuning (SF_width: 1.197 Ϯ 0.104 oct) than simple cells (SF_width: 0.711 Ϯ 0.066 oct, p Ͻ 0.001, Fig. 11C ). Within the 44 simple cells studied, 11 (25%) were classified as low-pass and 33 (75%) as bandpass. Within the 28 SINs, 19 (67.86%) were classified as low-pass and 9 (32.14%) as bandpass. Therefore, the SINs were statistically more likely to be low-pass than simple cells (X 2 test, X 2 ϭ 12.93, p Ͻ 0.001). Interestingly, S2 simple cells showed significantly narrower spatial frequency tuning (S2 vs S1: 0.433 Ϯ 0.057 oct n ϭ 4 vs 0.739 Ϯ 0.071 oct n ϭ 40, p ϭ 0.004) than S1 simple cells and all S2 simple cells tested for spatial frequency tuning (n ϭ 4) were bandpass. S2 simple cells also showed higher spatial frequency peaks than S1 simple cells, but this difference was not significant (S2 vs S1: 0.323 Ϯ 0.066 cpd vs 0.185 Ϯ 0.025 cpd, p ϭ 0.108).
The temporal frequency tuning was measured in 50 simple cells and 28 SINs, as illustrated in Figure 11D for three simple cells (left) and three SINs (right). There was no significant difference in peak temporal frequency between simple cells (5.579 Ϯ 0.566 Hz) and SINs (6.257 Ϯ 0.983 Hz, p ϭ 0.626, Fig. 11E ). However, SINs showed significantly wider temporal frequency tuning width (4.698 Ϯ 0.432 oct) than simple cells (2.873 Ϯ 0.171 oct, p ϭ 0.004, Fig. 11F ). No significant differences in temporal frequency tuning were found between S1 and S2 simple cells.
Thus, although simple cells and SINs did not differ on preferred spatial and temporal frequencies, SINs responded to a broader range of spatial and temporal frequencies than simple cells.
Drifting gratings for SINs were optimized based on their F0 responses because the F1 responses were usually small and noisy. However, some SINs had robust F1 responses that were well fitted to our temporal and/or spatial frequency models (goodness of fitting, R 2 Ͼ 0.8). In these SINs, we measured the tuning parameters for both F1 and F0 responses and, as we found for orientation selectivity (Fig. 7) , the widths of their spatial and temporal frequency tuning were significantly smaller when measured with F1 responses than with F0 responses (paired t test, F1 vs F0, SF width: 1.160 Ϯ 0.078 oct vs 1.420 Ϯ 0.098 oct, p ϭ 0.029, n ϭ 19; TF width: 2.868 Ϯ 0.336 oct vs 3.711 Ϯ 0.288 oct, p ϭ 0.049, n ϭ 21). No significant differences were seen in spatial and temporal frequency peaks between F1 and F0 responses of SINs (paired t test, F1 vs F0, SF peak: 0.055 Ϯ 0.011 cpd vs 0.143 Ϯ 0.042 cpd, p ϭ 0.071, n ϭ 19; TF peak: 6.776 Ϯ 1.112 Hz vs 6.967 Ϯ 1.109 Hz, n ϭ 21, p ϭ 0.866). These results are consistent with the F1 and F0 differences that we report for orientation tuning and demonstrate that the F0 responses of SINs are less selective than their F1 responses.
Simple cells with brief spikes have properties like other simple cells, not like SINs
As mentioned above, some of simple cells in this study had short duration spikes (Fig. 1B) that were indistinguishable from those of most SINs. It is interesting to ask if such cells behaved, in other respects, like simple cells, or like the SINs of our study. To answer this, we examined the response properties of all simple cells with spike durations of Ͻ0.7 ms (n ϭ 8). We found that these eight simple cells responded to electrical stimulation of the thalamus in a manner characteristic of other simple cells, not of SINs. Thus, none had latencies (Fig. 1B) of Ͻ2 ms. Three of these cells did not respond to thalamic stimulation, and the remaining five had latencies of 2.0 -4.0 ms (mean ϭ 3.1 ms). In addition, only one of these eight cells responded to thalamic stimulation with more than a single spike (this cell responded with two spikes, with a minimal interspike interval of 2.0 ms). Thus, these eight simple cells are not at all similar to SINs in their responses to thalamic stimulation. Moreover, we found that the eight simple cells with short-duration spikes were also very different from SINs (and very similar to the overall population of simple cells) in their spontaneous firing rates (ranges: 0.15-0.57 spk/s), in their LSIs (0 -0.21), in their F1/F0 ratios (1.28 -1.83), and in their OSIs (0.52-0.97) and DSIs (0.46 -1.0).
SINs receive monosynaptic input from LGN neurons
By definition, all SINs in the above experiments responded to thalamic electrical stimulation with at least three spikes, and most did so at short latencies (Fig. 1C) . Although this is highly suggestive of monosynaptic input to SINs from LGN axons, this is not necessarily the case, as such synaptic activation could be mediated via the recurrent collaterals of antidromically activated corticothalamic axons. To investigate whether SINs do, indeed, receive monosynaptic input from LGN axon terminals, we performed cross-correlation analysis for five additional SINs that each were recorded simultaneously with at least one LGN neuron that was in precise retinotopic alignment (Reid and Alonso, 1995; Alonso et al., 2001; Gusev, 2001, 2002) . We found that each of the five SINs did, indeed, show clear evidence of monosynaptic input from at least one LGN cell, showing a sharp, brief increase in SIN spike probability at a short latency (onset latency: 1.3-1.8 ms; peak latency: 1.5-2.1 ms) following the thalamic spike (Fig. 12) . Four additional LGN neurons were retinotopically aligned with at least one of these SINs but did not make a functional connection, and one LGN cell made a functional impact on each of the two SINs that it was aligned with (notably, these two SINs had dominant ON responses, but the LGN neuron was OFF center, Fig.  12C,D) . However, this dataset is too small to draw conclusions about the "rules" for connectivity (Alonso and Martinez, 1998; Alonso et al., 2001; Swadlow and Gusev, 2002) between LGN cells and SINs. What is clear from these data, is that the SINs of layer 4 do, indeed, receive monosynaptic input from the LGN.
The effect of spontaneous activity on SIN response properties
In the current study, we found that SINs maintained very high spontaneous activity (Fig. 4A ) in the absence of visual stimulation. This could imply that the simple/SIN differences in response properties may be solely due to their very different spontaneous rates. Therefore, it is important to compare the RF properties between simple cells and SINs after removing their spontaneous activity. These comparisons were done on the subset of our cell populations for which we had good measures of spontaneous activity, and the main conclusions of this analysis are summarized below.
First, the maximum F0 responses from SINs were still significantly higher than those from simple cells after subtraction of spontaneous activity (maxF0-spont: 26 simple cells vs 15 SINs, 7.513 Ϯ 1.013 spk/s vs 31.941 Ϯ 3.760 spk/s, p Ͻ 0.001; Fig. 4B,  inset) .
Second, the F1/F0 ratios of simple cells and SINs measured without spontaneous activity [calculated through rectifying PSTHs by spontaneous firing rate (Chen et al., 2009) Finally, the measurements of C50 from the contrast response function, temporal/spatial frequency peak, and temporal/spatial frequency tuning width were independent from baseline measurements (see Materials and Methods). Therefore, the subtraction of spontaneous activity does not affect the values of these parameters. In summary, these results indicate that removing the spontaneous activity from F0 responses affect the calculation of some RF properties for SINs, however, the main differences between SINs and simple cells that we report can still be demonstrated.
Discussion
Identification of layer 4 SINs and simple cells
SINs were identified by high-frequency (Ͼ600 Hz) discharge of 3ϩ spikes following thalamic stimulation, and simple cells were identified solely by their RF properties, requiring spatially discrete ON and/or OFF subregions. Notably, no neuron met both criteria. All SINs had overlapping ON/ OFF subfields, and most simple cells responded with only one spike to thalamic stimulation. Moreover, SINs had much shorter latencies and minimal interspike intervals to thalamic stimulation than simple cells (Fig.  1C,D) , and threshold intensities were much lower (see Results). Such responsiveness of SINs to thalamic (and visual, Fig. 4 ) stimulation, probably reflect a combination of factors, including membrane properties (Azouz et al., 1997; Cardin et al., 2007) , large unitary thalamocortical EPSPs (Gibson et al., 1999; Gabernet et al., 2005; Cruikshank et al., 2007; Cruikshank et al., 2010; Bagnall et al., 2011) , and extensive thalamocortical convergence onto SINs ) (see below).
Although not used as an identification criterion, SINs had shorter-duration spikes than simple cells. However, there was overlap in these distributions (Fig. 1B) . We have emphasized the need for criteria other than spike duration for extracellular identification of fast spike GABAergic interneurons (Swadlow, 2003) . Notably, some spiny neurons, including identified projection neurons of sensory (Dykes et al., 1988; Swadlow, 1989 Swadlow, , 1990 and motor (Takahashi, 1965) cortices, and "chattering" cells (Gray and McCormick, 1996) have short-duration spikes. Because of this and because the few simple cells with short-duration spikes were, in all other ways, similar to other simple cells, not SINs, we think it very unlikely that they were fast spike GABAergic interneurons. However, some simple cells could have been GABAergic interneurons of other classes (e.g., somatostatin positive interneurons), which have longer-duration spikes and receptive fields and other properties distinct from those of fast spike parvalbumin-positive interneurons (Gibson et al., 1999; Ma et al., 2010; Adesnik et al., 2012) .
Response properties of layer 4 simple cells and SINs
Although simple cells were required to have spatially separate ON and/or OFF subfields, there were no receptive field requirements for SINs. Nevertheless, ON/OFF subfield separation (LSI) of simple cells and SINs was strongly bimodal and subfield sizes (width, area) were much smaller in simple cells than SINs (Fig. 3B-D) .
SINs had much higher spontaneous firing rates than simple cells and the distribution was strongly bimodal (Fig. 4A) . The high firing rates of SINs is consistent with results in awake mouse (Niell and Stryker, 2010) , and results in other layers of awake rabbit V1 (Swadlow, 1988) , S1 (Swadlow, 1989 (Swadlow, , 1990 , S2 (Swadlow, 1991) , and motor cortex (Swadlow, 1994) , where SINs have the highest spontaneous firing rates. SINs also had higher F0 and F1 responses than simple cells (Fig. 4 B, C) , but responded with similar reliability (Fig. 4E) .
The F1/F0 ratio is often used to define simple versus complex V1 neurons, with ratios of Ͼ1 used to classify "linear" simple cells, and those Ͻ1 to classify "nonlinear" complex cells (Skottun et al., 1991) . We found that F1/F0 ratios were Ͻ1 for all SINs and Ͼ1 for nearly all simple cells (54/57, Fig. 4D ). However, when spontaneous firing rates were subtracted from F0 responses (Fig.  4D, inset) , the distinction between these populations was less categorical, although still highly significant.
Simple cells displayed considerable orientation selectivity (and often directional selectivity) in their F0 and F1 responses (Figs. 6, 7) . By contrast, SINs were broadly tuned to orientation/ direction in their F0 responses (Fig. 6) . Interestingly, the relatively small F1 responses of SINs were sometimes more orientation/direction selective than the much larger F0 responses (Fig. 7) . Nevertheless, across multiple comparisons, SINs were far less selective for orientation/direction than simple cells.
V1 simple cells similar to those reported here are found in rats (Girman et al., 1999) , mice (Niell and Stryker, 2008; Liu et al., 2009 ), squirrels (Heimel et al., 2005 Van Hooser et al., 2005) , and in other layers of rabbit V1 (Swadlow and Weyand, 1987; Swadlow, 1988) . Notably, orientation selectivity of V1 simple cells can be very sharp, despite the lack of orientation columns (Ohki and Reid, 2007) . Similarly, high spontaneous firing rates, low (nonlinear) F1/F0 ratios, spatially overlapping ON/OFF RF subfields, and broad orientation/direction tuning occur in putative fast spike interneurons in layer 4 of anesthetized mice (Niell and Stryker, 2008; Liu et al., 2009) , and broad orientation tuning is seen in parvalbumin-positive neurons in layer 2-3 of mouse (Kerlin et al., 2010; but see Runyan et al., 2010) and in SINs of superficial and deep layers of awake rabbit (Swadlow and Weyand, 1987; Swadlow, 1988) . In cat V1, however, some fast-spiking visual processing seen in different mammalian lines may be reflected by corresponding differences in the diversity of interneuron response properties.
The sustained/transient distinction in layer 4 simple cells and SINs
LGN concentric neurons can be classified as sustained or transient, based on response to maintained stimulation of the RF center (Cleland et al., 1971) . In LGN of awake rabbits, the distribution of response duration to sustained stimulation is bimodal (Swadlow and Weyand, 1985; Bezdudnaya et al., 2006; Stoelzel et al., 2008) . Notably, transient cells are much more sensitive to low contrast than sustained cells (Cano et al., 2006) , similar to differences between transient magnocellular and sustained parvocellular LGN cells in new world primates (Usrey and Reid, 2000) . Here, although many simple cells and SINs could be clearly classified as sustained or transient, some were ambiguous and the distinction was not as clear as in LGN. Nevertheless, transient simple cells were much more sensitive to low contrasts than sustained simple cells, and suppressed their responses more strongly at high contrasts (Table 3) . A similar pattern was seen in rabbit LGN transient cells, but high-contrast suppression seems to originate in V1 (Fig. 9E, inset) .
SINs as conveyers of broadly tuned inhibition
Theoretical studies suggest that a broadly tuned suppression, generated within the local microcircuit, may sharpen the tuning properties of recipient spiny neurons, and control gain (Heeger, 1992; Troyer et al., 1998; McLaughlin et al., 2000) , and these ideas have received experimental support (Carandini et al., 1997; Xing et al., 2011; Shapley and Xing, 2013) . The receptive fields of most layer 4 excitatory cells in mouse V1 consist of only one subfield that is sharply tuned for orientation (Niell and Stryker, 2008; Liu et al., 2009 ) (as we reported here in rabbit V1). Recent work on mice has shown that broadly tuned inhibition is important in sharpening orientation selectivity of such cells (Liu et al., 2011) . Furthermore, activation of cortical parvalbumin-positive GABAergic cells sharpens the orientation selectivity of excitatory cells (Lee et al., 2012; but see Wilson et al., 2012) . Consistent with these findings, the fast and strong feedforward response of SINs, and their broad orientation, spatial, and temporal tuning, make them well suited to convey a fast, broadly tuned inhibition onto local spiny neurons.
Thalamocortical specificity and mechanisms underlying diverse response properties of layer 4 populations Separate ON/OFF subregions of V1 simple cells (and orientation preferences) are thought to originate from selective thalamocortical inputs with ON or OFF RF centers precisely aligned with the cortical RF subfields (Hubel and Wiesel, 1962; Tanaka, 1983; Reid and Alonso, 1995; Alonso et al., 2001 ) (but see Mata and Ringach, 2005) . By contrast, a promiscuous, unselective thalamocortical input would be expected to generate RFs with ON/OFF spatial overlap and poor orientation selectivity (Alonso and Swadlow, 2005) . A promiscuous, unselective thalamocortical functional connectivity has been demonstrated in somatosensory cortex of rats and rabbits, where layer 4 SINs (Swadlow, 1995; Swadlow and Gusev, 2002) or fast spike cells (Bruno and Simons, 2002) receive potent inputs from a large proportion of topographically aligned thalamocortical neurons (Sun et al., 2006) (also see Inoue and Imoto, 2006) . In these systems, most somatosensory thalamocortical neurons are sharply tuned for whisker deflection direction, and many such neurons (with a diversity of directional preferences) converge upon individual SINs/fast spike cells, which show minimal directional tuning. Notably, SINs of rabbit somatosensory cortex, like those of V1, respond at very short latency to peripheral stimulation (Swadlow, 1995) . In the visual thalamocortical system, a similar unselective input from ON-center and OFF-center LGN neurons could generate the overlapping ON/ OFF RFs seen in V1 SINs, and our data provide examples of an OFF-center LGN neuron providing input to SINs with ONdominated RFs (Fig. 12C,D) . We suggest that a promiscuous thalamocortical input onto fast spike interneurons of layer 4 may be a general feature of sensory neocortex. This, together with a highly convergent input from other cortical neurons (Bock et al., 2011) and the electrical coupling observed among neighboring fast spike interneurons (Gibson et al., 1999 (Gibson et al., , 2005 Galarreta and Hestrin, 2002) may account for the high responsiveness and broad tuning of these cells to many aspects of sensory stimulation.
