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Abstract 
Some results concerning finite perturbations oforder s of the Chebyshev polynomials are shown. Their semi-classical 
character follows from the Stieltjes transform of their orthogonality measure. According to the choice of the perturbation 
parameters, polynomials of arbitrary class can be generated. The second-order differential equation satisfied by these 
polynomials i obtained and several examples are worked out. Some particular cases of this differential equation had 
already been obtained by Shohat and Allaway. 
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1. Introduction 
A sequence of orthogonal polynomials Pn(x) with three-term recurrence relation, and positive- 
definite orthogonality, is said to be semi-classical (SC) if the Stieltjes transform of their ortho- 
gonality measure satisfies the first-order differential equation 
A(z)S' (z)  = C(z)S(z)  + D(z), S(z) = dp(s), 
- Z - - S  
z (1) 
where A, C, D are irreducible polynomials, i.e., with no common factor. It follows from [6] that the 
orthogonality measure is unique and therefore the corresponding moment problem is determined. 
The word semi-classical was coined up in [6] and systematically used after [11], but these 
polynomials had been thoroughly studied in I-7, 16, 17]. 
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The class of the SC polynomials i then defined [11] by 
c = max (deg C - 1, deg A -- 2) (2) 
and the classical polynomials (Hermite, Laguerre, Bessel, Jacobi) correspond to c = 0. 
It has been proved in [12] that relation (1) implies, for the absolutely continuous part of the 
orthogonality measure Ft dx, the relation 
A/t '= C#. (3) 
Laguerre, in a pioneering article [7] obtained the most important properties of the SC poly- 
nomials among which stems the existence of a second-order differential equation with polynomial 
coefficients. Later on, numerous authors have given different derivations of this equation and 
worked out many examples [6, 10, 11, 15-17]. 
In this paper we shall consider all the finite perturbations of order s ~> 2 of the second kind 
Chebyshev defined by the recurrence 
Pn+l(X)  = 2xP,(x) -- P,-I(x), n >~ s, 
P,+I(X) = 2(x - b,)e,(x) - anP.-l(X), S - -  1 >/n  ~> 1, (4) 
Po(x) = 1, Px(x) = 2(x - bo), 
where the initial conditions are linked to the array of parameters 
(bob1 ... b~-~) 
al as- 1 
with real b, and strictly positive a.. 
In Section 2 we have gathered background material which includes a short summary of Laguerre 
general results on the SC polynomials. We then specialize to be perturbed Chebyshev for which we 
review the results of Geronimus on their Stieltjes function S(z) and the absolutely continuous part 
of their orthogonality measure. We prove their SC character and also that they share with their 
unperturbed partners a simple property: their Stieltjes function S(z) is solution of the second egree 
equation 
E(z)S2(z) + F(z)S(z) + G(z) = 0 
with polynomials E(z), F(z), G(z). We also give an upper bound for the class c which may take any 
positive integer value, according to the choice of the parameters array. 
We conclude by giving an explicit representation formula for the P,,(x) in terms of the second 
kind Chebyshev U,(x) and of the initial conditions (Po, . . . ,  P~), and use it to prove the structural 
relations. 
In Section 3, using the same representation formula for the polynomials, we give a direct 
derivation of a second-order differential equation which is definitely simpler than the one given by 
Laguerre's treatment. 
In Section 4 we give several examples of increasing class. The simplest one, of class 1, deals with 
the co-recursive second kind Chebyshev studied in [2]. For the class 2 we retrieve a situation 
studied in [1] and in a particular case in [17]. We conclude with a genuinely new symmetric 
example of class 2s - 2 with s i> 2. 
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2. Background material 
In view of its intrinsic interest and beauty we give a summary of Laguerre's results on the SC 
polynomials using modern notations. The reader is referred to [7, 8]. 
Starting with the monic polynomials 
M,+x(x)=(x - f l . )M , (x ) - -~ .M, - : (x ) ,  n>~ 1, 
(5) 
Mo(x) = 1, Ml(x)  = x - flo 
with 7, > 0, Laguerre proves the so-called "structural relations" the first of which can be written 
AM' , (x )=½(C, -C)M. (x )+y,D. (x )M._ I (x ) ,  n>~O, M- I=O,  (6) 
where C, and D. are polynomials related by the recurrences 
C.+1 = - C. - 2(x - fl.)D., 
(7) 
Yn+lDn+l = A + y.D.-~ +(x - f i . )C .  +(x - f l . )ZD. ,  D - I  =O, 
valid for n/> 0. We take Co = C, Do = D, where C and D are defined in relation (1). 
Combined use of(7) and of the recurrence relation (5) gives from (6) the second structural relation 
AM'.(x) = -½(C.+1 + C)M.(x) - D.M.+I(x),  n >10. (8) 
The structural relations (6) and (8) are the essential tools to get the second-order differential 
equation for the M.  which reads 
AD.M" + [(A' + C)O. - AD'.]M'. + [½(C. - C)D'. -½(C.  - C)'O. + O.S ._ I ]M.  = 0 (9) 
with the notation 
S.= ~ Dz, S-1 =0. 
/=0  
All what is needed for any concrete xample is to compute the functions C., D, which appear in the 
structural relations. 
Let us now turn ourselves to the study of the finite perturbations of the Chebyshev polynomials. 
Their Stieltjes function and the absolutely continuous part of their orthogonality measure have 
been derived by several authors, the first of whom is Geronimus [5, p. 52]. Later on Dombrowski  
and Nevai [4], studying infinite perturbations of the Chebyshev, recovered it again as a particular 
case. More recently Nevai and Van Assche [13] have studied compact perturbations of orthogonal 
polynomials and (14) follows from their relation (5.3). The most recent derivation is due to 
Peherstorfer [14, Theorem 3.9]. 
We need the associated polynomials of order one P~I) defined by 
p(1) .+l(x) = 2xP~l)(x) -- P(.~I(x), n >~ s -- 1, 
p(~) (i) p(1). .+x(x )=2(x -b .+ l )P .  (x ) -a .+x  . - l (x ) ,  s -2>~n>~l ,  (10) 
P(ol)(x) = 1, P(xl)(x) = 2(x -- bl), 
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whose array is 
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(11) 
and a set of four polynomials defined by 
d(z )  = Us(z)p~l)(z)- us+l(z)p~l(Z), ~(z) = Us(z)t '~,(z) -  us_l(z)e(/)(z), 
~(z) = us-l(z)Ps(z)- Us(z)es-l(z), ~(z) = u , - l ( z )Ps - l ( z ) -  u~-2(z)Ps(z). 
The Stieltjes function of the unperturbed second kind Chebyshev is
½ So(z) = z - x /~ - 1, (12) 
whose branch is real and smaller than 1 for real values of z ~> 1. 
We have the following result. 
Theorem 2.1 (Geronimus [5]). The Stieltjes function of the perturbed Chebyshev is given by 
S(z) ~'(z)kSo(z) + (¢(z) 
2 =~(z)½So(z )+~(z) '  d~-~Cg=al . - .as_ l>0 (13) 
for z ~ C\~ and the absolutely continuous part of the orthogonality measure is 
al ... as-1 2 x/1 _ x2 dx, (14) 
where As (x) = P~ (x) - 2xPs (x)Ps- 1 (x) + pZ (x). 
Remark 2.2. It is easy to check that for the array 
we are indeed back to the orthogonality measure of the unperturbed Chebyshev. Furthermore 
relations (13) and (14) remain valid in the case s = 1 provided that in (14) we replace al ... as- 1 by one. 
Remark 2.3. One should observe that the denominator As can be written 
As = (Ps - xP~-l) 2 + (1 - x2)pZ_ 1 
on which we see that As > 0 in ] - 1, + 1[ and may vanish at + 1 and possibly for Ixl > 1. That is, 
we can have (in fact, we have) isolated poles, but they do not affect he derivation of the differential 
equation. 
The SC character of the perturbed Chebyshev polynomials i easy to ascertain using (13). Indeed 
Eq. (3) holds with 
A(x)=(1  -xZ)As(x), C = - (1  -x2)A's(X)--XAs(X). 
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From relation (2) we see that the class is c = deg As provided that A, C and D are irreducible. If 
this is not the case this means that they have a common factor which is a polynomial of degree 
p >1 1; in such a case the class is lowered to deg As - p. It is not so easy to give the precise value of 
c for a given array because, as will be apparent on the examples of Section 4, these values are 
sensitively dependent on the parameters choice. However, for a given array the maximal value of 
the class c is easy to determine. We have found 
and 
bo bl "'" b~- l "~ 
0~<c ~< 2s -  1, b~-x ~0 
al -" as-~/  
bo bl "'" 0 ) 
0~c  ~< 2s -2 ,  as_ l~ l .  
a 1 . . -  as_  1 
We shall now prove that the perturbed Chebyshev measure is a second-degree measure [12] i.e., 
its Stieltjes transform is the solution of a second-degree quation with polynomial coefficients. To 
get this equation we invert relation (13) to 
So(z) ~½S - 
2 - ½s+d 
and impose the second-degree quation verified by S0(z) which is a consequence of (12): 
(½So(z)) 2 - 2z(½So(z)) + 1 = O. 
This gives a second-order equation which can be written 
A (½S(z)) 2 + As(z)(½S(z)) + 1' = o 
with 
A~,)(z) = d2 + 2zdC£ + 42 = (p(s~, )2  _ 2zn~lp(s , )  + (n ] , ) )2  
and the polynomial character of As, As and A] 1) is easily ascertained. 
To conclude this section let us derive the structural relations. Noticing that here we have 
M,,(x) = 2-"P . (x)  the second structural relation becomes 
AP ' .=  --½(Cn+ 1 -4- C)P . -½D.P .+, ,  n>~O. (16) 
In order to get the polynomials C. and D. we use the relation 
P.(x)  = U . - s (x )Ps (x ) -  U . - s - l (x )P~-~(x) ,  n >t s, U-1 =- O, (17) 
which can be proved inductively using the recurrence relation (4). 
Relation (17) implies 
P. + 1 = - Ps U._ s- 1 + (2xP~ - Ps- 1 ) U._ s 
and inverting the last two relations gives 
AsUn-s-1 =(2xPs - -Ps -1 )P . -1  - -P~P.+I ,  AsU. -s=PsP . - -P~- IP .+ I .  (18) 
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Using (17) one can prove 
(1 -- x2)p'n = - [(1 - x2)p's_ i + (n - s + 1)(xPs- 1 - Ps)] U , - s -  I 
+ [(1 -- xE)p'~ + (n -- s ) (Ps - ,  -- xPs) ]  U , - s .  
We multiply both members of this equality by As and get rid of the U's using identities (18). This 
gives the structural relation (16) with the identifications 
½O. = (1 - xZ)(Ps_ a P's -- PsP'~- ,) + pZ _ xPs -  l Ps + (n - s)As (19) 
and 
-- ½(C,+1 + C) = (1 - x2)[(Ps_ 1 - 2xPs)P 's -1 + PsP's] + Ps(xP~ - Ps-1) + (n - s + 1)xAs, 
so that we have proved the structural relation (6) for n/> s. For 0 ~< n < s the structural relations 
are still valid from Laguerre's theory, but there is no simple way to write C, and D, since they do 
depend on the choice of the parameter array. One has to compute (P0 "'" Ps) via the recurrence 
relation and then use relation (8). 
3. Derivation of the differential equation 
The change of variable x -- cos 0 brings relation (17) to the form 
P, = ~(0) cos nO + t (O)  sin nO, 
where a and t given by 
~(0) = sin(s - 1) 0 sin sO 
sin 0 Ps + ~ Ps- 1, 
t (O)  cos(s - 1)0 coss0 
- sin0 Ps s~n0 Ps-1- 
(20) 
These quantities are related to those defined in the previous section by 
a = ~(cos 0), sin 0 i  = cos 0 ~(cos 0) + ~(cos 0). 
From these definitions and from (19) it follows that 
As = sin 2 0(a 2 + i2), ½D. = sin 20[iOo~t -- O~Ooi + n(~ 2 + i2) ] .  (21) 
We are now in position to derive a first useful identity; for this we differentiate (20) 
t3oP . = (~oCt + nil) cos nO + (doff -- na) sin nO (22) 
and remove the cos nO with (20) 
sin OdoP, - sin 0(8o~ + ni l )P ,  = sin O[ctSoi - i8oa - n(a 2 + i2)]  sin nO. 
Using (21) and writing derivatives with respect o x (with the notation "prime"), we get 
(1 - -  xZ) (~zPn  -- e'P , )  + nTP, = - ½D, U , -1 ,  7 = Ts -xPs  - TsPs -1 .  (23) 
We need another identity involving second derivatives. For this we differentiate (22) once more 
O2p,  = (82~ + 2nOoi - n2~)cos nO + (og i  - 2naoCt - n2 i ) s in  nO 
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and combine this relation with (22) to get 
_ cos 0 OoP, = G. cos nO + 11, sin nO, (24) dzP, + 2 sin 0 
where 
cos 0 
G, = d2~ + 2ndofl - n2o~ q- 2 s~nO (OoO~ + nfi), 
(25) 
cos 0 
H. = dE fi -- 2nt3oO: -- nZfi -t- 2 s~n O (3ofi - n~). 
Removing in (24) cos nO upon use of (20) gives 
[ c°sO 1 d iP .  + 2 s~n O doP. - G.P,, = sin O(~H,, - f iG.) SinsinnO0 (26) 
and from (25) it is easy to check that 
sin O(~H. - f iG.) = - ~ , 
Coming back to the variable x brings (26) to 
~[(1 - x2)pn  -- 3xP' . ]  - [(1 - -  X2)O~ 't -- 3xo~']P, + (n20~ + 2nT ' )e  . = -- &2DnUn - '  1.  (27) 
Now we combine (23) and (27) to get the final form of the differential equation for n ~> s 
D.{0~[(1 - xZ)P"  - 3xP ' , ]  - [(1 - xZ)e  " - 3x~' ]P .  + (n2a + 2nT')P,} 
= O'.{a(1 - x2)P' ,  - (1 - xZ)~'P ,  + nTP.}. (28) 
For a given example we just need to compute the quantities a, 7, As, D, using the initial 
conditions (Po "'" Ps). 
It is interesting, in (28) to examine the coefficient of P~ which appears to be (1 - xZ)o~Dn while 
from the general results of Laguerre (see Section 2) we would have expected AD.  =- (1 - xZ)AsDn .
As will be apparent from the examples, 0c(x) is simpler than As(x)! This is the main reason why 
we have worked out an independent derivation of the differential equation which gives the simplest 
form for it. 
In order to understand the relation between our differential equation and Laguerre's one we get 
rid of P~(x)  in (9) using our Eq. (28). Taking into account he relations 
A = (1 - -  x2)As ,  A' + C = - 3xAs 
one is left with a nontrivial identity from which the polynomials P. are absent 
D.{½~(C. - C)' - ~S.-1 - [(1 - x2)~ '' - 3xcz']As + n(n~ + 27')As} 
= D',{½~(C, - C) - [(1 - x2)~ ' - nT]As}, n ~> s (29) 
and whose very existence xplains that Laguerre's equation can be reduced to the simpler form (28). 
The reader should observe that there is no indication in Laguerre's framework on this simplified 
form of the differential equation, which is probably specific to the perturbed Chebyshev. 
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4. Examples 
4.1. Class 1 
The recurrence relation is 
P. + 1 (x) = 2xP,  (x) - P,_  1 (x), n >_- 1, 
Po(x) = 1, P l (x )  = 2(x - bo). 
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In this case we have the absolutely continuous part of the orthogonality measure 
#o = _2 x /1  - x 2 dx, b = 2bo (30) 
IX = 1 + b 2 - 2bx'  I~° 
in agreement with the result in [2]. 
Simple calculations lead to 
~=1,  7=x-b ,  d l= l+b2-2bx ,  ½D,=l -bx+n( l+b2-2bx)  
and to the differential equation: 
D,{(1 -- x2)p~ -- 3xP', + n(n + 2)P,} = D',{(1 - x2)P', + n(x - b)P,}. 
One should notice that the polynomials P,(b = + 1; x) are related to the Jacobi polynomials ince 
we have 
7- g 1 1 +Xdx ' #-  1 1 -Xdx"  IX+ rt 1 -- x rt + x 
The precise link is given by [9, p. 211] 
n! p~_bl2.b/2l(X), b = + 1. P,(b; x) = ~ 
The class is therefore lowered to zero for three particular values of the parameter: b = 0, + 1. 
In [12] it is claimed that all the classical measures of second degree (see Section 2 for the 
definition) are given by the Jacobi ones with the parameters 
(½, ½), ( - -½- -n , - -½+n) ,  n~77. 
This enumeration is certainly not complete since our example shows that the Jacobi polynomials 
with parameters (½, - ½), ( - ½, ½) give rise to classical measures of the second degree. 
4.2. Class 2 
In the recurrence relation (4) we take the array of parameters 
°al) 
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In this situation we have 
=ax,  7=(2-ax)x -2bo ,  Az=a 2+4b 2 -4bo(2 -a l )x+4(1-a i )x  z, 
½D. = al(2 - al) - 2albox + nAz 
and the absolutely continuous part of the orthogonality measure is 
al 
/~ = ~-~2 #0. 
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(31) 
This case was first studied by Allaway in his thesis [1], where he derived both the orthogonality 
measure and the second-order differential equation. He defined the polynomials P,(s, r; x) by the 
recurrence 
P.+l (x)  = 2xP . (x )  - P . - l (x ) ,  n >>- 2, 
P2 (x) = 2XPl (x) - Po (x), 
Po (x )= 1, P l (x )=2sx- r ,  s4 :0 ,  
which are related to ours by the simple transformation 
1 2bo 
Po(s, r; x) = Po(al, bo; x), P.(s, r; x) = 1p. (a l ,  bo; x), s = - - ,  r = 
al  a l  a l  
The particular case al = 2 and bo 4:0 corresponds to the co-recursive first kind Chebyshev whose 
measure follows from (31) 
1 x/q-- x 2 
r~ 1 + b~ - x 2 dx 
and is of class 2. Let us point out that this result has an obvious misprint in [3, p. 205]. 
The symmetric case bo = 0 leads to an example already worked out by Shohat [17] who derived 
the differential equation. In his notations, with a = 4(al - 1)/a 2 we have for the measure 
2 x /q - -  x 2 
rt 1 -  ax 2 dx, 
whose class is 2 and lowers to 0 if a = 0, 1. 
The class may also lower from 2 to 1 if the parameters are linked by the relations 
al + 2bo = 2 
with the corresponding measures 
1 ~f~+x 1 
/2+ =~ - -xbo  2 - (2bo-1) (1  +x)  
1 X /~-x  1 
#-  = 2-~ ~ x bo 2 + (2bo + 1)(1 - x) 
dx, bo<l ,  
dx, bo>-1 .  
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4.3. C lass  2s - 2 
Since there are only new examples of SC polynomials with class higher than 2 we shall now 
consider the simplest symmetric ase whose parameters array is (000) 
a -.. a 
k J 
S_~I 
with a > 0. For  a = 1 we are back to the unperturbed case. One can check that 
which gives for the absolutely cont inuous part of the orthogonal i ty  measure 
= #o 
a + (1 -- a)ULl(x/v/-d)" 
The class is therefore 2s - 2, except if a takes part icular values for which the denominator  vanishes 
at x = __+ 1. This may happen only for a > 1. In these cases the class is lowered to 2s - 4. 
For  instance, for s = 3, we have class 4 which reduces to 2 for a = ~3 
2 ,,//1 - x 2 2 1 
# = ~ a + (1 a) (4x2/a 1) 2 dx ~ - - - rt x/q- _ xZ(1 + 3x 2) 
dx. 
The quantit ies needed for the differential equat ion are 
=( ),-1 u -l(x)U -i 
= ( )s-1 _ T,(x)Us-1 + Ts-1 
and also 
½On = aS-1 1 - -  -x-27a sUs  Ts - (s + 1)U,_ ,  T~+I 
Let us observe that, for a ~ 1, we have deg As = 2s - 2 and deg ct = 2s - 3. 
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