This paper estimates a multivariate Tobit system of monthly wholesale dairy prices where 4 prices are lower censored by the dairy price support program. Using Maximum Simulated Likelihood (MSL) we test/correct for the effects of simulation noise and discuss the relevance of estimating multivariate versus the single Tobit equations
Introduction
There are many economic examples of systems of equations with censored endogenous variables. Among these examples are systems of demand equations in which some consumers report zero consumption of a given commodity (Wales and Woodland, 1983; Lee and Pitt, 1986) and labor supply models (Heckman, 1974) . Another example, not often studied, is a system of input demand equations in which some producers choose not to use several inputs at all (Lee and Pitt, 1984) .
The econometric treatment of censored endogenous variables in a single equation setting can be traced back to Tobin (1958) . In the case of a system of equations with multiple censored variables, it is necessary to take account both of the censoring and the simultaneity. If the endogenous variables in the system are generated simultaneously, it is unlikely that the disturbances of the respective equations are independent. Therefore, there is some efficiency gain from estimating the equations as a system. Of course, the argument in favor of the estimation of the equations as a system is stronger if the theory predicts cross equation restrictions for the parameters.
The estimation of systems of equations with censored endogenous variables has been analytically treated in the literature (Nelson and Olson, 1978; Lee, 1981; Amemiya, 1985) . Maddala (1983) and Pudney (1989) present an accessible and thorough discussion of the matter and the problems that remain are basically computational. The likelihood function of the system contains several definite integrals of dimensions that range from one to the number of censored variables in the system. The evaluation of such integrals is not a trivial task for the case of more than three censored variables under the common assumption that the disturbances of the model are distributed multivariate normal. This difficulty remains for any multivariate distribution that, like the multivariate normal, does not have a closed form integral. 2 The literature on estimation of models with multiple censored variables has searched for alternatives to the evaluation of multiple definite integrals without a closed form solution. Pudney (1989) proposes the use of alternative specifications for the distribution of the disturbances in the system such as the Generalized Extreme Value (GEV) distribution that has integrals with a closed form solution. However, these distributions have rarely been used in empirical work because they impose undue restrictions on the data.
A second solution is to aggregate the censored dependent variables. Aggregation of several censored variables can help to estimate the models in two ways. First, by aggregating, one will be dealing with a smaller number of censored variables. Second, sometimes the censoring disappears altogether with aggregation. The problem is that aggregation can hide some important characteristics of the model and even make the estimation useless for some research objectives.
If these alternative specifications have undesirable properties, then the maximum likelihood estimation of systems of simultaneous equations with multiple censored variables requires a method for evaluating a multiple integral without a closed form solution such as the multivariate normal density function. These two approaches (restrictive specification with a closed form solution versus a more general specification that requires a numerical solution) reflect an ongoing methodological problem in applied economics. Often, we accept quite restrictive assumptions in order to get closed form solutions for the model. In contrast, an alternative, less restrictive specification would lead to a model requiring a numerical solution. Developments in computational hardware and software have fostered the increasing use of numerical methods in many areas of economic research.
Quadrature methods figure prominently among the early numerical solution alternatives to compute the censored, multivariate expectations associated with these problems. Despite many improvements of the initial idea, quadrature methods are still relatively expensive in terms of computer time. Therefore, they are not considered useful for estimating systems of simultaneous equations in which more than three endogenous variables are censored. As an alternative, probability simulation methods evaluate multidimensional integrals keeping a good balance between computation costs and accuracy. The estimation by maximum likelihood where 3 probabilities are simulated rather than calculated is known as Maximum Simulated Likelihood (MSL). One of these probability simulation methods, the Geweke-Hajivassiliou-Keane simulator, is applied in the empirical example estimated in the present paper.
The structure of the paper is as follows. Section II. Section III presents a conceptual model that describes price formation of dairy commodities at the wholesale level in the U.S. In
Section IV we present a probability simulation method for the evaluation of high order definite integrals in maximum likelihood estimation of a model with several interrelated censored variables. Section V presents the results of an empirical application of this method to a censored, reduced form system of U.S. dairy prices. Lastly, Section VI provides conclusions and suggestions for further research.
II. The Empirical Context: Multiple Censored US Dairy Prices
The empirical part of this paper estimates a US dairy sector model. There is an extensive literature that analyzes the effects of dairy policies, including Dixon et al. (1991) , Liu et al. (1991 ), Bausell et al. (1992 , and Helmberger and Chen (1994) . Dixon et al. (1991) product. This model is estimated using quarterly data. Liu et al. (1991) modeled both the wholesale and retail dairy markets simultaneously. At the same time, they explicitly model government intervention through the price support program. They consider two dairy commodities: fluid milk and aggregated of manufactured products. Helmberger and Chen (1994) analyze the welfare effects dairy programs using an aggregate farm level market model.
These models rely on the aggregation of different dairy products into one or two commodities. analyze the methodological issues raised when several dairy commodities are considered in the model. Of particular interest is the fact that several dairy prices are lower censored by the U.S. dairy support program. In a different study, Cornick (1993) estimates a system of simultaneous equations with three censored endogenous variables using 4 quarterly data. These papers show that modeling the US dairy sector with several interrelated markets at the farm, wholesale and retail levels is a complicated task. The fact that the dairy sector is highly regulated adds even more complexity to the analysis.
The present empirical application expands on the research of Cornick (1993) and . However, by using MSL we are able to deal model the US dairy sector model that contains four censored price equations. Another improvement is the use of monthly data of the U.S. dairy sector. Monthly data provides additional degrees of freedom and additional censoring due to the government intervention in the US dairy sector.
Historically, the government, through the price support program and federal milk marketing order system (FMMO), has determined a floor price for farm level manufacturing milk and supported this price through purchasing any quantity of butter, cheese and nonfat dry milk (NFDM) at fixed prices. This governmental intervention implies that the prices of these three dairy products and manufacturing milk are endogenous variables for market prices above the government intervention price and exogenous variables below that price. Therefore, the prices of these three dairy products are lower censored endogenous variables. The econometric censoring problems described earlier appear in this model and therefore provide a good example in which to apply the probability simulation technique mentioned earlier. 
the support price of this commodity is not binding. b: the support price of this commodity is binding.
Careful analysis of U.S. dairy prices is increasingly important due to changes in dairy policy towards less market intervention (Cox and Sumner, 1996) , increasing interdependence with the global dairy markets, increasing price volatility and the associated emergence of futures and options markets for dairy products (Jesse and Cropp, 1993) . Econometric analysis of dairy prices 6 can provide relevant information about the behavior of the conditional mean and conditional variance of prices that are particularly useful in dairy options pricing.
III. A Model of Wholesale Dairy Commodities Prices
The wholesale prices of dairy commodities display the following important features: the prices are functions of a set of exogenous variables; wholesale dairy prices of several commodities are lower censored; and, the dairy prices are simultaneously determined. These suggest that a system of multiple censored dependent variables may be required to properly estimate this system.
The price equations for each commodity can be represented by:
where p i * is a latent variable, x i is a vector of exogenous variables and u i is a random disturbance with mean zero and variance σ i 2 . The relationship between the latent variable p i * and the price of the commodity can be represented by:
where, p i is the price of commodity i and i p represents the price support level for commodity i.
Expression (1) describes the fact that the price of each commodity depends on a set of exogenous variables while expression (2) models the censoring process due to the existence of the U.S. dairy price support program. The model is general enough to apply to the pricing mechanism of commodities that are not subject to the price support program. In that case, the price support is zero and the first equation in expression (2) always holds.
Each price in the model has a "Tobit" structure and the estimation of this model is straightforward. However, since the prices are determined simultaneously, the random shocks of the model are likely to be correlated. If that is the case, there are efficiency gains to be derived from estimating the equations in (2) as a system. There are not many papers in the literature which estimate a system of Tobit equations. A few examples include Hajivassiliou (1993) , Cornick et al. 7 (1994) and Feenberg and Skinner (1994) .
The likelihood function of the system of equations in the case in which all prices are above the censoring levels is given by:
where f is the probability density function of a multivariate normal function with mean zero and
variance Ω. The likelihood function for an observation in which the n first prices out of m are censored is:
Expression (4) 
IV. Probability Simulation Methods versus Quadrature Methods for the Evaluation of High Dimensional Definite Integrals
Among the numerical methods used to approximate the value of a definite integral are the quadrature methods. In these numerical techniques, the integrand is substituted by an approximating polynomial of degree k. For the one-dimensional case, the interpolation of this approximating polynomial needs k+1 evaluations of the integrand. The accuracy of the approximation increases with the order of the polynomial.
However, the number of evaluations increases exponentially with the dimension of the integral. There are some results from numerical analysis that can be used to reduce the number of evaluations needed for a given level of accuracy (Judd, 1996) but, in any case, the computing costs of quadrature methods increases very fast with the dimension of the problem.
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For high dimensional problems, the probability simulation methods are an alternative to the more costly quadrature methods. These methods are based on the fact that the integral of interest represents the probability of an event in a population. Lerman and Manski (1981) propose generating a pseudo-random sample of observations from the relevant population and using the relative frequency of the event in the sample to approximate the integral of interest. This simulation method is called a "crude frequency simulator". This method is intuitive and helps to introduce the idea of probability simulation but the simulated probability is not a smooth function of the parameters. As a consequence, it is necessary to use a large number of draws to obtain a reasonable level of accuracy. In addition, this simulation method requires the use of special optimization algorithms in maximum likelihood estimation.
The "crude frequency simulator" was improved in several subsequent papers. Stern (1992) explains the importance of smoothness in a probability simulator and proposes a smooth alternative to the "crude frequency simulator". Geweke (1989) and Borsh-Saupan and Hajivassiliou (1993) proposed the "Smooth Recursive Conditioning" (SRC) simulator. In more recent papers the SRC simulator is called the Geweke-Hajivassiliou-Keane simulator (GHK).
The literature on probability simulation has expanded in the last few years. Hajivassiliou et al. (1996) review a number of available probability simulators. They find that the GHK probability simulator outperforms all other methods by keeping a good balance between accuracy and computational costs. This probability simulator is relatively simple to program for different dimensions of the problem and it can be generalized to any distributional assumption.
The GHK computes the value of the integral:
where, u is a random vector distributed multivariate normal with mean 0 and variance Ω and g is the density function of the random vector u. The starting point is that:
where, L is the lower triangular Cholesky factor of Ω, such that LL'=Ω, and e is a random 9 vector of independent standard normal variables. The right hand side of expression (6) is easier to simulate than the probability in the left hand side due to the triangular structure of the constrains defined by Le.
The intervals defining the event in the right hand side of expression (6) can be written as: 
The idea behind the GHK simulator is that while expression (9) can be difficult to calculate directly, it might be relatively easy to simulate instead. To see this, the GHK simulator can be written as:
Pr(a < Le < b) = 1 R Pr(A )Pr(A e )Pr(A e ,e )...Pr(A e ,...,e ) 1 2 1r 3 1r 2r n 1r n 1r r =1 R − ∑ (10) where the e ir´s are drawn sequentially from independent standard normal distributions truncated 10 by expression (8) and R is the number of simulations. Once the e ir´s are drawn the terms in the product are calculated as: Pr(A e ,e ,...,e ) = b l e ... l e l a l e ... l e l i 1r 2r i-1r
where Φ is the cumulative distribution function of a standard normal distribution function.
The truncated random variables e i can be generated smoothly using the integral transform theorem (Ross, 1988) . For example, If y is distributed as a standard normal subject to the constraint c<y<d the cumulative distribution function of y can be written as:
where z is distributed uniformly in the interval [0, 1] . From (12) we can obtain an expression that relates the truncated random variable y with the uniformly distributed random variable z:
Borsch-Saupan and Hajivassiliou (1993) proved that the probability simulator in (10) is an unbiased estimator of the true probability. However, the logarithm of the simulator is not an unbiased estimator of the logarithm of the true probability and therefore the simulated likelihood function is not unbiased. As a consequence, the estimates of the parameters are biased due to simulation noise. The intuition behind this result is that simulation noise cancels out when adding up the likelihood contributions or its derivatives. However, this canceling does not occur when we deal with the logarithm (or any nonlinear function) of the simulated value. Hajivassiliou (1997) proposes a test for bias generated by simulation noise in MSL estimation. The null hypothesis of the test is:
11 against the alternative:
where, L is a simulated likelihood function, y is a vector of observations and θ is the MSL estimate of the parameter of interest θ .The rejection of the null hypothesis is interpreted as evidence of bias due to simulation noise. The test relies on a simulation of the data generating process y(~) θ to calculate the empirical mean (m) and variance (v) of the score variable in (14) and (15). This simulation has to be independent of the simulation used for computation of the GHK simulator. The test can be written as: 16) where N is the number of observation in the sample and S the number of simulations per observation. Under the null hypothesis, w is distributed chi-square with degrees of freedom equal to the number of parameters.
The bias created by simulation noise decreases with the number of simulations used for calculation of the GHK simulator. It is very important to distinguish between the number of simulations used to calculate the GHK simulator (denoted by R) and the number of simulations used to compute this test (denoted by S). If the proposed test permits rejection of the hypothesis of negligible bias due to simulation noise, the researcher can increase the number of simulations in the GHK simulator (R) until an acceptable value of w is obtained. The model is then re-estimated with the number of simulations required to generate negligible simulation noise bias.
V. Estimation and Results
An empirical application of the GHK probability simulation estimator to a system of U.S.
wholesale dairy prices identified in Table 1 is presented next. This specification follows that of Cornick (1993) and using monthly rather than quarterly data. Monthly data provides additional degrees of freedom and additional censoring due to the government intervention in the US dairy sector. In particular, we analyze data from January 1985 -December 12 1994.
As discussed above, U.S. dairy price supports provide price floors on three products:
American cheese, butter, and nonfat dry milk. As well, classified pricing under the Federal milk marketing orders (MMO) provides a floor price on the manufacturing milk price referred to as the Class III or basic formula price (BFP). These policy interventions provide 4 censored dependent variables in a system of reduced form wholesale price equations that can be used to characterize the US dairy sector (Cornick and Cox) . Wholesale demand for ice cream (frozen) and other products completes the wholesale demand for milk. These prices, while not explicitly censored, are determined simultaneously with the other prices in Table 1 and their associated price censoring, policy interventions (Cornick and Cox) . The U.S. dairy processing sector is characterized by seasonality in milk production (higher in spring and summer, lower in the fall and winter) and an associated parallel seasonality in production and pricing of products with price supports (butter and nonfat dry milk, in particular).
This seasonality is reasonably captured using monthly prices (see Figures 1-4 discussed above) .
The Tobit equations for the prices of the censored wholesale dairy products following equations (1) and (2) are estimated by maximum likelihood using the likelihood function specified 13 in equations (3) and (4). Since there are monthly observations with up to four censored endogenous variables, these observations require to simulate rather than calculated the maximum likelihood variable as was discussed in section 3.
The selection of exogenous variables follows . The advertising expenditures, personal consumption expenditures, and population variables are demand shifters; the coefficients on these variables are expected to be positive. The wages are a measure of producer costs and are expected to have positive coefficients. The role of the producer price index can be seen as proxy for production costs. As a consequence the coefficient of this variable can be expected to be positive. However, this variable also measures the behavior of the dairy product price relative to other producer prices in the economy. In this case the sign can be undetermined. The indeterminacy of signs in the reduced form of a system of Tobit equations is a well-known result (Hajivassiliou, 1993) . An increase in the quantity of milk produced can increase the supply of dairy products and 14 hence, decrease price. Therefore the coefficient on this variable is expected to be negative. The interest rate is included in the regression as a measure of the carrying costs of storage. The coefficient on this variable is expected to be negative. A higher interest rate reduces the demand for storage purposes and decreases the price of the dairy product. Each price equation contains several lagged variables that take account of the dynamic structure of dairy product prices.
The estimates of the parameters of the system are presented in Table 4 . The standard errors of the parameter estimates are in parenthesis. An "L" before a previously defined variable means that the variable is in logarithms in the model. From the parameters estimates we find that, other things being equal:
1.
The population variable, with the exception of the NFDM price equation, captures the long-term trend of decreasing (in real terms) dairy prices.
2. All equations show that prices fall in the first quarter of the year, as expected given the seasonality in U.S. dairy product prices.
3.
All dairy prices exhibit a negative relationship with milk produced, as expected.
4.
Personal consumption expenditures, a key demand shifter, have a positive effect on all prices.
5.
All the producer price coefficients are positive (as expected) and significantly different from zero except for the cheese and manufacturing milk price equations. This suggests that ….
6.
The coefficient on interest rate is not significantly different from zero in all equations. This variable proxies storage carrying charges.
7.
The dynamic structure of prices is very important in explaining changes in current price.
The results of this model are not easily comparable with previous research in the U.S.
dairy sector because this is a reduced form model while other papers rely on a quite simple structural model. The only exception is . Although he estimates a quarterly reduced form model for a different time period, there are some common findings. For example, the generic advertisement expenditures do not have a significant impact on prices. The effects of However, these findings contrast with the results in Liu et al. (1991) where the advertisement expenditures are found to be very important in explaining demand of both fluid and manufacturing milk and therefore are likely to have an important impact on the price of milk and other dairy products.
As it was mentioned before, it is difficult to interpret the coefficients of a reduced form In the introduction we claim that if the endogenous variables in the syste m are generated simultaneously, it is unlikely that the disturbances of the respective equations are independent and therefore, there is some efficiency gain from estimating the equations as a system. However, the use of probability simulation methods can produce bias in parameter estimates due to simulation noise. Therefore, it is very important to test for the existence of simulation noise bias in the estimation of the parameters. We run several tests similar to the one in expression (16). Results from these tests, summarized in Table 5 , suggest that for a modest number of simulations in the GHK simulator (R=100) the simulation noise is negligible. This finding is consistent with results presented in Hajivassiliou et al. (1996) that suggest the use of a number of simulations (R) equal 18 to the number of observations in the sample. The estimation of a system of equations containing several Tobit equations is far from trivial and to our best knowledge the computer code is to some extent case specific. In the other hand, the estimation of single Tobit equations is an almost trivial task. The natural question to ask is what we are really accomplishing estimating the system of equations containing Tobit versus estimating single equations separately.
The question is not well treated in the literature but it is not difficult to come with two tentative answers:
1) From an statistical point of view, single equation estimation can be seen as the result of imposing some parametric restrictions in the system. More precisely, the single equation estimation is equivalent to the estimation of a system of equations with a variance-covariance matrix where all the off-diagonal elements are equal to zero. This parametric restriction can be tested following Hajivassiliou (1997) . In the present case, we can not reject the restricted model (i.e., single equation estimation) --see Table 6 . However, this test may suffer from the problems that arise in the estimation of the variance-covariance elements (Greene, 1997) . The importance of the methodology used in this paper should not be obscured by the statistical result in Table 5 
VI. Conclusions
This paper explores the use of probability simulation methods in maximum likelihood estimation of a system of equations with multiple censored endogenous variables. The empirical application consists of a system of six dairy price equations where up to four prices are lower censored by the U.S. dairy price support program and federal milk marketing orders.
The GHK probability simulator proves to be computationally tractable in the maximum likelihood estimation of models with more than three limited dependent variables. This probability simulator is a smooth continuous function on the parameter space, it is easy to program and computational costs increase only linearly with the number of censored variables. It is important to stress that the estimation of models with more than three censored endogenous variables was considered unfeasible until recently.
It is important to analyze the bias generated by simulation noise when estimating a model by MSL. In the present case, the bias was negligible for a modest number of simulation in the 20 computation of the GHK simulator.
The estimation of a model with several related Tobit equations is far from a trivial task.
Therefore, it is natural to evaluate the relevance of estimating a system of Tobit equations versus the estimation of single Tobit equations. For the empirical application in this paper, we can not reject statistically the restricted model made of single Tobit equations.
In summary, the estimation of systems of equations with multiple censored endogenous variables by maximum simulated Maximum Simulated Likelihood using the GHK probability simulator seems to be a feasible task. This result suggests that demand systems where some consumers choose no to consume several of the goods can be estimated using this procedure. The same can be said of multiple choice models prevalent in the economic literature and a number of models with likelihood functions that contain high dimension definite integrals.
