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Abstract
In the present work we study Bayesian nonparametric inference for the continuous-
time M/G/1 queueing system. In the focus of the study is the unobservable service
time distribution. We assume that the only available data of the system are the marked
departure process of customers with the marks being the queue lengths just after departure
instants. These marks constitute an embedded Markov chain whose distribution may be
parametrized by stochastic matrices of a special delta form. We develop the theory in order
to obtain integral mixtures of Markov measures with respect to suitable prior distributions.
We have found a sufficient statistic with a distribution of a so-called S-structure sheding
some new light on the inner statistical structure of the M/G/1 queue. Moreover, it
allows to update suitable prior distributions to the posterior. Our inference methods are
validated by large sample results as posterior consistency and posterior normality.
Keywords: Bayesian queues, Bayesian statistics, nonparametric inference, continuous-
time queueing model, ergodic theory
1 Introduction
Considering the rapidly growing areas of artificial intelligence and Industrie 4.0, strengthening
the interface of the fields of operations research and statistics becomes more and more im-
portant and contributes to a highly important field of new studies. In this paper we consider
statistical inference in the Bayesian paradigm for the continuous-timeM/G/1 queue. Thereby,
on the one hand, the M/G/1 queueing model serves as a stochastic tool for modeling a wide
range of real world situations as e.g. customers arriving to a check out in a supermarket,
cars arriving to a traffic jam, information arriving to a transmitting server, goods arriving
to a storage, energy arriving to an electrical grid and many others. On the other hand all
these situations are subjected to random fluctuation which have to be modeled stochastically
and which need to be inferred statistically. Since people setting up new technology usually
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have gained prior knowledge from the past or from their expertise, we are convinced that the
Bayesian approach to statistics fits the statistical modeling of those situations best. Notice
that already Dennis Lindley who contributed a lot to the theory of queueing processes on the
one side and was a great advocate of the Bayesian interpretation of statistics on the other
hinted to the power of linking these fields, c.f. his foreword in De Finetti (1974). Since then a
lot of work was done which created a vivid area of research which nowadays is better known as
Bayesian queues and which the present work gets in line with. It is worth mentioning some of
the milestones of this theory. Seminal works were given by Armero (1985) and Mcgrath et al.
(1987); McGrath and Singpurwalla (1987). Based on the explicit solvability of the parametric
M/M/1 model Armero (1985) obtains the posterior law of the traffic coefficient as well as the
posterior predictive distribution of the waiting time of customers and the number of customers
being present in a stable queue, respectively. Mcgrath et al. (1987); McGrath and Singpurwalla
(1987) refine aforementioned work by considering a finite waiting room as well as different ob-
servational setups also taking into account dependence among the arrival and service time
processes. These works form the base for further studies of queueing systems with Marko-
vian characters under several generalizations as e.g. Armero and Bayarri (1994); Armero and
Conesa (1998, 2004, 2006) and Ausín et al. (2007, 2008). But also studies for non-Markovian
queueing models were undertaken as in Wiper (1998); Ausín et al. (2007, 2008) who consider
generalizations of the interarrival time process. However, while the assumption of a Poisson
process as arrival stream is most often well suited, the assumption of exponential service times
is not in most real world applications. Therefore theory was further extended in order to be
able to model the service time distribution more flexibly which in turn lead to larger classes
of parametric and semi-parametric distributions. See e.g. Insua et al. (1998) who employ
parametric Erlang and hyperexponential distributions and Ausín et al. (2004) who exploit the
well known probabilistic result that the class of phase-type distributions forms a dense set
within the space of all probability distributions [cf. Asmussen (2008, p.84)] in order to design
the service time distribution semi-parametrically and inferred subsequently using MCMC pro-
cedures. However, assuming semi-parametric classes of distributions are still narrowing the
modeling of many real world situations. Hence, nonparametric inference for queueing systems
is desirable which leads one to investigate the M/G/1 continuous-time queueing model sta-
tistically. Inference for the discrete-time analog of M/G/1, namely the Geo/G/1 model was
considered in Conti (1999). In this work the author takes the random service time distribu-
tion to be sampled from a Dirichlet process prior and develops nonparametric inference for the
waiting time distribution which is then validated by large sample results about the respective
posterior law. The conceptual basis of Conti (1999) is also shared by von Rohrscheidt and
Wichelhaus (2017) who move on to the even more involved continuous-time framework. In
that work the authors assign a neutral-to-the-right beta-Stacy prior, which can be viewed a
direct generalization of the Dirichlet process prior [see e.g. Phadia (2015)], to the law of the
random service time distribution and infer the posterior law of several queueing characteris-
tics using large sample techniques. Thereby the observational setup consists of observations
of the arrival stream as well as the service process. Moreover, assuming independence of those
processes, results about the joint posterior can be obtained regarding the updates of these
two processes separately. However, in many situations neither the arrival stream is directly
observable nor is the service process. In those cases the only observations one has access to
are constituted of the departure process. But since the interdeparture times alone are non-
informative for an M/G/1 queueing system in steady state, additional information has to be
taken into account. In the present work we assume that this information is encoded in form of
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marks the departure point process carries. Yet, a similar independence assumption among the
interdeparture times and the marks cannot be argued. This fact gives rise to study the inner
structure of the M/G/1 system from the viewpoint of a subjectivistic probabilist. Roughly
speaking this means that Markov laws governed by stochastic matrices possessing a certain
shape need to be mixed up by a probability distribution which then forms the prior of the
system. Furthermore, a sufficient statistic needs to be found which can be used to update this
prior to the posterior. These two issues are addressed in this paper.
The paper is organized as follows. In section 2 the details of the underlying queueing model
are introduced as well as some basic assumptions which enable us to infer characteristics
of the system as e.g. the distributions of the service times and the waiting times based
on mere observations of the marked departure process. Section 3 deals with the issue of
assigning suitable priors for the random interdeparture time distribution and the random
law which governs the marks of the departure process, respectively. Therefor a sufficient
statistic is given which summarizes the information properly in order to build the posterior
and some examples are given to strengthen the comprehension of this statistic. Section 4 is
devoted to inference. This encompasses the development of estimators for the service time
distribution and for the distributions of further queueing characteristics, respectively, based
on some functional relationship of their Laplace-Stieltjes transforms. Moreover those inference
methods are supported by results about posterior consistency as well as posterior normality.
2 Description of the queueing model and statistical assump-
tions
The model under consideration is the basic M/G/1 queueing model, where M refers to the
input stream modeled as a Poisson process with homogenous rate λ > 0, G to a general prob-
ability distribution for the service times provided by 1 reliable server. The policy according
which customers are served is assumed to be first in first out (FIFO). We assume throughout,
that the queueing system has already reached its steady state, which makes the process of
successive waiting times of customers a stationary process. Letting the traffic intensity be the
ratio of the mean service time and the mean interarrival time, a sufficient and necessary con-
dition for the system to reach equilibrium is that the traffic intensity is strictly smaller than
one. Equivalently, the probability to find the system unoccupied has to be strictly greater
than zero, see e.g. Asmussen (2008). We recall some interesting features of theM/G/1 system
which motivate our assumptions on the statistical observations which are stated later in this
section.
The first feature is the PASTA property. PASTA, abbreviating Poisson-Arrivals-See-
Time-Averages, means that the probability to find the (stable) system in a certain state at an
arbitrary time point is equal to the probability that any arriving customer finds the system in
this certain state. Note that PASTA strongly depends on the lack of anticipation assumption
(LAA) of the arrival stream. Roughly speaking, LAA means that future increments of the
arrival process are not affected by the present state s ∈ N0 of the queueing system. This as-
sumption is clearly met by the Poisson process governing the arrivals of customers. For more
details on LAA and PASTA see Wolff (1982). Thus, from a statistical point of view, if one
is interested in making inference for the queueing system based on consecutive observations,
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there is no difference in collecting respective data at instances of arrivals or arbitrarily cho-
sen instances. The second property of stable M/G/1 systems is the so called level crossing
law (LC). LC says that the limiting fraction of arriving customers seeing s ∈ N0 customers
in front equals the limiting fraction of departing customers leaving s customers behind. See
Brill (2008) for an exhaustive treatment of level crossing laws. Thus, as long as the queueing
system has attained equilibrium, we conclude by PASTA and LC that the law of the system
size at arbitrary instances of time equals the law of the system size at departure times of
customers. This will play a crucial role in our statistical treatment. The third property we
briefly review is perhaps even more unexpected at first glance. It says that in steady state
the departure process from the queue, i.e. the continuous time stochastic process given by the
random departure time points, is a Poisson process with the same intensity as the arrival pro-
cess. This relies on the fact that any stable (in the literature in abuse of notation often called
ergodic) birth death process is time-reversible, c.f. Asmussen (2008, page 114). Thus, the
reversed system evolves as the original M/G/1 which in turn implies a Poisson process for the
departure stream with the same intensity as the arrival process. However, the latter property
affects our statistical viewpoint on the system. Since we assume that we observe a system in
steady state, solely observing the departure stream is completely non-informative with respect
to the unknown service time distribution. Hence, we will need an additional observation that
provides enough information to learn about the random service time distribution.
To motivate the choice of these additional observations, we briefly review some of the theory
about the M/G/1 model which requires us to introduce some notation. Let’s pick randomly
a customer which will refer to as customer =. Further, for an integer n, let Sn denote the
random service time of the nth customer, Tn the instance of time at which customer n departs
from the system and Dn ∶= Tn+1 − Tn be the interdeparture time between the nth and the(n + 1)st customer. Furthermore, let An, denote the interarrival time between the nth and(n+1)st customer and ASn be the number of customers entering the system during the service
of customer n. Since all of the above random variables do not depend on a specific customer as
long as the system is in steady state, we feel free to write them without any index. Note that
by above mentioned properties of M/G/1, we have L[A] = L[D] = E(λ), where L stands for
the the law of some random quantity and E(λ) for the exponential distribution with rate λ > 0.
Let P(S) denote the space of all probability measures on some Polish space S, G ∈ P(R+)
be the general distribution of the service times and (Ω,A,P) denote an arbitrary probability
space which represents the domain of all random quantities being involved. Now, by the law
of total probability one has for k ∈ N0
P(AS = k) = ∞∫
0
P(AS = k∣S ≤ t)G(dt) = 1
k!
∞∫
0
e−λt(λt)kG(dt),
which in turn yields
a(z) ∶= ∞∑
k=0 zkP(AS = k) =
∞∫
0
e−λt [ ∞∑
k=0
(zλt)k
k!
]G(dt) = ∞∫
0
e−λ[1−z]tG(dt) =∶ g(λ [1 − z]), (1)
using the monotone convergence theorem. Hence, a functional relationship of the probability
generating function (p.g.f.) a(⋅) of AS , the departure rate λ and the Laplace-Stieltjes trans-
form (LST) g(⋅) of the service time distribution G, is obtained. This functional relationship
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will be the starting point for our inferential analysis.
We continue by regarding AS with respect to possible observations of the system. Therefor
let {N(t)}t∈R denote the stochastic process with state space N0 that describes the number of
customers in the system at time t. It is plain that in general N(t) is not a Markov process
since the entire history of this process is informative for a next outcome. The only situation in
which N(t) can be considered Markovian is when G = E , which is due to the memorylessness
property of the exponential distribution. However, a “sub-process” of N can be found that is
a Markov chain and thus makes N a semi-Markov process. Call N(t) a semi-Markov process
with state space N0 according to the following construction. Assume there is a stochastic ker-
nel κ ∶ N0×(BN0 ⊗BR)→ [0,1] and a discrete-time stochastic process (τn)n∈Z such that P-a.s.
τn < τn+1 and N(t) = cn+1, for all t ∈ [τn, τn+1) and for some sequence of states (ci)i∈Z. Define
a two-component discrete-time stochastic process Y by Yn ∶= (cn, τn − τn−1). Then, N(t) is a
semi-Markov process with kernel κ if P(Yn+1 = yn+1∣Yi; i ≤ n) = P(Yn+1 = yn+1∣Yn) = κ(cn, yn+1).
The process N(t) meets this definition since the system size is constant on intervals where
no departure and no arrival occur. The holding times τn then are seen to be the minimum
of the residual service time of the customer currently being served (if there is any) and the
time elapsing until the next arrival of a new customer. Although, due to the memorylessness
property of the exponential distribution, the time until the next arrival is an exponential
distribution, the description of the entire holding time distribution is difficult. However, it
shall become easier if we circumvent taking into account the residual service time. That
means we observe the system at instances at which customers depart from the system, i.e. at
instances (Tn)n∈Z. Indeed, it turns out that the process {N(Tn), Tn}n∈Z is a Markov chain,
the so called embedded Markov chain. To see this, note that
N(Tn+1) = N(Tn) +ASn+1 − [1 − δN(Tn)({0})] ,
Tn+1 = [1 − δN(Tn)({0})](Tn + Sn+1) + δN(Tn)({0})(Tn + Sn+1 + In+1),
where In+1 ∼ E(λ) reflects the exponentially distributed remainder of the inter-arrival time
between the nth and (n+1)st customer, which is independent of {(N(Ti), Ti) ∶ i < n} as well as
Sn+1 is by assumption. If one focuses solely on the Markov chain {N(Tn)}n, above equation
gives rise to the stochastic matrix governing the chainN ∶= {N(Tn)}n. LetM = (mij)i,j∈N0 ∈S
denote the infinite matrix consisting of all probabilities of transitions of the chain N from state
i to state j, where S denotes the space of all infinite stochastic matrices. Then, the probability
of having a transition from i to j is given through
mij = ⎧⎪⎪⎨⎪⎪⎩P (AS = j − i + [1 − δi({0})]) , if i − j ≤ 10 , esle ,
which yields the following form of M .
M =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a0 a1 a2 a3 a4 a5 ⋯
a0 a1 a2 a3 a4 a5 ⋯
0 a0 a1 a2 a3 a4 ⋯
0 0 a0 a1 a2 a3 ⋯
0 0 0 a0 a1 a2 ⋯⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
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where ai = P(AS = i) for i ∈ N0.
Note that this stochastic matrix is a member of a larger family of stochastic matrices,
the so called ∆-matrices which were introduced in Abolnikov and Dukhovny (1991). To be
more precise, M is a positive homogenous ∆1,1, where the first 1 indicates that pij = 0 for all
i − j > 1 and the second that this holds for all rows i > 1. Homogeneity thereby means that
mij = aj−i+1 for all i > 1 and positivity that aj−i+1 > 0 whenever the index is non-negative.
Notice that positivity is given since the number of customers who enter the system during
a service time is not bounded, even if its probability might decay at a fast rate. Moreover,
Abolnikov and Dukhovny (1991) study the (Markovian) ergodicity of Markov chains governed
by some ∆-matrix and obtain necessary and sufficient conditions for that in terms of the p.g.f.
of the discrete distribution (ai)i∈N0 . For the stochastic matrix M considered here, it is easy
to see that it is irreducible and aperiodic since
Mk =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x x x x x x ⋯ ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
x x x x x x ⋯
x x x x x x ⋯ ⎫⎪⎪⎪⎬⎪⎪⎪⎭(k − 1)-times⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋯x x x x x x ⋯
0 x x x x x ⋯
0 0 x x x x ⋯
0 0 0 x x x ⋯⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱
,
where an entry x means an entry strictly greater than zero. Moreover, Theorem 3.4. in
Abolnikov and Dukhovny (1991) shows that the Markov chain N governed by above matrix
M is positive recurrent if and only if ∂a(z)∂z ∣z=1 =∶ a′(1) < 1. Since a′(1) = λE[S] = E[S]/E[I] =∶ ρ
by (1), this requirement becomes the common condition in queueing theory for stability of the
M/G/1 system. It is well known from the theory of Markov chains that for M of above form
with a′(1) < 1 there exists a unique M -invariant distribution p ∈ P(N0), i.e. p is a stochastic
row vector with all entries strictly positive such that pM = p. Letting pi(⋅) denote the p.g.f.
of p, this yields
pi(z) = a(z)(1 − z)(1 − a′(1))
a(z) − z ,
c.f. Nelson (2013). All of the aforementioned facts about M/G/1 lead us to the following
assumption on the accessible observations.
Data is collected from observations of the stochastic process {N(Tn), Tn}n∈N. (O)
Assumption (O) means that we observe the instants of time at which the consecutively served
customers depart from the system as well as the number of customers they leave behind in
the system. Thus, one can imagine the M/G/1 system as a perfect black box. The only
thing to which we have access is the departure process being a marked point process. Due
to time-reversability, this point process is a marked Poisson process with rate λ > 0 and with
marks consisting of the system size at departure time points. Notice that the inter departure
times do not directly depict the service times since they are possibly corrupted by idle times
6
under the promises that ρ < 1.
We are interested in making Bayesian statistical inference for several characteristics of the
system on basis of these observations. The characteristics are e.g. the unknown service time
distribution, waiting time distribution and the distribution of the busy and idle times.
3 Prior assignments
In this section we assign prior distributions to the laws of the random quantities which ap-
peared in section 2. The observations (O) from the previous section already indicate that
the issue is twofold. Firstly, we can extract the interdeparture times Dn ∶= Tn − Tn−1 from
the observations. As argued in the previous section, these can be viewed as independent and
exponentially distributed random quantities with rate λ, leading to a parametric inference
problem. On the other hand, the marks {N(Tn)}n were argued to form a Markov chain with
stochastic ∆1,1-matrix, leading to a non-parametric inference problem. However, from a sub-
jectivist Bayesian viewpoint, data is not independent or Markov, respectively. As one needs
to express one’s uncertainty about the law of the random quantities, data is rather assumed
to be exchangeable or partially exchangeable, respectively. These two issues are now studied
in detail separately.
3.1 Prior for the interdeparture time distribution
For a sequence of random quantitiesX[1∶∞] ∶= (Xn ∶ Ω→ R)n∈N, say thatX[1∶∞] is exchangeable
if for any n ∈ N and any permutation σ of n elements it holds that
L [X1, . . .Xn] = L [Xσ(1), . . . ,Xσ(n)] . (E)
Then, the celebrated de Finetti theorem for Polish spaces [see Hewitt and Savage (1955)]
gives rise to a prior distribution µ ∈ P(P(R)). To be more precise, X[1∶∞] is exchangeable if
and only if there is a unique measure µ such that
P(Xi ∈ Ai; i = 1, . . . , n) = ∫P(R)
n∏
i=1P (Xi ∈ Ai)µ(dP ),
where Ai ∈BR for all i = 1, . . . , n, for all n ∈ N. Note that P(R) is a Polish space if it is assumed
to be equipped with the sigma field induced by weak convergence of measures, see Kechris
(1995); Billingsley (2013). The introduced sigma field on P(R) is the smallest one with respect
to which the mappings P ↦ P (A) are measurable for all sets A ∈BR. Notice that in Bayesian
statistics the assertion of the de Finetti theorem is frequently interpreted as random variables
being conditionally i.i.d. given their common distribution P . This indicates that exchangeable
data X[1∶∞] are not independent unconditionally on P . Note the conceptual difference to
the frequentist approach. Indeed, a result of Kingman (1978) shows that in general the
exchangeable random variables are positively correlated, a fact that makes Bayesian statistics
a theory of inferential prediction and forecasting. Moreover, Diaconis and Ylvisaker (1985)
show that the additional symmetry assumption
P(Xi ∈ Ai; i = 1, . . . , n) = P(Xi ∈ Ci; i = 1, . . . , n), (exp)
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for all Ai ∈ B+R and constants ci ∈ R such that ∑ni=1 ci = 0 and Ci = ci +Ai = {ci + a ∶ a ∈ Ai} ∈
B+R, i = 1, . . . , n, shrinks the support of the mixing measure µ to the set of all exponential
distributions denoted as E . Thus, under the assumption (E) and (exp)
P(Xi ∈ Ai; i = 1, . . . , n) = ∫E
n∏
i=1P (Xi ∈ Ai)µ(dP ) = ∫R+
n∏
i=1 [∫Ai λe−λxidxi] µ˜(dλ),
where the natural parametrization˜∶ E → R+;P ↦ (∫R xdP )−1 is used. Furthermore, Diaconis
and Ylvisaker (1985) show that if the random variables X[1∶∞] fulfill a certain regression equa-
tion given through E[X2∣X1] = αX1 + β for some constants α,β ∈ R, then the mixing measure
µ˜ is a gamma distribution.
Since the stable M/G/1 system gives rise to i.i.d. exponential interdeparture times, from
the subjectivist Bayesian viewpoint, we make the following assumption on the observations
D[1∶n]. The data D[1∶n] are assumed to be the first n projections of an infinite exchangeable
sequence of random variables D[1∶∞]. Moreover,
D[1∶∞]∣λ ∼ E(λ)⊗N
λ ∼ Γ(a, b)
Thereby, Γ(a, b) denotes the gamma distribution with parameters a, b > 0. Since the gamma
distribution is well known to be a conjugate prior for the rate of exponential distributions, it
follows easily that
λ∣(a, b),D[1∶n] ∼ Γ(a + n, b + n∑
i=1Di)
EΓ [λ∣D[1∶n], (a, b)] = a + n
b +∑ni=1Di
f (an+1∣D[1∶n], (a, b)) = (a + n) (b +∑ni=1Di)a+n(b +∑ni=1Di + an+1)a+n+1
E [Dn+1∣(a, b),D[1∶n]] = 1
a + n − 1 n∑i=1Di + ba + n − 1 .
Note that the latter equation again reflects the learning process which is not directly available
in the frequentistic approach. For n = 1 this is given by E[D2∣D1, (a, b)] = 1/aD1 + b/a as
required in above assumption on the shape of the prior.
3.2 Prior for the law of the embedded Markov chain
Eliciting a prior distribution for the law of the marks {N(Tn)}n of the marked departure
process described in section 2 is a more involved task. However, Freedman (1962); Diaconis
and Freedman (1980) show hat an analogue of the de Finetti theorem holds for laws of Markov
chains. Let Y[1∶∞] ∶ Ω → NN0 be a discrete-time stochastic process with state space N0. Y[1∶∞]
is called partially exchangeable if for all n ∈ N
L [Y[1∶n]∣tn(Y[1∶n]) = r] = Ut−1n (r). (PE)
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Thereby, Y[1∶n] = (Y1, . . . , Yn), UB denotes the uniform law on a discrete set B and t ∶= (tn)n∈N
is a statistic, i.e. a family of measurable mappings, defined by
(i1, i2, . . . , in)↦ tn((i1, i2, . . . , in)) ∶= (i1, T ) ,
where T = (trs)r,s∈N0 is the transition count matrix defined by trs ∶= #{j ∶ (ij , ij+1) = (r, s), j =
1, . . . , n − 1}. Condition (PE) is a another way to state that the law of the process Y[1∶∞] is
summarized by the statistic (tn)n, see Freedman (1962). If in addition to (PE) recurrence holds
for the process Y[1∶∞], i.e. P(lim sup
n→∞ {Yn = Y1}) = 1, then results of Diaconis and Freedman
(1980) show that there is a unique measure µ ∈ P(P(N0) ×S) such that for all n ∈ N
P(Yi = yi; i = 1, . . . , n) = ∫P(N0)×S νy1
n−1∏
i=1 pyi,yi+1µ(dν, dP ).
Thus, any law of a recurrent process fulfilling (PE) is a mixture of Markov measures. Note that
recurrence is necessary to exclude pathologies from the mixture, c.f. Diaconis and Freedman
(1980, Example (19)). However, an earlier result appeared in Freedman (1962) for measures
being shift-invariant, a property which clearly implies recurrence. Therefor, he showed an even
more general result for stationary probabilities being summarized by a so called S-structure
statistic and noted that the family (tn)n has S-structure. Since theM/G/1 system is assumed
to be in equilibrium, we feel that this approach is appropriate for the embedded Markov chain
of the underlying queueing system. Roughly, this implies for above de Finetti-style theorem
for Markov chains that it suffices to regard the mixing measure µ having support S since the
corresponding invariant distribution ν is uniquely determined by the stochastic matrix P [see
e.g. Chung (1967) or Freedman (1983)] .
In analogy to the previous subsection, we examine under what constraints the support of
µ ∈ P(S) can be shrunk to the set of ∆1,1 matrices governing the embedded Markov chains
of M/G/1 systems. Of course, L(N) is summarized by the family of mappings (tn) since
it is Markov. Yet, (tn) is not minimal sufficient, a fact that yields a different grouping of
data strings of equal length in equivalence classes, see examples below. Clearly, there are
two properties of M being not fulfilled for arbitrary infinite stochastic matrices. Namely ∆-
shape and homogeneity. They should be reflected in the appropriate statistic summarizing
a mixture of laws of embedded Markov chains of M/G/1. For any positive integer n, letDn ∶= {(ai) ∈ Nn0 ∶ ai − ai+1 ≤ 1,∀1 ≤ i ≤ n − 1} be the n-dimensional down-skip-free subspace of
Nn0 , D∞ ⊂ NN0 the down-skip-free sequence space and D ∶= ⋃n∈NDn the collection of down-skip-
free strings of any length. Moreover, let τ ∶= (τn)n∈N be a family of measurable mappings,
each τn operating on Dn through
τn ∶Dn → N0 × {0,1, . . . , n} ×NN0
a[1∶n] ↦ (a1, n∑
k=1 δak0, I(a[1∶n])) ,
where I(a[1∶n]) ∶= (ιr(a[1∶n]))r∈N0 ∶= (#{j ∶ aj+1 − aj + (1 − δaj0) = r, j = 1, . . . , n})r∈N0 are the
zero-adjusted increments of the data string a[1∶n]. Thus, τn records the length, the initial state,
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the number of zeros and the increments of the down-skip-free data string a[1∶n]. Call two strings
a[1∶n], b[1∶n] ∈ Dn τ -equivalent and write a[1∶n] ∼τ b[1∶n] if and only if τn[a[1∶n]] = τn[b[1∶n]].
Following examples are given to clarify the meaning of the statistic τ .
Example 1. Define the following elements of D9 by
a[1∶9] = 121211100, b[1∶9] = 102232101, c[1∶9] = 123332100
d[1∶9] = 100234543, e[1∶9] = 121002343, f[1∶9] = 102102323
g[1∶9] = 100234543, h[1∶9] = 100002345, i[1∶9] = 210101100
For instance, g[1∶9] can be viewed as
1 0 0 2 3 4 5 4 3+0 +0 +2 +2 +2 +2 +0 +0 .
This corresponds to the possible path (depending on the times T[1∶n]) given trough
X1 X2 X3 X4 X5 X6 X7X8 X9 ,
where a snake arrow depicts an arrival, a zigzag arrow a departure and Xi = (Ti,N(Ti)). Note
that the system is idle after the second and the third departure, respectively, and occupied apart
from that.
We contrast above by depicting i[1∶9] the same way.
2 1 0 1 0 1 1 0 0+0 +0 +1 +0 +1 +1 +0 +0 .
Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 Y9 .
We contrast g[1∶9] and i[1∶9] due to the following reasons. Having a look at the path of g[1∶9]
and i[1∶9], respectively, one observes that the i-path has more idle times as the g-path. Roughly
speaking, that is because the g-path is governed by more increments of higher magnitude. Thus,
the probability that the system is unoccupied is lower. This responds to the fact that the arrival
and the departure stream of g do not look like having the same intensity rate, while the streams
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of i rather do. However, this is a basic assumption we use, since the system is assumed to have
run an infinitely long time. So, if g[1∶9] would be a “typical” path, the embedded Markov chain is
rather likely to be transient. Above examples are chosen to clarify the meaning of the statistic
τ by means of as distinct numbers as possible. Further, keep in mind that only the stream
below the horizontal line is communicated to us as data. Notice that the only equivalences
among above data examples are
a[1∶9] ∼τ b[1∶9] ∼τ c[1∶9] and d[1∶9] ∼τ e[1∶9] ∼τ f[1∶9] ∼τ g[1∶9].
Remark 1. (i) In a sense, the statistic τ can be seen to lie in between of t and o, o denoting
order statistic, but closer to t in the following sense. t-equivalence clearly implies τ -
equivalence, since one can recover the number of appearance of states among data, as well
as the increments ι. The converse is not true nor does o-equivalence imply τ -invariance
or the other way around, respectively. Of course, t-equivalence implies o-equivalence, see
e.g. Diaconis and Freedman (1980, Proposition (27)).
(ii) For a data string of finite length, it is obvious that the number of elements of the corre-
sponding equivalence class is bounded. However, eliciting the exact number of elements
included in this class seems to be an interesting but hard task, as it is in the case of t.
We leave this as an open combinatorial problem.
We continue by mentioning an observation concerning the number of arrivals and depar-
tures that occur within a time horizon of observation Tn − T1. By definition, it is clear that
one observes n − 1 departures. However, even if the statistic τ keeps track of the number of
increments of the process, it may happen that the number of arrivals differ in τ -equivalent
strings. For instance note that in above example the number of arrivals in b[1∶9] exceeds that
of a[1∶9] by one despite a[1∶9] ∼τ b[1∶9]. We pin that fact as a proposition.
Proposition 3.1. The number of departing customers during Tn − T1 is an invariant of τ ,
while the number of arriving customers is not.
Now, we go on to shed more light on the aforementioned fact that the numbers of arrivals
in equivalent strings can differ. This fact corresponds in a sense to the one that equivalent
strings may not end with the same symbol. However, in the case of mixtures of Markov chains
this is not true, i.e. the terminal state xn of a data string x[1∶n] is completely determined by
x1 and the transition-counts. For a proof see e.g. Martin (1967, Lemma 6.1.1.) and notice
that it continues to hold true for countable infinite state spaces.
Lemma 3.2. Let for a[1∶n], b[1∶n] ∈ Dn hold a[1∶n] ∼τ b[1∶n]. Then
(i) an ∈ {0,1} ⇔ bn ∈ {0,1},
(ii) an = r > 1 ⇔ bn = r.
Proof. (i) By contradiction.
Suppose an ∈ {0,1} and bn ≥ 2. Since a[1∶n] ∼τ b[1∶n], one necessarily has
∑
r∈N0 ιr(a[1∶n]) = ∑r∈N0 ιr(b[1∶n]).
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Thus,
n−1∑
k=1 [ak+1 − ak + (1 − δak0)] =
n−1∑
k=1 [bk+1 − bk + (1 − δbk0)] , (∗)
which in turn yields
an + n−1∑
k=1 δak0 = bn +
n∑
k=1 δbk0, (∗∗)
since a1 = b1 and bn ≠ 0 by assumption.
Now, treat the two possible cases an ∈ {0,1} separately.
Case 1:(an = 0) By (∗∗), one has
0 − bn = n∑
k=1 δbk0 −
n∑
k=1 δak0 + δan0dcurly=1⇒ bn = −1.
Case 2:(an = 1) Again by (∗∗), one has
1 − bn = n∑
k=1 δbk0 −
n∑
k=1 δak0 + δan0dcurly=0⇒ bn = 1.
This shows necessity. By interchanging the roles of a[1∶n] and b[1∶n], sufficiency is proven the
same way. Thus, (i) follows.
(ii) To prove (ii), note that
n−1∑
k=1 δak0 =
n∑
k=1 δak0 =
n∑
k=1 δbk0 =
n−1∑
k=1 δbk0,
exploiting (i) and a[1∶n] ∼τ b[1∶n]. Thus, (∗) yields
an − a1 = bn − b1.
The lemma states that equality of the terminal state must only hold if the terminal state
exceeds 1. This reflects the fact that the laws over which one mixes are governed by ∆1,1-
matrices. As a consequence of the Lemma 3.2 we have that the statistic τ possesses a certain
kind of algebraic structure which reflects stability of the equivalence classes induced by the
statistic with respect to extension of the data. This structure was discovered in Freedman
(1962) who called it S-structure. Here we consider its analog on the space D. That is a statistic
σ = {σn}n∈N is said to have S-structure on D if for a[1∶n], b[1∶n] ∈ Dn and x[1∶m], y[1∶m] ∈ Dm
such that a[1∶n] ∼τ b[1∶n], x[1∶m] ∼τ y[1∶m] and a[1∶n]x[1∶m], b[1∶n]y[1∶m] ∈ Dn+m it holds true that
a[1∶n]x[1∶m] ∼τ b[1∶n]y[1∶m], n,m ∈ N. S-structure will then enable us to identify stationary
measures summarized by τ in a unique way as mixtures of laws of embedded Markov chains
of M/G/1.
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Proposition 3.3. τ has S-structure on D.
Proof. By above Lemma 3.2, nothing has to be shown if an > 1. However, if an ∈ {0,1} and
an ≠ bn then, again by the lemma, one has bn = 1−an. Since the stacked data strings of length
n+m are down-skip-free by assumption, one has a[1∶n]x[1∶m] ∼τ b[1∶n]y[1∶m]. Indeed, observing
an increment from 0 to r ∈ N0 provides the same τ -information as from 1 to r by definition of
τ .
Notice that without recording the number of zeros among the data, one would not have
S-structure. That is τ˜[a[1∶n]] ∶= (a1, I(a[1∶n])) does not possess S-structure. For the sake of
illustration take g[1∶9] and h[1∶9] from previous example and note that both have 1 as initial
state and four increments of magnitude 0 and 2, respectively. Hence, g[1∶9] ∼τ˜ h[1∶9] but g[1∶9]44
is not τ˜ -equivalent to h[1∶9]44. Roughly speaking, seeing how often the system is idle is infor-
mative for the M/G/1 system.
The following lemma states an invariance property of laws summarized by τ with respect to
scaling the magnitude of the coordinate process. It is necessary for the proof of the subsequent
theorem since it will establish the homogeneity of the stochastic matrix.
Lemma 3.4. Let P ∈ P(D) be summarized by τ . Furthermore, let x[1∶n] ∈ Dn with xi > 0,∀i = 1, . . . , n and for r ≥ 1 let y[1∶n] = x[1∶n] + r[1∶n], where r[1∶n] = (r, r, . . . , r). Then it holds
true thatP (x[1∶n]∣x1) = P (y[1∶n]∣y1).
Proof. First of all note that y[1∶n] ∈ Dn and that n∑
i=1 δxi0 = 0⇔ n∑i=1 δyi0 = 0. Moreover,
P (x[1∶n]∣x1) = P (x[1∶n]∣x1,∑ δxi0 = 0) = P (x[1∶n]∣τn(x[1∶n]))P (I(x[1∶n])∣x1,∑ δxi0 = 0)= P (x[1∶n]∣x1,∑ δxi0 = 0, (#{j ∶ xj+1 − xj = s, j = 1, . . . , n})s∈N0)P (I(x[1∶n])∣x1,∑ δyi0 = 0)= P (y[1∶n]∣x1 + r,∑ δyi0 = 0, (#{j ∶ yj+1 − yj = s, j = 1, . . . , n})s∈N0)P (I(y[1∶n])∣x1 + r,∑ δyi0 = 0)= P (y[1∶n]∣τn(y[1∶n]))P (I(y[1∶n])∣x1,∑ δyi0 = 0) = P (y[1∶n]∣y1) .
We are now in position to state the mixing theorem for M/G/1, which will give rise to a
prior distribution that is concentrated on the subspace of Markov measures (MM) that are
governed by stochastic matrices which are of the shape discussed in the present section. There-
for let ∆(h)1,1 denote the space of homogenous 1,1 delta matrices. Moreover, let MM[∆(h)1,1 ]
be the space of Markov measures governed by those stochastic matrices and equip this sapce
with the sigma field induced by weak convergence.
Theorem 3.5. Let P ∈ P(D) be a shift-invariant probability summarized by τ . Then, P is a
convex mixture of Markov measures governed by homogenous ∆1,1 stochastic matrices. That
is, there is a unique measure µ ∈ P(∆(h)1,1 ) such that
P (⋅) = ∫
MM[∆(h)1,1 ]
Q(⋅)µ(dQ).
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Proof. By David Freedman’s S-structure Theorem [Freedman (1962, Theorem 1)] it holds
that P is a mixture of shift-ergodic laws being themselves summarized by τ . Since τ is a
function of t, P is a mixture of MM [Freedman (1962, Theorem 2)]. Moreover, the space
of MM’s supporting the mixing measure µ consists of laws governed by stochastic matrices
possessing ∆-shape since supp(P ) = D. By above lemma, homogeneity of these matrices
follows for all row indexes i ≥ 1. To see, that the zeroth row has to equal the first, just note
that 0101 ∼τ 0110 ⇒ m01 = m11. Using this and 01010 ∼τ 01100 it follows m00 = m10. Now,
since τ has S-structure, 0101r ∼τ 0110r for r > 1. But then, Q ∈MM being summarized by τ
yields Q(0101r) = Q(0110r) and this, in turn, m0r =m1r.
To state Theorem 3.5 in the language of Choquet theory [see e.g. Phelps (2001)], the space
of stationary measures that are summarized by the statistic τ is a simplex with boundary
consisting of all Markov measures governed by homogenous ∆1,1-matrices. Any nontrivial
convex mixture thus gives a barycenter in the interior of this simplex. Using an obvious
parametrization, one can state the result rather statistically.
Corollary 3.6. Let X[1∶∞] be a sequence of stationary data with state space N0 inducing a
joint distribution which is summarized by τ . Then for n ∈ N and all strings of data x[1∶n] one
has
P(Xj = xj ; j = 1, . . . , n) = ∫
∆
(h)
1,1
νx1
n−1∏
i=1 mxi,xi+1 µ˜(dν, dM).
The corollary states that the problem of finding a prior distribution, modeling the mixing
measure µ, can be reduced to that of finding a random object which takes a.s. values in the
space P(N0) ×∆(h)1,1 and whose distribution is analytically tractable. Obviously, the random
objects ν and M are dependent which complicates the model in general. However, since ν is
the unique invariant distribution with respect to M , it is fully determined by M and thus can
be viewed as an injective function of M . This simplifies the mixture in Corollary 3.6 in the
way that one merely has to take into account the distribution of the random stochastic ∆(h)1,1
matrix. That is
P(Xj = xj ; j = 1, . . . , n) = ∫
∆
(h)
1,1
νx1(M) n−1∏
i=1 mxi,xi+1 µˆ(dM),
for a µˆ suitably related to µ.
It is known that measures summarized by a statistic can be described in ergodic theoreti-
cal terms. For instance, exchangeable probability measures, i.e. measures summarized by the
order statistic, are invariant with respect to transformations induced by finite permutations.
Furthermore, stationary measures summarized by transition counts can be argued to be in-
variant with respect to transformations induced by switching certain blocks. In both of these
cases, there is a fact that simplifies the investigation of classes of equivalent strings, namely
the multi-set of symbols through which a string passes is the same for all equivalent strings.
However, in the situation considered here this is not necessarily true as above example shows.
Hence, a description in terms of certain permutations of the corresponding sequence of incre-
ments seems more useful since their multi-sets are invariants for τ . What can be certainly
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stated is that under τ -equivalence invariance of the probability measure with respect to “more”
than only block-switch transformations holds. It seems natural to investigate transformations
induced by changes in the increments. In order to formalize this approach, denote for a string
x[1∶n] the string of ordered increments occurring in x[1∶n] as I[x[1∶n]] ∶= i[1∶n−1](x[1∶n]).
Proposition 3.7. If P is a stationary probability measure summarized by τ , then P is in-
variant with respect to the transformations induced by the following operations
(i) switching two blocks whenever these have the same initial state and (a) end with the same
symbol or (b) one ends with a 0 and the other with a 1,
(ii) for a permutation σ of (k + 1) elements, permuting a string of positive increments(im, . . . , im+k) into (iσ(m), . . . , iσ(m+k)).
Proof. One has to argue that the value of the statistic τ remains the same under above trans-
formations. Since an increment from 0 has the same observable character than an increment
from 1, the assertion of (i) follows from Lemma 3.2. For (ii) note that permuting the order of
increments within a block of positive increments does not change the accumulated increment
over this block. Thus, the number of 0’s of the string remains the same.
The transformations induced by (i) and (ii) of Proposition 3.7 give necessary conditions.
However, these are not sufficient, i.e. for two strings that are equivalent with respect to τ it
is in general not possible to turn one into the other by only applying transformations of the
mentioned types. As an example regard the strings 2324321 ∼τ 2354321. Note that it is not
possible to generate state 5 in the first string by solely applying transformations of type (i)
and (ii). The reason is that also block-switch transformations of the increments are allowed
that keep the number of zeros among the string constant. However, one can hardly formalize
those transformations in a neat way and should stick to the description using the statistic τ .
A further description of measures being summarized by the statistic τ can be given using
a common ergodic theoretical categorization. This again reflects the fact that τ lies, in a
sense, in-between the order statistic and the transition counts. Therefor, keep in mind that all
probabilities summarized by the order statistic are invariant under finite permutations, and
note from Diaconis and Freedman (1980) that stationary probabilities summarized by transi-
tion counts are invariant with respect to a certain subgroup of permutations. This subgroup
consists of all permutations that can be described as transformations of blocks that begin with
the same symbol and end with the same symbol and hence do not affect the transition counts.
Having clarified the statistical structure of the data we are observing, we continue by
finding a suitable prior, i.e. by modeling the mixing measure µ in above theorem. We moti-
vate this modeling by an urn process. For urn processes yielding suitable prior distributions
for Bayesian statistics see e.g. Blackwell and MacQueen (1973), Hoppe (1984) , Fortini and
Petrone (2012) and references therein. However, our prior can not be chosen in a way such
that the rows of the stochastic matrix are seen to be independently sampled. This is due to the
following fact [see Fortini and Petrone (2014, Corollary 1)]. The rows of M are stochastically
independent with respect to µ if and only if transition counts together with recording the first
state are predictively sufficient, i.e. if and only if the probability of observing the next datum
only depends on the observation of the last state and the observed number of transitions out
of this last state. This clearly fails in our context since transitions of the same magnitude are
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informative no matter what the starting state of these transitions was.
Consider the following situation. Suppose there is a countable infinite set C called the
color space. Without loss of generality, take C = N0. Furthermore, suppose there is an urn Ui
associated to each color i ∈ C, i.e. think of Ui being colored by color i. Let Ui contain initially
αi black balls and start drawing a black ball from urn Ux1 , where x1 is chosen according to
a (stationary) start distribution p0 ∈ P(N0). Then, having drawn the black ball, replace it
together with a ball of color x2 sampled by a color distribution cx1 ∈ P(N0) and move to urn
Ux2 . Once a colored ball is sampled from an urn, replace it together with another ball of this
color and move to the urn of this color. Otherwise, continue as before. This is the general
definition of a reinforced Hoppe urn process. However, in the here considered situation slight
modifications are needed. Proceed as described but with the following constraints. Firstly,
the initial number of black balls is the same for all urns, i.e. αi = α, for all i ∈ N0. Secondly,
if one draws a ball from urn i ∈ N0, then the support of the color sampling distribution ci is
shrunk to supp(ci) = N0/{0,1, . . . , i − 2} for i > 1 and supp(ci) = N0 for i = 0,1. Moreover, the
color sampling distributions fulfill the shift condition ci({j}) = c0({j − i + 1}). Thirdly, not
only the present urn is reinforced but all urns are reinforced the following way. If one draws
from Ui a ball of color j then replace it together with an additional ball of the same color and
add to Uk, k ≠ i, an additional ball of color j − i + 1 − δk0 − δi0 and move to Uj . If a black ball
is drawn from Ui, sample a color l and replace the black ball together with the ball of that
color. Additionally, add a ball of color l − i + 1 − δk0 − δi0 to Uk, k ≠ i. Now, let X[1∶∞] denote
the process of the colors successively sampled according to above urn process. That yields the
predictive scheme
Xn+1 = ●∣X[1∶n] ∼ α
α + n − 1c0({● −Xn + 1}) + 1α + n − 1 n−1∑i=1 δXi+1−Xi+(1−δXi0)({●}). (P)
Now, it is shown in Fortini and Petrone (2012) that a reinforced Hoppe urn process as intro-
duced above is partially exchangeable. Further, it is well known from Blackwell and MacQueen
(1973) that the right hand side of (P) converges for n → ∞ to a Dirichlet process with base
measure αc0(⋅). However, this is essentially the same whatever value Xn takes except of the
different shifting of c0 in (P). This motivates the following choice of a model for the prior µ.
Let µ ∈ P(∆(h)1,1 ) be the distribution on the space of homogenous ∆1,1 stochastic matrices
such that the 0th row of M ∈ ∆(h)1,1 is sampled according to a Dirichlet process with base mea-
sure αc0(⋅) and the ith row, i ≥ 1, is a copy of the 0th row but shifted i − 1 times to the right
and the resulting “empty” entries of the row filled with zeros. Furthermore, (P) tells one how
to update that prior distribution by seeing the data X[1∶n].
To summarize the present section, assume that the data X[1∶∞] forms a stationary process
with law summarized by τ . Thus, X[1∶∞] is a mixture of stationary Markov chains governed
by homogenous ∆1,1 stochastic matrices. The distribution of the random stochastic matrix,
i.e. the prior, is such that it makes rows dependently sampled from a Dirichlet process with
parameters α > 0 and c0(⋅) ∈ P(N0). Symbolically we write
M ∼Dir(∆)(αc0)
X[1∶∞]∣M MM∼ M.
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The posterior of M after having seen data X[1∶n] is given by
M ∣X[1∶n] ∼Dir(∆)(cn),
where cn is the discrete measure given through
cn({k}) = αc0({k}) + n−1∑
i=1 δXi+1−Xi+(1−δXi0)({k}).
Thus, the posterior guess on the stochastic matrix M is given by
E[M ∣X[1∶n]] =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c¯n({0}) c¯n({1}) c¯n({2}) c¯n({3}) c¯n({4}) . . .
c¯n({0}) c¯n({1}) c¯n({2}) c¯n({3}) c¯n({4}) . . .
0 c¯n({0}) c¯n({1}) c¯n({2}) c¯n({3}) ⋱
0 0 c¯n({0}) c¯n({1}) c¯n({2}) ⋱
0 0 0 c¯n({0}) c¯n({1}) ⋱
0 0 0 0 c¯n({0}) ⋱⋮ ⋮ ⋮ ⋮ ⋱ ⋱
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where c¯n({⋅}) = cn({⋅})α+n−1 . The prior guess is given similarly.
4 Inference
4.1 Estimators for queueing characteristics
In section 3 a posterior law of parametric form for the interdeparture time distribution was
obtained. Moreover, a non-parametric posterior law for the stochastic matrix M governing
the embedded Markov chain of the M/G/1-system was obtained based on a Dirichlet process
sampling the 0th row of M , which describes the probability for the number of customers who
enter the system during a service time. Now, we will use both to obtain an estimator for
the service time distribution. Obtaining a direct and tractable closed-form prior to posterior
analysis for the service time distribution based on observations given through the marked
departure process as described before seems hardly possible. Instead a natural approach can
be given by the connection provided by the functional relation ship
g(z) = a(1 − z
λ
) .
Exploiting this, we define a plug-in estimator for the service-time LST g(⋅) after having seen
data (N(T ), T )[1∶n] by
gˆn(z) ∶= γn (1 − z
λ¯n
) ,
where λ¯n = EΓ[λ∣(Ti+1 − Ti)[1∶n]] denotes the posterior expected value of the variable λ under
the prior specified in the previous section and γn(z) = ∞∑
k=0 zk c¯n({k}) = ED(∆) [ ∞∑k=0 zkA({k})∣X[1∶n]]
denotes the posterior expected value of a(⋅), the p.g.f. of the discrete distribution of AS , which
was previously denoted as A({⋅}) and itself is regarded as being random. Notice that the in-
terchange of the sum and the limit is justified since ED [a(z)] = ED [∫N0 zkPAS(dk)] and for
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any z ∈ [0,1] the mapping k ↦ zk is a real valued measurable function and ∫N0 zkα(dk) < ∞
by assumption. Thus, see e.g. Feigin and Tweedie (1989) or Phadia (2015), it holds that
ΠD (∫N0 zkP (dk) <∞) = 1 and ED [∫N0 zkP (dk)] = ∫N0 zkED[P ](dk).
Based on the estimator gˆn(⋅), we are able to give estimators for other values of interest.
One of those is the traffic intensity. The traffic intensity appears in further characteristics as
the LST of the waiting-time distribution or the p.g.f. of the queue-length distribution and
hence is of particular interest. An immediate approach is given by defining a plug-in estimator
for ρ through ρˆn ∶= λ¯nσˆn, where σˆn is given by σˆn = − [ ∂∂z gˆn(z)]∣z=0 . Such estimators can be
problematic with respect to translating (uniform) large sample results for γn(⋅) to that for σˆn.
However, in the here considered situation things become easier since ρ has a direct relation to
the random variable AS whose values we assume to observe. Indeed, one has
ρˆ = λˆnσˆn = λˆn ⎡⎢⎢⎢⎢⎣
∞∑
k=0k (1 − zλˆn)
k−1
1
λˆn
c¯n({k})⎤⎥⎥⎥⎥⎦∣z=0 =
∞∑
k=1kc¯n({k}) = EED;n[PAS ] [AS] .
Furthermore, the estimators for g(⋅) and ρ enable us to define estimators for other queueing
characteristics as e.g. the waiting-time distribution, the busy-time distribution and sojourn-
time distribution exploiting similar functional relationships. For details on these relationships
see e.g. Nelson (2013, chapter 7). Define estimators for the following exact queueing charac-
teristics
• p.g.f. of number of customers in queue: qˆn(z) = (1−ρˆn)(1−z)gˆn(λ¯n(1−z))−z ,
• p.g.f. of number of customers in the system: mˆn(z) = gˆn(λ¯n(1 − z))qˆn(z),
• LST of waiting time of a customer in queue: wˆn(s) = s(1−ρˆn)s−λ¯n+λ¯ngˆn(s) ,
while for the number of customers served in a busy period as well as the length of the busy
period itself only estimates for the associated functional equation can be given, i.e.
• LST of busy period: b(s) = gˆn(s + λ¯n[1 − b(s)]),
• p.g.f. of number of customers served in a busy period: mb(z) = zgˆn(z)(λ¯n[1 −mb(z)]).
Solutions to these equations may be understood as estimators for the busy time LST and the
p.g.f. of the number of customers served in a busy period. However, the goodness of those
estimators w.r.t. large samples is in question not only from a applied point of view, i.e. due
to deviations appearing from numerical approximations, but also from a theoretical viewpoint
since it is not known if minor changes in λ and γ do lead to minor changes in the solution to
the equations.
We continue by emphasizing the role of the special form of the stochastic matrix M with
respect to the M -invariant distribution p of the Markov chain X[1∶∞]. We point out that
the specific appearance of M allows to write down explicitly the invariant distribution as a
function of M in form of its transform. That is, the diagram
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M
φ //≃
ψ

p≃
ψ˜

a(⋅)
ξ
// pi(⋅)
commutes. Therein, ψ on the left-hand side denotes the composition of the mapping that
extends the distribution of AS appearing in the 0th row of M to the whole of M and the
mapping that maps the distribution of AS onto its p.g.f., while on the right-hand side ψ˜
describes the mapping that maps the distribution p onto its p.g.f. pi. Recall that the mapping
ξ is given as
ξ ∶ a(z)↦ a(z)(1 − z)(1 − a′(1))
a(z) − z =∶ pi(z).
Certainly, such a description is not possible in general. It even fails for the case of a non-
homogenous ∆1,1 stochastic matrix which governs the embedded Markov chain of M/G/1
with state-dependent service, see Harris (1967, equation (4)). This special feature of standard
M/G/1 enables us to give a direct estimator for the p.g.f. of the distribution of the system
size at instants of departing customers which is, by the PASTA property, the same for any
arbitrary instant of time. This estimator is given through
pˆin(z) = γn(z)(1 − z)(1 − γ′n(1))
γn(z) − z .
4.2 Posterior consistency
The estimators just defined are obvious ones, yet deserve some further theoretical justification.
This will be given by posterior consistency which, roughly speaking, states that the mass of the
posterior law will center around the true data-generating measure. To be more precise, let for
a random probability measure P ∈ PΩ a prior Π ∈ P(P) be given. Further, let data Y[1∶∞] be
given such that Y ∣P iid∼ P . Then, denote by (Πn)n∈N0 the sequence of posterior laws of P given
observed data Y[1∶n], i.e. Πn(C) = Π(P ∈ C ∣Y[1∶n]) and for the sake of completeness Π0 ∶= Π,
for all sets C in the sigma field induced by weak convergence of measures. The sequence(Πn)n∈N0 is called consistent at the true data-generating distribution P0 if for P0-almost all
data sequences it holds that Πn
w,n→∞Ð→ δP0 . First of all we state posterior consistency of the
parametric sequence of posteriors for the interarrival rate λ.
Lemma 4.1. For almost all sequences T[1∶∞] and for any  > 0 it holds that
ΠΓ;n([λ0 − , λ0 + ]) n→∞Ð→ 1,
where ΠΓ denotes the prior distribution for λ as specified in section 3 and λ0 the true inter-
arrival rate.
Proof. Let {Di}i, Di ∶= Ti+1−Ti be the exponentially distributed interdeparture time data. By
conjugacy of the gamma-distribution with respect to exponential likelihoods and well known
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properties of the gamma distribution, the posterior expected value of the arrival rate is given
by
EΓ[λ∣D[1∶n]] = a + n
b +∑ni=1 [Di] ,
where (a, b) ∈ R2+ are the prior parameters. Moreover, the posterior variance is given by
VΓ[λ∣D[1∶n]] = a + n(b +∑ni=1 [Di])2 .
Thus, by means of the SLLN and the continuous mapping theorem, EΓ[λ∣D[1∶n]] n→∞Ð→ 1/λ0
and VΓ[λ∣D[1∶n]] n→∞Ð→ 0 such that the assertion of the lemma follows from a straight forward
application of the Markov inequality.
Next, we study the posterior consistency of the random stochastic matrix M ∈ [∆(h)1,1 ]Ω ⊂
SΩ. Virtually, this task requires an extended definition of posterior consistency. So, let M be
a random matrix and let Y[1∶∞] be a Markov chain with countable state space that, givenM , is
governed by M , i.e. Y[1∶∞] ∣M MC∼ M . Let a prior Π be given for M and, as before, denote by(Π(⋅∣Y[1∶n]))n∈N0 = ((Πn(⋅))n∈N0 the sequence of posterior laws of M . Call (Πn)n∈N0 consistent
if for M0-almost all sequences of data Y[1∶∞] it holds that Πn(C0) n→∞Ð→ 1, for all sets C0 in the
sigma field on S induced by coordinate-wise convergence containing M0, the true stochastic
matrix governing the data. Here, M0-almost all sequences of data means the smallest set
of data strings which has full mass under the stationary Markov probability measure that is
induced by M0. Next, we show the posterior consistency of the random matrix M .
Lemma 4.2. For almost all sequences of data N(T )[1∶∞] and all measurable neighborhoods
C0 of the true stochastic matrix M0 governing the embedded Markov chain of M/G/1 it holds
for the prior ΠD(∆) specified in section 3 that
ΠD∆;n(C0) n→∞Ð→ 1.
Proof. Since M0 ∈ ∆(h)1,1 , it suffices to regard all neighborhoods of M0 contained in the trace
sigma field induced by ∆(h)1,1 . But then, using mapping ψ in above diagram, it is enough to
show consistency for the 0th row of M , which is nothing but the distribution of the variable
AS . Since the posterior, emerging from the Dirichlet process prior updated in a manner as
described before by data X[1∶n], is as well a Dirichlet process with updated base measure
cn({k}) = αc0({k}) + n−1∑
i=1 δXi+1−Xi+(1−δXi0)({k}),
posterior consistency of M follows from convergence properties of that prior process, see e.g.
Ghosh and Ramamoorthi (2003, chapter 3).
The posterior consistency of the random matrix immediately yields consistency of the
Bayes estimator for the stochastic matrix and for the p.g.f. of AS , respectively.
Corollary 4.3. For M0-almost all sequences of data X[1∶n] ∶= N(T )[1∶n], it holds that
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(i) ED∆ [M ∣X[1∶n]] n→∞Ð→ M0,
(ii) VarD∆ [M ∣X[1∶n]] n→∞Ð→ 0,
(iii) for any τ > 0, sup
z∈[0,τ] ∣γn(z) − a0(z)∣ n→∞Ð→ 0.
Proof. The assertions of (i) and (ii) just follows as necessary consequences of Lemma 4.2. For
(iii) note that one has
lim
n→∞ supz∈[0,τ] ∣γn(z) − a0(z)∣ ≤ limn→∞ supz∈[0,τ] ∞∑k=0 zk ∣c¯n({k}) − PAS0 ({k})∣
≤ lim
n→∞
∞∑
k=0 τk ∣c¯n({k}) − PAS0 ({k})∣ ≤ limn→∞
∞∑
k=0 τkED∆ [∣PAS({k}) − PAS0 ({k})∣ ∣X[1∶n]] ,
such that the assertion of (iii) follows from (i) and the monotone convergence theorem.
So far we established posterior consistency with respect to the direct observables. Now
we show that the indirect estimator defined above possesses certain consistency properties
as well. Recall that the LST of the service time distribution is expressed in terms of the
p.g.f. of the distribution AS which in turn is a power series. Thus, having on mind techniques
from complex analysis, it seems natural to undertake the investigation of posterior consistency
within a framework that reflects this analytic approach. Hence, posterior consistency of the
LST of the service time distribution will be stated as a kind of a.s. compact convergence
inside the posterior law. Call a series of functions compact convergent to a limit function if
its restriction to any compact set converges uniformly. Therefor, let g0(⋅) denote the the LST
of the true service time distribution G0(⋅), i.e. g0(z) = ∫ ∞0 e−zsdG0(s).
Theorem 4.4. For almost all data sequences (N(T ), T )[1∶n], all R > 0 and all  > 0 it holds
true that
P
⎛⎝ supz∈[0,R] ∣gˆn(z) − g0(z)∣ ≥ ∣(N(T ), T )[1∶n]⎞⎠ n→∞Ð→ 0.
Proof. Let R > 0 and  > 0 be arbitrarily chosen real numbers. Define
X ∶= sup
z∈[0,R] ∣ ∞∑k=0(1 − zλ¯n)
k
c¯n({k}) − ∞∑
k=0(1 − zλ¯n)
k
A0({k})∣ ,
Y ∶= sup
z∈[0,R] ∣ ∞∑k=0(1 − zλ¯n)
k
A0({k}) − ∞∑
k=0(1 − zλ0)
k
A0({k})∣
Then one has
P
⎛⎝ supz∈[0,R] ∣gˆn(z) − g0(z)∣ ≥ ∣(N(T ), T )[1∶n]⎞⎠
= P⎛⎝ supz∈[0,R] ∣γ (1 − zλ¯n) − a0 (1 − zλ0)∣ ≥ ∣(N,T (N))[1∶n]⎞⎠≤ P (X + Y ≥ , Y ≥ /2∣(N,T (N))[1∶n]) + P (X + Y ≥ , Y < /2 ∣ (N,T (N))[1∶n])≤ P (Y ≥ /2∣(N,T (N))[1∶n]) + P (X ≥ /2 ∣ (N,T (N))[1∶n]) .
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Exploiting the independence assumption between λ and M , for the first addend it follows
P (Y ≥ /2 ∣ (N,T (N))[1∶n])
≤ ΠΓ ( ∞∑
k=0A0({k})
k∑
i=0Rk−i ∣λ¯−(k−i)n − λ−(k−i)0 ∣ ≥ /2∣T[1∶n]) ,
while for the second one has
P (X ≥ /2 ∣ (N,T (N))[1∶n])
≤ P⎛⎝ ∞∑k=0 supz∈[0,R] ∣1 − zλ¯n ∣
k ∣c¯n({k}) −A0({k})∣ ≥ /2∣(N(T ), T )[1∶n]⎞⎠
≤ ΠD(∆) ⎛⎝ ∞∑k=0(1 + Rλ0 −O(n−κ))
k ∣c¯n({k}) −A0({k})∣ ≥ /2∣N(T )[1∶n]⎞⎠ ,
for some suitably chosen κ > 0. Hence the assertion of the theorem follows from Lemma 4.1
and Corollary 4.3.
As an immediate consequence, one has the a.s. uniform convergence of the estimator gˆn(z)
on sets of the form {z ∈ R+ ∶ z ≤ R} for some positive real number R.
Theorem 4.5. For almost all data sequences (N(T ), T )[1∶n] and all R > 0 it holds true that
sup
z∈[0,R] ∣gˆn(z) − g0(z)∣ n→∞Ð→ 0.
Proof. Let R > 0 be an arbitrarily fixed positive real number. Then one has
sup
z∈[0,R] ∣gˆn(z) − g0(z)∣ = supz∈[0,R] ∣γn (1 − zλ¯n) − a0 (1 − zλ0)∣
= sup
z∈[0,R] ∣ ∞∑k=0(1 − zλ¯n)
k
c¯n({k}) − ∞∑
k=0(1 − zλ0)
k
A0({k})∣
≤ sup
z∈[0,R]
∞∑
k=0 ∣(1 − zλ¯n)
k
c¯n({k}) − (1 − z
λ0
)kA0({k})∣
≤ ∞∑
k=0 supz∈[0,R] ∣1 − zλ¯n ∣
k ∣c¯n({k}) −A0({k})∣ + ∞∑
k=0A0({k})
k∑
i=0Rk−i ∣λ¯−(k−i)n − λ−(k−i)0 ∣ .
Hence, the assertion of the theorem follows using above lemmas in combination with monotone
convergence and continuous mapping theorems.
Next, we point out that similar consistency properties hold for several derivatives of gˆn(⋅)
as well as for other queueing characteristics mentioned earlier.
Theorem 4.6. Let f ∈ {w, q,m}, fˆn(z) be one of the estimators defined at the beginning of
this section and f0(z) the true transform. Then, for any τ > 0 and , one has
P( sup
0≤z≤τ ∣fˆn(z) − f0(z)∣ >  ∣ (N(T ), T )[1∶n]) n→∞Ð→ 0.
Moreover, it holds
sup
0≤z≤τ ∣fˆn(z) − f0(z)∣ n→∞Ð→ 0.
22
Proof. The technical details of the proof are omitted. It is enough to apply above results
together with the continuous mapping theorem analogously as in von Rohrscheidt and Wichel-
haus (2017).
4.3 Posterior normality
Having obtained the centering of the posterior law one might also be interested in getting an
idea of the shape of the limiting posterior. This leads to so called Bernstein-von Mises type
results. Roughly speaking, those describe that the posterior law of the object of interest, cen-
tered at its estimate and rescaled suitably, looks more and more like a Gaussian distribution.
Results of that kind are useful for simulations and give first insight into convergence rates of
the posterior. The first nonparametric Bernstein-von Mises type result was obtained in Conti
(1999) where the author has proven that the posterior law of the p.g.f. of a random law drawn
according to a Dirichlet process and centered at its Bayesian estimate converges towards a
centered Gaussian process possessing a certain covariance structure. To be more precise, in
the notation of the present work, it was obtained that under suitable constraints it holds thatL [√n [a(z) − γn(z)] ∣X[1∶n]] n→∞Ð→ L [X(z)] ,
where X(⋅) is a centered Gaussian process with covariance structure H(u, v) = a0(uv) −
a0(u)a0(v). Weak convergence, thereby, is considered on the space of continuous functions
equipped with the sup-norm and the theorem holds for almost all data sequences X[1∶∞]. For
the proof, Conti employed results from Freedman (1963). Moreover, it is easy to show in the
parametric situation of the departure rate that for almost all data sequences T[1∶∞] it holds
that L [√n [λ − λ¯n] ∣T[1∶n]] n→∞Ð→ N (0, λ−20 ).
Thus, combining these two results, one has
Theorem 4.7. For almost all data sequences (N(T ), T )[1∶n] it holds thatL [√n [g(z) − gˆn(z)] ∣(N(T ), T )[1∶n]] n→∞Ð→ L [G(z)] ,
on the space of continuous functions equipped with the sup-norm. Here, G(z) is a centered
Gaussian process with covariance structure
K(u, v) =H (1 − u
λ0
,1 − v
λ0
) + uvλ−60 a′0 (1 − uλ0)a′0 (1 − vλ0) .
Proof. Instead of presenting the technicalities we refer the interested reader to Conti (1999,
Theorem 3) and von Rohrscheidt and Wichelhaus (2017, Section 5) since the proof works
along these lines taking into account results presented earlier in the present paper.
Applying this result, one is able to give similar results for the centering of the estimators
fˆn appearing in Theorem 4.6. In order to do so, the main work to do is to apply previous
results and subsequently calculate the particular covariance structure. However, since these
are rather non-telling calculations, we omit the details.
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