point P.
In case that the function/(z) under consideration is bounded: | /(z) | <M in | z | < 1, where M is some positive constant, from well known theorems one obtains at once additional information concerning the set T(P). According to a theorem of Fatou|| the limit lim fire«) = /*(e<9) (z = reu) exists for all values of 6 in the interval 0^0^2ir save perhaps for a set of measure zero of values of 6. The function/*(ei9) will henceforth be denoted by us as the boundary function o//(z). In our terminology, Fatou's theorem may be stated in the following form: The convergence set T(P) of a bounded analytic function /(z) in the unit circle | z | < 1 contains at least one point for almost all points P of the circumference | z | = 1.
By the preceding theorem and a theorem of Lindelöf f, moreover, it follows immediately that the convergence set T(P) <?/ a bounded analytic function f(z) in the unit circle \ z \ < 1 contains one and only one point for almost all points P of the circumference | z | = 1, and no convergence set T(P) can contain more than one point.
As regards the sets C(P) and R(P), it will suffice for the present to remark that the set R(P) is always contained in the set CiP).
The present paper will be concerned primarily with those bounded analytic functions/(z) in the unit circle | z | < 1, for which the modulus of the boundary function | f*iea) | = 1 for almost all values of 6 in the interval 0 á d ^ 2tt. Throughout this paper such functions will be called of class iA). R. Nevanlinnaî was the first to point out the interest which lies in this class of functions. There exists a wide range of well known functions which belong to the class which we propose to study. Of these we shall mention the following three groups :
( It has been shown by W. Blaschkell that, when condition (1.3) is satisfied, the product Biz) converges uniformly in every closed subregion lying wholly interior to the unit circle | z | <1, thus defining there an analytic function Biz), which is commonly called a Blaschke product. It was shown by F. Rieszf that the boundary function B*ieie) of a Blaschke product Biz) has the modulus 1 in almost all points of the circumference | z | = 1. This proves that Blaschke products belong to the class of functions under consideration. In a previous paper| the author showed that if the numbers at in (1.2) converge to a single point P of the circumference | z | = 1, then the range of values RiP) of the Blaschke product Biz) consists of all the points of the unit circle | a | < 1, with the possible exception of at most one point. In this paper a further study is made of the ranges of values of Blaschke products under more general distributions of the zeros {a<}.
(iii) Consider the unit circle ] w | < 1 and a set 5 of points closed relatively to the circle | w \ < 1. On removing all points of 5 from the unit circle | w | <1, at least one in general infinitely connected region 2 is obtained. According to general existence theorems of conformai mapping § it is known that there exists an infinitely multiple-valued function z = <j>iw) analytic in 2 and assuming in it every value from the interior of the unit circle | z | < 1 once and only once. This function is said to map 2 conformally on the circle | z | <1. As will be proved in this paper, the inverse function w =/(z) of the mapping function z = (p(w) belongs under appropriate restrictions on the set 5 to the class of functions under consideration and may be represented as a linear function of a Blaschke product.
Finally, in connection with this work mention should be made of recent papers by G. Hössjer and J. L. Doob.|| 2. We begin by establishing an integral representation for all functions of class (.4) in the unit circle | z | < 1. Let/(z) be a function of class 04) in | z | < 1 and denote its zeros (if they exist) by ax, a2, ■ ■ ■ , ai} ■ ■ ■ . Since/(z) is bounded, by a theorem of Blaschkelf its zeros satisfy the inequality YLï°=i I a» I >0. In accordance with the result stated in §l,page 202, we may form theBlaschke product b(z)~ n---\*i\, <_i 1 -atz extended over the zeros a¡. Hence, by the Riesz decomposition theoremf if we define the function g(z) by the relation/(z) =B(z) g(z), we find that g(z) is of class 04) and different from zero in the circle | z | <1. Consider now the function h(z) =log g(z) which, if we select a definite branch of the logarithm, becomes single-valued and analytic in the circle |z|<l.
Furthermore, 9îa(z) g 0 in | z | < 1. Consequently, applying a result of HerglotzJ to the function h(z), we obtain for it the representation (2.1) Hz)=-f ¿ir J -1 r'eie + z tie _ d<r(e) + iß, where <r(0) is a monotonie non-increasing function of 0 in the interval -7T = 0 á ir and ß is some real number. There also exists the following relation § between the function h(z) and the derivative cr'(0) of o- (0) :
for all values of 0 in the interval -w ^ 6 á » for which cr(0) possesses a derivative, the approach z-»ei9 being made along any path which is non-tangential to the circle | z | <1. Since g(z) is of class (.4) in | z | <1, the left-hand side of equation (2.2), and therefore o-'(6), is equal to zero almost everywhere. This proves the following theorem: Theorem 1. Let /(z) be a function of class iA) in the unit circle | z | <1.
where B(z) is the Blaschke product extended over the zeros of f(z), a(0) is a monotonic non-increasing function of 0 in the interval -tt ^ 0 á tt whose derivative <r'(d) = 0 almost everywhere in -tt ^ 6 ^ vr, and ß is a real constant.\\ It is obvious, conversely, that every function f(z) of the form (2.3) is of class 04) in | z | <1. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 3. As an immediate consequence of Theorem 1 we prove the following theorem :
Theorem 2. Let /(z) be a function of class iA), not a constant, in the unit circle | z | < 1. Iffiz) ^a (| a \ < I), in the whole circle \ z \ < 1, then there exists at least one radius 8 = 60 such that lim/(rei9°) = a. r-.l
We may assume without loss of generality that a = 0. For if that is not the case, we prove the theorem for the function
which is likewise of class iA) and is different from zero in the whole unit circle. Since/(z) has no zeros in | z | <1, formula (2.3) reduces to ri r «» + 2 1 «(r, </,)=--do-id) 2ttJ_i 1 + r2 -2r cos (0 -<f>) approaches the limit -oo along the radius <p = 60. This proves that | /(z) |, which is given by the formula |/(z) | = ««<'■♦>, z = re», approaches the limit zero along the radius <f> = 0O.
Suppose now that cr(0) is not continuous in the interval -ir = 9 ~ -w. Then, since o-(0) is non-increasing, it admits the following representation:
Here all functions 5(0), $(0), <o(0) are non-increasing; 5(0) is continuous and 5'(0)=O almost everywhere in the interval -7r^0^7r, <ï>(0) is absolutely continuous, and w(0) is a step function. Since a'id) =0 almost everywhere in -7T = 0^7r, <ï>(0)=;O. If 5(0) is not constant, by the theorem mentioned in the first footnote on page 205, S'(6) = -oo at a non-denumerable set of points. Among them there will be at least one point at which co(0) is continuous. Hence, we may apply to this point the modification of Evans' proof already indicated. There only remains now the case when S(d) is constant. In that case co(0) is certainly not constant. It will have at least one point of discontinuity which, without loss of generality, we may assume to be 0 = 0. The Poisson-Stieltjes integral on the radius 0 = 0,
27T J _, 1 + rl -2r cos 0 will be of the form
where 0 = 6k are the points of discontinuity of co(0) at which w(0) has the negative jumps Jk, while J0 is the jump of o>(0) at the point 0 = 0. We now choose any positive number e less than \Jo\-To this number there corresponds a positive integer w such that oO E |/*| <e.
fc-n+l
The sum in (3.2) will now be decomposed in the following manner:
1 -r *_i 1 + r2 -2r cos 0* *_n+l 1 + r2 -2r cos 0* We may disregard the sum ¿/» ; -" a»i 1 + r2 -2r cos dk since it tends to 0 as r tends to 1. The two remaining terms in Í3.3) are algebraically less than 1 + r -( I J» | -6) 1 -r which tends to -oo as r tends to 1.
This completes the proof of Theorem 2. It is evident that Theorem 2 still holds if the function /(z) is allowed to assume the value a only a finite number of times in the circle | z | < 1. If the value a (| a | <1) is omitted by f(z), then the set of singularities of f(z) on the arc A is the closed cover of the set of points defined by the solutions of the equation f*(ei$) = a.
We may assume, as in the proof of the preceding theorem, that a = 0. The representation (3.1) is still valid for the function/(z), where a(8) is a monotonic non-increasing function in the interval -ir á 0 ^ ir, the relation a'(6) = 0, however, holding almost everywhere in the open interval ai<8<a2.
If the function/(z) is analytic on the whole arc A, then \f*(eie) | = 1 for all points of A. Therefore, the equation f*(etí) =0 has no solutions in the interval «i<0 <a2. It is immediately evident that the set of singularities of/(z) on the arc A contains all points of the closed cover of the set defined by the equation f*(ei0) =0. In fact, every point z = em of the arc A for which f*(ew) =0 is a singular point of f(z). We therefore have to show now that if P is a singular point of/(z) lying on the arc A, then eitherf*(P) =0 or the points defined by the solutions of the equation f*(eie) =0 have Pasa Umit point. Denote by A an arbitrarily small arc of | z | = 1 which contains the point P in its interior. The function a(9) cannot remain constant on the arc A. Indeed, if a(6) were constant on A, it would follow from equation (3.1) that r 1 r eiB + z "1
27T JCA e*6 -z J where C A denotes the arc of the circle | z | = 1 complementary to the arc A. This shows that/(z) is analytic on A. Hence, if a(8) is continuous on A, there must exist a point of the arc A at which a'(8) = -oo. Since A was taken arbitrarily small, this means that either a'(P) = -oo or the points at which a'(8) = -oo have P as a limit point. But now if a'(8) = -°°, for some 0, then/*(e'9) =0 for the same value of 0. If aid) is not continuous on A, we can reason in a manner similar to that used in the proof of Theorem 2. This proves the theorem.
5. Dr. J. L. Doob kindly pointed out to the author that, as a consequence of Theorem 3, we may prove the following theorem which is a sharper form of Nevanlinna's theorem to be mentioned in §8, page 211 : for almost all values of 6 in the interval ai<d<a2.
Then if all these limit values f*(eie) of modulus one are represented by a set of points E on the circumference | w | = 1, either the set E is the whole circumference \ w | = 1, or f(z) may be continued analytically beyond the arc A.
Let a = eiX, where X is a real constant, be an arbitrary point of the circumference | w | = 1 and let the arc A contain in its interior a singular point P of f(z). We wish to prove that there exists a point eiH on the arc A for which f*(ei6a)=a.
Consider the function
This function is analytic and bounded in the circle | z | < 1, and lim <t>(reie) = 0*O9), | <t>*(eie) | = 1, r-»l for almost all values of 0 in the interval ai <0 <a2. Furthermore, the point P is a singular point of the function 0(z). For, since P is a singular point of f(z) according to Theorem 8, to be proved in §10, there exists at least one value c (|e|<l) such that the equation/(z) = c has infinitely many solutions Zi, z2, • • • interior to the unit circle j z | < 1 and converging to the point P. Hence, it follows from equation (5.1) that
If P were a regular point of 0(z), the function 0(z), and hence also/(z), would be constant. Now, according to (5.1) 0(z)>=O in the circle | z | = 1. Hence, by Theorem 3 there exists at least one radius 0 = 0O terminating in a point z = eie> of the arc A such that lim 0(re*) = <f>*(eie°) = 0.
Hence, f*(eie") =a, as was to be proved. is of class 04), it follows from Theorem 2, that \f/(z) is identically a constant of modulus one. It is now easily seen with the aid of the relation (6.4) that f(z) admits the representation (6.1). 7. We now consider a certain extension of Schwarz's reflection principle which will be found useful in the sequel. It may be formulated in the following manner:
Theorem 6. Letf(z) be a bounded analytic Junction in the unit circle | z | < 1 :
Let 0 ^ai <0 <a2 <2tt, r = \, be an arc A of the periphery of the unit circle such
for almost all values of 8 in the interval ai<8<a2. Then, either f(z) may be continued analytically beyond the arc A or every value a (| a | < 1) belongs to at least one of the cluster sets C(P) off(z) for some point P of A.
The theorem need merely be proved for the value a = 0. Indeed, let us assume that the theorem is true for a = 0 and let ß^O be some other value such that | ß | <1. We wish to show that unless/(z) may be continued analytically beyond the arc A, the value ß is contained in at least one of the sets C(P). Furthermore, we know that 0(z) may not be continued analytically beyond the arc A and the value 0 is contained in none of the sets C(P) formed for the function <p(z). This, however, contradicts our hypothesis, according to which the theorem was true for the value a = 0. In order to prove the theorem for a = 0, we observe that if the value 0 is contained in none of the sets C(P) formed for the function/(z), there exists a region R lying in the interior of the unit circle and with the arc A as part of its boundary, in which 1 > | f(z) | >p, where p is some positive number. The remainder of the proof is analogous to the standard proof of Schwarz's reflection principle. The obvious modifications can be easily supplied by the reader. for almost all values of 8 in the interval ai <0 <a2. Then, if P is an arbitrary, interior point of A, either f(z) is analytic in P or the cluster set C(P) formed for f(z) is the closed unit circle \ a | ^ 1.
Suppose P is not a point of analyticity of the function f(z). The corollary follows at once if one applies Theorem 6 to a sequence of arcs An of the periphery containing the point P whose lengths tend to zero with 1/». This corollary sharpens Theorem 5 in that in the second case of that theorem every point P of the periphery | z | = 1 is either a point of analyticity of /(z) or C(P) is the closed unit circle | a | ^ 1.
Finally it may be mentioned in-passing that by means of Theorem 6 one may easily prove the following theorem of R. Nevanlinnaf: for almost all values of 8 in the interval ai<0<a2. Then, if these limit values f*(eiB) are represented by a set of points E on the periphery of the unit circle \w | = 1, either the set E is measurable and of measure 2w, or f(z) may be continued analytically beyond the arc A.
9. Again let w =/(z) be a function of class 04) in the circle | z | < 1. Denote by z = (p(w) the inverse function of w=f(z). This function is in general infinitely many-valued. In the theorem that follows, we establish a connection between the non-algebraic singularities of the function <j>(w) and the convergence values of the function f(z) in precisely the same manner that Hurwitz and IversenJ established such a connection for functions meromorphic in the finite plane. Before stating the theorem, we shall give Bieberbach's definition of a singular point: f R. Nevanlinna, Annales Academiae Scientiarum Fennicae, loc. cit., p. 28. % A. Hurwitz, Sur les points critiques des fonctions inverses, Paris Comptes Rendus, vol. 143 (1906), pp. 877-879, and vol. 144 (1907) // the members of a chain of regular elements ty(w -a) of the function z = <p(w) are obtainable from one another by direct continuation in such a manner that their centers have a single limit point and their radii of convergence tend to zero, then this chain is said to define a singular point. If w = a is the coordinate of the limit point, the singular point is said to lie over the point w = a of the wplane. If the singular point is not algebraic in character, it is said to be nonalgebraic, f
The theorem which we shall find useful in the sequel is as follows :
Theorem 7. Let w =f(z) be a function of class (A) in the unit circle \ z \ < 1. // to some number a (\ a \ <I), there exists a radius 8 = 80for which lim f(reie°) = a, r->l then the inverse function z = <j>(w) of w=f(z) has a non-algebraic singularity over the point w = a. And, conversely, if <p(w) has a non-algebraic singularity over the point w = a, then there exists at least one radius 0 = 90,for which lim fireie") = a.
Since the proof of this theorem is almost identical with that of Iversen's theorem, we shall omit it here.
10. We now turn to the study of the ranges of values RiP) of our functions. As an immediate consequence to the corollary of Theorem 6, we state the following theorem : Hence, unless the set of values w which is omitted (or assumed only a finite number of times) is denumerable, the function | f*iew) \ < 1 for a non-denumerable set of values in the interval 0 ^ 0 = 2t.
The following still sharper theorem was obtained by the authorf in another paper:
Let w = fiz) be a bounded analytic function in the circle \ z \ < I : | /(z) | < 1. Let {nk\ be an infinite sequence of points interior to the unit circle converging toward z = lin which fiz) vanishes and let A be an arc of the unit circle, -a<6 <a, z = ea, containing P:(z = l), on which fiz) is continuous except for P and assumes values of modulus one. Then R(P) is the unit circle \ w \ <l with the exception of at most one point.
As a corollary to this theorem, we may state the following result :
Theorem 10. Let w=f(z) be of class (A) in the unit circle | z | <1. If f(z) omits two or more values of modulus less than one, the set of singularities of fiz) on the circumference \z\ = lis perfect. If f(z) is analytic on the boundary | z | = 1, then f(z) is necessarily a rational function of the form (1.1). Since, however, the function (1.1) assumes all values of modulus less than one, it follows that/(z) possesses a singularity P on the circumference | z | = 1. This singularity P cannot be isolated. For if that were the case, there would exist by Theorem 8 a number c (| c \ < 1), and a sequence of points z = nk interior to the circle | z | < 1 and converging toward P such that/(»0 =c. If we now form the function (f(z)-c)/(\-cf(z)) and apply the theorem just quoted, we obtain a contradiction. Since the set of singularities of f(z) is closed and cannot have isolated points, it is perfect.
12. We shall now investigate the set 2 of those values which functions f(z) of class 04) assume infinitely often in the unit circle.
A function of class (A) may omit one value. This is evidently true of the function/(z) =e(*+u/(»-w which omits the value 0.
Furthermore, even a Blaschke productf, being of class (A), may omit one value. This is readily shown by establishing directly from the Weierstrass product formula the following identity: 13. This last result will now be extended in the following manner: f For Blaschke products cf. §1 of this paper.
Theorem 11. Let f(z) be a function of class (A) in the unit circle | z | <1. Let the value a (| a \ <1) which is assumed infinitely often by f(z) in the circle \z\ <l be not a convergence value of fiz). That is, for no radius 0 = 0O does the equation (0) is not constant in the whole interval -»r^0^7r, by the reasoning of §3 there exists a value 0O of 0 such that/i*(ei9°) =0 or/*^*"0) =a. This contradicts the non-existence of the relation (13.1). Hence, cr(0) is a constant and formula (13.3) reduces to /i(z) = eisBiz).
Theorem 11 leads immediately to the following result:
Theorem 12. Let fiz) be a function of class (.4) in the circle | z | <1. Then either fiz) is a linear function of a Blaschke product, or to every number a (| a | <1) there exists at least one radius 9 = 8 o on which fiz) tends to the value a:
lim fireie") = a. r->i By Theorem 7 in the second case, the Riemann surface of the inverse function z = (j>iw) of w=fiz) has non-algebraic singularities over every point of the unit circle | w | <1.
If fiz) is not a linear function of a Blaschke product, then according to Theorem 11, every value a (| a \ <1) which is assumed infinitely often by [January f(z) is also a convergence value of/(z). But we know from Theorem 2 that every value a(\a\ <1) which is omitted (or assumed only a finite number of times) is a convergence value of f(z). Hence every value a(|a| <1) is a convergence value of f(z). The author has been unable to determine whether or not functions of the second kind may actually exist.
15. We may now return to the study of the sets 2 of values which functions of class 04) assume infinitely often in the unit circle | z | <1. We have seen in §12 that there are functions of class 04) which omit one value of modulus less than one. It is an easy matter to obtain functions of class (A) which omit a non-denumerable infinity of values of modulus less than one.
In order to construct functions of this kind, consider a set S of interior points of the circle | w | <1. Let us assume that the set 5 is closed relatively to the circle and that it has the following property: to every e>0 there corresponds a sequence of circles {C"} which cover the set 5 and whose radii S" satisfy the inequality 1 z ---< «. By the fundamental theorem of conformai mapping there exists a function z = 4>iw) which maps the region Rs conformally on the unit circle | z | < 1 of the z-plane. This function <p(w) is infinitely multiple-valued in the region Rs if Rs is multiply connected. The Riemann surface $K of <p(w) is the universal covering surface f of the region Rs. Such a covering surface is unramified relatively to Rs and consequently can have non-algebraic singularities only over the points of the set 5. Let us now consider the inverse function w=fiz) of z = 0(w). This function/(z) is always single-valued, analytic, and bounded in the circle | z | <l:|/(z) | <1. The boundary function/*(e*) is defined by Fatou's theorem in almost all points of the circumference r = l, O^0^27T. Denote by E the set of all those points of the circumference at which f*(eie) assumes a value belonging to the set S. Since 5 is of logarithmic measure zero, it readily follows from a theorem of R. Nevanlinnaf that the set E is linearly measurable and of measure zero. Furthermore, it may be shown that the equation f*ieie) =a, where a is any complex number of modulus less than one, has a solution if, and only if, the point w = a is a point of the set 5. Hence, | f*ieu) | < 1 for a set of values of 0 which is of measure zero. Thus, for almost all values of 0 we have \f*ieie) | = 1. This shows that the function/(z) is of class (v4). On the other hand, it is immediately apparent from the definition of fiz) that f(z) omits in the circle | z \ < I all values corresponding to points of the set S. This proves our initial assertion.
Incidentally, we notice that, according to Theorem 5, f(z), being of class iA) and possessing singularities on the boundary | z | =1, assumes a set of values everywhere dense in the circle | z | <1. This proves that the region Rs is everywhere dense in the circle | w \ < 1. Hence, if the set 5 is removed from the interior of the circle | w | <1, there remains a single connected region Rs.
With the aid of Theorem 11 we now prove the following theorem:
Theorem 13. Let S be a set of interior points of the circle | w \ < 1 which is closed relatively to the circle and of logarithmic measure zero. Denote by Rs the region which is obtained by removing the points of the set S from the interior of the circle \ w \ < 1. Let z=<p(w) be an arbitrary function which maps Rs conformally on the circle | z | <1. Then the inverse function w=f(z) of z = 4>(w) may be represented as a linear function of a Blaschke product:
From the discussion which has preceded the statement of this theorem, it is evident that/(z) is of class (^4) in the circle | z \ <l and assumes infinitely often in this circle every value of modulus less than one which corresponds to an interior point of the region Rs. Furthermore, no such value a can be a convergence value of/(z), for the Riemann surface dts is unramified relatively to Rs-Consequently, according to Theorem 11, whose hypotheses are satisfied by the function/(z), the inverse function/(z) of the mapping function 0(w) may be represented as a linear function of a Blaschke product Biz) of the form (15.1). Since/(z) clearly omits all values of S, this theorem also shows that to any set S of logarithmic measure zero and closed relatively to the circle | w | < 1 there corresponds a Blaschke product, or a linear function of a Blaschke product, which assumes all values of modulus less than one infinitely often in the unit circle | z | <1 save those belonging to the set 5 which it omits.
16. Theorem 13 is of some interest in the light of a recent remarkable investigation of Besicovitch. t Among other things Besicovitch generalizes Weierstrass's theorem on the behavior of single-valued analytic functions in the neighborhood of an isolated essential singularity to the case of a nonisolated one. His theorem is as follows :
Theorem of Besicovitch. If the set E of essential singularities of a singlevalued analytic function f(z) is of linear measure zero, then the set of values of f(z) in the neighborhood of each of the points of E is everywhere dense on the complex plane.
It is natural to inquire whether or not it is possible to extend Picard's theorem in an analogous manner. Theorem 13 gives us the means of answering this question negatively, thus showing that the hypothesis of an isolated essential singularity, while not necessary for Weierstrass's theorem, cannot be dropped in Picard's theorem. In fact, we shall prove the following assertion :
There exist single-valued functions f(z) analytic in the whole z-plane except for a set E of essential singularities of linear measure zero and omitting a nondenumerable set 2 of values of logarithmic measure zero.
Let us consider an arbitrary, closed, non-denumerable set of points 5 of logarithmic measure zero containing the origin w = 0 and lying in the interior of some circle | w | <p < 1. On removing the points of the set 5 from the circle | w | <1, we obtain a region Rs. Let w=f(z) be the inverse function of that function z = <p(w) which maps Rs conformally on the circle | z | <1, carrying three preassigned points of the circumference | w \ = 1 into three preassigned points of the circumference \z | = 1. According to the result of §15, the boundary function f*(eie) has the property that (16.1) |/V)1-1 for almost all values 0 in the interval 0 ^ 0 ^ 2tt. We shall prove now that every point z = eie« for which \f*(eiH) \ = 1 is a point of analyticity of f(z). To this purpose, consider the radius 0 = 0O and the image L of this radius, by w =/(z) on the universal covering surface '¡Rs of the region Rs. It is clear that the projection of the curve L on the w-plane tends to a point w^e*» of modulus one. We shall now show that the curve L from a certain point on lies wholly on one sheet of the Riemann surface 9îs. If this were not the case, then L would have to wind infinitely many times around branch points. Since, however, '¡Rs has no branch points in the ring p < | w \ < 1, the curve L either would have to wind infinitely often in the ring p < | w \ f A. S. Besicovitch, On sufficient conditions for a function to be analytic, Proceedings of the London Mathematical Society, (2), vol. 32 (1931), pp. 1-9.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use <1 or would have to penetrate the circle | w \ <p infinitely many times. In either case, its projection would not tend to a single limit point. Hence, the curve L from a certain point on lies on a single sheet of "¡Rs and terminates in a definite boundary point P of 9?s which lies over the point w = ei". Now, the function z = <t>iw) is clearly analytic in the point P and </>'(P)^0, since it is an interior point of the free analytic curve | w \ = I, that is, of a curve whose points are not limit points of boundary points not belonging to the curve. Hence,/(z) is analytic in the point z = ei9°. Consequently, by virtue of (16.1) fiz) is analytic and of modulus one in almost all points of the circumference | z | = 1 which form an open, everywhere dense set. By Schwarz's reflection principle /(z) may be continued analytically across points of this open set on the circumference | z | = 1 in accordance with the functional relation /(1/z) = (l/fjz) Since the set 5 was so chosen as to contain the origin w = 0 this defines a function fiz) analytic in the whole plane except for a perfect nowhere dense set of linear measure zero of essential singularities on the circumference | z | = 1. Furthermore, if we denote by S' the image set of S by an inversion in the unit circle, it is evident that the function/(z) omits all values belonging to the set 2 = 5+5".
17. It is natural to inquire whether Theorem 13 still holds when the set 5 of logarithmic measure zero is replaced by a set of linear measure zero. The answer hinges on whether or not the inverse of the mapping function is of class (A). In the sequel we shall prove that in general the question is to be answered in the negative. The sets 5 with which we shall deal can be characterized as follows:
(1) 5 is closed.
(2) If the points of 5 are removed from the plane, the remaining set of points is connected.
(3) There exists a function sip) which is positive, continuous, and monotonically increasing for p >0 such that the integral r k sip) I -dp J0 P is finite for some positive value of k, and there exists a positive number « such that for every sequence of circles {C,} with the radii p, which cover 5 the inequality 00 X^P") > e [January is satisfied. All sets 5 satisfying conditions 1, 2, and 3 will be said to possess the property (K). Given a set S and a function satisfying condition 3, denote by C(X) the greatest lower bound of sums 22»"= i s(p>) corresponding to a sequence of circles {C,} of radii p, which cover 5 and such that p" = X. The function C(X) is non-increasing. Hence, limx-o C(X) =msS exists and will be called the 5-measure of the set S. Thus, if s(p) =pa (a>0), condition 3 states that S is of positive a-dimensional measure (in particular, a = 1 gives linear measure and a = 2 superficial measure). The 5-measure of a set, however, may also be defined by means of the function 
.
It is evident that a set 5 with the property (K) may be of linear measure zero. In view of a later application which is to be made of the following result, we state it in the form of a lemma : We may remove the set 5 and the point at infinity, w= oo, from the whole w-plane, and thus obtain a new region A which we shall map conformally on the unit circle | t \ <l by means of a function / = $(w). Consider the inverse function w = F(t) which is single-valued and analytic in the circle [ 11 < 1. R. Nevanlinna proved that F(t) may be represented as the quotient of two functions each of which is analytic and bounded in the circle | /1 < l.f Hence, as may be easily seen from a theorem of F. and M. RieszJ, (17.2) KmF(pe") = F*(e") (t = pe")
exists for almost all values of t in the interval 0 -=r ^27r. Nevanlinna further shows that each finite convergence value (17.2), when represented as a point in the w-plane, is a point of the set 5. Hence (17.3) mE(\F*(e")\ < X) = 2x,
where by hypothesis X < 1.
Consider now the set G of all those points of the circle | t \ < 1 in which | F(t) | <1. This set of points is evidently open and, as we shall show now, connected. If the set G is not connected, it may be decomposed into two or more connected open subsets Gh G2, ■ ■ ■ . Let d and G2 be any two of these subsets and let h be a point of G\ and t2 a point of G2. Let / be any continuous path in the circle | t \ < 1 connecting h and t2. Then, there exists at least one point to on I for which | F(t0) \ = l. But now F(t) maps the unit circle | /1 <1 in a one-to-one manner and conformally on the universal covering surface 9Îa of the region A. Consequently, the curve / is mapped on a curve L lying on the surface SRa joining two points wx and w2 which lie over two interior points of the circle | w \ < 1 and passing through at least one point w0 which lies over some point of the closed region | w | = 1. We know, however, from the definition of the region A that the surface 9Îa is unramified over the region X < | w | < oo. Hence, we may deform the curve L continuously into a curve V which joins the points Wi and w2 and lies wholly over the interior of the circle | w|<l.
Hence, the curve / may be deformed continuously into a curve /' which joins the two points h and h and on which | F(t) | <1. Hence, the two sets Gi and G2 could not have been distinct. This proves that G is a connected open set.
The region G cannot be wholly contained in any circle | /|<r<l. Furthermore, as follows easily from the maximum principle of analytic func-tions, the region G is simply connected. Consider now that connected part ¡Ra' of the surface ¡Ra into which the region G is mapped by the function w = F(t). From the definition of G it follows that ¡Ra' is that part of the surface ¡Ra which lies over the region Rs. Furthermore, from the simple connectivity of G follows the simple connectivity of ¡Ra ■ Hence, ¡Ra' is a simply connected, unramified, and unbounded covering surface of the region Rs. It follows from this at once that ¡Ra' is the universal covering surface ¡Rrs oîRs-To sum up the preceding, we have obtained a simply connected subregion G of the circle | /1 < 1 which is mapped in a one-to-one manner and conformally by w-F(t) on the universal covering surface *¡Rrb of the region Rs-18. Denote by w=f(z) the inverse function of some function z = <p(w) which maps the region Rs conformally on the circle | z | <1. The function w =f(z) maps, therefore, the circle | z | < 1 in a one-to-one manner and conformally on the universal covering surface ¡Rrs of the region Rs. Consequently, by virtue of the result of §17 the function t= $>(/(z)) establishes a one-to-one conformai map between the circle \ z | < 1 and the subregion G of \t\<l.
Before completing the proof of the lemma, it is necessary to make some additional remarks about the region G. If the point t = eiT* is such that
exists, then by virtue of the fact that F(t) can be represented as the quotient of two bounded functions and by Lindelöf's theorem it follows that the limit (18.1) exists uniformly in every angle smaller than 180° whose vertex lies in the point e"o and whose bisector falls along the radius joining the origin t = 0 with the point eir». From (17.3) it follows by applying Egoroff's well known theorem that there exists a perfect set £2 of positive measure on the circumference | /1 = 1 and a positive number r0 < 1 such that if eir is an arbitrary point of ß and A (e") an angle of 60° whose vertex lies in the point eiT and whose bisector falls on the radius joining the origin / = 0 with the point t = e", then | F(t) | <1 for every point t of the angle A(eiT) whose distance | 11 from the origin is greater than r0. That part of the angle A (e") whose points lie at a distance not less than r0 from the origin will be denoted by B(eiT). Since G was defined as the totality of those points of the circle | t \ < 1 for which | F(t) \ <1, it follows that the region B(eir) lies wholly within G for every point e" belonging to the set ß. Now, the set C Q, complementary to Í2 is open and consists of denumerably many open arcs anbn of the periphery | /1 = 1, no two arcs having any points in common. Through each end point an and bn draw a line forming an angle of 30° with the corresponding radius. These two lines intersect in a ¡Rrs and terminating in some point which lies over a point of the set S. The function z = (p(w) maps y' on an arc y" which terminates in some point P" of |z| =1 belonging to the set J£(|/*(ew)| <1) which by (17.1) is of measure zero.
Consider now a function v(z) defined and bounded in the unit circle | z | <1: | v(z) | <1, and such that it does not tend to any limit along all paths terminating in points of the set E( \f*(eiB) | <1). That such functions exist is known from a result of Lusin and Priwaloff.f We have seen in the beginning of §18 that the function t = <i>(/(z)) maps the circle | z | = 1 in a one-to-one manner on the region G. Denote by z = g(t) the inverse function and consider the new function p(f) = v(g(t)). It follows from the last paragraph that fjt(t) approaches no limit along any path of the region G (and in particular of the region G') terminating in points of that subset of Í2 which lies on the arc bnan+i. We thus obtain a bounded analytic function n(t) in a region G' bounded by a single rectifiable Jordan curve and a set of boundary points of G' of positive linear measure such that p.(t) tends to no limit along any path in G' terminating in a point of the set. This, however, contradicts a known theorem.$ Thus the assumption (17.1) leads to a contradiction. Consequently, mE(\f*(eie)\ <1)>0, and/(z) is not of class (A).
20. By means of the lemma just established we prove is satisfied in almost all points of the circumference | t \ = 1. This, however, contradicts the fact that the relations (20.2) hold for a set of positive measure on the circumference 11 \ -1. Thus, our assumption that for some function sip) the 5-measure of the set S is positive has led to a contradiction. This proves the theorem.
As an immediate corollary of Theorem 14, we state the following extension of Schwarz's reflection principle:
Let w =/(z) be a bounded analytic function in the unit circle \ z \ < 1 : l/W|<l. * s(p) -dp
o P is finite for some k. Iff(z) does not assume in the unit circle \ z \ < 1 values which form a set of positive s-measure in the circle \ w \ < 1, then f(z) may be continued analytically beyond the arc A in accordance with the functional relation /V7/ /w ' Harvard University, Cambridge, Mass.
