An unconstrained problem with nonlinear objective function has many applications. This is often viewed as a discipline in and of itself. In this paper, we develop a computer technique for solving nonlinear unconstrained problems in a single framework incorporating with Golden section, Gradient Search method. For this, we first combine this algorithm and then develop a generalized computer technique using the programming language MATHEMATICA. We demonstrate our computer technique with a number of numerical examples.
I. Introduction
In this paper, we review the basic algorithms for convex and concave quadratic programming (QP) that are part of the Optimization subroutine Library. Optimization might be defined as the science of determining the "best" solution to certain mathematically defined problems, which are often models of physical reality. It involves the study of optimality criteria for problems, the determination of algorithmic methods of solution, the study of the structure of such methods and computer experimentation with methods, both under trial conditions and on real life problems. There is an extremely diverse range of practical applications. These include chemical reactor design, resource allocation, scheduling, blending, data fitting and penalty functions. By nature, optimization techniques are iterative, and in most cases, usually contain a line search step. The aim of this work is to numerically evaluate the performance unconstrained Non-linear Programming Problems (NLPP).
Like linear programming (LP), NLPP is a mathematical technique for determining the optimal solutions to many business problems. But NLPP come in many different shapes and forms. Unlike the simplex method for LP, no single algorithm can solve all these different types of problems. So, we study here not only for the unconstrained NLPP optimization problem but also the constrained NLPP optimization. Finally, we successfully complete this work into a single framework. A 1-D simplex search algorithm was presented by Choo and Kim [20] and they worked only with minimization unconstrained NLP problems. However, because of difficulty of analyzing non-linear calculations, the vast majority of questions that are important to the performance of optimization algorithms in practice usually left unanswered M. J. D. Powell [21] .
Actually, Ayoade [18] worked on the one dimensional simplex search only minimization type of problems for several variables using a Fortran 77 program was developed to implement his technique. So that our aim is to develop how we can solve unconstrained problems with maximization and minimization. This technique is incorporated with one dimensional Golden section method and multivariable Gradient Search method. In this section, we discuss some basic definitions and theorems.
Preliminaries

Unconstrained NLPP Optimization
Unconstrained optimization problems have no constraints, so the objective is simply to
Maximize
over all values of The necessary conditions that a particular solution be optimal when f(x) is a differentiable function and when is a concave function, this condition also is sufficient, so then solving for reduce to solving the system of n equations obtained by setting the n partial derivatives equal to zero. Unfortunately, for nonlinear functions , these equations often are going to be nonlinear as well, in which case you are unlikely to be able to solve analytically for their simultaneous solution. When a variable does have non negativity constraint 0, the preceding necessary and (perhaps) sufficient condition changes slightly to For each such .
In this paper, we develop a computer technique incorporate with Golden Section, Gradient Search. Our program can solve any kind of unconstrained NLP with faster than the above methods which we mention earlier. So, this program will save our time. And also one does not need to be confused about unconstrained type of the NLPP.
The rest of the paper is organized as follows. In the section 2 and 3 are based on one variable and multivariable unconstrained Optimization problems respectively. In section 4, we take care on results and discussions with a number of numerical examples. In Section 5, we combine algorithm and develop a computer oriented program for solving any type of unconstrained NLPP problems using MATHEMATICA with input output procedure. In the last section, we give a comparison.
II. One Variable Unconstrained Optimization
We now begin discussing how to solve some of the types of problems just describe by considering the simplest case unconstrained optimization with just a single variable x, where the differentiable function to be maximized is concave. Thus the necessary and sufficient condition for a particular solution to be optimal (a global maximum) is If this equation can be solved directly for , we can done. However, if
is not a particularly simple functions, so the derivative is not just a linear or quadratic function, it may not be able to solve the equation analytically. If not, the one-dimensional search procedure provides a straightforward way of solving the problem numerically.
III. Multivariable Unconstrained Optimization
Now consider the problem of maximizing a concave function of multiple variables when there are no constraints on the feasible values. Suppose again that the necessary and sufficient condition for optimality, given by the system of equations obtained by setting the respective partial derivatives equal to zero, cannot be solved analytically, so that a numerical search procedure must be used. Hence one-dimensional search procedure be extended to this multidimensional problem.
IV. Results & Discussion
In this section, we present a number of numerical examples to show the efficiency of our technique. Also we show the complexity of the manual process of different types of problems for solving unconstrained NLP problems 
Solution
It is easy to see that the given problem is concave. Now we will solve this problem by Gradient Search method.
Iteration 1
Let, is the initial solution.
This implies =(1,0) with =1. Iteration 2 =(0,1/2) + t (1,0)=(t,1/2) f =f(t,1/2)= t --1 f'(t)=1-2t=0 This implies t=1/2.
(1/2,1/2). =(0,1) with =0.707 Similarly after some iteration we get the iteration 6
Iteration 6
This implies t=7/8. with Similarly, we will get the desired results.
Example 3
The function to be maximized is (Liberman [3] ) . ,
Example 4
Consider maximizing the function (Taha
Real life examples of Unconstrained NLP Example 5
If costs a monopolist $5/unit to produce a product. If he produces x units of the product, then each can be sold for 10-x dollars (0≤x ≤ 10). To maximize profit, how much should the monopolist produce?(Wayne L. Winston [4] ).
Example 6
A monopolist producing a single product has two types of customers. If units are produced for customer 1, then customer 1 is willing to pay a price of 70-dollars. If Units are produced for customer 2, then customer 2 is willing to pay a price of 150-15 dollars. For x>0, the cost of manufacturing x units is 100+15x dollars. To maximize profit, how much should the monopolist sell to each customer? ( Winston [4 ] ).
Example 7
Consider the following unconstrained optimization problem: (Liberman [3 ] ) Maximize Starting with initial solution (1,1,1) .
V. A Generalized NLP Technique
In this section, we first improve an algorithm for solving unconstrained type of NLPP. Then we develop a code using programming language MATHEMATICA [7] . Algorithm Step1: Input number of variables v.
Step 2: If number of variables v=1, then go to the following Sub-Step. Sub-Step 1:Let, be the optimal solution to the NLP Max f(x) s/t. . 
Stop.
In the next section, we develop a computer technique for solving unconstrained type of NLP problems.
Computer technique for Unconstrained NLP
In this section, we developed a code for solving NLP problems.
Programming Input and Output systems
In this section we have to take data of the various types of problems using the run file "Local kernel box" to get the results. In this program, we have used two module functions BA[GOLDEN_], MA [GRADIENT_] . The main module function is main [unconcons_] which call all the module functions define above. The combined programming input output is presented as follows.
When we run the above program this call the number of variables, initial values & the objective function e.t.c.. When these requirements complete then it automatically choose any of the module function between the two module functions. Similarly, it these sub module function take some input such as number of variables in the form {x1, x2, … , xn}. When we give the required statement we must press "Enter" individually for each required statement. Finally, we will get the desired results as the following way. 
Example 1
VI. Comparison and Discussion
In this section, we give a time comparison chart to show the efficiency of our technique. We used the computer configuration as: Processor: Intel(R) Pentium(R) Dual CPU E2180@2.00GHZ 2.00GHZ, Memory (RAM):1.00 GB and the System type: 32-bit operating system. The input-output shows that our technique can be worked on the multiple variables of NLP problems. We also present the time comparison of our technique and the build in command. 
Conclusion
In this paper, we developed a combined algorithm and its computer program incorporated with the conservatory of traditional Golden section, Gradient Search method for solving unconstrained NLP problems. We demonstrated our algorithm and program by a number of numerical examples. We observed that the result obtained by our procedure is completely identical with that of the other methods which are laborious and time consuming. We therefore, hope that our program can solve any type of unconstrained NLP and will save our time and labor.
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