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Abstract—Deep neural networks achieve state-of-the-art perfor-
mance for a range of classification and inference tasks. However,
the use of stochastic gradient descent combined with the noncon-
vexity of the underlying optimization problems renders parame-
ter learning susceptible to initialization. To address this issue, a
variety of methods that rely on random parameter initialization
or knowledge distillation have been proposed in the past. In this
paper, we propose FuseInit, a novel method to initialize shallower
networks by fusing neighboring layers of deeper networks that
are trained with random initialization. We develop theoretical
results and efficient algorithms for mean-square error (MSE)-
optimal fusion of neighboring dense-dense, convolutional-dense,
and convolutional-convolutional layers. We show experiments for
a range of classification and regression datasets, which suggest
that deeper neural networks are less sensitive to initialization
and shallower networks can perform better (sometimes as well
as their deeper counterparts) if initialized with FuseInit.
I. INTRODUCTION
A prominent approach to improving the performance of
artificial neural networks is to increase the number of network
parameters [1], [2]. Theoretical and empirical evidence in [3]–
[5] suggest that over-parametrization (more parameters in the
network than in the training data) enables one to find better
minimizers (and often faster) and reduce the generalization
error. Furthermore, reference [6] has shown that finding global
minimizers can be easier for sufficiently large networks.
Unfortunately, the deployment of deep neural nets with
a large number of parameters in resource-constrained sys-
tems, such as mobile devices, unmanned aerial vehicles,
autonomous cars is extremely challenging in terms of both
storage and computation [7], [8]. Fortunately, the parameters
of deep networks often exhibit high redundancy and, with
appropriate initialization schemes, shallower networks can
in many situations be trained to perform as well as their
deeper counterparts [9], [10]. For example, reference [11]
has demonstrated that one can substantially compress the
number of parameters in deep networks, but training of such
shallower networks directly, without using a deeper network, is
a notoriously difficult task. In many situations, the success
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or failure of training shallower networks depends on the
initialization method—the design of powerful initialization
strategies, however, remains an active research area.
A. Contributions
We propose FuseInit, a principled network initialization
method. The key idea of FuseInit is to first train a deeper
neural network with initialization methods that rely on random
weights—the deeper network is then used to initialize a
shallower network by fusing neighboring layers. Using a
classical result by Bussgang [12], we develop new theory
for mean-square error (MSE)-optimal fusion of neighboring
dense-dense, convolutional-dense, convolutional-convolutional
layers with arbitrary activation functions. We propose efficient
algorithms for FuseInit that scale favorably to deeper neural
networks and large datasets. To demonstrate the efficacy of
our approach, we show experimental results for a range of
classification and regression datasets. Our results suggest that
deeper networks are less sensitive to initialization and shallower
networks can perform better (sometimes as well as their deeper
counterparts) if initialized with FuseInit.
B. Relevant Prior Art
The majority of parameter initialization schemes for neural
nets deployed in practice rely on randomly initialized network
parameters. A widespread approach to random initialization
is the use of zero-mean Gaussian random variables with
small variance (e.g., 0.01) [13]. Reference [14] proposed
random initialization with a variance that depends on the
number of inputs and outputs of the layer to be initialized.
Reference [15] improved upon this approach for networks with
ReLU activations by using random variables with variance 2/N ,
where N stands for the number of inputs to the target
layer. Other methods that focus particularly on deep network
initialization with random parameters have been proposed in,
e.g., [16], [17]. Our focus is on initializing shallow networks.
FuseInit combines random initialization with an expansion-
and-fusion strategy: To initialize a target network, first add
one (or multiple) layers to the network, initialize the deeper
network with random parameters, train it, and finally fuse it
to the smaller target architecture.
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Fig. 1: The three considered scenarios of fusing neighboring dense and/or convolutional layers.
A prominent approach to train shallow neural networks from
deep networks is knowledge distillation [18]. This approach
builds upon the idea of imposing the outputs of a deeper
teacher network to the outputs of the shallower student network.
FuseInit differs from such methods as it starts directly from
a deeper network and successively fuses neighboring layers
to initialize the parameters of the shallower network instead
of training the shallower (student) network with the outputs
of the deeper (teacher) network from scratch. FuseInit can
be combined with such methods by initializing the student
network, which can then be trained via knowledge distillation.
ExpandNet is a recent initialization method for shallow
networks [19]. The idea is to learn shallow nets by expanding
each layer into multiple linear layers and training the expanded
network. FuseInit differs from this approach in the following
ways. While ExpandNet is using linear layers, FuseInit is
able to optimally fuse nonlinear layers. FuseInit also uses
the MSE-optimal fusion weights as a starting point to retrain
the shallower network. Our experiments indicate that this
re-training step significantly improves the performance of
the shallower network. While ExpandNet only relies on
experiments, we provide theory for MSE-optimal fusion of
neighboring layers and use experiments to demonstrate the
effectiveness of FuseInit. We furthermore provide an MSE
analysis for the fused layers, which provides a metric that can
be used to determine which layers to fuse.
Slightly less related to FuseInit is the plethora of network
simplification methods that aim at reducing the number of
parameters of deep neural nets; see, e.g., [20], [21] and
the references therein. Pruning methods are among the most
prominent ones and remove network parameters based on their
magnitude [22] or the cost function [23]–[25]. Other network
simplification methods include quantization [26]–[28], sparsity
[29], and low-rank structure [30]. The concept of FuseInit can
be generalized for a range of network architectures, including
networks with sparse and low-rank structure.
II. FUSEINIT: MSE-OPTIMAL NEURAL NETWORK
INITIALIZATION VIA LAYER FUSION
We now detail FuseInit for the three cases illustrated in
Figure 1: (a) Two dense layers are fused into one dense layer,
(b) one convolutional layer and one dense layer are fused into
one dense layer, and (c) two convolutional layers are fused
into a convolutional layer. We first summarize the notation
and then present theoretical results for MSE-optimal fusion
of neighboring layers. Finally, we show an efficient FuseInit
algorithm that scales to deep neural networks and large datasets.
A. Notation
Lowercase and uppercase boldface letters represent column
vectors and matrices, respectively. For a matrix A, the transpose
is AT , and the ith row and jth column entry is A[i, j]. For a
vector a, the ith entry is a[i], and the sub-vector containing
the ith to jth entries is a[i : j] = ai:j ; furthermore, a[i : j :
k] = ai:j:k stands for a vector consisting of one entry every
other k entries taken from the ith to the jth entries of vector a;∑L
i=1,i+=s a[i] denotes summation of a[i] starting from index
1 to L with strides of s. The `2-norm of a is ‖a‖2; flip(a)
denotes a vector a with its entries in reverse order.
B. FuseInit for Dense-Dense and Convolutional-Dense Layers
Consider the following model for two consecutive layers
of a neural network, with a0 ∈ RL0 as the input to the first
layer and a2 ∈ RL2 as the output of the second layer. Note
that these can be any two neighboring layers in a deep neural
network, as long as the second layer is a dense, fully-connected
layer. As it will be clear later, there are no restrictions on the
first layer since we only need its empirical moments. The
function H1(·) fully characterizes the input-output relation of
the first layer. Let the second layer use activation function f2(·),
weight matrix W2 ∈ RL2×L1 , and bias vector b2 ∈ RL2 . The
following model describes the end-to-end input-output relation
of the two neighboring layers:
a2 = f2(W2a1 + b2) and a1 = H1(a0). (1)
Note that the inputs to the first and second layers may not
be vectors; in this case, we vectorize a0 and a1. In order to
fuse two neighboring layers into one, we use the following
three-step procedure. In the first step, we train the parameters
of the entire network by random initialization using a standard
training method, e.g., stochastic gradient descent. In the second
step, we use the trained parameters to fuse the first and second
layer into a single dense layer with input-output relation
a2 = f2(W˜a0 + b˜), (2)
where W˜ ∈ RL2×L0 is a new weight matrix and b˜ ∈ RL2
a new bias vector; we keep the activation function f2(·) of
the second layer. We select the new weight matrix and bias
vector to minimize the MSE between the output of the initial
two layers (1) and the output of the new fused dense layer (2).
Mathematically, we solve the following optimization problem:
{W˜?, b˜?} = arg min
W˜∈RL2×L0 ,b˜∈RL2
MSE. (3)
Here, the MSE is defined as
MSE = E
[∥∥(W˜a0 + b˜)− (W2H1(a0) + b2)∥∥22] , (4)
where the expectation E[·] is over the distribution of the input
vector a0. In the third step, we retrain the entire fused neural
network (including other layers) by initializing the fused layer
with the new weight matrix W˜? and new bias vector b˜?
obtained from solving (3). We note that while minimizing the
MSE is not necessarily optimal in terms of classification or
regression performance, it yields analytical expressions and
efficient algorithms (see Section II-D).
The following result for MSE-optimal weights and biases
builds upon the nonlinear signal decomposition by J. J. Buss-
gang in [12]. See Appendix A for the proof.
Theorem 1. Let (1) be the input-output relation of two
neighboring layers of a trained neural net. Define the vectors
a0 = E[a0] and a1 = E[a1] = E[H1(a0)], where expectation
is over the distribution of a0. Define the covariance matrix
Ca0 = E
[
(a0 − a0)(a0 − a0)T
]
, (5)
and the cross-covariance matrix
Ca1a0 = Ea0
[
(a1 − a1)(a0 − a0)T
]
. (6)
By assuming that the covariance matrix Ca0 is full rank, the
new weight matrix W˜? and bias vector b˜? of the equivalent
layer (2) that minimizes MSE in (4) are given by
W˜?= W2Ca1a0C
−1
a0 and b˜
? = W2a1 + b2 − W˜?a0. (7)
The only assumption required in Theorem 1 is that the
matrix Ca0 has full rank; a more general condition is to use any
new weight matrix W˜? for which W˜?Ca0 = W2Ca1a0 . In
our experiments with the algorithm detailed in Section II-D, we
have not observed this matrix to be rank deficient. Furthermore,
we emphasize that the method in Theorem 1 can also be used
to fuse more than two consecutive layers and more general
network structures—in this case, the function H1(·) simply
represents the effect of multiple layers.
From Theorem 1, we can obtain the following compact
expression for the MSE incurred by layer fusion; a short
derivation is given in Appendix B.
Corollary 1. The MSE of the fused layer in (4) obtained by
Theorem 1 is given by
MSE = trace
(
W2
(
Ca1 −Ca1a0C−1a0 Ca0a1
)
WT2
)
. (8)
We note that this result can be used to determine which
layers in a network to fuse. A detailed study on methods that
select the best layers to fuse is left for future work.
C. FuseInit of Convolutional-Convolutional Layers
Consider the following model for two consecutive convolu-
tional layers of a neural network. For the sake of simplicity,
we detail the 1-dimensional case. The first layer has M
input channels, each of length L0, i.e., {a10, . . . , ,aM0 }, and
N output channels, each of length L1, i.e., {a11, . . . ,aN1 }.
The second layer has P output channels, each of length L2,
i.e., {a12, . . . ,aP2 }. In what follows, we assume that the the
following zero-padding strategy is implemented.
Definition 1. If the vector x is convolved with a filter of
length k, then we pad the first and last entries of x with bk2 c
and bk−12 c zeros, respectively. This zero-padding operation is
denoted by ZS(x).
The following model describes the input-output relation of
the two neighboring convolutional layers:
an1 = f1
(∑M
m=1 h
m,n
1 ∗ am0 + bn1
)
, n = 1, . . . , N (9)
ap2 = f2
(∑N
n=1 h
n,p
2 ∗ an1 + bp2
)
, p = 1, . . . , P. (10)
Here, the superscripts for the filters hm,n1 and h
n,p
2 denote
the input and output channel index, respectively. We assume
that the convolutions performed with the filters hm,n1 and h
n,p
2
have stride s1 and s2, respectively. The functions f1(·) and
f2(·) describe each layer’s activation function and a max-pool
of stride r1 and r2; these functions can also represent batch
normalization or dropout.
To fuse two neighboring convolutional layers into one, we
use a three-step procedure similar to that in Section II-B. In
the first step, we train the parameters of the entire network
using random initialization. In the second step, we use the
trained parameters to fuse the two layers in (9) and (10) into
a single convolutional layer with input-output relation:
ap2 = f2
(∑M
m=1 h˜
m,p ∗ am0 + b˜p
)
, p = 1, . . . , P. (11)
Here, h˜m,p are new filter coefficients and b˜p new bias vectors;
we keep the activation function f2(·) of the second layer. Note
that the convolution has stride s˜ and uses the same zero-padding
strategy as defined above. As in Section II-B, we propose to
select the new filter coefficients and bias vectors to minimize
the MSE per output channel p between the output of the
initial two layers, denoted by C-MSEp. Put simply, we seek
the quantities h˜m,p, m = 1, . . . ,M , and b˜p that minimize
C-MSEp = (12)
E
[∥∥∥(∑Nn=1 hn,p2 ∗ an1 +bp2)−(∑Mm=1 h˜m,p ∗ am0 +b˜p)∥∥∥2
2
]
,
for p = 1, . . . , P, where expectation is over the distribution
of the input vectors am0 , m = 1, . . . ,M . In the third step, we
retrain the entire fused neural net (including the other layers)
by initializing the filters of the fused layer with the new filter
coefficients and bias vectors obtained by minimizing (12).
We obtain the following result for MSE-optimal filters and
bias vectors. The proof of the following theorem is provided in
Appendix C. In contrast to the proof in Appendix A for dense
layers, the proof for convolutional layers is more involved
considering that convolutional networks include input, output
channels, and zero-padding.
Theorem 2. Let (9) and (10) describe the input-output
relation of two consecutive 1-dimensional convolutional layers
of a trained deep neural network. Define am0 = E[am0 ],
m = 1, . . . ,M , and an1 = E[an1 ], n = 1, . . . , N . Furthermore,
define the auxiliary quantities
vp =
∑N
n=1 h
n,p
2 ∗ (an1 − an1 ), (13)
um = flip[Zs(am0 − am0 )], (14)
and assume that input vectors am0 from different channels m
are uncorrelated, i.e.
E
[(
am0 − am0
)(
am
′
0 − am
′
0
)]
= 0 for m 6= m′. (15)
Select a new filter length k˜. Then, the filter and bias vectors
that minimize (12) of the convolutional layer in (11) for input
and output channel indices m′ = 1, . . . ,M and p′ = 1, . . . , P
are given by
h˜m
′,p′ =
(
Um
′)−1
zm
′,p′ , (16)
b˜p
′
=
∑N
n=1 h
n,p′
2 ∗ an1 + bp
′
2 −
∑M
m=1 h˜
m,p′ ∗ am0 , (17)
with the two auxiliary quantities
Um
′
=E
[∑L0
i=1,i+=s˜
(
um
′
L0−i+1:L0−i+k˜
)(
um
′
L0−i+1:L0−i+k˜
)T]
(18)
zm
′,p′ = E
[∑L0
i=1,i+=s˜ v
p′ [ i−1s˜ + 1]u
m′
L0−i+1:L0−i+k˜
]
, (19)
where the filter h˜ has stride s˜ = s1r1s2.
Note that the above result requires the matrices Um
′
to
be full rank; in all our experiments in Section III, we have
not observed this matrix to be rank deficient. Furthermore,
the assumption in (15) may not hold in practice, especially if
the number of channels is large. In our experiments, however,
different channels were approximately uncorrelated. Similar
to Theorem 1, the above result can be used to fuse multiple
convolutional layers into one convolutional layer. In addition, a
generalization to two or more dimensional convolutions follows
analogously, but results in arduous expressions.
D. FuseInit in Practice
While the results in Theorems 1 and 2 enable compact
analytical expressions for MSE-optimal layer fusion, explicit
results for the first and second moments are often unavailable. In
fact, one would need to have knowledge of the data distribution.
In addition, even if the distribution were known perfectly,
analytically computing the first and second moment is often
difficult, even for simple distributions. Since a vast amount of
training data is available in most applications, we can replace
the exact moments with empirical moments computed with
training data. Algorithm 1 summarizes a practical approach to
FuseInit for the case of fusing a neural net into a dense layer—
the algorithm for fusing convolutional layers is analogous.
In Step 1, one can use any of the existing random initial-
ization methods. In our experiments, we will use zero-mean
Gaussian random variables with variance 0.05. Another widely
used initializer is He-initializer in [15], where we sample from
a truncated zero-mean Gaussian distribution with variance 2/N
(N is the number of inputs). We have excluded results for the
Algorithm 1 Practical FuseInit algorithm for fusing dense-
dense and convolutional-dense layers
Let the architecture in (1) describe two consecutive fully-
connected layers and let the assumptions in Theorem 1 hold.
Then, FuseInit is given by the following 3-step process:
1) Train the original neural network using random initializa-
tion with T training data samples.
2) Using the trained parameters, compute the fusion weight
matrix W˜? and bias vector b˜? in (7) by first and second
empirical moments using the T training data samples.
3) Replace the two fused layers in (1) with the single dense
layer a2 = f2(W˜a0 + b˜). Retrain the fused network
by initializing the fused layer with W˜? and b˜? and the
remaining layers with the trained parameters from Step 1.
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Fig. 2: Comparison of validation accuracy for FuseInit and ran-
dom initialization for different convolutional nets on CIFAR-10.
FuseInit outperforms random initialization for the considered
scenario; the 5-layer FuseInit net achieves the same accuracy
as the randomly-initialized 6-layer net.
He-initializer as they are indistinguishable to our current results.
In Step 2, we only need to sample T vectors in the neural
network that correspond to T training samples to calculate
the necessary empirical moments (which we all compute in
parallel). As shown by [31], T only needs to be slightly
larger than the number of input dimensions of the layers (L0
and L1) for the empirical moments to be accurate estimates
of the true covariance matrices Ca0 and Ca1a0 . Hence, the
computational complexity of FuseNet is dominated by neural
network inference for the T training samples and empirical
computation of the two matrices Ca0 and Ca1a0 . In situations
where the layers contain thousands of nodes, the inversion
of Ca0 in (7) can be done implicitly using conjugate gradient
methods. Furthermore, for such large networks, storage of Ca0
and Ca1a0 becomes the major bottleneck. In Step 3, the network
is retrained using the same T training samples. As we will
show next, far fewer epochs are required to retrain the network
to achieve good performance.
III. EXPERIMENTAL RESULTS
We now demonstrate the efficacy of FuseInit on five datasets.
Tables I to V summarize the validation accuracy (or loss)
TABLE I: Validation accuracy of convolutional-dense layers
on CIFAR-10 dataset [32].
Algorithm FuseInit Random
6-layer: 32-32-64-64-128-128 – 0.8825± 0.0040
5-layer: 32-32-64-64-128 0.8826± 0.0041 0.8691± 0.0056
4-layer: 32-32-64-64 0.8535± 0.0046 0.8417± 0.0060
TABLE II: Validation accuracy of convolutional-dense layers
on Fashion-MNIST dataset [33].
Algorithm FuseInit Random
4-layer: 2-4-8-16 – 0.9107± 0.0024
3-layer: 2-4-8 0.9120± 0.0025 0.9104± 0.0017
2-layer: 2-4 0.9010± 0.0019 0.8971± 0.0024
1-layer: 2 0.8803± 0.0030 0.8756± 0.0043
TABLE III: Validation accuracy of convolutional-convolutional
layers on HAR dataset [34].
Algorithm FuseInit Random
2-layer: 18-36 – 0.962± 0.002
1-layer: 36 0.958± 0.005 0.958± 0.002
TABLE IV: Validation accuracy of convolutional-convolutional
layers on speech commands dataset [35].
Algorithm FuseInit Random
4-layer: 32-32-64-64 – 0.887± 0.005
3-layer: 32-64-64 0.880± 0.006 0.868± 0.003
TABLE V: Validation mean-absolute error (smaller is better)
of dense-dense layers on wireless positioning dataset [36].
Algorithm FuseInit Random
3-layer: 16-128-2 – 7.426± 0.112
2-layer: 16-2 7.221± 0.336 7.277± 0.472
1-layer: 2 12.273± 0.001 12.262± 0.0053
of FuseInit on CIFAR-10 [32], Fashion-MNIST [33], human
activity recognition (HAR) [34], speech commands [35] and
wireless positioning [36] dataset. For each row of each table,
we fuse one-by-one the layers of the network using FuseInit.
We then report the mean and standard deviation of the achieved
validation accuracy (or loss) over 10 trials in comparison
to a randomly initialized network. The left column lists the
number of nodes (channels) used per layer of the corresponding
dense (convolutional) network. Furthermore, we carry out a
sufficiently large number of epochs for all experiments so that
the validation accuracy (or loss) settles to a stable value.
To further illustrate the efficacy of FuseInit, we provide
Figure 2. This figure shows the mean and standard deviation
of the validation accuracy over training epochs for CIFAR-10.
Clearly, FuseInit provides a high-quality starting point for the
network parameters, which helps the network to converge to
an accuracy that is superior to that of randomly-initialized
networks with the same topology. (The accuracy jump at
epoch 75 is due to reduction of learning rate which is used to
improve performance.) Overall, our results indicate that neural
networks that are initialized with FuseInit perform better that
their randomly initialized counterparts.
IV. CONCLUSIONS
We have proposed FuseInit, a novel method to fuse neighbor-
ing layers in multi-layer neural networks. FuseInit can be used
to initialize shallower networks by first training deeper dense
or convolutional networks with random weight initialization
strategies, followed by layer fusion and retraining. For MSE-
optimal layer fusion, we have developed analytical results and
efficient algorithms. Our experiments on five datasets have
shown that FuseInit is able to consistently outperform random
weight initialization methods. Furthermore, our results reveal
that shallower networks can sometimes perform as well as their
deeper counterparts if initialized with FuseInit.
There are many avenues for future work. FuseInit can be
modified to train and initialize networks with special structure,
such as residual or sparse networks—a corresponding study is
part of ongoing work. The MSE expression in Corollary 1 can
potentially be used to identify the best layers that should be
fused in deep network architectures. Furthermore, since FuseInit
builds upon ideas from Bussgang’s theorem, one could study
lower-bounds on the information flow of neural networks.
APPENDIX A
PROOF OF THEOREM 1
We wish to minimize post-fusion MSE in (4). Our approach
builds upon a generalization of the nonlinear, scalar signal
decomposition by [12] to an affine vector decomposition.
Specifically, we first compute the new MSE-optimal bias
vector b˜?. Since (4) is a quadratic form, we can take the
derivative with respect to b˜ and setting it to zero, which yields
∂
∂b˜
E
[∥∥(W˜a0 + b˜)− (W2a1 + b2)∥∥22]= 0 (20)
∂
∂b˜
E
[
‖b˜‖22 + 2b˜T
(
W˜a0 − (W2a1 + b2)
)]
= 0. (21)
Here, expectation is over the distribution of the input data a0.
Basic matrix-vector calculus yields
b˜? = W2a1 + b2 − W˜a0, (22)
where a1 = E[a1] = Ea0 [H1(a0)] and a0 = E[a0]. Next, we
replace b˜ in MSE expression and take the derivative with
respect to the new weight matrix W˜ and set it to zero:
∂
∂W˜
E
[∥∥W˜ (a0 − a0)−W2 (a1 − a1)∥∥22]
= E
[
∂
∂W˜
‖W˜ (a0 − a0) ‖22 + ‖W2 (a1 − a1) ‖22
−2 (a1 − a1)T WT2 W˜ (a0 − a0)
]
(23)
= W˜Ca0 −W2Ca1a0 = 0. (24)
This expression results in the one provided in (7). Note that
even if Ca0 is not invertible, the result in (24) can be used
to find an MSE-optimal weight matrix by computing a matrix
W˜ that satisfies the following condition:
W˜Ca0 = W2Ca1a0 . (25)
APPENDIX B
PROOF OF COROLLARY 1
As an immediate consequence of Bussgang’s decomposition
in [12], and with the optimal quantities W˜? and b˜ obtained
above, the MSE in (4) can be expressed as follows:
MSE = E
[
‖W˜ (a0 − a0) ‖22 + ‖W2 (a1 − a1) ‖22
]
−2 (a1 − a1)T WT2 W˜ (a0 − a0)
]
(26)
= trace
(
W˜Ca0W˜
T +W2Ca1W
T
2 − 2W˜Ca0a1WT2
)
(27)
= trace
(
W2Ca1a0C
−T
a0 Ca0a1W
T
2 +W2Ca1W
T
2
−2W2Ca1a0C−1a0 Ca0a1WT2
)
(28)
= trace
(
W2
(
Ca1 −Ca1a0C−1a0 Ca0a1
)
WT2
)
. (29)
Note that this expression requires invertibility of Ca1 .
APPENDIX C
PROOF OF THEOREM 2
In contrast to the simple derivation in Appendix A, the
proof for convolutional networks is more cumbersome. We
first compute the MSE-optimal bias vector b˜p
′
by taking the
derivative of the quantity C-MSEp
′
in b˜p
′
and setting it to zero,
i.e.,
∂
∂b˜p′
E
[∥∥∥∥∥
(
N∑
n=1
hn,p
′
2 ∗ an1 + bp
′
2
)
−
(
M∑
m=1
h˜m,p
′ ∗ am0 + b˜p
′
2
)∥∥∥∥∥
2
2
]
= 0, (30)
which, with basic matrix-vector calculus, yields the expression
in (17). We next replace the new bias vector b˜p
′
in C-MSEp
′
to obtain
C-MSEp
′
= E ‖∑Nn=1hn,p′2 ∗ (an1 − an1 )
−
M∑
m=1
h˜m,p
′ ∗ (am0 − am0 ) ‖22 (31)
Our next objective is to solve for the new filter vectors h˜m
′,p′
for any given m′ and p′. To this end, we take the derivative of
C-MSEp
′
in h˜m
′,p′ . By defining vp
′
=
∑N
n=1 h
n,p′
2 ∗(an1 − an1 ),
the derivative of C-MSEp
′
in h˜m
′,p′ simplifies to the following
expression:
∂
∂h˜m′,p′
C-MSEp
′
=
∂
∂h˜m′,p′
E
[
‖∑Mm=1 h˜m,p′ ∗ (am0 − am0 ) ‖22] (32)
− 2 ∂
∂h˜m′,p′
E
[
vp
′T (∑M
m=1 h˜
m,p′ ∗ (am0 − am0 )
)]
. (33)
In order to compute the convolution h˜m,p
′ ∗ (am0 − am0 ) for
m = 1, . . . ,M , we need to zero-pad the vector (am0 −am0 ). We
call the zero-padded vector zm0 = Zs(am0 − am0 ). To compute
the convolution, we slide the filter vector h˜m,p
′
over zm0 and
compute the resulting inner products. Hence, if the convolution
had a stride of 1, then the ith element of the convolution result
h˜m,p
′ ∗ (am0 − am0 ) is given by
z0[i : i + k˜ − 1]Tflip(h˜), (34)
or, equivalently,(
flip(zm0 [i : i + k˜ − 1])
)T
h˜
=
(
um[L0 − i + 1 : L0 − i + k˜]
)T
h˜. (35)
Here, we define um = flip(zm0 ). With a stride of s˜, we only
keep every s˜th element, i.e., we retain the indices ` ∈ [1 : L0 :
s˜].
We can now compute the derivative of C-MSEp
′
. We begin
by the first term in (32), which yields
∂
∂h˜m′,p′
E
[
‖∑Mm=1 h˜m,p′ ∗ (am0 − am0 ) ‖22] (36)
=
∂
∂h˜m′,p′
E
[
‖h˜m′,p′ ∗
(
am
′
0 − am
′
0
)
‖22
]
(37)
+
∂
∂h˜m′,p′
E
[
‖∑Mm=1,m 6=m′ h˜m,p′ ∗ (am0 − am0 ) ‖22] (38)
+
∂
∂h˜m′,p′
E
[∑M
m=1,m 6=m′
(
h˜m
′,p′ ∗ (am′0 − am
′
0 )
)T
(
h˜m,p
′ ∗ (am0 − am0 )
) ]
(39)
(a)
=
∂
∂h˜m′,p′
E
[
‖h˜m′,p′ ∗
(
am
′
0 − am
′
0
)
‖22
]
. (40)
Here, Step (a) comes from the fact that both (38) and (39)
are zero. Equation (38) is zero as it has no dependency on the
derivative in h˜m
′,p′ . To see why (39) is zero, we can expand
this expression using the convolution result in (35):
E
[∑M
m=1,m 6=m′
(
h˜m
′,p′ ∗ (am′0 − am
′
0 )
)T
h˜m,p
′ ∗ (am0 − am0 )
]
(41)
= E
[∑M
m=1,m6=m′
∑L0
i=1,i+=s˜
(
um
′
L0−i+1:L0−i+k˜
)T
h˜m
′,p′
(
h˜m,p
′)T(
um
L0−i+1:L0−i+k˜
) ]
(42)
(b)
=
∑M
m=1,m 6=m′
∑L0
i=1,i+=s˜ trace
((
h˜m,p
′
)T
E
[ (
um
L0−i+1:L0−i+k˜
)(
um
′
L0−i+1:L0−i+k˜
)T ]
h˜m
′,p′
)
, (43)
where Step (b) follows from the fact that we can cyclically
exchange terms under the trace operator. Using the assumption
that the input vectors am
′
0 and a
m
0 from different channels
m′ 6= m are uncorrelated, i.e.,
E
[
(am0 − am0 )(am
′
0 − am
′
0 )
T
]
= 0 (44)
it follows that
E
[(
um
L0−i+1:L0−i+k˜
)(
um
′
L0−i+1:L0−i+k˜
)T]
= 0, (45)
which causes the expression in (43) to be zero. While this
assumption may be violated in practice, it is reasonable
to assume that carefully-designed filter outputs should be
uncorrelated, because otherwise the filter channels would
exhibit redundancy. Furthermore, by using this assumption
within FuseInit, we implicitly learn new filter channels that
promote this property. We are now able to obtain a simple
expression of the derivative in (40) as follows:
∂
∂h˜m′,p′
E
[
‖h˜m′,p′ ∗
(
am
′
0 − am
′
0
)
‖22
]
(46)
(c)
= E
[
∂
∂h˜m′,p′
∑L0
i=1,i+=s˜∣∣∣∣(um′ [L0 − i + 1 : L0 − i + k˜])T h˜m′,p′ ∣∣∣∣2
2
]
(47)
= 2E
[∑L0
i=1,i+=s˜
(
um
′
L0−i+1:L0−i+k˜
)
(
um
′
L0−i+1:L0−i+k˜
)T ]
h˜m
′,p′ . (48)
Here, Step (c) follows from the convolution result in (35).
Next, we compute the second term in (33), which yields
− 2 ∂
∂h˜m′,p′
E
[
vp
′T
(∑M
m=1 h˜
m,p′ ∗ (am0 − am0 ))] (49)
(d)
= −2E [ ∂
∂h˜m′,p′
∑M
m=1
∑L0
i=1,i+=s˜ v
p′ [ i−1s˜ + 1]((
um
L0−i+1:L0−i+k˜
)T
h˜m,p
′
)]
(50)
= −2E
[∑L0
i=1,i+=s˜ v
p′ [ i−1s˜ + 1] u
m′
L0−i+1:L0−i+k˜
]
. (51)
Here, Step (d) follows from expanding the inner product
between vp
′
and
∑M
m=1 h˜
m,p′ ∗ (am0 − am0 ) and by using the
convolution result in (35). Finally, by summing (32) and (33)
and setting it to zero, we obtain
2E
[∑L0
i=1,i+=s˜
(
um
′
L0−i+1:L0−i+k˜
)(
um
′
L0−i+1:L0−i+k˜
)
T
]˜
hm
′,p′
− 2E
[∑L0
i=1,i+=s˜ v
p′
[
i−1
s˜ + 1
]
um
′
L0−i+1:L0−i+k˜
]
= 0,
(52)
or equivalently
h˜m
′,p′ = U−1V, (53)
where U and V are defined in (18) and (19).
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