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Abstract. This study evaluated the performance of the WRF-
ARW (Weather Research and Forecasting with Advanced
Research) weather prediction model in simulating the spa-
tial and temporal patterns of an extreme rainfall period over
a complex orographic region in north-central Portugal. The
analysis was performed during the rainy season and, more
specifically, the month of December 2009. In this period,
the region of interest was under the influence of a sequen-
tial passage of low-pressure systems associated with frontal
surfaces. These synoptic weather patterns were responsi-
ble for long periods of rainfall, resulting in a high monthly
precipitation.
The WRF model results during the study period were fur-
thermore evaluated with the specific objective to complement
gaps in the precipitation recordings of a reference meteoro-
logical station (located in Pousadas), the data of which are
fundamental for hydrological studies in nearby experimental
catchments.
Three distinct WRF model runs were forced with ini-
tial fields and boundary conditions obtained from a global
domain model: (1) a reference experiment with no nudg-
ing (RunRef); (2) observational nudging for a specific lo-
cation, i.e. the above-mentioned Pousadas reference station
(RunObsN); and (3) nudging to the analysed field (Run-
GridN). Model performance was evaluated, using several
statistical parameters, against a dataset of 27 rainfall sta-
tions that were grouped by elevation. The three model runs
had similar performances, even though RunGridN resulted
in a slight improvement. Regarding the other two experi-
ments, this improvement justifies its use for complementing
the surface measurements at the Pousadas reference station.
Overall model accuracy, expressed in root mean square error
(RMSE), of the three runs was comparable for the stations
of the different elevations classes. Even so, it was slightly
better for stations in the lowlands than the highlands. Fur-
thermore, model predictions tended to be less accurate for
stations located in rough terrain and deep valleys.
1 Introduction
Deterministic modelling of the complex interactions in na-
ture is a valuable instrument for scientists as well as policy
makers. Hydrological modelling is now widely used for ad-
dressing present and future problems such as water availabil-
ity for agricultural purposes and human consumption, surface
water contamination, and flooding risk.
Both short and high-intensity as well as prolonged and
low-intensity rainfall events can play a key role in catchment-
scale runoff generation and associated phenomena such as
flooding. Flood generation processes have been described by
numerous authors (e.g. Chow et al., 1988). Infiltration-excess
runoff generation, when rainfall intensity exceeds the infil-
tration capacity of soils, can be linked with flash floods in
small headwater catchments. Saturation-excess runoff gener-
ation, when large amounts of rainfall cause soils to become
saturated and prevent further infiltration, can be associated
with prolonged floods at larger spatial scales. The charac-
teristic spatio-temporal scale of infiltration-excess runoff is
small, ranging from minutes to hours and from 1 to 100 km2,
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while the scale of saturation-excess runoff is typically re-
lated to that of storm systems and weather fronts, rang-
ing from hours to days and from 100 km2 to continental-
scale river basins (Skøien and Blöschl, 2003). In the case
of Mediterranean-type catchments the maximum rainfall in-
tensity during 30 min has been indicated by several authors
as critical for surface runoff generation (e.g. Castillo et al.,
2003; Kirkby et al., 2005). Therefore, an analysis of the rain-
fall events that can provoke flooding must take these spatial
and temporal scales into account.
Rainfall–runoff studies generally use measured rainfall
data as input for analysis and modelling (e.g. Singh and
Frevert, 2002). Although “point” rainfall measurements
recorded by ground stations are considered to be reliable,
they tend to be sparse and highly variable in space as well as
over time (AghaKouchak et al., 2010). Furthermore, even a
high-density ground network may not adequately capture the
characteristic dimensions of the rainfall distribution (Hersh-
field, 1967). Advances in computational power are now mak-
ing it possible to use numerical weather prediction (NWP)
models for simulating precipitation processes with a spatial
and temporal resolution that is adequate for many hydrolog-
ical applications. The NWP model used in this study uses a
spatial grid cell resolutions of around 1 km× 1 km and tem-
poral resolutions of a few seconds. In fact, NWP models have
been used in climatic studies in order to evaluate the uncer-
tainties in temperature and precipitation data that are used
as input for hydrological models (e.g. Kotlarski et al., 2005;
Akhtar et al., 2009). He et al. (2009) used global ensem-
ble weather predictions systems to provide a probabilistic
and flood inundation forecast in an attempt to increase the
forecast lead times.
The physical basis of NWP models allows to use them to
test explicitly the current understanding of key meteorolog-
ical processes and, thereby, to provide a more solid founda-
tion for the explanation of meteorological measurements. In
the case of precipitation simulations, the obtained results de-
pend on key factors such as model domain horizontal reso-
lution (e.g. Heikkilä et al., 2011; Soares et al., 2012; Luna
et al., 2011), model domain size and position (Ferreira et
al., 2010a), vertical resolution (Aligo et al., 2009), physi-
cal parameterisations (Fernandez et al., 2007; Awan et al.,
2011), explicit cumulus and/or cumulus scheme parameter-
isations (Clark et al., 2007; Lenaerts et al., 2009; Luna et
al., 2011), associated seasonal weather systems (Awan et al.,
2011; Soares et al., 2012) and initial conditions (Lo et al.,
2008; Jankov et al., 2007).
Soares et al. (2012) applied the Weather and Research
Forecast (WRF) model to obtain a climatology of precipita-
tion over Portugal, using the ERA-Interim reanalysis data as
input forcing fields. Their study highlighted the importance
of the fine resolution in obtaining extreme precipitation val-
ues for a grid with a 9 km resolution over north-western Por-
tugal, i.e. the wettest region, also containing the domain used
in the present study. Heikkilä et al. (2011) obtained compa-
rable results with WRF for the North Atlantic and Norway
(using a grid with a 10 km resolution). Luna et al. (2011)
demonstrated the importance of the horizontal resolution in
simulating local precipitation events over Madeira Island. In
the same study, horizontal resolution was found to become a
less critical factor when rainfall was averaged in space and
time, indicating that the total amount of water within the do-
main remained approximately the same but its temporal and
spatial distribution was affected. Experiments with idealised
WRF runs with 3 km resolution showed that, for shallow con-
vection, model performance tended to be worse when using
the Grell cumulus parameterisation scheme and avoiding cu-
mulus parameterisation (i.e. by explicitly resolving it) than
when using the Kain–Fritsch scheme (Lenaerts et al., 2009).
The above-mentioned works showed that model resolution
is suitable for using explicit cumulus. However, this choice
may not always correspond to better simulations.
An important motivation for the present study stemmed
from the poor precipitation records that exist for the study
region, hampering ongoing research work on fire-enhanced
runoff and erosion (e.g. Malvar et al., 2011; Campos et al.,
2012; Prats et al., 2012) and on the impacts of land use on
water availability and quality (Ferreira et al., 2010b; Rial-
Rivas et al., 2011). The region’s precipitation fields are not
well known due to the scarcity of rain gauges and the large
distances of the existing radar station. These factors led the
authors to install, in 2005, the Pousadas meteorological sta-
tion as a reference station for four nearby experimental catch-
ments. However, gaps in the recordings of meteorological
stations can hardly be avoided altogether, as was demon-
strated well by the time period that was selected for this
study (during which the station’s battery failed to recharge
sufficiently due to prolonged cloudy weather). In the case
of the Pousadas station, missing rainfall data cannot be esti-
mated with sufficient accuracy from radar stations. The near-
est radar station is located at approximately 250 km, and the
agreement between radar-based precipitation estimates and
point measurements was found to decrease with increasing
distance (Sebastianelli et al., 2010). The mountainous ter-
rain of the study area might introduce further errors in the
radar-based precipitation estimates, by physically obstruct-
ing the radar’s effective coverage (Pellarin et al., 2002). NWP
models are, therefore, a viable and useful alternative to es-
timate precipitation fields with an adequate spatio-temporal
resolution.
This study assessed the performance of a NWP model –
WRF – over a complex orographic region in order to pro-
vide estimates for missing data in existing rainfall time se-
ries. In particular, it addressed how different approaches to
applying WRF affect the quality of the model results. To this
end, three different WRF runs were carried out to evaluate
if a simulation that was forced with just initial and boundary
conditions would perform worse than a simulation involving
data assimilation of observations over a defined location, or
a simulation employing the grid-nudging technique.
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Fig. 1. Study area and stations location over the study area. (a) Nested domains for the WRF model experiments showing the outermost do-
main (D01) with 25-km resolution, the middle domain (D02) with 5 km of resolution and the innermost domain (D03) with 1-km resolution.
The D03 frame marks the study area; (b) longitudinal maximum elevation profile for the 1-km domain; (c) location of the rain-gauge stations
(yellow dots) over the 1-km domain and the location of Pousadas (red triangle).
2 Methods and data
2.1 Study area and case study
The study area spanned a mountainous region in north-
central Portugal (Fig. 1). The climate is classified as wet
Mediterranean, according to Köppen–Geiger climate classi-
fication, with a mean annual rainfall ranging from 800 mm
at the littoral zone to 2300 mm in the inland mountains due
to the marked influence of topography on spatial rainfall pat-
terns. The Águeda river catchment is located in this region,
an important watershed subject of recent studies (Figueiredo
et al., 2009) and well known for its flooding risk to the old
city centre of Águeda.
The present analysis focused on the month of Decem-
ber 2009, combining an exceptional amount of rainfall with
the occurrence of various gaps in the records at the Pou-
sadas meteorological station (a reference station for ongoing
precipitation–runoff studies, as detailed earlier). The exist-
ing rainfall stations in the region recorded monthly totals,
for December, that were, on average, about 88 % above their
long-term median values (The Portuguese Water Institute, In-
stituto da Água, I.P., INAG, 2011) and, as such, corresponded
to the stations’ 54 to 95 percentiles for December (Table 1).
The return period of monthly rainfall was approximately 3 yr,
but in four stations located in the lowlands of the Mondego
river valley (southern and eastern parts of the study area) the
return period was higher, between 5 and 11 yr.
An analysis of maximum daily rainfall in December (Ta-
ble 1) found a higher return period, c. 7 yr, with maxima
on average 54 % above median values, but with a high dis-
persion of percentiles between 29 and 95. The stations in
the south and south-east (also inside the Mondego valley)
had the rainfall maxima on 6 December, with a return pe-
riod between 7 and 18 yr. In this area, part of the higher-
than-average monthly rainfall can be attributed to this daily
event (between 15 and 25 % of total monthly rainfall). Sta-
tions in the north-west of the study area, on the sea-facing
side of the coastal mountain range (Fig. 1), had the maxima
on 28 December, with a return period between 2 and 7 yr.
Given the low reliability of the evaluation of return peri-
ods using daily maxima, a more detailed comparison at the
(sub-)daily scale was performed for the only station with
long-term intensity–duration–frequency curves (usually ex-
pressed as IDF curves) in the dataset, Santa Comba Dão
(code S18SCDC2) (Table 2), which is located in the Mon-
dego valley. The IDF curves are created with the precipi-
tation records over a certain location in a three-axis graph
and they represents a probability (e.g. return periods of cer-
tain amounts). The IDF curve for Santa Comba Dão indicate
that the December 2009 values corresponded to return peri-
ods of less than 2 yr for short-term rainfall durations (< 3 h)
and between 2 and 5 yr for longer durations (6–24 h), re-
turning to under 2 yr return periods for a duration of 48 h.
Therefore, the high rainfall of December 2009 could be at-
tributed to a longer-duration event lasting between 12 and
24 h, rather than a short-term, high-intensity precipitation
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Table 2. Maximum rainfall (mm) according to return period and
maximum observed in December 2009 for the S18SCDC2 station
(Brandão et al., 2001).
Return Duration (h)
period
(yr)
1 2 3 6 12 24 48
2 17.5 22.4 25.9 33.3 43.1 55.4 71.2
5 25.1 31.7 36.3 45.8 57.9 73.2 92.4
10 30.0 37.7 43.1 54.1 67.2 85.3 108.3
50 41.1 51.1 58.1 72.3 88.4 111.6 141.0
100 45.7 56.8 64.4 80.0 97.3 122.7 154.7
Maximum for 9.6 14.5 18.7 34.5 49.1 67.6 68.2
December 2009
event. The discrepancy in return periods for this station be-
tween Tables 1 and 2 should indicate that the actual return
periods for 24 h maxima in other stations was also lower than
indicated.
2.2 Model setup
The regional meteorological model used in this study is
the WRF model with Advanced Research (ARW) dynamic
core version 3.1.1 (Skamarock et al., 2008). WRF is a next-
generation, limited-area, non-hydrostatic mesoscale mod-
elling system, with vertical terrain-following eta coordinate
designed to serve both operational and forecasting as well as
atmospheric research needs. The WRF-ARW model has been
widely used for simulating precipitation processes, both in
forecast (Deb et al., 2010; Weisman et al., 2008) and diagnos-
tic mode (J. Liu et al., 2012; Lou and Breed, 2011; Bukovsky
and Karoly, 2009).
It has also been used in Portugal, in a sensitivity test to pa-
rameterisations for two different model operational configu-
rations (Ferreira et al., 2010a), in climate simulations over
Portugal (Soares et al., 2012) and over the Andalucia re-
gion in Spain (Argüeso et al., 2011). Previously, Fernández
et al. (2007) performed regional climate simulations over the
Iberian Peninsula using the predecessor of the WRF-ARW
model, MM5 (short for Fifth-Generation Penn State/NCAR
Mesoscale Model). These authors have performed a sensi-
tivity test to the model parameterisations during a five-year
period. Regarding precipitation, the authors pointed out that
the orography representation by the model has a larger im-
pact on the modelled precipitation in winter than in summer.
Model horizontal resolution has also importance on the
simulation of local precipitation. Soares et al. (2012) high-
lighted the significance of the model’s fine resolution in order
to obtain precipitation extreme values on a 9 km-resolution
grid, namely in the wettest region of Portugal, i.e. the north-
western region.
In the present study the WRF-ARW model was forced
with the analysis fields of the Global Forecast System (GFS),
from the United States of America’s National Center for En-
vironmental Prediction (NCEP), generated every 6 h, from
30 November 2009 until 31 December 2009. The GFS model
has an approximated horizontal resolution of 0.5◦× 0.5◦,
and the vertical domain extends from a surface pressure of
1000 to 0.27 hPa, discretised in 64 vertical unequally spaced
sigma levels, from which 15 levels are below 800 hPa and
24 levels are above 100 hPa.
The WRF-ARW model was configured with three nested
domains, operating in two-way nesting mode, with horizon-
tal resolutions of 25 km (D01), 5 km (D02) and 1 km (D01),
for the parent, middle and inner domains, respectively.
The finer grid domain is centred over Pousadas (40.63◦ N,
8.31◦W) (see Fig. 1).
Due to its applicability to mid-latitudes, the Lambert con-
formal conical projection is used with the standard parallel
at 40.63◦ N. The three nested domains identified have the
Atlantic Ocean as their western border to better capture the
dominant atmospheric circulation patterns that account for
the major daily precipitation observed in the region (Trigo
and DaCamara, 2000). This also avoids some complications
with the vertical interpolation due to differences between
the GFS and WRF topography in that boundary (Lo et al.,
2008). The vertical discretisation in WRF consists of 27 eta
levels. The physical parameterisation schemes used in this
work resulted from a previous study conducted by Ferreira et
al. (2008), in which several parameterisation sets were tested
against observations of temperature, water vapour, mixing ra-
tio and wind at several stations over mainland Portugal, us-
ing the WRF-ARW model with the same configuration as
the one used in the present work, only for the D01 and D02
domains. The physical parameterisation set is the follow-
ing: WRF Single Moment 6 (WSM6) microphysics scheme
(Hong and Lim, 2006); Dudhia shortwave radiation (Dud-
hia, 1989); Rapid Radiative Transfer Model (RRTM) long-
wave radiation model (Mlawer et al., 1997); MM5 similar-
ity surface layer scheme (Skamarock et al., 2008), Yonsei
University (YSU) planetary boundary layer scheme (Hong
et al., 2006); Noah Land Surface Model (Chen and Duhia,
2001); Grell–Devenyi ensemble convective parameterisation
scheme (Grell and Devenyi, 2002). A sensitivity test regard-
ing the cumulus parameterisation in domain D03 was made
for the control simulation, in which the Grell–Deveny pa-
rameterisation was tested against an explicit precipitation
computation simulation. The mean error, mean square er-
ror and the root mean square error (see Appendix for met-
rics definitions) of both simulations were compared for the
precipitation thresholds of 0.1, 1, 2 and 3 mm h−1. The re-
sults, with these metrics, are similar giving advantage to the
Grell–Devenyi parameterisation scheme simulation. Hence,
this parameterisation was used in all three domains.
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2.3 Experimental design
Three numerical experiments, corresponding to integrations
with one month of duration plus 24 h of spinup (which were
discarded), were performed for December of 2009, starting at
00:00 UTC on 30 November 2009 and ending at 00:00 UTC
on 1 January 2010. In order to test for improvements in
the model simulations, two nudging techniques were applied
(Skamarock et al., 2008) and compared with a simulation
without nudging (RunRef).
Nudging is a method that keeps simulations close to the
analysis and/or observations (input fields) over the course of
integrations. In the WRF-ARW model, there are two types
of nudging that can be used separately or combined. One
is the observational or single location nudging that forces
the simulation towards observational data. The other is the
grid nudging which forces the model simulation towards a
series of analysis grid point by grid point. As from the WRF
version 3.1.1, the option of spectral nudging was activated
allowing the nudging towards waves, under selected wave
numbers. The advantage of the spectral nudging method is
that it maintains the regional model in phase with large-
scale circulation while permitting the small-scale flow to be
calculated accordingly, without the forcing field’s informa-
tion. Nowadays, this is the most common method of nudg-
ing (Rummukainen, 2010). The grid-nudging technique will
be applied to all scales into the WRF flow computation. A
study comparing the former two techniques is presented by P.
Liu et al. (2012), where it is stated that, with the appropriate
choice of wave numbers, the spectral nudging outperforms
grid nudging, in a WRF application with 36 km grid cell res-
olution. Examples of applications of grid nudging are the
studies by Soares et al. (2012) and Fernández et al. (2007),
who used WRF two-way nesting simulation using grid nudg-
ing in the coarser domain. Argüeso et al. (2011) also applied
WRF in two-way nesting using the spectral nudging tech-
nique, over a domain covering southern Spain, with a grid
cell resolution of 10 km.
In the present application, nudging was carried out
to individual observations over the location of Pousadas
(RunObsN), in order to evaluate the impact of local infor-
mation in the computation of model precipitation at that site
specifically.
In the RunObsN simulation, a single site observation with
measures of wind, temperature and humidity was available
at the area of interest to nudge the model integration, at
Pousadas (see Fig. 1). It is expected that, when consider-
ing all stations and in the absence of nonlinear effects, this
simulation will have similar results to the RunRef simula-
tion. However, at stations near the Pousadas site, this may
have some influence that may be worth noting. A third ex-
periment, consisting in applying the grid-nudging technique
(RunGridN), was conducted, with the purpose of investigat-
ing the impact of 3-D analysis nudging to constrain the cir-
culation within the mesoscale model. The grid nudging was
applied to the entire atmospheric column except the planetary
boundary layer, to wind, temperature and humidity meteoro-
logical variables, as performed by Lo et al. (2008) for all of
the computational domains.
The RunObsN simulation may be regarded as a weak con-
straint simulation, so the RunGridN experiment was per-
formed in order to test the results of the model to a stronger
constrain, where grid nudging was performed across the
three simulation domains, including the D03 domain, al-
though only six points of the GFS analysis lie inside this
domain, and two of them are over the Atlantic Ocean. This
approach is different from those of Soares et al. (2012),
Argüeso et al. (2011) and Fernández et al. (2007), since these
authors used nesting and grid nudging only in the coarser
domain. However, the present application is in line with the
work of Lo et al. (2008), who applied the grid-nudging tech-
nique to the domain of analysis.
2.4 Rainfall measurements and observations from
gridded data
To assess the model performance, a set of 27 existing rain-
fall stations from the Portuguese National Information Ser-
vice of Water Resources (SNIRH; The Portuguese Water In-
stitute, Instituto da Água, I.P., INAG, 2011) were selected
for this study (Fig. 1). The SNIRH dataset consists of a se-
ries of rain gauge stations, recording with a time resolution
of one minute, but only totals at the hourly resolution and
above are available online (www.snirh.pt). The time period
is not the same for all the stations, but the majority has a
common period of 22 to 56 yr. The rain gauge locations are
unevenly distributed over the study area with variable den-
sity. The data were checked for gross errors, like mistyped
rainfall amounts, and then compared with nearby stations,
when possible, to ensure that the rainfall amounts were con-
sistent between stations with similar characteristics.
In addition to the rainfall data described in the previ-
ous section two additional datasets were used to assess the
WRF model results. For temperature, relative humidity, sea
level pressure and winds the ERA-Interim reanalysis dataset
(ERA) was used, from the European Centre for Medium-
Range Weather Forecasts, (ECMWF, http:/www.ecmwf.int).
For precipitation the EOBS gridded dataset from the Euro-
pean Climate Assessment and Dataset project (ECAD, http:
//eca.knmi.nl/) was used.
The ERA dataset is a reanalysis project of the global atmo-
sphere covering the period starting at 1979 until present day.
The dataset consists in a variety of meteorological variables
with different resolutions and time steps for the several verti-
cal pressure levels and surface. A full description of the fore-
cast model, data assimilation method, and input datasets used
to produce the ERA data, as well as the performance of the
system, can be found in Dee et al. (2011). A detailed descrip-
tion of the ERA product archive can be found at Berrisford
et al. (2009). For this study the ERA data were chosen with a
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horizontal resolution of 0.25◦× 0.25◦ and 6-hourly time step
and with 3-hourly time step for the sea level pressure.
The EOBS dataset consists in a set of gridded daily obser-
vations for precipitation. The dataset covers the period start-
ing at 1 January 1950 and ending at 30 June 2012 cover-
ing the spatial region of Europe. A full description of the
dataset can be found at Haylock et al. (2008). For this study
the EOBS version 7 with a regular horizontal resolution of
0.25◦× 0.25◦ was used.
The chosen spatial coverage for both datasets extends from
latitude 34 to 49◦ N and for longitudes starting at 20◦ W to
0.5◦ E. Thereby the observational grids matched the WRF
coarser grid (D01 domain).
2.5 Assessment of model performance
The observations were compared with the model simulations
for identical locations and times. Model data were recorded
every 15 min for the 1-km-resolution domain, and hourly
accumulations were calculated from these values, to match
the temporal scale of the observations. Concerning the spa-
tial scale, the observations and the model precipitation are
represented on a non-matching grid. Two common methods
are used for comparison, namely spatial interpolation of the
modelled series of precipitation to the station location, or se-
lection of the grid point nearest to the station location. To
minimise the error, two types of series were obtained from
the model: one interpolated at station location and another
one from the nearest grid point to the station location.
The two-model series, the spatially interpolated and the
one from the nearest point, were compared by calculating
the respective deviations from the observations. The aver-
age value of the absolute deviations (MD) was calculated
to investigate which had the lowest deviation. The devia-
tion between both interpolated series and the observation
series were calculated. No difference was found between
the averaged MD value calculated using the interpolated se-
ries (MD = 0.57 mm h−1) and the nearest grid point to ob-
servations (MD = 0.58 mm h−1). Thus, the series from the
model grid point nearest to the station location were cho-
sen ignoring the correspondent error on location. Although
there is not a consensual strategy concerning direct veri-
fication, i.e. “truth” observations and model precipitation,
these results are consistent with those presented by Rossa et
al. (2008). These authors showed that verification using the
nearest grid point gives very similar overall results.
The result was a set of 27 point precipitation series of
the paired observations and simulations, each one with a
length of 745 elements corresponding to hourly accumula-
tions of precipitations from 00:00 UTC on 1 December 2009
to 23:00 UTC on 31 December 2009.
Some basic statistics were calculated: mean, median,
mode, standard deviation and three-hour correlation for lags
between −24 and +24 h (every three hours).
Table 3. Contingency table of counts for a binary type of event.
Yes No
Obs rain≥ t Obs rain< t
Yes WRF rain≥ t a (hits) b (false alarms)
No WRF rain< t c (misses) d (correct negatives)
The strategy of evaluation comprises a set of statistical
measures following Murphy and Winkler (1987), Jolliffe and
Stephenson (2003) and Wilks (2006). Two approaches were
followed: one using the continuous verification measures for
rain amounts, and another for the occurrence of precipita-
tion making use of the measures derived from a contingency
table. All the mathematical formulation is described in the
Appendix.
The selected continuous indices were the mean error (ME)
and the root mean square error (RMSE). To evaluate the
model performance a skill score (SS) was derived by com-
paring the mean square error (MSE) with a low-skill forecast,
in this case the climatological MSE (MSEClim).
When using the MSE measure as the base for calculating
the skill score, the last is called reduction of variance because
the skill score formulation represents the ratio between the
squared deviations and the observed variance (Eq. A5 in Ap-
pendix). The skill score is expected to be maximum at a value
of 1 (perfect score) and minimum at a value of 0, which indi-
cates that the model is equivalent to climatology. For MSE,
a negative value indicates model performances worse than
climatology, although it does not necessary imply that the
model has no skill at all (Jolliffe and Stephenson, 2003).
To validate the capability of the model in reproducing the
synoptic patterns and the precipitation, the continuous mea-
sures MD and the RMSE were used. The pattern correlation
coefficient (PTC) was used to measure the overall agreement
between the simulations and the observations grid patterns.
The occurrence of precipitation is considered as a cate-
gorical (yes/no) event type that can be defined as the pre-
cipitation meeting or exceeding a specific threshold, t (a yes
event); otherwise it is a non-event. The verification measures
for these events are derived from a 2× 2 contingency table of
counts, as shown in Table 3, of the four possible combination
pairs of yi and oi that meet the event criteria.
The categorical measures include the frequency bias (B),
the percentage of corrected events (PC), the probability of
detection (POD), the false alarm rate (F) and the equitable
threat score (ETS).
Better model performances are expressed by high values
of POD (varying between 0 and 1) and ETS (varying be-
tween −1/3 and 1) and low values of F (varying between
0 and 1), and ME, combined with B near the unity. The
PC result is a measure of the model’s accuracy, giving an
overall percentage of how well the model simulated the
precipitation.
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Table 4. Daily weather regime classification for December 2009.
Number of Weather EOBS PP WRF PP
days (d) types (mm) (mm)
6 NW 16 38
3 AA 1 1
12 C 109 151
8 E 16 22
2 R 9 13
The verification with continuous measures was done at
each station location (to yield a score for each station in-
dividually) and also for the pooled sample of all point pre-
cipitations with observed hourly values above 0.1 mm h−1.
This procedure resulted in a series of simulated and observed
matched pairs with different lengths for each station.
The verification measures were tested for different precip-
itation thresholds t (0.1, 1, 2, 3, 4, 5, 10, 15 and 20 mm h−1).
It is perhaps worth stressing that the model results were nei-
ther rescaled nor transformed; they were used as they were.
To test the model ability in reproducing the orographic pre-
cipitation, the stations were grouped by altitude. The divi-
sion by altitude classes was made considering a 200 m inter-
val. Thus, the first classes (C1) comprise the first 200 m, the
second class (C2) ranges from 200 to 400 m and so on until
reaching the last class (C5), which corresponds to altitudes
above 800 m.
3 Results and discussion
The WRF-ARW model was used to simulate hourly pre-
cipitation over a high spatial resolution (1-km) study do-
main of complex terrain for the month of December 2009.
Three experiments were performed corresponding to three
different configurations of the model: without nudging (Run-
Ref), with local nudging (RunObsN) and with grid nudging
(RunGridN).
The synoptic features were assessed comparing the do-
main D01 (25-km) with observations from the EOBS and
ERA datasets (Sect. 3.1).
The validation of domain D03 (1-km) consisted of the
direct comparison between the observed series of precipi-
tations from a network of rain gauges with the series ex-
tracted from the model (Sects. 3.2 and 3.3). Direct validation
between in situ observations and series extracted from the
model can be a source of uncertainty due to the non-matching
grids.
3.1 Observed and simulated synoptic features
In this section the synoptic patterns during the month of
December 2009 over the region of analysis are described.
The analysis follows closely the one presented by Koo and
Hong (2010). The circulation patterns were obtained from
the ERA data and the precipitation from the EOBS data (de-
scribed in Sect. 2.4).
Instead of analysing the mean state of the atmospheric cir-
culation, during the time period of analysis, the concept of
weather type (WT), which represents typical patterns of at-
mospheric synoptic circulation in a region, was used. Here,
the WT calculation described by Santos et al. (2005) was ap-
plied. For Portugal, five weather types were identified plus
a sixth one derived from one of the regimes. The cyclone
regime (C) associated with a high density of cyclonic fea-
tures, the westerly (W) associated with westerly and north-
westerly winds (NW), the R regime linked with the nega-
tive phase of the North Atlantic Oscillation (NAO), the AA
regime linked with positive phase of NAO and the easterly
(E) regime associated with a high-pressure system over the
western European basin. In the present study, each day of
December 2009 was associated with a specific WT. Next, the
number of days of each WT was calculated and the respec-
tive accumulated precipitation simulated by the model and
observed averaged for the region of study (Table 4).
The most frequent WT was the cyclonic (C) and the north-
westerly (NW). In these two regimes the precipitation is
linked with travelling frontal systems that extend to south
covering Portugal. The mean sea level pressure patterns of
these WT are shown in Fig. 2. Although the C-regime is not
the most frequent it can occasionally be the dominant feature.
This was the case in December 2009 when precipitation as-
sociated with this WT represents most of the monthly rainfall
(Table 4). The NW is the second-largest contributor to pre-
cipitation for the period of study. Table 4 also points to a good
agreement between simulated and observed precipitation as-
sociated with each WT. This analysis shows that Decem-
ber 2009 was indeed characterised by synoptic regimes asso-
ciated with high precipitation. To further reinforce this find-
ing, Fig. 3a, presents the December 2009 observed anomalies
relative to the mean December precipitation (PP) averaged
for the time period of 1950 to 2012. This demonstrates that
the period of interest had above-normal precipitation in the
region coincident with the finer domain (Fig. 3a).
The ERA mean 500 hPa geopotential field shows a trough
located over of the ocean west of Portugal, indicating typ-
ical conditions for heavy induced precipitation (Fig. 3b).
The mean sea level pressure pattern (Fig. 3c) is consistent
with the geopotential height: showing a low-pressure region
north-west of Portugal with a north–south gradient. These
conditions are favourable for the occurrence of precipitation.
The south-westerly winds from the North Atlantic (Fig. 3d)
provide the advection of moisture along the south border of
the cyclonic system, which has higher moisture content.
The simulated synoptic features reproduce well mean ob-
served conditions. The mean differences between model pre-
cipitation and observations/EOBS are shown in Fig. 4a. The
model precipitation was overestimated mainly over the ocean
and underestimated over land, with some exceptions near the
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Fig. 2. Sea level pressure (SLP; hPa) depicting the weather regimes (WR) for the regime cyclonic (left panel) and north-westerly (right panel)
averaged for the time period 1948–2011. Adapted from Santos et al. (2005).
Fig. 3. (a) Precipitation difference between December 2009 and
the December climatology period (1950–2012). December 2009
monthly averaged (b) 500 hPa geopotential height (dam, red con-
tour) and temperature (K, blue contour); (c) sea level pressure (hPa)
and (d) 850 hPa relative humidity (%, colour shaded) and wind vec-
tor (m s−1). The reanalyses are from the ERA dataset except for
precipitation that are from EOBS dataset.
north-western and south coast of Portugal (Fig. 4a). This pos-
itive difference is located in the northern region and covers
the area defined for the finer grid domain (Fig. 1).
Mean differences between simulations and observa-
tions/ERA are shown in Fig. 4 for December 2009. The
respective error measures are shown in Table 5. The
WRF model overestimates the 500 hPa geopotential height
(Fig. 4b; Table 5) but showed a negative bias in simulat-
ing the sea level pressure and the humidity content (Fig. 4c
and d), throughout the entire domain. The highest bias val-
ues are located over land but for the central and eastern
part of Iberia rather than for Portugal. The excess of model
Fig. 4. Averaged differences between WRF and ERA/observations,
during December 2009, for (a) precipitation (mm), (b) 500 hPa
geopotential height (dam), (c) seal level pressure (hPa), (d) 850 hPa
relative humidity (%, colour shaded) and wind differences
(m s−1,contour), (e) 200 hPa observed wind speed (ms−1) averaged
for December 2009 (shaded) and the difference between WRF and
observations (contour) and (f) 850 hPa temperature (K). The reanal-
yses are from the ERA dataset except for precipitation that are from
EOBS dataset.
www.hydrol-earth-syst-sci.net/17/3741/2013/ Hydrol. Earth Syst. Sci., 17, 3741–3758, 2013
3750 S. C. Pereira et al.: Simulation of a persistent medium-term precipitation event (Iberian Peninsula)
Table 5. Statistical measurements. Mean error (ME), root mean
square error (RMSE) and pattern correlation coefficient (PTC) for
the WRF simulations relative to observations.
ME RMSE PTC
PPa (mm/3 h) 0.16 7.39 0.26
500 hPa GEOb (dam) 229.33 90.40 0.48
SLPc (hPa) 3.42 7.44 0.14
850 hPa RHd (%) −0.79 25.81 0.04
850 hPa Ue (ms−1) 1.89 7.84 0.02
850 hPa V f (ms−1) 0.05 7.18 −0.03
200 hPa Ue (ms−1) −7.97 15.91 −0.19
200 hPa V f (ms−1) −2.27 13.21 −0.08
850 hPa T (K) 2.27 2.74 0.57
a PP – precipitation; b GEO – geopotential height; c SLP – sea level
pressure; d RH – relative humidity; e U – zonal component of wind;
f V – meridional component of wind.
precipitation can be caused by the enhanced 500 hPa geopo-
tential height that tends to increase the trough located west
of Portugal which are the typical conditions.
The 200 hPa wind pattern simulated by the WRF (Fig. 4e)
model shows a positive bias close to the borders of the do-
main possibly caused by the interpolation to the observations
grid. Overall, the upper troposphere winds are weaker than
the observed ones. In contrast the near surface winds are
zonally stronger than the observed ones (Table 5). For tem-
perature (Fig. 4f), the WRF model underestimates the tem-
perature for the regions located in the north and south of
Iberia. There was no bias found in northern Portugal, where
our area of interest is located. Overall, the WRF’s higher de-
viations from the observations (Table 5) are related to the
500 hPa geopotential height and with the 200 hPa winds with
a low pattern association. However, the differences men-
tioned above and shown in Fig. 4 are not statistically sig-
nificant (at 5 % level).
3.2 Observed and modelled precipitation
characteristics
The time lag correlations between observed and simulated
precipitation were calculated (Fig. 5). The correlation values
diminish when increasing the lag, with maximum values at-
tained at lag 0 and in some cases at lag +3 h. The correlation
was strong for the RunRef experiment and weak for Run-
GridN. For 0 and +3 lag times, the altitude class that showed
strongest correspondence was C5 (> 800 m), followed by C3
(400–600 m).
Five rainfall periods were identified in the observed data,
encompassing days 1–2, 4–6, 14–17, 19–25 and 27–31. Each
one of the rainfall episodes was preceded and followed by, at
least, a 12 h dry period. These five periods were reproduced
well by all the three model runs, but the maximum observed
intensity (30 mm h−1 of precipitation at S08QUEC4 station)
Fig. 5. Lag correlation between observations and the model series
for the three experiments grouped by classes of altitude (C1 to C5).
was not. For the RunGridN experiment the majority of the se-
ries simulated a weak wet event ranging from 0 to 5 mm h−1,
for the 27th day, which none of the others reproduce. The
total accumulated precipitation for the entire month of De-
cember at each station as well as the month totals were cal-
culated (Fig. 6). Three locations show monthly totals much
higher than the ones observed. In general, the three model
runs tended to overestimate precipitation intensity.
The frequency distributions of the observed and modelled
hourly rainfall amounts are shown in Fig. 7. The frequency
distributions are strongly asymmetric as expected for this
meteorological variable. The different model runs showed
the same observed asymmetry, with median values in the
range of 0.3 to 1.7 mm h−1, and third-quartile values in the
range of 0.3 to 5.7 mm h−1. Also, the bulk of the stations
revealed the existence of more extreme values (not shown)
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Fig. 6. Monthly accumulated precipitation for the simulation period (mm) over the study domain grouped by altitude classes. The observed
amounts are depicted as a grey triangle and for each of the model simulations as RunRef (red circle), RunObsN (blue triangle) and RunGridN
(green square). The caption box also shows the total rainfall observed and simulated by the model in each case.
Fig. 7. Box plot for the observations (OBS; black boxes) and for the
three experiments (RunRef, RunObsN and RunGridN) grouped by
altitude – here represented by the C1 to C5 classes. The horizontal
box line represents the median (50th percentile), the lower line the
25th percentile, and the upper line the 75th percentile. The dashed
lines represent 1.5 times the IQR.
than expected, corresponding to the points lying within three
times the interquartile range (IQR). The pronounced intra-
variability among stations reinforced the atypical nature of
the month of December 2009, as mentioned earlier. For ob-
servations only, the variability results are supported by the
standard deviation values, with the majority of the individual
standard deviations between the 1.0 to the 2 mm h−1 interval.
3.3 Model assessment
The MD between the simulated precipitation series and
observations is presented in Table 6. The MD values
range between 0.31 mm h−1 (S17PARC3) and 0.92 mm h−1
(S27MOSC2) for the majority of the stations, but
the SO2BCBC2 (MD = 1.33 mm h−1) and the S25CASC3
(MD = 1.50 mm h−1) present an error of the same order as
the respective observed mean corresponding to the three lo-
cations with monthly totals much higher than the ones ob-
served (Fig. 6). Most stations showed a good agreement with
the observations, but the stations S02BCBC2, S25CASC3
and S27MOSC2 clearly depart from the observations.
The categorical verification measures (B, PC, POD, F
and ETS) together with the continuous measures (ME and
RMSE) were calculated for the 27 stations as well for aggre-
gated stations to provide a single score for the domain. The
results for the pooled sample are presented in Table 7. The
measures for the 0.1, 1, 2 and 3 mm-per-hour thresholds are
shown. The same error measures for precipitation thresholds
of 4, 5, 10, 15 and 20 mm d−1 were also computed. However,
for high thresholds these measures are based on very few data
(very low values of a, b, c, and d, in Eqs. A7 to A12, and
their robustness may be questionable and are, therefore, not
shown). The experiments exhibit identical results whatever
the verification measures used with a slight improvement of
RunGridN.
For the categorical verification the experiments perform
better for the 0.1 mm h−1 thresholds and tend to deteriorate
with increasing threshold value. The 0.1 mm h−1 threshold
yields the best pairs of verification measures with POD and
ETS high and low values of F with an accuracy of 77 %. The
accuracy (PC) improves with the increasing of the threshold
value. However, this measure is weighted by the most fre-
quent category and can be artificially increased by issuing
more corrected negatives. Despite the F values decreasing
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with threshold, POD values are low. For thresholds of 2 and
3 mm h−1, 1/5 of the observed precipitation event were cor-
rectly simulated (POD = 0.2) with an ETS value of 0.1.
When analysing the continuous scores, the lowest er-
rors were found when considering series of pairs above
0.1 mm h−1. The ME values almost meet the perfect score,
but the experiments overestimated the precipitation (see
Fig. 8). This result was not detected in the ME due to cancel-
lation errors. The high values obtained for RMSE suggests
that the model precipitation considerably departed from the
observations, as indicated by the MD values (see Table 6).
The two results combined allow for the conclusion that the
perfect ME achievement was supported through cancellation
errors rather than agreement among the simulated and ob-
served series. This poor scoring led to a negative skill. Usu-
ally, skill scores are designed to evaluate the model perfor-
mance over some unskilled references, which in this study
is the climatology. These skill results imply that the model
is no better than the climatology. This could be related not
to the model itself but to the horizontal resolution. J. Liu et
al. (2012), while studying the best downscaling ratio for the
WRF model, conclude that an increasing resolution in space
may not always ensure better results in the temporal reso-
lution, due to the higher variability of the precipitation when
compared with the variability in space. Ruling out the contin-
uous verification measures and only focusing on the categori-
cal ones, the WRF model’s best performance in capturing the
occurrence of precipitation was for values above 0.1 mm h−1
threshold, with 28 % of the observed precipitation events be-
ing correctly diagnosed.
Figure 8 shows the continuous measure of verification and
in Fig. 9 the categorical measure, for each station grouped
by altitude class. The verification measurements for pooled
samples, in general, do not give the same statistics as those
obtained by averaging the same verification measurement.
Thus, the verification measurements presented by altitude are
obtained from a pooled sample and not by averaging the in-
dividual station values.
The continuous measures of verification show that Run-
Ref and RunObsN produce identical outcome results while
RunGridN slightly departs from the others. For the three ex-
periments the mean error is small. For all stations and altitude
classes RMSE is high, leading to a negative skill.
For categorical measures (Fig. 9), estimated quantities of
B above unity indicate a tendency to overestimate precipita-
tion occurrences and the opposite to underestimate. Stations
within the same altitude class were pooled to yield a single
score for that particular class. The majority of the stations
showed a tendency to overestimate precipitation occurrences
with a few exceptions mainly in the first altitude class. The
accuracy (PC) among stations is high and, therefore, within
altitude classes. The PC values ranged from about 75 % for
the first class to about 73 %, with RunGridN more accu-
rate than the others. The individual measurements for POD
and F are similar among stations and experiments. On aver-
age, the model was able to diagnose 67 % (average POD) of
the observed ’yes’ precipitation with a correspondence be-
tween hits of 29 % (average ETS). The model incorrectly
diagnosed 20 % (average F) of the simulated precipitation
as a rain event when it was not. The analysis by altitude
class slighted exceeded the individual scores specially when
considering the RunGridN experiment. For this case the C4
class scored better than the others, with 28 % (ETS) of cor-
respondence between the observed and diagnosed hits and
with 88 % (POD) of the observed events being correctly di-
agnosed by the model against 28 % (F) of hits on non-rain
days.
Limited-area NWP models used for this type of studies
show a high dependence on initial conditions. Lo et al. (2008)
compared three WRF model setups with one single initiali-
sation, with and without nudging of the meteorological fields
every 6 h, and weekly initialisation, all with an update of
boundary conditions every 6 h, for a medium- to long-term
run. They came to the conclusion that one single initialisation
with fields nudging gives the best scores. Jankov et al. (2007)
have found that the simulated rainfall amounts and rates were
dependent on the initial conditions used in the WRF-ARW
model, as well as on the physical schemes applied. Specifi-
cally, they have come to the conclusion that, for hydrologi-
cal purposes where higher accuracy on the amount of rain is
the most important variable, the WRF model was sensitive
to the initialisation datasets and physical parameterisations,
whereas the rain rate was more sensitive to the cumulus pa-
rameterisations applied. Limited-area models also show sea-
sonal dependence of model skill. The HIRLAM (HIgh Res-
olution Limited Area Model) regional climate model shows
best precipitation skills during winter time and worst results
during summer when evaluated over Denmark (Larsen et al.,
2012). On long-term simulations of one year over the Eu-
ropean Alpine region, WRF and MM5 do not show similar
skills of precipitation simulation in winter and summer sea-
sons as demonstrated by Awan et al. (2011). These authors
have shown that precipitation results have more spread dur-
ing summer (due to local-scale phenomena imposed to the
large-scale circulation) than during winter. The WRF-ARW
model parameterisations also introduce more variability on
the results over this region. Both Awan et al. (2011) and
Jankov et al. (2007) point out, in their sensitivity studies to
physical parameterisations, the importance of spending time
and effort on the analyses of the influence of the planetary
boundary layer, radiation and cumulus schemes on the pre-
cipitation results obtained over the domain of interest.
4 Conclusions
The purpose of this study was to conduct an evaluation of
the WRF model for simulating wet-season precipitation over
a complex orographic domain in a Mediterranean climate re-
gion, with the ultimate objective of using predicted rainfall
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Table 6. Mean absolute error (MD) between the simulations and the observations for each location grouped by altitude class.
Altitude WRF Stations
classes experiments
S01ALBC1 S03BOUC1 S05CANC1 S06GAFC1 S07PRAC1 S10SEJC1 S12SPSC1 S21TEMC1 S22TROC1
C1
RunRef 0.65 0.72 0.45 0.45 0.48 0.55 0.42 0.64 0.50
RunObsN 0.63 0.71 0.47 0.44 0.53 0.53 0.41 0.61 0.50
RunGridN 0.65 0.61 0.51 0.56 0.77 0.54 0.47 0.74 0.58
S02BCBC2 S27MOSC2 S09RIBC2 S13FRAC2 S18SCDC2 S23TABC2
C2
RunRef 1.33 0.92 0.50 0.42 0.49 0.35
RunObsN 1.28 0.91 0.46 0.44 0.48 0.33
RunGridN 1.09 0.95 0.38 0.48 0.50 0.31
S04CALC3 S25CASC3 S15MANC3 S16OLIC3 S17PARC3 S11SMAC3 S19SEIC3 S20SATC3
C3
RunRef 0.41 1.50 0.39 0.36 0.31 0.72 0.39 0.66
RunObsN 0.39 1.50 0.35 0.33 0.30 0.74 0.37 0.68
RunGridN 0.33 1.25 0.33 0.29 0.26 0.72 0.28 0.53
S08QUEC4 S26LEOC4
C4
RunRef 0.78 0.42
RunObsN 0.79 0.41
RunGridN 0.72 0.40
S14LAGC5 S24ROSC5
C5
RunRef 0.58 0.45
RunObsN 0.57 0.44
RunGridN 0.54 0.41
Table 7. Verification measures of hourly precipitation for the December 2009 evaluation period (745 h of simulation) for the three WRF
model experiments: RunRef, RunObsN and RunGridN.
Threshold WRF Ba PCb PODc Fd ETSe MEf MSE RMSEg SSh
(mm h−1) experiments (%) (mm h−1) (mm h−1) (mm h−1)
t = 0.1
RunRef 1.2 77 0.7 0.2 0.3 0 6.9 2.6 −1.7
RunObsN 1.2 77 0.7 0.2 0.3 0 6.7 2.6 −1.6
RunGridN 1.3 77 0.7 0.2 0.3 −0.2 6.2 2.5 −1.4
t = 1
RunRef 0.8 85 0.4 0.1 0.2 −0.8 10.6 3.3 −0.7
RunObsN 0.8 85 0.4 0.1 0.2 −0.8 10.5 3.2 −0.7
RunGridN 0.9 84 0.4 0.1 0.2 −1.1 9.7 3.1 −0.5
t = 2
RunRef 0.7 90 0.2 0.0 0.1 −1.7 14.8 3.8 −0.2
RunObsN 0.7 90 0.2 0.0 0.1 −1.7 14.5 3.8 −0.2
RunGridN 0.8 90 0.2 0.0 0.1 −2.1 14.0 3.7 −0.2
t = 3
RunRef 0.6 93 0.2 0.0 0.1 −2.6 21.0 4.6 0.0
RunObsN 0.6 93 0.2 0.0 0.1 −2.6 20.8 4.6 0.0
RunGridN 0.7 93 0.1 0.0 0.1 −3.0 20.8 4.6 0.0
a B – frequency bias; b PC – percentage of correct events; c POD – probability of detection; d F – false alarm rate; e ETS – equitable threat score;
f ME – mean error; g RMSE – root mean square error; h SS – skill.
amounts to fill gaps in precipitation measurements. The re-
gion of interest is located in north-central Portugal and in-
cludes the Águeda river catchment, which is well known
for its elevated flood risks during the wet season in particu-
lar. Three different model configurations exploring three dif-
ferent nudging options were considered (RunRef, RunObsN
and RunGridN). Hourly values of precipitation with 1-km
horizontal resolution were extracted from the simulations
and the observed records. Model performance was evalu-
ated by calculating statistical verification measures of model-
simulated precipitation, namely the contingency table (B –
frequency bias; PC – percentage of corrected events; POD –
probability of detection; F – false alarm rate; ETS equitable
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Fig. 8. Continuous verification measurements of the hourly precipitation (above 0.1 mm h−1) for the stations grouped by altitude class.
threat score), and the continuous measures ME – mean error;
RMSE – root mean square error; and SS – skill score.
The WRF model did not reproduce well the precipita-
tion intensities but simulated reasonably well the periods
of precipitation occurrence. No phase or spatial errors were
identified for time lags of zero hours, but the RunRef and
RunObsN experiments revealed a phase or spatial error up to
time lags of +3 h (for the C2, C3 and C5 altitude classes).
The grid-nudging experiment (RunGridN) was able to diag-
nose, using a threshold of 0.1 mm h−1, 30 % of the observed
precipitation events (ETS = 0.3), and simulated 70 % of the
observed precipitation as a hit. At the same time, RunGridN
incorrectly diagnosed precipitation occurrence in 20 % of the
cases. The RunGridN experiment performed better than the
local nudging (RunObsN) and the no-nudging (RunRef) ex-
periment for the majority of indices. The three experiments,
however, revealed similar overall model accuracies (RMSE)
for the different altitude classes. RMSE’s were highest for
the lowlands as well as the highlands (altitude classes C1 –
0–200 m; C4 – 200–400 ; and C5 – above 800 m). Precipi-
tation simulated in areas located in rough terrain and deep
valleys (C2 to C4 altitude classes) tended to be less accurate.
The lack of skill (SS) shown by the WRF model could
be related to the grid horizontal resolution. Even so, J. Liu
et al. (2012) suggested that increasing horizontal resolu-
tion may not lead to better results, due to the higher spatial
variability of precipitation associated with more grid points.
One possibility for improvement would be to investigate
the downscaling ratios and/or testing other model configura-
tions in terms of nesting (1-way instead of 2-way), nudging
(spectral nudging in the outermost domain) and then com-
paring the 1-km resolution with the 5-km horizontal resolu-
tion. The WRF model performance could be improved us-
ing the ERA-Interim as boundary forcing instead of GFS,
mainly due to the ERA-Interim’s better horizontal resolution
(0.25◦) than GFS (0.50◦) and because it is known to be of
good quality for Europe. Cardoso et al. (2012) used the ERA-
Interim as boundary data, in a downscaling simulation, for
two nested grids of 27 and 9 km horizontal resolution, over
the Iberian Peninsula, and the model results compared well
with observations.
The simulated precipitation appeared to be of insufficient
quality for event-based hydrological modelling, as this typ-
ically requires precipitation amounts at (sub-)hourly inter-
vals. However, it seemed adequate for continuous hydrolog-
ical modelling at a daily scale, as can be deduced by the
low ME, the reasonable agreement between simulated and
observed daily maxima, and the correct simulation of the
temporal rainfall patterns during the study month of Decem-
ber 2009. Overall, the RunObsN and RunGridN experiments
provided the best match with the observations, but the perfor-
mance of the two experiments varied between meteorological
stations, although the RunGridN experiment had a slight im-
provement over RunObsN. The good performance of WRF in
simulating the spatial patterns in precipitation constituted an
important advantage for hydrological modelling, especially
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Fig. 9. Categorical verification measurements for hourly precipitation (above 0.1 mm h−1) for stations grouped by altitude.
in mountainous regions with high precipitation amounts and
few ground stations as is the case of the present study area.
Appendix A
Statistical measures used for model verification
This section describes the mathematical formulation of the
basic statistical measurements used throughtout this study.
The average of the absolute deviations can be obtained by
MD = 1
n
n∑
i=1
|yi − oi | , (A1)
where oi and yi designate the observations and simulated
precipitation series, respectively, for the the i-th station lo-
cation, and n is the number of records.
The equations for calculating the continuous measures are
as follows:
mean error : ME = 1
n
n∑
i=1
(yi − oi) = y − o (A2)
mean square error : MSE = 1
n
n∑
i=1
(yi − oi)2 (A3)
root mean square error : RMSE = √MSE (A4)
skill score : SS = 1 − MSE
MSEClim
′
(A5)
where
MSEClim = 1
n
n∑
i=1
(o − oi)2 (A6)
and o stands for the climatological mean of hourly
precipitation.
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The categorical verification measures, derived from Ta-
ble 3, are defined by
frequency bias : B = a + b
a + c (A7)
percentage of corrected events : PC = a + d
N
× 100% (A8)
probability of dectection : POD = a
a + c (A9)
false alarm rate : F = b
b + d (A10)
equitable threat score : ETS = a − ar
a + b + c − ar , (A11)
where ar represents the expected hits by change and is deter-
mined by
ar = 1
N
× (a + b)(a + c) (A12)
and N represents the total number of elements of the table.
The pattern correlation coefficient (PTC) is expressed as
PTC =
N∑
n=1
(
yi − yi
)
(oi − oi)⌊
N∑
i=1
(
yi − yi
) N∑
i=1
(oi − oi)
⌋1/2 . (A13)
In this case the statistics were calculated for each grid point
and the summations were performed for the entire grid; N
stands for the total of grid points and the bar denotes spatial
averaging over the grid.
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