Abstract. Theoretical and practical issues arising in optimal boundary control of the unsteady two-dimensional compressible Navier-Stokes equations are discussed. Assuming a sufficiently smooth state, formal adjoint and gradient equations are derived. For a vortex rebound model problem wall normal suction and blowing is used to minimize cost functionals of interest, here the kinetic energy at the final time.
Introduction
Recently, optimal control and optimal design problems governed by fluid flow models have received significant attention in the mathematical and in the engineering literature. See, e.g., the collections and reviews [7, 10, 11] . The coupling of accurate computational fluid dynamics analyses with optimal control theory holds the promise for modifying a wide-range of fluid flows to achieve enhancement of desirable flow characteristics. Reduction of skin-friction drag, separation suppression, and increased lift to drag ratios for airfoils are examples of the types of optimization that such an approach enables. Moreover, advances in smart materials and microelectromechanical systems (MEMS) have increased the possibilities to actually implement controllers in physical systems. Optimal control problems have been studied mathematically and numerically for steady and unsteady incompressible Navier-Stokes flow. The references [1, 2, 5, 11, 12 ] present a small sample of the work in this area. Compressible steady state Euler equations and Navier-Stokes equations have been used in the context of optimal design, see, e.g., [3, 14, 15, 16, 21] .
In this paper we study the optimal control of two-dimensional unsteady compressible Navier-Stokes flows. To the best of the authors' knowledge, this is the first attempt to apply optimal control to problems governed by the unsteady compressible NavierStokes equations. Our research is motivated by the potential to develop novel and effective flow control strategies for inherently compressible phenomena including aeroacoustics and heat transfer by utilizing optimal control theory. Specifically, we plan to control the sound arising from Blade-Vortex Interaction (BVI) that can occur for rotorcraft in low speed, descending flight conditions, such as on approach to landing. When BVI occurs, 2 S. S. Collis, K. Ghayour, M. Heinkenschloss, M. Ulbrich, and S. Ulbrich tip vortices shed by a preceding blade interact with subsequent blades resulting in a high amplitude, impulsive noise that can dominate other rotorcraft noise sources. Reduction of the noise generated by this mechanism can alleviate restrictions on civil rotorcraft use near city centers and thereby enhance community acceptance. High frequency loading associated with this phenomenon also causes fatigue and hence reductions in BVI can have a direct impact on maintenance costs associated with blade failure in fatigue mode.
We use adjoint based gradient methods to solve the discretized optimal control problem. A critical issue in the numerical solution of optimal control problems is the accuracy of adjoint and gradient information. For successful optimization of the discretized problem, it is indispensable that the gradient approximation is sufficiently close to the derivative of the discretized objective function. To ensure that the solution of the discretized optimization problem approximates the infinite dimensional optimal control, it is also important that adjoint and gradient approximations used for the discretized problem converge towards their infinite dimensional counterparts as the discretization is refined. This requires a comprehensive view of the problem that integrates well posedness of the infinite dimensional problem, existence of adjoint equations and gradient equations, and properties of the discretization. Unfortunately, the mathematical foundation for optimal control problems governed by the unsteady compressible Navier-Stokes equations is not sufficiently developed to allow a rigorous and comprehensive study of gradient and adjoint accuracy in the previous sense. Even mathematical existence theories for the unsteady compressible Navier-Stokes equations are less developed than for the incompressible case.
In this paper, we discuss some of the theoretical issues arising in the formulation and solution of optimal boundary control problems governed by the compressible NavierStokes equations. Assuming a sufficiently smooth state, we derive formal adjoint and gradient equations. Finally, we present optimal control results for a vortex rebound test problem.
Problem Formulation
Let Ω = x ∈ IR 2 : x 2 > 0 denote the spatial domain occupied by the fluid and let Γ denote its spatial boundary. By
we denote the primitive flow variables, where ρ(t, x) is the density, v i (t, x) denotes the velocity in
T , and T (t, x) denotes the temperature. The pressure p and the total energy per unit mass E are given by
respectively, where γ is the ratio of specific heats and M is the reference Mach number. We write the conserved variables as functions of the primitive variables,
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and the viscous flux terms
i = 1, 2, where τ ij are the elements of the stress tensor τ = µ(∇v + ∇v T ) + λ(∇ · v)I. Here µ, λ are first and second coefficients of viscosity, κ is the thermal conductivity, Pr is the reference Prandtl number, and Re is the reference Reynolds number. For the demonstration problems presented here, constant Prandtl number and fluid properties (viscosities and thermal conductivity) are assumed along with Stokes hypothesis for the second coefficient of viscosity, λ = −2µ/3. Variable fluid properties can be easily accommodated and these effects will be included in future studies.
The two-dimensional compressible Navier-Stokes equations for the time interval [t 0 , t f ] can now be written as
The function g in the boundary conditions (4) acts as the control, which is taken to be suction and blowing in the wall normal direction on Γ c ⊂ Γ. This is modeled by
where b is a given boundary velocity that satisfies the compatibility condition
T . To the best of our knowledge, the question of existence and uniqueness of global solutions for the full compressible Navier-Stokes equations (3)- (5) 
Local existence in time can be shown also for large data. An analogous result for the initial-boundary value problem (3)-(5) on the half space or on the exterior of any bounded region with smooth boundary is shown in [19] for the boundary conditions v| (t0,t f )×Γ = 0 and either T | (t0,t f )×Γ = T 0 or ∂T ∂n = 0, where n denotes the outward unit normal. Similar results can be found in the review article [22] . The global existence of weak solutions for the initial value problem is shown in [13] 
. The question of uniqueness ist left open. Other results, mostly for the barotropic case in which pressure depends only on ρ and which decouples the energy equation from the remaining ones, can be found in [17, 22] .
The optimal control problem treated in this paper is the minimization of kinetic energy in Ω 0 ⊂ Ω at final time, more precisely,
where α 1 , α 2 , α 3 > 0 and where the control space is chosen to be
Here ∇g is the gradient of g on the boundary, in our case ∇g = (0, (g 2 ) x1 ) T . The second part of J is a regularization term which, together with G, must be chosen so that (7) is well-posed. In particular the regularity requirements on the control must be compatible with the regularity of the trace of v on Γ c . For the incompressible Navier-Stokes equations such trace regularity estimates have been provided recently in [8, 9] and our choice of the control space and of the regularization term follows [12] . There is no theoretical justification yet that this choice is suitable for the compressible case. Significantly stronger regularity requirements on the controls seem necessary in connection with the theory in [18, 19] . Our regularity requirements are closer aligned with what one would expect from the theory in [13] . Application of general existence results such as those in [8] to (7) are not yet known. However, our numerical results indicate that (7) is well-posed for the flows we have considered. A relaxation of the regularity requirements, i.e., setting α 1 = 0 or even α 1 = α 2 = 0 leads to highly oscillatory controls. More detailed grid convergence studies are under way. We remark that the choice of the control space and regularization term does not affect the adjoint equations computed in Sections 3.2, 3.3, it only effects how the gradient is computed given the adjoint (see (8) ).
Adjoint Equation

Adjoint Equation and Gradient for an Abstract Problem
We first consider the gradient computation for an abstract functional whose evaluation involves implicitly defined functions. Let G be a Hilbert space with inner product ·, · G and let U, C be Banach spaces. We consider an equation C(u, g) = 0, where C : U ×G → C. Suppose that for every g ∈ G the equation C(u, g) = 0 has a unique solution u(g). We consider the abstract problem
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We assume the existence of neighborhoodsḠ,Ū ofḡ andū = u(ḡ), respectively, such that C is Fréchet-differentiable. Further, we assume that u(g) is differentiable onḠ. This holds, e.g., if C is continuously Fréchet-differentiable onŪ ×Ḡ and the partial derivative C u (ū,ḡ) is continuously invertible. However, in our context these latter requirements seem to be too restrictive, since the results in [18, Prop. 4.1] indicate that the solution of the linearized state equation is less regular than the stateū about which the linearization is done. Now suppose that J is Fréchet-differentiable onŪ ×Ḡ. Then the Fréchet-derivative
respectively, where G * denotes the topological dual of G and ·, · G * ×G denotes the duality pairing between G * and G. It can be shown that the gradient ∇ J (ḡ) can be computed from
for all g ∈ G, if there exists an adjoint stateλ ∈ C * satisfying the adjoint equation
for all u ∈ U. The existence ofλ is ensured if C u (ū,ḡ) * is onto. Note, however, that it is sufficient that the adjoint equation is solvable for the particular right hand side −J u (ū,ḡ).
Adjoint Equation for the Compressible Navier-Stokes Equations
We carry out the formal derivation of the adjoint equation for the general situation that Ω is a domain with C 2 -boundary Γ. According to (3)- (5) we define
To write the linearization of the Navier-Stokes equation it is useful to define M = q u (u), A i = F i u (u), i = 1, 2, and to write
where 
The adjoint variables λ are partitioned according to the partition of C in (10) and are denoted by
We assume that
where n = (n 1 , n 2 ) T is the unit outward normal, s = (s 1 , s 2 ) T = (−n 2 , n 1 ) T is the unit tangential vector, and ∇u is the Jacobian of u . This is true for the objective function in (7), but also for many more general objective functions that involve distributed observations or observations of normal derivatives ∇u n or of tangential derivatives ∇u s of the state.
To derive the adjoint equations, we multiply C u (u, g)u by λ and integrate the resulting terms over (t 0 , t f ) × Ω, (t 0 , t f ) × Γ, and Ω, respectively. Integration by parts Optimal Control of Compressible Navier-Stokes Equations 7 leads to (9) , which in this case is given by
If we choose test functions (14) implies
Similarly, if we choose test functions u such that u = 0 on {t f } × Ω, u = 0 and
Next we choose test functions u such that u = 0 on {0, t f }×Ω and on (t 0 , t f )×Γ. The tangential derivatives (∇u )s of these test functions is zero. Using ∇u = ∇u nn T + ∇u ss T = ∇u nn T , u xj = ∇u e j = ∇u nn j and the previous identities in (14), we obtain With (15)- (17) the identity (14) reduces to
One can employ integration by parts over Γ on the integrals involving (∇u s) to arrive at the more convenient identity
Adjoint Equation for the Boundary Control of Final-Time Kinetic Energy
In our model problem (7) we assume adiabatic boundary conditions for the temperature on the bottom wall Γ = x ∈ IR 2 : x 2 = 0 . The velocities on Γ are prescribed and are equal to b on (t 0 , t f )× (Γ\ Γ c ) and they are equal to b+ g on (t 0 , t f )× Γ c . The boundary condition operator B in (4) is
respectively. The partial Fréchet-derivative of the objective function J in (7) is given by (13) with r = r Γ,n = r Γ,s = 0 and
Since Ω = x ∈ IR 2 : x 2 > 0 , n = (0, −1) T on Γ, the boundary condition (17) reads
which, using the definition of B and K 2 2 , is equivalent to
Hence, we obtain
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These boundary conditions imply (K
By definition, A 2 = F 2 u (u), where F 2 (u) is one of the inviscid fluxes in (1). Hence,
Moreover, using the definition of K 1 2 and (21) we obtain
If we insert the previous two equations and (21) into (22) we arrive at the condition 
on (t 0 , t f ) × Γ. Equation (23) yields the boundary conditions We remark, that the general formulation of the adjoint equations (15)- (18) is also useful, when non-reflecting boundary conditions are introduced on the boundary ∂Ω c \ Γ of the computational domain Ω c ⊂ Ω.
Gradient Computation
Given the adjoint λ, the gradient can be computed from (8) . As in [9, 12] this leads to an elliptic problem on the time-space boundary (t 0 , t f )×Γ for ∇ J . Due to space restrictions the details are omitted here. For the numerical solution of the optimal control problem the solution of this PDE can be avoided with a reformulation of the optimal control problem and working with a different, yet appropriate inner product. This is described in [4] for the semi-discrete case.
Results
We present results for a model problem consisting of two counter-rotating viscous vortices above an infinite wall which, due to the self-induced velocity field, propagate downward and interact with the wall. Our non-dimensionalization is based on initial vortex core radius and the maximum azimuthal velocities at the edge of the viscous cores. For the computations reported here, the Mach, Reynolds, and Prandtl numbers are M = 0.5, Re = 25, Pr = 1, respectively. Our computational domain is [−15, 15] × [0, 15] in non-dimensional units. The compressible Navier-Stokes equations are discretized in space using fourth-order accurate central differences on a 128 × 128 uniform grid. Time integration is performed using the classical fourth-order Runge Kutta method with a fixed time step ∆t = 0.05. To compute the initial conditions, two compressible Oseen vortices [6] , located at (±2, 7.5), are superimposed at time t = 0. From this superposed field, which is not a solution to the equations, we advance 100 time steps until time t 0 = 5, and take the resulting flow field at time t 0 as the initial condition to our problem. The side and top boundaries are assumed to be located far enough from the main flow region to justify the imposition of a characteristics based inviscid far-field boundary condition. For details on the model problem and its discretization see [4] .
We control the flow in the time window t 0 = 5, t f = 40. Our control g is the wall normal velocity which for our geometry is given by g = (0, g 2 ). The following control plots show g 2 . Positive g 2 represents injection (blowing) of fluid into the domain while negative g 2 corresponds to suction of fluid out of the domain.
Our numerical results are produced using a nonlinear conjugate gradient (NCG) algorithm [20] for the solution of the discretized problem. The inner products used in the NCG method are discretizations of the G inner product (see [4] ) to minimize the meshdependent behavior of the cg method and to avoid artificial ill-conditioning due to discretization. All computations are performed in parallel on an SGI Origin 2000. Using four processors, one optimization run takes about 10hours.
We performed three runs, two include a regularization of the time derivative of the control, the third does not. The coefficients α j in the regularization term, the value of the objective functional in (7) at the initial iterate, i.e., for zero control (J 0 ), at the final control iterate (J final ) and the terminal kinetic energy (the first integral in (7)) at the final control iterate (TKE final ) are shown in Table 1 . We see that because of the large regularization parameter α 1 , the terminal kinetic energy reduction in run I is less than that for run III. In all cases the optimization is started with zero control. The optimal wall-normal velocity distributions g 2 for are plotted in Figure 1 . The optimal controls for runs I and II are very similar, the amplitudes in the optimal control for runs II are slightly higher than those for run I, but no additional oscillations arise when α 1 is reduced to 0.05. The plots clearly show the effect of the regularization term α1 2 g t . Without it, the control starts to oscillate in time in the second half of [t 0 , t f ] and it exhibits a large jump at t 0 . If we even set α 1 = 0 and α 2 = 0, then controls are produced that exhibit strong spatial and temporal oscillations which frequently led to a failure in the compressible Navier-Stokes solver. Figure 2 shows the contours of kinetic energy for the uncontrolled flow and the controlled flow, run I.
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