

































SAT は論理変数の正負の出現を表す literal, literal の論
理和である節,節の論理積である CNFで表現される. 以下
は CNFの例で,この例では a = T; b = T; c = F; d = T と割
り当てることで,式全体を充足させることができる.
(a _ b) ^ ( a _ c _ d) ^ (b _  d) ^ ( b _  c _  d)
近年の逐次 SATソルバでは, CDCLアルゴリズムが標準












c-satw は図 1 のように 3 層のマスタ・ワーカ構造を取




であるので, c-satw では 1 つの子マスタの下に PrecoSAT
を 4 台, MiniSAT を 1 台配置する構成を採用している. ま
た, マスタは各ワーカが探索途中で取得した学習節を他の
ワーカに配布している. これにより各ワーカ間で学習節を













c-satw では, 使用する PrecoSAT と MiniSAT の比率は
4:1 で固定されている. しかし, 両ソルバで得意とする問
題が異なるので, 問題毎にこの比率の動的変更を行い高速
化することが考えられる. そこで, 本研究では機械学習の






き, 問題を解く際に SVM によってこのデータベースを基
に PrecoSAT と MiniSAT の比率の動的変更を行っている.
なお, 選択できる比率は,PrecoSAT:MiniSAT=4:1, 3:2, 8:1,
7:2の 4種類である. また,この変更のコストは小さく 0.01
～1秒程度で行える.
5 評価実験
c-satws の性能評価を行うにあたり, SAT Competition
2009 の 292 問と SAT-Race 2010 の 100 問で c-satw と比
較した. また, データベース作成用のサンプルとして SAT
Competition 2009 の 292 問を使用し, 特徴量としては, 問
題に含まれる変数の個数や節の個数などを用いている. 実




コア数 (PE数) Dual-Core  8 (16PE)
メモリ 128GB / node
通信 10GbE
表 1 実験環境
実験結果を表 2, 3 に示す. 今回の実験では Competition
2009 から作成した機械学習用のデータベースを利用して
















表 3 Race 2010の結果





れる. 特に c-astwsで 100秒以上かかる問題では,全ての問
題で速度向上が得られ, 実行時間の長い問題で効果が高い
と言える (図 2参照).
一方で, SAT instance で分類がそれほど上手くいかな
かったために, 解けた問題数が増えず, UNSAT instance に
比べて速度向上が得られなかったと考えら得る. この理由
としては, SAT instanceは c-satwの実行時間のばらつきが
UNSAT instanceに比べて大きかったことが挙げられる. ま
た, データベースを作成する際の特徴量の選択が適切でな



























た高速化の効果が確かめられた. 特に Race 2010のUNSAT
instance では, SVM を用いない従来手法よりも 2 問多く
解くことができ, 幾何平均で 15% 程度の速度向上が達成
できた. 一方で, SAT instanceは UNSAT instanceに比べて
SVMによる分類の精度が低く,改善の必要がある. 例えば,
選択する特徴量を変更し, 分類の精度を高めることが考え
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