Abstract. The purpose of this paper is the construction of invariant regions in which we establish the global existence of solutions for reaction-diffusion systems with a general full matrix of diffusion coefficients without balance law'condition (f + g ≡ 0) and with nonhomogeneous boundary conditions. Our techniques are based on invariant regions and Lyapunov functional methods. The nonlinear reaction term has been supposed to be of polynomial growth.
Introduction
We consider the reaction-diffusion system ∂u ∂t − a 11 ∆u − a 12 ∆v = f (u, v) in R , with boundary ∂Ω, ∂ ∂η denotes the outward normal derivative on ∂Ω, the constants a ij (i, j = 1, 2) are supposed to be positive and (a 12 + a 21 )
2 < 4a 11 a 22 ) which reflects the parabolicity of the system and implies at the same time that the matrix of diffusion A = a 11 a 12 a 21 a 22 is positive definite. The eingenvalues λ 1 and λ 2 (λ 1 < λ 2 ) of A are positive. If we put a = min {a 11 , a 22 } and a = max {a 11 , a 22 } , then the positivity of diffusion coefficients implies that
The initial data are assumed to be in the region
where
One will treat the first case, the second one will be discussed in the last section. We suppose that the reaction terms f and g are continuously differentiable, polynomially bounded on Σ, (f (r, s), g(r, s)) is in Σ for all (r, s) in ∂Σ (we say that (f, g) points into Σ on ∂Σ); i.e.,
and for positive constants C and α > −µ 2 sufficiently close to −µ 2 , we have
where C 1 is a positive constant. In the trivial case where a 12 = a 21 = a 11 − a 22 = 0; nonnegative solutions exist globally in time. In diagonal case where a 12 = a 21 = 0, a 11 = a 22 and homogeneous Neumann boundary conditions, Alikakos [1] established the global existence and L ∞ -bounds of solutions for positive initial data when
and 1 < β <
The reactions given by ( * ) satisfy in fact a condition analogous to (1.5) and form a special case since (f, g) point into Σ on ∂Σ by taking Σ = R + × R + . Masuda [21] showed that solutions to this system exist globally for every β > 1 and converge to a constant vector as t → +∞. Haraux and Youkana [6] generalized the method of Masuda [21] to handle nonlinearities uF (v) that form a particular case since they also assumed that Σ = R
Recently Kouachi and Youkana [19] generalized the method of Haraux and Youkana [6] to the triangular case (a 12 = 0) by taking nonlinearities f (u, v) of a weak exponential growth. Kanel and Kirane [10] 
where ε and C F are positive constants with ε < 1 sufficiently small and 
4).
This article is the continuation of [16] , where a 11 = a 22 and σg + ρf ≡ 0 with σ and ρ being any positive constants and the function g(u, v) is positive and polynomially bounded. In [16] we considered the homogeneous Neumann boundary conditions and established the global existence of solutions with initial data in an invariant region, which is a special case of the one considered here. In [18] and in the case where a 11 = a 22 , we eliminate the balance condition and replace it by a condition analogous to (1.6).
The components u(t, x) and v(t, x) represent either chemical concentrations or biological population densities and system (1.1)-(1.2) is a mathematical model describing various chemical and biological phenomena (Cussler [2] , GarciaYbarra and Clavin [4] , De Groot and Mazur [5] , Jorne [9] , Kirkaldy [14] , Lee and Hill [20] and Savchik, Changs, and Rabitz [23] .
Local Existence and Invariant Regions
In this section, we prove that if (f, g) points into Σ on ∂Σ, then Σ is an invariant region for problem (1.1)-(1.4), i.e., the solution remains in Σ for any initial data in Σ. Once the invariant regions are constructed, both problems of the local and global existence become easier to be established: for the first problem we demonstrate that system (1.1)-(1.2) with the boundary conditions (1.3) and the initial data in Σ is equivalent to a problem for which the local existence throughout the time interval [0, T max [ can be obtained by the known procedure and for the second one, since we use usual techniques based on Lyapunov functionals which are not directly applicable to problem (1.1)-(1.4) and need invariant regions (Kirane and Kouachi [12] , [13] , Kouachi [15] , [16] and Kouachi and Youkana [19] ).
The main result of this subsection is 
with the boundary conditions
3) and the initial data
and is invariant for system (2.1)-(2.2) and that 
Then the first inequality is equivalent to u 0 ≤ µ 1 v 0 and since µ 2 < 0, the second one is equivalent to u 0 ≥ µ 2 v 0 . Then (2.8) is proved and (2.5) can be written
Now, to prove that the region R
) such that w 1 ≥ 0 and w 2 = 0 thanks to the invariant region's method (Smoller [24] ). But using expressions (2.7), we get
Following the same reasoning as above and taking into account that v 0 ≥ 0 in Σ, we come to condition (1.5). Then Σ is an invariant region for the system (1.1)-(1.3).
Then system (1.1)-(1.2) with the boundary conditions (1.3) and initial data in Σ is equivalent to system (2.1)-(2.2) with the boundary conditions (2.3) and positive initial data (2.4). As it has been mentioned at the beginning of this section and since ρ 1 and ρ 2 given by
are positive, we have for any initial data in C Ω or L p (Ω), p ∈ (1, +∞), local existence and uniqueness of solutions to the initial value problem (2.1)-(2.4) and consequently those of problem (1.1)-(1.4) follow from the basic existence theory for abstract semilinear differential equations (Friedman [3] , Henry [7] and Pazy [22] Once invariant regions are constructed, one can apply the Lyapunov technique and establish the global existence of unique solutions for (1.1)-(1.4).
Global Existence
As the determinant of the linear algebraic system (2.5), with respect to variables u and v, is different from zero, to prove global existence of solutions of problem (1.1)-(1.4) one needs to prove it for problem (2.1)-(2.4). To this end, it is well known that (Henry [7] ) it suffices to derive a uniform estimate of Let us define, for any positive integer n, the finite sequence
where θ is a positive constant sufficiently large such that
The main result of this subsection is
Then the functional L is uniformly bounded on the interval
Proof. The proof is similar to that in [15] . Differentiating L with respect to t yields
By simple use of Green's formula we have
(with ds as area element) and
First, let us calculate the first and second partial derivatives of H n with respect to w 1 and w 2 . We have
Using the formula
and replacing the index i by i − 1, we get
For ∂H n ∂w 2 , using (3.7) and the fact that
we get
Using formulas (3.8) and (3.10), we deduce by analogy
and
(3.13)
Now we claim that there exists a positive constant C 2 independent of t ∈ [0, T max [ such that
14) To see this, we follow the same reasoning as in [18] :
(i) If 0 < λ < 1, using the boundary conditions (2.3) we get
Since
where P n−1 and Q n are polynomials with positive coefficients and respective degrees n − 1 and n and since the solution is positive, we obtain lim sup
which proves that H is uniformly bounded on R Consequently one again gets (3.14) with C 2 = 0
Using (3.1) and (3.2) we deduce that the quadratic forms (with respect to ∇w 1 and ∇w 2 ) are positive since
(3.16) (3.8) and (3.10) together imply
Using expressions (2.6) , we get
is increasing with lim
is sufficiently large when θ is chosen sufficiently large, by using condition (1.6) and relation (2.5) successively we get, for an appropriate constant C 3 ,
Following the same reasoning as in [17] , a straightforward calculation shows that Proof. The proof is an immediate consequence of Theorem 3.1, the trivial inequality Proof. As it has been mentioned above, it suffices to derive a uniform estimate of F 1 (w 1 , w 2 ) p and F 2 (w 1 , w 2 ) p on [0, T * [ for some p > n/2. Since the functions f (u, v) and g(u, v) are polynomially bounded on Σ, by using relations (2.5) and (2.6) we get that so are F 1 (w 1 , w 2 ) and F 2 (w 1 , w 2 ) and the proof becomes an immediate consequence of Corollary 3.1. In this case, the diffusion matrix of the system becomes 
Final Remarks

