Abstract-We show that an optimal source code with a cost function for code symbols can be regarded as a random number generator generating a random sequence (not necessarily a sequence of fair coin bits) as the target distribution in the sense that the normalized conditional divergence between the distribution of the generated codeword distribution and the target distribution vanishes as the block length tends to infinity.
from Lemma 3 that they have the same mutual information. Lemma 3 also implies that, besides the dimensions, the mutual information can only depend on one of the distribution parameters, namely .
• For the two-dimensional ordered Weinman exponential distribution the mutual information is I(X1; 
It is obtained through direct integration.
• The mutual information of the Gamma-exponential distribution is I(X1; X2) = 9(2) 0 ln 2 + 1 2 :
It is derived through direct integration. Note that it depends only on the parameter 2 . This is a consequence of Lemma 3.
I. INTRODUCTION
In the problem of random number generation, the purpose is in general to simulate the source Y Y Y with a prescribed distribution(called the target distribution) by using the source X X X with a given probability p p p (called the coin distribution). von Neumann [1] has initially addressed this problem. He has considered the problem of simulating a fair random bit by repeatedly using a biased coin with an unknown distribution. Elias [2] has clarified that the optimal expected number of generated fair random bits per coin toss is equal asymptotically to the entropy rate of the source X X X. Moreover, Vembu and Verdú [3] have shown that the optimal rate at which we can generate fair random bits from a general source X X X with arbitrary accuracy in the sense of some vanishing distance (e.g., the variational distance, the d-bar distance, and the normalized divergence) between the distribution of the generated codeword process and the uniform distribution is equal to lim inf n!1 (1=n)H(X n ). On the other hand, it was conjectured for a long time on the basis of the folklore that an output sequence from an optimal source code is a uniform random sequence, because any incompressible sequence seemingly looks like a uniform random sequence. Visweswariah et al. [4] and Han [5] have independently made clear that this folklore is in fact true, that is, they have shown that an optimal variable-length source code can be regarded as a variable-length random number generator in the sense that the normalized divergence distance between the distribution of the generated codeword process and the uniform distribution actually vanishes as the block length tends to infinity. On the other hand, as is well known, if we impose unequal costs on code symbols, it is no longer optimal to use the code which minimizes the average codeword length. It is instead required to use the codes which minimize the average codeword cost. Several studies have been made on the source coding problem in this interesting setting. Karp [6] has given an algorithm for constructing minimum-redundancy prefix codes with unequal cost symbols. Iwata et al. [7] have proposed a universal lossless coding algorithm for minimizing the average codeword cost for stationary sources based on the Lempel-Ziv (LZ78) code. Hereafter, we shall call the code constructed in the case with unequal cost symbols the source code with cost. Naturally, there would exist a bias in the frequency of code symbols generated by an optimal source code with cost. Can we then consider the optimal variable-length source code with cost as a variable-length nonuniform random number generator? The purpose of this correspondence is to demonstrate that the answer to this question is "yes."
II. VARIABLE-LENGTH SOURCE CODING WITH COST
In order to state our problem in a more formal manner, let X be a countably infinite source alphabet and Y be a finite code alphabet, respectively. In the sequel all the logarithms are taken to the base K jYj, where jYj denotes the cardinality of Y. We denote the set of all nonnull finite-length sequences taken from Y by Y 3 . In this correspondence, we consider quite general sources as follows. Let us define a general source as an infinite sequence
of n-dimensional random variables X n where each component random variable X (n) i (1 i n) takes values in X . It should be noted here that each component of X n may change depending on block length n. This implies that the sequence X X X is quite general in the sense that it may not satisfy even the consistency condition as usual processes. The class of sources thus defined covers a very wide range of source including all nonstationary and/or nonergodic sources.
We (1) 
where the cost capacity c is the positive unique root α of the equation
Proof: See the Appendix.
III. SOURCE CODE WITH COST AS A NONUNIFORM RANDOM NUMBER GENERATOR
In this section we address the relationship between source codes with cost and nonuniform independent and identically distributed (i.i.d.) random number generators. Given a variable-length prefix encoder ' n : X n ! Y 3 , we define for any positive integer m as D m fx x x 2 X n j l(' n (x x x)) = mg where l(1) denotes the length of a string and we put
For any m 2 J(' n ), we define X n m as the random variable taking values in D m with the distribution given by
Pr fX n 2 Dmg 
where In is the random variable such that In = m for X n 2 Dm.
Then, the following theorem shows that, with the cost function c : Y 3 ! R + , the optimal variable-length source code with cost can be considered as a variable-length random number generator generating the variable-length i.i.d. random sequence subject to the distributionc corresponding to the cost function c : Y 3 ! R + , in the sense that the normalized conditional divergence between the distribution of the generated codeword process and the i.i.d. target distribution vanishes as block length n tends to infinity.
Theorem 2:
We assume that the entropy rate of the general source X X X has the limit lim n!1 (1=n)H(X n ). 2 Let ' n : X n ! Y 3 be any optimal variable-length prefix encoder in the sense that
If we define the probability distributionc = fq c (y)g y2Y corresponding to the cost function c by q c (y) = K 0 c(y)
then we have where the last equality follows from the fact that ' n is the one-to-one mapping. Thus we have
Let c min min y2Y c(y) > 0 then it follows from cminIn c('n(X n )) that E(I n ) Efc('n(X n ))g cmin which, together with (6) and the inequality (cf. [9] )
n log e Efc('n(X n ))g cmin :
We see from (3) that lim n!1 1 n log e Efc('n(X n ))g cmin = 0:
On the other hand, a consequence of Theorem 1 is
Thus by (3), (7), and (8) we conclude that 
Remark 1:
We point out that Iwata et al.'s universal code [7] satisfies the condition (3) for any stationary source X X X, and, therefore, their code can be regarded as providing a universal algorithm for nonuniform i.i.d. random number generation in the sense of (5), although it works only when the source alphabet X is finite.
IV. COMPARISON WITH PREVIOUS RESULTS
Han [5] has earlier established the following result on the optimal variable-length prefix code with equal cost c(y) = 1 (8y 2 Y), i.e., c(y y y) = l(y y y) (8y y y 2 Y
3 ).
Theorem 3 [5] : We assume that the entropy rate of the general source X X X has the limit lim n!1 (1=n)H(X n ). Let ' n : X n ! Y 3 be any optimal variable-length prefix encoder satisfying
where R v (X X X) is the infimum of achievable variable-length source coding rates. Then, we have We notice here (cf. [5] ) that, under the assumption of Theorem 3,
It is easy to check that Theorem 3 is a special case of Theorem 2, because, in the case where all code symbols have equal cost c(y) = 1, the cost capacity c = 1 and hence R c v (X X X) = Rv(X X X). Our proof of Theorem 2 is just paralleling the original proof of Theorem 3, and hence Theorem 2 is a straightforward generalization of Theorem 3. On the other hand, Visweswariah et al. [4] have also shown a variant of Theorem 3, i.e., they have shown that the optimal variable-length source code with equal cost c(y) = 1 can be considered as a random number generator in the following sense.
Theorem 4: Let ' n : X n ! Y 3 be any variable-length prefix encoder satisfying the condition (9) , where the source alphabet X is finite, However, it does not seem to be easy to generalize Theorem 4 to be valid also in the case with unequal costs c(y). One reason is that the rather intractable set Gn intervenes in Theorem 4 but not in Theorem 3.
It should be noted that the proof demonstrated in this correspondence
does not need the assumption that the source alphabet X is finite and also that either of Theorems 3 or 4 does not imply one another because
Remark 2: The existence of the limit limn!1(1=n)H(X n ) for the source X X X is the necessary and sufficient condition for (10) to hold under the condition (9) . To see this, we need the following theorem on the variable-length random number generation. First, we call R an achievable variable-length intrinsic randomness rate for the source X X X if there exists a variable-length mapping ' n : X n ! Y 3 such that Moreover, the supremum of R that are achievable variable-length intrinsic randomness rates is denoted by S 3 v (X X X), which we call the supremum achievable variable-length intrinsic randomness rate.
Then, we have
Theorem 5 (Han [5] , [10] ): For any general source X X X with a count-
Since the sufficiency is implied by Theorem 3, it suffices to show the necessity. Suppose that (10) As a consequence, since (9) implies
which claims that the source X X X must have the limit 
where q denotes the probability measure. We denote the conditional probability of y i 2 Y given the sequence y i01 Finally, we have the following main theorem of this section which says that the optimal variable-length source code with the general cost function c defined by (14) can be considered as a variable-length random number generator generating the random sequence subject to the given probability measure q.
Theorem 7:
We assume that the entropy rate of the general source X X X has the limit lim n!1 (1=n)H(X n ). Given an arbitrary probability measure q satisfying (11)- (13) 
On the other hand, 
