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DFT studyAbstract In order to investigate the relationship between activities and structures, a 3D-QSAR
study is applied to a set of 43 molecules based on triazines. This study was conducted using the prin-
cipal component analysis (PCA) method, the multiple linear regression method (MLR) and the arti-
ﬁcial neural network (ANN). The predicted values of activities are in good agreement with the
experimental results. The artiﬁcial neural network (ANN) techniques, considering the relevant
descriptors obtained from the MLR, showed a correlation coefﬁcient of 0.9 with an 8-3-1 ANN
model which is a good result. As a result of quantitative structure–activity relationships, we found
that the model proposed in this study is constituted of major descriptors used to describe these mol-
ecules. The obtained results suggested that the proposed combination of several calculated param-
eters could be useful to predict the biological activity of triazine derivatives.
ª 2013 Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an open access
article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
Triazines, owing to their extensive use as herbicides in modern
agriculture, can be dispersed in surface and spring water attrace levels (Carabias-Martınez et al., 2002). As a consequence
of proven carcinogenic and endocrine disrupting action of
these and other potentially hazardous compounds resulting
from human activity, monitoring of groundwater has become
an important aspect of environmental and health safeguards.
Triazines are subjected to various abiotic and biotic degrada-
tion processes (Loos et al., 1999), and consequently, quantiﬁ-
cation of the metabolic products provides an additional
analytical index to check water contamination.
The family of triazines comprises of the most widely
employed herbicides in the world. Atrazine, with better efﬁ-
ciency for the control of weeds, is probably the most widely
used herbicides of this class. The prolonged utilization of
Figure 1 Chemical structure of the studied triazines.
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represents a threat to the environment and human health. As
an endocrine disruptor (Hong et al., 2002) atrazine has high
carcinogenicity and mutagenicity, especially after biomagniﬁ-
cation (Zhu et al., 2005).
On the other hand, it has been reported that atrazine can
cause biological effects of model animals even at much lower
regulated safe dose levels (Kaiser, 2000; Xu et al., 2011).
Therefore, attempting to predict the toxic potential remains
problematic (Paulino et al., 2012). Moreover for economic rea-
sons, researchers work for developing methods to predict tox-
icity which can be less time consuming more economic and
easy. One of the chief alternatives to animal testing for toxicity
is the use of a quantitative structure-biological activity/prop-
erty relationship, which consists of mathematically derived
rules that quantitatively describe activity and property in terms
of molecular attributes, i.e. descriptors of chemical structures
by utilizing computer-based technology (McKinney et al.,
2000; Roy and Ghosh, 2009). Knowledge about the relation-
ships between structures and their inhibitory activities could
greatly facilitate the drug discovery process.
Quantitative structure–activity relationship (QSAR) as an
important area of chemometrics has been the subject of a series
of investigations (Hansch et al., 1963; Bodor, 1988). The main
aim of QSAR studies is to establish an empirical rule or func-
tion relating the structural descriptors of compounds under
investigation to bioactivities. This rule or function is then uti-
lized to predict the same bioactivities of the compounds not in-
volved in the training set from their structural descriptors.
Whether the bioactivities can be predicted with satisfactory
accuracy depends to a great extent on the performance of
the applied multivariate data analysis method, provided the
property being predicted is related to the descriptors. Many
multivariate data analysis methods such as principal compo-
nents analysis (PCA), multiple linear regression (MLR) and
artiﬁcial neural net-work (ANN) have been used in QSAR
studies. MLR, as a most commonly used chemometric meth-
od, has been extensively applied to QSAR investigations.
However, the practical usefulness of MLR in QSAR studies
is rather limited, as it provides relatively poor accuracy.
ANN offers satisfactory accuracy in most cases but tends to
overﬁt the training data.
QSAR (Hansch et al., 1963; Bodor, 1988) has been widely
used for years to provide quantitative analysis of structure
and biological activity relationships of compounds. Different
QSAR studies were reported to identify important structural
features responsible for the antiamoebic activity (Sabljic
et al., 1995; Sabljic, 2001; Wen et al., 2012) and to develop tox-
icity models for diverse chemicals by different workers (Benigni
and Zito, 2004; Zakarya et al., 1998; Elhallaoui et al., 2003;
Papa et al., 2005; Zhang et al., 2009; Jing et al., 2012).
At present, there are a large number of molecular descrip-
tors that can be used in QSAR studies. Once validated, the
ﬁndings can be used to predict activities of untested com-
pounds. Recently, computer-assisted drug design based on
QSAR has been successfully employed to develop new drugs
for the treatment of cancer, AIDS, SARS, and other diseases
(Supratik and Kunal, in press).
In this study, we have modeled the toxicity of several organ-
ic compounds based on triazine (Figure 1) using several statis-
tical tools, principal components analysis (PCA), multiple
linear regression (MLR) and artiﬁcial neural network (ANN)calculations. The objectives of this work are to develop predic-
tive QSAR models for the toxicity of our studied molecules.
On the other hand, several quantum chemical methods and
Quantum-chemistry calculations have been performed in order
to study the molecular structure and electronic properties
(Laarej et al., 2010; Zarrok et al., 2011). The geometry as well
as the nature of their molecular orbital, HOMO (highest occu-
pied molecular orbital) and LUMO (lowest unoccupied molec-
ular orbital) are involved in the properties of biological activity
of organic compounds. The more relevant molecular proper-
ties were calculated. These properties are the highest occupied
molecular orbital energy EHOMO, the lowest unoccupied
molecular orbital energy ELUMO, energy gap DE, dipole mo-
ment l, the total energy ET, the activation energy Ea, the
absorption maximum kmax and the factor of oscillation f(SO).
2. Materials and methods
2.1. Materials
Previous studies (Chimizou et al., 1988) had established a
quantitative model of structure–activity relationship for a ser-
ies of triazine inhibitors of photosystem II. Further work on
the aspect of steric forty molecules was produced by Larfaoui
(Larfaoui, 1997).
The activity under investigation is the inhibition of photo-
system II. It is expressed in terms of the logarithm of the reci-
procal of the molar concentration for which 50% inhibition of
photosynthesis was observed DCPIP (2,6-dichlorophenolin-
dolphenol), pI50. The following table shows the chemical struc-
tures of the studied compounds and the corresponding
experimental activities pI50.
The experimental toxicity of the studied compounds has
been collected from recent work (Chimizou et al., 1988) (Ta-
ble 1). The range of the toxicity data varies from 3.88 to
7.85 (log units).
2.2. Methods
2.2.1. Principal components analysis
The molecules of triazine and derivatives (1–43) were studied
by statistical methods based on the principal component anal-
ysis (PCA) (Hogarh et al., 2012) using the software XSLAT
2009.
This is an essentially a descriptive statistical method which
aims to present, in graphic form, the maximum information
contained in the data Table 1.
PCA is a statistical technique useful for summarizing all
the information encoded in the structures of compounds. It
is also very helpful for understanding the distribution of the
compounds.
Figure 2 Neuron layout of ANNs.
Table 1 Observed toxicity of studied triazine derivatives (Chimizou et al., 1988; Larfaoui, 1997).
No. R1 R2 pI50 (obs.) No. R
1 R2 pI50 (obs.)
1 NHEt NHEt 5.84 23 NHCH2-p-Biphenylyl NHEt 6.85
2 NH-n-Pr NHEt 6.06 24 NH(CH2)3Ph NHEt 7.08
3 NH-n-Bu NHEt 6.53 25 NH(CH2)3Ph NHMe 7.62
4 NH-n-Pentyl NHEt 7.02 26 NH(CH2)4Ph NHEt 7.54
5 NH-n-Hexyl NHEt 7.59 27 NH(CH2)3Ph NH-n-Pr 7.61
6 NH-n-Octyl NHEt 6.83 28 NH(CH2)3Ph NH-allyl 7.47
7 NH-n-Decyl NHEt 7.17 29 NH(CH2)3Ph NH-n-Bu 6.19
8 NH(CH2)2OMe NHEt 5.59 30 NH(CH2)3Ph NH-i-Pr 7.49
9 NH(CH2)3OEt NHEt 6.71 31 NH(CH2)3Ph NH-c-Pr 7.85
10 NH-i-Pr NHEt 6.52 32 NH(CH2)2Ph NH-c-Pentyl 6.67
11 NH-i-Bu NHEt 6.41 33 NH(CH2)3Ph NH-c-Hx 5.52
12 NH-1-Me-n-Hexyl NHEt 7.43 34 NH-Allyl NH-Allyl 5.55
13 NH-1-Me-n-Heptyl NHEt 6.78 35 NH-i-Pr NH-i-Pr 6.45
14 NH-c-Pr NHEt 6.17 36 NH(CH2)3Ph N(Me)2 4.45
15 NH-c-Bu NHEt 7.01 37 N(Me)-n-Bu N(Me)OMe 4.19
16 NH-c-Pentyl NHEt 7.16 38 NH(CH2)3Ph N(Me)-n-Bu 4.40
17 NH-c-Hexyl NHEt 6.79 39 NH(CH2)3Ph Pyrrolidinyl 3.93
18 NHCH2-c-Pr NHEt 6.42 40 NH(CH2)3Ph Piperidinyl 3.88
19 NHCH2-c-Hexyl NHEt 6.40 41 N(Me)-n-Bu NHEt 4.52
20 NHCH(OEt)2 NHEt 5.27 42 NH(CH2)3Ph N(Me)-n-Bu 3.88
21 NHMe NHEt 6.24 43 NHC(Me)3 NHEt 6.06
22 NHCH2-p-Tolyl NHEt 6.71
Note: n: normal, c: cyclo, i: iso, p: para, Me: methyl, Et: ethyl, Pr: propyl, Ph: phenyl, Bu: butyl, Hx: hexyl.
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The multiple linear regression statistic technique is used to
study the relation between one dependent variable and several
independent variables. It is a mathematic technique that min-
imizes differences between actual and predicted values. The
multiple linear regression model (MLR) was generated using
the software SYSTAT, version 12, to predict antiamoebic
activities logIC50. It has served also to select the descriptors
used as the input parameters for a back propagation network
(ANN).
2.2.3. Artiﬁcial neural networks (ANNs)
The ANNs analysis was performed with the use of Mathlab
software v 2009a Neural Fitting tool (nftool) toolbox on a data
set of triazine derivatives herbicide activity (Demuth et al.,
2011; Zakarya et al., 1996; Zakarya et al., 1997).
A number of individual models of ANN were designed built
up and trained. Generally the network was built for three lay-
ers; one input layer, one hidden layer and one output layer
were considered (Zupan and Gasteiger, 1999). The input layer
consisted of eight artiﬁcial neurons of linear activation func-
tion (Figure 2). The number of artiﬁcial neurals in the hidden
layer was adjusted experimentally. The hidden layer consisted
of 20 artiﬁcial neurals. One neuron formed the output layer of
Sigmoid function activation. The architecture of the applied
ANN models is presented in Figure 3.
The data subjected to ANN analysis were randomly divided
into three sets: a learning set, a validation set and a testing set.
Prior to that, the whole data set was scaled within the 0–1
range.
The set of triazine derivatives of herbicide activity (Chimizou
et al., 1988) were subjected to the ANN analysis. First, for
the learning set of compounds, i.e., 31 triazine derivatives were
used. ANN models were designed, built and trained. The
learning set of data is used in ANNs to recognize the relation-ship between the input and output data. Then for the revision
of the ANN model designed and selected, the validation set of
six compounds was used. Testing set with six compounds was
provided to be an independent evaluation of the ANN model
performance for the ﬁnally applied network.
In this study, we selected the Sigmoid as a basis function
(Turkkan, 1993). The operation of the output layer is linear,
which is given as below:
ykðXÞ ¼
Xnk
j¼1
wkjhjðXÞ þ bk ð1Þ
where yk is the kth output layer unit for the input vector X, wkj
is the weight connection between the kth output unit and the
Figure 3 The ANNs architecture.
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function ‘‘non-zero’’ given by the following equation:
Bias ¼
X
ðy yÞ ð2Þ
where y is the measured value and y is the value predicted by
the model
The accuracy of the model was mainly evaluated by the
root mean square error (RMSE). Formula is given as follows:
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
n
:
Xn
i¼1
ðpexp  ppredÞ2
s
ð3Þ
where n= number of compounds, pexp = experimental value,
ppred = predicted value and summation is of overall patterns
in the analyzed data set (Lee and Chen, 2009; Jing et al.,
2012). The scripts were run on a personal PC.
2.2.4. DFT calculations
DFT (density functional theory) methods were used in this
study. These methods have become very popular in recent
years because they can reach similar precision to other meth-
ods in less time and less cost from the computational point
of view. In agreement with the DFT results, energy of the fun-
damental state of a polyelectronic system can be expressed
through the total electronic density, and in fact, the use of elec-
tronic density instead of wave function for calculating the en-
ergy constitutes the fundamental base of DFT (Adamo and
Barone, 2000; Parac and Grimme, 2003; Gaussian 03, 2003),
using the B3LYP functional (Becke, 1993; Lee et al., 1988)
and a 6-31G* basis set. The B3LYP, a version of DFT method,
uses Becke’s three-parameter functional (B3) and includes a
mixture of HF with DFT exchange terms associated with the
gradient corrected correlation functional of Lee, Yang and
Parr (LYP). The geometry of all species under investigation
was determined by optimizing all geometrical variables with-
out any symmetry constraints.
3. Results and discussion
A QSAR study was carried for a series of 43 derivatives of tri-
azines, in order to determine a quantitative relationship be-
tween structure and toxicity.
Table 2 shows the values of the calculated parameters ob-
tained by DFT/B3LYP 6-31G* optimization of the studied
triazines.
3.1. Principal component analysis (training set selection)
The selection of the training set is one of the most important
steps in the QSAR modeling, since the establishment and opti-
mization of a QSAR model are based on this training set. Pre-
dictability and applicability of a QSAR model also depend on
the training set selection.In this part, PCA was applied to select a training set from
among 43 triazine derivatives.
The set of descriptors encoding the 43 herbicide compounds
and electronic and energetic parameters are submitted to PCA
analysis (STATITCF Software, 1987). The ﬁrst three principal
axes are sufﬁcient to describe the information provided by the
data matrix. Indeed, the percentages of variance are 49.76%;
23.32% and 11.52% for the axes F1, F2 and F3, respectively.
The total information is estimated to a percentage of 84.60%.
The principal component analysis (PCA) (Jonathan et al.,
2012) was conducted to identify the link between the different
variables. Bold values are different from 0 at a signiﬁcance le-
vel of p= 0.05. Correlations between the eight descriptors are
shown in Table 3 as a correlation matrix and in Figure 4 these
descriptors are represented in a correlation circle.
The Pearson correlation coefﬁcients are summarized in the
following Table 3. The obtained matrix provides information
on the negative or positive correlation between variables.
* The toxicity is well correlated with the energy of activation
energy Ea and maximum of absorption kmax for r= 0.674
and p< 0.05 at a signiﬁcant level.
* The EHOMO energy is positively correlated with the dipole
moment (r= 0.618 and p< 0.05) and kmax (r= 0.635
and p< 0.05) at a signiﬁcant level
* The EHOMO energy is negatively correlated with the gap
energy DE (eV) (r= 0.761 and p< 0.05) and with Ea
(eV) 37 and r= 0.6 p< 0.05 at a signiﬁcant level.
* The energy of activation Ea is strongly correlated with kmax
for r= 1 and p< 0.001 at a high level.
3.1.1. Correlation circle
Principal component analysis (PCA) was also performed to de-
tect the connection between the different variables. The princi-
pal component analysis revealed from the correlation circle
(Figure 4) shows that the F1 axis (49.76% of the variance) is
mainly due to the LUMO energy, while the axis F2 (23.32%
of the variance) is located by the other parameters of energy.
On the other hand, the correlation circle (Figure 4) shows
that there is a strong correlation between toxicity and HOMO
energy.
The Cartesian diagram (Figure 5) allowed us to highlight
the most toxic molecules along the toxicity axis and molecules
with heavy DE along the gap energy axis.
Analysis of projections according to the plane F1–F3
(61.28% of the total variance) of the studied molecules (Fig-
ure 6) shows that the molecules are dispersed, according to
the structure of the R1 group of triazines, in two classes of
compounds belonging to two regions separated by a straight
line (axis of separation): The region 1 containing a triazines
carrying aromatic R1 and region 2 carrying aliphatic R1.
Table 2 Values of the parameters obtained by DFT/B3LYP 6-31G* optimization of studied triazines.
Molecule pI50 ET (Ua) EHOMO (eV) ELUMO (eV) DE (eV) l (D) Ea (eV) kmax (nm) f(SO)
1 5.84 1002.7414 6.4480 0.3104 6.1376 4.9772 5.1486 240.81 0.0105
2 6.06 1041.8434 6.4290 0.3866 6.0424 4.9150 5.1596 240.30 0.0134
3 6.53 1080.9436 6.4126 0.3812 6.0314 4.8805 5.1578 240.38 0.0145
4 7.02 1120.0440 6.4099 0.3784 6.0315 4.8858 5.1572 240.41 0.0150
5 7.59 1159.1453 6.4072 0.3757 6.0315 4.8843 5.1572 240.41 0.0149
6 6.83 1237.3469 6.4044 0.373 6.0314 4.8737 5.1572 240.41 0.0154
7 7.17 1315.5485 6.4044 0.373 6.0314 4.8968 5.1566 240.44 0.0159
8 5.59 1116.6227 6.4780 0.4656 6.0124 4.9258 5.1465 240.91 0.0143
9 6.71 1194.8321 6.3282 0.4738 5.8544 4.4845 5.1561 240.46 0.0116
10 6.52 1041.8446 6.4535 0.4057 6.0478 4.9511 5.1657 240.01 0.0083
11 6.41 1080.9464 6.4290 0.3921 6.0369 4.8667 5.1786 239.42 0.0132
12 7.43 1198.2467 6.3881 0.3621 6.0265 4.8687 5.1514 240.68 0.0152
13 6.78 1237.3470 6.3854 0.3621 6.0233 4.8712 5.1504 240.73 0.0154
14 6.17 1040.5871 6.1839 0.3866 5.7973 5.0221 5.0485 245.58 0.0117
15 7.01 1079.7074 6.3799 0.3866 5.9933 4.9526 5.1581 240.37 0.0121
16 7.16 1118.8417 6.3391 0.3458 5.9933 4.9208 5.1615 240.21 0.0138
17 6.79 1157.9395 6.3827 0.4057 5.9775 4.8127 5.1381 241.30 0.0098
18 6.42 1079.6926 6.4072 0.3485 6.0587 5.0370 5.1948 238.67 0.0025
19 7.28 1197.0416 6.4235 0.4030 6.0205 4.7602 5.1425 241.10 0.0159
20 5.27 1269.6325 6.5515 0.5582 5.9933 4.2267 4.9919 248.37 0.0016
21 6.24 1193.4205 6.4453 0.4928 5.9525 4.8615 5.1481 240.83 0.0189
22 6.71 1232.5245 6.3255 0.4601 5.8654 4.8384 5.1363 241.39 0.0231
23 6.58 1423.2062 6.1567 0.7324 5.4243 4.8160 4.9879 248.57 0.5690
24 7.08 1271.6238 6.3636 0.3948 5.9688 4.8960 5.1772 239.48 0.0151
25 7.62 1232.5189 6.3663 0.3839 5.9824 4.9292 5.1942 238.70 0.0138
26 7.54 1310.7256 6.3936 0.4138 5.9798 4.9655 5.1774 239.47 0.0201
27 7.61 1310.7258 6.3609 0.3893 5.9716 4.8355 5.1696 239.83 0.0163
28 7.47 1309.4895 6.3854 0.4465 5.9389 4.8312 5.1508 240.71 0.0161
29 6.19 1349.8278 6.3963 0.4275 5.9688 5.0895 5.1424 241.10 0.0242
30 7.49 1310.7289 6.3418 0.3648 5.9775 4.8842 5.1772 239.48 0.015
31 7.85 1309.4695 6.2193 0.4057 5.8136 4.9579 5.0542 245.31 0.0124
32 6.67 1348.6239 6.3527 0.4084 5.9443 5.0526 5.1284 241.76 0.0254
33 5.52 1426.8255 6.3091 0.3539 5.9552 5.0795 5.1417 241.13 0.0269
34 5.55 1078.4727 6.5161 0.4792 6.0369 4.8541 5.1778 239.45 0.0001
35 6.18 1080.9515 6.3715 0.3131 6.0584 4.9346 5.2001 238.43 0.0144
36 4.45 1271.6176 6.2547 0.3866 5.8681 5.1446 5.0661 244.73 0.0179
37 4.19 1346.3543 6.3582 0.6017 5.7565 4.9468 4.9779 249.07 0.0158
38 4.40 1388.9245 6.1839 0.3703 5.8136 5.2376 5.0273 246.62 0.0324
39 3.93 1348.6156 6.1430 0.2995 5.8435 5.7455 5.0467 245.67 0.0289
40 3.88 1387.7215 6.1349 0.3131 5.8218 5.7664 5.0245 246.76 0.0248
41 4.52 1120.0422 6.1648 0.3539 5.8109 5.0476 5.0328 246.35 0.0192
42 3.88 1237.3425 6.1321 0.3158 5.8163 5.1008 4.9800 248.97 0.0261
43 6.06 1271.6251 6.4371 0.4438 5.9933 4.9222 5.1487 240.81 0.0153
Table 3 Correlation matrix (Pearson (n)) between different obtained descriptors.
Variables pI50 ET EHOMO ELUMO DE l Ea kmax f(SO)
pI50 1
ET 0.146 1
EHOMO 0.429 0.413 1
ELUMO 0.037 0.261 0.158 1
DE 0.347 0.529 0.761 0.521 1
l 0.513 0.255 0.618 0.485 0.215 1
Ea 0.674 0.413 0.637 0.323 0.763 0.246 1
kmax 0.674 0.413 0.635 0.325 0.763 0.243 1.000 1
f(SO) 0.014 0.321 0.338 0.619 0.699 0.037 0.353 0.355 1
Bold values are different from 0 at a level signiﬁcant for p< 0.05.
At a very signiﬁcant for p< 0.01.
At a highly signiﬁcant to p< 0.001.
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Figure 4 Correlation circle.
Figure 5 Cartesian diagram according to F1 and F2: correlation
between electronic parameters and individuals (molecules).
Figure 6 Cartesian diagram according to F1 and F3: axis
separation between aliphatic and aromatic R1.
Figure 7 Cartesian diagram according to F1 and F2: separation
between group 1 (pI50 < 5.52) and group 2 (pI50 > 5.52).
Figure 8 Graphical representation of calculated and observed
toxicity.
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tal variance) also shows that we can discern two groups of
molecules with low pI50 (7.85–5.52) and low pI50 (5.27–3.88).The Figure 7 shows a distribution of molecules into two
groups: group 1 containing the compounds with pI50 < 5.52
and group 2 containing the compounds with pI50 > 5.52.
In this representation, compounds 20 and 23 that should be
in group 1 (high value of pI50) are an exception because they
contain groups which are not similar to those of other com-
pounds of this series.
3.2. Multiple linear regression
To establish quantitative relationships between toxicity and se-
lected descriptors pI50, our array data were subjected to a mul-
tiple regression linear and were nonlinear. Only variables
whose coefﬁcients are signiﬁcant were retained.
3.2.1. Multiple linear regression of the variable toxicity (MLR)
Many attempts have been made to develop a relationship with
the indicator variable of toxicity pI50, but the best relationship
obtained by this method is only one corresponding to the lin-
ear combination of several descriptors: the total energy, energy
EHOMO, energy ELUMO, activation energy Ea, the dipole mo-
ment l and the factor of oscillation f(SO).
Figure 9 Graphical representation of calculated and observed
toxicity.
Figure 10 Correlation between the calculated and experimental
inhibition pI50.
Figure 11 Relationship between the estimated values of pI50 and
their residues established by artiﬁcial neural networks.
Table 4 Values obtained by ANNs.
Samples RMSE R R2
Training 31 0.170 0.991 0.982
Validation 6 0.117 0.972 0.945
Test 6 0.488 0.900 0.945
S952 M. Larif et al.pI50 ¼ 35:941 1:745103  ET þ 3:612 EHOMO
þ 0:843 ELUMO  2:716 lþ 14:981 Ea
þ 2:133 fðSOÞ ð4Þ
For our 43 compounds, the correlation between experimen-
tal toxicity and calculated one based on this model are quite
signiﬁcant (Figure 8) as indicated by statistical values:
N ¼ 43 R ¼ 0:838 R2 ¼ 0:703 RMSE ¼ 0:443
The Figure 8 shows a very regular distribution of toxicity
values depending on the experimental values.
3.2.2. Multiple nonlinear regression of the variable toxicity
(MNLR)
We have used also the technique of nonlinear regression model
to improve the structure–toxicity in a quantitative way. It
takes into account several parameters. This is the most com-
mon tool for the study of multidimensional data. We have ap-
plied it to Table 2 containing 43 molecules associated with
eight variables.
The resulting equation is:
pI50 ¼ 8860:616 3:034 1002  ET  171:430
 EHOMO  291:194 ELUMO  20:884 DE
 9:642 lþ 5467:792 Ea  68:313 kmax
 50:760 fðSOÞ  1:146 105  ET2  32:157
 E2HOMO  69:247 E2LUMO þ 21:575 DE2
þ 0:832 l2  483:843 E2a þ 0:163 k2max
þ 96:093 f2ðSOÞ ð5Þ
The obtained parameters describing the electronic aspect of
the studied molecules are:
N ¼ 43 R ¼ 0:888 R2 ¼ 0:789 RMSE ¼ 0:417
The toxicity value pI50 predicted by this model is somewhat
similar to that observed. The Figure 9 shows a very regular dis-
tribution of toxicity values based on the observed values.
The obtained coefﬁcient of correlation in Eq. (2) is quite
interesting (0.789). To optimize the error standard deviation
and a better ﬁnish to building our model, we involve in the
next part artiﬁcial neural networks (ANN).As part of this conclusion, we can say that the toxicity val-
ues obtained from nonlinear regression are highly correlated to
those of the observed toxicity comparing to results obtained by
MLR method.
3.3. Artiﬁcial neural networks
In order to increase the probability of good characterization of
studied compounds, Neural networks (ANN) can be used to
generate predictive models of quantitative structure–activity
relationships (QSAR) between a set of molecular descriptors
obtained from the MLR and observed activity. The ANN
calculated toxicity model was developed using the properties
Table 5 Observed values and calculated values of pI50 according to different methods.
No. R1 R2 pI50(obs) pI50(calc)
MLR NMLR ANN
1 NHEt NHEt 5.84 5.889 5.891 5.4969
2 NH-n-Pr NHEt 6.06 6.302 6.282 6.0822
3 NH-n-Bu NHEt 6.53 6.503 6.510 6.3569
4 NH-n-Pentyl NHEt 7.02 6.561 6.704 6.4607
5 NH-n-Hexyl NHEt 7.59 6.645 4.882 6.5517
6 NH-n-Octyl NHEt 6.83 6.824 7.104 6.6488
7 NH-n-De´cyl NHEt 7.17 6.890 7.150 6.5736
8 NH(CH2)2OMe NHEt 5.59 5.965 5.801 5.7037
9 NH(CH2)3OEt NHEt 6.71 7.972 7.769 7.2900
10 NH-i-Pr NHEt 6.52 6.180 6.297 5.8670
11 NH-i-Bu NHEt 6.41 6.781 6.658 6.6750
12 NH-1-Me-n-Hexyl NHEt 7.43 6.750 7.114 6.6116
13 NH-1-Me-n-Heptyl NHEt 6.78 6.807 7.107 6.6239
14 NH-c-Pr NHEt 6.17 5.226 5.349 4.1287
15 NH-c-Bu NHEt 7.01 6.418 6.598 6.2285
16 NH-c-Pentyl NHEt 7.16 6.809 6.640 6.7429
17 NH-c-Hexyl NHEt 6.79 6.604 7.236 6.2982
18 NHCH2-c-Pr NHEt 6.42 6.651 6.962 6.3796
19 NHCH2-c-Hexyl NHEt 7.28 6.748 7.042 6.4159
20 NHCH(OEt)2 NHEt 5.27 5.444 5.062 4.9639
21 NHMe NHEt 6.24 6.403 5.818 6.1109
22 NHCH2-p-Tolyl NHEt 6.71 6.826 6.677 6.5005
23 NHCH2-p-Biphe´nylyl NHEt 6.58 6.541 6.579 6.9216
24 NH(CH2)3Ph NHEt 7.08 7.251 7.235 7.3010
25 NH(CH2)3Ph NHMe 7.62 7.344 7.238 7.5061
26 NH(CH2)4Ph NHEt 7.54 7.020 6.832 6.7906
27 NH(CH2)3Ph NH-n-Pr 7.61 7.387 7.263 7.3252
28 NH(CH2)3Ph NH-allyl 7.47 6.977 7.040 6.7241
29 NH(CH2)3Ph NH-n-Bu 6.19 6.214 6.289 5.2244
30 NH(CH2)3Ph NH-i-Pr 7.49 7.455 7.360 7.6035
31 NH(CH2)3Ph NH-c-Pr 7.85 5.813 6.649 6.5469
32 NH(CH2)2Ph NH-c-Pentyl 6.67 6.279 6.382 5.4362
33 NH(CH2)3Ph NH-c-Hx 5.52 6.748 6.046 6.0304
34 NH-Allyl NH-Allyl 5.55 6.383 6.023 6.0227
35 NH-i-Pr NH-i-Pr 6.18 7.195 6.344 6.4617
36 NH(CH2)3Ph N(Me)2 4.45 5.318 6.113 4.7702
37 N(Me)-n-Bu N(Me)OMe 4.19 4.104 4.136 3.9256
38 NH(CH2)3Ph N(Me)-n-Bu 4.40 4.989 4.804 4.2253
39 NH(CH2)3Ph Pyrrolidinyl 3.93 4.030 3.602 3.1746
40 NH(CH2)3Ph Pipe´ridinyl 3.88 3.718 3.859 3.7629
41 N(Me)-n-Bu NHEt 4.52 5.173 4.942 4.1281
42 NH(CH2)3Ph N(Me)-n-Bu 3.88 4.607 4.090 3.5409
43 NHC(Me)3 NHEt 6.06 6.447 6.714 6.0310
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calculated and experimental toxicity values are very signiﬁcant
as illustrated in Figure 10 and as indicated by R and R2 values.
N ¼ 43 R ¼ 0:991 R2 ¼ 0:982 RMSE ¼ 0:138
These values show that the relationship between the esti-
mated values of pI50 and their residues established by artiﬁcial
neural networks are illustrated in Figure 11.
The statistic of the three steps of the calculation by the
ANNs: training, validation and test are illustrated in Table 4.
The obtained squared correlation coefﬁcient (R2) value is
0.982 for this data set of triazine. It conﬁrms that the artiﬁcial
neural network results were the best to build the quantitative
structure activity relationship models.
In this part, we investigated the best linear QSAR regres-
sion equations established in this study. Based on this result,a comparison of the quality of the CPA, MLR and ANN mod-
els shows that the ANN models have substantially better pre-
dictive capability because the ANN approach gives better
results than MLR. ANN was able to establish a satisfactory
relationship between the molecular descriptors and the activity
of the studied compounds.
4. Conclusion
In this work we have investigated the QSAR regression to pre-
dict the toxicity of several compounds based on triazine.
Comparison of key statistical terms like R or R2 of different
models obtained by using different statistical tools and differ-
ent descriptors has been shown in Table 5.
The study of the quality of the MLR and ANN models
show that the ANN result has substantially better predictive
S954 M. Larif et al.capability than the other methods. With the ANN approach
we have established a relationship between several descriptors
(EHOMO, ELUMO, . . .) and toxicity in satisfactory manners.
Finally, we can conclude that one of the studied descriptors
(EHOMO, ELUMO, . . .), which is sufﬁciently rich in chemical and
electronic information to encode the structural features, may
be used with other topological descriptors for the development
of predictive QSAR models.Acknowledgements
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