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The area law for entanglement provides one of the most important connections between informa-
tion theory and quantum many-body physics. It is not only related to the universality of quantum
phases, but also to efficient numerical simulations in the ground state. Various numerical observa-
tions have led to a strong belief that the area law is true for every non-critical phase in short-range
interacting systems. However, the area law for long-range interacting systems is still elusive, as the
long-range interaction results in correlation patterns similar to those in critical phases. Here, we
show that for generic non-critical one-dimensional ground states with locally bounded Hamiltonians,
the area law robustly holds without any corrections, even under long-range interactions. Our result
guarantees an efficient description of ground states by the matrix-product state in experimentally
relevant long-range systems, which justifies the density-matrix renormalization algorithm.
I. INTRODUCTION
The quantum entanglement plays a crucial role in
characterizing the low-temperature physics of quantum
many-body systems in terms of quantum information
science. It is often measured by the quantum entan-
glement entropy between two subsystems and its scal-
ing is deeply related to the universality of the ground
state [1, 2]. When the interactions in quantum many-
body systems are local, the quantum correlation is typi-
cally expected to be short-range. This intuition leads to
the conjecture that the entanglement entropy naturally
scales as the boundary area of the subregion. This area-
law conjecture is numerically verified in various quan-
tum many-body systems and is expected to be true in
all gapped ground states (i.e., in non-critical phases) [3].
In one-dimensional (1D) systems, for an arbitrary
decomposition of the total system, the area law for a
ground state is simply stated as follows (Fig. 1):
S(ρL) ≤ const., ρL = trR(|0〉〈0|), (1)
where the ground state is denoted as |0〉 and S(ρL) is the
von Neumann entropy, namely S(ρL) = tr(−ρL log ρL).
Over the past dozen years or so, the area-law conjecture
has attracted much attention, as it characterizes the
universal structure of many-body physics in simple and
beautiful ways [3]. However, providing detailed proof
of the area law is still an extremely challenging prob-
lem. So far, the proof of this law is limited to gapped 1D
systems [4–7], 1D quantum states with finite correlation
lengths [8, 9], gapped harmonic lattice systems [10, 11],
tree-graph systems [12], and high-dimensional systems
with specific assumptions [13–17] (see Ref. [3] for a com-
prehensive review). The area law is the backbone of the
density-matrix renormalization algorithm [18], as it im-
plicitly assumes the area law structure of the ground
states. The results pertaining to the 1D area law [4, 6]
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FIG. 1. (Area law in 1D system) When we decompose the
total system into two subsystems L and R, the boundary
area between the two subsystems is described by points. The
area law simply argues that the entanglement entropy is
bounded from above by a constant value, as in Eq. (1). We
investigate the robustness of the area law under long-range
interactions, which induce non-local quantum correlations.
rigorously justify the efficient description of the ground
states using the matrix-product state (MPS), which fa-
cilitates the calculation of the ground states by the clas-
sical polynomial-time algorithm [7, 19]. Finally, in the
characterization of ground states, complete classifica-
tion of 1D quantum phases has been achieved under
the MPS ansatz [20].
Recent experimental advances have enabled the fine-
tuning of the interactions between particles [21–24].
These advances push the long-range interacting systems
from the theoretical playground to the field relevant to
practical applications. One of the examples of control-
lable 1D long-range interacting spin systems is the fol-
lowing long-range transverse Ising model:
H =
∑
i<j
Ji,j
rαi,j
σxi σ
x
j +B
∑
i
σzi , (2)
with {σx, σy, σz} as the Pauli matrices, where ri,j is
the distance between the two sites i and j, and the ex-
ponent is tunable from α = 0 to α = 3 [22, 24] (also
α = 6 by van-der-Waals interactions [25, 26]). In theo-
retical studies, new types of quantum phases induced by
long-range interactions have been reported in the trans-
verse Ising model [27, 28], the Kitaev chain [29, 30], the
XXZ-model [31], the Heisenberg model [32, 33], as well
as other models. Typically, non-trivial quantum phases
are induced by long-range interactions with power ex-
ponents smaller than three (α ≤ 3). For α > 3, the
ar
X
iv
:1
90
8.
11
54
7v
2 
 [q
ua
nt-
ph
]  
8 S
ep
 20
20
2universality class is the same as that of short-range in-
teracting systems [34, 35] (i.e., α = ∞). This means
that the regime of α ≤ 3 is essentially important to
the discussion of the area law in long-range interacting
systems.
We can now turn to the question of whether the area
law of the entanglement entropy (1) is still satisfied in
the presence of long-range interactions. Typically, long-
range interacting systems show a power-law decay of the
correlations even in non-critical ground states [27, 29];
this property is similar to critical ground states in short-
range interacting systems. To date, it has been a chal-
lenge, both numerically and theoretically, to identify
the regime of α to justify the area law. Although sev-
eral numerical studies suggest that the area law holds
for short-range regimes (i.e., α > 3), the possibility of a
sub-logarithmic violation to the standard area law (1)
has also been indicated for α ≤ 3 [27]. On the other
hand, most theoretical analyses regarding the area law
rely on the strict locality of the interactions and cannot
be directly applied to the power-law decay of interac-
tions even for sufficiently large α values.
One of the natural routes to prove the area law under
long-range interactions is to connect the entanglement
entropy to the power-law decay of the bi-partite corre-
lation by extending the area-law proof from exponential
clustering [8, 9]. However, such a connection cannot be
generalized because of the existence of strange quan-
tum states [36] that have arbitrarily large entanglement
entropy values while maintaining a correlation length
of order O[log(n)] (i.e., corresponding to α =∞). The
other route relies on assuming the existence of the quasi-
adiabatic path [37] to a trivial ground state satisfying
the area law. Using the small-incremental-entangling
theorem, this assumption ensures the area law in generic
gapped short-range interacting systems [38]. However,
regarding 1D long-range interacting systems, the area
law has been proved only for short-range regimes α > 4
even under this strong assumption [39].
Based on the above discussion, we report a general
theorem on the area law in 1D long-range interacting
systems in this work. It applies to generic 1D gapped
systems with α > 2 and ensures a constant-bounded
entanglement entropy even in long-range regimes (α ≤
3) in which non-trivial quantum phases appear owing to
their long-range nature. We provide an outline of the
proof in Method section.
II. RESULTS
A. Main statement on the area law
We consider a 1D system with n sites, each of which
has a d-dimensional Hilbert space. We focus on the
Hamiltonian H with power-law decaying interactions:
H =
∑
i<j
hi,j +
n∑
i=1
hi (3)
with ‖hi,j‖ ≤ J/rαi,j and ‖hi‖ ≤ B for ∀i, j,
where {hi,j}i<j are the bi-partite interaction operators,
g0r
 ↵¯
rX Y
FIG. 2. (Condition for the area law in long-range interac-
tions). For arbitrary subsystems X and Y separated by r
from each other, we assume the total interaction strength
between X and Y decay as r−α¯, as shown in (5). This con-
dition implies that α > 2 in Eq. (3) if we consider the most
general class of long-range interacting systems. On the other
hand, if we restrict ourselves to a special class of fermionic
systems with long-range hopping (7), the condition is re-
laxed to α > 3/2.
{hi}ni=1 are the local potentials, J and B are constants
of O(1). One typical example is given by the long-
range Ising model, shown in Eq. (2), where d = 2,
hi,j = Ji,jσxi σxj /rαi,j and hi = Bσzi . As long as the
local energy is finitely bounded, our result can also be
extended to fermionic and bosonic systems (e.g., hard-
core bosons). For simplicity, we here restrict ourselves
to two-body interactions, but our results are generalized
to generic k-body interactions with k = O(1). We con-
sider the entanglement entropy of the ground state |0〉
in terms of the spectral gap ∆ just above the ground-
state energy. We assume that the ground state is not
degenerate.
We now discuss our main theorem. We define the in-
teraction between two concatenated subsystems X and
Y as follows (Fig. 2):
VX,Y =
∑
i∈X
∑
j∈Y
hi,j . (4)
It simply selects all the interaction terms {hi,j}i<j be-
tween two sites in X and Y . Here, we assume the exis-
tence of a constant g0 ≥ 1 such that
‖VX,Y ‖ ≤ g0r−α¯ (α¯ > 0) (5)
for arbitrary choices of X and Y , separated by a dis-
tance r. Under the condition (5), the entanglement en-
tropy S(ρL) is bounded from above by
S(ρL) ≤ c log2(d)G
(
log(d)
∆
)
(6)
for arbitrary choices of L and R, where G(x) :=
x1+2/α¯ log3+3/α¯(x) and c is a constant that depends on
α, J , B, α¯ and g0. When the local dimension d and the
spectral gap ∆ are independent of the system size n, the
above inequality results in a constant upper bound for
the entanglement entropy. Our area-law result can also
be applied to quasi-1D systems (e.g., ladder systems)
by appropriately choosing the local dimension d.
B. Why does the area law holds for α > 2 ?
We here show a physical intuition behind our long
area law (6). Naively, the area law might be de-
rived from the power-law decay of the bi-partite cor-
relations [40]. However, this behavior of the correla-
tion functions is also observed in critical ground states,
3where the area law is usually known to be violated [1, 2].
Moreover, as has been mentioned, the entanglement en-
tropy can obey the volume law for a quantum state with
super-polynomially decaying correlations [36]. At first
glance, these points are contradictory to our results. In
order to resolve this, we need to focus on the fact that
the gap condition imposes much stronger restrictions on
the entanglement structure of the ground states than
the decay of bi-partite correlations (see Refs. [41, 42]
for example). Our proof approach fully utilizes the gap
condition. This point is reflected to the approximation
of the ground state using a polynomial of the Hamil-
tonian, where the approximation error increases as the
spectral gap shrinks (see Claim 3 in Method section).
We also mention why the condition α > 2 is a natural
condition for the long-range area law. If the exponent
α is small enough such that the condition (5) breaks
down, the norm of the boundary interaction along a
cut (i.e., VX,Y with X = L and Y = R) diverges in the
thermodynamic limit (n → ∞). Then, the system en-
ergy possesses a high-dimensional character, and hence
its 1D character should be lost.
In order to study this point in more detail, let us
consider the area law for thermal equilibrium states,
namely ρ = e−βH/tr(e−βH). A natural extension of
the ground state’s area law is to consider the mutual
information Iρ(L : R) := S(ρL) + S(ρR) − S(ρ). Note
that the mutual information is equal to the entangle-
ment entropy in the limit of β → ∞. At arbitrary
temperatures, Ref. [43] has provided the upper bound
of Iρ(L : R) ≤ 2β‖VL,R‖ (see also [44]), which be-
comes a constant upper bound (i.e., the area law) if
‖VL,R‖ = O(1). On the other hand, the area law may
collapse for α ≤ 2, where the norm of VL,R can diverge
to infinity in the thermodynamic limit. It is natural to
expect that the condition for the area law in the thermal
state should be looser than that in the ground state.
This intuition indicates that the condition of α > 2
should be, at least, a necessary condition for the area
law of the entanglement entropy in the ground state.
We have actually proved that α > 2 is the sufficient
condition. We thus believe that our condition of α > 2
is already optimal (see also the Discussion section be-
low).
C. Several remarks on the area law
There are several remarks pertaining to the above
area law results. First, in the short-range limit (i.e.,
α¯ → ∞), our area-law bound reduces to the following
upper bound:
S(ρL) ≤ c log
3(d)
∆ log
3
(
log(d)
∆
)
for α¯→∞.
This upper bound reproduces the state-of-the-art bound
in short-range interacting systems [6, 7]. This implies
that our result provides a natural generalization from
the short-range area law to the long-range area law.
Second, the assumption (5) is always satisfied for
α > 2 because of α¯ ≥ α − 2 (see Method section).
This condition covers important classes of long-range
interactions such as van der Waals interactions (α = 6)
and dipole-dipole interactions (α = 3). The condition
α > 2 is the most general sufficient condition for the
inequality (5) to be satisfied. Hence, when considering
special classes of Hamiltonians, this condition can be
relaxed. As one such example, we consider fermionic
systems with long-range hopping as follows:
H =
∑
i<j
1
rαi,j
(Ai,jaia†j +Bi,jaiaj + h.c.) + V, (7)
where {a†i , ai}ni=1 are the creation and the annihilation
operators for the fermion, and V is composed of ar-
bitrary finite-range interaction terms such as aia†iaja
†
j
with ri,j = O(1). In the above cases, we can prove that
for α > 3/2, the condition (5) is satisfied (see Lemma 2
in Supplementary Note 1). For V = 0, this model is
integrable and exactly solvable. For example, the Ki-
taev chain with long-range hopping corresponds to this
class. Interestingly, in the long-range Kitaev chain, the
point αc = 3/2 is linked to a phase transition resulting
from conformal-symmetry breaking [29].
Finally, we mention the relevance to experimental ob-
servations regarding the long-range area law. Recent
advances in experimental setups have achieved direct
observation of the second-order Rényi entropy [45]. The
second-order Rényi entropy for a subsystem L (as in
Fig. 1) is defined as S2(ρL) := − log[tr(ρ2L)], and S2(ρL)
provides a lower bound for the entanglement entropy
S(ρL) in Eq. (1). Hence, we can obtain the same area-
law bound as (6) for S2(ρL). Recently, the measure-
ment of Rényi entropy was reported [46] in long-range
XY models with tunable power exponents 0 < α < 3.
We expect that our area-law bound would support the
outcome of experimental observations regarding entan-
glement entropy of ground states.
D. Matrix product state approximation
Based on our analysis, we can also determine the ef-
ficiency of approximation of ground states |0〉 in terms
of the matrix-product representation. We approximate
the exact ground state |0〉 using the following quantum
state |ψD〉:
|ψD〉 =
d∑
s1,s2,...,sn=1
tr(A[s1]1 A
[s2]
2 · · ·A[sn]n )|s1, s2, . . . , sn〉,
where each of the matrices {A[si]i }i,si is described by the
D×D matrix. We refer to the matrix sizeD as the bond
dimension. This MPS has entanglement entropy less
than logD for an arbitrary cut of the system. Although
arbitrary quantum states can be described by the MPS,
generic quantum states require exponentially large bond
dimensions, namely D = exp[O(n)] [18]. If a quantum
state is well approximated by the MPS with small bond
dimensions, we can efficiently calculate the expectation
values of local observables (e.g., energy).
The MPS is the basic ansatz for various types of vari-
ational methods (e.g. the density-matrix renormaliza-
tion group [18]) and it is crucial to determine whether
4ground states can be well approximated by the MPS
with a small bond dimension. On the MPS represen-
tation of the ground state |0〉, we prove the following
statement: If the condition (5) is satisfied and the spec-
tral gap is nonvanishing, there exists an MPS |ψD〉 with
bond dimensions D = exp[c′α¯−1 log5/2(1/δ)] [c′: con-
stant, α¯ = O(1)] such that
‖trXc(|ψD〉〈ψD|)− trXc(|0〉〈0|)‖1 ≤ δ|X| (8)
for an arbitrary concatenated subregion X, where ‖ · ‖1
is the trace norm and |X| denotes the cardinality of X.
We show the proof in the Method section.
From the approximation (8), to achieve an ap-
proximation error of δ = 1/poly(n), we need
quasi-polynomial bond dimensions, namely D =
exp[O(log5/2(n))]. Our result justifies the MPS ansatz
with small bond dimensions, obtained at a moderate
computational cost. This in turn explains the empirical
success of the density-matrix-renormalization-group al-
gorithm in long-range interacting systems [27, 29, 33].
On the other hand, our estimation is still slightly
weaker than polynomial-size bond dimensions D =
exp[O(log(n))]. This is in contrast to the short-range
interacting cases, where only sub-linear bond dimen-
sions D = exp[O(log3/4(n))] are required to represent
the gapped ground states using the MPS [6].
III. DISCUSSION
We discuss several future research directions and open
questions. First, could we find an explicit example that
violates the entanglement area law for α ≤ 2 or for
α ≤ 3/2 in free fermionic systems? So far, rigorous vio-
lations of the area law have been observed for α = 1
in gapped free fermionic systems [47]. Moreover, at
α ≈ 1, all existing area-law violations are at most log-
arithmic, namely S(ρL) . log(|L|). The existence of
a natural long-range interacting gapped system where
the entanglement entropy obeys the sub-volume law as
S(ρL) . |L|γ (0 < γ < 1) is an intriguing issue. Con-
versely, it is also challenging to generalize our area-law
bound to the sub-volume-law bound for α ≤ 2. This
regime is more relevant to high-dimensional systems,
and any entropic bound better than the volume law
would be helpful in tackling the high-dimensional area-
law conjecture.
Second, can we develop an efficiency-guaranteed al-
gorithm to calculate the ground state under the gap
condition? In the inequality (8), we have proved the
existence of an efficient MPS description of the ground
state, but how to find such a description is not clear. In
short-range interacting systems, this problem has been
extensively investigated in popular works by Vidick et
al. [7, 19]. We expect that their formalism would be
generalized to the present cases and leads to a quasi-
polynomial-time algorithm for calculating ground states
within a polynomial error 1/poly(n). Furthermore,
we still have scope to improve the quasi-polynomial
bond dimension of exp[O(log5/2(n))] to approximate
the ground states. Whether this bound can be relaxed
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Fig. 5
FIG. 3. Flow chart of the area law proof. The proof consists
of several key claims. The details of the proof for these
claims are given in Supplementary Notes 2-4.
to a polynomial form of exp[O(log(n))] = poly(n) is a
question that will be addressed in the future.
IV. METHOD
A. Derivation of α¯ ≥ α− 2
We here show the proof of α¯ ≥ α− 2 for the Hamiltonian (3).
More general cases including fermionic systems are given in Sup-
plementary Note 1. For the proof, we estimate the upper bound
of ‖VX,Y ‖ ≤
∑
i∈X
∑
j∈Y ‖hi,j‖ ≤ J
∑
i∈X
∑
j∈Y r
−α
i,j , where
we use the power-law decay of the interaction as ‖hi,j‖ ≤ J/rαi,j .
Let us define dist(X,Y ) = r. Then, we obtain
J
∑
i∈X
∑
j∈Y
r−αi,j ≤ J
∞∑
x=0
∞∑
y=0
(r + x+ y)−α,
where we use the fact that X and Y are concatenated subsets.
For arbitrary integer r0 ∈ N, we have
∑∞
x=0(x+ r0)
−α ≤ r−α0 +∫∞
r0
x−αdx ≤ α
α−1 r
−α+1
0 , and hence
J
∞∑
x=0
∞∑
y=0
(r + x+ y)−α ≤ αJ
α− 2 r
−α+2.
We thus prove that ‖VX,Y ‖ decays at least faster than r−α+2.
B. Proof sketch of the main result
We here show the sketch of the proof for the area-law inequal-
ity (6). The full proof is quite intricate, and we show the details in
Supplementary Notes 2, 3 and 4. In Fig. 3, we have summarized
a flow of the discussions in this section.
For the proof, we take the Approximate-Ground-State-
Projection (AGSP) approach [5, 6]. The AGSP operator K is
5l
B1 B2 B3 B4 B5 B6B0 B7
h4,5
no interaction
FIG. 4. Interaction-truncated Hamiltonian Ht. We trun-
cate the long-range interactions only around the boundary.
In the figure above, the interactions between non-adjacent
blocks (i.e., {Bs}7s=0) are truncated. By this truncation, the
properties of the Hamiltonian Ht are proved to be almost
the same as the original one H, as long as ql−α¯ . 1 (see
Claim 2).
roughly given by the operator that satisfies K|0〉 ' |0〉 and
‖K(1−|0〉〈0|)‖ ' 0. The ground state |0〉 does not change by the
AGSP K, while any excited state approximately vanishes by K.
In more formal definitions, the AGSP is defined by three parame-
ters δK , K and DK . Let |0K〉 be a quantum state that does not
change by K, namely K|0K〉 = |0K〉. Then, the three parameters
are defined by the following three inequalities:
‖|0〉 − |0K〉‖ ≤ δK , ‖K(1− |0K〉〈0K |)‖ ≤ K , SR(K) ≤ DK ,
where SR(K) is the Schmidt rank of K with respect to the given
partition Λ = L unionsqR. The essential point of this approach is that
a good AGSP ensures the existence of a quantum state that has
small Schmidt rank and large overlap with the ground state. It
is mathematically formulated by the following statement:
Claim 1 (Proposition 2 in Supplementary Note 2). Let K be
an AGSP operator for |0〉 with the parameters (δK , K , DK). If
we have 2KDK ≤ (1/2), there exists a quantum state |ψ〉 with
SR(|ψ〉) ≤ DK such that
‖|ψ〉 − |0〉‖ ≤ K
√
2DK + δK . (9)
where SR(|ψ〉) is the Schmidt rank of |ψ〉 with respect to the given
partition.
From this statement, the primary problem reduces to one of find-
ing a good AGSP to satisfy the condition 2KDK ≤ (1/2).
In the construction of the AGSP operator with the desired
properties, we usually utilize a polynomial of the Hamiltonian.
The obstacle here is that the long-range interactions induce an
infinitely large Schmidt rank in the thermodynamic limit; that is,
the Hamiltonian H has the Schmidt rank of poly(n). In order to
avoid this, we truncate the long-range interactions of the Hamil-
tonian. If we truncate all the long-range interactions, the norm
difference between the original Hamiltonian and the truncated
one is on the order of O(n), and hence the spectral gap condi-
tion cannot be preserved. The first central idea in the proof is
to truncate the long-range interaction only around the boundary
(see Fig. 4). In more detail, we first decompose the total system
into (q + 2) blocks with q an even integer. The edge blocks B0
and Bq+1 have arbitrary sizes, but the bulk blocks B1, B2, . . . , Bq
have the size l (i.e., |Bs| = l). Then, we truncate all the interac-
tions between non-adjacent blocks, which yields the Hamiltonian
Ht as
Ht =
q+1∑
s=0
hs +
q∑
s=0
hs,s+1, (10)
where hs is the internal interaction in the block Bs, and hs,s+1
is the interaction between two blocks Bs and Bs+1. By using the
notation (4), we have hs,s+1 = VBs,Bs+1 . In the Hamiltonian Ht,
long-range interactions only around the boundary are truncated,
and hence the norm difference between the original Hamiltonian
and the truncated Hamiltonian can be sufficiently small for large
l:
Claim 2 (Lemmas 3 and 4 in Supplementary Note 2). The norm
distance between H and Ht is bounded from above by
‖H −Ht‖ ≤ g0ql−α¯.
Also, the spectral gap ∆t of Ht and the norm difference between
|0〉 and |0t〉 are upper-bounded by
∆t ≥ ∆− 2g0ql−α¯, ‖|0〉 − |0t〉‖ ≤ ‖H −Ht‖∆− 4‖H −Ht‖
,
where |0t〉 is the ground state of Ht.
From this statement, if ql−α¯ . 1, the truncated Hamiltonian Ht
possesses almost the same properties as the original one.
The second technical obstacle is the norm of the Hamiltonian.
The gap condition provides us an efficient construction of the
AGSP operator, which is expressed by the following statement:
Claim 3 (Lemma 11 in Supplementary Note 2). By using
the Chebyshev polynomial, we can find a m-degree polynomial
K(m,Ht) such that
‖K(m,Ht)(1− |0t〉〈0t|)‖ ≤ 2 exp
(
− 2m√
‖Ht‖/∆t
)
, (11)
where the explicit form of the inequality is given in Supplemental
Lemma 11.
We notice that the gap condition plays a crucial role in this claim.
Here, the norm of ‖Ht‖ is as large as O(n), which necessitates the
polynomial degree of m = O(√n). Polynomials with such a large
degree cannot be utilized to prove the condition for the AGSP
in Claim 1. To overcome this difficulty, we aim to construct an
effective Hamiltonian with a small norm that retains the similar
low-energy properties to the original Hamiltonian. For this pur-
pose, in each of the blocks, we cut-off the energy spectrum up to
some truncation energy (see Fig. 5). Then, the block-block inter-
actions (i.e., hs,s+1) do not change, and the internal Hamiltonian
hs is transformed to h˜s. By this energy cut-off, the total norm of
the effective Hamiltonian H˜t is roughly given by qτ . The ques-
tion is whether this effective Hamiltonian possesses the ground
state property similar to H. By extending the original result in
Ref. [48], which considers a cut-off in a Hamiltonian of one region,
we prove the statement as follows:
Claim 4 (Theorem 5 in Supplementary Note 2). Let us choose
τ such that
τ & log(q).
Then, the spectral gap ∆˜t of the effective Hamiltonian is pre-
served as ∆˜t ≥ O(∆t). Moreover, the norm distance between the
original ground state |0t〉 and the effective one |0˜t〉 is exponen-
tially small with respect to the cut-off energy τ :
‖|0˜t〉 − |0t〉‖ ≤ e−O(τ).
As long as τ is larger thanO(log(q)), the spectral gap is preserved,
and the norm of the effective Hamiltonian is as large as q log(q),
namely ‖H˜t‖ . q log(q). In the standard construction of the
effective Hamiltonian [6, 48], we perform the energy cut-off only
in the edge blocks (i.e., B0 and Bq+1). However, this simple
procedure allows us to prove the long-range area law only in the
short-range power-exponent regimes (i.e., α > 3). The multi-
energy cut-off is crucial to prove the area law even in the long-
range power-exponent regimes (i.e., 2 < α ≤ 3).
By using the polynomial K(m,x) in (11) with x = H˜t, we can
obtain the AGSP operator Kt for the ground state |0t〉 of Ht. Be-
fore showing the AGSP parameter for Kt, we discuss the Schmidt
rank of the polynomial of the Hamiltonian. Now, the effective
Hamiltonian H˜t is given by the form of
∑q+1
s=0 h˜s+
∑q
s=0 hs,s+1.
By extending the Schmidt rank estimation in Ref. [5, 6], we can
derive the following statement:
Claim 5 (Proposition 4 in Supplementary Note 2). The Schmidt
rank of the power of the effective Hamiltonian SR(Hmt ) is
bounded from above by
SR(H˜mt ) ≤ eO(ql)+O(m/q) log(ql).
This inequality gives the upper bound of the Schmidt rank for
K(m, H˜t).
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FIG. 5. Effective Hamiltonian H˜t by multi-energy cut-off.
In each of the internal Hamiltonians {hs}q+1s=0, we perform
the energy cutoff up to the energy τs = Es,0 + τ . Here,
{Es,j , |Es,j〉} are the energy eigenvalues and the correspond-
ing eigenstates of hs, respectively. The internal Hamiltoni-
ans hs and h˜s have the same eigenstates {|Es,j〉} and the
same eigenvalues (i.e., Es,j = E˜s,j), as long as Es,j ≤ τs,
above which the eigenvalues differ from each other.
We have obtained all the ingredients to estimate the parame-
ters δKt , Kt and DKt for the AGSP Kt = K(m, H˜t). They are
given by Claim 4, the inequality (11) and Claim 5 as follows:
δKt = e
−O(τ), Kt = e
−O(m)/
√
q log(q),
and DKt = e
O(ql)+O(m/q) log(ql), (12)
where we omit the α¯-dependence of the parameters. Let us apply
Claim 1 to the AGSP Kt and the ground state |0t〉. Under the
condition of ql−α¯ . 1, we can find q, m and l such that 2KtDKt ≤
(1/2), where {q,m, l} have quantities of O(1). This leads to the
following statement:
Claim 6 (Proposition 6 in Supplementary Note 3.). There exists
a quantum state |φ〉 such that ‖|0〉 − |φ〉‖ ≤ 1/2 with
log [SR(|φ〉)] ≤ c∗ log2(d)
( log(d)
∆
)1+2/α¯
log3+3/α¯
( log(d)
∆
)
,
(13)
where c∗ is a constant which depends only on g0 and α¯, which is
finite in the limit of α¯→∞.
Finally, we construct a set of the AGSP operators {Kp}∞p=1 for
the ground state |0〉, where the AGSP parameters are denoted by
δp, p and Dp. The errors p and δp decrease with the index p,
namely 1 ≥ 2 ≥ · · · and δ1 ≥ δ2 ≥ · · · . In the limit of p →
∞, the AGSP Kp approaches the exact ground-state projection
K∞ = |0〉〈0|, namely limp→∞ δp = 0 and limp→∞ p = 0. These
AGSP operators allow the derivation of an upper bound of the
entanglement entropy as well as the approximation of the ground
state by quantum states with small Schmidt ranks:
Claim 7 (Proposition 3 in Supplementary Note 2). Let |φ〉 be
an arbitrary quantum state with ‖|0〉 − |φ〉‖ ≤ 1/2. Also, let
{Kp}∞p=1 be AGSP operators defined as above. Then, we prove
for each of {Kp}∞p=1∥∥∥∥Kpe−iθp |φ〉‖Kp|φ〉‖ − |0〉
∥∥∥∥ ≤ γp := p1/2− δp + δp,
where the phase θp ∈ R is appropriately chosen. Moreover, under
the condition γp ≤ 1 for all p, the entanglement entropy S(|0〉) is
bounded from above by
S(|0〉) ≤ log [SR(|φ〉)]−
∞∑
p=0
γ2p log
γ2p
3Dp+1
,
where we set γ0 := 1.
In Proposition 7 of Supplementary Note 3, we show a construction
of the AGSP set {Kp}∞p=1 such that γ2p = 1/p2 and
log(3Dp) ≤ c1α¯−1 log
5/2(3p/∆)√
∆
+ c2
log3/2(3p/∆) log(d)√
∆
, (14)
where c1 and c2 are constants that depend on g0. We have ob-
tained the quantum state |φ〉 with the Schmidt rank as in (13),
and hence from Claim 3, the above AGSP operators give the up-
per bound of the entanglement entropy in (6). This completes
the proof of the area law in long-range interacting systems. 
C. MPS approximation of the ground state
We here prove the inequality (8). For simplicity, let us consider
X to be the total system (i.e., X = Λ). Generalization to X ⊂ Λ
is straightforward. Our proof relies on the following statement:
Claim 8 (Lemma 1 in Ref. [49]). Let |ψ〉 be an arbitrary quantum
state. We define the Schmidt decomposition between the subsets
{1, 2, . . . , i} and {i+ 1, i+ 2, . . . , n}, as follows:
|ψ〉 =
∞∑
m=1
µ
(i)
m |ψ≤i,m〉 ⊗ |ψ>i,m〉, (15)
where {µ(i)m }∞m=1 are the Schmidt coefficients in the descending
order. Then, there exists an MPS approximation |ψD〉 with the
bond dimension D that approximates the quantum state |ψ〉 as
‖|ψ〉 − |ψD〉‖2 ≤ 2
n−1∑
i=1
δi, δi :=
∑
m>D
|µ(i)m |2.
From this claim, if we can obtain the truncation error of the
Schmidt rank, we can also derive the approximation error by the
MPS.
In the following, we give the truncation error by using Claim 3.
Let us consider a fixed decomposition as Λ = L unionsq R. Then,
Claim 3 ensures the existence of the approximation of the ground
state |0〉 with the approximation error γp, which is achieved by
the quantum state |ψp〉 := Kpeiθp |φ〉/‖Kp|φ〉‖ with its Schmidt
rank of
log[SR(|ψp〉)] ≤ log(Dp) + log[SR(|φ〉)],
where |φ〉 has the Schmidt rank of (13) at most. We have already
proved that for γp = 1/p2, the quantity Dp is upper-bounded by
(14). Thus, for p ≥ (1/δ)1/4 (or γp ≤ δ1/2), the Schmidt rank
log[SR(|ψp〉)] satisfies the following inequality:
log[SR(|ψp〉)] . (α¯−1 log(1/δ) + 1) log3/2(1/δ) (16)
for 1/∆ = O(1) and sufficiently small δ  1, where we use the
fact that log[SR(|φ〉)] is a constant of O(1).
In order to connect the inequality (16) to the truncation error
of the Schmidt decomposition, we use the following statement:
Claim 9 (Eckart-Young theorem [50]). Let us consider a nor-
malized state |ψ〉 as in Eq. (15). Then, for an arbitrary quan-
tum state |ψ′〉, we have the inequality of
∑
m>SR(|ψ′〉) |µ
(i)
m |2 ≤
‖|φ〉 − |ψ′〉‖2, where the Schmidt rank SR(|ψ′〉) is defined for the
decomposition of {1, 2, . . . , i} and {i+ 1, i+ 2, . . . , n}.
In the above claim, we choose |0〉 and |ψp〉 as |ψ〉 and |ψ′〉, re-
spectively, and obtain the inequality of∑
m>SR(|ψp〉)
|µ(i)m |2 ≤ γ2p , (17)
where we use ‖|ψp〉−|0〉‖ ≤ γp. By applying the inequalities (16)
and (S.87) to Claim 8, we can achieve
‖|0〉 − |ψD〉‖2 ≤ 2nδ
if log(D) is as large as α¯−1 log5/2(1/δ) [α¯ = O(1)]. This com-
pletes the proof. 
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Supplementary Note 1. OUTLINE OF AREA LAW PROOF
A. Set up and assumption
We here restate the setup of the system. We consider a one-dimensional quantum system with n sites, where each
of the sites has d-dimensional Hilbert space. We denote the total set of the sites by Λ, namely Λ = {1, 2, . . . , n}.
In Supplementary Table I, we give a list of parameters which are used throughout the proof. In Supplementary
Note 5, we give a list of definitions and notations which we use several times in the proof.
1. Definition of the Hamiltonian
We define the system Hamiltonian H as
H =
∑
|Z|≤k
hZ (S.1)
with |Z| the cardinality of Z, where each of {hZ}|Z|≤k denotes an interaction between the sites in Z ⊂ Λ. For
example, in the case of k = 2, the Hamiltonian is given in the form of
H =
∑
Z:|Z|=2
hZ +
∑
Z:|Z|=1
hZ =
∑
i<j
hi,j +
n∑
i=1
hi. (S.2)
This is the Hamiltonian that we considered in the main paper.
The Hamiltonian (S.1) describes a generic k-body-interacting system. We assume the power-law decaying inter-
action as
max
i∈Λ
∑
Z:Z3i,diam(Z)=r
‖hZ‖ ≤ J
rα
(α > 1), (S.3)
and
max
i∈Λ
‖h{i}‖ ≤ B, (S.4)
where diam(Z) = maxi,j∈Z(|i − j|) and ‖ · · · ‖ is the operator norm. In the proof, we often use the notation of∑
Z:condition which means the summation over all Z satisfying the condition. Thus,
∑
Z:Z3i,diam(Z)=r means the
summation which picks up all the subsets Z ⊂ Λ such that Z 3 i and diam(Z) = r. From Ineqs. (S.3) and (S.4),
we immediately obtain
max
i∈Λ
∑
Z:Z3i
‖hZ‖ = B + max
i∈Λ
∞∑
r=1
∑
Z:Z3i,diam(Z)=r
‖hZ‖ ≤ B + αJ
α− 1 =: g, (S.5)
where in the last inequality we use
∞∑
r=1
∑
Z:Z3i,diam(Z)=r
‖hZ‖ ≤ J
∞∑
r=1
r−α ≤ J + J
∫ ∞
1
x−αdx = αJ
α− 1 . (S.6)
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We assume a non-degenerate ground state |0〉 with a spectral gap ∆. We notice that the spectral gap is always
smaller than 2g (see below for the derivation):
0 < ∆ ≤ 2g. (S.7)
Throughout the paper, by appropriately choosing the energy unit, we set g = 1, or equivalently B+αJ/(α−1) = 1.
Proof of the inequality (S.7). We here would like to prove
∆ ≤ 2 max
i∈Λ
∑
Z:Z3i
‖hZ‖ = 2g, (S.8)
where we use the definition of g in (S.5). It has been already given in Ref. [51], but we show the proof here. Let us
decompose the Hamiltonian as H = HΛi + Vi, where HΛi acts only on the sites Λi := Λ \ {i} and Vi := H −HΛi .
We note that ‖Vi‖ ≤ g from the inequality (S.5). we consider a quantum state |φ〉 = |φi〉 ⊗ |0Λi〉 with |0Λi〉 the
ground state of HΛi . By choosing |φi〉 such that 〈0|φ〉 = 0, we have
〈φ|H|φ〉 − 〈0|H|0〉 ≥ ∆. (S.9)
On the other hand, we have
〈φ|H|φ〉 ≤ 〈0Λi |HΛi |0Λi〉+ ‖Vi‖ ≤ 〈0Λi |HΛi |0Λi〉+ g (S.10)
and
〈0|H|0〉 ≥ 〈0Λi |HΛi |0Λi〉 − ‖Vi‖ ≥ 〈0Λi |HΛi |0Λi〉 − g, (S.11)
which yields
〈φ|H|φ〉 − 〈0|H|0〉 ≤ 2g. (S.12)
By combining the inequalities (S.9) and (S.12), we obtain the inequality (S.7). 
2. Main assumption
In order to give the condition under which the area law is obtained, we define the interaction operator VX,Y (Λ0)
between two subsystems X ⊂ Λ and Y ⊂ Λ as follows (see Supplementary Figure 6):
VX,Y (Λ0) :=
∑
Z:Z⊂Λ0
Z∩X 6=∅,Z∩Y 6=∅
hZ . (S.13)
Here, VX,Y (Λ0) is defined for an arbitrary subset Λ0 ⊂ Λ such that X unionsq Y ⊂ Λ0. Note that the operator VX,Y (Λ0)
composed of the interaction terms hZ between X and Y which are supported on Λ0 ⊂ Λ. In the case of k = 2 as
in Eq. (S.2), VX,Y (Λ0) does not depend on the choice of Λ0 and is simply given by
VX,Y (Λ0) = VX,Y (X unionsq Y ) =
∑
i∈X
∑
j∈Y
hi,j , (S.14)
where each of the terms hZ is given by hi,j . We utilized the form (S.14) in Eq. (4) of the main paper. On the other
hand, in the case of k ≥ 3, VX,Y (Λ0) usually depends on choice of the subsystem Λ0.
Throughout the paper, we assume the following algebraic decay of ‖VX,Y (Λ0)‖.
Assumption 1. Let X and Y be arbitrary concatenated subsystems with dist(X,Y ) = r. Then, for arbitrary
choice of Λ0 ⊂ Λ, there exists a constant g0 (≥ 1) such that
‖VX,Y (Λ0)‖ ≤ g0r−α¯ (S.15)
with α¯ > 0. In Supplementary Note 1C, we will discuss how the parameters {g0, α¯} are given in terms of {J, α} in
Eq. (S.3).
The assumption is utilized in deriving the inequalities (S.46) and (S.55). The former inequality (S.46) implies a finite
upper bound of the boundary interaction along a cut (see Supplementary Figure 7 in Supplementary Note 1D1).
The latter inequality (S.55) is an essential tool to upper-bound the error in truncating the long-range interaction
(see also Supplementary Figure 7).
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Supplementary Figure 6. Subsystem-subsystem interaction. In order to define VX,Y (Λ0), we pick up all the terms hZ in
Λ0 ⊂ Λ which connects X and Y . Our condition for the area law is that the norm ‖VX,Y (Λ0)‖ decays algebraically with
respect to the distance between X and Y .
In order to discuss the entanglement entropy, we spatially decompose the total space into two subsystems L and
R (see Supplementary Figure 7 for example), respectively. We denote the reduced density matrix of the ground
state in L by ρL:
ρL = trR(|0〉〈0|), (S.16)
where trR(· · · ) denotes the partial trace operation with respect to the subsystem R. We define the entanglement
entropy of this decomposition Λ = L unionsqR as
S(L) := −tr(ρL log ρL) = −tr(ρR log ρR). (S.17)
Our purpose is to bound the entropy S(L) from above by a function of d, ∆ and {k, g0, α¯} (see also Table I).
3. Schmidt rank
We consider an operator O and define the Schmidt rank SR(O,X) for X ⊆ Λ as the minimum integer such that
O =
SR(O,X)∑
m=1
OX,m ⊗OXc,m, (S.18)
where OX,m and OXc,m are supported on the subsystems X and Xc (the complementary set of X), respectively.
We also define the Schmidt rank SR(|ψ〉, X) of a state |ψ〉 as follows:
|ψ〉 =
SR(|ψ〉,X)∑
m=1
µm|ψX,m〉 ⊗ |ψXc,m〉, (S.19)
which is the Schmidt decomposition. Especially in considering SR(O,L) (or SR(|ψ〉, L)) for the target decomposition
Λ = L unionsqR, we simply denote SR(O) (or SR(|ψ〉)) omitting the subsystem dependence.
B. Main results
Theorem 1 (Area law for 1D long-range interacting systems). For an arbitrary bipartition of the system Λ = LunionsqR.
The entanglement entropy S(|0〉) is bounded from above by
S(|0〉) ≤ c0 log2(d)
(
log(d)
∆
)1+2/α¯
log3+3/α¯
(
log(d)
∆
)
, (S.20)
Supplementary Table I. Fundamental parameters in our statement
Parameters Definition
d Dimension of the Hilbert space of one site
∆ Spectral gap between the ground state and the first excited state
k Maximum number of sites involved in interactions (see Eq. (S.1))
g0 Defined in Assumption 1 (see Ineq. (S.15))
α¯ Defined in Assumption 1 (see Ineq. (S.15))
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where c0 is a constant which depends only on k, g0, α¯, which has a finite value in the limit of α¯→∞1. Also, there
exists a quantum state |ψ〉 such that
‖|0〉 − |ψ〉‖ ≤ δ (S.21)
with the Schmidt rank of
log [SR(|ψ〉)] = O(α¯−1 log5/2(1/δ)) +O(log3/2(1/δ)) (S.22)
for sufficiently small δ, where SR(|ψ〉) was defined in (S.19).
This theorem implies that in the limit of α¯→∞, the entanglement entropy is given by
S(|0〉) . c0 log
3(d)
∆ for α¯→∞ (S.23)
up to a logarithmic correction. This reproduces the results by Arad-Kitaev-Landau-Vazirani for short-range inter-
acting systems [6].
By applying Lemma 1 in Ref. [49] to the above theorem, we immediately obtain the efficiency of the MPS
representation of the ground state |0〉 (see Method section in the main text for the proof).
Corollary 1. Let us assume α¯ = O(1). Then, under the same set up of Theorem 1, there exists a matrix product
state |ψD〉 with its bond dimension D = exp[c′α¯−1 log5/2(1/δ)] (c′: constant) such that
‖trXc(|ψD〉〈ψD|)− trXc(|0〉〈0|)‖1 ≤ δ|X| (S.24)
for an arbitrary concatenated subregion X, where ‖ · ‖1 is the trace norm and |X| denotes the cardinality of X.
We here denote the complementary subset of X by Xc := Λ \X.
From the corollary, in order to approximate the ground state |0〉 by using the matrix product states with
δ = 1/poly(n), we need the bond dimension DMPS of order
DMPS = exp[cα¯−1 log5/2(n)] = ncα¯
−1 log3/2(n). (S.25)
Hence, the simulation of the gapped ground states requires quasi-polynomial computational time. This contrasts
to the short-range interacting cases, where the sufficient bond-dimension for δ = 1/poly(n) is sub-linear [6] as
D′MPS = exp[c′ log3/4(n)]. (S.26)
C. Specific values of α¯ and g0
We first derive the upper bound for ‖VX,Y (Λ0)‖ only from the inequality (S.3). For this purpose, we prove the
following lemma (see Supplementary Note 1C 1):
Lemma 1. LetX ⊂ Λ be an arbitrary concatenated subsystem and Y ⊂ Λ be the subsystem such that dist(X,Y ) =
r (see Supplementary Figure 6). Then, the norm of VX,Y (Λ0) is bounded from above by
‖VX,Y (Λ0)‖ ≤ Jα
α− 2r
−α+2. (S.27)
Hence, we have
g0 =
αJ
α− 2 , α¯ = α− 2, (S.28)
in the inequality (S.15).
1 In the main text, for the sake of readability, we do not introduce
the quantity (S.5), and hence we explain that the coefficient c
in Ineq. (6) depends on {α, J,B, k, g0, α¯}. However, we here
set g = 1 without loss of generality taking an appropriate unit,
and hence the coefficient c0 depends only on {k, g0, α¯}. We
emphasize that there are no inconsistencies between these.
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From the lemma, the assumption 1 is always satisfied for α > 2. This lower bound of α is the most general one
and applied to arbitrary quantum many-body systems. On the other hand, the condition α > 2 can be relaxed
if we consider a specific class of Hamiltonians. For example, we here consider a fermion system with long-range
hopping as follows:
H =
∑
i<j
1
rαi,j
(Ai,jaia†j +Bi,jaiaj + h.c.) + V with |Ai,j |, |Bi,j | ≤ J˜ , (S.29)
where ri,j := dist(i, j) and {a†i , ai}ni=1 are the creation and the annihilation operators for fermion, and V is arbitrary
short-range interacting terms such as aia†iaja
†
j with ri,j ≤ O(1). In this case, we can prove the following lemma:
Lemma 2. LetX ⊆ Λ be an arbitrary concatenated subsystem and Y ⊆ Λ be the subsystem such that dist(X,Y ) =
r. We assume that the distance r is larger than the short-range interaction length which is given by V . Then, the
norm of VX,Y (Λ0) is bounded from above by
‖VX,Y (Λ0)‖ ≤ 4J˜
√
2α
2α− 1
2α− 1
2α− 3r
−α+3/2, (S.30)
Hence, we have
g0 = 4J˜
√
2α
2α− 1
2α− 1
2α− 3 , α¯ = α− 3/2, (S.31)
in the inequality (S.15).
From the lemma, the assumption 1 is satisfied for α > 3/2 (instead of α > 2). In this way, depending on the
situation, the condition for the power exponent α can be loosen. Other cases which gives a better condition than
α > 2 include quantum many-body systems with random long-range interactions [52].
1. Proof of Lemma 1
For the proof, we estimate the upper bound of
V X,Y :=
∑
Z:Z∩X 6=∅,Z∩Y 6=∅
‖hZ‖, (S.32)
which clearly gives an upper bound of ‖VX,Y (Λ0)‖ for arbitrary choices of Λ0 ⊂ Λ. From the inequality (S.3), we
first obtain for an arbitrary integer r˜∑
Z:Z3i,diam(Z)≥r˜
‖hZ‖ ≤
∞∑
x=r˜
Jx−α ≤ Jr˜−α + J
∫ ∞
r˜
x−αdx ≤ αJ
α− 1 r˜
−α+1, (S.33)
where we use r˜−α ≤ r˜−α+1 in the last inequality.
Second, in order to estimate the upper bound of V X,Y , we define Y = {i0 + 1, i0 + 2, . . . , i0 +nY } with nY = |Y |.
Without loss of generality, we assume that the subsystem Y locates on the right side of X. Then, because of
dist(i0 + j,X) = r − 1 + j we have∑
Z:Z∩X 6=∅,Z∩Y 6=∅
‖hZ‖ ≤
nY∑
j=1
∑
Z:Z3i0+j
diam(Z)≥r+j−1
‖hZ‖ ≤
nY∑
j=1
αJ
α− 1
1
(r + j − 1)α−1
≤ αJ
α− 1
(
r−α+1 +
∫ ∞
r
x−α+1dx
)
≤ αJ
α− 2r
−α+2, (S.34)
where we use the inequality (S.33) in the second inequality. This completes the proof. 
2. Proof of Lemma 2
Without loss of generality, we assume that the subsystem Y locates on the right side of X. Then, we notice that
VX,Y (Λ0) is given by
VX,Y (Λ0) = VX,Y (X unionsq Y ) =
∑
i∈X
∑
j∈Y
1
rαi,j
(Ai,jaia†j +Bi,jaiaj + h.c.)
=
∑
i∈X
ai
∑
j∈Y
Ai,ja
†
j +Bi,jaj
rαi,j
+ h.c., (S.35)
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which gives the upper bound of ‖VX,Y (Λ0)‖ as
‖VX,Y (Λ0)‖ ≤ 2
∑
i∈X
∥∥∥∥∥∥
∑
j∈Y
Ai,ja
†
j
rαi,j
∥∥∥∥∥∥+ 2
∑
i∈X
∥∥∥∥∥∥
∑
j∈Y
Bi,jaj
rαi,j
∥∥∥∥∥∥ . (S.36)
By using the condition ‖Ai,j‖ ≤ J˜ in (S.29), the first term is bounded from above as∥∥∥∥∥∥
∑
j∈Y
Ai,ja
†
j
rαi,j
∥∥∥∥∥∥ ≤
∑
j∈Y
|Ai,j |2
r2αi,j
1/2 ≤ J˜ ( ∞∑
x=1
(ri + x− 1)−2α
)1/2
≤ J˜
√
2α
2α− 1r
−α+1/2
i , (S.37)
where we define ri = dist(i, Y ) and utilize the inequality
∞∑
x=1
(ri + x− 1)−2α ≤ r−2αi +
∫ ∞
ri
x−2αdx = r−2αi +
r−2α+1i
2α− 1 ≤
2α
2α− 1r
−2α+1
i . (S.38)
The summation with respect to i ∈ X reduces to the summation from ri = r to ri = r+ |X| − 1. Hence, we obtain
∑
i∈X
∥∥∥∥∥∥
∑
j∈Y
Ai,ja
†
j
rαi,j
∥∥∥∥∥∥ ≤
∞∑
ri=r
J˜
√
2α
2α− 1r
−α+1/2
i ≤ J˜
√
2α
2α− 1
2α− 1
2α− 3r
−α+3/2. (S.39)
We can derive the same inequality for the summation of Bi,jaj/rαi,j with respect to i ∈ X and j ∈ Y . By applying
the above inequality to (S.36), we prove the inequality (S.30). 
D. Outline of the proof
1. Preliminaries
[Approximate ground state projection (AGSP)]
We here introduce the projection operator onto the ground state. It is usually difficult to construct the exact
ground-state projection operator, and hence we consider an approximate one as
K|0〉 ' |0〉 and ‖K(1− |0〉〈0|)‖ ' 0, (S.40)
where (1 − |0〉〈0|) is equivalent to the projection operator onto the space of the excited eigenstates. We assume
that K is a Hermitian operator (i.e., K = K†). In the following, we characterize the approximate ground state
projection (AGSP) operators by three parameters {δK , K , DK}. Let |0K〉 be a quantum state that is invariant by
K such that
K|0K〉 = |0K〉. (S.41)
Then, the parameters are defined by the following inequalities:
‖|0〉 − |0K〉‖ ≤ δK , ‖K(1− |0K〉〈0K |)‖ ≤ K , and SR(K) ≤ DK . (S.42)
The second inequality implies for arbitrary |ψ⊥〉 which is orthogonal to |0K〉 (i.e., 〈ψ⊥|0K〉 = 0)
‖K|ψ⊥〉‖ = ‖K(1− |0K〉〈0K |)|ψ⊥〉‖ ≤ K . (S.43)
Recall that in Supplementary Note 1A3 we denote SR(O,L) by SR(O) for the simplicity.
Note that the state |0K〉 is an approximate ground state if δK ' 0. When δK = K = 0, the operator K is the
exact ground state projection, namely K = |0〉〈0|. In the standard definition of the AGSP [5, 6, 42], we do not
need to consider the parameter δK explicitly. However, in the present case of the long-range interacting systems,
the error of ‖|0〉 − |0K〉‖ is too large to ignore and we have to correctly take the effect of δK into account.
[Interaction-truncated Hamiltonian]
We first decompose the total system into B0, {Bs}qs=1 and Bq+1 with
⋃q+1
s=0 Bs = Λ, where q is an even integer
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Supplementary Figure 7. Interaction truncation in the Hamiltonian. Across the dashed line indicated at the center of the
system, we decompose the system into (q + 2)-blocks (q = 6 in the above picture). Each of the blocks {Bs}qs=1 has a length
l, and the edge blocks B0 and Bq+1 extend to the left and right ends of the system, respectively. Then, we truncate all the
interactions between separated blocks. Because we only truncate the long-range interactions around the cut, the truncated
Hamiltonian Ht in Eq. (S.45) is still close to the original Hamiltonian H as shown in Lemma 3.
j
Bs+1BsBs 1
hs,s+1hs 1,s
Es,j
E˜s,j
hs 1 ! h˜s 1 hs ! h˜s hs+1 ! h˜s+1
⌧s
Spectrums of hs and h˜s
Supplementary Figure 8. Schematic picture of our effective Hamiltonian. In the effective Hamiltonian H˜t, we modify the
energy spectrum so that the energy higher than τs is constant in each of the Hamiltonians {hs}q+1s=0, whereas the other
part of the Hamiltonian (i.e., {hs,s+1}qs=0) is the same as the original Hamiltonian. As long as we focus on the low-energy
spectrum, the effective Hamiltonian looks almost the same as the original Hamiltonian. It will be shown in Theorem 5 that
the accuracy exponentially approaches with the cut-off energy τ .
(q ≥ 2) and we choose Bs (1 ≤ s ≤ q) such that |Bs| = l. Note that we express the subsets L and R in terms of
these blocks:
L =
q/2⋃
s=0
Bs, R =
q+1⋃
s=q/2+1
Bs. (S.44)
We now truncate all the interactions between the non-adjacent blocks. After the truncation, only the interactions
between the adjacent blocks exist, namely
Ht =
q+1∑
s=0
hs +
q∑
s=0
hs,s+1, (S.45)
where hs,s+1 := VBs,Bs+1(Bs unionsq Bs+1) by choosing X = Bs, Y = Bs+1 and Λ0 = Bs unionsq Bs+1 in the definition of
VX,Y (Λ0) in Eq. (S.13), and hs collects all the terms supported only on Bs. We notice that the assumption 1 with
r = 1 gives
‖hs,s+1‖ ≤ g0. (S.46)
In the following, we describe Ht as
Ht =
q∑
s=0
Hs, with H0 = hs=0 + hs=1 + hs=0,s=1, Hs = hs+1 + hs,s+1 (s ≥ 1). (S.47)
We denote by |0t〉 the ground state of the truncated Hamiltonian Ht. Throughout the paper, we take the origin of
the energy so that Et,0 = 0, where Et,0 is the ground-state energy of Ht. Note that we set the origin of the energy
through not the original Hamiltonian H, but the truncated Hamiltonian Ht.
[Effective Hamiltonian by multi-energy cut-off]
In the construction of the AGSP operator (S.40), we need an effective Hamiltonian H˜t which has a small norm but
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Supplementary Figure 9. Schematic picture of the proof of the one-dimensional area law. We decompose the total system Λ
into the two subsystems L and R. In the proof of the area law, we first perform a projection onto a product state which has
the maximum overlap with the ground state |0〉. We then recover the original state from this product state by the use of
the approximate ground state projector K (AGSP) as in Eq. (S.40). The entanglement entropy can be bounded from above
by the entanglement generation of AGSP (the Schmidt rank of K) because the product state contains no entanglement.
possesses almost the same low-energy properties as the original Hamiltonian Ht. For the construction of such an
effective Hamiltonian, we apply the energy cut-off in Ref. [48] to the Hamiltonian Ht in Eq. (S.45). For each of the
block Hamiltonian {hs}q+1s=0, we apply the following energy cut-off (Supplementary Figure 8):
h˜s =
∑
Es,j<τs
Es,j |Es,j〉〈Es,j |+
∑
Es,j≥τs
τs|Es,j〉〈Es,j | (S.48)
with
τs = Es,0 + τ, (S.49)
where {Es,j , |Es,j〉}j are the eigenvalues and the eigenstates of hs, respectively. Then, the effective Hamiltonian
H˜t is given by
H˜t =
q+1∑
s=0
h˜s +
q∑
s=0
hs,s+1. (S.50)
Note that we do not make any changes for the interaction terms {hs,s+1}qs=0. We notice that Propositions 4 and
8 on the Schmidt rank are applicable to the effective Hamiltonian H˜t. We denote by |0˜t〉 the ground state of the
effective Hamiltonian H˜t.
2. Brief outline
We here show the high-level overview of the area-law proof in one-dimensional long-range interacting systems
(see Supplementary Figure 9). We have also shown it in Method section in the main text.
We first completely break the entanglement entropy of the ground state by performing a projection operator
onto a product state with respect to the partition L unionsq R. Note that the entanglement entropy is equal to zero
for product states. We second consider a reverse operator K from the product state to the ground state |0〉. The
operator K is now taken as an approximate ground state projector (AGSP) as in Eq. (S.40).
We need to consider the following problems: how small is the overlap between the ground state and the product
state? On this problem, we can utilize the bootstrapping lemma [4, 6] (i.e., Lemma 7 in our manuscript); that
is, under a good choice of the AGSP operator, an overlap between the ground state and a product state is lower-
bounded by using the AGSP parameters K and DK . Roughly speaking, we need to find an AGSP operator which
satisfies 2KDK ≤ 1/2.
The primary problem is how to construct the AGSP operators with appropriate properties to apply the basic
strategy. For the purpose, we first perform the truncation of long-range interactions in order to suppress the Schmidt
rank DK . If we simply truncate all the long-range interactions in the entire region, the truncated Hamiltonian Ht
and the original Hamiltonian H is extensively different, namely ‖H−Ht‖ ≈ O(n). This may completely change the
ground state’s property. To avoid it, we truncate the long-range interaction only around the cut between L and R
(see Supplementary Figure 7). This truncation ensures the small norm distance between the original Hamiltonian
and the truncated Hamiltonian, which preserves the gap condition of Ht (Lemma 3) and ensures the closeness
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Supplementary Figure 10. Flow chart of the proof.
between both of the ground states (Lemma 4). This imposes the following condition for the block size l and the
block number q:
ql−α¯ . 1. (S.51)
In the construction of the AGSP operator from the Chebyshev polynomial, the projection error K strongly
depends on the norm of the Hamiltonian (see the inequality (S.164)). Hence, in the second step, we perform the
multi-energy cut-off in each of the blocks as in Supplementary Figure 8 to define an effective Hamiltonian H˜t.
Roughly speaking, the norm of the effective Hamiltonian in Eq. (S.50) is given by O(qτ). The gap preservation
and the closeness of the ground state is still ensured as long as the cut-off energy satisfies τ  log(q) (Theorem 5).
In the standard construction of the effective Hamiltonian [6, 48], we suppose to perform the energy cut-off only in
the edge blocks (i.e., B0 and Bq+1). However, this simple procedure allows us to prove the long-range area law
only in the short-range power-exponent regimes (i.e., α > 3). The multi-energy cut-off is crucial to prove the area
law even in the long-range power-exponent regimes (i.e., α ≤ 3).
We then need to derive basic properties of the AGSP so that they meet our present setup and purposes. In
Proposition 2, we lower-bound the overlap between the ground state and low-entangled state. We then derive the
upper bound of the entanglement entropy by using a sequence of the AGSP operators (Proposition 3). As for
the connection between the AGSP parameters {DK , K , δK} and polynomials of the effective Hamiltonian H˜t, we
derive Lemma 8 and Proposition 4 for the Schmidt rank, and give Lemma 11 to upper-bound the projection error
K in terms of the norm of the effective Hamiltonian ‖H˜t‖. Then, by using the mth order Chebyshev polynomial,
the Schmidt rank DK and the error of the AGSP K is roughly given by
DK ∼ em log(q)/q+q1+1/α¯ , K ∼ e−m/
√
q log q (S.52)
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Supplementary Figure 11. Interaction truncation in the Hamiltonian in the periodic-boundary condition. In this case, we
can apply the same discussion as in the case of the open-boundary condition by regarding the system as a one-dimensional
ladder.
under the condition (S.51) (see the inequality (S.199)), where we use Proposition 4 in estimating the Schmidt rank.
These estimations for DK and K ensure the existence of {q,m} which satisfies 2KDK ≤ 1/2 for the condition of
the bootstrapping lemma (Proposition 2). We then prove the existence of a quantum state which is close to the
original ground state with an error smaller than 1/2 and has a small Schmidt rank (Proposition 6).
Finally, based on Proposition 3 and Lemma 8, we construct the complete ground state |0〉 to upper-bound the
entanglement entropy (Proposition 7). This yields our main Theorem 1. In Supplementary Figure 10, we give the
flow chart of the whole proof.
Supplementary Note 2. DETAILS OF TECHNICAL LEMMAS, PROPOSITIONS AND
SUB-THEOREMS
Before giving the proof of Theorem 1, we show technical lemmas, propositions and sub-theorems, which are
the key ingredients to prove the theorem. Several lemmas can be trivially derived from the previous analyses in
Refs [4–6, 42, 48] by extending their setups to the present setup. We show the details of almost all the lemmas,
propositions, and sub-theorems so that all the readers can follow the proofs.
In the following analyses, we assume the open-boundary condition. In the periodic-boundary condition, we can
also define the truncated Hamiltonian in the same way (see Supplementary Figure 11) by regarding the system as
a one-dimensional ladder.
A. Gap condition for the truncated Hamiltonian Ht
First of all, we analyze the ground state of the truncated Hamiltonian Ht. For the purpose, we need to clarify
the gap condition for Ht. It is ensured by the following lemma which gives the norm difference between H and Ht:
Lemma 3. The norm distance between H and Ht is bounded from above by
‖δHt‖ ≤ g0ql−α¯, (S.53)
where we define δHt := H −Ht. Also, the spectral gap ∆t of Ht is bounded from below by
∆t ≥ ∆− 2g0ql−α¯. (S.54)
Proof of Lemma 3. We define Xs :=
⋃
j≥s+2Bj and Λs =
⋃
j≥sBj for s = 0, 1, 2, . . . , q − 1. Then, from the
definition of the truncated Hamiltonian (S.45), we obtain
‖H −Ht‖ ≤
q−1∑
s=0
‖VBs,Xs(Λs)‖. (S.55)
By using the assumption 1, the inequality (S.15) gives
‖VBs,Xs(Λs)‖ ≤ g0l−α¯. (S.56)
From the inequalities (S.55) and (S.56), we obtain the inequality (S.53).
In order to derive the inequality (S.54), we utilize the Weyl’s inequality:
|Ej − Et,j | ≤ ‖δHt‖ ≤ g0ql−α¯, (S.57)
where {Ej}j≥0 and {Et,j}j≥0 are eigenvalues of H and Ht in ascending order (i.e., Ej ≤ Ej′ for j ≤ j′), respectively.
We thus obtain the inequality (S.54) as follows:
∆t = Et,1 − Et,0 ≥ E1 − E0 − |E1 − Et,1| − |E0 − Et,0| ≥ ∆− 2‖δHt‖. (S.58)
This completes the proof. 
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B. Perturbation of the ground state
Lemma 4. Under the assumption of 4‖δHt‖ < ∆, the original ground state |0〉 have an overlap with that of the
truncated Hamiltonian |0t〉 as follows:
‖|0〉 − |0t〉‖ ≤ ‖δHt‖∆− 4‖δHt‖ . (S.59)
Also, for an arbitrary quantum state |φ〉, the norm distance between |0〉 and |φ〉 is bounded from above by
‖|0〉 − |φ〉‖ ≤ ‖|0t〉 − |φ〉‖+ ‖δHt‖∆− 4‖δHt‖ . (S.60)
Proof of Lemma 4. The inequality (S.60) is simply derived from the triangle inequality, and hence we need to
prove the inequality (S.59). We first expand |0〉 as follows:
|0〉 = ζ1|0t〉+ ζ2|ψt,⊥〉, (S.61)
where 〈0t|ψt,⊥〉 = 0 and we choose the phase term of |0t〉 so that 〈0|0t〉 has a positive real value, namely |ζ1| =
|〈0|0t〉| = 〈0|0t〉 = ζ1. Then, the coefficients {ζ1, ζ2} is determined by the eigen-problem of the following matrix:( 〈0t|H|0t〉 〈0t|H|ψt,⊥〉
〈ψt,⊥|H|0t〉 〈ψt,⊥|H|ψt,⊥〉
)
=:
(
f0 f
f∗ f⊥
)
. (S.62)
Then, the ground-state energy of H is formally given by
E0 =
f0 + f⊥ −
√
(f0 − f⊥)2 + 4|f |2
2 , (S.63)
and the corresponding coefficients {ζ1, ζ2} are
{ζ1, ζ2} ∝
{
f⊥ − f0 +
√
(f⊥ − f0)2 + 4|f |2,−2f∗
}
. (S.64)
Then, if f⊥ > f0, we have
|ζ2|
ζ1
= 2|f |/(f⊥ − f0)
1 +
√
1 + 4|f |2/(f⊥ − f0)2
≤ |f |
f⊥ − f0 , (S.65)
where we will prove the assumption f⊥ > f0 afterward.
From the equation ζ21 + |ζ2|2 = 1, we obtain
ζ1 =
1√
1 + |ζ2/ζ1|2
≥ 1− 12
∣∣∣∣ζ2ζ1
∣∣∣∣2 . (S.66)
On the other hand, we have
‖|0〉 − |0t〉‖2 = (ζ1 − 1)2 + |ζ2|2 = 2− 2ζ1, (S.67)
where we use the fact that ζ1 ∈ R+. By combining the inequalities (S.65), (S.66) and (S.67), we obtain
‖|0〉 − |0t〉‖2 ≤
∣∣∣∣ζ2ζ1
∣∣∣∣2 ≤ ( |f |f⊥ − f0
)2
, (S.68)
which reduces to
‖|0〉 − |0t〉‖ ≤ |f |
f⊥ − f0 . (S.69)
The remaining task is to obtain the upper bound or the lower bound of |f |, f⊥ and f0. First, we have
|f | = |〈0t|H|ψt,⊥〉| ≤ ‖H|0t〉‖ = ‖δHt|0t〉‖ ≤ ‖δHt‖, (S.70)
where we use Ht|0t〉 = 0. Also, we have
f⊥ = 〈ψt,⊥|H|ψt,⊥〉 = 〈ψt,⊥|Ht|ψt,⊥〉+ 〈ψt,⊥|δHt|ψt,⊥〉 ≥ ∆t − ‖δHt‖ ≥ ∆− 3‖δHt‖, (S.71)
where we use 〈ψt,⊥|Ht|ψt,⊥〉 ≥ ∆t and Ineq. (S.58) in the first and second inequalities, respectively. Finally, we
have
f0 = 〈0t|H|0t〉 = 〈0t|δHt|0t〉 ≤ ‖δHt‖. (S.72)
By combining the above three inequalities (S.70), (S.71) and (S.72) with (S.69), we obtain the main inequality (S.59).
Finally, under the assumption of ∆ > 4‖δHt‖, the inequalities (S.71) and (S.72) ensures f⊥ > f0 which we have
utilized in (S.65):
f⊥ − f0 ≥ (∆− 3‖δHt‖)− ‖δHt‖ = ∆− 4‖δHt‖ > 0. (S.73)
This completes the proof. 
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C. Convenient lemmas on the Schmidt rank
We here show several convenient lemmas on the Schmidt rank.
Lemma 5.
i) For arbitrary quantum state |ψ〉 and operator O, the Schmidt rank of O|ψ〉 is bounded from above by
SR(O|ψ〉, X) ≤ SR(O,X)SR(|ψ〉, X). (S.74)
ii) For arbitrary two operators O1 and O2, the Schmidt rank SR(O1O2, X) and SR(O1 +O2, X) are bounded from
above by
SR(O1O2, X) ≤ SR(O1, X)SR(O2, X) and SR(O1 +O2, X) ≤ SR(O1, X) + SR(O2, X), (S.75)
respectively.
iii) For an arbitrary decomposition of X = Y unionsq Z, the Schmidt rank SR(O, Y ) is bounded from above by
SR(O, Y ) ≤ d2|Z|SR(O,X). (S.76)
iv) For arbitrary operator OY which is supported on the subset Y , the Schmidt rank of SR(OY , X) is bounded
from above by
SR(OY , X) ≤ d|Y | (S.77)
for ∀X ⊆ Λ.
v) If an operator OY is supported on Y ⊆ X (or Y ⊆ Xc), the Schmidt rank SR(OY , X) is equal to 1:
SR(OY , X) = 1 for Y ⊆ X or Y ⊆ Xc. (S.78)
Lemma 5 is immediately derived from the definition.
On the Schmidt rank of the Hamiltonian (S.1), we prove the following lemma.
Lemma 6. Let us define Ls :=
⋃s
j=0Bj . Then, an interaction term Hs of Ht in Eq. (S.47) satisfies
SR(Hs, Ls) ≤ (2dl)k. (S.79)
Proof of Lemma 6. We first recall the definitions of {Hs}qs=0: H0 = hs=0+hs=1+hs=0,s=1 and Hs = hs+1+hs,s+1
(s ≥ 1). From Eq. (S.78), we immediately obtain
SR(hs, Ls) = 1 (S.80)
for 0 ≤ s ≤ q. Also, the inequality (S.77) implies
SR(hZ , Ls) ≤ d|Z| ≤ dk (S.81)
for arbitrary interaction terms {hZ}Z⊂Λ,|Z|≤k. The block-block interaction hs,s+1 contains at most
k∑
j=1
[(
2l
j
)
− 2
(
l
j
)]
(S.82)
interaction terms hZ with Z ⊆ Bs unionsqBs+1 and |Z| ≤ k. Therefore, we obtain
SR(hs,s+1, Ls) ≤ dk
k∑
j=1
[(
2l
j
)
− 2
(
l
k
)]
≤ (2dl)k − 2. (S.83)
By combining the inequalities (S.80) and (S.83), we obtain
SR(Hs, Ls) ≤ SR(hs,s+1, Ls) + 2 ≤ (2dl)k. (S.84)
This completes the proof. 
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D. The Eckart-Young theorem
We here show the Eckart-Young theorem [50] without the proof. Let us consider a normalized state |ψ〉 and give
its Schmidt decomposition as
|ψ〉 =
Dψ∑
m=1
µm|ψ1,m〉 ⊗ |ψ2,m〉, (S.85)
where µ1 ≥ µ2 ≥ µ3 · · · ≥ µDψ , and {|ψ1,m〉}Dψm=1 and {|ψ2,m〉}Dψm=1 are orthonormal states, respectively. We then
consider another normalized state |φ〉 with its Schmidt rank Dφ and define the overlap with the state |ψ〉 as
‖|φ〉 − |ψ〉‖. (S.86)
The Eckart-Young theorem gives the following inequality:∑
m>Dφ
µ2m ≤ ‖|φ〉 − |ψ〉‖2. (S.87)
E. Overlap between the ground state and low-entangled state
We relate the AGSP operator to the overlap between the ground state |0t〉 and the low-entangled state. Note that
we here make the AGSP operator not for |0〉 but for |0t〉. On this point, we can prove the following proposition:
Proposition 2. Let Kt be an AGSP operator for |0t〉 with the parameters (δKt , Kt , DKt). If the following
inequality holds
2KtDKt ≤
1
2 , (S.88)
there exists a quantum state |ψ〉 with SR(|ψ〉) ≤ DKt such that
‖|ψ〉 − |0t〉‖ ≤ Kt
√
2DKt + δKt . (S.89)
Proof of Proposition 2. Let |0Kt〉 be a quantum state such that Kt|0Kt〉 = |0Kt〉 as in Eq. (S.42), namely
‖|0t〉 − |0Kt〉‖ ≤ δKt , ‖K(1− |0Kt〉〈0Kt |)‖ ≤ Kt , and SR(Kt) ≤ DKt . (S.90)
We then expand the state |0Kt〉 by the use of the Schmidt decomposition with respect to the partition Λ = L unionsqR:
|0Kt〉 =
∑
m≥1
µKt,m|PKt,m〉, (S.91)
where the Schmidt coefficients {µKt,m} are positive real numbers and defined in non-ascending order as µKt,1 ≥
µKt,2 ≥ µKt,3 · · · . Each of {|PKt,m〉} is a product state with respect to the partition Λ = LunionsqR (see Supplementary
Figure 7). Hence, for an arbitrary product state |P〉, the overlap with |0Kt〉 is smaller than 〈0Kt |PKt,1〉 = µKt,1:
|〈P|0Kt〉| ≤ µKt,1. (S.92)
Let us choose the target state |ψ〉 in the inequality (S.89) as
|ψ〉 = Kt|PKt,1〉‖Kt|PKt,1〉‖
. (S.93)
Then, our task is to upper-bound the following quantity ΓKt :
ΓKt :=
∥∥∥∥|0t〉 − Kt|PKt,1〉‖Kt|PKt,1〉‖
∥∥∥∥ . (S.94)
The value of ΓKt is bounded from above as follows. First, from the triangle inequality, we obtain
ΓKt =
∥∥∥∥|0t〉 − Kt|PKt,1〉‖Kt|PKt,1〉‖
∥∥∥∥ ≤ ∥∥∥∥|0Kt〉 − Kt|PKt,1〉‖Kt|PKt,1〉‖
∥∥∥∥+ ‖|0t〉 − |0Kt〉‖
≤
∥∥∥∥|0Kt〉 − Kt|PKt,1〉‖Kt|PKt,1〉‖
∥∥∥∥+ δKt , (S.95)
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where the last inequality is given by the inequality (S.90).
Second, we prove the inequality of ∥∥∥∥|0Kt〉 − Kt|PKt,1〉‖Kt|PKt,1〉‖
∥∥∥∥ ≤ KtµKt,1 , (S.96)
which reduces the inequality (S.95) to
ΓKt ≤
Kt
µKt,1
+ δKt . (S.97)
In order to derive the inequality (S.96), we express the product state |PKt,1〉 in the definition (S.91) as
|PKt,1〉 = µKt,1|0Kt〉+
√
1− µ2Kt,1|ψKt,⊥〉, (S.98)
where |ψKt,⊥〉 is a state orthogonal to |0Kt〉. Note that µKt,1 ∈ R+ from the definition of the Schmidt decomposition.
From Kt|0Kt〉 = |0Kt〉, we have
K2t |PKt,1〉 = µKt,1|0Kt〉+
√
1− µ2Kt,1K2t |ψKt,⊥〉,
‖Kt|PKt,1〉‖2 = 〈PKt,1|K2t |PKt,1〉 = µ2Kt,1 + (1− µ2Kt,1)〈ψKt,⊥|K2t |ψKt,⊥〉, (S.99)
where we use 〈0Kt |K2t |ψKt,⊥〉 = 〈0Kt |ψKt,⊥〉 = 0 in the second equation.
From the above equation, we obtain
∥∥∥∥|0Kt〉 − Kt|PKt,1〉‖Kt|PKt,1〉‖
∥∥∥∥2 =
∥∥∥∥∥∥|0Kt〉 −
µKt,1|0Kt〉+
√
1− µ2Kt,1Kt|ψKt,⊥〉
‖Kt|PKt,1〉‖
∥∥∥∥∥∥
2
=
(‖Kt|PKt,1〉‖ − µKt,1)2 + (1− µ2Kt,1)〈ψKt,⊥|K2t |ψKt,⊥〉
‖Kt|PKt,1〉‖2
=2‖Kt|PKt,1〉‖
2 − 2µKt,1‖Kt|PKt,1〉‖
‖Kt|PKt,1〉‖2
=2− 2
(
1 +
1− µ2Kt,1
µ2Kt,1
〈ψKt,⊥|K2t |ψKt,⊥〉
)−1/2
, (S.100)
where we use Eq. (S.99) in derivations of the third and the fourth equations. Then, from the inequality (S.43), we
have 〈ψKt,⊥|K2t |ψKt,⊥〉 ≤ 2Kt , and hence∥∥∥∥|0Kt〉 − Kt|PKt,1〉‖Kt|PKt,1〉‖
∥∥∥∥2 = 2− 2(1 + 1− µ2Kt,1µ2Kt,1 〈ψKt,⊥|K2t |ψKt,⊥〉
)−1/2
≤ 1− µ
2
Kt,1
µ2Kt,1
〈ψKt,⊥|K2t |ψKt,⊥〉 ≤
2Kt
µ2Kt,1
, (S.101)
where we use (1 + x)−1/2 ≥ 1 − x/2 for x ≥ 0 in the first inequality. We thus obtain the inequality (S.96), and
hence the inequality (S.97) is also proven.
To finish the proof, we need to derive a relationship between the coefficient µKt,1 and the AGSP parameters
{δKt , Kt , DKt}. It allows us to obtain the upper bound of ΓKt in Eq. (S.94) only by the AGSP parameters. For
the purpose, we here utilize the following statement called the bootstrapping lemma;
Lemma 7 (Bootstrapping lemma [6]). If the AGSP operator Kt satisfies 2KtDKt ≤ 1/2, µKt,1 is bounded from
below by
µKt,1 ≥
1√
2DKt
, (S.102)
where µKt,1 was defined in Eq. (S.91).
By combining the inequalities (S.102) and (S.97), we have
ΓKt ≤
Kt
µKt,1
+ δKt ≤ Kt
√
2DKt + δKt . (S.103)
This completes the proof of Proposition 2.
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1. Proof of Lemma 7
We first denote the Schmidt decomposition of Kt|PKt,1〉 by
Kt|PKt,1〉 =
DKt∑
j=1
µ′Kt,j |P ′j〉. (S.104)
Note that Kt|PKt,1〉 is not normalized. We obtain
〈0Kt |Kt|PKt,1〉 =
DKt∑
j=1
µ′Kt,j〈0Kt |P ′j〉 ≤
√√√√DKt∑
j=1
µ
′2
Kt,j
√√√√DKt∑
j=1
|〈0Kt |P ′j〉|2 = ‖Kt|PKt,1〉‖
√√√√DKt∑
j=1
|〈0Kt |P ′j〉|2, (S.105)
where the first inequality is given by the Cauchy-Schwartz inequality. We now have
〈0Kt |Kt|PKt,1〉 = 〈0Kt |PKt,1〉 = µKt,1,
DKt∑
j=1
|〈0Kt |P ′j〉|2 ≤
DKt∑
j=1
µ2Kt,1 = DKtµ
2
Kt,1,
‖Kt|PKt,1〉‖ ≤
√
µ2Kt,1 + 
2
Kt
, (S.106)
where the first equation is given by the definitionKt|0Kt〉 = |0Kt〉, the second inequality is derived from Ineq. (S.92),
and the third inequality is derived from Ineq. (S.99) with 〈ψKt,⊥|K2t |ψKt,⊥〉 ≤ 2Kt . Thus, the inequality (S.105)
reduces to
µKt,1 ≤
√
µ2Kt,1 + 
2
Kt
√
DKtµ
2
Kt,1, (S.107)
which gives the inequality
µ2Kt,1 ≥
1
DKt
− 2Kt =
1−DKt2Kt
DKt
≥ 12DKt
, (S.108)
where we utilized DKt2Kt ≤ 1/2. This completes the proof. 
F. Upper bound of the entanglement entropy by the AGSP operators
We here relate the AGSP operator to the ground-state entropy S(|0〉). For this purpose, we make a sequence of
the AGSP operators {Kp}∞p=1 for |0〉 each of which has a state |0Kp〉 such that Kp|0Kp〉 = |0Kp〉 with Eq. (S.42).
For simplicity, we denote {δKp , Kp , DKp} by {δp, p, Dp}. We choose Kp so that K∞ may satisfy ∞ = 0, δ∞ = 0;
in other words, K∞ is the exact ground-state projector. We denote the exact ground state |0〉 = |0∞〉 by
|0〉 =
D∞∑
m=1
µm|Pm〉. (S.109)
Note that because of K∞ = |0〉〈0| the Schmidt rank of |0〉 is equal to D∞.
We now obtain the following proposition:
Proposition 3. Let |ψD〉 be an arbitrary quantum state with
‖|ψD〉 − |0〉‖ = ν0 and SR(|ψD〉) = D. (S.110)
Also, we define {Kp}∞p=1 as ({δp, p, Dp}∞p=1)-AGSP operators, respectively, where errors p and δp decrease with
the index p, namely 1 ≥ 2 ≥ · · · and δ1 ≥ δ2 ≥ · · · . Then, we prove for each of {Kp}∞p=1∥∥∥∥Kpe−iθp |ψD〉‖Kp|ψD〉‖ − |0〉
∥∥∥∥ ≤ γp (S.111)
with θp ∈ R given in Eq. (S.114), where {γp}∞p=1 are defined as
γp :=
p
1− ν0 − δp + δp. (S.112)
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Moreover, under the condition γp ≤ 1 for all p, the entanglement entropy S(E0) is bounded from above by
S(|0〉) ≤ log(D)−
∞∑
p=0
γ2p log
γ2p
3Dp+1
, (S.113)
where we set γ0 := 1.
Proof of Proposition 3. For the proof, we construct an approximate ground state by means of Kpe−iθp |ψD〉 with
e−iθp an appropriate phase factor such that
〈0Kp |e−iθp |ψD〉 = |〈0Kp |ψD〉|. (S.114)
We now want to know how close it is to the exact ground state |0〉. We first define the Schmidt rank of Kpe−iθp |ψD〉
by D′p which is smaller than DDp:
D′p := SR(Kpe−iθp |ψD〉) = SR(Kp|ψD〉) ≤ SR(|ψD〉)SR(Kp) = DDp. (S.115)
Second, we apply the Eckart-Young theorem by letting |ψ〉 = |0〉, |φ〉 = Kpe−iθp |ψD〉‖Kp|ψD〉‖ and Dφ = D′p in (S.87):∑
m>D′p
µ2m ≤
∥∥∥∥Kpe−iθp |ψD〉‖Kp|ψD〉‖ − |0〉
∥∥∥∥2 =: Γ2p, (S.116)
where the Schmidt decomposition for the ground state has been given in Eq. (S.109). Therefore, in order to derive
the inequality (S.111), we need to prove Γp ≤ γp with γp defined in Eq. (S.112).
In order to upper-bound Γp by using the AGSP parameters ({δp, p, Dp}∞p=1), we start from the triangle inequality
as follows:
Γp :=
∥∥∥∥|0〉 − Kpe−iθp |ψD〉‖Kp|ψD〉‖
∥∥∥∥ ≤ ∥∥∥∥|0Kp〉 − Kpe−iθp |ψD〉‖Kp|ψD〉‖
∥∥∥∥+ ‖|0Kp〉 − |0〉‖
≤
∥∥∥∥|0Kp〉 − Kpe−iθp |ψD〉‖Kp|ψD〉‖
∥∥∥∥+ δp, (S.117)
where the last inequality is derived from the definition of the AGSP parameter as in the inequality (S.42). We,
in the following, derive the upper bound of the first term in (S.117). By using Eq. (S.114), we decompose the
quantum state e−iθp |ψD〉 by
e−iθp |ψD〉 = νp|0Kp〉+
√
1− |νp|2|ψp,⊥〉 with νp := |〈0Kp |ψD〉|, (S.118)
where |ψp,⊥〉 is a state orthogonal to |0Kp〉. We then derive the upper bound of νp, which is given by
νp = |(〈0|+ 〈0Kp | − 〈0|)|ψD〉)| ≥ |〈0|ψD〉| − ‖|0Kp〉 − |0〉‖ ≥ 1− ν0 − δp, (S.119)
where ν0 has been defined in Eq. (S.110) and we use |〈0|ψD〉| ≥ 1−‖|ψD〉− |0〉‖ = 1− ν0 in the last inequality. We
then follow the same steps as the derivations of Ineq. (S.99), (S.100) and (S.101); in these inequalities, we replace
as
|PKt,1〉 → |ψD〉, |0Kt〉 → |0Kp〉, µKt,1 → νp. (S.120)
Thus, we obtain ∥∥∥∥|0Kp〉 − Kpe−iθp |ψD〉‖Kp|ψD〉‖
∥∥∥∥ ≤ pνp ≤ p1− ν0 − δp , (S.121)
where we use (S.119) in the second inequality. By combining the inequalities (S.117) and (S.121), we obtain Γp ≤ γp.
The remaining task is to upper-bound the entanglement entropy to derive the inequality (S.113). We first define
Γ2p,p+1 :=
∑
D′p<m≤D′p+1
µ2m, (S.122)
where we define D′0 = 0. Note that from Eq. (S.109) we have
∞∑
p=0
Γ2p,p+1 =
∑
0<m≤D′∞
µ2m =
D∞∑
m=1
µ2m = 1. (S.123)
26
From the inequality (S.116), we have
Γ2p,p+1 ≤ Γ2p ≤ γ2p ≤ 1, (S.124)
where the last inequality is given by the condition in the proposition. From the above definition, we have
−
∑
D′p<m≤D′p+1
µ2m log(µ2m) ≤ −
∑
D′p<m≤D′p+1
Γ2p,p+1
D′p+1 −D′p
log
Γ2p,p+1
D′p+1 −D′p
= −Γ2p,p+1 log
Γ2p,p+1
D′p+1 −D′p
≤ −Γ2p,p+1 log
Γ2p,p+1
Dp+1
+ Γ2p,p+1 logD, (S.125)
where in the last inequality we use D′p ≤ DDp in (S.115).
By using {Γp,p+1}∞p=1 and the ineuqlaity (S.125), the entanglement entropy of |0〉 is bounded from above by
S(|0〉) = −
∑
m≥1
µ2m log(µ2m) = −
∞∑
p=0
∑
D′p<m≤D′p+1
µ2m log(µ2m) ≤ logD −
∞∑
p=0
Γ2p,p+1 log
Γ2p,p+1
Dp+1
, (S.126)
where we use Eq. (S.123) in the second equation. We have −x log(x/3) ≤ −y log(y/3) for 0 < x ≤ y ≤ 1, and hence
−Γ2p,p+1 log Γ2p,p+1 ≤ −Γ2p,p+1 log(Γ2p,p+1/3) ≤ −γ2p log(γ2p/3), (S.127)
which reduces the inequality (S.126) to the main inequality (S.113). This completes the proof of Proposition 3. 
G. Schmidt rank of the polynomials of the truncated Hamiltonian
We first show the following lemma:
Lemma 8. The Schmidt rank of the power of the truncated Hamiltonian SR(Hmt ) is bounded from above by
SR(Hmt ) ≤ [2 + (2dl)k]m. (S.128)
Proof of Lemma 8. We first decompose Ht into
Ht = Hq/2 +H<q/2 +H>q/2, (S.129)
whereH<q/2 :=
∑
s<q/2Hs andH>q/2 :=
∑
s>q/2Hs. Note thatH<q/2 andH>q/2 are supported on the subsystems
L and R, respectively. From Lemmas 5 and 6, we have
SR(Hmt ) ≤ [SR(Ht)]m,
SR(Hq/2) ≤ (2dl)k, SR(H<q/2) = SR(H>q/2) = 1, (S.130)
which yield the inequality (S.128). This completes the proof.
Roughly speaking, the inequality (S.128) gives the Schmidt rank of order of exp[O(m) log(dl)]. In fact, when q
is large, we obtain much better bound for SR(Hmt ) as shown in the following proposition:
Proposition 4. The Schmidt rank of the power of the truncated Hamiltonian SR(Hmt ) is bounded from above by
SR(Hmt ) ≤ dql(q +m+ 1)q+1[e(q + 1)2(2dl)k]m/(q+1) ≤ d2ql[e(q + 1)2(2dl)k]m/(q+1), (S.131)
where for the simplicity we assume (q +m+ 1)q+1 ≤ dql which yields the second inequality.
The above estimation gives the Schmidt rank of order of exp[O(ql) log(d) +O(m/q) log(dl)].
Proof of Proposition 4. We can prove the proposition by extending the original argument in Ref. [6] to the
present long-range interacting case. In order to estimate the Schmidt rank of Hmt , we first describe it as
Hmt =
∑
s0+s1+···+sq=m
Os0,s1,...,sq , (S.132)
where each of {Os0,s1,...,sq} is given by summation of the operator products in which Hi appears si times for
0 ≤ i ≤ q. We here define Oi,s as the summation of {Os0,s1,...,sq} such that si = s, min(s0, s1, . . . , si−1) > s and
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min(si+1, si+2, . . . , sq) ≥ s; that is, the number of appearance of Hi is minimum. Notice that the definition of Oi,s
implies s ≤ bm/(q + 1)c. Explicitly, Oi,s is given by
Oi,s =
∑
s0+s1+···+sq=m
si=s, min(s0,s1,...,si−1)>s min(si+1,si+2,...,sq)≥s
Os0,s1,...,sq . (S.133)
By using the notation of Oi,s, we obtain
Hmt =
q∑
i=0
bm/(q+1)c∑
s=0
Oi,s. (S.134)
From the basic property of the Schmidt rank, we obtain
SR(Hmt ) ≤
q∑
i=0
bm/(q+1)c∑
s=0
SR(Oi,s). (S.135)
Our task is to estimate the Schmidt rank SR(Oi,s). For the purpose, instead of considering Oi,s in itself, we
consider the following alternative operator Pi,s which depends on parameters ~z = {zi}qi=0 ∈ C⊗q+1:
Pi,s(~z) =
∑
s0+s1+···+sq=m
si=s
zs00 z
s1
1 · · · zsqq Os0,s1,...,sq . (S.136)
We notice that Pi,s(~1) is not generally equal to Oi,s since the conditions min(s0, . . . , si−1) > s and
min(si+1, . . . , sq) ≥ s are not imposed for Pi,s(~1).
In the following, we aim to express Oi,s by using Pi,s(~z) for specific choices of {~zα}Nsα=1:
Oi,s =
Ns∑
α=1
λαPi,s(~zα), (S.137)
where λα ∈ C for α = 1, 2, . . . ,Ns. The equation (S.137) gives the upper bound of SR(Oi,s) as
SR(Oi,s) ≤ Ns sup
~z∈C⊗q+1
SR[Pi,s(~z)]. (S.138)
As shown in the following lemma, the Schmidt rank of Pi,s(~z) can be efficiently estimated:
Lemma 9. The Schmidt rank of Pi,s(~z) is bounded from above as
SR[Pi,s(~z)] ≤ dql(m+ 1)[em2(2dl)k/s2]s (S.139)
for ∀~z ∈ C⊗q+1.
Second, we can prove the following lemma:
Lemma 10. There exists a set of {~zα}Nsα=1 which gives Eq. (S.137) as long as
Ns =
(
q +m− s− 1
q − 1
)
≤ (q +m)q−1. (S.140)
From the lemmas 9 and 10, the inequality (S.138) reduces to
SR(Oi,s) ≤ (q +m)q−1dql(m+ 1)[em2(2dl)k/s2]s, (S.141)
which monotonically increases with s for s ≤ m/(q + 1). From Eq. (S.135) and bm/(q + 1)c ≤ m/(q + 1), we have
SR(Hmt ) ≤
q∑
i=0
bm/(q+1)c∑
s=0
(q +m)q−1dql(m+ 1)[e(q + 1)2(2dl)k]m/(q+1)
≤ dql(q +m)q−1(q +m+ 1)(m+ 1)[e(q + 1)2(2dl)k]m/(q+1)
≤ dql(q +m+ 1)q+1[e(q + 1)2(2dl)k]m/(q+1), (S.142)
where in the second inequality we use (q+1)(bm/(q+1)c+1) ≤ q+m+1. This completes the proof of Proposition 4.

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1. Proof of Lemma 9
We first define parametrized Hamiltonian H(~z) as follows:
H(~z) =
q∑
j=0
zjHj =: ziHi +H6=i(~z), (S.143)
where we define H6=i(~z) :=
∑
j 6=i zjHj . Then, Pi,s(~z) is given by
Pi,s(~z) =
∑
t1+t2+···+ts+1=m−s
[H6=i(~z)]t1(ziHi)[H 6=i(~z)]t2(ziHi) · · · [H6=i(~z)]ts(ziHi)[H6=i(~z)]ts+1 . (S.144)
We now estimate the Schmidt rank of [H 6=i(~z)]t and ziHi. The latter one has been already given by Lemma 6
as SR(ziHi, Li) ≤ (2dl)k. Recall that the subset Li ∈ Λ has been defined in Lemma 6 as Li :=
⋃i
j=0Bj . In order
to estimate SR([H 6=i(~z)]t, Li), we define H(~z)<i and H(~z)>i as
H<i(~z) =
∑
j<i
zjHj , H>i(~z) =
∑
j>i
zjHj , (S.145)
where H<i(~z) and H>i(~z) are supported on the subsets Li and Lci , respectively. Note that H6=i(~z) = H<i(~z) +
H>i(~z). We have
SR([H<i(~z)]j ⊗ [H>i(~z)]t−j , Li) = 1 (S.146)
for ∀j, and hence the Schmidt rank of
[H6=i(~z)]t =
t∑
j=0
(
t
j
)
[H<i(~z)]j [H>i(~z)]t−j (S.147)
is bounded from by
SR([H6=i(~z)]t, Li) ≤ t+ 1. (S.148)
We thus obtain
SR[Pi,s(~z), Li] ≤
∑
t1+t2+···+ts+1=m−s
(2dl)ks
s+1∏
j=1
(tj + 1)
≤
∑
t1+t2+···+ts+1=m−s
(2dl)ks(m+ 1)[m/(s+ 1)]s+1
=
((
s+ 1
m− s
))
(2dl)ks(m+ 1)[m/(s+ 1)]s+1 ≤ (m+ 1)[em2(2dl)k/s2]s, (S.149)
where the summation with respect to {t1, t2, · · · , ts+1} such that t1 + t2 + · · · + ts+1 = m − s is equal to the
(m− s)-multicombination from a set of s+ 1 elements, and in the inequality, we use
s+1∏
j=1
(tj + 1) ≤
(
m+ 1
s+ 1
)s+1
≤ (m+ 1)(m/s)s,((
s+ 1
m− s
))
=
(
m
s
)
≤ (em/s)s (S.150)
for t1+t2+· · ·+ts+1 = m−s. Finally, by applying the inequality (S.76) to (S.149), we obtain the inequality (S.139).
Note that max(|Li \ L|, |L \ Li|) ≤ ql/2 for 0 ≤ i ≤ q. This completes the proof. 
2. Proof of Lemma 10
For the proof, we first choose each of {zi}qi=0 as zi = x(m+1)
i with x a parameter which is fixed afterward. It
reduces Eq. (S.136) to
Pi,s(x) =
∑
s0+s1+···+sq=m
si=s
xd(~s)O~s (S.151)
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with d(~s) :=
∑q
i=0 si(m + 1)i, where ~s = {sj}qj=0 and O~s := Os0,s1,...,sq . We notice that we have d(~s) 6= d(~s′) if
~s 6= ~s′ because of sj ≤ m for ∀j.
We label different ~s = {sj}qj=0 such that s0 + s1 + · · ·+ sq = m with si = s by {~su}Nu=1, where the total number
N is equal to the (m− s)-multicombination from a set of q elements:
N =
((
q
m− s
))
=
(
q +m− s− 1
m− s
)
= Ns. (S.152)
We also order {~su}Nu=1 so that d(~s1) > d(~s2) > · · · > d(~sNs) > 0. In this notation, Eq. (S.151) reduces to
Pi,s(x) =
Ns∑
u=1
xd(u)Ou, (S.153)
where d(u) := d(~su) and Ou := O~su . Therefore, if there exists a set of {xv}Nsv=1 such that the matrix
M =

x
d(1)
1 x
d(2)
1 · · · xd(Ns)1
x
d(1)
2 x
d(2)
2 · · · xd(Ns)2
...
... · · · ...
x
d(1)
Ns x
d(2)
Ns · · · x
d(Ns)
Ns
 (S.154)
has full rank, an arbitrary Ou is described by
Ou =
Ns∑
v=1
λu,vPi,s(xv). (S.155)
Now, λu,v is given by λu,v = (M−1)u,v with M−1 the inverse matrix of M .
In order to show the full rank of M , we prove det(M) 6= 0 for a particular choice of {xv}Nsv=1. Because of
d(1) > d(2) > · · · > d(Ns), det(M) is equal to the product of the Vandermonde’s determinant and the Schur
polynomial. The former one is given by
∏
v<v′(xv − xv′) and is non-zero as long as xv 6= xv′ for v 6= v′. Moreover,
the latter one is positive if xv > 0 for ∀v since the Schur polynomial is composed of monomials with positive
coefficients [53, 54]. Hence, if we choose {xv}Nv=1 such that xv > 0 for ∀v and xv 6= xv′ for v 6= v′, we have
det(M) 6= 0.
This completes the proof of Lemma 10. 
H. Construction of the AGSP
We here discuss how we can find the AGSP operator satisfying (S.88). In order to construct the AGSP, we utilize
a polynomial of the Hamiltonian like Poly(Ht). For example, one of the candidates for AGSP {Kp}∞p=1 is given by
Kp =
(
1− Ht‖Ht‖
)p
. In this case, Kp in Ineq. (S.42) is upper-bounded by e−p∆/‖Ht‖, and we thereby obtain the
exact ground-state projection in the limit of p→∞. However, this AGSP cannot satisfy the condition Dp2p ≤ 1/2
of the bootstrapping lemma. For the proof of the area law, we need to construct an AGSP operator with a higher
accuracy and a lower Schmidt rank.
For this purpose, we first define an mth-order polynomial K(m,x) such that K(m, 0) = 1 and
|K(m,x)| ≤ m (S.156)
for ∆t ≤ x ≤ ‖Ht‖ with m a positive number (see Supplementary Figure 12 for the schematic picture). From the
definition Et,0 = 0, this polynomial gives
‖K(m,Ht)− |0t〉〈0t|‖ ≤ m. (S.157)
In the construction of the polynomial K(m,x), we employ the Chebyshev polynomial [5, 6, 42]:
Tm(x) :=
(
x+
√
x2 − 1)m + (x−√x2 − 1)m
2 . (S.158)
The first few polynomials are given by
T1(x) = x, T2(x) = 2x2 − 1, T3(x) = 4x3 − 3x,
T4(x) = 8x4 − 8x2 + 1, T5(x) = 16x5 − 20x3 + 5x. (S.159)
As shown in the following lemma, the Chebyshev polynomial Tm(x) approximately behaves as a boxcar function
in the range [−1, 1].
30
kHtk
Et,0
 t
Supplementary Figure 12. By the use of the Chebyshev polynomials, we can construct a function K(m,x) which approxi-
mately satisfies K(m, 0) = 1 and K(m,x) ' 0 for ∆t ≤ x ≤ ‖Ht‖. The error of the approximation is bounded from above
as in (S.164).
Lemma 11 (Lemma B.2 in Kuwahara, Arad, Amico and Vedral [42]). The Chebyshev polynomial Tm(x) satisfies
|Tm(x)| ≤ 1 for |x| ≤ 1, (S.160)
1
2 exp
(
2m
√
|x| − 1
|x|+ 1
)
≤ |Tm(x)| ≤ (2x)
m
2 for |x| ≥ 1. (S.161)
We now choose K(m,x) as follows:
K(m,x) =
Tm
[
2x−(‖Ht‖+∆t)
‖Ht‖−∆t
]
Tm
[
− ‖Ht‖+∆t‖Ht‖−∆t
] , (S.162)
2x− (‖Ht‖+ ∆t)
‖Ht‖ −∆t

= −1 for x = ∆t,
∈ (−1, 1) for ∆t < x < ‖Ht‖,
= 1 for x = ‖Ht‖,
where K(m, 0) = 1 and the lemma 11 implies
Tm
[
−‖Ht‖+ ∆t‖Ht‖ −∆t
]
≥ 12 exp
(
2m
√
∆t
‖Ht‖
)
. (S.163)
Thus, m in the inequality (S.156) is upper-bounded by
m = sup
∆t≤x≤‖Ht‖
|K(m,x)| ≤ 1
Tm
[
− ‖Ht‖+∆t‖Ht‖−∆t
] ≤ 2e−2m√∆t/‖Ht‖. (S.164)
We therefore conclude that the error of the AGSP K(m,Ht) decreases as e−2m
√
∆t/O(n) because of ‖Ht‖ = O(n).
However, in this case, we have to take m as large as O(√n) for a good approximation, which may result in a high
Schmidt rank of the AGSP operator. We thus need to achieve a good approximation with smaller m. We thereby
consider an effective Hamiltonian instead of the original Hamiltonian.
I. Effective Hamiltonian with a small norm
In order to construct the AGSP operator that satisfies the condition (S.88) for the bootstrapping lemma, it
is convenient to utilize an effective Hamiltonian H˜t instead of the original Hamiltonian Ht. Here, the effective
Hamiltonian H˜t has almost the same ground state as the original one. The points are the followings:
1. The effective Hamiltonian has the norm much smaller than that of the original Hamiltonian, namely ‖H˜t‖ 
‖Ht‖.
2. The Schmidt rank of H˜mt should be as small as that of Hmt . This condition implies that the effective
Hamiltonian H˜t should still have the similar locality to the original one Ht.
31
Note that because of the inequality (S.164) the norm of the Hamiltonian critically determines the error of the
AGSP operators. By applying the Chebyshev-based AGSP construction (S.162) to the effective Hamiltonian, we
can construct the AGSP K(m, H˜t) which satisfies the condition (S.88).
We, in the following, analyze the fundamental property of the effective Hamiltonian given in Eq. (S.50) (see also
Supplementary Figure 8):
H˜t =
q+1∑
s=0
h˜s +
q∑
s=0
hs,s+1 (S.165)
with
h˜s =
∑
Es,j<τs
Es,j |Es,j〉〈Es,j |+
∑
Es,j≥τs
τs|Es,j〉〈Es,j |,
τs = Es,0 + τ, (S.166)
where {Es,j , |Es,j〉}j≥0 are the eigenvalues and the eigenstates of hs, respectively.
We first notice that Lemma 8 and Proposition 4 on the Schmidt rank are applicable to the effective Hamiltonian
H˜t.
From the definition (S.166), we immediately obtain ‖h˜s‖ ≤ τ . Also, the inequality (S.46) gives ‖hs,s+1‖ ≤ g0,
and hence the norm of the effective Hamiltonian‖H˜t‖ is upper-bounded by
‖H˜t‖ ≤
q+1∑
s=0
‖h˜s‖+
q∑
s=0
‖hs,s+1‖ ≤
q+1∑
s=0
(τ + |Es,0|) + (q + 1)g0. (S.167)
The ground-state energy |Es,0| can have a value of O(l), which gives the upper bound of ‖H˜t‖ ≤ O(ql) + O(qτ).
However, by appropriately shifting each of the energy origins of {hs}q+1s=0 as {hs+Es}q+1s=0, we can achieve |Es,0+Es| =
O(1) for s = 0, 1, 2, . . . , q + 1.
One can obtain the following lemma (see Supplementary Note 2 I 1 for the proof).
Lemma 12. There exists an energy shift from {hs}q+1s=0 to {hs + Es}q+1s=0 such that
q+1∑
s=0
Es = 0, (S.168)
and the absolute values of the ground-state energy {Es,0}q+1s=0 are bounded from above by
|Es,0 + Es| ≤ q + 1
q + 2g0 ≤ g0, (S.169)
where g0 has been defined in (S.15). Note that the condition (S.168) guarantees that Ht remains the same as before
shifting the energies.
By following Lemma 12, we shift the energy origin so that the inequality (S.169) is satisfied. We then obtain the
upper bound of ‖H˜t‖ as follows:
‖H˜t‖ ≤ τ(q + 2) + 2g0(q + 1) ≤ (q + 2)(τ + 2g0). (S.170)
which is roughly as large as O(qτ).
If the cut-off energy τ becomes sufficiently large, we expect that the low-energy behavior of both Hamiltonians
Ht and H˜t are approximately identical. We now want to know the τ -dependence of the accuracy of the low-
energy spectrum of H˜ compared to that of the original Hamiltonian. The accuracy has been investigated by Arad,
Kuwahara and Landau [48] when the energy cut-off is considered only for a single block Hamiltonian. Unfortunately,
the accuracy of the multi-energy cut-off has not been considered so far, and the generalization to the multi-energy
cut-off necessitates highly intricate analyses (see Supplementary Note 4).
We prove the following theorem, which ensures the exponentially accurate approximation with respect to the
value of τ  log(q):
Theorem 5. Let us choose τ such that
τ ≥ max
[
8g0 +
1
λ′
log
(
88g0(q + 1)(q + 2)
∆t
)
, 4g0 +
1
λ
log
(
432(q + 2)
λ∆t
)]
, (S.171)
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where g0 has been defined in (S.15) and {λ, λ′} are defined as follows:
λ := 112k2 + 4g0
, λ′ := min
(
1
112g0
,
1
12k2
)
. (S.172)
Then, the spectral gap ∆˜t of the effective Hamiltonian is preserved as
∆˜t ≥ 12∆t. (S.173)
Moreover, the norm distance between the original ground state |0t〉 and the effective one |0˜t〉 is exponentially small
with respect to the cut-off energy τ :
‖|0˜t〉 − |0t〉‖ ≤ 54(q + 2)
λ∆t
e−λ(τ−4g0). (S.174)
We show the proof of this theorem in Supplementary Note 4.
1. Proof of Lemma 12
For the proof, we aim to find energy shifts {Es}q+1s=0 with
∑q+1
s=0 Es = 0 such that the inequality (S.169) is satisfied.
For the purpose, we first consider a quantum state |ψ〉 := ⊗q+1s=0 |E0,s〉. We then obtain
〈ψ|Ht|ψ〉 ≥ Et,0 = 0 (S.175)
and
〈ψ|
(
q+1∑
s=0
hs +
q∑
s=0
hs,s+1
)
|ψ〉 =
q+1∑
s=0
Es,0 +
q∑
s=0
〈ψ|hs,s+1|ψ〉 ≤
q+1∑
s=0
Es,0 + (q + 1)g0, (S.176)
where we use ‖hs,s+1‖ ≤ g0 as shown in Ineq. (S.46). Also, we have
0 = Et,0 ≥
q+1∑
s=0
Es,0 −
q∑
s=0
‖hs,s+1‖ ≥
q+1∑
s=0
Es,0 − (q + 1)g0. (S.177)
By combining the above three inequalities, we have
−(q + 1)g0 ≤
q+1∑
s=0
Es,0 ≤ (q + 1)g0. (S.178)
We here shift the energy origins such that Es,0 + Es = Es′,0 + Es′ for ∀s, s′, which implies
(q + 2)(Es,0 + Es) =
q+1∑
s=0
(Es,0 + Es) =
q+1∑
s=0
Es,0,
or Es = −Es,0 + 1
q + 2
q+1∑
s=0
Es,0 (S.179)
for arbitrary {Es}q+1s=0, where we use the condition
∑q+1
s=0 Es = 0. Conversely, the above choice satisfies
∑q+1
s=0 Es = 0.
From the inequality (S.178), the above choice of Es leads to
−q + 1
q + 2g0 ≤ Es,0 + Es ≤
q + 1
q + 2g0 (S.180)
for s = 0, 1, 2, . . . , q + 1. This completes the proof. 
Supplementary Note 3. PROOF OF MAIN THEOREM 1
We now have all the ingredients to prove the main theorem. Proof of Theorem 1 consists of the following two
Propositions which we will prove in the subsequent subsections. In the first proposition, we prove the existence of
a quantum state which has an O(1) overlap with the exact ground state and has a small Schmidt rank.
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Proposition 6. There exists a quantum state |φ〉 such that
‖|0〉 − |φ〉‖ ≤ 12 (S.181)
with
log [SR(|φ〉)] ≤ c∗ log2(d)
(
log(d)
∆
)1+2/α¯
log3+3/α¯
(
log(d)
∆
)
, (S.182)
where c∗ is a constant which depends only on k, g0, α¯, which is finite in the limit of α¯→∞.
In the second proposition, by using the quantum state given in Proposition 6, we construct an approximate
ground state with a desired accuracy and estimate the Schmidt rank of the state. Based on this approximation,
we also give the upper bound of the entanglement entropy.
Proposition 7. Let |φ〉 be an arbitrary quantum state such that
‖|0〉 − |φ〉‖ ≤ 12 (S.183)
with Dφ := SR(|φ〉). Then, there exists a quantum state which approximates the ground state |0〉 by
‖|0〉 − |ψ〉‖ ≤ δ (S.184)
with the state |ψ〉 satisfying
log[SR(|ψ〉)]‖ ≤ log(Dφ) + c1α¯−1 log
5/2[2/(δ∆)]√
∆
+ c2
log3/2[2/(δ∆)] log(d)√
∆
. (S.185)
Also, the entanglement entropy S(|0〉) is bounded from above by
S(|0〉) ≤ log(Dφ) + c3α¯−1 log
5/2(3/∆)√
∆
+ c4
log3/2(3/∆) log(d)√
∆
. (S.186)
Here, c1, c2, c3, c4 are constants of O(1) which depend only on k, g0.
By applying Proposition 6 to Proposition 7, we immediately prove Theorem 1. 
A. Proof of Proposition 6
In the following, we choose the number of the blocks q such that
‖δHt‖ ≤ ∆8 or ∆t ≥
3
4∆, (S.187)
where the second inequality is derived from (S.58), namely ∆t ≥ ∆− 2‖δHt‖. The inequality (S.187) implies from
Ineq. (S.53)
‖δHt‖ ≤ g0ql−α¯ ≤ ∆8 ,
or q =
⌊
∆
8g0
lα¯
⌋
= O(lα¯∆). (S.188)
From Ineq. (S.60) in Lemma 4, the above choice of q gives the following inequality:
‖|0〉 − |φ〉‖ ≤ ‖|0t〉 − |φ〉‖+ 14 (S.189)
for an arbitrary quantum state |φ〉. From Proposition 2, if we find an AGSP operator Kt such that
2KtDKt ≤
1
2 , (S.190)
there exists a quantum state |ψ〉 which satisfies
‖|0t〉 − |ψ〉‖ ≤ Kt
√
2DKt + δKt with SR(|ψ〉) ≤ DKt . (S.191)
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Hence, if we can prove the existence of the AGSP operator which satisfies
Kt
√
2DKt + δKt ≤
1
4 , (S.192)
log(DKt) ≤ c∗ log2(d)
(
log(d)
∆
)1+2/α¯
log3+3/α¯
(
log(d)
∆
)
, (S.193)
we prove the Proposition 6 by replacing |φ〉 with |ψ〉 in Ineq. (S.189).
In the construction of the AGSP operator, we utilize the effective Hamiltonian from the truncated Hamiltonian
Ht. We here consider the operator K(m, H˜t) as the AGSP operator Kt for the ground state |0t〉, where the function
K(m,x) was defined in Eq. (S.162). It has the parameters (δKt , Kt , DKt) as defined in (S.42), which depend only
on m, q and τ . We need to appropriately determine these three parameters so that the conditions (S.190), (S.192)
and (S.193) are satisfied.
The parameters are bounded from above as follows. First, from Ineq (S.174) in Theorem 5, we obtain
δKt ≤
54(q + 2)
λ∆t
e−λ(τ−4g0) ≤ 216(q + 2)3λ∆ e
−λ(τ−4g0) (S.194)
under the condition of (S.171), where we use ∆t ≥ 34∆ as in (S.187). Second, from Ineqs. (S.164) and (S.170), we
obtain
Kt ≤ 2e−2m
√
∆˜t/‖H˜t‖ ≤ 2 exp
−2m
√
∆˜t
(q + 2)(τ + 2g0)
 ≤ 2 exp(−2m√ 3∆8(q + 2)(τ + 2g0)
)
, (S.195)
where we use ∆˜t ≥ ∆t/2 ≥ 38∆ in the third inequality. Third, from Proposition 4, we obtain
DKt = SR[K(m, H˜t)] ≤ md2ql[e(q + 1)2(2dl)k]m/(q+1) (S.196)
under the assumption of (q +m+ 1)q+1 ≤ dql.
We choose τ such that δKt ≤ 1/8, or equivalently from Ineq. (S.194),
τ ≥ 4g0 + 1
λ
log
(
1728
3λ
q + 2
∆
)
→ τ = cτ log(q/∆), (S.197)
where cτ is a constant depending only on g0 and k which is chosen to satisfy the condition of (S.171). Then, for
the inequality (S.192) to be satisfied, we need to choose m and q such that
Kt
√
2DKt ≤
1
8 . (S.198)
From the inequalities (S.195) and (S.196), we can formally give Kt and DKt as
Kt ≤ exp
(
−b1m
√
∆
q log(q/∆)
)
, DKt ≤ exp
(
c1 log(d)q(q/∆)1/α¯ + c2
log(dq/∆)m
q
)
, (S.199)
where the constants b1, c1 depend only on {g0, k}, and c2 depends on {α¯, g0, k}. Also, the constant c2 is proportional
to 1/α¯ and hence it is finite in the limit of α¯→∞. Note that in Eq. (S.199) we utilize l ∝ (q/∆)1/α¯ from Eq. (S.188).
In the following, we choose m and q as such KtDKt ≤ 1/2K , which reduces the conditions (S.190) and (S.198) to
2KtDKt ≤ 3/2Kt ≤
1
2 , Kt
√
2DKt ≤
√
23/4Kt ≤
1
8 . (S.200)
From the inequalities in (S.199), the condition KtDKt ≤ 1/2Kt is satisfied for
c1 log(d)q(q/∆)1/α¯ ≤ b14 m
√
∆
q log(q/∆) ,
c2
log(dq/∆)m
q
≤ b14 m
√
∆
q log(q/∆) . (S.201)
The first inequality in (S.201) gives the lower bound of m as follows:
m ≥ 4c1 log(d)
b1
∆−1/2−1/α¯q3/2+1/α¯
√
log(q/∆). (S.202)
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The second one implies
1
log(q/∆)
√
q
log(q/∆) ≥
4c2
b1
log(d)√
∆
, (S.203)
which is satisfied for
q ≥ cqc2 log
2(d)
∆ log
3
(
log(d)
∆
)
, (S.204)
where cq is a constant depending only on k and g0. By choosing q =
⌈
cqc2 log2(d)
∆ log
3
(
log(d)
∆
)⌉
, the parameters K
exponentially decays with m. Hence, there exists a constant cm such that
m = cmc2 log(d)∆−1/2−1/α¯
(
log2(d)
∆
)3/2+1/α¯
log5+3/α¯
(
log(d)
∆
)
(S.205)
satisfies (S.200) and (S.202), where cm is a constant depending only on k and g0.
Finally, under the above choices of m and l, the Schmidt rank DKt is bounded from above as
log(DKt) ≤ c∗ log2(d)
(
log(d)
∆
)1+2/α¯
log3+3/α¯
(
log(d)
∆
)
, (S.206)
where c∗ is a constant depending only on k, g0, α¯ and c∗ is finite in the limit of α¯→∞. We thus obtain Eq. (S.193).
This completes the proof. 
B. Proof of Proposition 7
In the proof, we utilize Proposition 3. For the purpose, we set q = 2 and construct the AGSP operator for |0〉
by using K(m, H˜t). From Ineq. (S.53) with q = 2, we obtain the upper bound of ‖δHt‖ as
‖δHt‖ ≤ 2g0l−α¯. (S.207)
From the inequality (S.58), namely ∆t ≥ ∆− 2‖δHt‖, the condition
‖δHt‖ ≤ 2g0l−α¯ ≤ ∆8 (S.208)
implies ∆t ≥ 3∆/4. In the following discussions, we choose l as
l ≥
(
16g0
∆
)1/α¯
(S.209)
so that the condition (S.208) is satisfied. Also, from Lemma 4, for an arbitrary quantum state |φ〉, we have
‖|0〉 − |φ〉‖ ≤ ‖|0t〉 − |φ〉‖+ ‖δHt‖∆− 4‖δHt‖
≤ ‖|0t〉 − |φ〉‖+ 2‖δHt‖∆ ≤ ‖|0t〉 − |φ〉‖+
4g0l−α¯
∆ , (S.210)
where we use Ineq. (S.208) in the first inequality and Ineq. (S.207) in the second inequality.
For the construction of the AGSP operator, we utilize the effective Hamiltonian from the truncated Hamiltonian
Ht with q = 2. We here assume for τ the condition (S.171), which is now given by
τ ≥ max
[
8g0 +
1
λ′
log
(
1408g0
∆
)
, 4g0 +
1
λ
log
(
2304
λ∆
)]
. (S.211)
Then, Theorem 5 gives
‖|0˜t〉 − |0t〉‖ ≤ 216
λ∆t
e−λ(τ−4g0) ≤ 288
λ∆ e
−λ(τ−4g0), (S.212)
∆˜t ≥ ∆t2 ≥
3∆
8 , (S.213)
where we use ∆t ≥ 3∆/4 in the second inequality.
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Here, the operator K(m, H˜t) depends only on the parameters m, l and τ , and hence we denote it by Km,l,τ and
define the AGSP parameters as (δm,l,τ , m,l,τ , Dm,l,τ ). We note that the parameters (δm,l,τ , m,l,τ , Dm,l,τ ) do not
depend on the choice of the energy origin for Ht. Hence, when we consider the truncated Hamiltonians Ht with
different parameters q and l, we will retake the energy origin so that Et,0 = 0.
The upper bounds of the parameters are given as follows. First, δm,l,τ is bounded from above by
δm,l,τ = ‖|0〉 − |0˜t〉‖ ≤ 288
λ∆ e
−λ(τ−4g0) + 4g0l
−α¯
∆ , (S.214)
where we use the inequality (S.210) with |φ〉 = |0˜t〉 and apply Ineq. (S.212) to ‖|0t〉 − |0˜t〉‖. Second, we obtain a
similar inequality to (S.195) as
m,l,τ ≤ 2 exp
−2m
√
∆˜t
(q + 2)(τ + 2g0)
 ≤ 2 exp(−m√ 3∆8(τ + 2g0)
)
, (S.215)
where we use q = 2 and ∆˜t ≥ 3∆/8 in the inequality (S.213). Third, from Lemma 8, we obtain
Dm,l,τ ≤ [2 + (2dl)k]m = emO(log(ld)). (S.216)
In the following, we consider a sequence of the AGSP operator {Kp}∞p=1. We here characterize the AGSP
parameters of Kp by δp = δmp,lp,τp , p = mp,lp,τp and Dp = Dmp,lp,τp . From Proposition 3, the entanglement
entropy S(|0〉) is bounded from above by
S(|0〉) ≤ log(3DφD1)−
∞∑
p=1
γ2p log
γ2p
3Dp+1
with γp :=
p
1− ν0 − δp + δp, (S.217)
where ν0 := ‖|0〉 − |φ〉‖ and Dφ = SR(|φ〉). Note that the quantum state φ is given as in Eq. (S.183) and satisfies
ν0 ≤ 1/2. Moreover, the quantity γp characterizes the norm distance between |0〉 and Kp|φ〉 (see Ineq. (S.111)).
We then choose {mp, lp, τp} such that
γp ≤ 1
p
, (S.218)
which is satisfied by choosing
δp ≤ 13p ,
p
1− ν0 − δp ≤
2
3p or p ≤
1
9p , (S.219)
where the second inequality is derived from
p
1− ν0 − δp ≤
p
1/2− δp ≤
p
1/2− 1/3 = 6p ≤
2
3p . (S.220)
In the first inequality, we use ν0 ≤ 1/2.
From the inequality (S.214), the following choices of τp and lp ensure the condition δp ≤ 1/(3p):
288
λ∆ e
−λ(τp−4g0) ≤ 16p ,
4g0l−α¯p
∆ ≤
1
6p , (S.221)
which implies
τp ≥ 4g0 + λp
λ
log
(
1728p
λ∆
)
, lp ≥
(
24g0p
∆
)1/α¯
, (S.222)
where λp is a constant for the condition (S.211) to be satisfied. Note that λp depends only on k and g0. For
p ≤ 1/(9p), we choose mp such that
2 exp
(
−mp
√
3∆
8(τp + 2g0)
)
≤ 19p , (S.223)
which yields from Ineq. (S.222)
mp ≥ log(18p)√∆
√
48g0
3 +
8λp
3λ log
(
1728p
λ∆
)
. (S.224)
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Under the above choice, the Schmidt rank (S.216) is formally given by
log(3Dp) ≤ c1α¯−1 log
5/2(3p/∆)√
∆
+ c2
log3/2(3p/∆) log(d)√
∆
(S.225)
with c1 and c2 constants which depend only on k, g0. We note that the dependence of α¯ results from (S.222), and
hence log(3Dp) are finitely bounded in the limit of α¯ → ∞. Thus, by using Ineq. (S.111) with Eq. (S.112), we
obtain the inequality (S.185) in Proposition 7.
Finally, from the inequality (S.217), we have
S(|0〉) ≤ log(3DφD1) +
∞∑
p=1
1
p2
(
log(p2) + c1α¯−1
log5/2[3(p+ 1)/∆]√
∆
+ c2
log3/2[3(p+ 1)/∆] log(d)√
∆
)
≤ log(Dφ) + c3α¯−1 log
5/2(3/∆)√
∆
+ c4
log3/2(3/∆) log(d)√
∆
, (S.226)
where c3 and c4 are constants which depend only on k, g0. We also use
∑∞
p=1 p
−2 log(p2) = 1.875095 · · · . We thus
obtain the upper bound (S.186) for the entanglement entropy. This completes the proof of Proposition 7. 
Supplementary Note 4. PROOF OF THEOREM 5: ACCURACY OF THE EFFECTIVE
HAMILTONIAN WITH MULTI-ENERGY CUT-OFF
In this section, we show the proof of Theorem 5. Throughout the section, we explicitly take the parameter g
into account; in the setup, g was defined in (S.5) and set to be 1. For the convenience for the reader, we show the
statement again in the following:
Theorem 5. Let us choose τ such that
τ ≥ max
[
8g0 +
1
λ′
log
(
88g0(q + 1)(q + 2)
∆t
)
, 4g0 +
1
λ
log
(
432(q + 2)
λ∆t
)]
, (S.227)
where g0 has been defined in (S.15) and {λ, λ′} are defined as follows:
λ := 112gk2 + 4g0
, λ′ := min
(
1
112g0
,
1
12gk2
)
. (S.228)
Then, the spectral gap ∆˜t of the effective Hamiltonian is preserved as
∆˜t ≥ 12∆t. (S.229)
Moreover, the norm distance between the original ground state |0t〉 and the effective one |0˜t〉 is exponentially small
with respect to the cut-off energy τ :
‖|0˜t〉 − |0t〉‖ ≤ 54(q + 2)
λ∆t
e−λ(τ−4g0). (S.230)
We notice that in Supplementary Note 2 I the above theorem was given by setting g = 1 in the definitions of λ
and λ′.
A. Preliminaries
We first define the projection operator onto the eigenspace of hs as
Π(s)I =
∑
Es,j∈I
|Es,j〉〈Es,j | (S.231)
for I ⊂ R. Especially for Π(s)(−∞,x) and Π(s)(−∞,x], we denote them by Π(s)<x and Π(s)≤x, respectively. In the same way,
we define Π(s)>x and Π
(s)
≥x. By using the above notations, we describe the effective Hamiltonian H˜t in Eq. (S.50) as
H˜t =
q+1∑
s=0
h˜s +
q∑
s=0
hs,s+1, h˜s := hsΠ(s)≤τs + τsΠ
(s)
>τs (S.232)
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for s = 0, 1, 2 . . . , q + 1, where we choose the cut-off energies {τs}q+1s=0 as
τs = Es,0 + τ for s = 0, 1, 2 . . . , q + 1 (S.233)
For the total Hamiltonian Ht and the effective Hamiltonian H˜t, we define ΠI and Π˜I as
ΠI =
∑
Et,j∈I
|Et,j〉〈Et,j |,
Π˜I =
∑
E˜t,j∈I
|E˜t,j〉〈E˜t,j |. (S.234)
We here define {Et,j , |Et,j〉}j are the eigenvalues and the eigenstates of Ht, respectively. Also, we define
{E˜t,j , |E˜t,j〉}j are the eigenvalues and the eigenstates of H˜t, respectively.
For Π(−∞,x) (or Π(−∞,x]) and Π˜(−∞,x) (or Π˜(−∞,x]), we denote them by Π<x (or Π≤x) and Π˜<x (or Π˜≤x),
respectively.
1. Upper bound of the spectral gap for H˜t
We first estimate the upper bound of the spectral gap ∆˜t for the effective Hamiltonian H˜t, which is necessary in
utilizing the inequality (S.280) in Proposition 8. We can prove the following lemma.
Lemma 13. The spectral gap ∆˜t = E˜t,1 − E˜t,0 is bounded from above by
∆˜t ≤ 4g0, (S.235)
where g0 has been defined in (S.15).
Proof of Lemma 13. For the proof, let us pick up the block B0 and consider a quantum state
|ψ〉 = (a0|E0,0〉+ a1|E0,1〉)⊗ |E˜Λ0,0〉, (S.236)
where |E˜Λ0,0〉 is the minimum energy state for H˜t − h˜s=0 − hs=0,s=1 and is supported on Λ0 := Λ \B0. Note that
|E0,0〉 and |E0,1〉 have been defined as the ground state and the first excited state of hs=0, respectively. We define
the energy 〈E˜Λ0,0|(H˜t − h˜s=0 − hs=0,s=1)|E˜Λ0,0〉 as E˜Λ0,0. Here, we choose a0 and a1 such that 〈ψ|0˜t〉 = 0. We
then obtain
〈ψ|H˜t|ψ〉 = (|a0|2E0,0 + |a1|2E0,1) + E˜Λ0,0 + 〈ψ|hs=0,s=1|ψ〉
≤ E0,1 + E˜Λ0,0 + ‖hs=0,s=1‖ ≤ E0,0 + E˜Λ0,0 + 2g + g0, (S.237)
where we use ‖hs,s+1‖ ≤ g0 for ∀s ∈ {0, 1, . . . , q + 1} and E0,1 − E0,0 ≤ 2g from the inequality (S.7).
On the other hand, we have for the ground state |0˜t〉
〈0˜t|H˜t|0˜t〉 ≥ E0,0 + E˜Λ0,0 − ‖hs=0,s=1‖ ≥ E0,0 + E˜Λ0,0 − g0. (S.238)
We thus obtain the upper bound of ∆˜t as follows
∆˜t ≤ 〈ψ|H˜t|ψ〉 − 〈0˜t|H˜t|0˜t〉 ≤ 2g + 2g0 ≤ 4g0, (S.239)
where we use g0 ≥ 1 = g (see Assumption 1). This completes the proof of Lemma 13. 
2. Lower bound of the spectral gap ∆˜t for H˜t
In the following lemma, we obtain a lower bound of ∆˜t:
Lemma 14. Let us define the spectral decomposition of |0t〉 as follows:
|0t〉 = a0|0˜t〉+ a1|E˜t,1〉+
∑
j≥2
aj |E˜t,j〉. (S.240)
Then, the quantum state
|ψ〉 = 1√|a0|2 + |a1|2 (a∗1|0˜t〉 − a∗0|E˜t,1〉) (S.241)
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gives
|ψ〉 = arg inf
ψ:〈ψ|0t〉=0
(〈ψ|H˜t|ψ〉). (S.242)
Also, the spectral gap of the Hamiltonian H˜t is bounded from below by
∆˜t ≥ 〈ψ|H˜t|ψ〉 − 〈0t|H˜t|0t〉. (S.243)
Proof of Lemma 14. First, the quantum state as arg infψ:〈ψ|0t〉=0(〈ψ|H˜t|ψ〉) is given in the form of
|ψ〉 = b0|0˜t〉+ b1|E˜t,1〉. (S.244)
Then, due to the constraint of 〈ψ|0t〉 = 0, the coefficients {b0, b1} are uniquely determined as
{b0, b1} = 1√|a0|2 + |a1|2 {a∗1,−a∗0} (S.245)
up to a phase factor. We thus prove Eq. (S.242).
Also, the definition (S.241) implies
〈ψ|H˜t|ψ〉 = |a1|
2E˜t,0 + |a0|2E˜t,1
|a0|2 + |a1|2 . (S.246)
On the other hand, the decomposition (S.240) yields
〈0t|H˜t|0t〉 ≥ |a0|
2E˜t,0 + |a1|2E˜t,1
|a0|2 + |a1|2 . (S.247)
By combining the inequalities (S.246) and (S.247), we obtain
〈ψ|H˜t|ψ〉 − 〈0t|H˜t|0t〉 ≤ |a0|
2 − |a1|2
|a0|2 + |a1|2 (E˜t,1 − E˜t,0) ≤ ∆˜t. (S.248)
This completes the proof of Lemma 14. 
3. Lower bound of 〈ψ|H˜t|ψ〉
In order to apply Lemma 14, we need to give a lower bound of 〈ψ|H˜t|ψ〉 with |ψ〉 defined in Eq. (S.241). It is
given by the following lemma:
Lemma 15. Let |ψ〉 be in the form of Eq. (S.241). We then obtain
〈ψ|H˜t|ψ〉 ≥ E⊥, (S.249)
where we define
E⊥ := ∆t(1− κ)2 − 2g0κ(1 + κ)(q + 1), (S.250)
κ :=
q+1∑
s=0
∥∥∥Π(s)>τsΠ˜≤E˜t,1∥∥∥ . (S.251)
We also notice that because of Eq. (S.242) we have
〈φ|H˜t|φ〉 ≥ 〈ψ|H˜t|ψ〉 ≥ E⊥ (S.252)
for an arbitrary quantum state such that 〈φ|0t〉 = 0.
Proof of Lemma 15. Let Ps and Qs be the projection operators such that
Ps := Π(s)≤τs , Qs := Π
(s)
>τs (S.253)
for s = 0, 1, . . . , q + 1, where each of {Ps, Qs}q+1s=0 is supported on the subset Bs ⊂ Λ. We define P (m) as follows:
P (m) := P0P1 · · ·Pm, Q(m) = 1− P (m). (S.254)
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From Eq. (S.232), we can express h˜s as h˜s = hsPs + τsQs (note that h˜sPs = hsPs), and hence
H˜tP
(q+1) = HtP (q+1). (S.255)
We here prove the following inequality:
‖P (q+1)|ψ〉 − |ψ〉‖ ≤
q+1∑
s=0
‖Qs|ψ〉‖ ≤ κ (S.256)
with κ defined in Eq. (S.251), where the second inequality is derived from
‖Qs|ψ〉‖ = ‖Π(s)>τs |ψ〉‖ = ‖Π(s)>τsΠ˜≤E˜t,1 |ψ〉‖ ≤ ‖Π
(s)
>τsΠ˜≤E˜t,1‖ (S.257)
for s ∈ {0, 1, 2, . . . , q + 1}. Note that the definition (S.241) implies |ψ〉 = Π˜≤E˜t,1 |ψ〉. In order to prove the first
inequality in (S.256), we consider
P (q+1)|ψ〉 − |ψ〉 =
q+1∑
s=0
[P (s) − P (s−1)]|ψ〉, (S.258)
where we set P (−1) = 1. Then, by combining the inequalities
‖P (q+1)|ψ〉 − |ψ〉‖ ≤
q+1∑
s=0
‖[P (s) − P (s−1)]|ψ〉‖, (S.259)
and
‖[P (s) − P (s−1)]|ψ〉‖ = ‖P (s−1)(Ps − 1)|ψ〉‖ ≤ ‖Qs|ψ〉‖, (S.260)
we obtain the first inequality in (S.256).
By using the notations of P (q+1) and Q(q+1), we obtain
〈ψ|H˜t|ψ〉 ≥〈ψ|P (q+1)H˜tP (q+1)|ψ〉 − |〈ψ|P (q+1)H˜tQ(q+1)|ψ〉|
− |〈ψ|Q(q+1)H˜tP (q+1)|ψ〉|+ 〈ψ|Q(q+1)H˜tQ(q+1)|ψ〉. (S.261)
We consider the lower bound of the first term in (S.261). From Eq. (S.255) and Et,0 = 0, we obtain
〈ψ|P (q+1)H˜tP (q+1)|ψ〉 = 〈ψ|P (q+1)HtP (q+1)|ψ〉
= 〈ψ|P (q+1)Π≥∆tHtΠ≥∆tP (q+1)|ψ〉 ≥ ∆t‖Π≥∆tP (q+1)|ψ〉‖2 (S.262)
From the inequality (S.256), we immediately obtain
‖Π≥∆tP (q+1)|ψ〉‖ ≥ ‖Π≥∆t |ψ〉‖ −
∥∥∥Π≥∆t (P (q+1)|ψ〉 − |ψ〉)∥∥∥
≥ 1− ‖P (q+1)|ψ〉 − |ψ〉‖ ≥ 1− κ, (S.263)
where we use Π≥∆t |ψ〉 = |ψ〉 due to 〈0t|ψ〉 = 0. By combining the above two inequalities, we obtain
〈ψ|P (q+1)H˜tP (q+1)|ψ〉 ≥ ∆t(1− κ)2, (S.264)
We then consider the second and third terms in (S.261). Because of [Ps, h˜s] = 0 and P (q+1)Q(q+1) = 0, we have
P (q+1)h˜sQ
(q+1) = 0 for s = 0, 1, 2 . . . , q + 1. Hence, the second term is bounded from below as
−|〈ψ|P (q+1)H˜tQ(q+1)|ψ〉| ≥ −
q∑
s=0
|〈ψ|P (q+1)hs,s+1Q(q+1)|ψ〉|
≥ −g0(q + 1)‖(1− P (q+1))|ψ〉‖ ≥ −g0κ(q + 1), (S.265)
where we use ‖hs,s+1‖ ≤ g0 and P (q+1) + Q(q+1) = 1 in the second inequality, and use Ineq. (S.256) in the last
inequality. We obtain the same inequality for the third term. Finally, the fourth term is bounded from below by
〈ψ|Q(q+1)H˜tQ(q+1)|ψ〉 ≥ ‖Q(q+1)|ψ〉‖2E˜t,0 ≥ −2g0κ2(q + 1), (S.266)
where we use ‖Q(q+1)|ψ〉‖ = ‖(1− P (q+1))|ψ〉‖ ≤ κ from Ineq. (S.256) and
E˜t,0 ≥
q+1∑
s=0
Es,0 −
q∑
s=0
‖hs,s+1‖ ≥ −2(q + 1)g0. (S.267)
Note that we use Ineq. (S.178) in order to bound Es,0 from below. By applying the inequalities (S.264), (S.265)
and (S.266) to (S.261), we prove the inequality (S.249). This completes the proof of Lemma 15. 
41
4. Upper bound of the norm difference ‖|0t〉 − |0˜t〉‖
Finally, we prove the following lemma which estimate ‖|0t〉 − |0˜t〉‖:
Lemma 16. Under the assumption of
〈0t|H˜t|0t〉 < E⊥, (S.268)
the norm of |0t〉 − |0˜t〉 is bounded from above as follows:
‖|0˜t〉 − |0t〉‖ ≤ ‖H˜t|0t〉‖
E⊥ − 〈0t|H˜t|0t〉
. (S.269)
Proof of Lemma 16. The proof is almost the same as that of Lemma 4. For the convenience for readers, we show
the full proof. We first expand |0˜t〉 as follows:
|0˜t〉 = ζ1|0t〉+ ζ2|φ0〉, (S.270)
where 〈0t|φ0〉 = 0 and we choose the phase term of |0˜t〉 so that 〈0t|0˜t〉 has a positive real value, namely |ζ1| =
|〈0t|0˜t〉| = 〈0t|0˜t〉 = ζ1. Then, the coefficients {ζ1, ζ2} is determined by the eigen-problem of the following matrix:(〈0t|H˜t|0t〉 〈0t|H˜t|φ0〉
〈φ0|H˜t|0t〉 〈φ0|H˜t|φ0〉
)
=:
(
f0 f
f∗ f⊥
)
. (S.271)
Then, the ground-state energy of H˜t is formally given by
E˜t,0 =
f0 + f⊥ −
√
(f0 − f⊥)2 + 4|f |2
2 , (S.272)
and the corresponding coefficients {ζ1, ζ2} are
{ζ1, ζ2} ∝
{
f⊥ − f0 +
√
(f⊥ − f0)2 + 4|f |2,−2f∗
}
. (S.273)
By using Ineq. (S.252), we have f⊥ ≥ E⊥, and hence the assumption (S.268) implies f⊥ − f0 ≥ 0. We thus obtain
|ζ2|
ζ1
= 2|f |/(f⊥ − f0)
1 +
√
1 + 4|f |2/(f⊥ − f0)2
≤ |f |
f⊥ − f0 ≤
‖H˜t|0t〉‖
E⊥ − 〈0t|H˜t|0t〉
, (S.274)
where we use |f | = |〈0t|H˜t|φ0〉| ≤ ‖H˜t|0t〉‖.
From the equation ζ21 + |ζ2|2 = 1, we obtain
ζ1 =
1√
1 + |ζ2/ζ1|2
≥ 1− 12
∣∣∣∣ζ2ζ1
∣∣∣∣2 . (S.275)
On the other hand, we have
‖|0˜t〉 − |0t〉‖2 = (ζ1 − 1)2 + |ζ2|2 = 2− 2ζ1, (S.276)
where we use the fact that ζ1 ∈ R and ζ1 ≥ 0. By combining the inequalities (S.274), (S.275) and (S.276), we
obtain
‖|0˜t〉 − |0t〉‖2 ≤
∣∣∣∣ζ2ζ1
∣∣∣∣2 ≤ ( ‖H˜t|0t〉‖E⊥ − 〈0t|H˜t|0t〉
)2
, (S.277)
which reduces to the inequality (S.269). This completes the proof. 
B. Outline of the proof
We here prove Theorem 5. For the proof, we need to derive the following two proposition. The first proposition
is related to the energy distribution of the subsystem Bs ⊂ Λ under the condition that the total energy is involved
in an interval (−∞, E]. We can prove the exponential decay of the distribution of hs:
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Proposition 8. The overlap between the projections Π(s)>E′ and Π≤E is bounded from above by∥∥∥Π(s)>E′Π≤E∥∥∥ ≤ 4e3/2e− 1e−λ(δE′s−δE−4g0) (S.278)
with
λ := 112gk2 + 4g0
, (S.279)
where δE′s := E′−Es,0, δE := E −Et,0 with Es,0 and Et,0 the ground-state energies of hs and Ht, respectively. A
similar inequality is satisfied for Π˜≤E :∥∥∥Π(s)>E′Π˜≤E∥∥∥ ≤ 4e3/2e− 1e−λ′(min(E′,τs)−Es,0−δE˜−4g0) (S.280)
with δE˜ := E − E˜t,0 and
λ′ := min
(
1
112g0
,
1
12gk2
)
. (S.281)
Second, we prove the norm difference between Ht and H˜t under the constraint that the total energy is involved
in an interval (−∞, E]:
Proposition 9. Let us define τs such that τs − Es,0 = τ , where τ is a fixed constant. We then obtain
‖(Ht − H˜t)Π≤E‖ ≤ 27(q + 2)
λ
e−λ(τ−δE−4g0), (S.282)
where δE has been defined as δE := E − Et,0.
Remark. We can derive the similar inequality for ‖(Ht−H˜t)Π˜≤E‖. However, the inequality becomes rather weak
as follow
‖(Ht − H˜t)Π˜≤E‖ ≤ ‖Ht‖(q + 2)e−λ′(τ−δE), (S.283)
which does not work in the thermodynamic limit as ‖Ht‖ → ∞.
Before going to the proof, we give the upper bound of κ and ‖H˜t|0t〉‖. From the definition (S.251) of κ, we have
κ :=
q+1∑
s=0
∥∥∥Π(s)>τsΠ˜≤E˜t,1∥∥∥ . (S.284)
We now obtain
‖Π(s)>τsΠ˜≤E˜t,1‖ ≤
4e3/2
e− 1e
−λ′(τs−Es,0−∆˜t−4g0) = 4e
3/2
e− 1e
−λ′(τ−∆˜t−4g0), (S.285)
where we use the inequality (S.280) with E = E˜t,1 and E′ = τs. Note that τs = Es,0 + τ and ∆˜t = E˜t,1 − E˜t,0.
Then, κ is bounded from above by
κ ≤ 4e
3/2(q + 2)
e− 1 e
−λ′(τ−∆˜t−4g0) ≤ 11(q + 2)e−λ′(τ−8g0), (S.286)
where we use ∆˜t ≤ 4g0 in Lemma 13. Also, by using Proposition 9 with E = 0, we obtain
‖(Ht − H˜t)|0t〉‖ = ‖H˜t|0t〉‖ ≤ 27(q + 2)
λ
e−λ(τ−4g0), (S.287)
where we use Ht|0t〉 = 0 in the first equation.
Under the assumption of (S.227), we can obtain by straightforward calculations
κ ≤ ∆t8g0(q + 1) ≤
1
12 , (S.288)
and
‖H˜t|0t〉‖ ≤ ∆t16 , (S.289)
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where in the first inequality we use g0 ≥ 1 (Assumption 1), q ≥ 2 and ∆t ≤ 2. In particular, from the inequal-
ity (S.288), we have
E⊥ = ∆t(1− κ)2 − 2g0κ(1 + κ)(q + 1) ≥ 4172∆t, (S.290)
where E⊥ has been defined in Eq. (S.250).
We now have all the ingredients to prove the main inequalities in Theorem 5. First, from Lemmas 14 and 15, we
obtain
∆˜t ≥ 〈ψ|H˜t|ψ〉 − 〈0t|H˜t|0t〉 ≥ E⊥ − ‖H˜t|0t〉‖. (S.291)
By applying the upper bounds of (S.289) and (S.290) to the above inequality, we prove the inequality (S.229). In
addition, from Lemma 16, we have
‖|0˜t〉 − |0t〉‖ ≤ ‖H˜t|0t〉‖
E⊥ − 〈0t|H˜t|0t〉
≤ ‖H˜t|0t〉‖
E⊥ − ‖H˜t|0t〉‖
. (S.292)
By applying the inequalities (S.287), (S.289) and (S.290) to the above inequality, we have
‖|0˜t〉 − |0t〉‖ ≤ 141
72∆t − 116∆t
27(q + 2)
λ
e−λ(τ−4g0) ≤ 54(q + 2)
λ∆t
e−λ(τ−4g0). (S.293)
This gives the proof of Ineq. (S.174).
This completes the proof of Theorem 5. 
C. Proof of Proposition 9 by utilizing Proposition 8
We first prove the Proposition 9 by assuming Proposition 8. We will prove Proposition 8 afterward. From the
definition of the effective Hamiltonian (S.232), we calculate ‖(Ht − H˜t)Π≤E‖ as
‖(Ht − H˜t)Π≤E‖ ≤
q+1∑
s=0
∥∥∥(hs − τs)Π(s)>τsΠ≤E∥∥∥ . (S.294)
Hence, we need to estimate the upper bound of ‖(hs − τs)Π(s)>τsΠ≤E‖. For a given y ∈ R+ which we set afterward,
we have
∥∥∥(hs − τs)Π(s)>τsΠ≤E∥∥∥ =
∥∥∥∥∥∥
∞∑
j=0
(hs − τs)Π(s)(τs+jy,τs+(j+1)y]Π≤E
∥∥∥∥∥∥
≤
∞∑
j=0
∥∥∥(hs − τs)Π(s)(τs+jy,τs+(j+1)y]∥∥∥ · ∥∥∥Π(s)(τs+jy,τs+(j+1)y]Π≤E∥∥∥
≤
∞∑
j=0
(j + 1)y ·
∥∥∥Π(s)>τs+jyΠ≤E∥∥∥ , (S.295)
where in the last inequality we use∥∥∥Π(s)(τs+jy,τs+(j+1)y]Π≤E∥∥∥ ≤ ∥∥∥Π(s)(τs+jy,∞)Π≤E∥∥∥ = ∥∥∥Π(s)>τs+jyΠ≤E∥∥∥ . (S.296)
Thus, we can calculate the upper bound of
∥∥∥(hs − τs)Π(s)>τsΠ≤E∥∥∥ by estimating the norm of∥∥∥Π(s)>E′Π≤E∥∥∥ . (S.297)
By using the Proposition 8, we obtain
∥∥Π(s)>τs+jyΠ≤E∥∥ ≤ 4e3/2e− 1e−λ(τs+jy−Es,0−δE−4g0) = 4e3/2e− 1e−λ(τ−δE−4g0)e−λjy, (S.298)
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where we use the definition τs := τ + Es,0 for each of s ∈ {0, 1, 2, . . . , q + 1}. It reduces the inequality (S.295) to∥∥∥(hs − τs)Π(s)>τsΠ≤E∥∥∥ ≤ 4e3/2e− 1e−λ(τ−δE−4g0)
∞∑
j=0
y(j + 1)e−λjy
= 4e
3/2
e− 1e
−λ(τ−δE−4g0) y · e2λy
(eλy − 1)2 . (S.299)
By choosing y = 1/λ, we obtain∥∥∥(hs − τs)Π(s)>τsΠ≤E∥∥∥ ≤ 4e3/2e− 1 · e2λ(e− 1)2 e−λ(τ−δE−4g0) ≤ 27λ e−λ(τ−δE−4g0). (S.300)
Finally, by applying the above inequality to (S.294), we obatain
‖(Ht − H˜t)Π≤E‖ ≤ 27(q + 2)
λ
e−λ(τ−δE−4g0). (S.301)
This completes the proof of Proposition 9. 
D. Proof of Proposition 8: the first part (S.278)
For the proof, we first consider a normalized quantum state |ψ〉 and construct the following quantum state |φ〉:
|φ〉 := Π(s)>E′Π≤E |ψ〉. (S.302)
Note that this state |φ〉 may not be normalized. The norm ‖Π(s)>E′Π≤E‖ is now given by
‖Π(s)>E′Π≤E‖ = sup|ψ〉
‖φ‖, (S.303)
where ‖φ‖ denotes the norm of the state |φ〉. We then utilize the following inequality which we will prove below:
‖φ‖ ≤ 4e
3/2
e− 1e
−λ(〈Ht〉φ−E) (S.304)
with
〈Ht〉φ = 〈φ|Ht|φ〉‖φ‖2 , (S.305)
where λ := 1/(12gk2 + 4g0) as in Eq. (S.279).
In order to obtain an upper bound of ‖φ‖2 from (S.304), we have to calculate a lower bound of 〈Ht〉φ:
〈Ht〉φ = 〈hs〉φ + 〈(hs,s+1 + hs−1,s)〉φ + 〈δHs〉φ, (S.306)
where we define δHs := Ht − hs − hs,s+1 − hs−1,s, which acts on the sites Λs := Λ \ Bs. We denote the ground
state and the ground-state energy of δHs by |EΛs,0〉 and EΛs,0, respectively. From the definition of |φ〉, we obtain
〈hs〉φ = 1‖φ‖2 〈ψ|Π≤EΠ
(s)
>E′hsΠ
(s)
>E′Π≤E |ψ〉 ≥ E′,
〈(hs,s+1 + hs−1,s)〉φ ≥ −(‖hs,s+1‖+ ‖hs−1,s|‖) ≥ −2g0,
〈δHs〉φ ≥ EΛs,0 ≥ Et,0 − Es,0 − 2g0, (S.307)
where the last inequality is derived from
Et,0 ≤
(〈Es,0| ⊗ 〈EΛs,0|)Ht(|Es,0〉 ⊗ |EΛs,0〉)
≤Es,0 + EΛs,0 + ‖hs,s+1‖+ ‖hs−1,s‖ ≤ Es,0 + EΛs,0 + 2g0. (S.308)
The inequalities in (S.307) imply the lower bound of 〈Ht〉φ in (S.306) as follows:
〈Ht〉φ ≥ Et,0 + E′ − Es,0 − 4g0. (S.309)
By applying the inequality (S.304) with (S.309) to Eq. (S.303), we prove the inequality (S.278).
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[Proof of the inequality (S.304)]
We, in the following, prove the inequality (S.304). We start from the following equality:
〈φ|Ht|φ〉 = 〈φ|Π≤xHtΠ≤x|φ〉+
∞∑
j=1
〈φ|Π[x+(j−1)y,x+jy)HtΠ[x+(j−1)y,x+jy)|φ〉, (S.310)
where x and y are parameters which we set afterward. We here obtain
〈φ|Ht|φ〉 ≤ x‖Π<x|φ〉‖2 +
∞∑
j=1
(x+ jy)‖Π[x+(j−1)y,x+jy)|φ〉‖2
= x
(
‖Π<x|φ〉‖2 +
∞∑
j=1
‖Π[x+(j−1)y,x+jy)|φ〉‖2
)
+ y
∞∑
j=1
j‖Π[x+(j−1)y,x+jy)|φ〉‖2
= x‖φ‖2 + y
∞∑
j=1
j‖Π[x+(j−1)y,x+jy)|φ〉‖2. (S.311)
The definition of |φ〉 in Eq. (S.302) implies
‖Π[x+(j−1)y,x+jy)|φ〉‖2 = ‖Π[x+(j−1)y,x+jy)Π(s)>E′Π≤E |ψ〉‖2
≤ ‖Π[x+(j−1)y,x+jy)Π(s)>E′Π≤E‖2. (S.312)
In order to obtain the upper bound of ‖Π[x+(j−1)y,x+jy)Π(s)>E′Π≤E‖2, we utilize the following lemma (see Supple-
mentary Note 4D1 for the proof):
Lemma 17. Let Os be an arbitrary operator such that [Os, hs] = 0. Then, we have
‖Π≥E′OsΠ≤E‖ ≤ 4‖Os‖ · e−λ(E′−E) (S.313)
with λ := 1/(12gk2 + 4g0).
By choosing Os = Π(s)≥E′ in Lemma 17, we have [Π
(s)
≥E′ , hs] = 0 from the definition (S.231). Hence, the inequal-
ity (S.313) implies
‖Π[x+(j−1)y,x+jy)Π(s)>E′Π≤E‖2 ≤ 16e−2λ
[
x−E+(j−1)y
]
, (S.314)
where we use the fact that ‖Π(s)≥E′‖ = 1. By the use of this inequality, we have from (S.312)
∞∑
j=1
j‖Π[x+(j−1)y,x+jy)|φ〉‖2 ≤ 16e−2λ(x−E)
∞∑
j=1
je−2λ(j−1)y
= 16e−2λ(x−E) e
4yλ
(e2yλ − 1)2 . (S.315)
This inequality reduces the inequality (S.311) to
〈φ|Ht|φ〉 ≤ x‖φ‖2 + 16y · e−2λ(x−E) e
4yλ
(e2yλ − 1)2 . (S.316)
By choosing y = 1/(2λ), we obtain
〈φ|Ht|φ〉 ≤ x‖φ‖2 + 8e
2
λ(e− 1)2 e
−2λ(x−E). (S.317)
From the definition (S.305), we have 〈φ|Ht|φ〉 = ‖φ‖2 · 〈Ht〉φ, which reduces the above inequality to
‖φ‖2 ≤ 8e
2
λ(e− 1)2(〈Ht〉φ − x)e
−2λ(x−E). (S.318)
By choosing x so that 〈Ht〉φ − x = 1/(2λ), we finally obtain
‖φ‖ ≤ 4e
3/2
e− 1e
−λ(〈Ht〉φ−E). (S.319)
This completes the proof. 
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1. Proof of Lemma 17
In order to derive the lemma, we utilize the following additional lemma [55]:
Lemma 18 (Theorem 2.1 in Ref. [55]). Let H be an arbitrary Hamiltonian in the form of
H =
∑
Z:|Z|≤k
hZ ,
∑
Z:Z3i
‖hZ‖ ≤ g. (S.320)
Then, for an arbitrary q-local operator Γ(q) (i.e., at most q-body interactions are included), we have
‖[H,Γ(q)]‖ ≤ 6gkq‖Γ(q)‖. (S.321)
In order to prove Lemma 17, we follow Ref. [48]. We start from the inequality
‖Π≥E′OsΠ≤E‖ =
∥∥Π≥E′e−νHteνHtOse−νHteνHtΠ≤E∥∥ ≤ e−ν(E′−E) ∥∥eνHtOse−νHt∥∥ . (S.322)
Then, we need to upper-bound
∥∥eνHtOse−νHt∥∥ ≤ ∞∑
m=0
νm
m! ‖ad
m
Ht(Os)‖, (S.323)
where ad is the commutation operator, namely adHt(·) := [Ht, ·]. On the norm of ‖admHt(Os)‖, we prove the
following inequality:
‖admHt(Os)‖ ≤ 2(6gk2 + 2g0)mm!‖Os‖. (S.324)
For the proof of (S.324), we use the mathematical induction. For m = 1, we prove the inequality (S.324) as
follows:
‖adHt(Os)‖ = ‖[hs−1,s + hs,s+1, Os]‖ ≤ 2‖hs−1,s + hs,s+1‖ · ‖Os‖ ≤ 4g0‖Os‖ ≤ 2(6gk2 + 2g0)‖Os‖. (S.325)
We then assume the inequality (S.324) for m ≤ m0 and consider the case of general m0 + 1:
‖adm0+1Ht (Os)‖ = ‖adm0Ht ([hs−1,s + hs,s+1, Os]) ‖
≤ 2
∑
m1+m2=m0
‖adm1Ht (Os)‖ · ‖adm2Ht (hs−1,s + hs,s+1) ‖. (S.326)
By applying Lemma 18 to admHt(hs−1,s + hs,s+1), we have
‖admHt(hs−1,s + hs,s+1)‖ ≤ (6gk2)mm!‖hs−1,s + hs,s+1‖ ≤ 2g0(6gk2)mm!, (S.327)
where we use the fact that adjHt(hs−1,s + hs,s+1) (j ∈ N) has at most (jk)-body interactions. By applying the
inequalities (S.324) and (S.327) to (S.326), we obtain
‖adm0+1Ht (Os)‖ ≤ 4g0‖Os‖
∑
m1+m2=m0
(6gk2 + 2g0)m1(6gk2)m2m1!m2!
≤ 2(6gk2 + 2g0)m0+1‖Os‖m0!
m0∑
j=0
1(
m0
j
) ≤ 2(6gk2 + 2g0)m0+1‖Os‖(m0 + 1)!. (S.328)
This completes the proof of (S.324).
By applying the inequality (S.323) to (S.324), we obtain
∥∥eνHtOse−νHt∥∥ ≤ 2‖Os‖ ∞∑
m=0
[ν(6gk2 + 2g0)]m =
2‖Os‖
1− ν(6gk2 + 2g0) , (S.329)
which yields
∥∥eνHtOse−νHt∥∥ ≤ 4‖Os‖ for ν = 1/(12gk2 + 4g0) =: λ. Therefore, from (S.322), we prove Lemma 17.

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E. Proof of Proposition 8: the second part (S.280)
We can prove the inequality (S.280) in the same way. We define |φ˜〉 as follows:
|φ˜〉 := Π(s)>E′Π˜≤E |ψ〉, (S.330)
which implies
‖Π(s)>E′Π˜≤E‖ = max|ψ〉 ‖φ˜‖, (S.331)
where ‖φ˜‖ denotes the norm of the state |φ˜〉. We then prove the following inequality similar to Ineq. (S.304):
‖φ˜‖ ≤ 4e
3/2
e− 1e
−λ′(〈H˜t〉φ˜−E), (S.332)
with
〈H˜t〉φ˜ =
〈φ˜|H˜t|φ˜〉
‖φ˜‖2 , (S.333)
where λ′ was defined in Eq. (S.281). We show the proof of the inequality (S.332) below.
We estimate a lower bound of 〈H˜t〉φ˜. We first obtain
〈H˜t〉φ˜ :=
〈φ˜|H˜t|φ˜〉
‖φ˜‖2 = 〈h˜s〉φ˜ + 〈(hs,s+1 + hs−1,s)〉φ˜ + 〈δH˜s〉φ˜, (S.334)
where we define δH˜s := H˜t − h˜s − hs,s+1 − hs−1,s. We here define the ground state and the ground-state energy of
δH˜s as |E˜Λs,0〉 and E˜Λs,0, respectively. Note that δH˜s acts on the sites Λs := Λ \ Bs. We can obtain the similar
inequalities to (S.307) as follows:
〈h˜s〉φ˜ ≥
1
‖φ˜‖2 〈ψ|Π˜≤EΠ
(s)
>E′ h˜sΠ
(s)
>E′Π˜≤E |ψ〉 ≥ min(E′, τs),
〈(hs,s+1 + hs−1,s)〉φ˜ ≥ −(‖hs,s+1‖+ ‖hs−1,s|‖) ≥ −2g0,
〈δH˜s〉φ˜ ≥ E˜Λs,0 ≥ E˜t,0 − Es,0 − 2g0, (S.335)
where the first inequality and the third inequality are derived from
h˜sΠ(s)>E′ =
{
hsΠ(s)(E′,τs) + τsΠ
(s)
[τs,∞) for E
′ < τs
τsΠ(s)(E′,∞) for E′ ≥ τs.
(S.336)
and
E˜t,0 ≤
(〈Es,0| ⊗ 〈E˜Λs,0|)H˜t(|Es,0〉 ⊗ |E˜Λs,0〉) ≤ Es,0 + E˜Λs,0 + 2g0. (S.337)
We therefore obtain
〈H˜t〉φ˜ ≥ E˜t,0 + min(E′, τs)− Es,0 − 4g0. (S.338)
By combining the inequalities (S.332) and (S.338), we prove the inequality (S.280). 
[Proof of the inequality (S.332)]
We follow the same step as the proof of the inequality (S.304). We start from the following equality:
〈φ˜|H˜t|φ˜〉 = 〈φ˜|Π˜≤xH˜tΠ˜≤x|φ˜〉+
∞∑
j=1
〈φ˜|Π˜[x+(j−1)y,x+jy)H˜tΠ˜[x+(j−1)y,x+jy)|φ˜〉, (S.339)
which yields
〈φ˜|H˜t|φ˜〉 ≤ x‖Π˜≤x|φ˜〉‖2 +
∞∑
j=1
(x+ jy)‖Π˜[x+(j−1)y,x+jy)|φ˜〉‖2
= x
(
‖Π˜<x|φ〉‖2 +
∞∑
j=1
‖Π˜[x+(j−1)y,x+jy)|φ˜〉‖2
)
+ y
∞∑
j=1
j‖Π˜[x+(j−1)y,x+jy)|φ˜〉‖2
= x‖φ˜‖2 + y
∞∑
j=1
j‖Π˜[x+(j−1)y,x+jy)|φ˜〉‖2. (S.340)
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From the definition of |φ˜〉 as in Eq. (S.330), we have
‖Π˜[x+(j−1)y,x+jy)|φ˜〉‖2 = ‖Π˜[x+(j−1)y,x+jy)Π(s)>E′Π˜≤E |ψ〉‖2
≤ ‖Π˜[x+(j−1)y,x+jy)Π(s)>E′Π˜≤E‖2. (S.341)
Now, the problem is to bound the norm ‖Π˜[x+(j−1)y,x+jy)Π(s)>E′Π˜≤E‖ from above. Because the effective Hamiltonian
H˜t is no longer given in the form of k-local Hamiltonian as (S.320), we cannot use Lemma 17. Instead, we can
prove the following proposition which is similar to Lemma 6.2 in Ref. [48]:
Proposition 10. Let Os be an arbitrary operator supported on the subset Bs ⊂ Λ such that [Os, hs] = 0. Then,
we have
‖Π˜≥E′OsΠ˜≤E‖ ≤ 4‖Os‖ · e−λ′(E′−E), (S.342)
where λ′ := min
(
1
112g0 ,
1
12gk2
)
.
By choosing Os = Π(s)≥E′ in Proposition 10, we obtain
‖Π˜[x+(j−1)y,x+jy)Π(s)>E′Π˜≤E‖2 ≤ 16e−2λ
′[x−E+(j−1)y], (S.343)
where we use ‖Π(s)≥E′‖ = 1. By the use of this inequality, we have from (S.341)
∞∑
j=1
j‖Π˜[x+(j−1)y,x+jy)|φ˜〉‖2 ≤ 16e−2λ
′(x−E)
∞∑
j=1
je−2λ
′(j−1)y = 16e−2λ
′(x−E) e
4yλ′
(e2yλ′ − 1)2 . (S.344)
This inequality reduces the inequality (S.340) to
〈φ˜|H˜t|φ˜〉 ≤ x‖φ˜‖2 + 16y · e−2λ′(x−E) e
4yλ′
(e2yλ′ − 1)2 . (S.345)
By choosing y = 1/(2λ′), we obtain
〈φ˜|H˜t|φ˜〉 ≤ x‖φ˜‖2 + 8e
2
λ′(e− 1)2 e
−2λ′(x−E). (S.346)
From the definition (S.333), we have 〈φ˜|H˜t|φ˜〉 = ‖φ˜‖2 · 〈H˜t〉φ, which reduces the above inequality to
‖φ˜‖2 ≤ 8e
2
λ′(e− 1)2(〈H˜t〉φ˜ − x)
e−2λ
′(x−E). (S.347)
By choosing x so that 〈H˜t〉φ˜ − x = 1/(2λ′), we finally obtain
‖φ˜‖ ≤ 4e
3/2
e− 1e
−λ′(〈H˜t〉φ˜−E). (S.348)
This completes the proof. 
F. Proof of Proposition 10
We start from the following inequality:
‖Π˜≥E′OsΠ˜≤E‖ =
∥∥∥Π˜≥E′e−νH˜teνH˜tOse−νH˜teνH˜tΠ˜≤E∥∥∥
≤ e−ν(E′−E)
∥∥∥eνH˜tOse−νH˜t∥∥∥ , (S.349)
where ν is a parameter satisfying ν ≤ 1/(12gk2) which is determined afterward. We then decompose H˜t as
H˜t = G+ F :
G =
q+1∑
s=0
h˜s, F =
q∑
s=0
hs,s+1. (S.350)
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By using the above decomposition, we have
eνH˜t = T→
[
e
∫ ν
0
F (x)dx
]
eνG, e−νH˜t = e−νGT←
[
e
−
∫ ν
0
F (x)dx
]
, (S.351)
where F (x) := exGFe−xG and T→, T← are the ordering operator:
T→ [F (x1)F (x2) · · ·F (xm)] = F (xp1)F (xp2) · · ·F (xpm),
T← [F (x1)F (x2) · · ·F (xm)] = F (xpm)F (xpm−1) · · ·F (xp1), (S.352)
with p a permutation such that xp1 ≤ xp2 ≤ · · · ≤ xpm . From the above expressions, we obtain
eνH˜tOse
−νH˜t = T→
[
e
∫ ν
0
F (x)dx
]
eνGOse
−νGT←
[
e
∫ ν
0
F (x)dx
]
. (S.353)
Because the operator Os is supported on the subset Bs ⊂ Λ and satisfies [Os, h˜s] = 0, we have [Os, G] = 0 and
hence
eνGOse
−νG = Os. (S.354)
Also, from [h˜s, h˜s′ ] = 0 for ∀s, s′, we obtain
F (x) =
q∑
s=0
hs,s+1(x),
hs,s+1(x) = exGhs,s+1e−xG = ex(h˜s+h˜s+1)hs,s+1e−x(h˜s+h˜s+1), (S.355)
where we use the fact that [hs,s+1, h˜s′ ] = 0 as long as s′ 6= s, s + 1. Therefore, hs,s+1(x) is still supported on the
subset Bs unionsqBs+1 ⊂ Λ. We now define
g := sup
0<x<ν
s∈{0,1,...,q}
‖hs,s+1(x)‖. (S.356)
In order to calculate g in Eq. (S.356), we need to consider the norm of
hs,s+1(x) = exh˜sexh˜s+1hs,s+1e−xh˜s+1e−xh˜s . (S.357)
As we will prove in Supplementary Note 4F 1, we prove the following inequality:
‖exh˜sexh˜s+1hs,s+1e−xh˜s+1e−xh˜s‖ ≤ 28g0. (S.358)
under the condition of
x ≤ ν ≤ 112gk2 . (S.359)
From the inequality (S.358), we obtain g = 28g0.
Then, we consider the Baker-Campbell-Hausdorff expansion as follows:
eνH˜tOse
−νH˜t =
∞∑
m=0
∫ ν
0
dx1
∫ ν
x1
dx2 · · ·
∫ ν
xm−1
adF (x1)adF (x2) · · · adF (xm)(Os)dxm, (S.360)
where ad is the commutation operator, namely adF (x)(·) := [F (x), ·]. By using Eq. (S.356), the norm of the
commutators are bounded from above by
‖adF (x)(Os)‖ ≤ ‖adhs,s+1(x)(Os)‖+ ‖adhs−1,s(x)(Os)‖ ≤ 2(‖hs,s+1(x)‖+ ‖hs−1,s(x)‖)‖Os‖ ≤ 4g‖Os‖,
‖adF (x1)adF (x2)(Os)‖ ≤ 22 · 3g(2g‖Os‖), ‖adF (x1)adF (x2)adF (x3)(Os)‖ ≤ 23 · 4g[3g(2g‖Os‖)], (S.361)
which is generalized as
‖adF (x1)adF (x2) · · · adF (xm)(Os)‖ ≤ (m+ 1)!(2g)m‖Os‖. (S.362)
By combining the inequality (S.362) with Eq. (S.360), we obtain the upper bound of
‖eνH˜tOse−νH˜t‖ ≤
∞∑
m=0
νm
m! (m+ 1)!(2g)
m‖Os‖ = ‖Os‖(1− 2gν)2 . (S.363)
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Also, by choosing ν such that 2gν ≤ 1/2, we have ‖eνH˜tOse−νH˜t‖ ≤ 4‖Os‖ and reduce the inequality (S.349) to
‖Π˜≥E′OsΠ˜≤E‖ ≤ 4‖Os‖e−ν(E′−E). (S.364)
This is the inequality which we aim to prove. Because of g = 28g0, under the assumption of ν ≤ 1/(12gk2), the
condition 2gν ≤ 1/2 is satisfied for
ν = λ′ := min
(
1
112g0
,
1
12gk2
)
. (S.365)
This completes the proof of Proposition 10. 
1. Proof of the inequality (S.358)
For the proof, we start from ‖exh˜sOe−xh˜s‖ for an arbitrary operator O. From the definition of h˜s, the operator
exh˜s is decomposed as follows:
exh˜s = Π(s)<τse
xhs + Π(s)≥τse
xτs , (S.366)
where we utilized the equalities h˜sΠ(s)<τs = hsΠ
(s)
<τs and h˜sΠ
(s)
≥τs = τsΠ
(s)
≥τs . We then have
exh˜sOe−xh˜s =Π(s)≥τsOΠ
(s)
≥τs + Π
(s)
<τse
xhsOe−xhsΠ(s)<τs
+ Π(s)<τse
x(hs−τs)OΠ(s)≥τs + Π
(s)
≥τse
xτsOe−xhsΠ(s)<τs . (S.367)
The norms of the four terms are bounded from above by
‖Π(s)≥τsOΠ
(s)
≥τs‖ ≤ ‖O‖,
‖Π(s)<τsexhsOe−xhsΠ(s)<τs‖ ≤ ‖exhsOe−xhs‖,
‖Π(s)<τsex(hs−τs)OΠ(s)≥τs‖ ≤ ‖Π
(s)
<τse
x(hs−τs)‖ · ‖OΠ(s)≥τs‖ ≤ ‖O‖,
‖Π(s)≥τsexτsOXe−xhsΠ
(s)
<τs‖ = ‖Π(s)≥τsexτse−xhsexhsOe−xhsΠ
(s)
<τs‖
≤ ‖Π(s)≥τsex(τs−hs)‖ · ‖exhsOe−xhs‖ ≤ ‖exhsOe−xhs‖. (S.368)
By combining the above two inequalities (S.367) and (S.368), we obtain
‖exh˜sOe−xh˜s‖ ≤ 2‖O‖+ 2‖exhsOe−xhs‖. (S.369)
From the inequality (S.369), we obtain
‖exh˜s+1exh˜shs,s+1e−xh˜se−xh˜s+1‖ ≤ 2‖exh˜shs,s+1e−xh˜s‖+ 2‖exhs+1exh˜shs,s+1e−xh˜se−xhs+1‖, (S.370)
where we set O = exh˜shs,s+1e−xh˜s in (S.369). Furthermore, the inequality (S.369) gives
‖exh˜shs,s+1e−xh˜s‖ ≤ 2‖hs,s+1‖+ 2‖exhshs,s+1e−xhs‖, (S.371)
and
‖exhs+1exh˜shs,s+1e−xh˜se−xhs+1‖ = ‖exh˜sexhs+1hs,s+1e−xhs+1e−xh˜s‖
≤ 2‖exhs+1hs,s+1e−xhs+1‖+ 2‖exhsexhs+1hs,s+1e−xhs+1e−xhs‖, (S.372)
where we use [h˜s, hs+1] = 0 which yields exhs+1exh˜s = exh˜sexhs+1 . By applying the inequalities (S.371) and (S.372)
to (S.370), we have
‖exh˜s+1exh˜shs,s+1e−xh˜se−xh˜s+1‖
≤4‖hs,s+1‖+ 4‖exhshs,s+1e−xhs‖+ 4‖exhs+1hs,s+1e−xhs+1‖+ 4‖exhsexhs+1hs,s+1e−xhs+1e−xhs‖. (S.373)
We here estimate an upper bound of each of the norms in (S.373). We first consider ‖exhshs,s+1e−xhs‖ by using
the Baker-Campbell-Hausdorff expansion:
‖exhshs,s+1e−xhs‖ ≤
∞∑
m=0
xm
m! ‖ad
m
hs(hs,s+1)‖. (S.374)
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By applying Lemma 18 to admhs(hs,s+1), we have
‖admhs(hs,s+1)‖ ≤ (6gk2)mm!‖hs,s+1‖ ≤ g0(6gk2)mm!, (S.375)
where we use ‖hs,s+1‖ ≤ g0 in (S.46). This inequality reduces (S.374) to
‖exhshs,s+1e−xhs‖ ≤ g0
∞∑
m=0
(6gk2x)m = g0
1
1− 6gk2x ≤ 2g0, (S.376)
where in the last inequality we use the condition of (S.359), namely x ≤ ν ≤ 1/(12gk2). We obtain the same inequal-
ity for ‖exhs+1hs,s+1e−xhs+1‖ and ‖exhsexhs+1hs,s+1e−xhs+1e−xhs‖. Notice that we can apply Lemma 18 to hs+hs+1,
which allows us to obtain the upper bound of ‖exhsexhs+1hs,s+1e−xhs+1e−xhs‖ = ‖ex(hs+hs+1)hs,s+1e−x(hs+hs+1)‖
in the same way of (S.376). Therefore, we finally obtain
‖exh˜s+1exh˜shs,s+1e−xh˜se−xh˜s+1‖ ≤ 28g0. (S.377)
This completes the proof. 
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Supplementary Note 5. LIST OF NOTATIONS AND DEFINITIONS
We here give a list of definitions and notations which we use several times in the proof.
1. {|0〉,∆} (Supplementary Note 1A1): the ground state and the spectral gap of the Hamiltonian H.
2. g [Eq. (S.5)]: upper bound of one-site energy, which is set to be equal to 1 by choosing the energy unit
appropriately.
3. VX,Y (Λ0) [Eq. (S.13)]: interaction operator between two subsystems X ⊂ Λ and Y ⊂ Λ.
4. SR(O,X) and SR(|ψ〉, X) (Supplementary Note 1A3): Schmidt rank of operator and quantum state.
5. K [Eq. (S.40)]: approximate ground state projection (AGSP) for the ground state |0〉.
6. |0K〉 [Eq. (S.41)]: quantum state which is invariant by AGSP K.
7. {δK , K , DK} [Eq. (S.42)]: three parameters which characterize the AGSP operator K.
8. {Bs}q+1s=0 [Eq. (S.44), Supplementary Figure 7]: decomposed subsets which constitute the total system Λ. This
decomposition has two parameters q + 2 (the number of blocks) and l (the length of the bulk blocks, i.e.,
B1, B2, . . . , Bq).
9. hs [Eq. (S.45)]: internal interactions in block Bs.
10. {Es,j , |Es,j〉}j [Eq. (S.48)]: the eigenvalues and the eigenstates of hs, respectively.
11. hs,s+1 [Eq. (S.45)]: interactions between blocks Bs and Bs+1. The norm is bounded from above by g0 as in
(S.46).
12. Ht [Eq. (S.45)]: interaction-truncated Hamiltonian.
13. δHt (Lemma 3): difference between Ht and H, namely δHt := H −Ht.
14. {|0t〉, Et,0,∆t} (Lemmas 3 and 4): the ground state, the ground energy and the spectral gap of the Hamiltonian
Ht.
15. Kt (Proposition 2): approximate ground state projection (AGSP) for the ground state |0t〉.
16. {h˜s, τs, τ} [Eqs. (S.48) and (S.49)]: the block Hamiltonian in Bs with the energy cut-off up to τs = τ +Es,0,
where τ is a control parameter.
17. H˜t [Eq. (S.50), Supplementary Figure 8]: effective Hamiltonian by using the multi-energy cut-off. The three
parameters {q, l, τ} characterize H˜t.
18. {|0˜t〉, E˜t,0, ∆˜t} (Theorem 5): the ground state, the ground energy and the spectral gap of the effective
Hamiltonian H˜t.
19. {λ, λ′} [Eq. (S.172)]: constants given in Theorem 5.
20. Km(x) [Eq. (S.162), Lemma 11]: approximate filter function which is utilized to construct the AGSP K.
21. Π(s)I , ΠI and Π˜I [Eqs. (S.231) and (S.234)]: the projection operators onto the eigenspaces of hs, H and H˜t,
respectively.
22. {E⊥, κ} [Eqs. (S.250) and (S.251)]: constants given in Lemma 15.
