Abstract We give an algorithm for computing the factor ring of a given ideal in a Dedekind domain with finite rank, which runs in deterministic and polynomial-time. We provide two applications of the algorithm: judging whether a given ideal is prime or prime power. The main algorithm is based on basis representation of finite rings which is computed via Hermite and Smith normal forms.
Introduction
Computing invariants of algebraic number fields, such as integral bases, discriminants and ideal class groups, is important both for its own sake and for its numerous applications. The practical completion of this task, which is usually called Dedekind program, has been one of the major achievements of computational number theory in recent years by many people, especially studied by Cohen in his books [4, 5] .
In this paper, we address a fundamental problem of computing the factor ring of a given ideal in Dedekind domain of finite rank, where finite rank means that the ring as a Z−module is finitely generated. The main contribution of this paper is to give a deterministic polynomial-time algorithm, we call it the main algorithm, which outputs a basis representation of the factor ring. The concept of basis representation was first proposed by Lenstra [11] for describing finite fields. Kayal et al. stated the formal definition of basis representation for finite rings in [10] . The idea of computing basis representation of factor rings does not appear in the algorithms of [4, 5] for dealing with Dedekind program.
We construct two important applications connected with the main algorithm in this paper. In Dedekind domain, every nonzero ideal can be written as a product of prime ideals in a unique way. Like the famous problem of primality testing, one might to judge whether a given ideal of Dedekind domain is prime or not. Actually, the first application of this paper is to determine the primality of nonzero ideals in Problem 2.3.
In: O, a Dedekind domain with finite rank; I, a nonzero ideal of O. Out: R = O/I, the factor ring of I.
To state the core problem (Problem 2.3) as an algorithmic problem, one needs to choose finite representations of the input and the output. Usually, O is represented as a Z-module, that is O = Zω 1 ⊕. . .⊕Zω n , where W = {ω 1 , . . . , ω n } is called a Z-basis of O. Besides, a multiplication table of W is given as a sequence of integers ((c ijk ) i,j,k=1,...,n ) such that
Notice that, c ijk = c jik because of ω i ω j = ω j ω i , for all i, j, k.
The output of Problem 2.3 is a basis representation of the factor ring, which is a finite ring under this case. The definition of basis representation of finite rings is stated as follows by [10, 11] . 
Integers l ijk are called structure constants.
Now we restate Problem 2.3 in the following way of representations of the input and the output.
Representation of Problem 2.3. In:
We illustrate several explicit examples to explain the above representations in detail.
Example 2.5. In: O = Z, I = (7) = 7Z.
Since this is a trivial example, we can compute a basis representation of the output immediately, that is R = (1; 7; (1)). One may not deduce basis representation of the factor rings for the above three examples easily, until he or she applies the main algorithm described in the section that followed.
The main algorithm
In this section, we mainly describe an explicit algorithm to solve Problem 2.3. Let us start with an elementary definition.
Definition 3.1 (Norm). Let O be a Dedekind domain with finite rank, I be a nonzero ideal of O. We define the norm of I, N (I), to be the order of the factor ring O/I, i.e. N (I) = |O/I|. Particularly, we denote N (α) = N (I) where I = (α) is a principal ideal.
According to the above definition, we are easy to deduce the multiplicative property of norm: N (IJ) = N (I)N (J), where I, J are nonzero ideals of O. Computation of the norm of an ideal is contained in the main algorithm being discussed later.
Example 3.2.
Let I be a nonzero ideal of a Dedekind domain O with finite rank. We start with introducing an auxiliary algorithm to pre-compute a positive integer h I related to I. If I = (α) is principal, then h I could be chosen as a multiple of N (α). Otherwise I = (α, β), both α and β nonzero, h I could be chosen as a multiple of N (α) and N (β). We call h I a multiple-norm of I in this paper. Note that h I is a multiple of N (I), since (α) ⊆ I, that is to say N (I)|N (α).
Output: h I , a multiple-norm of I.
, where
Next we illustrate the sub-algorithm (Algorithm 1) by implementing the following example. 
Step 1 After some computations, the 3 × 3 integral matrices A, B related to I are Step 2 By computation the sub-algorithm outputs h I = |det(AB)| = 1250.
The main algorithm for computing the factor ring of a given ideal in Dedekind domain with finite rank is stated as follows.
Note that a mod x denotes the smallest nonnegative residue of a modulo x. As for the definitions of Hermite and Smith normal forms in this paper, which originated in [7] and [14] respectively, the reader can refer to the book [4] .
Remark 3.4. Under the pre-computation of h I , a multiple-norm of I, we find that the main algorithm (Algorithm 2) would be more practical, especially after we receive a smaller h I . Maybe we know such h I in advance, then the sub-algorithm (Algorithm 1) could be omitted. 
Algorithm 2 Main algorithm
b k c kij , for all 1 i, j n.
2: H A ← the Hermite normal form of A T , H B ← the Hermite normal form of B T .
. . , d n ), and d i+1 |d i for all 1 i < n.
, then output I = O and STOP.
6:Ṽ ← the inverse matrix of V over the ring Z hI , compute the n × n integral matricesÃ 
Correctness and computational complexity
The correctness and the computational complexity of the sub-algorithm and the main algorithm are discussed in this section. 
Proof.
The correctness of Algorithm 1 follows easily from the fact |det(A)| = N (α) and |det(AB)| = N (αβ) respectively. Indeed, for all 1 i n we have
Similarly,
That is to say
Since the ideals
and using the fact of [4, Chapter 2, Theorem 2.4.13], one can deduce that N (α) = |det(A)| and N (β) = |det(B)|. This completes the proof.
Theorem 4.2.
The main algorithm (Algorithm 2) is correct.
Proof.
First we let
It follows from the proof of Lemma 4.1 that
Since the columns of M = (H A , H B ), treated as the ordinates representation with respect to W = {ω 1 , . . . , ω n }, generate the ideal
After some computations we have
Since both the transforming matrices U, V are unimodular matrices, we may get
It yields that (R, +) = (O/I, +) = Z d1η1 ⊕ . . . ⊕ Z dnηn , whereη i denotes the coset η i + I belonged to the factor ring R, i = 1, . . . , n. Since (η 1 , . . . , η n ) = (ω 1 , . . . , ω n )V −1 and under some concrete computations we obtain the following equality of n × n integral matrices:
Denote n × n integral matrices
and compute the following vectors
for all 1 i, j n. Then one can verify that η i η j = n k=1 t ijk η k by the expressions (4.1), (4.2) and (4.3)
for all 1 i, j n. Moreover, in the factor ring R we havē
Hence the required structure constants of the basis representation of R are contained in these π k (t ijk ). It suffices to show that π k (t ijk ) = π k (t ijk ) for all 1 i, j, k n. Indeed, let π be the natural ring
where φ k is the natural ring homomorphism from 
for all 1 i, j, k n. This leads to the correctness of the main algorithm (Algorithm 2).
Next we analyse the computational complexity of Algorithms 1 and 2. Before that we introduce the algorithms for computing the Hermite and Smith normal forms of integral matrices. We require some notation. If A is a matrix over Z, we let L(A) denote the lattice generated by the columns of A, and let det(L(A)) denote the determinant of this lattice. What we need are the following two algorithms that originated in the results of [6] . And the method of [8] is also used to obtain Proposition 4.4.
Proposition 4.3.
There 
exists a deterministic algorithm that receives as input an n × m integral matrix A of rank n and a positive integer h that is a multiple of det(L(A)), and produces as output the Hermite normal form H of

Proof.
First, computing the matrices A and B of Step 1 in Algorithm 1 can be done in O(n 3 M(lognT )) bit operations.
Since |a ij |, |b ij | nT 2 , one may obtain that the entries of the matrix AB are bounded in absolute value by n 3 T 4 . By the Hadamard inequality, we have
Thus we may use small primes modular computation to compute the determinants of A and B in Step 2. That is to say, we first apply Gaussian elimination to compute the determinants of A and B modulo small primes p no more than t = O(nlognT ), then recover |det(A)| and |det(B)| by the Chinese remainder theorem (see [6] for details). Hence it costs O(n 3 B(nlognT )) bit operations to obtain the value of h I . And the total complexity of Algorithm 1 is O(n 3 B(nlognT )) bit operations.
The next is the analysis of the computational complexity of the main algorithm (Algorithm 2) for computing basis representation of the factor ring. 
The time complexity of Step 1 in Algorithm 2 is the same as the one in Lemma 4. In the last three steps of Algorithm 2, it suffices to compute all values of π k (t ijk ) as follows. Since det(V ) = ±1, one can perform row reductions on V to compute the inverse matrixṼ of V over the ring Z hI , which can be done in O(n 3 log 2 h I ) bit operations. Also one can obtain all values of π(t ijk ), 1 i, j, k n, by computing the product of matrices over Z hI in the expressions (3.1) and (3.2) of Algorithm 2. Then we calculate all π k (t ijk ) = φ k • π(t ijk ), where φ k and π are well-defined in the proof of Theorem 4.2. All these computations can be done in O(n 4 M(logh I ) + n 3 log 2 h I ) = O(n 4 log 2 h I ) bit operations.
Hence the total time complexity of Algorithm 2 is O(n 3 B(lognT ) + n 4 B(logh I )logh I ) bit operations, which is as asserted.
Remark 4.7.
If we take h I = N (αβ) n 7n/2 T 4n according to the sub-algorithm (Algorithm 1), then logh I = O(nlognT ). So the input size of Algorithm 2 is O(n 3 logT ) bits. And the main algorithm is deterministic and polynomial-time in the input size for computing the factor ring of a given ideal in Dedekind domain with finite rank.
Applications of the main algorithm
Deciding whether a given ideal is prime
First we apply the main algorithm to decide whether a given nonzero ideal is prime in Dedekind domain with finite rank. We begin with recalling the algorithm of [2] which states that field testing of finite rings is of deterministic and polynomial-time complexity. Now we exhibit this algorithm in detail and show an explicit analysis of its computational complexity, which is not analysed in [2] . f i ← the minimal polynomial of the i−th generator υ i over F p (υ 1 , . . . , υ i−1 ); 8: m i ← the degree of f i , if f i is reducible over F p (υ 1 , . . . , υ i−1 ), return FALSE and STOP. 
Proof.
The correctness follows from [2] . We proceed with the proof of the running time. The time complexity of Step 1 of Algorithm 3 is dominated by any known bound for deterministic primality testing. It takes O(M(log 15/2 p)) bit operations by applying the AKS test of [1] . In Step 3, computing the minimal polynomial of υ 1 can be done in O(m ω logmlog 2 p) bit operations. Indeed, applying the method of [15] to R, where (R, +) = F p υ 1 ⊕ . . . ⊕ F p υ m is a F p −algebra, we can obtain the above complexity. It costs O(m (ω+1)/2 logmloglogmlog 3 p) bit operations to determine whether f 1 is reducible in Step 4 (see [13] for details).
As to Step 7, we describe a method for computing the minimal polynomial f i of υ i over the field F p (υ 1 , . . . , υ i−1 ) firstly, where i > 1. It takes O(m ω logmlog 2 p) bit operations to compute a
The same technique as [15] is used for computing E. Then we calculate a great linearly independent subset S of {υ 1 , . . . , υ m } over F i−1 in the following way. For instance, computing a great linearly independent subset of {υ 1 , υ 2 } is equivalent to solving the equation (5.2) of variables x and y belonged to F i−1 : 
Combining (5.1) with (5.3) we get
Finally one can perform row reductions on the matrix EH to obtain the minimal polynomial f i of υ i over F i−1 . Hence computing f i can be done in O(m ω+2 log 2 p) bit operations. On the other hand, it costs O(m (ω+1)/2 i m 3 logmloglogmlog 3 p) bit operations for deciding whether f i is reducible or not in
Step 8 by using the method of [13] , where m i m. All in all, the total complexity of Algorithm 3 is O(M(log 15/2 p) + m 6 log 3 p) bit operations, where p = min{d 1 , . . . , d m }.
It is easy to deduce the algorithm for testing prime ideals in Dedekind domain with finite rank by the main algorithm (Algorithm 2) and the field testing (Algorithm 3). The prime ideal test is described as follows.
The computational complexity of the field testing (Algorithm 3) is important to deduce the time complexity of Algorithm 4. 
Applying the relevant facts of [3] to Dedekind domains, one may easily deduce that I is a prime ideal if and only if R = O/I is a field. Then the correctness follows immediately. Since we have 
Algorithm 4 Is-Prime-Ideal
b i ω i ; h I , a multiple-norm of I.
Output: TRUE iff I is prime.
1: Compute the factor ring R = O/I = MainAlgorithm(O, I, h I ). 2: Return Is − Field(R).
Deciding whether a given ideal is prime power
The other application of the main algorithm is to decide whether a given nonzero ideal is prime power in Dedekind domain of finite rank. The local ring test Is-Local, which is stated in [15] , is crucial to deduce the following prime ideal power test.
Algorithm 5 Is-Prime-Power
Input:
Output: TRUE iff I is prime power. Proof. Applying the relevant facts of [3] to Dedekind domains, one may deduce that I is a prime power if and only if R = O/I is a local ring. Hence the correctness follows immediately. Note that in Step 2 of Algorithm 5, the local ring test Is-Local(R) is deterministic and its computational complexity is O(M(log 15/2 p) + log 4 |R|) bit operations by the results of [15] , where p = min{d 1 , . . . , d m }. According to Theorem 4.6, the total time complexity of Algorithm 5 is obtained as asserted.
Remark 5.4. The input size of Algorithms 4 and 5 is O(n 3 logT ) bits. Similarly as Remark 4.7, one can verify that both Algorithm 4 and Algorithm 5 are polynomial time in the input size. That is to say, our prime ideal test and prime ideal power test are deterministic and polynomial-time.
Examples and implementation aspects of our algorithms
In this section, we illustrate three different examples to show the implementation aspects of the main algorithm, the prime ideal test and the prime ideal power test. The main algorithm (Algorithm 2) uses the algorithms for computing Hermite and Smith normal forms in [6] , especially when computing the transforming matrices. However, these algorithms are presented only with theoretical analysis of complexity, without empirical complexity and examples in [6] . The algorithms for fields testing and local rings testing are also stated with theoretical complexity in [2] and [15] separately, without any implementation. Hence, it is difficult to illustrate a large amount of empirical results in this paper, even with the help of computer programming. But we still calculate some concrete examples to illustrate each step of our algorithms explicitly. Step 1 This step is the same as the one of Example 3.3.
Step 2 After few computations we may obtain the Hermite normal forms of A T and B T as follows, which are denoted by H A and H B respectively, Step 3 Similarly, we compute the Hermite normal form of M = (H A , H B ), which is written as (0 H M ), and
Step 4 We continue to compute the Smith normal form S of H M and the related transforming matrices U , V , which are and U = I 3 is the identity matrix, such that S = V H M U . Hence we get
Step 5 Since det(S) = 5 > 1, we have I = O.
Step 6 It is easy to obtain the inverse of V in this case:
which leads to the same output as computing the matrixṼ by Theorem 4.2. Hence we do not need to determine a multiple-norm h I in advance for this example. Thus we calculate all the integer matrices A k (1 k 3) in the following:
Step 7 After some computations we get Step 8 Since we only have d 1 = 5 > 1 and l 111 = π 1 (t 111 ) = 1 (mod 5) = 1, we obtain a basis representation of R, which is R = O/I = (1; 5; (1)).
Next we implement Step 2 of Algorithm 4. It is not difficult to deduce that Is-Field(R=(1;5;(1))) returns TRUE by Algorithm 3. Hence I is prime in this example. According to the prime ideal power test (Algorithm 5), we start with computing a basis representation of the factor ring R = O/I. Each step of the main algorithm (Algorithm 2) runs as follows.
Step 1 By computation, the 2 × 2 integral matrix A related to I is A = −2 1 −6 −1 .
Since I = (θ − 2) is a principal ideal, the matrix B of the main algorithm does not exist in this example. Thus we only need to calculate the Hermite normal form of A T in Step 2 and Step 3 together, which is
Step 4 Now we compute the Smith normal form S of H M and the transforming matrices U and V , which are
and U = I 2 is the identity matrix, such that S = V H A U . So we get
Step 5 Since det(S) = 8 > 1, we have I ⊂ O.
Step 6 Similarly as Example 6.1, it is easy to obtain the inverse of V at this time:
Also, the integer matrices A k (k = 1, 2) are computed by
6 30 ; A 2 = 0 1 1 13 .
Step 7 Under a few computations we may obtain
Step 8 Since only d 1 = 8 > 1 and l 111 = π 1 (t 111 ) = −35 (mod 8) = 5, we obtain a basis representation of R = O/I, which is R = (1; 8; (5)).
Next we implement Step 2 of Algorithm 5. Simply applying the local ring test, we have Is-Local(R=(1;8;(5))) returns TRUE. Hence I is prime power in this example. Moreover, one may easily verify that IsField(R=(1;8;(5))) returns FALSE, that is to say, I is not a prime ideal. By the prime ideal power test (Algorithm 5), we may compute a basis representation of the factor ring R = O/I firstly. Each step of the main algorithm (Algorithm 2) is implemented as follows.
Step 1 By computation, the 3 × 3 integral matrix A related to I is The same as Example 6.2, the matrix B does not appear in the main algorithm. Since A is already in Smith normal form and I is principal, we reach to Step 4 directly, that is, the transforming matrices U = V = I 3 are the identity matrix and S = diag(23, 23, 23). Thus we have d 1 = d 2 = d 3 = 23.
Step 5 Since det(S) = 23 3 = 12167 > 1, we get I ⊂ O.
Step 6 Because V = I 3 is the identity matrix here, it is easy to compute the integer matrices A k (k = 1, 2, 3) in the following: Step 7 Under a few simple computations we may obtain Next we implement Step 2 of Algorithm 5. One may deduce that Is-Local(R=(3;23,23,23;(t ijk ))) returns FALSE by the local ring test in [15] , Hence I is not prime power in this case.
One may verify that Is-Field(R=(3;23,23,23;(t ijk ))) also returns FALSE in the above example.
Conclusion
We have presented a deterministic polynomial-time algorithm for computing a basis representation of the factor ring related to a given ideal in Dedekind domain with finite rank. In addition, we have also described the tests for deciding whether a nonzero ideal is prime and whether it is prime power as the important applications of the main algorithm. The prime ideal test and the prime ideal power test are proven to be deterministic and polynomial-time complexity. All the algorithms use h I which is a multiple-norm of I, a smaller h I makes these algorithms more efficient.
If an integral basis of the ring of algebraic integers of a number field is known, then a deterministic polynomial-time algorithm for testing the primality of ideals in this ring can be deduced from our prime ideal test. It is natural to ask whether there exists a deterministic polynomial-time algorithm for computing the factor rings or testing the primality of ideals in a general Dedekind domain, not necessarily of finite rank. At this time, the corresponding factor ring need not be a finite ring, such as O = Q[X], I = (X) and O/I ∼ = Q is infinite. Hence the current method based on the main algorithm will not work any more. We are looking forward to finding a new method in the future work.
