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Abstract
In this paper, we consider solutions u(t, x) of the one-dimensional Kuramoto–Sivashinsky equation, i.e.
∂tu + ∂x
(
1
2
u2
)
+ ∂2xu + ∂4xu = 0,
which are L-periodic in x and have vanishing spatial average. Numerical simulations show that for L  1,
solutions display complex spatio-temporal dynamics. The statistics of the pattern, in particular its scaled
power spectrum, is reported to be extensive, i.e. not to depend on L for L  1. More specifically, after an
initial layer, it is observed that the spatial quadratic average 〈(|∂x |αu)2〉 of all fractional derivatives |∂x |αu
of u is bounded independently of L. In particular, the time-space average 〈〈(|∂x |αu)2〉〉 is observed to be
bounded independently of L. The best available result states that 〈〈(|∂x |αu)2〉〉1/2 = o(L) for all 0 α  2.
In this paper, we prove that 〈〈(|∂x |αu)2〉〉1/2 = O(ln5/3 L)
for 1/3 < α  2. To our knowledge, this is the first result in favor of an extensive behavior—albeit only
up to a logarithm and for a restricted range of fractional derivatives. As a corollary, we obtain 〈〈u2〉〉1/2 
O(L1/3+), which improves the known bounds.
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1.1. Motivation
In this paper, we consider solutions u(t, x) of the one-dimensional Kuramoto–Sivashinsky
equation, that is, of
∂tu+ ∂x
(
1
2
u2
)
+ ∂2xu + ∂4xu = 0, (1)
which are L-periodic in x, i.e.
∀(t, x) ∈ [0,∞) × R, u(t, x +L) = u(t, x). (2)
Clearly, because of (2), (1) preserves the spatial average of u, i.e. d
dt
〈u〉 = 0, where for any
L-periodic function v(x), we use the abbreviation 〈v〉 := L−1 ∫ L0 v dx. Because (1) is invariant
under the Galilean transformation
t = tˆ , x = xˆ +Ut, u = uˆ+ U, (3)
one may restrict oneself to the study of solutions with vanishing spatial average, that is
∀t ∈ [0,∞), 〈u〉 = 0. (4)
Another important quantity is the average energy 12 〈u2〉. Because of (2), we have
d
dt
1
2
〈
u2
〉= 〈(∂xu)2〉− 〈(∂2xu)2〉. (5)
Hence it is the second-order term in (1) which pumps in energy, while the fourth-order term
dissipates energy. The total average energy is not affected by the quadratic term in (1).
Consider the linearization of (1) around the trivial solution u ≡ 0:
∂tu + ∂2xu + ∂4xu = 0. (6)
The spatial Fourier transform (Fu)(t, q) = L−1 ∫ L0 exp(iqx)u(t, x) dx, q ∈ 2πL−1Z, evolves
according to
∂t (Fu)(t, q) =
(
q2 − q4)(Fu)(t, q). (7)
Hence we see that (6) amplifies waves of length > 2π while it damps those of length < 2π .
For L  1, the most unstable wave-length is O(1) and grows at a rate of O(1); the number of
unstable modes is of the order O(L). However, the rate at which a wave of length 2π/|q| grows
is of the order O(q2) for |q| 	 1.
Clearly, the quadratic term in (1), which does not affect the total energy density, provides an
energy transfer between the modes q ∈ 2πL−1Z. This interaction is highlighted by taking the
spatial Fourier transform of (1):
∂t (Fu)(t, q) −
(
q2 − q4)(Fu)(t, q) = − i
2
q
∑
′ −1
(Fu)(t, q ′)(Fu)(t, q − q ′).
q ∈2πL Z
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Burgers equation, i.e.
∂tu+ ∂x
(
1
2
u2
)
= 0,
on initial data corresponding to a mode of length scale 2π/|q|, i.e.
u(t = 0, x) = U cos(|q|x).
By the method of characteristics, we see that after a time of the order O(|Uq|), the solution
develops length scales of the order 	 2π/|q|. Hence the nonlinear term provides an energy
transfer from long wave-lengths to short wave-lengths (and vice versa), see Fig. 2.
Numerical simulations display a spatio-temporal chaotic behavior, see Fig. 1. More careful nu-
merical experiments, for instance by Wittenberg and Holmes [16], reveal that the time-averaged
power spectrum
L lim
T ↑∞T
−1
T∫
0
∣∣(Fu)(t, q)∣∣2 dt (8)
is independent of L for L  1, see [16, Fig. 2]. Moreover, they find
L lim
T ↑∞T
−1
T∫
0
∣∣(Fu)(t, q)∣∣2 dt = O(1) for |q| 1,
L lim
T ↑∞T
−1
T∫
0
∣∣(Fu)(t, q)∣∣2 dt = decays exponentially as |q| → ∞.
Incidentally, the exponential decay of the power spectrum also follows from the analyticity of
solutions (established in [4]), but the exponential decay rate has not yet been proven to be L-
independent, while the above numerics imply that it should be. The numerical experiments show
a similar, but less smooth, pointwise-in-time behavior of the spectrum. This suggests that for all
α  0,
〈(|∂x |αu)2〉1/2 = ( ∑
q∈2πL−1Z
|q|2α∣∣(Fu)(t, q)∣∣2)1/2 = O(1), (9)
or at least
〈〈(|∂x |αu)2〉〉1/2 = ( ∑
−1
|q|2α
)1/2
= O(1), (10)
q∈2πL Z
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Fig. 2. Fourier multiplier.
where 〈〈v2〉〉 := lim supT ↑∞ T −1
∫ T
0 〈v2〉dt the time-space average. This conjecture is supported
by a universal bound on all stationary periodic solutions of (1) with mean zero, due to Michel-
son [10]. Surprisingly, (10) is difficult to prove and so far, only grossly suboptimal bounds have
been obtained. In the two following subsections, we sketch the methods behind the existing
bounds. The method in this paper is quite different.
We note that (10) is just a first step in a rigorous analysis of the Kuramoto–Sivashinsky
equation: A more subtle analysis, introduced by Foias, Nicolaenko, Sell and Teman [7] to the
Kuramoto–Sivashinsky equation, consists in proving the existence of a finite-dimensional global
attractor or even a finite-dimensional inertial manifold, and in estimating its dimension in terms
of the system size L. An extensive behavior of the Kuramoto–Sivashinsky equation, as reflected
by the estimate (10), would suggest that the dimension is O(L). The work [7], starting from an
estimate of the l.h.s. of (9) for α = 0 (or more precisely, of the radius of an absorbing ball in L2)
by O(L2), constructs an inertial manifold of dimension O(L7/2).
1.2. Bounds by the background flow method
The historically first bound, which is of the form
lim sup
〈
u2
〉1/2 O(Lp), (11)t↑∞
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that (11) implies 〈〈(|∂x |αu)2〉〉1/2 O(Lp),
for all 0 α  2.
Nicolaenko, Scheurer and Temam obtained (11) with p = 2, provided u is an odd function
in x. They used the “background flow method” we will sketch below. The oddness assumption
was removed by Goodman [9]. By the same method, Collet, Eckmann, Epstein and Stubbe [3]
improved the result to p = 11/10. Recently, still by the same method, Bronski and Gambill [2]
improved the result to p = 1, i.e.
lim sup
t↑∞
〈
u2
〉1/2 O(L). (12)
Following Wittenberg [15], Bronski and Gambill [2] also argue that (12) is optimal within the
background flow method.
The background flow method is based on the construction of a “background flow” ζ(x), an
L-periodic function. The function ζ is used to “unfold” the energy estimate (5) as follows:
d
dt
1
2
〈
(u − ζ )2〉= −1
2
〈
∂xζu
2〉+ 〈(∂xu − ∂xζ )∂xu〉− 〈(∂2xu − ∂2x ζ )∂2xu〉
−1
2
(〈(
∂2xu
)2〉− 〈(∂xu)2〉+ 〈∂xζu2〉) (13)
+ 1
2
(〈(
∂2x ζ
)2〉+ 〈(∂xζ )2〉). (14)
In order to derive (11), one constructs ζ such that the quadratic form in u defined through line
(13) is coercive, i.e. 〈(
∂2xu
)2〉− 〈(∂xu)2〉+ 〈∂xζu2〉 〈u2〉. (15)
In view of the term in line (14), ζ has then to be controlled as follows:〈
ζ 2
〉1/2 + 〈(∂xζ )2〉1/2 + 〈(∂2x ζ )2〉1/2 O(Lp). (16)
Using 〈(∂xu)2〉 = −〈u∂2xu〉 12 〈u2〉1/2 + 12 〈(∂2xu)2〉1/2, one sees that (15) is a consequence of
1
2
〈(
∂2xu
)2〉+ 〈∂xζu2〉 32 〈u2〉. (17)
Based on (4), the arguments in [9] and [3] allow to restrict the coercivity requirement (17) to
L-periodic functions which in addition satisfy
u(0) = 0. (18)
In view of (18), the first impulse is to take a saw-tooth profile, i.e.
∂xζ(x) = 3/2
(
1 −Lδ(x)), x ∈ [−L/2,L/2), (19)
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infinite. Thus one has to mollify the saw-tooth profile by replacing −3/2Lδ(x) by a smooth
φ(x) which is compactly supported in (−L/2,L/2) and satisfies
L/2∫
−L/2
φ dx = −3
2
L while
1
2
L/2∫
−L/2
(
∂2xu
)2
dx +
L/2∫
−L/2
φu2 dx  0 (20)
for all u(x) with (18). The ingenious idea of Bronski and Gambill was to rewrite (20) in terms of
v = x−1u and ψ = x2φ. Because of
1
2
L/2∫
−L/2
(
∂2xu
)2
dx
(18)

L/2∫
−L/2
(∂xv)
2 dx,
(20) follows from
L/2∫
−L/2
x−2ψ dx = −3
2
L while
L/2∫
−L/2
(∂xv)
2 dx +
L/2∫
−L/2
ψv2 dx  0
for all v(x). L can be scaled out by
x = L−1/3xˆ, ψ = L2/3ψˆ and thus φ = L4/3φˆ, (21)
so that it suffices to construct a smooth ψˆ(xˆ), supported in xˆ ∈ (−1/2,0) ∪ (0,1/2) s.t.
1/2∫
−1/2
xˆ−2ψˆ dxˆ = −3
2
while
1/2∫
−1/2
(∂xˆv)
2 dxˆ +
1/2∫
−1/2
ψˆv2 dxˆ  0
for all v(xˆ). This is indeed possible [2, Lemma 5], with an even ψˆ which changes sign from
negative near zero to positive away from zero. In view of (21), one has as desired〈
ζ 2
〉1/2 + 〈(∂xζ )2〉1/2 + 〈(∂2x ζ )2〉1/2 ≈ 〈(∂xφ)2〉1/2
=
(
L−1
L/2∫
−L/2
(∂xφ)
2 dx
)1/2
(21)= L
( 1/2∫
−1/2
(∂xˆ φˆ)
2 dxˆ
)1/2
= O(L).
This yields (12).
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A rather different method was introduced by Giacomelli and Otto [8] and yields a slight
improvement of (12), namely
lim sup
t↑∞
〈
u2
〉1/2 = o(L). (22)
The method is not oblivious to the fact that the linear part’s dispersion relation q2 − q4, cf. (7),
vanishes for q → 0.
We now sketch the argument. It exploits the fact that (1) can be written in conservation form,
i.e.
∂tu + ∂x
(
1
2
u2 + ∂xu+ ∂3xu
)
= 0. (23)
Consider the local version of (5), i.e.
∂t
(
1
2
u2
)
+ ∂x
(
1
3
u3 + u∂xu+ u∂3xu − ∂xu∂2xu
)
= (∂xu)2 −
(
∂2xu
)2
,
which one rewrites as
∂t
(
1
2
u2
)
+ ∂x
(
1
3
u3 + u∂3xu− ∂xu∂2xu
)
= −u∂2xu−
(
∂2xu
)2
= 1
4
u2 −
(
1
2
u + ∂2xu
)2
 1
4
u2. (24)
Upon the rescaling
x = Lxˆ and u = Luˆ, (25)
(23) and (24) turn into
∂t uˆ+ ∂xˆ
(
1
2
uˆ2 + L−2∂xˆ uˆ +L−4∂3xˆ uˆ
)
= 0, (26)
∂t
(
1
2
uˆ2
)
+ ∂xˆ
(
1
3
uˆ3 +L−4uˆ∂3
xˆ
uˆ −L−4∂xˆu∂2xˆ uˆ
)
 1
4
uˆ2. (27)
Hence it is natural to expect that for L  1, uˆ behaves like an entropy solution of the in-
viscid Burgers equation. However, entropy solutions uˆ of the inviscid Burgers equation that
are 1-periodic and that have mean zero decay in time. By an indirect argument, this estab-
lishes (22).
F. Otto / Journal of Functional Analysis 257 (2009) 2188–2245 2195The two main ingredients for carrying out this strategy are the following: The first ingredient
is that, according to [5, Theorem 2.4], uˆ ∈ L4loc((0,∞)×R) is an entropy solution to the inviscid
Burgers equation if
∂t uˆ+ ∂xˆ
(
1
2
uˆ2
)
= 0,
∂t
(
1
2
uˆ2
)
+ ∂xˆ
(
1
3
uˆ3
)
 μ,
in the distributional sense, provided the “entropy production measure” μ has vanishing upper
H1-density in time-space, i.e.
lim
r↓0
μ(Br(t, x))
r
= 0 for every (t, x) ∈ (0,∞) × R.
In particular, this condition is satisfied for
∂t uˆ+ ∂xˆ
(
1
2
uˆ2
)
= 0,
∂t
(
1
2
uˆ2
)
+ ∂xˆ
(
1
3
uˆ3
)
 1
4
uˆ2.
In order to apply this characterization, we need an a priori bound for uˆ in L4loc((0,∞) × R) that
is uniform in L  1. It follows from the estimate
1∫
0
〈
uˆ4
〉
dt  C
〈
uˆ(0, ·)2〉3/2
which is established in [8, Lemma 5.1]. This estimate is the second main ingredient of [8]. Its
proof is motivated by a well-known qualitative argument in the theory of conservation laws,
which goes back to Tartar [14] and DiPerna [6]. The argument is based on the observation that
(26) and (27) imply that (
∂t
∂xˆ
)
·
(
uˆ
1
2 uˆ
2
)
= ∂t uˆ + ∂xˆ
(
1
2
uˆ2
)
,
(
∂t
∂xˆ
)
×
( 1
3 uˆ
3
− 12 uˆ2
)
= −∂t
(
1
2
uˆ2
)
− ∂xˆ
(
1
3
uˆ3
)
are controlled. By a quantification of Murat’s div-curl lemma [11], this yields some control of
(
uˆ
1
2 uˆ
2
)
·
( 1
3 uˆ
3
− 12 uˆ2
)
= 1
12
uˆ4.
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We start by introducing a couple of notations.
Definition 1.
(i) For any suitable L-periodic function u(x) we define the spatial average via
〈u〉 := L−1
L∫
0
u(x)dx.
(ii) For any function u(t, x) which is L-periodic in x and defined for all t  0, and for any
p ∈ [1,∞) we define the time-space average of the pth power via
〈〈|u|p〉〉 := lim sup
T ↑∞
T −1
T∫
0
〈∣∣u(t, ·)∣∣p〉dt.
We note that by Jensen’s inequality we have for 1 p0  p1 < ∞:〈〈|u|p0 〉〉1/p0  〈〈|u|p1 〉〉1/p1 .
We will express our result in terms of fractional, homogeneous Sobolev spaces.
Definition 2.
(i) For any suitable L-periodic function u(x) we define the Fourier series (Fu)(q) via
(Fu)(q) = L−1
L∫
0
exp(iqx)u(x) dx for q ∈ 2πL−1Z.
(ii) For α ∈ R, the α-fractional derivative of u, that is, the L-periodic function (|∂x |αu)(x), is
defined via (F(|∂x |αu))(q) = |q|α(Fu)(q). (28)
We will consider expressions of the form〈∣∣|∂x |αu∣∣p〉1/p.
This is a homogeneous fractional Sobolev norm. Without the L−1 in the spatial average, it is
usually denoted ‖u‖H˙ αp , see for instance [1, Chapter 6.2]. Notice that〈(|∂x |αu)2〉= 〈(∂αx u)2〉 for α ∈ N
and
|∂x |αu = (−1)α/2∂αx u for α ∈ 2N.
However, the proof relies on Besov spaces rather than Sobolev spaces.
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(i) For a Schwartz function φ(x), x ∈ R, we define its Fourier transform (Fφ)(q), q ∈ R via
(Fφ)(q) =
∫
R
eiqxφ(x) dx. (29)
(ii) We select a family {φk(x)}k∈Z of Schwartz functions such that their Fourier transforms
{(Fφk)(q)}k∈Z satisfy
(Fφ0)(q) = 0 only for q with |q| ∈
(
2−1,2
)
, (30)
(Fφk)(q) = (Fφ0)
(
2−kq
)
for all k and q, (31)∑
k∈Z
(Fφk)(q) = 1 for all q = 0. (32)
See for instance [1, 6.1.7 Lemma] for a construction.
(iii) For a suitable function u(x) which is L-periodic in x, we define the Littlewood–Paley de-
composition {uk}k∈Z via
uk = φk ∗ u, (33)
where ∗ denotes convolution in the x-variable.
(iv) For α ∈ R and 1 < p < ∞ and a suitable function u(x) which is L-periodic in x, we will
consider expressions of the form
(∑
k∈Z
2αpk
〈|uk|p〉)1/p.
This is a homogeneous Besov norm. Without the L−1 in the spatial average, it is usually denoted
‖u‖B˙αp,p , see for instance [1, Chapter 6.2]. Notice that for p = 2, the Besov norm ‖u‖B˙αp,p is not
equivalent to the Sobolev norm ‖u‖H˙ αp .
Theorem 1. For any γ > 5/3 there exists a constant C < ∞ with the following property: Con-
sider any L 2 and any function u(t, x) that satisfies (1), (2) and (4).
(i) Then we have 〈〈∣∣|∂x |αu∣∣p〉〉1/p  C lnγ L (34)
for all (α,p) with
1/3 < α < 2 and 1 < p <
10
3 + α , (35)
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k∈Z
2αpk
〈〈|uk|p〉〉)1/p  C lnγ L (36)
for all (α,p) with
1/3 α  2 and 1 p  10
3 + α . (37)
Remark 1.
(i) Clearly, the two “pivotal” norms in the statement of Theorem 1(ii) are(∑
k∈Z
2k
〈〈|uk|3〉〉)1/3 and (∑
k∈Z
24k
〈〈|uk|2〉〉)1/2 ∼ 〈〈(∂2xu)2〉〉1/2.
(ii) We did not attempt to optimize the power 5/3+ of the logarithm within the setting of our
proof. However, the logarithmic term itself seems unavoidable within the setting of our
proof.
(iii) Part (i) of Theorem 1 for 1/3 < α < 2 and p = 2, and part (ii) for α = 2 and p = 2 state that〈〈(|∂x |αu)2〉〉1/2 O(ln5/3+ L) for all 1/3 < α  2.
With the help of Poincaré’s estimate this yields〈〈(|∂x |αu)2〉〉1/2 O(L(1/3−α)+) for all α  1/3.
Hence Theorem 1 improves the best available estimates also for α = 0.
1.5. Method of this paper
In this subsection, we explain the organization of the paper along with main ideas of the proof
of Theorem 1.
In fact, Theorem 1 is a consequence of the following result on the inhomogeneous “capillary”
Burgers equation (38):
Theorem 2. For any γ > 5/2 there exists a constant C < ∞ with the following property: Con-
sider any L  2 and any smooth functions u(t, x) and f (t, x), which are L-periodic in x with
mean zero, and satisfy
∂tu + ∂x
(
1
2
u2
)
+ ∂4xu = |∂x |f , (38)
lim sup
〈
u2
〉1/2  L. (39)t↑∞
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ln−γ L
)∑
k∈Z
2k
〈〈|uk|3〉〉+ (ln−γ /3 L)∑
k∈Z
24k
〈〈|uk|2〉〉 C∑
k∈Z
2k
〈〈|fk|3/2〉〉. (40)
The assumption (39) can be replaced by any polynomial bound of the form
lim supt↑∞〈u2〉1/2  C0Lp . The constant C in (40) will then depend on C0 and p.
Let us comment a bit on (40). This estimate suggests that on the level of the Littlewood–Paley
decomposition, Eq. (38) acts, up to a logarithm, as
∂tuk + 2kuk|uk| + 24kuk = 2kfk. (41)
Indeed, multiplication of (41) with uk , averaging in time-space and applying Hölder’s and
Young’s inequalities on the l.h.s. yields (40). The insight of Theorem 2 thus is that the nonlinear
term ∂x( 12u
2) acts as the coercive term 2kuk|uk|.
Theorem 2 relies on the Propositions 1 and 2.
Proposition 1. Let 0 < α,β < 1 and 1 < p,q < ∞ be given. Let 1 < p∗, q∗ < ∞ denote the
dual exponents, i.e. 1/p+ 1/p∗ = 1/q + 1/q∗ = 1. Then there exists a constant C < ∞ with the
following property: Consider any L 2 and any smooth functions u(t, x), f (t, x), g(t, x) which
are L-periodic in x with mean zero and satisfy
∂tu + ∂x
(
1
2
u2
)
= |∂x |(f + g), (42)
lim sup
t↑∞
〈
u2
〉1/2  L. (43)
Then we have
(
ln−1 L
)∑
k∈Z
2k
〈〈|uk|3〉〉 C(∑
k∈Z
2αpk
〈〈|fk|p〉〉)1/p(∑
k∈Z
2(1−α)p∗k
〈〈|uk|p∗ 〉〉)1/p∗
+C
(∑
k∈Z
2(1−β)q∗k
〈〈|gk|q∗ 〉〉)1/q∗(∑
k∈Z
2βqk
〈〈|uk|q 〉〉)1/q
+C(ln−1 L) ∑
k∈Z
24k
〈〈|uk|2〉〉. (44)
Let us comment a bit on (44). This estimate suggests that on the level of the Littlewood–Paley
decomposition, Eq. (42) acts, up to a logarithm, as
∂tuk + 2kuk|uk| = 2kfk + 2kgk. (45)
Indeed, multiplication of (45) with uk , averaging in time-space and applying Hölder’s and
Young’s inequalities on the l.h.s. yields (44). As for Theorem 2, the main insight of Proposition 1
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2) acts as the coercive term 2kuk|uk|. However, as opposed to
what (45) suggests, the range of the (fractional) order of derivatives is restricted to 0 < α,β < 1.
In order to apply Proposition 1 to (38), we need to set g = −|∂x |−1∂4xu in (42). Hence the
r.h.s. of (44) involves a norm of u in the Besov space B4−βq∗,q∗ , where β < 1 and thus 4 − β > 3,
i.e. with more than 3 derivatives. This requires the following proposition.
Proposition 2. Let 1 < p,q,p∗ < ∞ and α ∈ R be given and related by
1/p + 1/p∗ = 1, p + 1 q  2p and 0 < (6 + α)p/q − 3 < 1. (46)
Then there exists a constant C < ∞ with the following property: If u(t, x), f (t, x) are smooth,
L-periodic in x, and satisfy
∂tu + ∂4xu = −∂x
(
1
2
u2
)
+ |∂x |f, (47)
(i) then we have
∑
k∈Z
2(3+α)pk
〈〈|uk|p〉〉 C(∑
k∈Z
2((6+α)p/q−3)qk
〈〈|uk|q 〉〉+∑
k∈Z
2αpk
〈〈|fk|p〉〉), (48)
(ii) and
∑
k∈Z
24k
〈〈|uk|2〉〉 C(∑
k∈Z
2αpk
〈〈|fk|p〉〉)1/p(∑
k∈Z
2(1−α)p∗k
〈〈|uk|p∗ 〉〉)1/p∗ . (49)
Let us comment a bit on (48). This estimate suggests that on the level of the Littlewood–Paley
decomposition, (47) acts as
∂tuk + 24kuk  2k|uk|2 + 2kfk. (50)
Indeed, multiplication of (50) with uk|uk|p−2, averaging in time-space and applying Hölder’s
and Young’s inequalities on the r.h.s. yields (48). The insight of Proposition 2(i) therefore is
twofold:
• The effect of the nonlinear term −∂x( 12u2) on the r.h.s. of (47) can be estimated by the effect
of the diagonal term 2k|uk|2.
• The fourth-order term ∂4xu on the l.h.s. of (47) acts as the coercive term 24kuk under
the nonlinear test function u|u|p−2. In this sense, it behaves as the second-order ana-
logue −∂2xu, which is surprising since 〈(∂4xu) (u|u|p−2)〉 typically is non-positive as op-
posed to 〈(−∂2xu)(u|u|p−2)〉—reflecting the absence of a maximum principle for the opera-
tor ∂t + ∂4x .
The crucial ingredient for Proposition 1 is a generalization of Oleinik’s E condition for the homo-
geneous inviscid Burgers equation, i.e. (42) with f,g ≡ 0. Oleinik’s E condition [13] states that
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bound which improves over time. More precisely, for arbitrary t, τ  0 it holds
τ∂xu(t, ·) 1 ⇒
(∀s ∈ (0,∞): (τ + s)∂xu(t + s, ·) 1),
more on this in Remark 3. We found a form in which this feature survives for the inhomogeneous
inviscid Burgers equation: We consider the L2-distance to the set of all functions with a given
one-sided Lipschitz bound:
Definition 4. For u(x) L-periodic and τ > 0 we define
D+(u, τ ) := inf{〈(u − ζ )2〉 ∣∣ ζ(x) smooth, L-periodic, τ∂xζ  1},
D−(u, τ ) := inf{〈(u − ζ )2〉 ∣∣ ζ(x) smooth, L-periodic, τ∂xζ −1}.
If u(t, x) is L-periodic in x we use the abbreviation
D±(t, τ ) := D±(u(t, ·), τ).
The idea of monitoring the square of the L2-distance of u to a translation-invariant set of
functions has been introduced in [9, p. 296] in the context of the Kuramoto–Sivashinsky equa-
tion.
Proposition 3. Let 0 < α,β < 1 and 1 < p,q < ∞ be given. Let 1 < p∗, q∗ < ∞ denote the
dual exponents, i.e. 1/p + 1/p∗ = 1/q + 1/q∗ = 1. Let the functions u(t, x), f (t, x), g(t, x) be
smooth, L-periodic in x, and satisfy
∂tu + ∂x
(
1
2
u2
)
= |∂x |(f + g), (51)
lim sup
t↑∞
〈
u2
〉
< ∞. (52)
Let u denote the spatial shift of u by , i.e. u(t, x) = u(t, x +). Then we have:
(i) The function D+(t, τ ) satisfies the differential inequality
∂tD
+ + ∂τD+ + τ−1D+
 4
π
( ∞∫
0
〈∣∣∣∣u − uα
∣∣∣∣p〉d
)1/p( ∞∫
0
〈∣∣∣∣f − f1−α
∣∣∣∣p∗〉d
)1/p∗
+ 4
π
( ∞∫
0
〈∣∣∣∣u − uβ
∣∣∣∣q〉d
)1/q( ∞∫
0
〈∣∣∣∣g − g1−β
∣∣∣∣q∗〉d
)1/q∗
(53)
in the distributional sense.
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sup
τ>0
τ−1
〈
D+
〉+ sup
τ>0
τ−1〈D−〉
 8
π
( ∞∫
0
〈〈∣∣∣∣u − uα
∣∣∣∣p〉〉d
)1/p( ∞∫
0
〈〈∣∣∣∣f − f1−α
∣∣∣∣p∗〉〉d
)1/p∗
+ 8
π
( ∞∫
0
〈〈∣∣∣∣u− uβ
∣∣∣∣q〉〉d
)1/q( ∞∫
0
〈〈∣∣∣∣g − g1−β
∣∣∣∣q∗〉〉d
)1/q∗
, (54)
where 〈D±〉 := lim supT ↑∞ T −1
∫ T
0 D
± dt denotes the time average.
The merit of (54) is that the l.h.s. is cubic in u while the r.h.s. is only quadratic in (u,f )
and (u, g). The scale of Besov norms is appropriate to characterize both the l.h.s. and the r.h.s.
of (54):
Proposition 4. For any 0 < α < 1 and 1 < p < ∞ there exists a constant C < ∞ with the
following property: Let u(t, x) be smooth and L-periodic in x with mean zero.
(i) Then we have
∑
k∈Z
2k
〈〈|uk|3〉〉 C ∞∫
0
τ−1
(〈
D+
〉+ 〈D−〉)dτ
τ
, (55)
(ii) and
∞∫
0
τ−1
(〈
D+
〉+ 〈D−〉)dτ
τ
 (lnM) sup
τ>0
τ−1
(〈
D+
〉+ 〈D−〉)
+ CM−1/2L3 lim sup
t↑∞
〈
u2
〉1/2〈〈(
∂2xu
)2〉〉 for all M  1, (56)
(iii) and
∞∫
0
〈〈∣∣∣∣u − uα
∣∣∣∣p〉〉d  C∑
k∈Z
2αpk
〈〈|uk|p〉〉. (57)
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2.1. Proof of Theorem 1
In this subsection, we derive Theorem 1 from Theorem 2. Fix a γ > 5/3 and an 1/3 < α < 2
and let C < ∞ denote a generic constant which only depends on γ and α.
In applying Theorem 2, we first note that (39) is satisfied because of (22). We then note that
(38) turns into (1) for
f = −|∂x |−1∂2xu. (58)
Step 1. Rewriting the r.h.s. of (40) in terms of u. It holds∑
k∈Z
2k
〈〈|fk|3/2〉〉 C ∑
k∈Z
2(5/2)k
〈〈|uk|3/2〉〉. (59)
Indeed, we notice that because of (30)–(32) we have 1 = ∑k′=k−1,k,k+1 Fφk′ in the support
of Fφk , so that Fφk = Fφk∑k′=k−1,k,k+1 Fφk′ , which turns into φk = φk ∗∑k′=k−1,k,k+1 φk′ .
Hence we have
fk
(33)= φk ∗ f
= φk ∗
∑
k′=k−1,k,k+1
φk′ ∗ f
(58)= −|∂z|−1∂2z φk ∗
∑
k′=k−1,k,k+1
φk′ ∗ u
(33)= −|∂z|−1∂2z φk ∗
∑
k′=k−1,k,k+1
uk′ .
Using the fundamental estimate 〈〈|φ ∗ f |p〉〉1/p  ∫
R
|φ|dz 〈〈|f |p〉〉1/p , we obtain
〈〈|fk|3/2〉〉2/3  ∫
R
∣∣|∂z|−1∂2z φk∣∣dz 〈〈∣∣∣∣ ∑
k′=k−1,k,k+1
uk′
∣∣∣∣3/2〉〉2/3

∫
R
∣∣|∂z|−1∂2z φk∣∣dz ∑
k′=k−1,k,k+1
〈〈|uk′ |3/2〉〉2/3
(31)= 2k
∫
R
∣∣|∂zˆ|−1∂2zˆ φ0∣∣dzˆ ∑
k′=k−1,k,k+1
〈〈|uk′ |3/2〉〉2/3
 C
(
2(3/2)k
∑
k′=k−1,k,k+1
〈〈|uk′ |3/2〉〉)2/3.
Raising to the 3/2th power, multiplying with 2k , and summing over k ∈ Z yields (59).
2204 F. Otto / Journal of Functional Analysis 257 (2009) 2188–2245Step 2. Estimate for the pivotal Besov norms. In this step, we argue that (36) holds for (α,p) =
(1/3,3), (2,2). To this purpose, we derive the estimate
∑
k∈Z
2(5/2)k
〈〈|uk|3/2〉〉 C((∑
k∈Z
2k
〈〈|uk|3〉〉)1/2 +(∑
k∈Z
24k
〈〈|uk|2〉〉)3/4). (60)
We first argue that (60) is sufficient. In view of (59) and (60), the estimate of Theorem 2
((40) with γ replaced by (3/2)γ > 5/2) now turns into
(
ln−(3/2)γ L
)∑
k∈Z
2k
〈〈|uk|3〉〉+ (ln−(1/2)γ L)∑
k∈Z
24k
〈〈|uk|2〉〉
 C
((∑
k∈Z
2k
〈〈|uk|3〉〉)1/2 +(∑
k∈Z
24k
〈〈|uk|2〉〉)3/4)
= C
((
ln(3/2)γ L
)1/2((ln−(3/2)γ L)∑
k∈Z
2k
〈〈|uk|3〉〉)1/2
+ (ln(3/2)γ L)1/4((ln−(1/2)γ L)∑
k∈Z
24k
〈〈|uk|2〉〉)3/4).
By Young’s inequality, this yields
(
ln−(3/2)γ L
)∑
k∈Z
2k
〈〈|uk|3〉〉+ (ln−(1/2)γ L)∑
k∈Z
24k
〈〈|uk|2〉〉 C(ln(3/2)γ L),
or
(∑
k∈Z
2k
〈〈|uk|3〉〉)1/3 +(∑
k∈Z
24k
〈〈|uk|2〉〉)1/2  C(lnγ L),
which is (36) for (α,p) = (1/3,3), (2,2).
It remains to argue in favor of (60), which we split into
∑
k0
2(5/2)k
〈〈|uk|3/2〉〉 C(∑
k∈Z
2k
〈〈|uk|3〉〉)1/2,
∑
k0
2(5/2)k
〈〈|uk|3/2〉〉 C(∑
k∈Z
24k
〈〈|uk|2〉〉)3/4.
Both estimates follow from Jensen’s and Hölder’s inequalities:
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k0
2(5/2)k
〈〈|uk|3/2〉〉∑
k0
22k
(
2k
〈〈|uk|3〉〉)1/2

(∑
k0
24k
)1/2(∑
k0
2k
〈〈|uk|3〉〉)1/2
 C
(∑
k∈Z
2k
〈〈|uk|3〉〉)1/2
and ∑
k0
2(5/2)k
〈〈|uk|3/2〉〉∑
k0
2−(1/2)k
(
24k
〈〈|uk|2〉〉)3/4

(∑
k0
2−2k
)1/4(∑
k0
24k
〈〈|uk|2〉〉)3/4
 C
(∑
k∈Z
24k
〈〈|uk|2〉〉)3/4.
Step 3. Estimate of all Besov norms. In this step, we argue that (36) holds for (α,p) with (37).
As we shall see, this follows from Step 2 and a straightforward interpolation inequality, which
we address first. We set for abbreviation
r(α) := 10
3 + α
and observe that for any 0 θ  1,
α = (1 − θ)α0 + θα1 (61)
yields
1
r(α)
= (1 − θ) 1
r(α0)
+ θ 1
r(α1)
. (62)
The required interpolation estimate is
(∑
k∈Z
2α r(α) k
〈〈|uk|r(α)〉〉) 1r(α)

(∑
k∈Z
2α0r(α0)k
〈〈|uk|r(α0)〉〉) 1r(α0) (1−θ)(∑
k∈Z
2α1r(α1)k
〈〈|uk|r(α1)〉〉) 1r(α1) θ . (63)
Indeed, it follows via Hölder’s inequality in (t, x):
〈〈|uk|r(α)〉〉 1r(α) (62) 〈〈|uk|r(α0)〉〉 1r(α0) (1−θ)〈〈|uk|r(α1)〉〉 1r(α1) θ ,
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2αk
〈〈|uk|r(α)〉〉 1r(α) (61) (2α0 k 〈〈|uk|r(α0)〉〉 1r(α0) )1−θ (2α1 k 〈〈|uk|r(α1)〉〉 1r(α1) )θ .
Thus (63) follows from Hölder’s inequality in k.
From Step 2 and (63) for α0 = 1/3 and α1 = 2 we learn that (36) holds for all (α, r(α)) with
1/3 α  2. By Jensen’s inequality we obtain the full range of (37).
Step 4. Estimate of Sobolev norms. In this step, we argue that (34) holds. As we shall see, this
follows from Step 3 and the following interpolation estimate (in additive form):
〈〈||∂x |αu|p〉〉1/p  C((∑
k∈Z
2α0pk
〈〈|uk|p〉〉)1/p +(∑
k∈Z
2α1pk
〈〈|uk|p〉〉)1/p), (64)
which holds provided
α0 < α < α1. (65)
Indeed, since the set S of all (α,p) satisfying (35) is open, we have that for any (α,p) ∈ S , there
exist α0, α1 with (65) such that (α0,p), (α1,p) ∈ S . Hence (36) yields (34) via (64).
The interpolation estimate (64) is standard, we reproduce its elementary proof for the con-
venience of the reader. Since (33) and (32) imply that u = ∑k∈Z uk , we have by the triangle
inequality 〈〈∣∣|∂x |αu∣∣p〉〉1/p ∑
k∈Z
〈〈∣∣|∂x |αuk∣∣p〉〉1/p.
As in Step 1 we argue that〈〈∣∣|∂x |αuk∣∣p〉〉1/p  C ∑
k′=k−1,k,k+1
2αk
〈〈|uk|p〉〉1/p,
so that 〈〈∣∣|∂x |αu∣∣p〉〉1/p  C∑
k∈Z
2αk
〈〈|uk|p〉〉1/p.
In view of this, (64) follows from
∑
k0
2αk
〈〈|uk|p〉〉1/p  C(∑
k∈Z
2α1pk
〈〈|uk|p〉〉)1/p,
∑
k0
2αk
〈〈|uk|p〉〉1/p  C(∑
k∈Z
2α0pk
〈〈|uk|p〉〉)1/p.
These estimates in turn follow from Hölder’s inequality:
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k0
2αk
〈〈|uk|p〉〉1/p = ∑
k0
2(α−α1)k
(
2α1pk
〈〈|uk|p〉〉)1/p

(∑
k0
2(α−α1)kp∗
)1/p∗(∑
k0
2α1pk
〈〈|uk|p〉〉)1/p
(65)
 C
(∑
k∈Z
2α1pk
〈〈|uk|p〉〉)1/p,
and similarly for the second estimate.
2.2. Proof of Theorem 2
In this subsection, we derive Theorem 2 from Proposition 1 and Proposition 2. For notational
convenience, we introduce the abbreviations
J :=
∑
k∈Z
2k
〈〈|fk|3/2〉〉,
I (α) :=
∑
k∈Z
2αr(α)k
〈〈|uk|r(α)〉〉, (66)
where r(α) is defined as in Step 3 of the proof of Theorem 1, i.e. r(α) := 103+α . We note that
I (1/3)1/3 and I (2)1/2 are just the pivotal norms. Let C < ∞ denote a generic constant which
only depends on β , where we think of β as very close to 1 (in a first reading, we recommend to
think of β = 1).
Step 1. Reformulation of the results of Propositions 1 and 2. In this step, we argue that for any
β ∈ (1/3,1),
(
ln−1 L
)
I (1/3) C
(
J 2/3I (1/3)1/3 + I (4 − β) 7−β10 I (β) 3+β10 + I (2)), (67)
I (11/3) C
(
I (β) + J ), (68)
I (2) CJ 2/3I (1/3)1/3. (69)
We start with (67) which we derive from Proposition 1 with
g = −|∂x |−1∂4xu, (70)
so that (38) turns into (42). As in Step 1 of the proof of Theorem 1, we have∑
k∈Z
2(1−β)q∗k
〈〈|gk|q∗ 〉〉 C ∑
k∈Z
2(4−β)q∗k
〈〈|uk|q∗ 〉〉. (71)
Furthermore, we apply Proposition 1 with the exponents
α = 2/3, p = 3/2, and q = r(β) β∈(1/3,1)∈ (5/2,3), (72)
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p∗ (72)= 3 = r(1/3) (72)= r(1 − α), q∗ (72)= r(4 − β). (73)
Therefore, (44) turns as desired into (67) (where we use lnL ln 2 > 0 to neglect ln−1 L in front
of I (2)).
We use Proposition 2(i) for the same choice of exponents, cf. (72). The last statement in (72)
turns into the middle admissibility condition (46). Also the last admissibility condition in (46) is
automatically satisfied since by (72):
(6 + α)p/q − 3 = 10/q − 3 = β.
Notice furthermore that
p
(72)= 3/2 = r(11/3) (72)= r(3 + α),
so that (48) turns as desired into (68).
Finally, we use Proposition 2(ii) for the same choice of exponents. In view of (73), (49) turns
into (69).
Step 2. Conclusion. In this step, we show that for any γ > 5/2, there exists a C < ∞ such that(
ln−γ L
)
I (1/3)+ (ln−γ /3 L) I (2) CJ, (74)
which is a reformulation of (40). We will use the results from Step 1 and the interpolation in-
equalities
I (4 − β) I (11/3) 4(2−β)7−β I (2) 3β−17−β , (75)
I (β) I (2)
3β−1
3+β I (1/3)
2(2−β)
3+β . (76)
Inequality (75) (and analogously (76)) are special cases of the interpolation inequality established
in Step 3 of the proof of Theorem 1. This can best be seen by rewriting (75) as
I (4 − β) 1r(4−β)  (I (11/3) 1r(11/3) ) 3(2−β)5 (I (2) 1r(2) ) 3β−15 ,
and noticing that
1 = 3(2 − β)
5
+ 3β − 1
5
, 4 − β = 3(2 − β)
5
11/3 + 3β − 1
5
2.
The inequalities (67), (68), (69), (75) and (76) are all we need to conclude. We first eliminate
I (2) with help of (69) in (67), (75) and (76):(
ln−1 L
)
I (1/3) C
(
J 2/3I (1/3)1/3 + I (4 − β) 7−β10 I (β) 3+β10 ), (77)
I (4 − β) CJ 2(β−1/3)7−β I (11/3) 4(2−β)7−β I (1/3) β−1/37−β , (78)
I (β) CJ
2(β−1/3)
3+β I (1/3)
11/3−β
3+β . (79)
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I (4 − β) C(J 2(β−1/3)7−β I (β) 4(2−β)7−β I (1/3) β−1/37−β + J 22/3−2β7−β I (1/3) β−1/37−β ). (80)
We thus obtain
I (4 − β) 7−β10 I (β) 3+β10
(80)
 C
(
J
2(β−1/3)
10 I (β)
11−3β
10 I (1/3)
β−1/3
10 + J 22/3−2β10 I (β) 3+β10 I (1/3) β−1/310 )
(79)
 C
(
J
−6β2+44β−14
15(3+β) I (1/3)
6β2−29β+59
15(3+β) + J 2/3I (1/3)1/3).
Inserting this into (77) yields
(
ln−1 L
)
I (1/3) C
(
J
−6β2+44β−14
15(3+β) I (1/3)
6β2−29β+59
15(3+β) + J 2/3I (1/3)1/3).
An application of Young’s inequality yields
(
ln−1 L
)
I (1/3) C
((
ln
6β2−29β+59
−6β2+44β−14 L
)
J + (ln1/2 L)J ). (81)
We notice that
lim
β↑1
6β2 − 29β + 59
−6β2 + 44β − 14 = 3/2.
Since lnL ln 2 > 0, this implies that the first term on the r.h.s. of (81) is dominant. Hence for
any γ > 5/2 there exists a constant C < ∞ such that(
ln−γ L
)
I (1/3) CJ.
Together with (69) this implies (74).
2.3. Proof of Proposition 1
In this subsection, we derive Proposition 1 from Propositions 3 and 4.
Step 1. Sobolev vs. Besov norm. In this step, we argue that〈〈(
∂2xu
)2〉〉 C∑
k∈Z
24k
〈〈
u2k
〉〉
. (82)
This estimate is standard, we reproduce the argument for the convenience of the reader. By
Plancherel and (33), (82) translates into the following inequality on the level of Fourier multipli-
ers:
|q|4  C
∑
24k
∣∣(Fφk)(q)∣∣2.k∈Z
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|q| ∈ (2k−1,2k]. (83)
Then we have by (30)–(32)
(Fφk−1)(q) + (Fφk)(q) = 1, (84)
so that as desired
|q|4 (83) 24k
(84)
 24k
(
(Fφk−1)(q) + (Fφk)(q)
)2
 25
(
24(k−1)
∣∣(Fφk−1)(q)∣∣2 + 24k∣∣(Fφk)(q)∣∣2).
Step 2. Conclusion. Since (43) implies (52), we may apply Proposition 3(ii). We start from
estimate (54), we replace the r.h.s. according to Proposition 4(iii). For the l.h.s. we combine
Proposition 4 (i) and (ii), where we choose M = L8, with (43) and Step 1 to
∑
k∈Z
2k
〈〈|uk|3〉〉 (55) C ∞∫
0
τ−1
(〈
D+
〉+ 〈D−〉)dτ
τ
(56)
 8(lnL) sup
τ>0
τ−1
(〈
D+
〉+ 〈D−〉)
+CL−1 lim sup
t↑∞
〈
u2
〉1/2〈〈(
∂2xu
)2〉〉
(43)
 8(lnL) sup
τ>0
τ−1
(〈
D+
〉+ 〈D−〉)+ C〈〈(∂2xu)2〉〉
(82)
 8(lnL) sup
τ>0
τ−1
(〈
D+
〉+ 〈D−〉)+ C∑
k∈Z
24k
〈〈
u2k
〉〉
.
We use this estimate to replace the l.h.s. of (54), yielding (44).
2.4. Proof of Proposition 2
Proof of Proposition 2(i). Let C < ∞ denote a generic constant that only depends on α, p,
and q .
Step 1. Narrow-bandedness in Fourier space. Before embarking on the proof of Proposi-
tion 2(i) proper, we establish the following: Assume that 0 < δ  2/3 and that u(x) is a smooth
L-periodic function which is narrow-banded in Fourier space in the sense that
F(u)(q) = 0 for all q with ∣∣|q| − 1∣∣ δ. (85)
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for some universal constant C.
To show this, we select a Schwartz function φ(z), z ∈ R, such that its Fourier transform
(Fφ)(q) = ∫
R
exp(iqz)φ(z) dz, q ∈ R, satisfies
(Fφ)(q) =
{ 1 for |q| 1
0 for |q| 2
}
. (87)
Consider the rescaled and modulated version φδ of φ:
φδ(z) := 2(cos z)δφ(δ z). (88)
Since 2(cos z) = exp(iz)+ exp(−iz) we have (Fφδ)(q) = (Fφ)((q + 1)/δ)+ (Fφ)((q − 1)/δ)
so that by (87), we have due to δ  2/3
(Fφδ)(q) = 1 for
∣∣|q| − 1∣∣ δ. (89)
Since (F(φδ ∗ u))(q) = (Fφδ)(q)(Fu)(q), q ∈ 2πL−1Z, (85) and (89) imply (F(φδ ∗ u))(q) =
(Fu)(q), which means that φδ leaves u invariant under convolution, i.e.
u = φδ ∗ u. (90)
Now (86) follows easily because (90) implies the representation
∂4xu − u =
(
∂4z φδ − φδ
) ∗ u.
Indeed, we obtain on the one hand
〈∣∣∂4xu− u∣∣p〉1/p  ∫
R
∣∣∂4z φδ − φδ∣∣dz 〈|u|p〉1/p. (91)
On the other hand, because of ∂4z cos z = cos z we obtain from the representation (88) that(
∂4z φδ − φδ
)
(z) = 8(sin z)δ2∂zφ(δz) − 12(cos z)δ3∂2z φ(δz)
− 8(sin z)δ4∂3z φ(δz) + 2(cos z)δ5∂4z φ(δz),
so that, since φ is a Schwartz function and δ  23  1, we have∫
R
∣∣∂4z φδ − φδ∣∣dz Cδ. (92)
Inserting (92) into (91) yields (86).
2212 F. Otto / Journal of Functional Analysis 257 (2009) 2188–2245Step 2. Energy estimate. In this step we argue that there exists a universal δ > 0 and C with
the following property: Consider smooth functions u(t, x), v(t, x), g(t, x) which are L-periodic
in x. Suppose that u satisfies the “capillary” advection equation
∂tu + v∂xu + ∂4xu = f + g (93)
and is narrow-banded in Fourier space as in Step 1, i.e.
F(u(t, ·))(q) = 0 for all t and q with ∣∣|q| − 1∣∣ δ. (94)
We claim that under these assumptions we have〈〈|u|p〉〉 C(〈〈|u|q 〉〉+ 〈〈|∂xv|q 〉〉+ 〈〈|g|q/2〉〉+ 〈〈|f |p〉〉). (95)
Indeed, let A(z) be a smooth approximation of
A(z) = 1
p
|z|p. (96)
We obtain from (93):
∂t
〈
A(u)
〉= −〈A′(u)v∂xu〉− 〈A′(u)∂4xu〉+ 〈A′(u)g〉+ 〈A′(u)f 〉.
Because of 〈A′(u)v∂xu〉 = 〈∂x(A(u))v〉 = −〈A(u)∂xv〉, the above turns into
∂t
〈
A(u)
〉+ 〈A′(u)∂4xu〉= 〈A(u)∂xv〉+ 〈A′(u)g〉+ 〈A′(u)f 〉. (97)
At this stage, we may carry out our approximation argument in A so that (97) holds for (96).
Unfortunately, as opposed to the second-order term −〈A′(u)∂2xu〉, the fourth-order term
〈A′(u)∂4xu〉 is in general not a non-negative term for convex A. However, we will show with
help of Step 1 that the narrow-bandedness (94) implies the positivity of this term:
〈
A′(u)∂4xu
〉= 〈signu|u|p−1∂4xu〉 12 〈|u|p〉, (98)
for δ small enough. Indeed, by Step 1 we have for δ small enough:
〈∣∣∂4xu − u∣∣p〉1/p  12 〈|u|p〉1/p. (99)
Inequality (98) follows from (99) via Hölder’s inequality with (p/(p − 1),p):〈
signu|u|p−1∂4xu
〉= 〈signu|u|p−1u〉+ 〈signu|u|p−1(∂4xu − u)〉

〈|u|p〉− 〈|u|p〉1−1/p〈∣∣u − ∂4xu∣∣p〉1/p.
We now return to (97) with A given by (96), in which we insert (98), yielding
1
∂t
〈|u|p〉+ 1 〈|u|p〉 1 〈|u|p|∂xv|〉+ 〈|u|p−1|g|〉+ 〈|u|p−1|f |〉. (100)p 2 p
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1
2
〈〈|u|p〉〉 1
p
〈〈|u|p|∂xv|〉〉+ 〈〈|u|p−1|g|〉〉+ 〈〈|u|p−1|f |〉〉. (101)
For the third term of the r.h.s. of (101) we use Hölder’s and Young’s inequality with
(p/(p − 1),p) yielding
〈〈|u|p−1|f |〉〉 〈〈|u|p〉〉(p−1)/p〈〈|f |p〉〉1/p  1
12
〈〈|u|p〉〉+C〈〈|f |p〉〉. (102)
Since
p − 1 =
(
1 − 1
q − p
)
p +
(
1
q − p −
2
q
)
q,
1 =
(
1 − 1
q − p
)
+
(
1
q − p −
2
q
)
+ 2
q
,
1 − 1
q − p
(46)
 0, 1
q − p −
2
q
(46)
 0,
we obtain by Hölder’s and Young’s inequalities for the middle term on the r.h.s. of (101)
〈〈|u|p−1|g|〉〉= 〈〈|u|(1− 1q−p )p|u|( 1q−p − 2q )q |g|〉〉

〈〈|u|p〉〉1− 1q−p 〈〈|u|q 〉〉 1q−p − 2q 〈〈|g|q/2〉〉2/q
 1
12
〈〈|u|p〉〉+C(〈〈|u|q 〉〉+ 〈〈|g|q/2〉〉). (103)
Likewise, since
p =
(
1 − 1
q − p
)
p +
(
1
q − p −
1
q
)
q,
1 =
(
1 − 1
q − p
)
+
(
1
q − p −
1
q
)
+ 1
q
,
we obtain for the first term on the r.h.s. of (101)
〈〈|u|p|∂xv|〉〉= 〈〈|u|
(
1− 1
q−p
)
p|u|
(
1
q−p − 1q
)
q |∂xv|
〉〉

〈〈|u|p〉〉1− 1q−p 〈〈|u|q 〉〉 1q−p − 1q 〈〈|∂xv|q 〉〉1/q
 1
12
〈〈|u|p〉〉+C(〈〈|u|q 〉〉+ 〈〈|∂xv|q 〉〉). (104)
Inserting (102), (103) and (104) into (101) yields (95).
2214 F. Otto / Journal of Functional Analysis 257 (2009) 2188–2245Step 3. Commutator estimates. Let φ be a (universal) Schwartz function to be fixed in Step 4.
Given a smooth L-periodic function v(x), we are interested in the commutator [v,φ∗] of the
operation “multiplication with v” and the operation “convolution with φ”, that is,
[v,φ∗]w := v(φ ∗ w)− φ ∗ (vw) (105)
for any smooth L-periodic function w. In this step, we shall establish the two estimates
〈∣∣[v,φ∗]∂xw∣∣q/2〉 C〈|∂xv|q 〉1/2〈|w|q 〉1/2, (106)〈∣∣[v,φ∗]w∣∣q/2〉 C〈|∂xv|q 〉1/2〈|w|q 〉1/2. (107)
Both estimates rely on the elementary inequality
〈( ∫
R
∣∣φ(z)∣∣∣∣v(· − tz)∣∣∣∣w(· − z)∣∣dz)q/2〉2/q  ∫
R
∣∣φ(z)∣∣dz 〈|v|q 〉1/q 〈|w|q 〉1/q, (108)
where t ∈ [0,1], which we shall establish for the convenience of the reader.
Using Hölder’s inequality with (q/(q − 2), q, q), we obtain for the inner integral of (108):
( ∫
R
∣∣φ(z)∣∣∣∣v(x − tz)∣∣∣∣w(x − z)∣∣dz)q/2
=
( ∫
R
∣∣φ(z)∣∣1−2/q(∣∣φ(z)∣∣1/q ∣∣v(x − tz)∣∣)(∣∣φ(z)∣∣1/q ∣∣w(x − z)∣∣)dz)q/2

( ∫
R
∣∣φ(z)∣∣dz)q/2−1( ∫
R
∣∣φ(z)∣∣∣∣v(x − tz)∣∣q dz)1/2( ∫
R
∣∣φ(z)∣∣∣∣w(x − z)∣∣q dz)1/2.
Using Cauchy–Schwarz in x we conclude
〈( ∫
R
∣∣φ(z)∣∣∣∣v(· − tz)∣∣∣∣w(· − z)∣∣dz)q/2〉

( ∫
R
∣∣φ(z)∣∣dz)q/2−1〈∫
R
∣∣φ(z)∣∣∣∣v(· − tz)∣∣q dz〉1/2〈∫
R
∣∣φ(z)∣∣∣∣w(· − z)∣∣q dz〉1/2
=
( ∫
R
∣∣φ(z)∣∣dz)q/2−1( ∫
R
∣∣φ(z)∣∣〈∣∣v(· − tz)∣∣q 〉dz)1/2( ∫
R
∣∣φ(z)∣∣〈∣∣w(· − z)∣∣q 〉dz)1/2
=
( ∫ ∣∣φ(z)∣∣dz)q/2〈|v|q 〉1/2〈|w|q 〉1/2,R
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in the last identity. This establishes (108).
We now turn to (107). For this purpose, we write
([v,φ∗]w)(x) = v(x)∫
R
φ(z)w(x − z) dz −
∫
R
φ(z)v(x − z)w(x − z) dz
=
∫
R
φ(z)
(
v(x) − v(x − z))w(x − z) dz
=
1∫
0
∫
R
φ(z)z∂xv(x − tz)w(x − z) dz dt,
so that
∣∣([v,φ∗]w)(x)∣∣ sup
t∈[0,1]
∫
R
∣∣φ(z)z∣∣∣∣∂xv(x − tz)∣∣∣∣w(x − z)∣∣dz.
Applying (108) with φ(z) replaced by φ(z)z and v replaced by ∂xv, we obtain as desired
〈∣∣[v,φ∗]w∣∣q/2〉2/q  ∫
R
∣∣φ(z)z∣∣dz 〈|∂xv|q 〉1/q 〈|w|q 〉1/q
 C
〈|∂xv|q 〉1/q 〈|w|q 〉1/q .
For (106) we write
([v,φ∗]∂xw)(x) = ∫
R
φ(z)
(
v(x) − v(x − z))∂xw(x − z) dz
=
∫
R
∂zφ(z)
(
v(x) − v(x − z))w(x − z) dz
+
∫
R
φ(z)∂xv(x − z)w(x − z) dz
=
1∫
0
∫
R
∂zφ(z)z∂xv(x − tz)w(x − z) dz dt
+
∫
R
φ(z)∂xv(x − z)w(x − z) dz,
so that
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t∈[0,1]
∫
R
∣∣∂zφ(z)z∣∣∣∣∂xv(x − tz)∣∣∣∣w(x − z)∣∣dz
+
∫
R
∣∣φ(z)∣∣∣∣∂xv(x − z)∣∣∣∣w(x − z)∣∣dz.
Thus the triangle inequality and (108) yield as desired
〈∣∣[v,φ∗]∂xw∣∣q/2〉2/q  ∫
R
∣∣∂zφ(z)z∣∣dz〈|∂xv|q 〉1/q 〈|w|q 〉1/q
+
∫
R
∣∣φ(z)∣∣dz〈|∂xv|q 〉1/q 〈|w|q 〉1/q
 C
〈|∂xv|q 〉1/q 〈|w|q 〉1/q .
Step 4. Non-dyadic Littlewood–Paley decomposition. Set
θ˜ = 1 + δ
where δ > 0 is as in Step 2. Let {φ˜k(x)}k∈Z be a family of Schwartz functions such that their
Fourier transforms {(F φ˜k)(q)}k∈Z satisfy
(F φ˜0)(q) = 0 only for q with |q| ∈
(
θ˜−1, θ˜
)
, (109)
(F φ˜k)(q) = (F φ˜0)
(
θ˜−kq
)
for all k and q, (110)∑
k∈Z
(F φ˜k)(q) = 1 for all q. (111)
Usually, this construction is carried out for δ = 1, see for instance [1, 6.1.7 Lemma], but it easily
adapts to the general case.
We consider the related Littlewood–Paley decomposition
u˜k(t, ·) := φ˜k ∗ u(t, ·) and f˜k(t, ·) := φ˜k ∗ f (t, ·), (112)
where u and f are as in the statement of Proposition 2. In this step, we investigate
u˜0, v˜0 :=
∑
k−1
u˜k, and w˜0 :=
∑
k0
u˜k. (113)
We claim that
〈〈|u˜0|p〉〉 C(〈〈|u˜0|q 〉〉+ 〈〈|∂xv˜0|q 〉〉+ 〈〈|w˜0|q 〉〉+ ∑ 〈〈|f˜k|p〉〉). (114)
k=−1,0,1
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(109) and (112), u˜0 satisfies (94) (using (θ˜−1, θ˜ ) = ((1 + δ)−1,1 + δ) ⊂ (1 − δ,1 + δ)). It thus
remains to show that we have
∂t u˜0 + v˜0∂xu˜0 + ∂4x u˜0 = |∂x |f˜0 + g, (115)
with 〈〈||∂x |f˜0|p〉〉 C ∑
k=−1,0,1
〈〈|f˜k|p〉〉, (116)
〈〈|g|q/2〉〉 C(〈〈|∂xv˜0|q 〉〉+ 〈〈|w˜0|q 〉〉). (117)
Estimate (116) follows as in Step 1 of the proof of Theorem 1. For (117), we start by rewriting
Eq. (47). Since by (111) and (112) and (113) we have u = v˜0 + w˜0, we obtain
∂x
(
1
2
u2
)
= u∂xu
= v˜0∂xu + w˜0∂xu
= v˜0∂xu + w˜0∂xv˜0 + w˜0∂xw˜0
= v˜0∂xu + w˜0∂xv˜0 + ∂x
(
1
2
w˜20
)
.
Hence we obtain from (47)
∂tu + v˜0∂xu+ ∂4xu = −w˜0∂xv˜0 − ∂x
(
1
2
w˜20
)
+ |∂x |f.
We now apply the operator φ˜0∗ to this identity and recall the definitions (112). Because of
φ˜0 ∗ (v˜0∂xu) = v˜0(φ˜0 ∗ ∂xu) − [v˜0, φ˜0∗]∂xu = v˜0∂xu˜0 − [v˜0, φ˜0∗]∂xu,
we obtain (115) with r.h.s. g defined by
g = [v˜0, φ˜0∗]∂xu − φ˜0 ∗ (w˜0∂xv˜0) − φ˜0 ∗ ∂x
(
1
2
w˜20
)
= [v˜0, φ˜0∗]∂xv˜0 (118)
+ [v˜0, φ˜0∗]∂xw˜0 (119)
− φ˜0 ∗ (w˜0∂xv˜0) (120)
+ 1
2
∂zφ˜0 ∗ w˜20. (121)
It remains to check the estimates (116) and (117). For (118) we obtain by (107) applied to
(φ˜, v,w) = (φ˜0, v˜0, ∂x v˜0) 〈∣∣[v˜0, φ˜0∗]∂xv˜0∣∣q/2〉 C〈|∂xv˜0|q 〉.
2218 F. Otto / Journal of Functional Analysis 257 (2009) 2188–2245For (119) we appeal to (106) applied to (φ˜, v,w) = (φ˜0, v˜0, w˜0)〈∣∣[v˜0, φ˜0∗]∂xw˜0∣∣q/2〉 C〈|∂xv˜0|q 〉1/2〈|w˜0|q 〉1/2  C(〈|∂xv˜0|q 〉+ 〈|w˜0|q 〉).
For (120) we argue as follows:
〈∣∣φ˜0 ∗ (w˜0∂xv˜0)∣∣q/2〉 ( ∫
R
|φ˜0|dz
)q/2〈|w˜0∂xv˜0|q/2〉
 C
〈|∂xv˜0|q 〉1/2〈|w˜0|q 〉1/2
 C
(〈|∂xv˜0|q 〉+ 〈|w˜0|q 〉).
For (121) finally we notice
〈∣∣∂zφ˜0 ∗ w˜20∣∣q/2〉 C( ∫
R
|∂zφ˜0|dz
)q/2〈|w˜20|q/2〉 C〈|w˜0|q 〉.
This concludes the proof of (117).
Step 5. Scaling. In this step, we argue that for any  ∈ Z
θ˜ (3+α)p
〈〈|u˜|p〉〉 C(θ˜ ((6+α)p/q−4)q〈〈|∂xv˜|q 〉〉+ θ˜ ((6+α)p/q−3)q〈〈|w˜|q 〉〉
+ θ˜ ((6+α)p/q−3)q〈〈|u˜|q 〉〉+ ∑
k=−1,,+1
θ˜ αp
〈〈|f˜k|p〉〉), (122)
where v˜ and w˜ are defined analogously to v˜0 and w˜0 in (113), that is,
v˜ :=
∑
k−1
u˜k, w˜ :=
∑
k
u˜k. (123)
Indeed, we notice that the change of variables
x = θ˜−xˆ, t = θ˜−4tˆ , u = θ˜3uˆ, f = θ˜6fˆ (124)
leaves (47) invariant. Notice that (110) translates into
φ˜k(z) = θ˜ kφ˜0
(
θ˜ kz
)
, (125)
so that
θ˜−φ˜k
(
θ˜−zˆ
)= φ˜k−(zˆ).
Hence we deduce from (124) the following relation between the Littlewood–Paley decomposi-
tions
u˜k = θ˜3 ˜̂uk−, f˜k = θ˜6 ̂˜fk−.
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u˜ = θ˜3 ̂˜u0, ∂x v˜ = θ˜4∂xˆ ̂˜v0, w˜ = θ˜3̂˜w0.
Hence (114), applied to (tˆ , xˆ, uˆ, fˆ ) yields in terms of (t, x,u,f ):
θ˜−3p
〈〈|u˜|p〉〉 C(θ˜−4q〈〈|∂xv˜|q 〉〉+ θ˜−3q〈〈|w˜|q 〉〉
+ θ˜−3q〈〈|u˜|q 〉〉+ θ˜−6p ∑
k=−1,,+1
〈〈|f˜k|p〉〉).
Multiplication with θ˜ (6+α)p yields (122).
Step 6. Estimate in Besov norm based on a non-dyadic Littlewood–Paley decomposition. In
this step we establish the analogue of the statement of Proposition 2(i) for the Besov norm based
on the non-dyadic Littlewood–Paley decomposition from Step 4. More precisely, we will make
use of
α′ := (6 + α)p/q − 3 (46)∈ (0,1)
to show that ∑
∈Z
θ˜ (3+α)p
〈〈|u˜|p〉〉 C(∑
∈Z
θ˜ α
′q〈〈|u˜|q 〉〉+∑
∈Z
θ˜ αp
〈〈|f˜|p〉〉). (126)
Starting point is (122), which we sum over  ∈ Z to obtain
∑
∈Z
θ˜ (3+α)p
〈〈|u˜|p〉〉 C(∑
∈Z
θ˜ (α
′−1)q〈〈|∂xv˜|q 〉〉+∑
∈Z
θ˜ α
′q〈〈|w˜|q 〉〉
+
∑
∈Z
θ˜ α
′q〈〈|u˜|q 〉〉+∑
∈Z
θ˜ αp
〈〈|f˜|p〉〉).
Hence it remains to show∑
∈Z
θ˜ (α
′−1)q〈〈|∂xv˜|q 〉〉∑
∈Z
θ˜ α
′q〈〈|u˜|q 〉〉, (127)
∑
∈Z
θ˜ α
′q〈〈|w˜|q 〉〉∑
∈Z
θ˜ α
′q〈〈|u˜|q 〉〉. (128)
Estimate (127) relies on α′ < 1, whereas (128) requires α′ > 0. Since the argument for (128) is
similar, we restrict ourselves to (127). We start by noticing that with help of the triangle inequality
we obtain from (123) 〈〈|∂xv˜|q 〉〉1/q  ∑ 〈〈|∂xu˜k|q 〉〉1/q . (129)k−1
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k′=k−1,k,k+1
〈〈|u˜k′ |q 〉〉1/q . (130)
We combine (129) and (130) to
θ˜ (α
′−1)〈〈|∂xv˜|q 〉〉1/q  C∑
k
θ˜ (α
′−1)+k 〈〈|u˜k|q 〉〉1/q . (131)
Introducing the abbreviations
A := θ˜ (α′−1)
〈〈|∂xv˜|q 〉〉1/q, Bk := θ˜ α′k 〈〈|u˜k|q 〉〉1/q,
(131) and (127) translate into
A  C
∑
k
θ˜−(1−α′)(−k)Bk, (132)
∑
∈Z
A
q
  C
∑
k∈Z
B
q
k . (133)
Notice that (132) states that {A}∈Z can be estimated by the discrete convolution of {Bk}k∈Z
with the sequence
{ 0 for k′ > 0
θ˜−(1−α′)|k′| for k′  0
}
.
Since this sequence is summable (because of α′ < 1), this observation entails (133).
Step 7. Conclusion of Proposition 2(i). In view of Step 6, we just have to show that the Besov
norms based on the non-dyadic Littlewood–Paley decomposition introduced in Step 4 and those
based on the dyadic Littlewood–Paley decomposition are comparable. Hence let {g}∈Z be the
dyadic Littlewood–Paley decomposition of some given L-periodic function g, see Definition 3.
In view of (126), it remains to show for arbitrary 1 < p < ∞ and α ∈ R∑
∈Z
θ˜ αp
〈〈|g˜|p〉〉 C∑
k∈Z
2αpk
〈〈|gk|p〉〉,
∑
∈Z
2αp
〈〈|g|p〉〉 C∑
k∈Z
θ˜ αpk
〈〈|g˜k|p〉〉.
To symmetrize the argument, we generalize {g}∈R to be a Littlewood–Paley decomposition
w.r.t. 2 replaced by some θ > 1. It then remains to show∑
θαp
〈〈|g|p〉〉 C∑ θ˜ αpk 〈〈|g˜k|p〉〉. (134)∈Z k∈Z
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λ := ln θ
ln θ˜
∈ (0,∞) so that θ = θ˜ λ. (135)
Notice that (
θ−1, θ+1
)⊂ (θ˜ [(−1)λ], θ˜ [(+1)λ]+1), (136)
where [x] denotes the largest integer  x. We retain for later purpose that for all  ∈ Z[
( + 1)λ]+ 1 − [( − 1)λ] ( + 1)λ + 1 − (( − 1)λ − 1)
 2λ+ 2 C (137)
and that for all k ∈ Z
#
{
 ∈ Z ∣∣ k ∈ {[( − 1)λ], . . . , [( + 1)λ]+ 1}}
 #
{
 ∈ Z ∣∣ k > ( − 1)λ− 1 and k  ( + 1)λ+ 1}
= #
{
 ∈ Z
∣∣∣  < 1
λ
(k + 1) + 1 and  1
λ
(k − 1) − 1
}

(
1
λ
(k + 1) + 1
)
−
(
1
λ
(k − 1) − 1
)
= 2
λ
+ 2 C. (138)
By the properties (109)–(111) we have
supp Fφ ⊂
[
θ−1, θ+1
]∪ [−θ−1,−θ+1],
k+∑
k=k−
F φ˜k = 1 on
[
θ˜ k− , θ˜ k+
]∪ [−θ˜ k− ,−θ˜ k+],
so that (136) implies
Fφ = Fφ
[(+1)λ]+1∑
k=[(−1)λ]
F φ˜k.
As in Step 6, this translates into
g = φ ∗ g = φ ∗
[(+1)λ]+1∑
k=[(−1)λ]
φ˜k ∗ g = φ ∗
[(+1)λ]+1∑
k=[(−1)λ]
g˜k.
From this representation we obtain the estimate
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R
|φ|dz
〈〈∣∣∣∣∣
[(+1)λ]+1∑
k=[(−1)λ]
g˜k
∣∣∣∣∣
p〉〉1/p

∫
R
|φ0|dzˆ
[(+1)λ]+1∑
k=[(−1)λ]
〈〈|g˜k|p〉〉1/p
 C
[(+1)λ]+1∑
k=[(−1)λ]
〈〈|g˜k|p〉〉1/p.
We thus obtain by Hölder’s inequality in k
〈〈|g|p〉〉  C∣∣[( + 1)λ]+ 1 − [( − 1)λ]∣∣p−1 [(+1)λ]+1∑
k=[(−1)λ]
〈〈|g˜k|p〉〉
(137)
 C
[(+1)λ]+1∑
k=[(−1)λ]
〈〈|g˜k|p〉〉.
Summation over  ∈ Z yields
∑
∈Z
θαp
〈〈|g|p〉〉  C∑
∈Z
[(+1)λ]+1∑
k=[(−1)λ]
θαp
〈〈|g˜k|p〉〉
(135)
 C
∑
∈Z
[(+1)λ]+1∑
k=[(−1)λ]
θ˜ αpk
〈〈|g˜k|p〉〉
= C
∑
k∈Z
#
{
 ∈ Z ∣∣ k ∈ {[( − 1)λ], . . . , [( + 1)λ]+ 1}}θ˜ αpk 〈〈|g˜k|p〉〉
(138)
 C
∑
k∈Z
θ˜ αpk
〈〈|g˜k|p〉〉.
This establishes (134).
Proof of Proposition 2(ii). Let C < ∞ denote a generic universal constant.
Step 1. Energy estimate. In this step, we argue〈〈(
∂2xu
)2〉〉 〈∣∣〈(|∂x |f )u〉∣∣〉. (139)
Indeed, multiplication of (47) with u, averaging over x and integration by parts yields
d
dt
1
2
〈
u2
〉+ 〈(∂2xu)2〉= 〈(|∂x |f )u〉 ∣∣〈(|∂x |f )u〉∣∣.
Averaging over t yields (139).
F. Otto / Journal of Functional Analysis 257 (2009) 2188–2245 2223Step 2. Sobolev vs. Besov norms. In this step, we argue∑
k∈Z
24k
〈〈
u2k
〉〉
 C
〈〈(
∂2xu
)2〉〉
. (140)
Estimate (140) is standard; we reproduce the easy argument for the convenience of the reader.
By Plancherel and (33), (140) translates into the following inequality on the level of Fourier
multipliers: ∑
k∈Z
24k
∣∣(Fφk)(q)∣∣2  C|q|4.
In order to establish this inequality, we fix an arbitrary q = 0 and let  ∈ Z be such that
|q| ∈ (2−1,2]. (141)
Then we have by (30) and (31)
∑
k∈Z
24k
∣∣(Fφk)(q)∣∣2 (141)= ∑
k=−1,
24k
∣∣(Fφk)(q)∣∣2
= sup
qˆ
∣∣(Fφ0)(qˆ)∣∣2(24(−1) + 24)
(141)
 C|q|4.
Step 3. In this step, we argue
〈∣∣〈(|∂x |f )u〉∣∣〉 C(∑
k∈Z
2αpk
〈〈|fk|p〉〉)1/p(∑
k∈Z
2(1−α)p∗k
〈〈|uk|p∗ 〉〉)1/p∗ . (142)
Also estimate (142) is classical, we reproduce the easy argument for the convenience of the
reader. By (33) and (32) we have
u =
∑
k∈Z
uk, f =
∑
k∈Z
fk.
We thus obtain by Hölder’s inequality
∣∣〈(|∂x |f )u〉∣∣ (30),(31)= ∣∣∣∣∑
k∈Z
∑
k′=k−1,k,k+1
〈(|∂x |fk)uk′ 〉∣∣∣∣

∑
k∈Z
∑
k′=k−1,k,k+1
∣∣〈(|∂x |αfk)(|∂x |1−αuk′)〉∣∣

(∑ ∑
′
〈∣∣|∂x |αfk∣∣p〉)1/p
k∈Z k =k−1,k,k+1
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(∑
k∈Z
∑
k′=k−1,k,k+1
〈∣∣|∂x |1−αuk′ ∣∣p∗ 〉)1/p∗
 C
(∑
k∈Z
〈∣∣|∂x |αfk∣∣p〉)1/p(∑
k∈Z
〈∣∣|∂x |1−αuk∣∣p∗ 〉)1/p∗ . (143)
As in Step 1 of the proof of Theorem 1, we have∑
k∈Z
〈∣∣|∂x |αfk∣∣p〉 C∑
k∈Z
2αpk
〈|fk|p〉,
∑
k∈Z
〈∣∣|∂x |1−αuk∣∣p∗ 〉 C∑
k∈Z
2(1−α)p∗k
〈|uk|p∗ 〉.
Inserting this into (143), we obtain
∣∣〈(|∂x |f )u〉∣∣= C(∑
k∈Z
2αpk
〈|fk|p〉)1/p(∑
k∈Z
2(1−α)p∗k
〈|uk|p∗ 〉)1/p∗ .
Estimate (142) follows from this by averaging in t and applying Hölder’s inequality.
2.5. Proof of Proposition 4
Remark 2. After time average, Proposition 4(i) follows from
∑
k∈Z
2k
〈|uk|3〉 C ∞∫
0
τ−1
(
D+(u, τ ) +D−(u, τ ))dτ
τ
. (144)
We remark that (144) would reduce to a classical statement in real interpolation theory if the sum
D+(u, τ ) +D−(u, τ ) of the one-sided controls is replaced by the two-sided control
D(u, τ) = inf{〈(u − ζ )2〉 ∣∣ τ |∂xζ | 1}.
Indeed, with this substitution, (144) would turn into
∥∥u; B˙1/33,3 ∥∥3  C
∞∫
0
τ−1 inf
{‖u− ζ ;L2‖2 ∣∣ ∥∥ζ ; H˙ 1∞∥∥ τ−1}dττ
= C
∞∫
0
s inf
{‖u − ζ ;L2‖2 ∣∣ ∥∥ζ ; H˙ 1∞∥∥ s}dss
= C
∞∫ (
s1/2 inf
{‖u − ζ ;L2‖ ∣∣ ∥∥ζ ; H˙ 1∞∥∥ s})2 dss . (145)0
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imation and real interpolation spaces
∥∥u; [H˙ 1∞,L2]2/3,3∥∥3  C
∞∫
0
(
s1/2 inf
{‖u− ζ ;L2‖ ∣∣ ∥∥ζ ; H˙ 1∞∥∥ s})2 dss ,
cf. [1, 7.1.7 Theorem] with A¯ = (H˙ 1∞,L2), α = 1/2, r = 2 and thus θ = 2/3, q = 3.
On the other hand, we have by the standard results on real interpolation of Besov spaces∥∥u; B˙1/33,3 ∥∥ C∥∥u; [B˙1∞,∞, B˙02,2]2/3,3∥∥ (146)
 C
∥∥u; [H˙ 1∞,L2]2/3,3∥∥. (147)
Inequality (146) is an application of [1, 6.4.5 Theorem (3)] with s0 = 1, p0 = ∞, q0 = ∞,
s1 = 0, p1 = 2, q1 = 2, θ = 2/3 and thus p∗ = q∗ = 3, s∗ = 1/3. Inequality (147) follows from
H˙ 1∞ ⊂ B˙1∞,∞ ([1, 6.3.1 Theorem]) and L2 = B˙02,2 ([1, 6.4.4 Theorem]).
Proof of Proposition 4(i). Let C < ∞ denote a generic universal constant.
Step 1. Adapted Littlewood–Paley decomposition. Due to the only one-sided control of ∂xζ in
the definition D±(τ ), we cannot right away work with the Littlewood–Paley decomposition from
Definition 3. We need to replace {φk}k∈Z by {φ˜k}k∈Z where φ˜k are derivatives of non-negative
functions.
More precisely, we select a Schwartz function ψ0 with the properties
ψ0(z) 0 for z ∈ R, (Fψ0)(q) > 0 for q ∈ R,
∫
R
ψ0 dz = 1 (148)
(take for instance a Gaussian) and define {φ˜k}k∈Z via
φ˜0 = ∂zψ0, φ˜k(z) = 2kφ˜0
(
2kz
)
. (149)
For a given L-periodic function v(x) we introduce {v˜k}k∈Z via
v˜k = φ˜k ∗ v. (150)
In this step, we argue that {vk}k∈Z and {v˜k}k∈Z are comparable in the sense of∑
k∈Z
〈
v˜2k
〉
 C
〈
v2
〉
, (151)
∑
k∈Z
2k
〈|vk|3〉 C∑
k∈Z
2k
〈|v˜k|3〉. (152)
We start with (151). By definition (150) and Plancherel, (151) follows from∑∣∣(F φ˜k)(q)∣∣2  C for all q ∈ R. (153)
k∈Z
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(F φ˜k)(q) (149)= (F φ˜0)
(
2−kq
) (149)= 2−kq(Fψ0)(2−kq). (154)
Since ψ0 is a Schwartz function, we have in particular∣∣(Fψ0)(qˆ)∣∣ C min{1, |qˆ|−2},
so that (154) yields ∣∣(F φ˜k)(q)∣∣ C min{2−k|q|,2k|q|−1}.
Hence we obtain as desired∑
k∈Z
∣∣(F φ˜k)(q)∣∣2  C∑
k∈Z
min
{
4−k|q|2,4k|q|−2}
= C
(( ∑
k,4−k |q|21
4−k
)
|q|2 +
( ∑
k,4−k |q|21
4k
)
|q|−2
)
 C.
We now address (152). We actually will show that for every k ∈ Z,〈|vk|3〉 C〈|v˜k|3〉. (155)
In view of (149) and (150) and by rescaling (cf. (31) and (149)), it is sufficient to show〈|v0|3〉 C〈|v˜0|3〉. (156)
For that purpose, we note that
Fv0 (33)= (Fφ0)(Fv) (150)= Fφ0F φ˜0
F v˜0 = mF v˜0,
where the Fourier multiplier
m(q) := (Fφ0)(q)
(F φ˜0)(q)
(149)= |q|−1 (Fφ0)(q)
(Fψ0)(q)
is a Schwartz function in q ∈ R by the second property in (148) and since (Fφ0)(q) = 0 for
|q| /∈ (1/2,2), cf. (30). Hence there exists a Schwartz function η(x) with Fη = m and thus
v0 = η ∗ v˜0, which yields (156).
Step 2. In this step, we argue that∑〈
max
{|u˜k| − 2−kτ−1,0}2〉 C(D+(τ ) + D−(τ )). (157)
k∈Z
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k∈Z
〈
max
{
u˜k − 2−kτ−1,0
}2〉 CD+(τ ),
∑
k∈Z
〈
max
{−u˜k − 2−kτ−1,0}2〉 CD−(τ ). (158)
Because of D−(u˜k, τ ) = D+(−u˜k, τ ) and −u˜k = −˜uk , it suffices to show (158). By definition
of D+(τ ), there exists an L-periodic ζ(x) such that
τ∂xζ  1 and
〈
(u − ζ )2〉 2D+(τ ). (159)
It thus suffices to show ∑
k∈Z
〈
max
{
u˜k − 2−kτ−1,0
}2〉 C〈(u − ζ )2〉. (160)
Notice that by definition of {φ˜k}k∈Z
φ˜k(z)
(149)= 2kφ˜0
(
2kz
) (149)= 2k∂zψ0(2kz)= ∂z[ψ0(2kz)],
and thus by definition of {ζ˜k}k∈Z
τ2kζ˜k
(150)= τ2kφ˜k ∗ ζ =
(
2kψ0
(
2k·)) ∗ (τ∂xζ ). (161)
Since by the choice of ψ0,
2kψ0
(
2kz
) (148)
 0,
∫
R
2kψ0
(
2kz
)
dz =
∫
R
ψ0(zˆ)dzˆ
(148)= 1,
we obtain from (161) and τ∂xζ  1, cf. (159),
τ2kζ˜k  1, i.e. ζ˜k  2−kτ−1.
From this we deduce
max
{
u˜k − 2−kτ−1,0
}
max{u˜k − ζ˜k,0},
so that ∑
k∈Z
〈
max
{
u˜k − 2−kτ−1,0
}2〉∑
k∈Z
〈
max{u˜k − ζ˜k,0}2
〉

∑
k∈Z
〈
(u˜k − ζ˜k)2
〉
.
Now (160) follows from this and Step 1, cf. (151).
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∞∫
0
τ−1
(
D+(τ ) +D−(τ ))dτ
τ
(157)
 C−1
∑
k∈Z
〈 ∞∫
0
max
{|u˜k| − 2−kτ−1,0}2 dτ
τ 2
〉
= C−1
∑
k∈Z
2k
〈 ∞∫
0
max{|u˜k| − s,0}2 ds
〉
= C−1
∑
k∈Z
2k
〈
1
3
|u˜k|3
〉
(152)
 C−1
∑
k∈Z
2k
〈|uk|3〉.
Proof of Proposition 4(ii).
Step 1. In this step, we argue that for all t, τ  0
D±(t, τ )
〈
u(t, ·)2〉, (162)
D±(t, τ ) = 0 provided τL〈(∂2xu(t, ·))2〉1/2  1. (163)
The variable t is just a parameter in (162) and (163), which we suppress. Inequality (162) is
obvious, since ζ ≡ 0 is admissible in the definition of D±(t, τ ). We now address inequality (163).
We observe that since ∂xu is L-periodic with mean zero, (∂xu)2 vanishes at some point in (0,L).
Since any point has at most distance L/2 to that point, we have
sup
x
(∂xu)
2  1
2
L∫
0
∣∣∂x((∂xu)2)∣∣dx
=
L∫
0
|∂xu|
∣∣∂2xu∣∣dx

( L∫
0
(∂xu)
2 dx
L∫
0
(
∂2xu
)2
dx
)1/2
 L1/2 sup
x
|∂xu|
( L∫
0
(
∂2xu
)2
dx
)1/2
,
so that
sup
x
|∂xu| L1/2
( L∫ (
∂2xu
)2
dx
)1/2
,0
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sup
x
|∂xu| L
〈(
∂2xu
)2〉1/2
. (164)
Hence for τ with τL〈(∂2xu)2〉1/2  1, ζ = u is admissible in the definition of D±(·, τ ). This
yields (163).
Step 2. In this step, we argue that for all 0 < τ−  τ+ < ∞
∞∫
τ+
τ−1
〈
D±
〉dτ
τ
 τ−1+ L4
〈〈(
∂2xu
)2〉〉
, (165)
τ−∫
0
τ−1
〈
D±
〉dτ
τ
 τ−L2 lim sup
t↑∞
〈
u2
〉〈〈(
∂2xu
)2〉〉
. (166)
Inequalities (165) and (166) follow from
∞∫
τ+
τ−1D± dτ
τ
 τ−1+ L4
〈(
∂2xu
)2〉
, (167)
τ−∫
0
τ−1D± dτ
τ
 τ−L2
〈
u2
〉〈(
∂2xu
)2〉 (168)
by averaging in time t . The variable t is just a parameter in (167) and (168), which we suppress.
We first address (167). Since u is L-periodic with mean zero, we have analogously to (164)
sup
x
|u| L〈(∂xu)2〉1/2. (169)
The combination of (164) and (169) yields〈
u2
〉1/2  L2〈(∂2xu)2〉1/2,
so that (162) implies
D±(·, τ ) L4〈(∂2xu)2〉.
Inequality (167) now follows by integration in τ ∈ (τ+,∞).
For (168) we notice that (162) and (163) combine to
D±(·, τ ) 〈u2〉(τL〈(∂2xu)2〉1/2)2 = τ 2L2〈u2〉〈(∂2xu)2〉.
Integration in τ ∈ (0, τ−) yields (168).
2230 F. Otto / Journal of Functional Analysis 257 (2009) 2188–2245Step 3. Conclusion. In this step, we establish (56). Splitting the τ -integral into (0, τ−),
[τ−, τ+], and (τ+,∞), for 0 < τ−  τ+ < ∞ to be optimized later, we obtain from (165)
and (166):
∞∫
0
τ−1
(〈
D+
〉+ 〈D−〉)dτ
τ
 τ−L2 lim sup
t↑∞
〈
u2
〉〈〈(
∂2xu
)2〉〉
+
(
ln
τ+
τ−
)
sup
τ>0
τ−1
(〈
D+
〉+ 〈D−〉)
+ τ−1+ L4
〈〈(
∂2xu
)2〉〉
.
We reformulate this inequality in terms of M = τ+
τ−  1 and s = τ+τ− ∈ (0,∞):
∞∫
0
τ−1
(〈
D+
〉+ 〈D−〉)dτ
τ
M−1/2s1/2L2 lim sup
t↑∞
〈
u2
〉〈〈(
∂2xu
)2〉〉
+ (lnM) sup
τ>0
τ−1
(〈
D+
〉+ 〈D−〉)
+ M−1/2s−1/2L4〈〈(∂2xu)2〉〉.
Optimization in s ∈ (0,∞) at fixed M yields (56).
Proof of Proposition 4(iii). This is a classical statement, see for instance [1, 6.2.5 Theorem]. For
the convenience of the reader, we reproduce the elementary proof. Let C < ∞ denote a generic
constant which only depends on α and p. Estimate (57) follows from the estimate
∞∫
0
〈∣∣∣∣u− uα
∣∣∣∣p〉d  C∑
k∈Z
2αpk
〈|uk|p〉 (170)
by integration in time. Since time is just a parameter in (170), we restrict our attention to func-
tions u(x).
Step 1. In this step, we argue that
〈∣∣∣∣u − uα
∣∣∣∣p〉1/p ∑
k∈Z
min
{(
2k
)1−α
,
(
2k
)−α}2αk 〈|uk|p〉1/p. (171)
By (32) and (33) we have u =∑k∈Z uk , so that we obtain by the triangle inequality〈∣∣∣∣u − uα
∣∣∣∣p〉1/p ∑〈∣∣∣∣uk − ukα
∣∣∣∣p〉1/p. (172)k∈Z
F. Otto / Journal of Functional Analysis 257 (2009) 2188–2245 2231As in Step 1 of the proof of Theorem 1 we have uk = φk ∗∑k′=k−1,k,k+1 uk′ so that
uk − uk =
(
φk − φk
) ∗ ∑
k′=k−1,k,k+1
uk′ .
This entails by the triangle inequality〈∣∣uk − uk∣∣p〉1/p  ∫
R
∣∣φk − φk∣∣dz ∑
k′=k−1,k,k+1
〈|uk′ |p〉1/p.
On the other hand, we have∫
R
∣∣φk − φk∣∣dz (31)= ∫
R
∣∣φ2k0 − φ0∣∣dzˆ C min{2k,1}.
The combination of the two last estimates yields〈∣∣∣∣uk − ukα
∣∣∣∣p〉1/p  C min{2k1−α,−α} ∑
k′=k−1,k,k+1
〈|uk′ |p〉1/p
 C
∑
k′=k−1,k,k+1
min
{(
2k
′

)1−α
,
(
2k
′

)−α}2αk′ 〈|uk′ |p〉1/p.
We sum this estimate over k, plug the result into (172); this yields (171).
Step 2. Conclusion. The idea is to divide the -axis into dyadic intervals. By Step 1 we have
B :=
( 2−∫
2−−1
〈∣∣∣∣u − uα
∣∣∣∣p〉d
)1/p
 max
∈(2−−1,2−)
〈∣∣∣∣u − uα
∣∣∣∣p〉1/p
(171)
 C
∑
k∈Z
min
{(
2k−
)1−α
,
(
2k−
)−α}2αk 〈|uk|p〉1/p
=: C
∑
k∈Z
min
{(
2k−
)1−α
,
(
2k−
)−α}
Ak.
Hence {B}∈Z is estimated by the discrete convolution of {Ak}k∈Z with the sequence
min
{(
2k
′)1−α
,
(
2k
′)−α}
.
Because of 0 < α < 1, the latter sequence is summable. This implies∑
∈Z
B
p
  C
∑
k∈Z
A
p
k ,
which in view of the definition of {Ak}k∈Z and {B}∈Z turns into (170).
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The most transparent way of proving Proposition 3(i) is by operator splitting. More precisely,
we decompose the evolution defined through (51) into the three components
∂tu + ∂x
(
1
2
u2
)
= 0, (173)
∂tu = |∂x |f, (174)
∂tu = |∂x |g. (175)
We monitor the evolution of D+(t, ·) individually in Lemma 1 and Lemma 2 for (173) and (174)
and (175), respectively.
Moreover, it is more revealing to generalize the definition of D+(t, ·) from the exponent r = 2
to a general 1 r < ∞:
Definition 5. Let 1  r < ∞ be given. For any smooth function u(x) which is L-periodic in x
and any τ > 0 we consider Dr(u, τ ) defined through
Dr(u, τ ) := inf
{〈|u − ζ |r 〉 ∣∣ ζ(x) smooth, L-periodic, τ∂xζ  1}. (176)
For any smooth function u(t, x) which is L-periodic in x we write Dr(t, τ ) = Dr(u(t, ·), τ ).
We note that Dr(t, τ ) is locally Lipschitz continuous in (t, τ ). Indeed, we easily obtain from
(176) and the triangle inequality that for t1  t0 and for τ1  τ0
D
1/r
r (t1, τ ) −D1/rr (t0, τ )
〈∣∣u(t1, ·) − u(t0, ·)∣∣r 〉1/r ,
D
1/r
r (t, τ1) −D1/rr (t, τ0)
(
1 − τ0
τ1
)〈∣∣u(t, ·)∣∣r 〉1/r .
Lemma 1. Let u(t, x) be a smooth function which is L-periodic in x and satisfies the homoge-
neous inviscid Burgers equation (173). Then for any 1 r < ∞, Dr(t, τ ) satisfies the differential
inequality
∂tDr + ∂τDr + (r − 1)τ−1Dr  0 (177)
in a distributional sense.
Remark 3.
(i) Notice that the linear differential inequality (177) can be rewritten as
d
dt
[
(t + τ)r−1Dr(t, τ + t)
]
 0.
Its integrated version reads
Dr(t, t + τ)
(
τ
)r−1
Dr(0, τ ). (178)
t + τ
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Dr(0, τ ) 0 ⇒ ∀t  0 Dr(t, τ + t) 0,
which in view of the Definition 5 translates into
τ∂xu(0, ·) 1 ⇒ ∀t  0 (τ + t)∂xu(t, ·) 1. (179)
This is Oleinik’s celebrated E-condition.
(ii) Notice that for r ↓ 1, (178) turns into
D1(t, τ + t)D1(0, τ ). (180)
This inequality also follows easily from well-known principles, as we shall point out now:
Let ζ0(x) be smooth and near-optimal in the definition of D1(0, τ ), i.e.〈∣∣u(0, ·) − ζ0∣∣〉≈ D1(0, τ ). (181)
Solve the inviscid homogeneous Burgers equation ∂t ζ + ∂x( 12ζ 2) = 0 with initial data ζ0;
ζ(t, x) will be smooth for sufficiently small times.
• On the one hand, by Oleinik’s E-condition (179), τ∂xζ0  1 implies (τ + t)∂xζ(t, ·) 1.
Hence ζ(t, ·) is admissible in D1(t, τ + t) so that
D1(t, τ + t)
〈∣∣u(t, ·) − ζ(t, ·)∣∣〉. (182)
• On the other hand, we have by the L1-contraction principle for the inviscid Burgers equa-
tion (173) that 〈∣∣u(t, ·) − ζ(t, ·)∣∣〉 〈∣∣u(0, ·) − ζ0∣∣〉. (183)
The combination of (181)–(183) yields (180).
Whereas r = 2 does not play a special role for (173), it does so for (174).
Lemma 2. Let u(t, x) and f (t, x) be a smooth functions which are L-periodic in x and sat-
isfy (174). Then for any 0 < α < 1 and 1 < p < ∞, D2(t, τ ) satisfies the differential inequality
∂tD2 
4
π
( ∞∫
0
〈∣∣∣∣u − uα
∣∣∣∣p〉d
)1/p( ∞∫
0
〈∣∣∣∣f − f1−α
∣∣∣∣p∗〉d
)1/p∗
in a distributional sense.
Proof of Lemma 1. Since Dr is Lipschitz continuous in (t, τ ), cf. Definition 5, and by transla-
tion invariance in time, it is enough to show (177) in the following integrated version:
Dr(t, τ + t) + (r − 1)
t∫
(τ + t ′)−1Dr(t ′, τ + t ′) dt ′ Dr(0, τ ) (184)0
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where and its classical derivative agrees with its weak derivative.
Since u is smooth, it can be uniformly approximated (locally in time) by solutions u(t, x) of
the homogeneous viscous Burgers equation, i.e.
∂tu + ∂x
(
1
2
u2
)
− ∂2xu = 0. (185)
This can be seen by interpreting u as an approximate solution of (185) with a right-hand side
which uniformly tends to zero as  ↓ 0, and using the comparison principle for the viscous Burg-
ers equation to compare u to u . Therefore, w.l.o.g., we may assume that u solves (185) for some
 > 0 instead of (173).
To establish (184), we employ a strategy like in Remark 3(ii). Let τ > 0 be arbitrary and ζ0
be admissible in the definition of Dr(0, τ ), i.e.
τ∂xζ0  1. (186)
Since u is smooth and since  > 0, there exists a smooth function ζ(t, x), L-periodic in x, that
solves the inhomogeneous viscous Burgers equation with initial data ζ0:
∂t ζ + ∂x
(
1
2
ζ 2
)
− ∂2x ζ =
(
1 − 1
r
)
(u − ζ )((τ + t)−1 − ∂xζ ), ζ(0, ·) = ζ0. (187)
The role of the r.h.s. of (187) will become apparent in Step 2 below.
Step 1. Maximum principle. In this step, we argue that
(τ + t)∂xζ(t, ·) 1 for all t  0. (188)
To see (188), we introduce
ρ(t, x) := (τ + t)−1 − ∂xζ(t, x) (189)
and will argue that (187) can be rewritten in terms of ρ as
∂tρ + (τ + t)−1ρ + ∂x
(
ρ
((
1 − 1
r
)
u + 1
r
ζ
))
− ∂2xρ = 0. (190)
Notice that (190) is an advection–diffusion equation for the “density” ρ and thus satisfies a
comparison principle. In particular, since ρ ≡ 0 is a solution of (190), (190) preserves non-
negativity of ρ. Hence ρ(0, ·) 0, which follows from (186) and (187) and (189), yields
ρ(t, ·) 0 for all t  0,
which is a reformulation of (188).
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1 − 1
r
)
(u − ζ )((τ + t)−1 − ∂xζ ) (189)= ρ((1 − 1
r
)
u+ 1
r
ζ
)
− ((τ + t)−1 − ∂xζ )ζ
= ρ
((
1 − 1
r
)
u+ 1
r
ζ
)
− (τ + t)−1ζ + ∂x
(
1
2
ζ 2
)
,
so that (187) turns into
∂t ζ + (τ + t)−1ζ − ρ
((
1 − 1
r
)
u + 1
r
ζ
)
− ∂2x ζ = 0.
We apply −∂x to this equation:
∂t (−∂xζ ) + (τ + t)−1(−∂xζ ) + ∂x
(
ρ
((
1 − 1
r
)
u+ 1
r
ζ
))
+ ∂3x ζ = 0.
This equation turns into (190) since
∂tρ + (τ + t)−1ρ − ∂2xρ (189)=
(−(τ + t)−2 + ∂t (−∂xζ ))+ ((τ + t)−2 − (τ + t)−1∂xζ )+ ∂3x ζ
= ∂t (−∂xζ ) + (τ + t)−1(−∂xζ ) + ∂3x ζ.
Step 2. Contraction in Lr . In this step, we argue that
d
dt
〈|u − ζ |r 〉+ (r − 1)(τ + t)−1〈|u − ζ |r 〉 0. (191)
We start by noting that (187) can be rewritten as
∂t ζ + u∂xζ − ∂2x ζ =
(
1 − 1
r
)
(τ + t)−1(u − ζ ) + 1
r
(u − ζ )∂xζ. (192)
Eq. (185), which we rewrite as
∂tu + u∂xu− ∂2xu = 0
and (192) combine to
∂t (u − ζ ) + u∂x(u − ζ ) − ∂2x (u − ζ ) +
1
r
(u − ζ )∂xζ +
(
1 − 1
r
)
(τ + t)−1(u − ζ ) = 0.
For any smooth and convex A(z) this yields by multiplication with A′(u − ζ )
∂tA(u − ζ ) + u∂xA(u − ζ ) − ∂2xA(u − ζ )
+ 1 (u − ζ )A′(u − ζ )∂xζ +
(
1 − 1
)
(τ + t)−1(u − ζ )A′(u − ζ ) 0,r r
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−A′(u − ζ )∂2x (u − ζ ) = −∂x
(
A′(u − ζ )∂x(u − ζ )
)+ A′′(u − ζ )(∂x(u − ζ ))2
−∂2xA(u − ζ ).
Averaging in x and integration by parts gives
d
dt
〈
A(u − ζ )〉− 〈A(u − ζ )∂xu〉+ 1
r
〈
(u − ζ )A′(u − ζ )∂xζ
〉
+
(
1 − 1
r
)
(τ + t)−1〈(u − ζ )A′(u − ζ )〉 0.
Letting A(z) approximate A(z) = |z|r we obtain because of zA′(z) = r|z|r :
d
dt
〈|u − ζ |r 〉− 〈|u − ζ |r∂xu〉+ 〈|u − ζ |r∂xζ 〉
+ (r − 1)(τ + t)−1〈|u − ζ |r 〉 0.
The two middle terms cancel:
−〈|u − ζ |r∂xu〉+ 〈|u − ζ |r∂xζ 〉= 〈∂x( 1
r + 1 (u − ζ )|u − ζ |
r
)〉
= 0,
which yields (191).
Step 3. Conclusion. In this step, we argue that (184) holds.
Integration in time of the result of Step 2, i.e. (191), yields〈∣∣u(t, ·) − ζ(t, ·)∣∣r 〉
+ (r − 1)
t∫
0
(τ + t ′)−1〈∣∣u(t ′, ·) − ζ(t ′, ·)∣∣r 〉dt ′  〈∣∣u(0, ·) − ζ0∣∣r 〉.
According to Step 1, ζ(t ′, ·) is admissible in D(t ′, τ + t ′) so that the above yields
Dr(t, τ + t) + (r − 1)
t∫
0
(τ + t ′)−1Dr(t ′, τ + t ′) dt ′ 
〈∣∣u(0, ·) − ζ0∣∣r 〉.
Finally, since ζ0 was an arbitrary admissible function in Dr(0, τ ), the last inequality turns
into (184). 
Proof of Lemma 2. By redefining f and an approximation argument, we may assume that
u satisfies
∂tu− ∂2xu = π |∂x |f (193)
for some  > 0.
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∂t
1
2
D2  2
(
λp
p
∞∫
0
〈∣∣∣∣u − uα
∣∣∣∣p〉d + λ−p
∗
p∗
∞∫
0
〈∣∣∣∣f − f1−α
∣∣∣∣p∗〉d
)
for an arbitrary λ ∈ (0,∞). By approximation, it is enough to show
∂t
1
2
D2  2
( ∞∫
0
〈
A
(
u − u
α
)〉
d

+
∞∫
0
〈
A∗
(
f − f
1−α
)〉
d

)
,
where A(z) denotes a smooth, even and uniformly convex function and A∗(z) its Legendre trans-
form.
Again, we use the same strategy as in Remark 3(ii). Fix τ > 0 and let ζ0 be arbitrary in the
definition of D2(0, τ ). We introduce the nonlocal, nonlinear elliptic operator A via
(A(ζ ))(x) = ∞∫
0
1
α
(
A′
(
ζ(x) − ζ(x +)
α
)
−A′
(
ζ(x −) − ζ(x)
α
))
d

, (194)
where ζ(x) is a smooth L-periodic function. We remark that the integral (194) converges abso-
lutely: For  ↑ ∞ we note that the boundedness of ζ implies
A′
(
ζ(x) − ζ(x + )
α
)
, A′
(
ζ(x − ) − ζ(x)
α
)
= O(1),
so that the integral converges because of α > 0. For  ↓ 0 we note that because of the smoothness
of A and of ζ ,
A′
(
ζ(x) − ζ(x + )
α
)
−A′
(
ζ(x −) − ζ(x)
α
)
=
x+∫
x
A′′
(
ζ(x′ − ) − ζ(x′)
α
)
∂xζ(x
′ −) − ∂xζ(x′)
α
dx′
= − 1
α
x+∫
x
x′∫
x′−
A′′
(
ζ(x′ −) − ζ(x′)
α
)
∂2x ζ(x
′′) dx′′ dx′
= O(2−α), (195)
so that the integral converges because of α < 1. From the representation (195) we also learn that
A(ζ ) is a compact perturbation w.r.t. to −∂2x ζ so that there exists a smooth ζ(t, x), L-periodic
in x, that solves the initial value problem
∂t ζ − ∂2x ζ + A(ζ ) = 0, ζ(0, ·) = ζ0. (196)
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• A satisfies the maximum principle on the level of ∂xζ , cf. Step 1,
• A is the subdifferential of the convex potential ∫∞0 〈A(ζ−ζα )〉 d , cf. Step 2.
Step 1. Maximum principle. In this step, we argue that
τ∂xζ(t, ·) 1 for all t  0. (197)
In order to obtain (197), we rewrite (196) in terms of ρ := −∂xζ :
∂tρ − ∂2xρ + ∂Aρ = 0, (198)
where the linear inhomogeneous operator ∂A is defined via
(∂Aρ)(t, x) =
∞∫
0
1
2α
(
A′′
(
ζ(t, x) − ζ(t, x +)
α
)(
ρ(t, x) − ρ(t, x +))
− A′′
(
ζ(t, x −) − ζ(t, x)
α
)(
ρ(t, x − ) − ρ(t, x)))d

. (199)
We note that because of A′′(z) 0, (199) has the property: If (t∗, x∗) is a spatial minimum point
of ρ, i.e.
ρ
(
t∗, x
)
 ρ
(
t∗, x∗
)
for all x,
then we have
(∂Aρ)(t∗, x∗) 0.
This implies that (198) satisfies a comparison principle. Since ρ ≡ 0 is a solution of (198), (198)
preserves non-negativity. This yields (197).
Step 2. Contraction in L2. In this step, we argue that
d
dt
1
2
〈
(u − ζ )2〉 2( ∞∫
0
〈
A
(
u− u
α
)〉
d

+
∞∫
0
〈
A∗
(
f − f
1−α
)〉
d

)
.
We combine (193) and (196) to
∂t (u − ζ ) − ∂2x (u − ζ ) = π |∂x |f + A(ζ ),
which yields after multiplication with u − ζ , average in x and integration by parts
d 1 〈
(u − ζ )2〉+ 〈(∂xu − ∂xζ )2〉= 〈(u − ζ )(π |∂x |f + A(ζ )〉.
dt 2
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(u − ζ )(π |∂x |f + A(ζ ))〉
 2
( ∞∫
0
〈
A
(
u− u
α
)〉
d

+
∞∫
0
〈
A∗
(
f − f
1−α
)〉
d

)
. (200)
The ingredients for the inequality (200) are the two identities for an arbitrary L-periodic v(x):
〈
vπ |∂x |f
〉= ∞∫
0
〈(
v − v)(f − f)〉d
2
=
∞∫
0
〈
v − v
α
f − f
1−α
〉
d

, (201)
〈
vA(ζ )〉= ∞∫
0
〈
v − v
α
A′
(
ζ − ζ
α
)〉
d

. (202)
Indeed, we immediately obtain from (201) and (202) for v = u − ζ〈
(u − ζ )(π |∂x |f + A(ζ ))〉
=
∞∫
0
〈(
u − u
α
− ζ − ζ

α
)(
f − f
1−α
+A′
(
ζ − ζ
α
))〉
. (203)
By the characterizing property of the Legendre transform A∗ (and the evenness of A) we have
u − u
α
f − f
1−α
A
(
u − u
α
)
+A∗
(
f − f
1−α
)
,
−ζ − ζ

α
f − f
1−α
A
(
ζ − ζ
α
)
+ A∗
(
f − f
1−α
)
.
By the convexity of A we have(
u − u
α
− ζ − ζ

α
)
A′
(
ζ − ζ
α
)
A
(
u − u
α
)
− A
(
ζ − ζ
α
)
.
The combination of these inequalities yields(
u − u
α
− ζ − ζ

α
)(
f − f
1−α
+A′
(
ζ − ζ
α
))
 2
(
A
(
u − u
α
)
+A∗
(
f − f
1−α
))
. (204)
Inserting (204) into (203) yields (200).
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))(q) = (1 − eiq)(Fv)(q),
(201) reduces to the Fourier multiplier identity
π |q| =
∞∫
0
∣∣1 − eiq ∣∣2 d
2
,
which is classical:
∞∫
0
∣∣1 − eiq ∣∣2 d
2
=
∞∫
0
4 sin2
(

2
q
)
d
2
= 2|q|
∞∫
0
sin2(ˆ)
dˆ
ˆ2
= π |q|.
We finally address (202). Because of〈
vA′
(
ζ− − ζ
α
)〉
=
〈
vA′
(
ζ − ζ
α
)〉
, (205)
we have by definition (194) of A:
〈
vA(ζ )〉 = ∞∫
0
1
α
(〈
vA′
(
ζ − ζ
α
)〉
−
〈
vA′
(
ζ− − ζ
α
)〉)
d

(205)=
∞∫
0
1
α
(〈
vA′
(
ζ − ζ
α
)〉
−
〈
vA′
(
ζ − ζ
α
)〉)
d

=
∞∫
0
〈
v − v
α
A′
(
ζ − ζ
α
)〉
d

. 
Proof of Proposition 3. Part (i) follows formally from Lemmas 1 and 2 by operator splitting.
Instead of an attempt to make the operator splitting argument rigorous, we combine the proofs
of Lemma 1 and of Lemma 2, just sketching the main steps: As in Lemma 2 we assume that u
satisfies
∂tu+ ∂x
(
1
u2
)
− ∂2xu = π |∂x |f + π |∂x |g (206)2
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replaced by πg. Hence by an approximation argument in , it is enough to establish the following
time-integrated version of (53):
D+(t, τ + t) +
t∫
0
(τ + t ′)−1D+(t ′, τ + t ′) dt ′
D+(0, τ )
+ 2
( t∫
0
∞∫
0
〈∣∣∣∣u − uα
∣∣∣∣p〉d dt ′
)1/p( t∫
0
∞∫
0
〈∣∣∣∣f − f1−α
∣∣∣∣p∗〉d dt ′
)1/p∗
+ 2
( t∫
0
∞∫
0
〈∣∣∣∣u − uβ
∣∣∣∣q〉d dt ′
)1/q( t∫
0
∞∫
0
〈∣∣∣∣g − g1−β
∣∣∣∣q∗〉d dt ′
)1/q∗
.
By an optimization argument in λ,μ > 0, it is enough to establish the following additive version:
D+(t, τ + t)+
t∫
0
(τ + t ′)−1D+(t ′, τ + t ′) dt ′
D+(0, τ )
+ 2
(
λp
p
t∫
0
∞∫
0
〈∣∣∣∣u− uα
∣∣∣∣p〉d dt ′ + λ−p
∗
p∗
t∫
0
∞∫
0
〈∣∣∣∣f − f1−α
∣∣∣∣p∗〉d dt ′
)
+ 2
(
μq
q
t∫
0
∞∫
0
〈∣∣∣∣u − uβ
∣∣∣∣q〉d dt ′ + μ−q
∗
q∗
t∫
0
∞∫
0
〈∣∣∣∣g − g1−β
∣∣∣∣q∗〉d dt ′
)
.
As in Lemma 2, we approximate the homogeneous expression on the r.h.s. by smooth, even and
uniformly convex functions A(z) and B(z):
D+(t, τ + t)+
t∫
0
(τ + t ′)−1D+(t ′, τ + t ′) dt ′
D+(0, τ )
+ 2
( t∫
0
∞∫
0
〈
A
(
u− u
α
)〉
d

dt ′ +
t∫
0
∞∫
0
〈
A∗
(
f − f
1−α
)〉
d

dt ′
)
+ 2
( t∫
0
∞∫
0
〈
B
(
u− u
β
)〉
d

dt ′ +
t∫
0
∞∫
0
〈
B∗
(
g − g
1−β
)〉
d

dt ′
)
, (207)
where A∗ and B∗ denote the Legendre transforms of A and B , respectively.
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nonlinear elliptic operator A be defined as in (194), and B be defined analoguously on the basis
of B . Combining (187) and (196), we define ζ as the solution of
∂t ζ + ∂x
(
1
2
ζ 2
)
− ∂2x ζ =
1
2
(u − ζ )((τ + t)−1 − ∂xζ )− A(ζ ) − B(ζ )
with initial data ζ0. Since  > 0 and the nonlinear differential operators A, B are of order strictly
less than 2, a unique smooth solution of this nonlinear initial value problem exists.
As in Step 1 (maximum principle) of Lemma 1 and Lemma 2, one argues that
(τ + t)∂xζ(t, ·) 1 for all t  0. (208)
Following Step 1 of Lemma 1, this is done by showing that ρ(t, x) := (τ + t)−1 − ∂xζ satisfies
the differential equation
∂tρ + (τ + t)−1ρ + ∂x
(
ρ
(
1
2
u + 1
2
ζ
))
− ∂2xρ + ∂Aρ + ∂Bρ = 0,
where the linear inhomogeneous operator ∂A is defined in (199) and ∂B is defined analoguously
on the basis of B . As in Step 1 of Lemma 1 and Lemma 2, one argues that this differential
equation for ρ satisfies a comparison principle and thus preserves the nonnegativity of ρ. This
yields (208).
With the same manipulations as in Step 2 (L2-contraction) of Lemma 1 and Lemma 2, one
shows that
d
dt
1
2
〈
(u − ζ )2〉+ (τ + t)−1 1
2
〈
(u − ζ )2〉+ 〈(∂xu− ∂xζ )2〉
= 〈(u − ζ )(π |∂x |f + A(ζ ))〉+ 〈(u − ζ )(π |∂x |f + B(ζ ))〉.
As in Step 2 of Lemma 2, one sees that this identity yields the differential inequality
d
dt
1
2
〈
(u − ζ )2〉+ (τ + t)−1 1
2
〈
(u − ζ )2〉
 2
( ∞∫
0
〈
A
(
u − u
α
)〉
d

+
∞∫
0
〈
A∗
(
f − f
1−α
)〉
d

)
+ 2
( ∞∫
0
〈
B
(
u − u
β
)〉
d

+
∞∫
0
〈
B∗
(
g − g
1−β
)〉
d

)
. (209)
By integration in time from t ′ = 0 to t ′ = t , this yields
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2
〈
(u − ζ )2(t ′ = t, ·)〉+ 1
2
t∫
0
(τ + t ′)−1〈(u − ζ )2〉dt ′
 1
2
〈(
u(t ′ = 0, ·) − ζ0
)2〉
+ 2
( t∫
0
∞∫
0
〈
A
(
u − u
α
)〉
d

dt ′ +
t∫
0
∞∫
0
〈
A∗
(
f − f
1−α
)〉
d

dt ′
)
+ 2
( t∫
0
∞∫
0
〈
B
(
u − u
β
)〉
d

dt ′ +
t∫
0
∞∫
0
〈
B∗
(
g − g
1−β
)〉
d

dt ′
)
. (210)
As in the proof of Lemma 1 and Lemma 2, one combines (210) with (208) to obtain (207) by
definition of D+.
We now turn to part (ii). It follows from Definition 4 that D+(t, τ ) is monotone increasing
in τ , which implies that ∂τD+  0 distributionally, so that (53) implies
∂tD
+ + τ−1D+  4
π
( ∞∫
0
〈∣∣∣∣u− uα
∣∣∣∣p〉d
)1/p( ∞∫
0
〈∣∣∣∣f − f1−α
∣∣∣∣p∗〉d
)1/p∗
+ 4
π
( ∞∫
0
〈∣∣∣∣u− uβ
∣∣∣∣q〉d
)1/q( ∞∫
0
〈∣∣∣∣g − g1−β
∣∣∣∣q∗〉d
)1/q∗
in the distributional sense. Integration over t ∈ (0, T ), for given T < ∞, and Hölder’s inequality
yields
D+
(
u(T , ·), τ)+ τ−1 T∫
0
D+(u, τ ) dt
 4
π
( ∞∫
0
T∫
0
〈∣∣∣∣u− uα
∣∣∣∣p〉dt d
)1/p( ∞∫
0
T∫
0
〈∣∣∣∣f − f1−α
∣∣∣∣p∗〉dt d
)1/p∗
+ 4
π
( ∞∫
0
T∫
0
〈∣∣∣∣u − uβ
∣∣∣∣q〉dt d
)1/q( ∞∫
0
T∫
0
〈∣∣∣∣g − g1−β
∣∣∣∣q∗〉dt d
)1/q∗
+D+(u(0, ·), τ). (211)
We now divide by T and take the limit T ↑ ∞:
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〈
D+(u, τ )
〉
 4
π
( ∞∫
0
〈〈∣∣∣∣u− uα
∣∣∣∣p〉〉d
)1/p( ∞∫
0
〈〈∣∣∣∣f − f1−α
∣∣∣∣p∗〉〉d
)1/p∗
+ 4
π
( ∞∫
0
〈〈∣∣∣∣u− uβ
∣∣∣∣q〉〉d
)1/q( ∞∫
0
〈〈∣∣∣∣g − g1−β
∣∣∣∣q∗〉〉d
)1/q∗
. (212)
For D−(u, τ ), we fix T < ∞ and note that the change of variables
tˆ = T − t, uˆ = −u (213)
leaves (51) invariant. We apply (211) to (t, u) replaced by (tˆ , uˆ). Since
D+
(
uˆ(tˆ , ·), τ)= D+(−u(T − tˆ , ·), τ)= D−(u(T − tˆ , ·), τ),
and since (0, T ) is invariant under (213), (211) turns into
D−
(
u(0, ·), τ)+ τ−1 T∫
0
D−(u, τ ) dt
 4
π
( ∞∫
0
T∫
0
〈∣∣∣∣u − uα
∣∣∣∣p〉dt d
)1/p( ∞∫
0
T∫
0
〈∣∣∣∣f − f1−α
∣∣∣∣p∗〉dt d
)1/p∗
+ 4
π
( ∞∫
0
T∫
0
〈∣∣∣∣u− uβ
∣∣∣∣q〉dt d
)1/q( ∞∫
0
T∫
0
〈∣∣∣∣g − g1−β
∣∣∣∣q∗〉dt d
)1/q∗
+ D−(u(T , ·), τ).
By Definition 4, D−(u(T , ·), τ ) 〈u(T , ·)2〉, so that because of (52), division by T and the limit
T ↑ ∞ yields
τ−1
〈
D−(u, τ )
〉
 4
π
( ∞∫
0
〈〈∣∣∣∣u − uα
∣∣∣∣p〉〉d
)1/p( ∞∫
0
〈〈∣∣∣∣f − f1−α
∣∣∣∣p∗〉〉d
)1/p∗
+ 4
π
( ∞∫
0
〈〈∣∣∣∣u− uβ
∣∣∣∣q〉〉d
)1/q( ∞∫
0
〈〈∣∣∣∣g − g1−β
∣∣∣∣q∗〉〉d
)1/q∗
. (214)
Now (54) follows by summing (212) and (214). 
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