Abstract-Ant colony optimisation has traditionally been used to solve problems that have few/light constraints or no constraints at all. Algorithms to maintain and restore feasibility have been successfully applied to such problems. Set partitioning is a very constrained combinatorial optimisation problem, for which even feasible solutions are difficult to construct. In this paper a binary ant colony optimisation framework is applied to this problem. To increase its effectiveness, feasibility restoration, solution improvement algorithms and candidate set strategies are added. These algorithms can be applied to complete solution vectors and as such can be used by any solver. Moreover, the principles of the support algorithms may be applied to other constrained problems. The overall results indicate that the ant colony optimisation algorithm can efficiently solve small to medium sized problems. It is envisaged that in future research parallel computation could be used to simultaneouly reduce solver time while increasing solution quality.
I. INTRODUCTION
The processing of constraints under meta-heuristic search algorithms is problematic and often done in an ad-hoc way. A variety of methods exist ranging from penalty functions, moving between feasible points using specialised operators and restoring feasibility (see Coello Coello [9] for a survey of these). Constructive approaches such as Ant Colony Optimisation (ACO) (see Dorigo and Di Caro [15] for an overview) present their own unique problems. The largest of which is that during the construction it is not possible to determine whether the final solution will be feasible. For other meta-heuristics that operate on full solutions (such as simulated annealing, tabu search and genetic algorithms), optimisation can be guided more easily through feasible space as feasibility can be determined after each move.
Highly constrained optimisation problems such as the set partitioning problem (SPP) offer greater challenges to solve effectively. Highly constrained problems may be thought of as those having a high proportion of equality constraints. These problems have traditionally been in the domain of specialised heuristics and integer linear programming techniques rather than of meta-heuristics [1] . This is because metaheuristics find it difficult to obtain and maintain feasible solutions to these problems. The most effective implementation to date has been Chu and Beasley's genetic algorithm (GA) [8] . Specialised genetic operators were used to generate solutions. In this paper ACO is used as a medium to create solutions from which the feasibility restoration and improvement can be applied.
The paper is organised as follows. Section II gives a description of a typical highly constrained optimisation problem, namely the SPP as well as a summary of the metaheuristic approaches used to solve it. Section III describes the modifications and additions (e.g., feasibility restoration and solution improvement) necessary for ACO to effectively solve the SPP. Sections IV and V give the computational results and conclusions respectively.
II. THE SPP AND META-HEURISTICS
The SPP is an extremely practical combinatorial optimisation problem for which there exists a variety of applications (see Balas and Padberg [2] for an extensive overview). The most well known of these is the aircraft crew scheduling problem [20] . The SPP is traditionally expressed as a 0-1 integer linear programme [8] given in Equations 1-3.
Where: N is the number of columns, c i is the cost of the i th column, x i is 1 if column i is in the solution, 0 otherwise, a ij is 1 if the j th row is covered in the i th column and M is the number of rows. There have been relatively few attempts at using standard meta-heuristics to solve highly constrained problems such as the SPP. Abramson, Dang and Krishnamoorthy [1] are able to solve relatively small SPP instances to optimality using two variations of simulated annealing. Crawford and Castro [13] present an ACO algorithm that incorporates constraint programming lookahead functions that again is able to solve small problems. Due to the large amount of computational resources required, Levine [21] and Czech [14] have created parallel genetic algorithms and simulated annealing solvers respectively.
Chu and Beasley's [8] GA approach uses an augmented penalty method in order to produce feasible solutions. Rather than applying a simple penalty term to the fitness (objective) function, they separate this into two distinct functions, namely fitness and unfitness. The fitness is the original objective function while the unfitness function is the cumulative measure of the number of times each row is over or undercovered. Their GA consists of tailored genetic operators, parent selection techniques and a heuristic to improve the feasibility of child solutions (though not necessarily guarantee feasibility). The results showed that not only could feasible solutions be obtained, but many of these were optimal (even to large size problems).
According to Maniezzo and Milandri [24] , the traditional ACO framework is ineffectual for solving the SPP. Hence they use a modified approach in which some elements of ACO are combined with tree search procedures. This becomes a form of branch and bound. At each step of their modified algorithm, the partial solution is expanded with up to k nodes (columns) per ant. The k nodes are produced with the tree search algorithm. Pheromone is applied to the coupling of how well column i covers constraint/row j. The results, while not as effective as Chu and Beasley's [8] genetic algorithm, show that such an approach is viable.
III. ACO FOR HIGHLY CONSTRAINED PROBLEMS
Much research and development effort into ACO has been concentrated on problems whose solutions can easily be represented with natural encodings (i.e., non 0-1 values). This ensures that it is relatively easy to obtain feasible solutions. As examples of this consider problems such as the TSP (e.g., [16] , [17] , [29] ) QAP (e.g., [11] , [19] , [23] , [28] ) and job and machine scheduling (e.g., [3] , [10] , [30] ). In comparison, even relatively lightly constrained problems such as the vehicle routing problem (e.g., [7] , [18] , [27] ) and the generalised assignment problem (GAP) (e.g., [22] , [26] ) have received less attention. For highly constrained problems, Maniezzo and Milandri [24] have presented a hybrid ACO/tree search solver for the SPP. As outlined in Section II, the majority of this approach is based on tree search, rather than pure ACO strategy.
As for some other ACO implementations (for example Blum, Roli and Dorigo [5] and Bu, Yu and Guan [6] ) it is sensible to encode the SPP solution as a binary vector. Each solution component is a column that is allowed to take on either of two values, 0 or 1. Pheromone (τ ) in this case is given as τ (i, k) where i and k are integers and 1 ≤ i ≤ N and k ∈ {0, 1}. Note that this is an O(N ) memory requirement whereas Maniezzo and Milandri's [24] is O(N M ). One of the most important questions for a constructive meta-heuristic such as ACO is how each ant at each step will decide which value to assign to the current component. For a highly constrained problem such as the SPP, a balance between optimising the objective measures and satisfying constraints (i.e., each row is covered once) is needed. To this end, Equations 4 and 5 represent these two possibilities. Equation 4 rewards good combinations of low cost columns that cover a large number of rows while Equation 5 is concerned with columns that have a greater number of rows.
Where:
is the conflict status. If incorporating this column into the solution causes a row or rows to be over covered, it becomes 0, else it is 1, p is the maximum cost of all columns, c(i) is the cost of column i, r(i) is the number of rows covered by column i and s is the maximum number of rows covered by a column. Both heuristics can be used in a manner outlined by Randall [26] (which is referred to as adaptive) for the GAP. This technique switches between the two forms of the heuristic based on the solver's ability to produce feasible solutions. For instance, if a colony of ants (at a particular iteration) fails to find a feasible solution amongst them, the next iteration can use a heuristic such as Equation 5 . Similarly, if feasible solutions are frequently found, Equation 4 should be used instead.
Another important issue is the order in which the solution components (columns) are processed by the ants. This is known as the assignment order [12] and can make a significant impact on solution quality [12] , [26] . Three general purpose structures (though discussed here in terms of the SPP) are as follows. Note that each variation is given a code to which it is referred in Section IV.
1) Normal Order -That is to assign a 0-1 value to each column in sequential order, i.e., 1 . . . N . This is referred to as ao1. 2) Weighted Order -Weight can be thought of as the column cost or how many rows it covers. The first simply means that it is more desirable to begin a solution using columns with smaller costs. For the second, the columns can be ordered by the number of rows they cover (whether in ascending or descending order). These are referred to as ao2, ao2asc and a02dec respectively. 3) Random Order -Components are ordered in a random way. Unlike approaches 1) and 2), the order can be reassigned at each iteration, or for each ant at each iteration. This is referred to as ao3. Beyond these essential parts of an ACO implementation, special feasibility, improvement and candidate set strategies are described next.
A. Restoring Feasibility
As SPP is a highly constrained problem, an ACO solver (as described above) will find it difficult to produce feasible solutions. In fact, initial testing of the solver showed that it could only produce up to 2% feasible solutions across a range of problems. For larger problems, it was often the case that no feasible solutions could be constructed.
To increase the number of feasible solutions, it is desirable to have an algorithm which can transform an infeasible solution into a feasible one. This type of algorithm is generally referred to as a feasibility restoration algorithm [25] . It has been traditionally considered too difficult to devise an algorithm for SPP that will generate feasible solutions [8] . However, a simple O(N 2 ) strategy is to take an existing (infeasible) solution and search for columns (not presently in the solution) that best cover its uncovered rows. If the newly added column conflicts with any other column(s) currently in the solution, these are removed. Once again (in the worst case) an undercovered solution is produced. By repeating this procedure for a number of iterations, a feasible solution may be produced. To determine which column to add next, a heuristic scoring system is used. This takes the two factors into account, namely the number of extra rows covered by the column and the number of rows that are overcovered. The latter is a more important consideration as the goal is to obtain a feasible solution. In the implementation, the values of 1 and 10 respectively were found to be suitable for this purpose.
Termination of the algorithm can be either when a feasible solution is found or a maximum number of iterations has elapsed (the number of columns N is a sensible value). Columns are allowed to be changed only once in the execution of the algorithm. The pseudocode for feasibility restoration is given in Algorithm 1.
Initial tests of the algorithm indicate that feasible solutions are produced in nearly all cases. In fact, without it, the solver is unable to create feasible solutions to most of the test problems (as used in Section IV).
1) Improving Solution Costs: While the feasibility restoration algorithm is able to create a feasible solution from an infeasible one, it does this without regard to solution cost. It should be noted that local search/gradient search techniques are not effective for this problem [8] . Therefore two different ways may be used to improve the quality of the solutions produced by this process. These may be used either separately or in conjunction and are as follows, where v is the biasing factor: 1) Bias towards cheaper columns: Referred to as "IS1".
As the algorithm changes part of an ant's solution, a reasonable strategy is to bias the heuristic so that it incorporates columns of lower cost. In this fashion, line 22 can be changed to the following, where v is the biasing factor: score = (number extra rows covered × score extra rows) − (number of rows overcovered × overcover score) + cost score × v(column) Where:
Algorithm 1
The feasibility restoration algorithm as applied to the entire colony of ants.
1: for each of the infeasible ant solutions do 2:
f easible = false 3:
while f easible = false AND iterations < N do
5:
Determine which rows are not covered by the solution 6: if there are uncovered rows then 7: best column = Determine the best column to cover the rows 8: Place the best column in the solution and remove those that conflict with it (i.e., have rows in common) best score = score 25: best column = column 26: end if 27: end for 28: return best column 29: end Determine the best column to cover rows
and p is the maximum cost of all columns.
The value of cost score varies dynamically throughout a run of a solver in a manner similar to selecting the component selection heuristic. This means that it increases the value of the parameter if the solver is able to find feasible solutions. If, however, using lower cost columns makes it difficult for the restoration process to produce feasible solutions, the value can be decreased. This is another example of an adaptive setting. 2) Removing high cost columns: Referred to as "IS2".
Further improvement can be made after a feasible solution is obtained. To do this, the solution can be analysed to determine a cluster of high cost columns.
These columns can be removed from the solution (which of course then becomes undercovered) and the feasibility restoration process can be applied. To prevent the algorithm from reinstating the cluster of columns (or part thereof), they are given a tabu status. Algorithm 2 shows how this may be applied to a single solution.
Algorithm 2
The improvement algorithm extension that incorporates feasibility restoration. 1: t = number of columns set as 1 2: max diff = 0 3: b = Sort columns from biggest to smallest 4: for col = 1 to t − 1 do
if diff >max diff then 7:
break point = col 9:
end if 10: end for 11: Change b(1 . . . break point) to 0 and make them tabu in the restoration process
It is possible that feasibility cannot be restored or a solution of higher cost is obtained. In both cases, the original solution is reinstated.
B. Candidate Set Strategies
Reasonable and practical size set partitioning problems tend to have many thousands of columns. Given that the ACO strategy will for each ant at each step evaluates each column and then (most likely) invoke feasibility restoration, computational time will be excessive. With sufficient parallel computing resources, this issue is mitigated by the fact that evaluation for each ant can be computed independently, and concurrently. In the absence of parallel computational facilities, and particularly for the computational experiments described in this paper for which only a uniprocessor-based computer was available, a standard technique, known as candidate sets, can be used. Candidate sets sensibly limit the number of evaluations that are done at each step, by, in this case, reducing the number of columns. Herein, three strategies are developed: 1) Random -For each iteration of the algorithm, each ant chooses a subset of columns (with which to work) at random. 2) Column Compatibility -Due to the constraintedness of these problems, a sensible strategy is to confine attention to a subset of columns that have a greater chance of producing feasible solutions. Each column's compatibility is calculated as the inverse of the aggregated number of rows it has in common with the rest of the columns. The columns with the least number of clashes receive higher rankings. 3) Column Compatibility (probabilistic) -This is a combination of the above two. The rank of the column is used to compute a probability of it being chosen as part of the candidate set. The better ranked columns receive higher probabilities than lesser ranked ones. The size of the candidate sets needs to be set for all techniques. This is specified as a percentage. Techniques 1 and 3 can be recomputed at each iteration of the search.
IV. COMPUTATIONAL EXPERIMENTS
The computational platform used is a uniprocessor Pentium 4 running at 3 GHz. Ant Colony System (ACS) [17] is used as the base search technique. The standard ACS parameters 1 are chosen as {β = 2, γ = ρ = 0.1, m = 10}. These are typical values that are considered robust across problems [17] . Initial experimentation revealed that the setting q 0 = 0.1 (i.e., a less greedy to choice of the inclusion of columns) was suitable for the SPP. Each test instance will be run across ten random seeds for one thousand iterations. The set of test problems is given in Table I and is divided into small and large instances. These are a crosssection of problems from the World OR-Library [4] .
The aim of these experiments is to, in as reasonable amount of computational time possible, test the support heuristics and strategies for ACO. Specifically, these are the use of the visibility heuristic (η), solution improvement, assignment orders and candidate set strategies.
The experiments are subsequently divided into three phases. These phases all use the feasibility restoration heuristic, however, Phases 1 and 2 are run on the small test problems to determine suitable parameter and algorithmic settings.
Phase 1: The combination of assignment order and visibility heuristic is tested. The settings for each are: assignment order {ao1, ao2, a02asc, a02dec, a03} and visibility heuristic {Equation 4, Equation 5, adaptive}. The Cartesian product of these sets gives fifteen possibilities. The Kruskal Wallis statistical procedure will be used to test for any significant differences. If these are detected, post-hoc testing is then used to rank the combinations. The best of these will be used as the basis for Phase 2. One thousand ant colony iterations per test instance will be used in this exploratory phase. Phase 2: The aim is to the solution cost improvement technique IS2 described in Section III-A. IS1 is used as default as it is able to bias the process towards cheaper columns without any additional computational expense. Results are generated with IS2 turned off and on. Further to this, a simple multistart search has been implemented. This algorithm produces random solutions that are each subjected to the feasibility restoration and improvement processes. To allow a fair comparison, the multistart algorithm produces the same number of solutions per run as ACO. Phase 3: Using the best combination of settings as determined from Phases 1 and 2, the solver is run on the largest problems in the test set. In terms of the candidate sets, initial investigation revealed that of the three types, Compatibility (probabilistic) produced the best results, even with small set sizes. Therefore this will be used with a set size that for each problem instance allows up to one thousand columns.
A. Results
The Phase 1 results were generated in order to detect if there were any significant differences due to assignment order and visibility heuristics. This was gauged using the best solution value produced in each run. On both counts this proved to be the case (using a significance level of 0.05). Post-hoc testing revealed that it is best to use a random assignment order combined with either the adaptive or greedy visibility heuristic (Equation 4).
In Phase 2, IS2 was tested. Table II reveals that improved solutions could be found using it rather than not. This was statistically significant at the 0.05 level. The question then becomes, does this improvement technique require distinctly more computational time? For problems in which the optimal solution could not be found in the one thousand iterations, IS2 typically required around a third more computational time. This was for the extra feasibility restoration attempts that form part of the technique. On the problem instances for which the optimal cost could be obtained, the median runtime result was always lower for IS2. This suggest that it generally requires fewer iterations to receive the same cost value. The multistart algorithm was in general very poor compared to ACO. This is despite the fact that it uses the same support heuristics. It suggests that ACO is capable of driving the search towards better solutions.
The Phase 3 results are presented in Table III . A property of the ACO solver that emerged after much initial computational experimentation was that it dealt very poorly with problems having over one thousand columns. Runtimes became exceedingly long and the returned solutions were relatively poor. Hence the use of candidate set strategies became necessary for solving larger instances. However, while they are useful for reducing the amount of columns and subsequently the overall runtime, an unpleasant side effect is, of course, that the ability of the solver to construct quality solutions is reduced. Indeed with the setting of very small values of the candidate set percentage parameter, it was found the solver could not construct a feasible solution. Allowing the solver to access up to one thousand columns of the problem typically produced solutions within ten percent of the optimal cost (though NW11 went close to 45%) taking between 3000 and 10000 CPU seconds (largely dependent on the number of rows). These results are certainly not yet as effective as the specialised meta-heuristics of Chu and Beasley [8] and Maniezzo and Milandri [24] . However, it must be kept in mind, that the general support algorithms are very useful for highly constrained problems.
Given that the feasibility restoration algorithm is effective when the full set of columns is used, it would seem that for ACO, parallel processing strategies for this and similar problems will need to be explored. This should help in regard to producing better solutions in substantially less wall-clock time. More investigation also needs to be carried out on the creation of suitable subsets of columns to constitute candidate sets, particularly for cases where limited computational resources must be used. 
V. CONCLUSIONS
Highly constrained combinatorial optimisation problems have proved to be a challenge for meta-heuristic solvers (particularly for those that construct solutions). Often, the incorporation of specialised heuristics is necessary in order to produce practical implementations. In this paper however, algorithms have been developed so that they (in principle) may be applied to a range of constrained problems. The feasibility restoration procedure is able to move components in and out of a solution so as to satisfy a set of equality constraints. This could be easily adapted to support inequality constraints. The improvement technique builds on feasibility restoration to encourage solutions of better cost to be produced. This is especially important when effective local search algorithms are not available.
For this implementation, the ACO algorithm and its supporting components, clearly are effective on the smaller sized problems. This is despite the assertion of Maniezzo and Milandri [24] that the standard ACO framework is not suited to the SPP. Due to the many thousands of columns in the larger instances, ACO slowed substantially (to a point where it was not practicable to run). This aspect of scalability requires significant attention. The candidate set techniques used to reduce the number of columns, allowed the algorithm to process these problem instances and produce feasible solutions. While this is a positive outcome, the aim, of course, is to improve the quality of these results. Therefore, the next stage of the research is to modify the algorithm to suit parallel computation. By lessening the reliance on candidate sets it is hoped that the feasibility restoration process will have sufficient columns to operate more effectively and deliver improved reults. Ultimately, this will enable the effective solving of SPP and similar problems by modified ACO. It would appear that for this class of problems, the use of parallel computing is not just desirable but a practical necessity. Small  NW08  24  434  21  352  35894  NW12  27  626  25  451  14118  NW15  31  647  29  405  67743  NW20  22  685  22 
