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Present day electromagnetic field calculations have basic limitations since they employ techniques based on edge-based
discretization methods. While these vector finite element methods (VFEM) solve the issues of tangential continuity of
fields and the removal of spurious solutions, the resulting fields do not have a unique directionality at nodes in the dis-
cretization mesh. This review presents three calculations of electromagnetic fields: (i) waveguides, (ii) cavity fields, and
(iii) photonic crystals. We have developed Hermite interpolation polynomials and node-based finite element methods
in the framework of variational principles. We show that the Hermite-finite element method (HFEM) better accuracy
with lower computational cost, and provides field directional continuity across the discretized space. It also permits
multiscale calculations with mixed physics. For example, the nanoscale modeling of quantum well semiconductor laser
structures has to be done together with cavity electrodynamics at the micron scale in vertical-cavity surface emitting
lasers and other optoelectronic systems. These can be treated with high accuracy with the new HFEM, which is also
applicable to quantum mechanical simulations in meso- and nano-scale systems. We use group representation theory to
derive the HFEM polynomial basis set in two dimensions. In three dimensions we derive these polynomials using usual
methods. We show that degeneracies in the frequency spectrum in a cubic cavity can be denumerably large even though
the symmetry of the cube, Oh, supports only singlets, doublets, or triplets. The additional operators available for the
problem explains the origin of this “accidental degeneracy.” We discuss this remarkable degeneracy and its reduction
in detail. We consider photonic crystals corresponding to a 2D checkerboard superlattice structure, and the Escher
drawing of “The Horsemen” which satisfies the nonsymmorphic group pg. We show that HFEM is able to deliver high
accuracy in such spatially complex examples with far less computational effort than Fourier expansion methods. Finite
element analysis employs geometric discretization and hence transcends geometrical limitations. Techniques explained
here can be immediately extended to realistic and geometrically complex structures. The new algorithms developed
here hold the promise of successful modeling of multi-physics systems. This general method is applicable to a broad
class of physical systems, e.g., to semiconducting lasers which require simultaneous modeling of transitions in quan-
tum wells or dots together with EM cavity calculations, to modeling plasmonic structures in the presence of EM field
emissions, and to on-chip propagation within monolithic integrated circuits.
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I. INTRODUCTION
The idea of guiding electromagnetic waves along conduct-
ing rods has been of interest for more than a century.1 Dur-
ing the 1940s, the need to design radars for detection of air-
craft and warships provided a new impetus for the analysis
of waveguides. Schwinger2,3 was responsible for the theoreti-
cal framework for designing waveguides with complex shapes
and embedded dielectrics. With the advent of digital computa-
tion in the past 60 years, it became possible to consider prob-
lems with waveguide geometries and characteristics that had
no closed-form analytical solutions. In particular, the numeri-
cal simulation of the behavior of electromagnetic waves at the
microwave frequencies attracted much interest from their use
in transmitters and receivers of radio waves. High-accuracy
calculations of electromagnetic fields through geometry dis-
cretization has been the focus of intense investigation over this
period. The approach offers detailed real-space information
appropriate for the analysis of fields not only in open domains
but in closed regions of complicated structure, such as the di-
electric, magnetic and semiconducting layers encountered in
radio frequency integrated circuits. The impact of predictive
capability with this approach in electromagnetic simulation
has been profound for problems ranging from antenna design
to on-chip signal propagation. Typically, the on-chip electro-
magnetic solvers are invoked for modeling ports and guiding
structures, the device solvers are parameterized models, and
the passives are lumped elements. While this design philos-
ophy has been very successful at lower frequencies and for
large devices, the eventual addition of full-wave electromag-
netic solvers to fully integrated chip layout and device design
modeling tools is a foregone conclusion.
This leads to the critical issue of obtaining field calcula-
tions that provide the spatial resolution adequate for multi-
scale problems, for example, field propagation into and out
of active electronic devices that are much smaller than the
wavelengths of the propagating signals they manipulate. For
RF circuits operating at sub-millimeter wave frequencies, the
designs of transitions and interactions of signals at the tran-
sistor level are intensive engineering exercises to obtain the
critical matching conditions that make useful circuits possible
at these demanding frequencies.4 Given the geometric com-
plexities and the material loss components that are relevant
with increasing frequency above 300 GHz, most design cycles
require extensive back-fitting to measurement and redesign.
This iterative process is very expensive in time and fabrica-
tion costs compared with design methods at lower frequen-
cies where the full-wave modeling can be restricted to port
transitions and guiding structures of minimal loss. Therefore,
a solver methodology that can obtain high spatial resolution
without poor computational scaling and discretization error
behaviors is a key element of integrating full-wave electro-
magnetics when small (10’s of nanometers) active devices in-
teract with metals and dielectrics that are far from perfect con-
ductors or lossless. Figure 1 shows a schematic of a vertical
cavity surface emitting laser (VCSEL) as an example of a mul-
tiscale application in which the active quantum well region is
of nanometer scale while the photonic cavity is at the micron
scale.
In this review, we also consider cavity electrodynamics,
level degeneracies in a cubic cavity, and their identification.
We show that the electrodynamic cubic cavity exhibits “acci-
dental degeneracy.” We explore the dynamic interaction be-
tween symmetry, level degeneracy, and its removal.
Finally, we demonstrate the efficacy of HFEM in the model-
ing of photonic crystals (PC). We consider a checkerboard su-
perlattice wires and a beautiful application to Escher’s draw-
ing, “The Horsemen,” treated as a photonic crystal having a
nonsymmorphic symmetry group pg.
II. EARLIER APPROACHES
The Vector finite element method
The most favorable trade-off from a numerical standpoint
has been to sacrifice polynomial degrees of freedom for the
representation of either the normal or tangential fields in ex-
change for compliance with Nedelec conditions. The main-
stay of this approach is the use of Nedelec-compliant vector fi-
nite elements (VFEM).5–10 The most widely implemented ele-
ment basis functions share a common attribute that tangential
field boundary conditions are explicit at triangle boundaries
and that normal field representations are one polynomial order
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FIG. 1: A schematic of a vertical cavity surface emitting
laser (VCSEL) is shown. The quantum well is sandwiched
two semiconducting cylinders. The quantum well region has
the geometry at the nanometer scale, while the photonic cav-
ity is at the micron scale.
3less than that of the tangential fields. These conditions and the
mixed-order field representations are well-documented and
effort has been made to suppress potentially unphysical so-
lutions through the VFEM basis choices.9
The disadvantage of mixed-order polynomial approaches is
the inherent imbalance in discretization error with increasing
mesh density. While every discretization method introduces
errors with arbitrary mesh scaling, h-convergence is achieved
in a well behaved finite element calculation, and it would be
expected that increasing mesh density where solutions change
rapidly should provide much better real space functions until
extremely dense conditions prevail. However, in mixed or-
der elements, mesh refinement toward a dense grid of equilat-
eral triangles (in 2D) can decrease the overall quality of the
field representation in polynomials because increasing por-
tions of real space are described by lower order polynomials
since field components with projections normal to the triangle
boundaries occur ubiquitously.
In the limit of a very dense mesh, the entire solution can
be no better than the lowest order description because the
inter-element boundary regions dominate over the vanishing
triangle interior. What is worse is that the as-written basis
functions produce ambiguous vector fields at triangle vertices
in the sense that approaching a point in space that is shared
as a common corner node of several triangles produces fields
that are unique to each triangle, creating an overdetermined
basis representation for the fields at vertices. (See Fig. 2.)
This occurs because the basis decomposes the field there as
projections orthogonal to adjacent edges that are not shared
among all the triangles sharing the node. Therefore, an ex-
tremely dense mesh results in at best a constant value de-
scription if additional numerical techniques are not deployed
to mitigate the problem of multiple definitions of the vector
field at shared vertices. In addition, when such fields calcu-
lated using VFEM are employed in further applications, such
as determining electron trajectories in accelerators or in high
power vacuum tube design, these regions around vertices in-
ject uncertainties in the charged particle trajectories.
Given the inherent side effects of vector basis element
discretization, it is not surprising that most of the work on
VFEM solution enhancement and refinement has focused on
the construction of higher order polynomial basis functions
to increase spatial resolution rather than dense meshing (p-
convergence). Hierarchical approaches are used in practice
and have been published in great detail.11,12 In practice, the
difficulty with this route to better spatial resolution is that
mesh refinement or the discretization of disparately sized
physical regions often requires the mating of finite elements
with different basis orders.
The enormous advantages to finding a nodal basis that
scales well with meshing refinement make this an attrac-
tive topic to re-engage. The spectral pollution that arises
from nodal based basis functions has been analyzed elegantly
from a mathematical point of view for traditional choices of
polynomials.13
The present article analyzes, for comparable degrees of
freedom (DOF), the impact of choosing an alternative nodal
basis formed from Hermite interpolation polynomials versus
Direction of field
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FIG. 2: We show the vector fields at vertices in the edge-
elements in VFEM. These are directed along the edges, lead-
ing to a region of ill-defined direction for the field at each
vertex. Thus the more the number of vertices the larger is the
region of poorly defined fields.
the use of vector finite elements. The advantages of the Her-
mite finite element method (HFEM) are shown for canonical
waveguide problems and compared to published treatments.
The nodal representation with function and derivative conti-
nuity (the core of the Hermite approach) results in unambigu-
ous field descriptions at shared nodes among triangles and
treats the field components with uniform polynomial degree
(not mixed-order.) The built-in access to derivative quantities
should offer ready access to quantities that are useful for sen-
sitivity analysis.14 This treatment results in global functions
without severe coarsening which will be suitable for analyz-
ing interactions with small features, such as those found in
high frequency transistor circuits. In an on-chip calculation,
including transitions to coplanar waveguide and micro-strip
waveguide structures, some thin film layers will set a mesh
size that is incompatible with the overall structure size and
propagating signal wavelength. At present, these treatments
in circuit design software are dominated by finite-difference
time-domain methods.15
The boundary element method
For external regions, boundary integral techniques have
been combined with finite element methods to capture the
asymptotic behavior in open systems.16 While offering sur-
face vs. volume discretization advantages, boundary integral
formulations are self-consistency relations and do not enjoy
the advantages of variational quadratic convergence. The use
of dyadic Green’s functions in EM involves derivatives of
these singular functions at the boundaries making the eval-
uation of the integrals more complex. Dimensional continu-
ation techniques applied for the evaluation of such hypersin-
gular integrals will substantially enhance the computational
accuracy.17 However, the matrices generated in this method
are dense, and are typically nonlinear in the eigenfrequencies.
Other methods
Finally, meshless methods18–20 have been used to treat a
number of physics problems, including EM, and are at the
4opposite extreme in terms of numerical representations to the
method given in this paper where we develop a higher order
of derivative continuity in spatial basis. Meshless schemes
can be interpreted in many ways, but often involve the use
of basis functions that are not restricted to a finite volume.
The resulting matrix formulations have the advantage of be-
ing fully block-diagonal but require a separate treatment of
continuity boundary conditions. In these situations the bound-
ary conditions are enforced as a constraint which can be a
penalty method or numerical flux minimization. Derivative
information is rarely treated when forming eigenfunctions in
these methods.
III. THE SOURCE OF SPURIOUS SOLUTIONS
EM fields in a physical system should satisfy the wave
equation along with a divergence-free condition. For example,
in the electric field formulation (E-field), we solve Maxwell’s
equations
∇×∇×E = ε µ ω2 E;
∇ · εE = 0,
(1)
(2)
where ω is the eigenfrequency and ε and µ are the permittiv-
ity and permeability of the material. Computationally if we
simply attempt to solve the wave equation Eq. (1), we are not
guaranteed that the obtained solutions satisfy the divergence-
free condition of Eq. (2). Solutions with either zero frequency
(ω = 0) or with non-zero divergence (∇ · εE 6= 0) that are ob-
tained while solving Eq. (1) are known as the spurious (un-
physical) solutions. Such spurious solutions also corrupt the
desired eigenspectrum.
The vector basis functions can be constructed in VFEM to
systematically eliminate spurious solutions by casting them
into the null space of the curl operator.6,9,21 These solutions
correspond to the zero-frequency (static) solutions in the EM
problems. For matrix dimensions of 103 in typical EM calcu-
lations, nearly 20-30% of the solutions belong to this class
and are thrown away, being unusable solutions.9 Carrying
this overhead in the calculation is computationally expensive
when scaling to sophisticated structures.
In large scale computations where the method of domain
decomposition is often employed, all solutions for each sub-
domain are calculated so that the solutions for the entire do-
main can be constructed from those of the sub-domains. The
zero-frequency modes of a sub-domain are also needed as
Fourier components in order to construct the global solutions.
However, it is not simple to discriminate between acceptable
zero frequency solutions and the pollution of the nullspace
with spurious solutions.
IV. THE PROPOSED HERMITE FINITE ELEMENT
METHOD
We propose the use of the Hermite basis functions because
they employ spatial derivative degrees of freedom that directly
coincide with the operators in the curl, and are completely
consistent with EM theory. We show that the approach yields
better accuracy, with a more physical (smoother) represen-
tation of fields, than from VFEM. In 2D calculations, this
method does not generate the spurious solutions that plagued
nodal based Lagrange FEM encountered earlier in the 1970’s,
even though the C1-continuous Hermite polynomials are also
scalar in nature. Our alternative set of polynomial basis func-
tions for 2D, the scalar fifth-order Hermite interpolation poly-
nomials for the numerical calculations of EM fields removes
all the above difficulties. These polynomials are associated
with degrees of freedom that include both function value and
spatial derivatives up to second order. Recently, Kassebaum,
Boucher and Ram-Mohan (KBR)22 have shown how to derive
these polynomials using group representation theory, giving a
comparison with the earlier basis functions occurring in the
literature,23–27 which use the same derivative degrees of free-
dom but are distinct from existing sets of polynomials.
In our approach, each in-plane component of the field is
represented by scalar Hermite shape functions. The method
is equally effective with E-fields and H-fields, as we will
demonstrate. These functions ensure tangential continuity
along shared sides of triangles, thereby eliminating spurious
solutions. The C1-continuity perpendicular to the sides of
the triangular elements leads to smoother reconstruction of
solutions. This representation guarantees consistency in the
field direction at the vertices of triangles. These properties
allow for more accurate solutions of electrodynamics prob-
lems with faster h-convergence because of the higher deriva-
tive shape functions. We show here that the scalar HFEM
yields four orders of magnitude higher accuracy with fewer
elements than those needed in the presently prevalent meth-
ods for waveguides.28
In two dimensional (2D) waveguides, we circumvent the
issue of spurious solutions by solving for only one of the
field components (Hz or Ez), and obtain the other two com-
ponents using boundary conditions (BCs) and the divergence-
free condition.29–31 However, such freedom does not exist in
three dimensions (3D). In a numerical calculation, the antic-
ipated zero frequency solutions can have non-zero frequen-
cies due to discretization, and will occur inter-mixed with the
physical spectrum.9,32
Nodal representation of field components with scalar func-
tions and their derivatives results in an unambiguous field de-
scription at shared nodes among adjacent elements and treats
the field components on a uniform footing.33 The built-in
derivative degrees of freedom (DOFs) allow us to readily cal-
culate the additional quantities such as surface currents, while
providing smoother solutions. This treatment results in global
functions without severe coarsening which will be suitable for
analyzing interactions with small features, such as those found
in high frequency transistor circuits and VCSELs. Within this
scheme, dielectric discontinuities along interfaces can be han-
dled cleanly using Fermi smoothing functions.34
For the brick element in 3D, the polynomials are
constructed from the outer product of the 1D Hermite
polynomials.27 For a tetrahedral element, the Hermite poly-
nomials are generated directly based on the geometry of the
5tetrahedron and conditions on function values and deriva-
tives at the vertex nodes and mid-face nodes. We then have
for both types of element polynomials with both tangential
and normal derivative continuity across the element bound-
ary. We note that the HFEM approach yields better accu-
racy, with a smoother representation of fields than those ob-
tained using VFEM. The HFEM scheme yields several orders
of higher accuracy with fewer elements than those needed in
the presently prevalent 3D implementations of VFEM.35–37
The node-based HFEM representation guarantees consistency
in the direction of fields at the vertices of elements.38 We
impose the divergence-free condition through a constant La-
grange multiplier term introduced into the action integral in
3D, and also by explicitly requiring a zero-divergence con-
dition at each node through the derivative DOFs available at
each node in our formulation. Any surviving ω 6= 0 spurious
solutions are then eliminated by identifying them using their
large |∇ ·E|/|∇×E| ratio. We demonstrate that this proce-
dure does not alter or influence the accuracy of the physical
solutions.
In VFEM implementations, the eigenfrequencies of spuri-
ous solutions are pushed to zero, either through the Nedelec
conditions or through their removal at each iteration, as men-
tioned earlier. In either case, this is an expensive numerical
procedure. In the literature, the first approach for eliminat-
ing spurious solutions with scalar polynomials was the penalty
factor method (i. e., a Lagrange multiplier scheme).39 How-
ever, a fixed choice of the penalty factor fails to impose the
zero-divergence condition adequately for all frequencies.21
Furthermore, the penalty term itself can introduce an addi-
tional set of spurious solutions.40
Within the HFEM framework for 3D calculations, we now
have the luxury of explicitly imposing a zero-divergence con-
dition at each node while using Hermite interpolation polyno-
mials since we have derivative degrees of freedom there.41–43
While this does not ensure the complete removal of the di-
vergence in the interior of the finite element through interpo-
lation, it reduces it substantially, especially as the size of the
element is reduced. In this article, we use a constant penalty
factor, and impose zero-divergence at all nodes to identify the
spurious solutions for elimination. Either brick elements (216
DOFs) or tetrahedral elements (56 DOFs) can be used in the
calculations.
The full spectrum of propagating modes in a partially filled
rectangular waveguide is obtained with HFEM and compared
with analytic solutions. We plot the eigenfrequencies of the
different modes which shows the existence of cut-offs in the
propagating mode frequencies which agree perfectly with the
analytic solutions. The magnetic fields for various modes are
plotted to show the continuous character of the solutions in
HFEM. The capturing of eigenstates in the higher dielectric
region as dielectric contrast increases is analogous to the evo-
lution of the electronic states in an asymmetric quantum well
from above-barrier states to states bound in the quantum well
as the barrier energy in the well region is lowered.
In the following sections we consider cavity electrodynam-
ics within a finite element framework using Hermite brick el-
ements and also employ tetrahedral elements for comparison.
X
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FIG. 3: A homogeneous waveguide with a rectangular cross-
section a× b is shown. The propagating wave moves along
the z-axis.
Finally, we show the advantages of HFEM to determine dis-
persion relation in photonic crystals. The lattice of dielectric
cylinders is first treated in order to benchmark the method we
are proposing. The application to a checkerboard superlattice
is to show how dielectric corners are treated. The modeling
of the Escher drawing as a final example illustrates the advan-
tage of HFEM when the spatial complexity of the distribution
of dielectric is so high that the plane wave methods are not as
appropriate.
V. HFEM FORMULATION OF ELECTROMAGNETIC
FIELDS
We begin with Maxwell’s equations expressed in MKS
units,
∇ ·D = ρ,
∇×H− ∂D
∂ t
= J,
∇×E+ ∂B
∂ t
= 0,
∇ ·B = 0.
(3)
(4)
(5)
(6)
In the above, the displacement vector D and the magnetic flux
density B are expressed in terms of the electric and magnetic
fields E and H,
D = εE; B = µH. (7)
If the medium is isotropic, ε and µ are scalar quantities, rather
than second-rank tensors. Let us define the dimensionless
quantities εr and µr so that
ε = εrε0, µ = µrµ0, (8)
with ε0 and µ0 being the permittivity and permeability of free
space, respectively.
We assume that the dielectric regions of the waveguide are
charge-free and current-free.
The Maxwell’s equations are combined to form the wave
6equations for the E-field and H-field,
∇×
(
1
εr
∇×H
)
− k20µrH = 0,
∇×
(
1
µr
∇×E
)
− k20εrE = 0,
(9)
(10)
where k0 =ω/c. We observe that either equation may be used
to set up the action integral. In order to define the action, we
begin by multiplying the differential equation, Eq. (9), by δH∗
and integrating over the physical domain. We use the vector
identity
∇ · (P×R) =
[
εi jk (∂iPj)Rk−Pjε jik∂iRk
]
= (∇×P) ·R−P · (∇×R) .
(11)
Now let R = α∇×Q. Then from Eq. (11),
∇ · (P× (α∇×Q)) =(∇×P) · (α∇×Q)
−P · (∇× (α∇×Q)) . (12)
This relation, along with Gauss’s theorem and the substitu-
tions Q = H, P = δH∗, and α = ε−1r , leads to the integralsˆ
V
d3rδH∗·[∇× 1
εr
(∇×H)]=
ˆ
V
d3r (∇×δH∗)· 1
εr
(∇×H)
−
˛
S
ds nˆ ·
[
δH∗× 1
εr
(∇×H)
]
. (13)
The integrand of the surface term may be rewritten as
nˆ ·
[
δH∗× 1
εr
(∇×H)
]
=−δH∗ ·
[
nˆ× 1
εr
(∇×H)
]
. (14)
We are interested in solving for time-harmonic fields, so
that H(r, t) = H(r)exp(−iωt) and similarly for E. For time-
harmonic fields, the relations between E and H is given by
H =− i
µω
∇×E, E = i
ε ω
∇×H. (15)
Therefore, E is proportional to ε−1r (∇×H). Assuming the
waveguide to be enclosed by a perfectly conducting material,
one of the boundary conditions is that nˆ×E = 0. Thus, the
surface integral in Eq. (13) is exactly zero.
Note that it is possible to work instead with the electric field
formulation of Eq. (10). In this case, the surface term takes the
form
˛
S
ds nˆ ·
[
δE∗× 1
µr
(∇×E)
]
. (16)
We see that for the perfectly conducting boundary, the surface
term arising from an integration by parts vanishes.
We thus see that the integrated form of Eq. (9) is expressible
as
δ
ˆ
V
d3r
1
2
[
(∇×H∗) · 1
εr
(∇×H)− k20µrH∗ ·H
]
= 0. (17)
Equation (17) is now interpreted as the functional variation
of the action integral. (Usually the action is the time integral
of the Lagrangian. Here the Lagrangian is independent of time
since a harmonic solution in time is assumed. Hence theA /T
is appropriate). We may write it as
δA /T = L = 0. (18)
The principle of stationary action then identifies the action to
be
L =
1
2
ˆ
V
d3r
[
(∇×H∗) · 1
εr
(∇×H)− k20µrH∗ ·H
]
. (19)
Similarly, using the electric field formulation of Maxwell’s
equations yields
L =
1
2
ˆ
V
d3r
[
(∇×E∗) · 1
µr
(∇×E)− k20εrE∗ ·E
]
. (20)
In the FEM framework, the action integral is discretized
into triangular elements in 2D, and either hexahedral or tetra-
hedral elements in 3D. For tetrahedral elements in 2D, the
Hermite elements exhibit C1 continuity throughout the finite
element mesh. For a given Cartesian component of H, say
f (x,y), the interpolated value in terms of the 2D Hermite ba-
sis functions φi is given by
f (x,y) =
18
∑
i=1
fiφi(x,y), (21)
where the fi are degrees of freedom assigned to the function
value and its derivatives at the vertices of the triangle. This
allows the enforcement of either derivative continuity or EM
boundary conditions depending upon the material composi-
tion of adjacent triangles. We have provided the basis for
an equilateral triangle because that is the optimization goal
of most mesh refinement and it is also the rationale for the
KBR group theoretical development of the basis. The basis
functions φi for a reference triangle and the numbering se-
quence for the assignment of function and derivative values at
the nodes have been published elsewhere.22,33 In Fig. 4, we
plot the KBR basis polynomials, and we observe that they sat-
isfy triangular C3V symmetry.
For a hexahedral element in 3D calculations, the HFEM
polynomials are constructed through the products of 1D Her-
mite polynomials in x,y, and z directions. This guarantees
continuity of the field values f , first derivatives ∂x f ,∂y f ,∂z f ,
cross-term second derivatives ∂ 2xy f ,∂ 2yz f ,∂ 2xz f , and ∂ 3xyz f . One
can also employ HFEM using tetrahedral elements instead, as
in many cases tetrahedra offer more flexibility in discretizing
the geometry of the problem. The quintic Hermite interpola-
tion polynomials for tetrahedral elements assures continuity
for the function value f , the first derivatives ∂x f ,∂y f ,∂z f , and
all the second derivatives ∂ 2xx f ,∂ 2yy f ,∂ 2zz f ,∂ 2xy f ,∂ 2yz f ,∂ 2xz f , at
each vertex of the tetrahedral element. At the face centers of
the tetrahedron, continuity in the function value and the first
derivatives are guaranteed.
7FIG. 4: The C1-continuous 18 DOF quintic Hermite interpo-
lation polynomials that have tangential and normal derivative
continuity across the element are plotted on an equilateral
triangle. These polynomials were first derived using group
representation theory by KBR.22 The superscripts on the
shape function N(m,n)i denote the order of the x or y derivative
value set to unity at its associated node i.
VI. WAVEGUIDES
A. Boundary conditions
In this section, we consider a rectangular conducting
waveguide with sides parallel to the x- and y-axes (see Fig. 3).
The boundary conditions are given by
nˆ ·H = 0,
nˆ×E = 0.
(22)
(23)
Expanding Eq. (22) we have
nxHx+nyHy = 0. (24)
For the left and right boundaries, which are parallel to the y-
axis, Eq. (24) simplifies to
Hx = 0 for x ∈ {0,d}. (25)
For the top and bottom boundaries, we get
Hy = 0 for y ∈ {0,h}. (26)
In addition, Eq. (23) may be used to generate derivative
boundary conditions at the edges. Recall that the differential
form of the Maxwell-Ampère equation is given by
∇×H− ∂D
∂ t
= J. (4)
Assuming that dielectric properties do not vary over time and
there is no current density at the boundary, we have
∇×H = ε ∂E
∂ t
=−iωεE (27)
for a time-harmonic field. Substituting Eq. (27) into Eq. (23)
yields
nˆ×
(
− 1
iωε
∇×H
)
= 0. (28)
Expand the cross product to obtain
 ny (∂xHy−∂yHx)−nx (∂xHy−∂yHx)
nx (∂zHx−∂xHz)−ny (∂yHz−∂zHy)
=
00
0
 . (29)
The first and second vector components of the cross product
each yield
∂xHy = ∂yHx. (30)
On the left and right boundaries, we have already shown that
Hx = 0. Since these edges are parallel to the y-axis and Hx = 0
along these edges, it follows that ∂yHx = 0. From Eq. (30) we
then obtain derivative conditions on Hy and Hx:
∂xHy = 0, for x ∈ {0,d}.
∂yHx = 0, for y ∈ {0,h}.
(31)
(32)
Together, Eqs. (25), (26),(31) and (32) constitute all the
boundary conditions for a conducting waveguide of width d
and height h.
It is straightforward to show that in 2D the divergence con-
dition ∇ ·E = 0 is automatically satisfied in calculations for
the fields in the cross-section of the waveguide. We refer the
reader to Nayfeh’s treatment.44
B. Results for a homogeneous waveguide
Our first example is a homogeneous rectangular (d × h)
waveguide with εr = 1,µr = 1, and kz = 1. The dimensions
of the cross-section were chosen to be d = 20 and h = 10.
There is no inherent separation of TE and TM modes in the
HFEM formulation and therefore the eigenproblem returns all
physical solutions. The resulting Hz field components were
calculated in post-processing where those with finite magni-
tudes are TE modes and those with Hz approaching the nu-
merical noise floor are TM modes. The eigenfunctions for the
degenerate TE and TM modes of the homogeneous waveguide
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FIG. 5: Frequency eigenvalues (ω/c) of several TEmn modes
of a hollow (εr = 1) rectangular waveguide with 2:1 aspect
ratio are shown as functions of kz. The analytical values
(curves) are compared with those calculated using HFEM
(dots), and the two are essentially identical (see Table I).
(From Boucher et al., Ref. 33.)
were separated in post-processing since arbitrary linear com-
binations of degenerate modes result from a typical numerical
diagonalization.
To generate pure TE modes during the postprocessing
stage, we enforce the condition that
∂Hy
∂x
− ∂Hx
∂y
= 0. (33)
Since the electric field is derived from the curl of the magnetic
field, this expression forces the z-component of the electric
field to equal zero, creating a pure TE mode.
To create a pure TM mode, we recall that Hz is obtained
from the in-plane components using the divergence condition.
We can force Hz to equal zero by forcing
∂Hx
∂x
+
∂Hy
∂y
= 0. (34)
Either Eq. (33) or Eq. (34) may be enforced after calculating
the eigenfunctions by multiplying one of the in-plane com-
ponents, either Hx or Hy, by a scale factor until one of the
equations is satisfied.
The eigenvalues of a few propagating modes are plotted as
a function of kz in Fig. 5. Relative errors in the eigenvalue cal-
culations for the homogeneous waveguide varied from 10−14
for the lowest state to 10−10 with approximately 2700 DOF in
the global matrix, as shown in Table I.
A few comments are in order:
1. From Table I, it is clear that the eigenvalues of the ho-
mogeneous waveguide, particularly the lowest eigen-
value, show close agreement with analytical values. We
note that Lee et al.28 have made an analysis of the con-
vergence of eigenvalues for hierarchical vector finite el-
ements for waveguides. The lowest eigenvalue reported
by them has an error of 10−12 for approximately the
same number of degrees of freedom as compared with
our lowest eigenvalue which has double-precision accu-
racy as seen in Table I.
The lowest frequency propagating mode is the T E10
mode. The T Emn and T Mmn modes with m,n 6= 0 are
degenerate.
2. The diagonalizer delivers a linear combination of de-
generate TM- and TE-modes. In order to resolve the
eigenfunctions into distinct TM- and TE-modes, it is
necessary to rescale one of the in-plane magnetic field
components before using the in-plane components to
calculate Hz and the electric field components. The
need to rescale one of these components is a conse-
quence of the fact that the in-plane field components
are used to construct the global matrix, without explic-
itly setting Hz or Ez to zero for TM and TE modes, re-
spectively. While for every TM mode, there exists a TE
mode with the same frequency, the resulting degener-
acy cannot be resolved by a simple perturbation of the
waveguide cross-sectional dimensions or global matrix
elements.
3. Accidental degeneracies, which involve different modes
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FIG. 6: The convergence of the eigenvalue for the lowest
frequency, T E10-mode is displayed as the global number of
degrees of freedom (DOF) is increased through mesh refine-
ment for a homogeneous waveguide. The solid curve (red) is
obtained with HFEM and compared with published results
using VFEM.28 (From Boucher et al., Ref. 33.)
9TABLE I: Numerically calculated eigenvalues versus their predicted values for the ten lowest-energy modes of the homo-
geneous rectangular waveguide. The number of Hermite finite elements used was 406 with a global matrix size of 2784.
(Adapted from Boucher et al., Ref. 33.)
Mode Theoretical HFEM Error
T E10 1.024 674 011 002 72 1.024 674 011 002 69 3.0×10−14
T E20 1.098 696 044 010 89 1.098 696 043 949 03 6.2×10−11
T E01 1.098 696 044 010 89 1.098 696 044 076 11 6.5×10−11
T E11 +T M11 1.123 370 055 013 61 1.123 370 054 915 78 9.8×10−11
T E11 +T M11 1.123 370 055 013 61 1.123 370 055 117 61 1.0×10−10
T E21 +T M21 1.197 392 088 021 78 1.197 392 087 905 68 1.1×10−10
T E21 +T M21 1.197 392 088 021 78 1.197 392 088 225 77 2.0×10−10
T E30 1.222 066 099 024 51 1.222 066 099 118 76 9.4×10−11
T E31 +T M31 1.320 762 143 035 40 1.320 762 143 075 83 4.0×10−11
T E31 +T M31 1.320 762 143 035 40 1.320 762 143 933 56 9.0×10−10
having the same frequency, may occur, especially if one
dimension of the waveguide cross-section is commen-
surate with the other. These accidental degeneracies
may be removed by introducing a small perturbation
in the global matrix, and do not require any additional
postprocessing.
4. We note that the transverse nature of the modes is de-
manded in vector finite element analysis for every el-
ement. Here we impose the transversality condition at
the end of the calculation for the global eigenstates.
We now determine the convergence properties of the HFEM
solutions. In Fig. 6(a), we show the convergence of the eigen-
frequency to its analytically determined value in a homoge-
neous waveguide. For the lowest frequency T E10-mode, as
the global number of DOF is increased through mesh refine-
ment, the accuracy improves steadily until 2400 DOF when
the curve in red (lower curve) obtained with HFEM reaches
down to 10−14. The HFEM delivers an accuracy of 10−9 with
just 96 DOFs (8 nodes). These results are extraordinary in
terms of how quickly the frequency of the lowest mode is
determined accurately. In the same figure, we have overlaid
the VFEM data28 in the blue curve (upper curve). At the
low end of mesh refinement, with ∼100 DOF, the hierarchi-
cal VFEM employing a comparable order quintic polynomial
basis has an error of ' 10−5 for a hollow rectangular waveg-
uide. With further mesh refinement leading to ∼5000 DOF
the VFEM has an error comparable to our HFEM formulation
with ∼2400 DOF.
We can also consider the error in the eigenvalues of the
higher states. The eigenvalues of solutions above the ground
state have errors approximately three to four orders of magni-
tude higher, but converge at the same rate as the ground state.
This indicates that the derivative continuity of the fields is al-
lowing for a high-quality variational solution even at modest
discretization levels, which is the essence of FEM.
FIG. 7: The boundary conditions and dimensions for a par-
tially filled perfectly electrically conducting (PEC) waveg-
uide are shown. These boundary conditions were imple-
mented in the finite element simulations.
C. HFEM results for the inhomogeneous waveguide
We now consider a partially filled waveguide with geom-
etry and boundary conditions as shown in Fig. 7. This is an
especially attractive test case for HFEM because it addresses
a canonical problem for which VFEM was created, namely,
the presence of spurious solutions in other scalar FEM for-
mulations. In addition, this particular waveguide configura-
tion shows the efficacy of using HFEM to resolve spatially
varying fields of both sinusoidal and exponential (sinh and
cosh) dependences. Fields of both types have analytic so-
lutions as shown below, and therefore we can compare with
analytic solutions. These field concepts are technologically
important to capture with the HFEM technique because they
appear in the design of slow-wave structures, on-chip waveg-
uides, and dielectrically-loaded leaky-wave antennas. It was
our expectation that HFEM would perform extremely well
in resolving both types of eigenmodes because these issues
are readily encountered when using scalar HFEM in the so-
lution of quantum mechanical wavefunctions. The combina-
tion of a sine and a hyperbolic sine field solution is analo-
gous to the quantum calculation for an asymmetric quantum
well. When (k2z +(npi/h)2)/ε1 < k20 this is equivalent to the
potential energy of an electron in such a well being higher
than the electron energy in the barrier region leading to an
exponentially falling solution in the “barrier region” which
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is analogous to the dielectric with permittivity ε1. When
k2o > (k
2
z +(npi/h)2)/ε2 sinusoidal solutions are obtained, cor-
responding to the confined state solutions in a quantum well.
Similar analogies have been drawn previously. Not surpris-
ingly, the symmetric potential well problem in 1D quantum
mechanics has been compared with the electromagnetic con-
finement in a dielectric slab waveguide surrounded by air45 as
this amounts to the same problem.
We plot fields of both sinusoidal and exponential spatial
variation in Fig. 8(a). The predicted longitudinal section elec-
tric (LSE, or TE to xˆ) eigenvalues are shown as functions of
ε2/ε1 in Fig. 8(b). The quantum well analogy suggests that
as ε2 is increased more modes are captured by the higher di-
electric region leading to the sinusoidal behavior in the larger
dielectric region and an exponential decay into the lower di-
electric region, as shown schematically in Fig. 8(a).
The predicted eigenvalues which correspond to longitudinal
section magnetic (LSM, or TM to xˆ) modes are also shown as
functions of ε2/ε1. Note that every solution undergoes a tran-
sition from the cosine-like regime to the hyperbolic regime,
as shown by the color change in the plot of each eigenvalue,
at a certain threshold value of the permittivity. These thresh-
old values depend on the value of kz and the frequency of the
eigenfunctions in the y-direction. This is shown in Fig. 8.
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FIG. 8: Variation of the mode frequency as the dielectric
ratio is increased is shown in an inhomogeneous dielectri-
cally loaded waveguide. (a) The waveguide sustains sine/sine
and sine/sinh type solutions for Hx. (b) The waveguide sus-
tains cosine/cosine and cosine/cosh type solutions for Hy.
(Adapted from Boucher et al., Ref. 33.)
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FIG. 9: Eigenvalues of several propagating modes obtained
from analytic dispersion relations, are plotted along with
their HFEM computed values (points) as functions of the di-
electric ratio ε2/ε1, which is here limited from 1.0 to 2.0. the
sine (cosine) -like solutions evolve into their hyperbolic form
in the lower dielectric region as the dielectric ratio increases.
(From Boucher et al., Ref. 33.)
The analytically determined eigenvalues were compared to
the results found using the HFEM. Eigenvalues of several
propagating modes obtained from analytic dispersion rela-
tions, are plotted along with their computed values (points) as
functions of the dielectric ratio ε2/ε1 in Fig. 9. The agreement
between the theoretically determined eigenvalues and those
calculated using HFEM is excellent. The first 10 eigenvectors
in the inhomogeneous waveguide, with a dielectric constant
ε2 = 1.5, are shown in Figs. 9. The eigenmodes for a dielectric
constant ε2 = 2.0 lead to more of the modes being confined in
the higher dielectric region as compared with the case where
ε2 = 1.5.
The HFEM correctly solves for the modes supported by
partially dielectric-loaded waveguides (both slow- and fast-
wave regimes; both LSE and LSM modes). Of particular im-
portance is that the formulation can solve for these various
dielectric-loaded modes without spurious solutions.
VII. CAVITY ELECTRODYNAMICS AND ACCIDENTAL
DEGENERACIES
To demonstrate the capabilities of HFEM in 3D calcula-
tions, in this section we solve Maxwell’s equations in a cubic
cavity. Since HFEM is equally applicable to E-field calcula-
tions as it is to H-field, here we choose to work with E-field.
Recall that the functional integral to be optimized is then of
the form
L=
ˆ
V
dV
[
∇×E∗ ·µ−1r ∇×E− k20 E∗ · εr E
]
. (35)
We note that in 3D we do not have the freedom to impose the
divergence-free condition on the fields since we need to solve
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FIG. 10: Field patterns for the nine lowest frequency LSE modes an inhomogeneous 2:1 aspect ratio PEC waveguide are plot-
ted in (a)-(j) in increasing order. The dielectric ratio was ε2/ε1 = 1.5 (region 1 is left of the vertical line, region 2 to the right)
and kz = 1.0. The arrows represent the in-plane H-fields, while the shading shows the Hz-field pattern. (From Boucher et al.,
Ref. 33.)
for all three field components as opposed to only one of the
components as in waveguides. So to minimize the divergence,
we introduce a penalty term λ
∣∣∇ · εrE∣∣2 in the functional L,
given by
L=
ˆ
V
dV
[
∇×E∗·µ−1r ∇×E−k20 E∗· εr E
+λ
∣∣∇ · εrE∣∣2 ], (36)
where λ is the Lagrange multiplier. The fields are represented
by Hermite interpolation polynomials on hexahedral elements
multiplied by the values of fields and their derivatives at the
vertices (nodes) of each element. The integral can be dis-
cretized over the elements to obtain a matrix equation in terms
of the nodal parameters. We invoke the principle of stationary
action, and set the variation of L with respect to E∗ equal to
zero. This yields a generalized eigenvalue problem which is
solved to obtain the frequencies and field distributions of the
resonating modes. The magnetic fields are readily obtained
from the electric fields using Maxwell’s equations.
We consider a cubic cavity with perfectly conducting metal-
lic boundaries. We assume that the dielectric regions of the
cavity are charge-free and current-free. At the surface of a
perfect electrical conductor, the electric and magnetic fields
satisfy the boundary conditions (BCs)46–48
nˆ×E = 0 and nˆ ·H = 0. (37)
These relations give the BCs on the periphery of the cavity.
When working with electric fields, the tangential components
of the field are set to zero at the boundary, while the normal
components are determined variationally.
A. Origin and nature of spurious solutions
Numerical solutions of Maxwell’s equations are polluted
with non-physical spurious solutions. The divergence of Eq. 1
leads to
k20∇ · εr E = 0. (38)
This condition is satisfied when either k0 = 0 or ∇ · εr E = 0.
In theory, these spurious solutions have zero frequency. How-
ever, due to discretization, the eigenvalues of the spurious
modes are not computed exactly as zero, and can have nu-
merical values comparable to those of the physical solutions.
Consequently, the spurious eigenvalues cannot be easily sep-
arated from the desired eigenvalues.6,9 When the divergence
condition is not satisfied, it implies the present of charges
inside the cavity. Examples of spurious solutions obtained
when the divergence condition is not imposed are shown in
Fig. 11. Note how the field distribution shows source-like be-
havior within the cavity, indicative of non-zero divergence.
For the time-harmonic problem, spurious solutions have zero
curl and a finite divergence. This manifests numerically as
a very large divergence-to-curl ratio, compared to physically
admissible solutions. In the following section we show within
our HFEM approach we can increase this ratio with increase
in the mesh density. We use this criterion to filter out spurious
solutions from the physical admissible solutions.
B. The penalty method and the zero-divergence constraint
The penaly method39 has been proposed to remove spuri-
ous solutions in nodal finite element implementations. The
penalty term pushes most spurious eigenfrequencies outside
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FIG. 11: Spurious solutions in the empty cubic cavity of
unit dimensions. Note the field distribution, which is in-
dicative of the presence of sources, even though the cavity is
empty. Light yellow(gray) regions correspond to amplitude
antinodes, and blue(darker) regions correspond to amplitude
nodes. (Adapted from Pandey et al., Ref. 38.)
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FIG. 12: Explicity imposing the divergence-free condition by
performing global matrix row and column operations. One
of the derivative DOF is eliminated in favor of the remaining
two. Here X = 1 for the left-hand side matrix, and X is set to
a large value in the right-hand side matrix, in the generalized
eigenvalue problem. This choice of a large number pushes
the eigenvalue of the redundant 1× 1 subspace out of the
spectral range of interest.
the spectral range of interest. However, a fixed Lagrange mul-
tiplier does not remove all spurious modes. A low value of
the penalty factor leaves behind some spurious modes, and a
large value of the penalty factor causes errors in the eigen-
values. One proposed algorithm is to use a different multi-
plier for each mode.21 This, however, is an expensive iterative
scheme. On the other hand, a constant penalty offers an inex-
pensive method for removing most of the zero-frequency spu-
rious modes, and can be further enhanced. In our calculation,
we use a fixed Lagrange multiplier, λ = 1.
One key feature of spurious modes is a large divergence-
to-curl ratio |∇ ·E|/|∇×E|.21 There is then the possibility
of identifying and removing any remaining spurious solutions
based on this ratio, after we determine the eigenfields. How-
ever, the divergence-to-curl ratio for spurious and physically
admissible modes can become comparable, as seen in the first
and second columns of Table II. It is clear that the penalty fac-
tor alone does not eliminate all the spurious solutions. There
still are spurious solutions that can intermix with the physi-
cally acceptable solutions. Note that the Hermite shape func-
tions supports a non-zero divergence value within the brick
volume.
We resolve this issue by explicitly imposing the divergence-
free condition at each node, using the derivative degrees of
freedom.41,42,49 At the matrix level, one of the terms in the
zero-divergence condition, ∇ · εrE = 0, is eliminated in favor
of the other two. The procedure is demonstrated in Fig. 12
for the simpler case of a constant εr. Applying this technique
drives the divergence-to-curl ratio of physically admissible so-
lutions even lower, and that of spurious solutions higher, as
can be seen from the third and fourth columns of Table II. A
comparison of columns 2 and 4 in this table show the enhance-
ment of the ratio |∇ ·E|/|∇×E| for spurious solutions, and a
substantial reduction of this ratio for the physical solutions.
Additionally, since the divergence condition is applied at
each node, the total divergence of the physically admissible
solutions decreases further with mesh refinement, whereas it
increases considerably for spurious solutions (see columns 4
and 6 in Table II). This is manifested as the element size
is reduced, and the interpolation from the nodes having the
divergence-free condition into the interior of the elements is
more effective with increasing mesh density.
This is in contrast to VFEM, where the normal discontinu-
ity of edge elements leads to the formation of artificial charges
at element interfaces, thus increasing the total divergence of
the solutions; this problem worsens with mesh refinement.50
Note that in VFEM, the zero-frequency spurious solutions are
separated by filtering out the null-space of the curl operator
from the spectrum using iterative techniques,51,52 or by find-
ing eigenvalues in the interior of the spectrum. This is nec-
essary, since if the physical solution space is not normal to
the null space, the physical solutions will be polluted by null
vectors.
We also report the results for HFEM when tetrahedral ele-
ments are used. The eigenvalues, along with the correspond-
ing divergence-to-curl ratios are listed in Table III. The num-
ber of degrees of freedom in this calculation is 42438. As
can be seen in the divergence-to-curl values in Table III, using
tetrahedral elements for the breaking of the cavity, imposing
the penalty factor alone does not fully separate the physical
solutions from spurious solutions. Note also from Table III
that both the penalty factor and the divergence-free condition
drastically improves the tagging of spurious solutions. We ob-
serve less number of spurious solutions polluting the spectrum
as compared to the cubic elements. Another feature observed
is that the eigenvalues of the spurious solutions are distinct
from those of the physical solutions, as compared to the cu-
bic element case, where the spurious solutions are degenerate
with the physical ones.
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TABLE II: The enhancement of the global divergence-to-curl ratio, for the lowest few eigenstates, by imposing the divergence-
free condition at each node at the element matrix level are listed. The Hermite elements are defined over a 27-node cubic ele-
ment with a total of 216 DOFs. (From Pandey et al., Ref. 38.)
Penalty factor method only Penalty factor with ∇·E = 0 condition
DOF: 8232 DOF: 8232 DOF: 52728 Solution Type
k20 |∇ ·E|/|∇×E| k20 |∇ ·E|/|∇×E| k20 |∇ ·E|/|∇×E|
19.739334159 0.000000000 19.739221048 0.000000000 19.739209007 0.000000000 Physical
19.739334159 0.000000000 19.739221048 0.000000000 19.739209007 0.000000000 Physical
19.739334159 0.000000000 19.739221048 0.000000000 19.739209007 0.000000000 Physical
29.609001232 0.005891138 29.608831573 0.000000197 29.608813510 0.000000003 Physical
29.609001232 0.000389894 29.608831573 0.000000197 29.608813510 0.000000003 Physical
29.609001232 172.872234679 31.328579414 220.518451137 31.501166266 545.498991584 Spurious
49.358373749 0.000000000 49.349260110 0.000000000 49.348046601 0.000000000 Physical
49.358373749 0.000000000 49.349260110 0.000000000 49.348046601 0.000000000 Physical
49.358373749 0.000000000 49.349260110 0.000000000 49.348046601 0.000000000 Physical
49.358373749 0.000000000 49.349260110 0.000000000 49.348046601 0.000000000 Physical
49.358373749 0.000000000 49.349260110 0.000000000 49.348046601 0.000000000 Physical
49.358373749 0.000000000 49.349260110 0.000000000 49.348046601 0.000000000 Physical
59.228040826 0.572767636 59.218870635 0.000006213 59.217651104 0.000000056 Physical
59.228040826 0.575823907 59.218870635 0.000006195 59.217651104 0.000000080 Physical
59.228040826 0.137630780 59.218870635 0.000006005 59.217651104 0.000000112 Physical
59.228040826 0.135054548 59.218870635 0.000006204 59.217651104 0.000000094 Physical
59.228040826 0.000065277 59.218870635 0.000004082 59.217651104 0.000000043 Physical
59.228040826 0.277005817 59.218870635 0.000008226 59.217651104 0.000000129 Physical
59.228040826 1.063357739 62.432033897 167.942572387 62.873334761 321.742164741 Spurious
59.228040826 1.083589808 62.432033897 167.942572387 62.873334761 321.742164741 Spurious
59.228040826 3.580885859 62.432033897 167.942572387 62.873334761 321.742164741 Spurious
C. Fields in an empty cubic cavity
To demonstrate our method, we first model an empty cubic
cavity with conducting boundaries, with εr = 1 and µr = 1
inside. Consider a cavity of unit dimensions. These calcula-
tions are done using HFEM, with 8232 DOFs, within a paral-
lel computing environment.53–55
From Table IV, it is clear that the eigenvalues of the empty
cavity obtained through our scheme have very small errors,
when compared to the analytical values. In Fig. 13, we show
the convergence of the calculated frequencies to their analyti-
cal values in an empty cube of unit dimensions for both HFEM
and VFEM (obtained using the software package MFEM37).
As the global number of DOFs is increased through mesh re-
finement, the accuracy improves steadily. Quintic HFEM de-
livers an accuracy of 1 part in 109 with just 8232 DOFs. The
second curve from bottom (in green) obtained using 5th or-
der VFEM shows about 10 times larger error for comparable
DOFs. Even with further mesh refinement, VFEM has an er-
ror higher than our HFEM scheme. HFEM gives a higher ac-
curacy than VFEM, even with half the number of DOFs. This
reduction in required number of DOFs leads to improvement
in computation time.
The matrix bandwidth is defined as the sum of sub- and
supradiagonal arrays together with the main diagonal. For a
total of 8232 DOFs (52728 DOFs), the cubic Hermite polyno-
mials utilize a bandwidth of 16175 (105167), while the quin-
tic Hermite interpolation polynomials occupy a comparable
bandwidth of 16223 (105167). The occupancy of a matrix
is defined as the percentage of nonzero entries in the matrix.
While going from the cubic to quintic Hermite polynomials,
there is only a nominal increase in the matrix occupancy from
0.04% to 0.125% for a matrix of dimensions 8232× 8232.
With an increase in DOFs to 52728, the occupancy decreases
further to 0.0083% for the cubic Hermite, and is 0.025% for
the quintic Hermite interpolation polynomials. In the case
of cubic Hermite interpolation polynomials, with 60 proces-
sors, matrices of dimensions 8232× 8232 (52728× 52728)
are assembled in 4.9 minutes (50.9 minutes), and diagonal-
ized in 6.2 minutes (41.2 minutes), whereas using the quintic
Hermite interpolation polynomials, with the same number of
processors, matrices of the same dimensions are assembled in
66.4 minutes (471.4 minutes), and diagonalized in 9.6 minutes
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TABLE III: The enhancement of the global divergence-to-curl ratio, for the lowest few eigenstates, by imposing the
divergence-free condition at each node at the element matrix level are listed. The Hermite polynomials here are defined over
a tetrahedral element with the 4 vertex nodes with 10 DOFs, and 4 face-centered nodes with 4 DOFs, resulting in a total of 56
DOFs for each element. The eigenmodes are obtained using 42438 DOFs.
Penalty factor method only Penalty factor with ∇·E = 0 condition Solution
k20 |∇ ·E|/|∇×E| k20 |∇ ·E|/|∇×E| type
19.739208827 0.000000000 19.739208827 0.000000000 Physical
19.739208829 0.000000000 19.739208829 0.000000000 Physical
19.739208848 0.000000000 19.739208849 0.000000000 Physical
29.608813476 0.486030689 29.608813484 0.000000002 Physical
29.608813484 0.486018524 29.608813497 0.000000002 Physical
29.608813497 0.495455431 41.117998502 8.090436581 Spurious
49.348030093 0.000000045 49.348030229 0.000000041 Physical
49.348030963 0.000000051 49.348031125 0.000000045 Physical
49.348032032 0.000000054 49.348032161 0.000000046 Physical
49.348032074 0.000000058 49.348032241 0.000000049 Physical
49.348032134 0.000000059 49.348032302 0.000000051 Physical
59.217642131 0.274980399 59.217643847 0.000000072 Physical
59.217644056 0.242246173 59.217645045 0.000000080 Physical
59.217645004 0.230927738 59.217654541 0.000000124 Physical
59.217652841 0.276708712 59.217656977 0.000000135 Physical
59.217654456 0.287009378 59.217657319 0.000000137 Physical
59.217655419 0.276443701 59.217657643 0.000000135 Physical
59.217656808 0.635597226 N/A N/A Spurious
59.217657209 0.834678138 N/A N/A Spurious
59.217657452 0.856486293 N/A N/A Spurious
(78.6 minutes). The time taken can be reduced by optimizing
the number of processors used for the calculation. We have
used the Krylov-Schur algorithm as implemented in SLEPc53
for the calculations. We also consider the error in eigenvalues
of higher frequency modes in Fig. 13. The errors converge at
the same rate as the error in the first mode.
We note that while modeling cavities with curved bound-
aries, we can discretize the curved regions with tetrahedral
elements. As shown in Table III, we will still be able to main-
tain a similar level of accuracy in field calculations.
D. Accidental degeneracies in EM cavities
Physical properties arising from the symmetry of the sys-
tem can be treated efficiently using group representation the-
ory. It has been well appreciated in quantum mechanics that
the degeneracies in the energy spectrum arise from the sym-
metry group of the corresponding Hamiltonian.56,57 The de-
generacy of an eigenvalue is equal to the dimensionality of
the corresponding irreducible representation of the symmetry
group. If we have any other additional degeneracy in the spec-
trum which cannot be explained by the obvious geometrical
symmetry of the system, it is labeled as “accidental degen-
eracy.” In this section we discuss the presence of such acci-
dental degeneracy and its removal for EM modes in a cavity.
Pedagogical remarks on accidental degeneracy are given in
Sec. VII F.
Let G be a group of order g and Γ(i) be an li-dimensional
representation of G. For a group element R in G, its repre-
sentation is given by a li× li square matrix Γ(i)(R). Then the
projection operator56 corresponding to Γ(i) is given by
P(i) =
li
g∑R
χ(i) (R) ·PR, (39)
where χ(i)(R) is the character and PR is the operator corre-
sponding to the element R. The transformation of electric
fields under the operation PR is defined by
PR ·E(r) = R ·E
(
R−1 · r) . (40)
The projection operatorP(i) projects out the part of the field
E that belongs to the representation Γ(i).
The electric or magnetic fields corresponding to a degener-
ate eigenfrequency will form a set of vector basis-functions
for the irreducible representations of the symmetry group.
Previously, we have derived a coefficient formula to recognize
the irreducible representation corresponding to an eigenen-
ergy, and obtain the symmetry adapted wavefunctions in quan-
tum dots.34 An analogous coefficient formula exists even in
the context of electric (magnetic) modes in EM cavities. Let
{Ei}ni=1 be the set of eigenfields for the physical system under
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TABLE IV: Eigenvalues for the forty lowest frequency modes of the empty cubic cavity, calculated numerically using Hermite
interpolation polynomials are listed. The eigenvalues are compared with their analytical values and the absolute errors are dis-
played. (From Ref. 38.)
Mode Degen- Analytical Hermite FEM Error
eracy
(0,1,1) 3 19.7392088021787 19.7392088021791 4.4×10−13
(1,1,1) 2 29.6088132032680 29.6088132032692 1.2×10−12
(0,1,2) 6 49.3480220054467 49.3480220078586 2.4×10−9
(1,1,2) 6 59.2176264065361 59.2176264089494 2.4×10−9
(0,2,2) 3 78.9568352087148 78.9568352135412 4.8×10−9
(1,2,2) 6 88.8264396098042 88.8264396146369 4.8×10−9
(0,1,3) 6 98.6960440108935 98.6960442784766 2.6×10−7
(1,1,3) 6 108.5656484119829 108.5656486795616 2.6×10−7
(2,2,2) 2 118.4352528130723 118.4352528203570 7.2×10−9
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FIG. 13: The convergence of errors in eigenvalues of (a)
the first mode for the 3rd order VFEM, 5th order VFEM,
Hermite, and Hermite interpolation polynomials, and (b)
the higher frequency modes for HFEM only are shown for
the case of an empty cubic cavity of unit dimensions. Using
Hermite interpolation polynomials we can reduce the error
in the first mode upto 10−9 with just 27 elements and 8232
DOFs, with further reduction in error possible with mesh
refinement. The total DOFs corresponds to the global matrix
dimension.
consideration. Then the coefficient formula34 is given by
c(i)jk =
ˆ
V
d3r E†j ·
(
P(i)Ek
)
. (41)
If the coefficient is nonzero, then the field Ek has a component
in the ith-representation and E j is a partner. Using these coef-
ficients we can construct the symmetry-adapted electric (mag-
netic) fields which are exclusively in the ith-representation.
In case of an empty cubic cavity resonator of length a with
conducting boundaries. The eigenmodes supported by the cu-
bic resonator have the eigenvalues
k20 =
(
n21+n
2
2+n
2
3
) pi2
a2
, (42)
and the electric field components are given by
Ex = E0x cos
(n1pix
a
)
sin
(n2piy
a
)
sin
(n3piz
a
)
;
Ey = E0y sin
(n1pix
a
)
cos
(n2piy
a
)
sin
(n3piz
a
)
;
Ez = E0z sin
(n1pix
a
)
sin
(n2piy
a
)
cos
(n3piz
a
)
,
(43)
where n1,n2,n3 are non-zero integers, and E0x,E0y,E0z are the
field amplitudes in each direction.
Three kinds of degeneracies can be identified in the spec-
trum. The first kind is due to the permutation of mode num-
bers. The second kind is a consequence of the divergence-
free condition ∇ · E = 0. On substituting Eq. (43) in the
divergence-free condition we obtain the constraint n1 E0x +
n2 E0y + n3 E0z = 0. Hence, if n1,n2,n3 6= 0 we see that there
are two independent field components; hence for a given mode
(n1,n2,n3) we will have at least 2 degenerate field solutions.44
The third kind occurs when two disitinct sets of mode num-
bers give the same frequency, occurring when the following
relation is satisfied:
n21+n
2
2+n
2
3 = m
2
1+m
2
2+m
2
3, (44)
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TABLE V: Different possible even and odd combinations of eigenmodes in an empty cubic cavity, their degeneracy, and cor-
responding irreducible representations for the symmetry group Oh are listed. Here the indices m,n and ` are non-zero integers.
(Adapted from Ref. 38.)
Mode number Degeneracy Irreducible representations
(0,2n−1,2n−1) 3 T1u
(0,2n−1,2m) 6 T1g⊕T2g
(0,2n,2n) 3 A2u⊕Eu
(0,2n−1,2m−1) 6 T1u⊕T2u
(0,2n,2m) 6 A1u⊕A2u⊕2Eu
(2n−1,2n−1,2n−1) 2 Eg
(2n,2n,2n) 2 Eu
(2n−1,2n−1,2m) 6 T1u⊕T2u
(2n,2n,2m−1) 6 T1g⊕T2g
(2m−1,2n−1,2n−1) 6 A1g⊕A2g⊕2Eg
(2m,2n,2n) 6 A1u⊕A2u⊕2Eu
(2n−1,2m−1,2`) 12 2T1u⊕2T2u
(2n,2m,2`−1) 12 2T1g⊕2T2g
(2m,2n,2`) 12 2A1u⊕2A2u⊕4Eu
(2m−1,2n−1,2`−1) 12 2A1g⊕2A2g⊕4Eg
with ni 6= mi, for i = 1,2,3.
We know that the cubic cavity has the geometrical symme-
try of Oh. In Table V, we list all different possible combi-
nations of mode numbers and their corresponding irreducible
representations from the symmetry group Oh. Here, we have
accounted for only the first two kinds of degeneracies. For
most of the combinations of mode numbers we observe ac-
cidental degeneracy since they belong to two or more distinct
irreducible representations. The accidental degeneracy associ-
ated with permutation of mode numbers can be rendered nor-
mal by identifying the existence of two dynamical operators
Ω= (Ω1,Ω2), given by38
Ω1 =
(
∂ 2x −∂ 2y
)
Ω2 =
(
2∂ 2z −∂ 2x −∂ 2y
)
(45)
which connect the degenerate field solutions.58 The full cov-
ering group in this case is G = Oh⊗Ω.
As described in the following section, the larger symme-
try group G of the cavity is reduced to Oh by introducing a
concentric cubic dielectric inclusion inside the cavity. This
inclusion removes the accidental degeneracy due to the way
the fields occupy the corner regions exterior to the cubic di-
electric.
E. Fields in dielectrically loaded cubic cavity
We consider a cubic conducting cavity of dimensions 1×
1× 1 mm3. This cavity is loaded with a concentric cubic di-
electric inclusion, of dimensions 0.5×0.5×0.5 mm3, and per-
mittivity ε2, as shown in Fig. 14. The permittivity in the rest of
cavity is ε1. The eigenvalues of the first few modes are tabu-
lated for the dielectric ratios ε2/ε1 = 1.2 and ε2/ε1 = 5.0. The
calculations are done with 17576 DOFs, to accurately model
the dielectric function.
In Figs. 15–16 we show electric field distributions for the
first few modes in the loaded cavity with ε2/ε1 = 1.2. As
shown in Fig. 15, the first three modes in the loaded cav-
ity remain degenerate, and they belong to the three dimen-
sional representation T1u of the group Oh. An instance of
the removal of accidental degeneracy can be seen in the
(1,1,3),(1,3,1),(3,1,1) modes, which in the empty cubic
cavity are part of a degenerate sextuplet which belong to the
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FIG. 14: Schematics of a dielectrically loaded cavity with Oh
symmetry. The external conducting cavity has dimensions
1× 1× 1 mm3; the cubic dielectric loading has dimensions
0.5×0.5×0.5 mm3, with dielectric constant ε2. The permit-
tivity in the rest of cavity is ε1.
A1g⊕A2g⊕2Eg representation (see Table V). This sextuplet
decomposes into four separate irreducible representations. In
Figs. 16(a,b), we show the singlet modes in the loaded cav-
ity belonging to the irreducible representations A1g and A2g,
respectively. We note that in Fig. 16(b) the magnitude of the
electric field has complete Oh symmetry, while the vectors flip
their directions under an inversion. Similarly, Figs. 16(c,d)
and 16(e,f) show symmetry-adapted partners, which belong
to the two dimensional representations Eg.
In Fig. 20, the evolution of mode frequency on varying the
dielectric constant ε2 in the interior is shown for the lowest
few modes. We observe level crossings akin to the case of
bound states in a finite quantum well as the well depth is
varied.34 In Figs. 17, we plot the surface currents on the con-
ducting cavity. These currents ensure that the magnetic field
outside the cube is identically zero. Note that the surface cur-
rents are symmetry-adapted as well.
As a final example, we consider a linear z-dependent pertur-
bation to the dielectric function in the interior dielectric block.
This perturbation reduces the symmetry group of the loaded
cavity from Oh to C4v, resulting in a further reduction in mode
degeneracies. In Table VII, we have listed the eigenfrequen-
cies obtained with our method, and classified them into cor-
responding irreducible representations of the group C4v. In
Fig. 18 we show electric field distributions for the degener-
ate modes (1,1,1) in the loaded cubic cavity. In Fig. 19, we
show electric field distributions for the same modes, but for a
perturbed cavity. Note how the modes in the perturbed case
are now non-degenerate and split in frequency. As seen from
Fig. 19, the electric field magnitudes have complete C4v sym-
metry; the first mode belongs to the representation A1 of C4v,
while the second mode belongs to the representation B1.
Quality factor: A classic benchmark in computational elec-
tromagnetics is to obtain the Q-factor in a resonant cavity with
lossy walls. Here we calculate the Q-factor in a loaded cavity
which has contributions from a) the dissipation of energy at
the cavity walls, and b) the dielectric loss when the permittiv-
(a) (b)
(c)
FIG. 15: The symmetry-adapted triplet states (0,1,1),
(1,0,1), (1,1,0) of the dielectrically loaded cavity with
an eigenvalue k20 = 18.5267 are shown in (a), (b) and (c),
respectively. The inserted cubic dielectric has dimensions
0.5× 0.5× 0.5 mm3, with a dielectric constant ε2/ε1 = 1.2.
Light yellow (gray) regions correspond to amplitude antin-
odes, and blue (darker) regions correspond to amplitude
nodes. (From Pandey et al., Ref. 38.)
ity has both real and imaginary parts, ε = εr + iεi. For the di-
electric losses, the Q-factor associated with the resonator46,59
is given by
Qd =
˚
V
dV εr |E|2˚
V
dV εi |E|2
. (46)
We note that when a constant dielectric loading fills the en-
tire cavity we obtain Qd = εr/εi, irrespective of the eigen-
frequency. We have verified this in the limit of full dielectric
occupancy. In Table VIII, we have shown the eigenvalues and
their corresponding Qd values in a partially loaded cubic cav-
ity with εr = 2 and εi = 10−6. The degeneracy spectrum again
follows Oh symmetry.
When the cavity resonator has imperfect conducting walls,
we define the corresponding quality factor47 as
Qc = ωσδs
˚
V
dV µ |H|2
‹
cavity
walls
dS |n×H|2
, (47)
where σ is the conductivity of the metallic surface and δs is
the skin depth at the resonant frequency ω . In Table VIII,
we list the Qc values at the resonant frequencies in a partially
loaded cubic cavity with gold boundary walls.
18
TABLE VI: Numerically calculated eigenvalues for the lowest few frequency modes of the dielectrically loaded cubic cavity
with 17576 total DOFs using quintic Hermite interpolation polynomials. The column labeled “irrep” corresponds to the irre-
ducible representation the multiplet belongs to. The conducting cavity has dimensions 1×1×1 mm3; the cubic dielectric load-
ing has dimensions 0.5× 0.5× 0.5 mm3. The eigenvalues are compared against their values for the modes in the empty cavity
of unit dimensions. (From Pandey et al., Ref. 38.)
Mode number “Irrep” k20
ε2/ε1 = 5.0 ε2/ε1 = 1.2 ε2/ε1 = 1.0
7.919791186 18.526768246 19.739208802
(0,1,1),(1,0,1),(0,1,1) T1u 7.919791186 18.526768246 19.739208802
7.919791186 18.526768246 19.739208802
(1,1,1) Eg 18.202154429 28.899507681 29.608813203
18.202154429 28.899507681 29.608813203
(0,1,2),(2,1,0) 21.354532231 47.387744521 49.348022007
T1g 21.354532231 47.387744521 49.348022007
(1,0,2),(2,0,1) 21.354532231 47.387744521 49.348022007
23.416822776 47.404561358 49.348022007
(0,2,1),(1,2,0) T2g 23.416822776 47.404561358 49.348022007
23.416822776 47.404561358 49.348022007
(1,1,2),(2,1,1) 35.614536102 57.284302371 59.217626408
T1u 35.614536102 57.284302371 59.217626408
(2,1,1),(1,1,2) 35.614536102 57.284302371 59.217626408
38.219214013 58.327254711 59.217626408
(1,2,1),(1,2,1) T2u 38.219214013 58.327254711 59.217626408
38.219214013 58.327254711 59.217626408
Eu
38.305292320 76.979818578 78.956835213
(0,2,2),(2,0,2),(2,2,0) 38.305292320 76.979818578 78.956835213
A2u 42.790037374 77.001769904 78.956835213
55.137384588 103.727559345 108.565648679
2Eg
55.137384588 103.727559345 108.565648679
77.568304705 107.596740348 108.565648679
(1,1,3),(1,3,1),(3,1,1) 77.568304705 107.596740348 108.565648679
A1g 67.549698454 107.431515611 108.565648679
A2g 77.460283215 107.591198480 108.565648679
F. Remarks on the accidental degeneracy
Let G˜ be an infinitesimal transformation for the coordinate
system. Given a Hamiltonian Hˆ, if [G˜, Hˆ] = 0, and G˜ does not
explicitly depend on time, then we say that G˜ is a constant of
motion. Such constants of motion generate symmetries since
they transform one eigenstate to another of the same eigen-
value. We expect to find additional constants of motion when-
ever we observe accidental degeneracies as explained below.
If the Hamiltonian is separable in a coordinate system, then
the separation constants may be considered as constants of
motion.60 These are just the generators of the additional sym-
metry operations. Typically, accidental degeneracies are then
rendered normal by identifying the hidden covering group.
The example of the familiar hydrogen atom best illustrates
the symmetry argument. In the H-atom, with its Coulomb
potential having geometrical rotational symmetry, the conser-
vation of the 3 components of angular momentum provide
us three constants of motion associated with the 3D rotation
group O(3). Equivalently, we consider the angular momen-
tum components {L+,L−,Lz} as the set of 3 operators which
commute with the Hamiltonian of the H-atom. We know that
an eigenstate |E, `,m〉 of the H-atom transforms under the op-
eration of ladder operators as
L± |E, `,m〉=
√
(`∓m)(`±m+1) |E, `,m±1〉 . (48)
Hence angular momentum operators transform degenerate
eigenstates of the same ` but of different azimuthal quan-
tum numbers m into one another. For a given ` we find that
(2`+1) states are degenerate. However the eigenstates of dif-
ferent allowed ` are also degenerate here, leading to a text-
book example of accidental degeneracy. Fock61 identified the
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TABLE VII: Lowering of symmetry, and splitting of mode
degeneracy in the presence of a dielectric inclusion that has a
preferential z-axis. (From Pandey et al., Ref. 38.)
Oh C4v k20
T1u
A1 14.840987
E
14.841426
14.841426
Eg
A1 26.303562
B1 26.309544
T1g
A2 39.928882
E
39.937310
39.937310
T2g
B2 40.430146
E
40.431522
40.431522
T1u
A1 51.226115
E
51.202143
51.202143
T2u
B1 54.625215
E
54.631936
54.631936
Eu
A2 68.152735
B2 68.160536
A2u B2 68.993259
hidden four-dimensional rotational symmetry group O(4) as
the true symmetry of the H-atom, which explains these ad-
ditional degeneracies manifesting as the familiar s, p,d, f , . . .
states being degenerate for a given principal quantum num-
ber n. We expect to find additional operators (constants of
motion) which commute with the Hamiltonian and connect
eigenstates of different ` quantum numbers. These operators
are just the three components of the conserved Runge-Lenz
vector, ,62 A, which transform degenerate eigenstates of dif-
ferent ` quantum numbers into one another,63 analogous to
Eq. (48). The components of the angular momentum L and
the Runge-Lenz vector A generate the symmetry group O(4).
We note that even though the components of L and A commute
with the Hamiltonian, they will not mutually commute with
each other. These components are subject to kinematic con-
straints of the Casimir operators for the group O(4).64 Hence
the eigenstates of the Hamiltonian are represented by the com-
plete set of commuting operators
{
H,L2,Lz
}
. Such an anal-
ysis, based on the symmetries of a physical system, is also
feasible for the EM cavities.
To further clarify the aspects of degeneracy we briefly con-
sider the example of a 2D empty square cavity of length a, sur-
rounded with metal boundaries. This system has C4v geomet-
rical symmetry. The character table for different point groups
are given in the texts by Dresselhaus57 and by Tinkham.56 We
(c) (d)
(a) (b)
(e) (f)
FIG. 16: Electric fields for the symmetry-adapted modes
(1,1,3),(1,3,1),(3,1,1), of the dielectrically loaded cav-
ity, with eigenvalues (a) k20 = 107.43, (b) k
2
0 = 107.59, (c, d)
k20 = 103.73, and (e, f) k
2
0 = 107.60 are shown. The cubic di-
electric has dimensions 0.5×0.5×0.5 mm3, with a dielectric
constant ε2/ε1 = 1.2. The singlets belong to the 1D represen-
tations (a) A1g, and (b) A2g of the group Oh. Fields in (c, d)
and (e, f) are partners, and each pair form a basis for the 2D
representation E. Light yellow (gray) regions correspond to
amplitude antinodes, and blue (darker) regions correspond to
amplitude nodes. (From Pandey et al., Ref. 38.)
know that the eigenvalues supported in the cavity are given by
k20 =
(
n2x +n
2
y
) pi2
a2
, (49)
where nx and ny are non-zero integers. In Table IX, we list
all symmetry-adapted basis functions and irreducible repre-
sentations for different combinations of (nx,ny) modes, de-
rived using Eq. (41). The (odd, odd) or (even, even) doublet
with nx 6= ny belongs to two distinct irreducible representa-
tions. Hence, the degeneracy of these modes is not entirely
explained by the symmetry group C4v; therefore they exhibit
accidental degeneracy. This is analogous to the situation in
an infinite square quantum well, where the accidental degen-
eracy occurs for the eigenenergies due to the separability of
the infinite well potential.65 Such an accidental degeneracy is
rendered normal, in the usual parlance, by recognizing that an
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FIG. 17: Surface currents for the symmetry-adapted modes
(0,1,1),(1,0,1),(1,1,0), of the dielectrically loaded cavity
are shown. The cubic dielectric has dimensions 0.5× 0.5×
0.5 mm3, with a dielectric constant ε2/ε1 = 1.2. Light yellow
(gray) regions correspond to amplitude antinodes, and blue
(darker) regions correspond to amplitude nodes.
(a) (b)
FIG. 18: Degenerate modes (1,1,1) of the loaded cubic cav-
ity are shown. Light yellow (gray) regions correspond to
amplitude antinodes, and blue (darker) regions correspond to
amplitude nodes. (From Pandey et al., Ref. 38.)
(a) (b)
FIG. 19: Non-degenerate modes (1,1,1) of the perturbed
loaded cavity belonging to the irreducible representations (a)
A1 with k20 = 26.303562, and (b) B1 with k
2
0 = 26.309544 are
shown. Light yellow (gray) regions correspond to amplitude
antinodes, and blue (darker) regions correspond to amplitude
nodes. (From Pandey et al., Ref. 38.)
additional operator Ω=
(
∂ 2x −∂ 2y
)
exists, which connects the
basis functions of A1 (A2) and B1 (B2) representations. Hence,
the true symmetry of a 2D empty square cavity will be a cov-
ering group, which is a semidirect product of the geometrical
symmetry group C4v and a one-dimensional compact continu-
ous group generated by the operator Ω=
(
∂ 2x −∂ 2y
)
.66 We can
remove the accidental degeneracy in a 2D empty square cavity
by introducing a concentric square dielectric inclusion. Such
accidental degeneracy and its removal occurs even in rectan-
gular cavities.
VIII. PHOTONIC CRYSTALS
The first proposals for the design of photonic crystals by
Yablonovitch67 and by John68 in 1987, and further inves-
tigations by Ohtaka, Sakoda, and collaborators69–73 and by
Joannopoulos and Johnson74 have led to a full appreciation of
the physics of periodic dielectrics. With the rapid increases
in computing power and simulation techniques and the design
and fabrication of PCs, a wide variety of optoelectronic de-
vices including low-loss reflecting surfaces, waveguides, fil-
ters, flat lenses, optical inter-connects and the like, have made
the efficient prediction of their optical properties a high prior-
ity for physicists and optical engineers.74–79
By assuming that the PC contains an arbitrarily large num-
ber of unit cells, using the Bloch-Floquet Theorem,80–82 we
can decompose the magnetic field into two terms,
H(r) = U(r)eiq·r. (50)
In the examples treated in this paper, in which the unit cell is a
rectangle of dimensions dx×dy, the vector q can be expressed
as
q =
piqx
dx
iˆ+
piqy
dy
jˆ+0kˆ, (51)
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FIG. 20: The evolution of eigenvalues as the dielectric con-
stant in the cavity is varied from 1.0 to 12.0. Sextuplet-level
degenerate modes of the empty cavity are seen to split into
triplets with the inclusion of cubic dielectric loading. (From
Pandey et al., Ref. 38.)
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TABLE VIII: We have tabulated the numerically calculated
eigenvalues and corresponding Q -factors for a loaded cubic
cavity with boundary walls made out of gold. The conduct-
ing cavity has dimensions 1×1×1 mm3; the cubic dielectric
loading has dimensions 0.5× 0.5× 0.5 mm3, with dielectric
ratios εr = 2 and εi = 10−6. The conductivity of gold is taken
to be σ = 4.46×107 S/m. (From Pandey et al., Ref. 38.)
k20 Qd -factor Qc -factor
14.64474995 +i 0.00000402 3645779.29 78241.13
14.64474995 +i 0.00000402 3645779.29 78241.13
14.64474995 +i 0.00000402 3645779.29 78241.13
26.12581823 +i 0.00000338 7718462.64 62382.25
26.12581823 +i 0.00000338 7718462.64 62382.25
39.45307840 +i 0.00000942 4186986.51 156821.95
39.45307840 +i 0.00000942 4186986.51 156821.95
39.45307840 +i 0.00000942 4186986.51 156821.95
40.02056958 +i 0.00000864 4633182.94 110705.70
40.02056958 +i 0.00000864 4633182.94 110705.70
40.02056958 +i 0.00000864 4633182.94 110705.70
50.87611080 +i 0.00000720 7061660.73 78692.17
50.87611080 +i 0.00000720 7061660.73 78692.17
50.87611080 +i 0.00000720 7061660.73 78692.17
54.34357813 +i 0.00000540 10065812.56 86034.59
54.34357813 +i 0.00000540 10065812.56 86034.59
54.34357813 +i 0.00000540 10065812.56 86034.59
67.50785266 +i 0.00001276 5290879.93 211112.95
67.50785266 +i 0.00001276 5290879.93 211112.95
68.46687536 +i 0.00001114 6146166.21 139534.39
75.30032691 +i 0.00000986 7636781.09 77564.09
75.30032691 +i 0.00000986 7636781.09 77564.09
75.30032691 +i 0.00000986 7636781.09 77564.09
in which the range of qx and qy values which comprise the
Brillouin zone83 are −1< qx, qy ≤ 1,
It is only necessary to consider the eigenvalues over the first
Brillouin zone; outside this zone the eigenvalues will behave
periodically. Furthermore, due to reflection symmetries, it is
possible to further reduce the Brillouin zone to obtain a greater
density of sampling points for the same computational cost.
In the first example considered, a square array of cylindrical
dielectric posts, the Brillouin zone only needs to be treated
over the region marked in Fig. 21.
We can decompose the terms in the functional L into cell
functions and envelope functions. The second term of the in-
tegrand of L reduces to U∗ · k20µr ·U. The curl term in the
integrand of L can be simplified using the absence of propa-
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FIG. 21: An array of cylindrical dielectric posts of dielec-
tric constant ε2 arranged periodically in a medium with
a dielectric constant ε1 is shown. (b) The Brillouin zone
for a two-dimensional photonic crystal is shown, where
−1 < qx, qy ≤ 1. The irreducible component of the Brillouin
zone has been highlighted. The dashed lines are symmetry
lines within the first Brillouin zone.
gation in the third dimension in Eq. (51) as
∇×H =
eiq·r
∂yUz−∂zUy∂zUx−∂xUz
∂xUy−∂yUx
+ ipi
 qyUz/dy−qxUz/dx
qxUy/dx−qyUx/dy
.
(52)
Eq. (52) may be greatly simplified by classifying all possible
solutions into two distinct cases: (i) Transverse electric (TE)
modes with Ez = 0, which from the imposition of periodicity
resulting in Eq. (52) forces Hx = Hy = 0, and all other vector
components are nonzero and (ii) Transverse magnetic (TM)
modes with Hz = 0 which forces Ex = Ey = 0, Hz = 0, and
all other vector components are nonzero. It is sufficient to
consider TE- and TM-modes only, since any fields in the 2D
PC can be expressed as a combination of these modes. It is
well known that frequencies absent from the eigen spectra of
both modes do not propagate because they are in the ‘band
gap’.
The band gaps of the photonic crystal may be determined
by choosing a large number of ordered pairs (qx,qy) from
within the irreducible Brillouin zone to determine which
eigenvalues will propagate. Then the band structure in the
remainder of the Brillouin zone may be determined via reflec-
tion symmetry. The entire first Brillouin zone may then be
translated to adjacent zones due to the periodicity of the cell
function.
Given the simple modal decomposition resulting from 2D
periodicity, eigenvalue problems for both TE and TM modes
can be posed in terms of a single scalar quantity, Uz and its
spatial derivatives. For isotropic media where µr and εr are
constant, the functional L for TM modes simplifies to
L =
ˆ
Ω
d2r
[
U∗z A ·
1
εr
BUz−U∗z k20 µr Uz
]
, (53)
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TABLE IX: Different possible even and odd combinations of 2D eigenmodes and their corresponding irreducible representa-
tions for the symmetry group C4v are shown. Here the indices n,m are non-zero integers, and the column labeled “irrep” refers
to the irreducible representations of the multiplet.
Mode number “Irrep” Basis functions
(2n−1,2n−1) B1 E(2n−1,2n−1)
(2n,2n) A2 E(2n,2n)
(2m−1,2n−1)
B1 E(2m−1,2n−1)+E(2n−1,2m−1)
A1 E(2m−1,2n−1)−E(2n−1,2m−1)
(2m,2n)
A2 E(2m,2n)+E(2n,2m)
B2 E(2m,2n)−E(2n,2m)
(2m−1,2n) E E(2m−1,2n), E(2n,2m−1)
where
A=
[←−
∂y−piiqydy ,−
←−
∂x +
piiqx
dx
]
,B=

−→
∂y +
piiqy
dy
−−→∂x − piiqxdx
 (54)
and the arrows over the derivatives denote the direction in
which the derivatives operate on the quantities in Eq. (53). To
obtain L for TE modes interchange εr ↔ µr in Eq. (53) and
associate Uz with E. Within the FEM, a variational solution
is found by the eigenvalue problem derived from δL = 0 and
yields the band structure of the 2D PC.
In the following, we consider three examples of photonic
crystals. The first is a square lattice of dielectric posts, for
which we obtain the photonic band structure as previously re-
ported in Joannopoulos.83 We also identify the symmetries at
various points in the dispersion relations to discuss band anti-
crossing and level degeneracies at special points. The eigen-
vector fields at the Γ−point of the frequency dispersion are
shown, and frequency bands over the full Brillouin zone are
displayed.
The second example is that of a checker-board lattice of di-
electric regions. Here again we provide the group theoretic
analysis, the band structure, the band surfaces over the Bril-
louin zone, and the eigenvector fields.
To demonstrate HFEM’s capability in modeling systems of
arbitrary shapes, the third example is chosen to be a photonic
crystal structure based on M. C. Escher’s Horsemen tessella-
tion. The fields, band structure and band surfaces over the
Brillouin zone are calculated.
A. Group Representation Theory and Photonic Crystals
The eigenvector fields can be organized according to their
symmetries with respect to the symmetry group of the crystal
and to the group of the wavevector. In the following, we fol-
low the group-theoretic analysis of Sakoda.69,70,73 The point
group of the cylindrical post unit cell is C4v, or the symmetry
of the square. The character table of this group is given in
Tinkham.56 The wavevector at the Γ-point has the full sym-
metry of C4v. The symmetry of the Γ-point modes can be
deduced by inspecting the transformation properties of the
eigenvectors that are transverse to the extrusion direction of
the crystal. For a one-dimensional irreducible representation
Di, operation R j in class j with character χi(R j), and eigen-
vector field v, the eigenvector field will transform according
to
Di(R j)v = χi(R j)v. (55)
By inspecting the transformation of v by several Di(R j), the
character table can be used to deduce which irreducible rep-
resentation the eigenvector field belongs to. As an example,
consider the Γ-point mode in Fig. 24a. The transverse vector
field satisfies
Di(C2)v = v, Di(2C4)v = v, Di(2σv)v =−v. (56)
This mode must therefore belong to the irreducible represen-
tation with characters
χi(C2) = 1, χi(2C4) = 1, χi(2σv) =−1, (57)
which corresponds to the Γ2 representation. For modes
with wavevector away from the Γ-point, the symmetry of the
wavevector itself must also be taken into account. The M-
point has the full symmetry of C4v. The X-point has the re-
duced symmetry group C2v (the symmetry of the rectangle)
with the character table given in Tinkham.56 Points along ∆,
Z, and Σ have the still further reduced symmetry of C1h (bi-
lateral symmetry) with the character table given in books on
group representation theory.56,57 Points along Z have C1h sym-
metry due to the fact that a mirror through the line orthogonal
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FIG. 22: Eigenvalues for the transverse electric and trans-
verse magnetic modes as calculated using the finite element
method with quintic Hermite interpolation polynomials. The
point labeled as A is the location of an anticrossing site be-
tween the lowest and second-lowest TE modes. This location
is shown in higher resolution in Fig. 23.
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FIG. 23: Close-up view of the anticrossing site shown at
point A in Fig. 22. (Adapted from Boucher et al., Ref. 88.)
to the qx direction brings Z to Z+Q, where Q is a reciprocal
lattice translation vector.
The dispersion relations for the lowest few modes of the
cylindrical post labeled by their irreducible representations are
shown in Fig.22. Notice that in Fig. 23 there is an anticross-
ing site in the TE modes along Z. Since the irreducible rep-
resentations form an orthogonal basis, anitcrossings can only
occur between modes within the same irreducible represen-
tation. Indeed, this is the case here, as the two anticrossing
modes are in the Z2 irreducible representation.
(a) TE mode 2 (b) TE mode 3
(c) TM mode 2 (d) TM mode 3
FIG. 24: The electric and magnetic fields of the second and
third modes corresponding to the Γ-point in the lattice of
cylindrical posts are shown. For TE-modes, the in-plane
electric field is represented by vectors and the out-of-plane
magnetic field is represented by the gradient background.
For TM-modes, the vectors represent the in-plane magnetic
field and the background represents the strength of the out-
of-plane electric field. Note that the first mode is not shown
because the corresponding eigenvalue is zero, resulting in a
trivial solution.
(a) TE mode 1 (b) TE mode 2 (c) TE mode 3
(d) TM mode 1 (e) TM mode 2 (f) TM mode 3
FIG. 25: The electric and magnetic fields of the first three
modes corresponding to the X-point in the lattice of cylin-
drical posts are shown. For TE-modes, the in-plane electric
field is represented by vectors and the out-of-plane magnetic
field is represented by the gradient background. For TM-
modes, the vectors represent the in-plane magnetic field and
the background represents the strength of the out-of-plane
electric field.
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B. Eigenstates for periodic dielectric posts
The band structure for the lattice of dielectric posts was
computed using a mesh of 4420 nodes, yielding a matrix
size of 26520× 26520. The mesh was refined in the region
surrounding the edge of the cylindrical post. The curves
shown in Fig. 22 give the behavior of the propagating
frequencies of radiation at various points along the edge of
the irreducible part of the Brillouin zone. The finite element
method reproduces a band gap in the TM modes which is also
predicted by the planewave method. Using finite elements,
it is also possible to increase the resolution close to the
anticrossing site marked in Fig. 22. This is a location at which
multiple eigenvalues of the same polarization (i.e. both TM
or both TE) appear to touch. The close-up view of this point
on the edge of the Brillouin zone is given in Fig. 23.
The eigenfunctions for the arrangement of cylindrical di-
electric posts are shown in Figs. 24-25. Note that the point
symmetries of each mode at the high symmetry points of Γ,X
and M can be used, along with their character tables, to verify
the symmetry groups shown in Fig. 22 by direct observation
of the eigenvector fields.
The dispersion relations are calculated for the irreducible
Brillouin zone, which is only one eighth of the full Brillouin
zone as shown in Fig. 21, and then their full reconstruction
over the entire zone is performed. This can reduce computa-
tion time by a factor of 8. The lowest few TE and TM dis-
persion relations are shown in Figs. 26a-26b. These three-
dimensional dispersion surfaces also provide another means
of visualizing band gaps in the TE and TM modes, which are
of great interest in photonic crystal applications.
(a) TE mode (b) TM mode
FIG. 26: The eigenvalues of the transverse (a) electric modes
and (b) magnetic modes of the periodic lattice of dielectric
posts are plotted as surfaces in the first Brillouin zone. On
the left side of (a) an (b), the first ten eigenvalues are shown
in the irreducible part of the Brillouin zone for TE and TM
modes, respectively. On the right side, each eigenvalue has
been separated from the rest and extended to the full Bril-
louin zone through symmetry operations.
a
a
ε2
ε1
(a)
-1
0
1
-1 0 1
Y
/(
a
/2
)
X/(a/2)
(b)
FIG. 27: (a) A periodic checkerboard pattern with two alter-
nating dielectric materials is shown. Note that the sizes of
adjacent checkers within a single unit cell do not necessarily
match. (b) A sample finite element mesh is given for the unit
cell of a checkerboard lattice. Mesh refinement occurs at all
of the checker boundaries.
FIG. 28: Eigenvalues for the transverse electric and trans-
verse magnetic modes for the checkerboard arrangement.
C. Eigenstates for a checkerboard lattice
We present results for a checkerboard superlattice of
dielectric posts which is readily solved using HFEM. The
band structure for a checkerboard lattice was computed
using a mesh of 12355 nodes, yielding a matrix size of
74130× 74130. The mesh was refined in the region sur-
rounding the edges within the checkerboard. Since the
checkerboard lattice has more internal boundaries per unit
cell than the cylindrical post geometry, a greater degree of
mesh refinement was required, resulting in a larger global
matrix than that of the lattice of cylindrical posts.
The eigenvalues are plotted over a triangular path between
the Γ, X and S points. Compared to the dielectric posts, the
checkerboard shows much more activity and a denser band
structure at low frequencies, but it has a smaller band gap in
the TM modes. Like the cylindrical posts, this checkerboard
has no TE band gap. The corresponding eigenfunctions for
the lowest modes at the high-symmetry points are plotted in
Figs. 29a-29d.
The vectors represent the electric field in TE modes and
the magnetic field in TM modes, while the shading of the
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(a) TE mode 2 at Γ (b) TE mode 3 at Γ (c) TM mode 2 at Γ (d) TM mode 3 at Γ
(e) TE mode 1 at X (f) TE mode 2 at X (g) TE mode 3 at X
(h) TM mode 1 at X (i) TM mode 2 at X (j) TM mode 3 at X
FIG. 29: The electric and magnetic fields of the second and third modes corresponding to the Γ-point in the checkerboard lat-
tice are shown from (a) to (d), while the fields of the first three modes corresponding to the X-point are shown from (e) to (j).
For TE-modes, the in-plane electric field is represented by vectors and the out-of-plane magnetic field is represented by the
gradient background. For TM-modes, the vectors represent the in-plane magnetic field and the background represents the
strength of the out-of-plane electric field. Note that the first mode is not shown because the corresponding eigenvalue is zero,
resulting in a trivial solution.
background represents the intensity of the magnetic field in
TE modes and the electric field in TM modes, with lighter
shades corresponding to regions of greater field magnitude.
Note that the eigenfunction for the lowest eigenvalue is
omitted for the Γ-point for both modes of propagation. This
is because those lowest eigenvalues approach zero at the
Γ-point, causing the corresponding eigenfunctions to be
trivial (zero everywhere).
The dispersion relations calculated for the irreducible Bril-
louin zone and then their full reconstruction over the entire
zone is performed. The lowest few TE and TM dispersions
are shown in Figs. 30a-30b.
D. Eigenstates for an Escher tessellation
In order to demonstrate the flexibility of the Finite Element
Method, a photonic crystal based on a tessellation by M. C.
Escher was simulated and its band structure was calculated.
The image used to produce the crystal was Escher’s “Horse-
men” as shown in Fig. (31a). A sample mesh is given in
Fig. (31b).
The band structure for the Escher tessellation was com-
puted using a mesh of 54945 nodes, yielding a matrix size of
329670×329670. Since the Escher unit cell does not have the
same reflection symmetries as cylindrical and checkerboard
unit cells, the entire Brillouin zone was tested instead of a
small fraction of it.
The eigenvalues are plotted over a triangular path between
the Γ, X and S points in Fig. (31c). The transverse electric
modes appear to converge to a band structure similar to that
of the cylindrical post, even featuring an anticrossing site in
approximately the same position. However, the transverse
magnetic modes fail to converge properly, even when using
several tens of thousands of nodes. This may be due to the
high complexity of the dielectric structure coupled with the
slow error convergence of the action formulation based on D.
The corresponding eigenfunctions for the lowest modes at the
high-symmetry points are plotted in Figs. 32a-32d.
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The vectors represent the electric field in TE modes and the
magnetic field in TM modes, while the shading of the back-
ground represents the intensity of the magnetic field in TE
modes and the electric field in TM modes. As with the other
crystal geometries, we omit the lowest state at the Γ-point as
a trivial solution.
The eigenvalues have also been plotted as surfaces over the
first Brillouin zone, as shown in Figs. 33a and 33b.
In conclusion, we anticipate that the use of Hermite FEM
will allow the treatment of multiscale problems associated
with photonic crystals with embedded quantum dots, defects,
and the like. The spatial representation of the fields using Her-
mite triangular interpolation is much more economical than
employing plane-wave methods for such structures allowing
the deployment of more finite elements strategically in spe-
cific regions as needed. The resulting global matrices are still
sparse and banded due to the local connectivity, which leads
to far more compact matrices than in other schemes with the
concomitant reduction in compute-time. While the transverse
magnetic modes continue to converge slowly in complex ge-
ometries, the efficient calculation of the TE modes allows one
to easily determine which geometries have TE band gaps.
Furthermore, the extension to three-dimensional crystals, in
which a separate formulation based on D is no longer needed,
may alleviate this problem.
IX. CONCLUDING REMARKS
Electromagnetic devices of higher frequencies (e.g., mm-
wave) and increasing complexity are being employed in a
wide variety of industries. The design of modern electronic
includes electromagnetic components with sophisticated in-
(a) TE mode (b) TM mode
FIG. 30: The eigenvalues of the transverse (a) electric modes
and (b) magnetic modes of the checkerboard lattice of dielec-
tric posts are plotted as surfaces in the first Brillouin zone.
On the left side of (a) an (b), the first ten eigenvalues are
shown in the irreducible part of the Brillouin zone for TE
and TM modes, respectively. On the right side, each eigen-
value has been separated from the rest and extended to the
full Brillouin zone through symmetry operations.
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FIG. 31: (a) The unit cell of a PC based on “The Horsemen”
by M. C. Escher is shown. The Escher tessellation was cho-
sen to illustrate the capacity of the HFEM to calculate the
band structures of complicated geometries with unique sym-
metry properties.84 (b) A sample mesh is given for the unit
cell of an Escher tessellation. The regions are assigned εr
=8.9,1.0 to form a 2D PC. Most calculations used more re-
fined meshes than shown in (b), including 54,945 nodes for a
total of 329,670 global degrees of freedom. (c) TE (dashed)
and TM (solid) eigenmodes for the associated 2D PC are
shown. (Adapted from Boucher et al., Ref. 88.)
teractions both in isolation and in integrated combinations.
Designing these components requires a significant amount of
modeling and simulation and these demands continue to in-
crease with higher levels of integration. At the nanoscale, sim-
ilar circumstances are faced for optical interconnects, quan-
tum well laser design, and in plasmonics. Again, reliable sim-
ulations are essential to ensure that each device does not affect
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(a) TE mode 2 (b) TE mode 3
(c) TM mode 2 (d) TM mode 3
FIG. 32: The E and H fields of the second and third modes
at Γ for the Escher lattice are shown. For (a,b), Ex,y are rep-
resented by vectors and Hz by the contours. For (c,d), Hx,y
are represented by vectors and Ez by the contours. (Adapted
from Boucher et al., Ref. 88.)
others near it through electromagnetic cross-talk. The novel
effects exhibited by metamaterials containing negative refrac-
tive index components are all simulated before being assem-
bled in order to optimize their optical properties as desired.
Commercial computational electromagnetic modeling soft-
ware relies heavily on vector finite element, finite difference,
and spectral methodologies. Here we focus on a scalar fi-
nite element approach in which the field components are
approximated using local polynomials over discrete subdo-
mains. We show that the use of Hermite interpolation polyno-
mials provide very accurate solutions with a minimal number
of elements used in the discretization. The ability to repro-
duce smooth variational solutions for the fields will allow a
coarsely discretized full-wave maxwell solver to seamlessly
couple to other solvers for physically small features, such
as small gate geometries, quantum wells and dots, or plas-
monic structures which are all deeply subwavelength. The
Hermite interpolation polynomials are equally well suited to
three-dimensional finite elements, e.g., 40 DOF or 56 DOF
can be used to define the basis functions on tetrahedra.
We have shown that the hermite interpolation polynomials
on a triangular element are able to eliminate the spurious so-
lutions that typically occur with Lagrange-type scalar shape
functions. The results for the standard rectangular waveguide
with and without a dielectric inhomogeneity directly demon-
strate the efficacy of this method. The eigenfrequency for the
lowest mode for the homogeneous waveguide agrees with the
analytical result within a relative error of 10−15, which is su-
perior to hierarchical VFEM for about the same number of
DOF.28
For the inhomogeneous waveguide, we have calculated the
eigenmodes that are trigonometric in both regions at higher
frequencies, and they evolve into solutions that are sinusoidal
in the higher dielectric region and hyperbolic in the region
with the lower dielectric as the dielectric ratio ε2/ε1 increases.
This behavior is analogous to the development of above-
barrier states in quantum wells that get localized and captured
into the quantum well as the well depth is increased. This
analogy suggests that as ε2 is increased more modes are cap-
tured by the higher dielectric region leading to the sinusoidal
behavior in the larger dielectric region and an exponential de-
cay into the lower dielectric region.
For cubic cavities, we have shown that electromagnetic
simulations done with Hermite elements deliver high accuracy
and smoother representation of fields. We have compared our
formalism with analytical results. Fewer finite elements are
needed to achieve comparable results for eigenvalue calcula-
tions.
The divergence-free constraint for the electromagnetic
(a) TE mode
(b) TM mode
FIG. 33: The eigenvalues of the transverse (a) electric modes
and (b) magnetic modes of the Escher superlattice of dielec-
tric posts are plotted as surfaces in the first Brillouin zone.
On the left side of (a) an (b), the first ten eigenvalues are
shown in the irreducible part of the Brillouin zone for TE
and TM modes, respectively. On the right side, each eigen-
value has been separated from the rest and extended to the
full Brillouin zone through symmetry operations.
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TABLE X: We present here a summary, and contrast the properties between VFEM and HFEM calculations.
VFEM HFEM
• In 2D, there are no spurious solutions with
edge-elements.
• In 2D, there are no spurious solutions using
Hermite finite elements with triangles.22,33
• Field directions are ill-defined at all the
nodes. With increasing mesh density we have
more area (2D) and volume (3D) around nodes
where the field direction is not defined. Thus
mesh refinement does not give improved re-
sults in applications.
• This is a node-based FEM, and there are
no issues with field directions at nodes and
throughout, including for 3D hexahedral Her-
mite elements. Mesh refinement allows the im-
proved identification of spurious solutions in
the positive spectrum.
• In 3D, all zero-frequency solutions are
pushed to the null-space through Nedelec com-
pliant shape functions.
Estimates are that for a matrix dimensions of
103 in typical EM calculations, there are about
20%–30% solutions to the matrix that are in
this category.9 They have to be calculated and
then thrown away, being unusable solutions.
Carrying this overhead in the calculation is
computationally expensive when considering
sophisticated structures.
• In 3D, a modest penalty factor λ = 1 pushes
spurious solutions to the zero-frequency sector
and they do not appear in the calculated range
of the spectrum. Some are left over, and these
affect the non-zero frequency spectrum.
Now the node-based divergence condition is
super-imposed on the penalty calculation; this
leads to substantial improvement in the sepa-
ration and identification of the spurious solu-
tions.
The key is the tag provided by |∇ ·E|/|∇×E|.
This ratio keeps increasing for the spurious so-
lutions, whereas it decreases substantially for
physically admissible solutions as the mesh is
refined.
• The multi-scale modeling for multi-physics
systems cannot be performed: for example,
modeling a vertical cavity surface emitting
laser.
• Being node based, the modeling can accom-
modate multi-scale problems for multi-physics
applications.
fields results in spurious solutions for the wave equation.
Their eigenfrequencies are pushed to zero in the VFEM, either
through Nedelec compliance or through their removal at each
iteration. In either case, this is an expensive numerical proce-
dure. In our approach, we imposed the divergence-free condi-
tion by adding a constant penalty term (a Lagrange multiplier,
set to unity). In addition, through the derivative degrees of
freedom at each node we have imposed the same constraint
explicitly. Now the remaining few non-zero frequency spuri-
ous solutions are eliminated by identifying them through their
large |∇ ·E|/|∇×E| ratio. This procedure does not alter or
influence the accuracy of the physical solutions. Comparison
of properties between VFEM and HFEM calculations are pre-
sented in Table X.
Group theoretical classification of eigenmodes in pho-
tonic crystals,69,70 in radio-frequency cavities,85,86 and in
metamaterials87 were previously discussed in the literature.
We have considered the symmetries of a metallic cubic cavity,
with and without a dielectric inclusion. The origin of higher
degeneracy in the frequency spectrum in a cubic cavity are
attributed to the existence of accidental degeneracy. The oper-
ators additional to those of the symmetry group Oh have been
determined. We have derived a coefficient formula34 which
will classify, and project out the symmetry adapted modes of
the corresponding irreducible representation. The computed
field distributions are symmetry-adapted as predicted from
group theory.
The accidental degeneracy is lifted with the insertion of a
concentric cubic dielectric of a smaller size. The variation of
the spectrum as the ratio ε2/ε1 is changed has been explored.
We have shown that this leads to a reordering of some of the
mode frequencies.
Since the FEM is based on geometry discretization, we are
now free to change the shape of the cavity and still obtain
a high accuracy using HFEM. This method is well suited for
mixed-physics applications, such as for quantum well lasers in
electromagnetic cavities. This is because we have node-based
finite elements with scalar shape functions.
Applications to multiscale analysis is now feasible using
the present method. This option is not open to VFEM due to
the lack of directionality for fields at shared nodes in the finite
element mesh. Very dense meshes lead to larger regions in
which field directions are ill-defined. Typically, quantum me-
chanical problems are solved with scalar basis functions, and
the electromagnetic problems are dealt separately with VFEM
or other techniques. HFEM formulation facilitates an identi-
cal scheme for solving simultaneously both electromagnetic
and quantum mechanical/acoustic calculations.
We have shown that the scalar Hermite polynomials have
several fundamental advantages for obtaining the band struc-
ture of periodic systems such as photonic crystals, while com-
pared with VFEM and other plane wave expansion methods.88
Advantages are observed in computational costs, the ability
to capture spatial complexity in the dielectric distributions, a
substantially higher numerical convergence with scaling, and
in obtaining variational eigenfunctions free of numerical ar-
tifacts. We note that the method delineated in this paper is
well suited to model and design composite structures such as
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3D photonic band-gap crystals, metamaterials and topologi-
cal photonic systems, for applications in ultra-small optical
integrated circuits. Hence, approaches reviewed here show
great promise for the simulation of electrodyamics, plasmon-
ics, high frequency circuitry, and especially in mixed physics
problems.
Finally, we note that the importance of accidental degen-
eracy and its consideration is because the periodic table of
elements and its structure depend on it. The progression of
elements in the table with the addition of more and more elec-
trons to the atoms is governed by the Pauli exclusion principle
and his “aufbau prinzip.” This then governs all of chemistry
and hence all of biology. May we be permitted to say that life
itself depends on accidental degeneracy?
Given the periodic nature of the PCs, it is natural that the
vast majority of published works on photonic band struc-
ture calculations are analogous to the reciprocal space anal-
ysis common to the solid state physics analysis of propa-
gating electronic states in crystals. The analogy to solid-
state has some drawbacks. In particular the abrupt, macro-
scopic discontinuities of dielectric regions make it difficult
to transform the dielectric function and EM states between
reciprocal space and real space without artifacts. In practi-
cal use, these numerical artifacs can become sources of se-
rious error when subsequent calculations in real space are
required or the system symmetry is lowered. Interactions
with sub-wavelength features, such as quatum structures that
are most often at interfaces, can be very difficult to resolve
if the EM field description is coarse. Other demanding ex-
amples are the computation of localized states (such as de-
fects) and slab geometries.89 Under conditions of a periodic
slab, the predominant approach is to move away from the
use of 106 plane waves (the 2D periodic system of a slab),
plane waves corresponding to the third dimension, plus su-
percells corresponding to any irregularity90,91 toward the time
domain where finite-difference time-domain calculations are
now widely used for the calculation of real-space EM fields.
VFEM calculations for the eigenmodes of PCs and VFEM-
time-domain calculations for waveguide and defect geome-
tries are not common, but examples include the real-space
construction of localized Wannier basis function from the per-
fect crystal eigenmodes to compute localized defect modes.92
One disadvantage of such calculations is the pixelization of
the resulting fields owing to the lower order of normal field
continuity in vector element formalism or the spatial gridding
of finite-difference time domain analysis. This mixed order
real space description results in an EM field that is spatially
coarser than the quantum mechanical features of embedded
solid state structures such as quantum dots, wells, and other
features common to modern semiconductor devices.
It is ultimately more desirable to obtain field patterns that
have continuous spatial derivatives within dielectric layers
for convenient calculation of quantum mechanical or deeply
sub-wavelength interactions. The present HFEM approach
provides smoothly varying EM wavefunctions using a nodal
mesh description and derivative continuity, yet preserves the
necessary boundary conditions and numerical constraints that
have been demanded of VFEM. Accurate spatial field de-
scription provided by HFEM will be important in inverse
design schemes for PCs to engineer the topology of band
structures.93,94
For decades, PC analysis by reciprocal space techniques has
produced accurate eignevalue results as would be expected of
a variational approach, however the HFEM offers a flexible,
robust means of computing the eigenstates of a PC with much
more physical eigenfunctions at far lower computational cost.
In our calculations, we note that the typical matrix dimensions
for the PC with square geometry containing cylindrical posts
are on the order of 26× 103; however, the local connectiv-
ity within HFEM leads to a banded matrix with 0.158% oc-
cupancy. This sparsity is a demonstrable advantage over the
plane-wave method. The ability to construct the field distri-
butions from the nodal eigenvectors with no discontinuities in
the reconstructed function and its derivatives is an additional
benefit and allows for a high quality description of the dual
fields. Furthermore, the plane-waves are global functions, and
the eigenfunctions constructed using these functions have the
usual errors on the order of the square root of the errors in the
eigenvalues. However, in FEM, this error can be distributed
nonuniformly by emphasizing areas (or volumes) of interest
through the redistribution of elements, putting more elements
in those areas that are of particular interest and fewer else-
where. The detailed agreement with the published results for
the square lattice of dielectric posts shows that the HFEM pro-
vides accurate, reliable results that are derivable with banded,
sparse matrices.
The ability of the FEM to represent complex geometries is
highlighted by considering the use of an Escher tessellation
to define a unit cell of a PC. The same example treated with
reciprocal space methods would require an enormous number
of Fourier components to capture the details of the geometry.
For HFEM to be fully extensible across a wider range of
PC modeling, it will be necessary to demonstrate its applica-
bility in three dimensions. This is straightforward with Her-
mite tetrahedral and brick elements. As a node based method,
HFEM is suited for domain decomposition and can be con-
nected with existing frameworks for treating the open domains
of finite systems as well. A final feature that would be required
in this context is the exploration of the time-domain evolution
of solutions. The finite element time-domain techniques that
are already prevalent in modeling such structures can readily
incorporated with the methods we have reviewed in this paper.
In conclusion, we can anticipate that the use of HFEM will
allow the treatment of multiscale and multi-physics problems
that require detailed spatial descriptions of EM fields. With
the solutions given on the vertices of the triangle and the con-
tinuity guaranteed both for the normal and tangential deriva-
tives at triangle interfaces, it becomes substantially simpler to
mix scalar-vector field calculations involving curl operators.
This a distinct advantage over reciprocal space methods as we
have shown through cases designed to stress the sophistication
of the spatial reconstruction of fields.
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