Abstract: The performance of a networked decentralized model predictive control is analyzed and tested on an industrial process characterized by strong interactions. The proposed control architecture is based on a set of independent agents which implement independent model predictive control strategies and exchange a reduced set of information by a local network. The experimental results are satisfactory and comparable with those obtained by the classical centralized model predictive control strategy.
INTRODUCTION
Production processes are generally composed by different plants, which are interconnected and characterized by significant interactions. In general, a simple control solution for the regulation of these plants based on independent controllers does not guarantee the overall process performance and stability. Therefore for these processes two different solutions can be developed: a centralized control solution, where all the interactions are considered, or a decentralized control solution where each independent control agent is able to acquire estimations or measurements of the interactions.
In this paper the use of a model predictive control strategy is proposed for the control agents operating in a decentralized control architecture. In general, the optimum policy for each agent does not guarantee the global optimum. Global objectives, such as closed-loop stability or some performance requirements for the global process require coordination among the control agents.
The required coordination can be introduced by a hierarchical decentralized control scheme, where a supervisor computes the global optimum and coordinates all the control agents. In this solution the reliability is low, the quantity of information to be exchanged is high and the supervisor velocity to react to parameters changes is low, because it works at a low sampling frequency (Šiljak, 1996) . A decentralized filtering and control architecture managed by a global coordinator has been proposed in (Katebi and Johnson, 1997) for guaranteing steady state optimality of the control actions. A different solution based on the team theory and asynchronous teams has been recently proposed in (Camponogara, 2000) . In (Jia, 2003 ) the global process is decomposed into subsystems based on the structural properties and physical constraints and each agent controls one of them making use of local model, objectives and constraints. In the developed solutions satisfactory performances are guaranteed in the case of weak interactions among subsystems. Recently, networked distributed control systems for chemical plants have been also developed with signif-r  s  t  t  u  r  r  r  s  v  t  w  u  r  r  s  x  w  w  x  r  v  v s  y  w  u  r  r  r  s  y  w icant results and potential new implementation issues (El-Farra et al., 2004) .
In this paper a contribution to decentralized implementation of model predictive control strategy is proposed. The innovative solution is based on independent agents and on a local network used for exchanging a reduced set of information. This Networked Decentralized Model Predictive Control architecture (in the following referred as NDMPC), guarantees satisfactory performance also in the case of strong interactions among subsystems. The performance of the proposed solution is tested on a process characterized by strong interactions and here assumed as a case study.
CASE STUDY
In this paper a gasification process is considered for testing the proposed networked decentralized model predictive control. In an Oil Industry the gasification process is the main part of a Syngas Manufacturing Process Plant (SMPP). It consists in the production of syngas from the reaction between Oxygen, Steam and the Charge Oil (Oil), that is a visbreaking residual composed by heavy hydrocarbons. The syngas, which is rich of H 2 , CO and other hydrocarbons, is used in a Combined Cycle Power Plant (CCPP) for steam and power generation. The control objective for this process is the maximization of the Cold Gas Efficiency (CGE) and the minimization of the Specific Oxygen Consumption (SOC). CGE and SOC both depend on the rate of H 2 and CO in the syngas.
Based on these definitions, O 2 /Oil and Steam/Oil ratios are considered as manipulated variables which have to be imposed in order to obtain the desired values for the controlled variables H 2 and CO. To optimize CGE and SOC, a hierarchical control structure is considered. In this structure the reference values of H 2 and CO are imposed by an higher controller and the control actions O 2 /Oil and Steam/Oil ratios are computed by a lower controller which implements the proposed networked distributed architecture.
For a given composition range of the Oil, a linear dynamic model of this process has been developed by means of an identification procedure based on historical data of the gasifier, (Barboni, 2002) . The identified input-output model is shown in Figure 1 
CENTRALIZED MPC
Model predictive control (MPC) is a control technique based on the receding horizon principle that is also known as receding horizon control (RHC) (Soeterboek, 1992) . At each sampling time, using a predictive model of the system dynamics, the response of the process to changes in manipulated variables over a fixed horizon p (called the prediction horizon) is predicted. Based on a proper objective function, a finite-horizon optimal control problem is solved to obtain current and future moves of the manipulated variables. Only the first computed move is actually applied to the real system whereas all other control actions in the optimal control sequence are discarded. The same procedure is repeated at the next control step based on the new measurement (García et al., 1989; Qin and Badgwell, 2000; Rawlings, 2000) .
Denoting by y ∈ R n y the process output vector, r ∈ R n y the reference vector, u ∈ R n u the control input vector, z ∈ R nz the measurable disturbance vector,x (k) ∈ R n the initial state estimation and
where
subject to model constraintŝ
and operating constraints
Stability, feasibility and robustness problems have been analyzed and different contributions are proposed in literature (Cheng and Krogh, 2001; Bemporad and Morari, 1999; Mayne et al., 2000) .
NETWORKED DECENTRALIZED MPC
In this paper a NDMPC is analyzed where the control actions are computed by a set of subcontrollers which are independent agents able to dynamically exchange a restrict set of information. This control architecture is applied to a process where in general there are strong interactions among the M subsystems S i characterized by the input u i and the output y i , i = 1, . . . , M . Each agent A i implements a MPC algorithm for the subsystem S i where the optimization problem is solved making use of local information acquired on S i and the estimate of the interactions among S i with the other subsystems S j , j = 1, . . . , M , j = i. In particular, the future state trajectories and the future control actions over the prediction horizon have to be exchanged among subsystems. The agents A j which exchange information with A i are called neighboring agents of A i . A local area network is used for data exchanging.
The agent A i is composed of two parts: an optimizer and an estimator. Based on the exchanged information the estimator produces an interaction estimate which is used together with local measurements by the optimizer to solve the MPC optimization problem and to estimate the state predictions. The first control action of the optimal sequence is applied to the subsystem S i and the optimal control sequence and the state predictions over the control horizon are transmitted to the neighboring agents by the local area network. This strategy leads to a completely distributed coordinated control scheme (Jia and Krogh, 2001; Camponogara et al., 2002) .
It is assumed that the agents are synchronous and that the communication channel introduces a delay of one sampling period. Therefore the exchanged information are delayed and referred to the previous sampling instant and each agent can exchange information with the other agents only one time for each sampling interval.
Assuming, for the sake of simplicity but without loss of generality, that the prediction and control horizons are the same for each agent, in NDMPC the optimization problem of each agent A i at control step k can be stated by relations similar to (1), (2) and (3) where disturbance vector z includes, in this case, the interactions with the other subsystems S j , j = i. The problem here considered is stated in the following subsection.
Control problem formulation
Consider the linear discrete time process described by:
where x(k) ∈ R n is the state vector and w(k) ∈ R n w and v(k) ∈ R nv are white gaussian noises with zero mean value and covariance matrixes Q and R respectively. If E and F are diagonal block matrices, the overall system (5) can always be decomposed in M subsystems S i , i = 1, . . . , M of the form
n y i are the state vector, the manipulated variables vector and the output vector of S i respectively. Since matrices E and F are supposed diagonal block, the stochastic disturbances w i (k) ∈ R n w i and v i (k) ∈ R n v i affects only the subsystem S i . This hypothesis is not too restrictive in a distributed framework because is highly improbable that the same disturbance affects two far areas. The interaction vector z i (k) contains both the state and the input vector of the other subsystems S j , j = i:
Note that the non zero blocks of the row block matrices G i and H i characterize the interactions with the other subsystems S j and then the number of neighboring agents of A i . At the sampling instant k, neither u j (k) nor x j (k) for j = i are available by the agent A i but only their predictions previously sent by the agent A j are known. The state l-step ahead prediction to be used in the MPC strategy is:
wherex i (k |k ) is the estimate of x i (k) at the time k andẑ i (k + l − s |k − 1 ) is the prediction of z i (k + l − s) computed at the time k − 1.
By equation (5b), the corresponding output l-step ahead prediction has the following form:
In the receding horizon strategy, only the first element of the optimal control sequence u i (k |k ) will be applied to the process whereas the other ones will be recomputed at the next control instants. Thus agent A i sends to the neighboring agents the computed values u i (k + l |k ) andx i (k + l |k ) for l = 1, . . . , p that during the transient behavior have a low reliability. In general this fact reduces the performances of the overall system. Therefore the MPC strategy of agent A i has to be modified in order to guarantee that at least the next control action u i (k + 1 |k ) will be actually applied to the process. This solution requires an integration on the coordination strategy that is described in the following subsection.
Completely distributed coordination strategy
The distributed coordination can be achieved assuming that, at time k, the agent A i applies the previously computed control action u i (k |k − 1 ) which has been sent to the neighboring agents and computes the future control actions u i (k + 1 |k ) , . . . , u i (k + m |k ). This solution improves the control performances because each agent can compute its predictions and moves based on real input data. The drawback is that this technique increases the reaction time of one sampling period.
The agent A i considers a functional to be optimized of the form
Defined the vector of output prediction bŷ
it can be expressed aŝ
and matrix M i depends on the model matrices A i , B i and C i , while matrix L i depends on
Using the relation (10), the objective function (9) of A i takes the following form:
with
For each agent A i , input and output constraints can be expressed in terms of ∆U i (k) and, for each i = 1, . . . , M , the optimization problem associated with the considered NDMPC strategy can be stated as follows:
where Φ i is a suitable matrix composed by M i and some identity blocks while ϕ i is a vector containing the limits y
and ∆u
of the local constraints. Equations (13a) and (13b) define a quadratic program which has to be solved on-line at every sampling instant.
In order to test the performances of the proposed NDMPC for highly coupled subsystems interacting also through input variables, this control strategy is applied to the gasificator introduced in Section 2 as a case study.
RESULTS
Performances of the distributed control strategy have been tested by numerical simulations and compared with the best solution obtained by the classical centralized MPC strategy where all information are available for the computation of the optimal solution.
The estimated linear MIMO input-output model of the considered plant, that is schematically shown in Figure 1 , can be stated in the state space form (2) with
state space dimension n = 17 and The plant input-output relationship analysis provided that input u 1 and u 2 are strongly interactive with output y 1 and y 2 respectively. Therefore the plant has been decomposed in two subsystems S i with input u i and output y i , i = 1, 2, described by the state space form (5) where
The interaction between subsystems S 1 and S 2 is given by the manipulated variables and this allows to test the effectiveness of the proposed coordination strategy. Behaviors of the NDMPC strategy proposed in Subsection 4.2 are shown in Figure 2 for a reference trajectory composed by a random sequence of steps (gray line). The behaviors of the classical centralized MPC strategy are also represented by the dashed lines. With the introduced networked decentralized control strategy based on two independent agents, the control performances are similar to those obtained by the classical centralized MPC strategy that represents the best solution. Similar results are obtained in a wide set of experimental tests which are summarized in Table 1 for five reference sequences with increasing width. (Jia, 2003) . Moreover, also robustness results for the proposed control solution are needed in order to handle model uncertainties and parameter variations. In particular, under bounded uncertainties, a min-max optimization problem can be considered and a robust control action can be found by the minimization of the objective function for that value of uncertainties which maximizes the objective function.
Defining the output errors
e i (k) y i (k) − r i (k), i = 1,
