Two generic methods based on frequentism and Bayesianism are presented in this work aiming to adequately estimate decay lifetimes from measured data, while accounting for restricted observation times in the measurements. All the experimental scenarios that can possibly arise from the observation constraints are treated systematically and formulas are derived. The methods are then tested against the decay data of bare isomeric 94m Ru 44+ , which were measured using isochronous mass spectrometry with a timing detector at the CSRe in Lanzhou, China. Applying both methods in three distinct scenarios yields six different but consistent lifetime estimates. The deduced values are all in good agreement with a prediction based on the neutral-atom value modified to take the absence of internal conversion into account. Potential applications of such methods are discussed.
I. INTRODUCTION
The lifetime of a radioactive particle, whether an unstable nuclear ground state or a metastable excited state, is of great interest in nuclear physics, not only because it is one of the fundamental properties to help characterize such a quantum system, but also due to its referential value for an experimentalist to properly design an adequate setup for related measurements. Specifically, the lifetime quantifies the rate of the radioactive decay by which the parent particle transmutes to its daughter. When expressed as a formula, the decay probability of a single particle until some measuring time t is
where τ parameterizes the lifetime. Differentiating F (t) with respect to t leads to the probability density function
which, as suggested by its name, means the decay probability at a particular moment. Although the experimental techniques for lifetime measurements manifest great variety (see, e.g., Refs. [1] [2] [3] [4] [5] ), probably a straightforward method in light of Eq. (2) would be to "reproduce" the density function with data and extract the lifetime. In other words, the lifetime is obtained from the leastsquares fitting of an exponential function to a histogram, which arises from sorting individually measured decay timestamps into corresponding time bins. Indeed, this idea has influenced the nuclear spectroscopists so profoundly that almost all the fitting-based methods can be shown emerging from it, whether * cxc@impcas.ac.cn directly or indirectly. While it is widely applied with great success, it is nevertheless important to note that least-squares fittings may lead to unreasonable results when the data at hand are so sparse that a proper histogram cannot be formed no matter how the data are binned.
Schmidt et al. had therefore come up with an ingenious method to work with the sparse data by "squeezing" them in the logarithmic time scale [6] . Afterwards, a least-squares fitting could satisfactorily be applied. This mathematical trick was then widely adopted by nuclear spectroscopists, in particular for super-heavy-nuclei data analyses (see, e.g., Refs. [7] [8] [9] [10] [11] ).
However, when applying the logarithmic-time-scale method, an assumption that the data are collected with no measuring time constraints, should be respected. This was also noted by Schmidt et al. in Ref. [6] with wording "... the observation time is not restricted ...". Obviously, such a condition can only be approximately satisfied in reality by extending the measuring time sufficiently (a quantitative definition is given in Sec. II A). Besides, in some occasional cases only the total number of decay events in a duration can at best be counted, for which the logarithmic-time-scale method is unfortunately not applicable. Hence, a more sophisticated data analysis scheme has to be developed to account for those complex experimental scenarios.
II. FORMALISM
Without loss of generality, the observation time is assumed to be restricted to the window (0,T ). Other intervals not starting at the origin can simply be shifted to 0 by redefining the timing reference. Equivalently, the stopping moment T has divided the whole domain into two intervals, namely (0,T ) and (T ,∞). For each interval, the experimental knowledge about the decay process in question can only take one of the following three options. Precisely Known: Every decay time stamp is recorded. Vaguely Known: Total decay number is counted. Not Known: No decay quantities are measured. Of nine possible scenarios shown schematically in Fig. 1 , the P -P pair trivially is the unrestricted-time scenario, which has been addressed by Schmidt et al. in Ref. [6] ; the N -P pair also represents the unrestricted time but with a shifted starting moment; the V -N and N -V pairs both lack information, such as the entire temporal span of the experiment, to evaluate the lifetime; the N-N pair obviously contains no information. The rest of the four scenarios-namely filtering, cropping, emerging, and sorting-are to be treated in the following.
A. Filtering scenario
In the filtering scenario, n decay events are observed in the time window (0,T ). Their occurring timestamps {t i } with i running from 1 to n are correspondingly measured. The window acts like a filter-only those timestamps falling into the range (0,T ) are selected.
Statistically, the decay probability G(t) of a particle until some measuring time t for the filtering scenario is in fact the conditional probability of F (t)
At a specific moment, the decay probability is given by the respective density function g(t)
By comparison of Eqs. (2) and (4), g(t) is modified from f (t) by a multiplicative factor 1/(1 − e −T /τ ), which characterizes the degree of modification. Its dependency on the ratio T /τ is illustrated in Fig. 2 . It is evident that the modified density g(t) can well be approximated by f (t) only if T > 3τ . In other words, the window length should be three times longer than the lifetime in question so as to assure the applicability of the logarithmic-time-scale method.
Based on Eq. (4), the mean μ and the variance σ 2 of g(t) are obtained from integrals
which can be reduced to
Under the asymptotic condition T → ∞, the special relations μ = τ and σ 2 = τ 2 for f (t) are restored.
Frequentist inference
Frequentist statistics regards every parameter in the estimating model to be a fixed quantity, which is the lifetime τ in the current case. Given a τ , the measured decay timestamps are dictated by the probability density function g(t) in Eq. (4). The likelihood function L(D|τ ) is then by definition written as
where D represents the data set,t = ( n i=1 t i )/n is the sample mean. It may be worth mentioning that the notation L(D|τ ) merely indicates a fixed τ with no implications on conditional probability whatsoever, in contrast to the interpretation adopted in Sec. II A 2.
By means of the maximum likelihood estimator, the point estimateτ must satisfy the equation
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Comparing Eqs. (7) and (11), one finds that the maximum likelihood estimator is consistent with directly setting μ =t, which appears quite natural to one's intuition. It is, however, important to note that the solution to Eq. (11) does not necessarily exist. This can be corroborated by investigating the behavior of the right side of Eq. (11) 
Since θ (τ ) is monotonically increasing, it reaches its maximum only when τ → ∞, given that θ (τ ) is convergent. Indeed, by means of substitution λ = 1/τ and L'Hôpital's rule, it is found that the maximum is T /2. Consequently, ift > T /2, which is, in principle, not to be taken for granted, Eq. (11) does not have a real root. In practice when this does occur, it can be a message to the experimentalist suggesting that whether the data are insufficient or the simplex decay model inadequately describes the particular physical process. On the contrary, as will be shown in Sec. II A 2, Bayesian inference still applies to the sparse data even down to single events. If the maximum likelihood estimateτ exists, it must satisfy the Cramér-Rao lower bound (see, e.g., Ref. [12] ). In other words, the variance ofτ is given by the relation
with I n (τ ) written as
By virtue of the identity
Eq. (14) can be simplified to
where
is called the Fisher information. Hence Eq. (13) can be reduced to
After going through some tedious derivations, the variance of τ finally reads
Bayesian inference
That Bayesian statistics treats every parameter in a model as a random variable is the key factor distinguishing itself from frequentist statistics in terms of philosophical stand. It uses measured data to update a priori knowledge about the parameter, resulting in a posteriori information (see, e.g., Ref. [13] ). Specifically, in the present case, the lifetime τ is assumed to obey a prior density π (τ ) before any measurements. Given a particular τ , the chance of the measurement outcomes D is governed by the likelihood function already expressed in Eq. (9) . Here, the likelihood is to be understood as a conditional probability. The updated knowledge, which is quantified by the posterior density, reads
To avoid introducing any artificial bias, a common measure is to adopt Jeffreys prior. Because of its invariance property under reparameterization, it is considered to be noninformative and objective. With the Fisher information already given in Eq. (17), Jeffreys prior is defined as
which can further be reduced to
The posterior density is then written as
with the normalization factor A to be determined from the identity
where the lower limit of 0 is set from physical consideration.
Once the posterior density is obtained, the point estimateτ can be defined according to a certain estimator. For example, the frequently adopted minimum-mean-square-error estimator will result in the posterior mean. Unfortunately, it does not apply in the present case, as the mean is nonexistent. This can heuristically be reasoned by investigating the asymptotic behavior of π (τ |D) when τ → ∞. By means of substitution λ = 1/τ then the Taylor expansion around 0, the prior density in Eq. (22) behaves asymptotically like
The likelihood function in Eq. (9), on the other hand, converges as τ → ∞. In total, the posterior density shares the same behavior as of the prior density. (See also the inset of Fig. 3 .) Despite that the posterior density is proper owing to the inverse-square proportionality on τ , its mean is ill defined since the integral of τ π(τ |D) to ∞ diverges. An alternative for the point estimateτ can be the posterior median, which is also often used. By definition,τ must satisfy the equation
The "one-sigma" credible interval (τ l ,τ u ), which is an analog to the confidence interval in frequentism, must satisfy
An additional constraint by minimizing the distance τ u − τ l is manually posed so as to fix the interval. By means of Lagrange multiplier, this condition is in fact equivalent to
B. Cropping scenario
In the cropping scenario, apart from n timestamps {t i } in the time window (0,T ) are measured, m survived particles are also observed throughout the window. In other words, those m decay timestamps falling outside the window are cropped to T .
At a particular measuring moment t ∈ (0,T ), the decay probability is dictated by f (t) expressed in Eq. (2), while at t = T , it is quantified by the survival probability S
Consequently, the total probability amounts to unity. The likelihood function can similarly be constructed as
According to the maximum likelihood estimator, the point estimateτ in the frequentist context simply readŝ
Note that Eq. (31) is essentially the method used by Gray et al., although without proof, for the lifetime estimation in Ref. [14] . Again the variance ofτ is obtained by calculating the Cramér-Rao lower bound, which becomes complicated in the current case due to the mixed random variable t of continuous and discrete types. Accordingly, the Fisher information in Eq. (17) is generalized to a mixture of integration and addition
which then gives rise to
With the newly obtained Fisher information in Eq. (32), the prior density in the Bayesian context reads
Combing Eqs. (30) and (34) leads to the posterior density
By inspecting the right side of Eq. (35), it is found that π (τ |D) is continuous in the full domain (0,∞) with zero at τ = 0. Its asymptotic behavior when τ → ∞ is
of which the mean always exists owing to n 1. By virtue of the minimum-mean-square-error estimator, the point estimatê τ isτ
with the variance given as
Note that the variance is undefined when n = 1. The "onesigma" credible interval should instead be resorted to in this particular case, as already demonstrated in Sec. II A 2.
C. Emerging scenario
In the emerging scenario, n particles are known to be dead prior to the measurement starting at T . Then m decay events are observed, their corresponding timestamps {t j } with j running from 1 to m are measured. Those decay timestamps are said to emerge from the detection limit T . In principle, the observation time ought to extend to infinity. Pragmatically, according to the criterion in Sec. II A, the observation time should be at least three times longer than the lifetime to be measured. In what follows, this requirement is assumed to be fulfilled.
Similar to the cropping scenario, the decay probability is modeled by a mixed distribution. The random variable t is discrete at t = T with the dead probability given as
whereas t is continuous in (T ,∞) with the probability density f (t) given in Eq. (2). The likelihood function now becomes
where the sample meant = ( m j =1 t j )/m is substituted. The frequentist inference by means of the maximum likelihood estimator leads to the point estimateτ determined from the relationt
=τ + nT m(e T /τ − 1)
.
In a similar vein to Eq. (32), Fisher information is expressed as
Hence the variance ofτ reads
For the Bayesian inference, the prior density is given as
which, together with Eq. (40), leads to the posterior density
It can be found that π (τ |D) is continuous in (0,∞) with zero at τ = 0. Its asymptotic behavior when τ → ∞ is
of which the mean certainly exists due to n 1 and m 1. The point estimateτ thus readŝ
Specifically, if n = m = 1, the integral in Eq. (48) diverges, hence the "one-sigma" credible interval should be used instead.
D. Sorting scenario
In the sorting scenario, n decay events are observed in the time window (0,T ), while m particles survive throughout the window. However, no explicit timestamps are measured. All the decay events are sorted into two contiguous intervals separated by T .
This scenario is essentially n + m times successive Bernoulli trials with a dead probability given in Eq. (39) and its complementary survival probability given in Eq. (29) . The likelihood function is consequently written as
The point estimateτ according to the maximum likelihood estimator is obtained to bê
The Fisher information in the present case should be written as
Thus the variance ofτ accordingly reads
For the Bayesian inference, the prior density is written as
while the posterior density reads
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Similarly, π (τ |D) is continuous in (0,∞) with zero at τ = 0.
Its asymptotic behavior when τ → ∞ is
of which the mean always exists owing to n 1. Consequently the point estimate in the Bayesian context is given aŝ
with the variance
In particular when n = 1, the nonexistent variance should be replaced by the "one-sigma" credible interval.
III. CASE STUDY: LIFETIME OF 94m Ru

44+
In an experiment conducted at the experimental Cooler Storage Ring (CSRe) in Lanzhou, China, bare 94 Ru 44+ ions in nuclear ground and isomeric (2644 keV, 8 + ) states were measured when the ring is tuned to an isochronous mode. The transition point for the ion-optical setting was 1.302, which is equal to the Lorentz factor of target ions. The lap times of the circulating ions at each revolution were registered by a timing detector at a fixed location in the ring. Individual decays of the isomeric 94m Ru 44+ , which were signaled by abrupt changes in lap times due to the mass difference between ground and isomeric states, were unambiguously identified in a restricted observation time window from 20 to 180 μs. Owing to the instrumental limits, the decay timestamps of any events that occurred outside the window could not be determined accurately, and thus were neglected. (In fact, only two candidates were discarded.) In total, 49 valid decay events were observed in that experiment. The corresponding timestamps led to a sample mean of 90.3 μs. For more details on the experiment setup and timestamps extraction, the reader is referred to Ref. [15] .
The measurement condition in that experiment agrees with the filtering scenario, except for the time window starting at 20 μs. By redefining the timing reference, the window essentially is (0,160) μs, while the sample mean is reduced to 70.3 μs. With the values T = 160,t = 70.3,n = 49, Eqs. (11) and (19) give rise to the lifetime estimate of 217.5 ± 148.3 μs in frequentism. On the other hand, the posterior density for Bayesian inference is plotted in Fig. 3 . By using Eqs. (26), (27) , and (28), the posterior density leads to the point estimate of 206.0 μs within the credible interval of (85.5,294.4) μs.
In the same experiment, the atomic masses of 94 Ru in the nuclear ground and isomeric states were also measured with the isochronous mass spectrometry. If integrating the results from mass measurements, an additional 29 isomers were identified to survive throughout the observation window. However, a parasitic effect of the data analysis for the mass determination is to deselect those injections with deficient calibrating nuclides [16] . This process decreased Moreover, the sorting scenario can also be tested against the data if the decay timestamps are intentionally ignored. Thus, the selected T = 160,n = 37,m = 29 are used in Eqs. (50) and (52) for the frequentist inference, which results in 194.6 ± 32.9 μs as the lifetime estimate. The Bayesian inference, on the other hand, yields 198.4 ± 34.2 μs using Eqs. (56) and (57).
The literature value for the half-life of isomeric 94m Ru as neutral atoms at rest is 71 ± 4 μs [17] . They decay predominantly via isomeric transition to the 6 + state which lies 146 keV lower in energy, whereas other competing processes are negligible [18] . Once the atoms are fully stripped, the decay channel by internal conversion is consequently shut off. The bare isomers can only lose energy via photon emission. By means of the internal conversion coefficient of 0.335 computed with the BRICC code [19] , the theoretical prediction for the boosted lifetime of 94m Ru 44+ in the laboratory frame (γ = 1.302) is 178 ± 10 μs. Figure 4 shows a pictorial comparison between the aforementioned lifetime estimates together with the predicted value. In spite of the larger error margin associated with the filtering scenario, which can be attributed to the smaller sample size, all the estimates are consistent with each other and exhibit good agreement with the prediction. Moreover, the Bayesian inference yields a tighter uncertainty range than the frequentist inference in the filtering scenario, otherwise they both lead to quite similar estimates. Note that the resultant estimates are comparable to the length of the observation window, which, in turn, supports the choice of the present methods over the logarithmic-time-scale method. Indeed, a deficient estimate 
IV. CONCLUSION AND OUTLOOK
Owing to the various practical constraints, the observation time for a decay process is generally restricted. The experimental scenarios thus become complex with such a restriction involved. The applicability of conventional data analysis methods for the lifetime evaluation faces great challenges, in particular when the available data manifest scarcity. Out of nine categorized scenarios, four of special interest-i.e., filtering, cropping, emerging, and sorting scenarios-were described and investigated systematically in this work. Two generic statistics-based methods were presented to properly estimate the lifetime in those four scenarios. The resultant formulas are compiled in Table I for easy reference. With the methods being successfully tested in the filtering, cropping, and sorting scenarios, their validity in the emerging scenario is assured. Even though the temporal restriction virtually disappears when the observation time is three times longer than the lifetime, it is strongly suggested to use the methods in this work to analyze decay data, especially for any lifetimes not known beforehand, to avoid any systematic errors.
Possible applications of the presented methods include, for instance, ring-based β-decay studies with beam cooling applied to extend the storage time [20] . Experiments of such a kind have routinely been conducted in the ESR at GSI, Germany for decades [21] [22] [23] [24] [25] . With the intensity-sensitive and time-resolving Schottky resonator recently installed in the ESR [26] , decays of exotic ions can be investigated on a single-ion basis [27, 28] . The fates of stored ions can be traced individually within the observation time of typically several minutes, which is, in fact, the cropping scenario. At the CSRe in Lanzhou, a similar experimental campaign is envisaged in the near future. One interesting physics case is to compare the lifetimes of bare and hydrogen-like 111 Sn ions to verify the angular momentum selection rule in electron capture decay [29] . The sorting scenario can be realized in the rare-RI ring at RIKEN, Japan, although lifetime measurements seem not be the main motivation for the construction of the ring [30] . When placing two detection systems one at the entrance and the other at the exit of the ring for the respective identification of mother and daughter ions, the number of decay events during the storage can be counted, from which the decay lifetime can be deduced. 
