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Abstract
We discuss the gauge-Higgs unification in a framework of Lifshitz type gauge
theory. We study a higher dimensional gauge theory on RD−1 × S1 in which the
normal second (first) order derivative terms for scalar (fermion) fields in the action
are replaced by higher order derivative ones for the direction of the extra dimension.
We provide some mathematical tools to evaluate a one-loop effective potential for
the zero mode of the extra component of a higher dimensional gauge field and
clarify how the higher order derivative terms affect the standard form of the effective
potential. Our results show that they can make the Higgs mass heavier and change
its vacuum expectation value drastically. Some extensions of our framework are
briefly discussed.
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1 Introduction
Gauge theories in higher dimensions are a promising candidate beyond the Standard
Model. Such theories turn out to possess unexpectedly rich properties that shed new
light and give a deep understanding on high energy physics. In fact, it has been shown
that new mechanisms of gauge symmetry breaking [1, 2, 3, 4, 5], spontaneous supersym-
metry breaking [6], and breaking of translational invariance [7, 8] can occur, and that
various phase structures arise in field theoretical models on certain topological manifolds
[9, 10, 11]. Furthermore, new diverse scenarios of solving the hierarchy problem have been
proposed in [12, 13, 14, 15].
Since the origin of gauge symmetry breaking is still an unsolved problem, it is worth
pursuing an alternative mechanism to mimic the Standard Model Higgs. In this paper,
we focus on the gauge-Higgs unification that the “Higgs” field arises from an extra di-
mensional component of a higher dimensional gauge field [1, 2, 4]. Higher dimensional
gauge invariance forbids any Higgs mass term at tree level and the Higgs potential can be
generated through quantum corrections. In the gauge-Higgs unification, the Higgs field
corresponds to the Wilson line phase and the effective potential never suffers from ultravi-
olet (UV) divergences due to the nonlocal property of the Wilson line phase. As a result,
the vacuum expectation value and the mass of the Higgs field derived from the effective
potential are finite and calculable. This is a very attractive feature of the gauge-Higgs
unification. A flat compactification on a circle S1, however, leads to the light Higgs mass
problem in normal settings of gauge-Higgs unification models [16]. A compactification
on a warped extra dimension may solve the problem [17]. In this paper, we take an
alternative approach to solve it.
In the standard gauge-Higgs unification, the kinetic terms of bosonic (fermionic) fields
in the action are taken to be the second (first) order derivatives for extra dimensions as
well as the Minkowski space-time. Lorentz invariance does not, however, require the order
of the derivatives to be the same for the extra dimensions and the Minkowski space-time
because it is explicitly broken by the compactification. We may thus have an opportunity
to introduce higher derivative terms for the direction of extra dimensions.
Recently, Horˇava [18] has proposed an interesting idea to make gravity theory power-
counting renormalizable in 4-dimensions. His idea is to treat space and time non-relativistically
and the anisotropy between them is given by the introduction of higher spatial deriva-
tive terms characterized by the dynamical critical exponent z. A number of studies have
been made on the Horˇava-Lifshitz gravity.4 Field Theories with higher spatial derivative
4Studies at an early stage have been given in Ref.[19] for cosmological applications, Ref.[20] for black
hole physics and Ref.[21] for theoretical aspects.
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terms have also been investigated on various subjects of renormalization [22], non-gauge
models [23], QED [24, 25], Yang-Mills theory [28], SUSY [29, 30] and the Standard Model
extension [31]. All Horˇava-Lifshitz type models lose Lorentz invariance at high energies
but it is expected that it would emerge at low energies as an accidental symmetry [18].
The recovery of Lorentz invariance at low energies is, however, a nontrivial problem since
in a theoretical point of view there is no reason that different particles possess the same
limiting speed (i.e. the common light velocity c) in the absence of Lorentz invariance.5
Problems of Horˇava-Lifshitz type theory have been reviewed in Ref.[32].
In this paper, we introduce higher derivative terms only for the direction of extra
dimensions and keep Lorentz invariance intact for the Minkowski space-time. Thus, our
models have the anisotropy between the Minkowski space-time and the extra dimensions
but not between space and time. This situation will be rather close to the original
idea proposed by Lifshitz [33]. Higher order derivative terms would become important
if coefficients of lower order derivative terms happen to vanish. This is indeed the case
when the system lies at a Lifshitz point [34]. We thus consider the gauge-Higgs unification
in a higher dimensional gauge theory at a Lifshitz point, though we will not investigate
whether our models would lie at a Lifshitz point, but simply assume it in this paper.
As noted before, the effective potential for the Higgs field, which is a zero mode of
an extra dimensional component of a higher dimensional gauge field, is finite and free
from UV divergence. This UV insensitivity does not, however, imply that higher order
derivative terms are irrelevant to the effective potential. It turns out that they bring
about quantitative changes of the effective potential and play an important role to solve
the light Higgs problem. To show this is one of the main purposes of this paper. We will
also develop some mathematical tools to compute one-loop effective potentials. This is
another purpose of this paper.
This paper is organized as follows: In the next section, we explain our setup of the
gauge-Higgs unification in a framework of Lifshitz type gauge theory. In section 3, we eval-
uate the one-loop effective potential for the zero mode of the extra dimensional component
of the gauge field and discuss how higher derivative terms affect the effective potential.
In section 4, we present a five dimensional SU(2) model to demonstrate properties found
in section 3, explicitly. In section 5, we extend the results in section 3 to the Lifshitz type
gauge theory on RD−2 × S1 × S1. Section 6 is devoted to conclusions and discussions.
Technical details will be found in appendices.
5A resolution to this problem has been proposed in Ref.[30].
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2 Lifshitz Type Gauge Theory on RD−1×S1
In this section, we present our setup of the gauge-Higgs unification in a framework of
Lifshitz type gauge theory. To this end, we consider a D-dimensional SU(N) gauge
invariant theory compactified on a circle.6
S =
∫
dD−1x
∫ L
0
dy
{
−1
4
FµνF
µν − 1
2
FµyF
µy +Ψ
(
iγµDµ + l
z−1(iγyDy)
z +MF
)
Ψ
+ Φ∗
(
DµDµ − l2(z−1)(−D 2y )z −M 2S
)
Φ− V (Φ)
}
, (1)
where xµ (µ = 0, 1, · · · , D − 2) denotes the (D − 1)-dimensional Minkowski space-time
coordinate and y is the coordinate of the extra dimension on the circle S1 of the cir-
cumference L. The covariant derivatives Dµ and Dy for the field Ψ belonging to the
representation R of SU(N) are given by
DµΨ = (∂µ + igA
c
µT
c
(R))Ψ , (2)
DyΨ = (∂y + igA
c
yT
c
(R))Ψ , (3)
where T c(R) (c = 1, 2, · · · , N2 − 1) is a generator of SU(N) in the representation R.
We should here make several comments on the higher derivative terms in the action
(1). We have introduced the higher derivative terms only for the direction of the extra
dimension and assumed that there are no higher derivative terms such as (∂µ∂
µ)m(∂y)
n.
This implies that there is no possibility to add any higher order derivative terms for the
gauge field in a gauge invariant way because Fyy = 0 and the term (FµyF
µy)z for z > 1
would produce higher derivatives with respect to the extra dimensional coordinate and
the Minkowski space-time ones as well. We could add lower order derivatives of the extra
dimensional one such as (iγyDy)
n (n = 1, 2, · · · , z − 1) for the fermion and (Dy)2n for
the scalar, but we have omitted those terms because we would like to clarify the effects
of the higher derivative terms. It could be justified if the system sits on a Lifshitz point,
where the lower derivative terms become irrelevant. We will not, however, pursue such
a possibility. We simply keep only the highest order derivative terms labeled by the
dynamical critical exponent z and investigate the theory at a Lifshitz point. It should
be noticed that a length parameter l has been introduced to adjust the dimension of the
higher derivative terms. The ratio l/L turns out to be very important in determining the
vacuum expectation value and the mass of the Higgs field.
Since the extra dimension is compactified on the circle, we have to specify boundary
conditions on the fields. We here take the periodic boundary condition for all the fields,
6Since the gauge fixing and the ghost terms are irrelevant in our discussions, we have omitted them
in Eq.(1).
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i.e.7
Aµ(x, L) = Aµ(x, 0) ,
Ay(x, L) = Ay(x, 0) ,
Ψ(x, L) = Ψ(x, 0) ,
Φ(x, L) = Φ(x, 0) . (4)
The extension to other boundary conditions will be straightforward.
In the gauge-Higgs unification, the zero mode of Ay plays a role of the Higgs field and
the vacuum expectation value 〈Ay〉 can be determined dynamically as the minimum of
the effective potential, which is induced through radiative corrections. The purpose of
the next section is to compute the one-loop effective potential for the zero mode of Ay
from the action (1) with the boundary conditions (4).
3 One-Loop Effective Potential
In this section, we evaluate the one-loop effective potential for the dynamical variable
〈Ay〉 from the action (1) of the 5d Lifshitz type gauge theory on RD−1 × S1.
V
RD−1×S1z
eff (α) = V
RD−1×S1z
scalar (α;MS) + V
RD−1×S1z
fermion (α;MF ) + V
RD−1×S1z
gauge (α) , (5)
where the subscript z of S1 indicates the Lifshitz type higher derivatives of the dynam-
ical critical exponent z for the S1 direction. V
RD−1×S1z
scalar , V
RD−1×S1z
fermion and V
RD−1×S1z
gauge denote
the contributions from scalar, fermion and gauge loop diagrams, respectively and the
dimensionless variable α is defined by
α ≡ g〈Ay〉 L
2π
. (6)
In the following, we first evaluate the effective potential for the massless matter and then
for the massive one.
3.1 Massless Matter
In this subsection, we consider the massless scalar and fermion fields with MS =MF = 0.
Let us start with V
RD−1×S1z
scalar (α;MS = 0) which comes from the scalar loop diagram
V
RD−1×S1z
scalar (α;MS = 0) =
∫
dD−1pE
(2π)D−1
1
L
∞∑
m=−∞
tr(R)
[
ln
(
p 2E + l
2(z−1)
(2π(m+ α)
L
)2z)]
,
(7)
7Although the periodicity of the fields on a circle S1 may require the boundary conditions (4) up to
gauge transformations, we here restrict a class of the gauge parameter Λ(x, y) to the periodic function
Λ(x, L) = Λ(x, 0), so that all the fields are assumed to be periodic with respect to the coordinate y on
S1.
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where pE denotes the (D−1)-dimensional Euclidean momentum. When the Lifshitz scalar
Φ which propagates the loop belongs to the representation R of the gauge group, the trace
in Eq.(7) should be taken over the gauge indices with respect to the representation R and
α should be expressed as α = αcT c(R). We note that V
RD−1×S1z
scalar is an unrenormalized
quantity, so that it should be renormalized to obtain a finite expression.
For z = 1, which corresponds to the normal kinetic term, the techniques have already
been well established to obtain the finite expression from Eq.(7). Some of the techniques
for z = 1, however, turn out not to apply for the case of z > 1. Thus, we need to develop
mathematical tools to compute the one-loop effective potential for z > 1. This is one of
the purposes of the present paper.
Let us now evaluate V
RD−1×S1z
scalar . We first rewrite Eq.(7) into the form
V
RD−1×S1z
scalar (α;MS = 0) = −
( 1
4π
)D−1
2 1
L
∞∑
m=−∞
∫ ∞
0
dt t−
D+1
2
× tr(R)
[
exp
{
−t l2(z−1)
(2π(m+ α)
L
)2z}]
, (8)
where we have used the standard formulas
lnA = − d
ds
( 1
Γ(s)
∫ ∞
0
dt ts−1e−At
)∣∣∣
s→+0
, (9)
d
ds
( ts
Γ(s)
)∣∣∣
s→+0
= 1 , (10)
∫ ∞
−∞
dp
2π
e−tp
2
=
√
1
4πt
. (11)
For z = 1, we can use the Poisson summation formula
∞∑
m=−∞
exp
{
−t
(2π(m+ α)
L
)2}
=
L√
4πt
∞∑
n=−∞
exp
{
−
(nL
4t
)2
− 2πinα
}
(12)
and then arrive at the well known renormalized expression8
V
RD−1×S1z=1
scalar (α;MS = 0) = −2
Γ(D/2)
πD/2
1
LD
∞∑
n=1
tr(R)
[cos(2πnα)
nD
]
. (13)
For z > 1, we may use the original Poisson summation formula, i.e.
∞∑
m=−∞
f(m+ α) =
∞∑
n=−∞
e2piinα
∫ ∞
−∞
duf(u)e−2piinu , (14)
8The UV divergent term of n = 0 has been removed from the summation in Eq.(13) to renormalize
the one-loop effective potential.
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in place of Eq.(12). With the help of the above formula and the relation Γ(s) =
∫∞
0
dt ts−1e−t,
we can have a renormalized expression
V
RD−1×S1z
scalar (α;MS = 0) = −
( 1
4π
)D−1
2
Γ(−(D − 1)/2) l(z−1)(D−1) 1
L
(2π
L
)z(D−1)
×
∞∑
n=−∞
′ tr(R)
[
exp{2πinα}] ∫ ∞
−∞
du|u|z(D−1)e−2piinu , (15)
where the prime of the summation denotes that the n = 0 contribution, which corresponds
to the UV divergent part, should be removed from the summation to get a finite result of
the effective potential. Furthermore, using the formula of the Fourier transform [35]∫ ∞
−∞
du|u|νe−2piinu = −2 sin
(πν
2
) Γ(1 + ν)
|2πn|1+ν (16)
for ν 6= · · · ,−3,−1, 0, 2, 4, · · · , we obtain
V
RD−1×S1z
scalar (α;MS = 0) = −8
( 1
4π
)D+1
2
Γ(−(D − 1)/2)Γ(1 + z(D − 1)) sin
(πz(D − 1)
2
)
× l
(z−1)(D−1)
L1+z(D−1)
∞∑
n=1
tr(R)
[ cos(2πnα)
nD+(z−1)(D−1)
]
. (17)
It should be noticed that the expression (17) would be ill defined for D = odd or z = even
because the formula (16) cannot apply for those cases and also the factor Γ(−(D− 1)/2)
diverges for D = odd. To avoid these problems, we regard the space-time dimension D as
a real (or complex) number and define the expression (17) by the analytic continuation
of D. It then turns out that the final result is finite and well defined for any positive
integers D and z:
V
RD−1×S1z
scalar (α;MS = 0) = −2
( 1
π
)D
2
Γ(D/2)
Γ(D + (z − 1)(D − 1))
Γ(D)
hD,z
× 1
LD
( l
L
)(z−1)(D−1) ∞∑
n=1
tr(R)
[ cos(2πnα)
nD+(z−1)(D−1)
]
, (18)
where
hD,z ≡ lim
s→D
sin
(
πz(s− 1)/2)
sin
(
π(s− 1)/2) =


z for D = odd, z = odd,
z(−1)(D−1)/2 for D = odd, z = even,
(−1)(z−1)/2 for D = even, z = odd,
0 for D = even, z = even.
(19)
Here, we have used the formulas of the gamma function
Γ(s) Γ(1− s) = π
sin(πs)
, (20)
Γ(2s) =
22s
2
√
π
Γ(s) Γ(s+ 1/2) . (21)
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For z = 1, Eq.(18) is found to exactly reproduce the expression (13). This will give a
consistency check of our result (18).
To confirm the validity of the result (18) furthermore, we would like to derive Eq.(18)
in a different way. To this end, we rewrite Eq. (8) as
V
RD−1×S1z
scalar (α;MS = 0)
= −Γ(−
D−1
2
)
(4π)
D−1
2
l(z−1)(D−1)
L
(
2π
L
)z(D−1)
tr(R)
∞∑
m=−∞
(
1
|m+ α|
)−z(D−1)
. (22)
Then, using the Hurwitz zeta function
ζ(s, α) =
∞∑
m=0
1
(m+ α)s
for 0 < α ≤ 1 , (23)
we have
V
RD−1×S1z
scalar (α;MS = 0)
= −Γ(−
D−1
2
)
(4π)
D−1
2
l(z−1)(D−1)
L
(
2π
L
)z(D−1)
×tr(R){ζ(−z(D − 1), α) + ζ(−z(D − 1), 1− α)}. (24)
The formula [36]
ζ(s, α) =
2Γ(1− s)
(2π)1−s
{
sin
(πs
2
) ∞∑
n=1
cos(2πnα)
n1−s
+ cos
(πs
2
) ∞∑
n=1
sin(2πnα)
n1−s
}
, (25)
for Re s < 0, leads to the same result (18), as it should be. It is interesting to note that
UV divergence has been removed automatically from the effective potential thanks to the
zeta function regularization. We will further find other different derivations of Eq.(18) in
Appendix A.
We have succeeded to compute the scalar contribution to the one-loop effective po-
tential for the zero mode of Ay. It is now easy to obtain the fermionic contribution
V
RD−1×S1z
fermion (α;MF = 0). The result is
V
RD−1×S1z
fermion (α;MF = 0) = +2
[D/2]
(1
π
)D
2
Γ(D/2)
Γ(D + (z − 1)(D − 1))
Γ(D)
hD,z
× 1
LD
( l
L
)(z−1)(D−1) ∞∑
n=1
tr(R)
[ cos(2πnα)
nD+(z−1)(D−1)
]
. (26)
The difference between the scalar and fermion contributions appears in the overall factors.
The factor−2 in V RD−1×S1zscalar is replaced by +2[D/2] in V R
D−1×S1z
fermion . The difference of the overall
sign comes from that of the spin and statistics for bosons and fermions. The factor 2 in
7
V
RD−1×S1z
scalar and 2
[D/2] in V
RD−1×S1z
fermion are just the number of (on-shell) degrees of freedom for
a complex scalar and a Dirac spinor, respectively.9
The gauge field contribution to the one-loop effective potential in our model is nothing
but that of z = 1, i.e.
V R
D−1×S1z
gauge (α) = −(D − 2)
Γ(D/2)
πD/2
1
LD
∞∑
n=1
tr(adj)
[cos(2πnα)
nD
]
. (27)
This result will lead to an interesting observation to determine the vacuum expectation
value of α. Since V
RD−1×S1z
gauge is independent of l, the gauge loop contribution will become
less important than the scalar and fermion loop ones when the ratio l/L is large. On the
other hand, it becomes important when l/L is small enough.
Before closing this subsection, we would like to make comments on the z-dependence
of V
RD−1×S1z
scalar and V
RD−1×S1z
fermion . For z = 1, the infinite summation over n is given by the form∑
n cos(2πnα)/n
D. The power of n is just the total space-time dimension D. For general
z, the power of n is replaced by D + (z − 1)(D − 1). This can be understood from an
anisotropic scaling point of view. It follows from the action (1) that we may introduce
the anisotropic scaling for the space-time coordinates as [18]
xµ → bz xµ, (µ = 0, 1, 2, · · · , D − 2) ,
y → b y . (28)
Then, the effective dimension D of the system may be defined from the scaling of the
volume element as
[dD−1x dy] → bD [dD−1x dy] (29)
with D = z(D−1)+1 = D+(z−1)(D−1), which agrees with the power of n in Eq.(18)
and Eq.(26).
Another interesting observation is the overall sign of V
RD−1×S1z
scalar and V
RD−1×S1z
fermion . For
z = 1, the overall sign is determined by the spin and statistics but not the space-time
dimension D. In fact, hD,z = 1 for z = 1 (and any D) but it can change the sign for z > 1
without changing the spin and statistics. Furthermore, the contribution to the one-loop
effective potential vanishes for z = even and D = even.10 This is not the case for z = 1.
The other important observation is that a huge numerical factor can arise for z > 1.
The numerical values of Γ(D + (z − 1)(D− 1))/Γ(D) for D = 5 and z = 1, 2, 3, 4 are, for
9For a real scalar or a Weyl/Majorana spinor, the factor should be replaced by 1 or 2[D/2]−1.
10A similar property has been found in the Casimir effect [25].
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instance, listed below:
Γ(5 + 4(z − 1))
Γ(5)
∼


1 for z = 1,
1.7× 103 for z = 2,
2.9× 107 for z = 3,
8.7× 1011 for z = 4.
(30)
Another source of a large/small number will come from the factor (l/L)(z−1)(D−1), which
depends on the ratio of l and L. In the gauge-Higgs unification, the Higgs mass squared
will be given by
m 2H ∼
∂2Veff
∂A 2y
∣∣∣
Ay=〈Ay〉
. (31)
Those numerical factors can change the value of the Higgs mass drastically.11 Therefore,
the overall factor of Veff is very sensitive to the magnitude of mH . The Higgs mass
prediction in Lifshitz type gauge theory is expected to be quite different from ordinary
gauge-Higgs unification models with z = 1.
3.2 Massive Matter
In this subsection, we evaluate the one-loop effective potential for massive matter. The
computations of V
RD−1×S1z
scalar (α;MS) and V
RD−1×S1z
fermion (α;MF ) will involve a number of tech-
nical manipulations as compared to the massless case. We here give only the result of
V
RD−1×S1z
scalar (α;MS) for D = odd:
V
RD−1×S1z
scalar (α;MS)
= − 4z
(4π)(D−1)/2Γ(D−1
2
)
1
L
D−3
2∑
q=0
D−3
2
Cq (−M2S)
D−3
2
−q
( lz−1
Lz
)2q+2
Γ
(
z(2q + 2)
)
× tr(R)
z∑
j=1
Re
[
(−iωj)z(2q+2)
z(2q+2)−1∑
k=0
(ρj)
k
k!
Liz(2q+2)−k+1(e
−ρj+i2piα)
]
, (32)
where
ωj = exp
(
i
2j − 1
2z
π
)
, (33)
ρj =
i
ωj
LM
1/z
S
l(z−1)/z
, (34)
Lis(x) =
∞∑
n=1
xn
ns
. (35)
11It has also been reported in [26] that the Higgs mass can be heavy due to the effect of the violation
of the five-dimensional Lorentz invariance.
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The details will be found in Appendix B. For D = 5 and z = 1, Eq. (32) reads
V
R4×S1z=1
scalar (α;MS) = −
1
2π2L5
tr(R) Re
[
3 Li5(e
−LMS+i2piα)
+3LMS Li4(e
−LMS+i2piα) + L2M2S Li3(e
−LMS+i2piα)
]
, (36)
which is consistent with the result in Ref. [37]. It is not difficult to verify that Eq.(32)
reduces to Eq.(18) in the limit of MS → 0 with the relation
∑z
j=1(−iωj)z(D−1) = hD,z, as
it should be. The fermionic contribution V
RD−1×S1z
fermion (α;MF ) can be obtained by replacing
the factor −2 in V RD−1×S1zscalar (α;MS) by +2[D/2]. It follows from the expression (32) that the
contribution from a particle with the bulk mass MS will be suppressed exponentially if
MS >>
( l
L
)z−1 1
L
. (37)
This observation imply that Lifshitz particles of z > 1 even withMS & 1/Lmay contribute
to the effective potential if l/L >> 1. This should be compared with the case of z = 1.
Only massive particles with MS . 1/L contribute to the effective potential.
4 An SU(2) Gauge Model with an Adjoint Fermion
Let us consider an SU(2) gauge theory on R4× S1z coupled to a massless adjoint fermion
whose kinetic term has the Horˇava type higher derivative. We are interested in the gauge
symmetry breaking patterns and the mass of the adjoint scalar field which is originally
the component gauge field for the compactified direction.
The one-loop effective potential is useful tool in order to study them. In the present
case, from the discussions in the previous section, the effective potential is given by
V
R4×S1z
eff (α;M = 0) =
1
π
5
2
Γ
(
5
2
)
L5
[
−3
∞∑
n=1
2
n5
(
1 + cos(2πn(2α))
)
4hD=5,z
+
(
l
L
)4(z−1)
Γ(4z + 1)
Γ(5)
∞∑
n=1
2
n4z+1
(
1 + cos(2πn(2α))
)]
. (38)
The first line in Eq. (38) is the contribution from the gauge (and ghost) fields and the
second one is the one from the adjoint fermion. The Wilson line phase α is related by the
vacuum expectation value 〈Ay〉,
gL〈Ay〉 = 2π diag.(α,−α) (39)
and the factor hD=5,z is given, from (19), by
hD=5,z = z. (40)
10
The L is the length of the circumference of the circle S1. We see that the magnitude
of the higher derivative, which is shown by the ratio l/L, plays the role of changing the
size of the contribution from the adjoint fermion to the effective potential. The gauge
symmetry breaking patterns through the Wilson line phases (Hosotani mechanism) has
been studied extensively [27], and we understand that the pattern depends on the matter
content of the theory.
If the scale l is set to zero, then, the one-loop effective potential has the contribution
from the gauge (and the ghost) fields alone. It has been known that the minimum of the
potential is located at
α = 0
(
mod
1
2
)
, (41)
for which the SU(2) gauge symmetry is not broken. On the other hand, if we take the scale
l to be large enough, then, the effective potential is dominated by the adjoint fermion. In
this case, the minimum of the effective potential is
α = 0.25, (42)
so that the SU(2) gauge symmetry is broken to U(1).
The above observation suggests that the gauge symmetry breaking patterns depend
on the ratio l/L. Actually, the vacuum structure changes according to the magnitude of
 
 
 
Figure 1: The behavior of the one-loop effective potential with respect to the ratio l
L
=
0.12, 0.122, 0.12237, 0.123 with z = 2. According to the change of the ratio, the vacuum
configuration changes from α = 0 (mod 1/2) to α = 0.25. The degenerate vacuum appears
at the critical ratio ( l
L
)c = 0.12237, above which the vacuum configuration is α = 0.25,
where gauge symmetry is broken down to U(1).
l/L, as shown in Fig.1. We find that for z = 2 the degenerate vacuum appear at the
critical ratio, (
l
L
)
c
= 0.12237. (43)
For larger value than the critical ratio, the SU(2) gauge symmetry is broken to U(1),
while the smaller value than the critical value, the SU(2) gauge symmetry is unbroken.
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The behavior of the vacuum expectation value (VEV) α with respect to l/L is depicted
in Fig.2, where we observe that the VEV jumps at the critical ratio, hence the phase
transition is first order.
Figure 2: The behavior of the vacuum expectation value (VEV) α with respect to l
L
. At
the critical ratio ( l
L
)c = 0.12237, the VEV jumps, and the phase transition is first order.
Let us next discuss the mass of the adjoint scalar field which is originally the component
gauge field for the S1 direction. The mass of the adjoint Higgs scalar is obtained by the
second derivative of the effective potential evaluated at the vacuum,12
m2H =
∂2V
R4×S1z
eff (α)
∂〈A3y〉2
∣∣∣∣
vac
=
(
gL
4π
)2
∂2V
R4×S1z
eff (α)
∂α2
∣∣∣∣
vac
=
3 g¯2
2π2L2
[
3
∞∑
n=1
1
n3
cos(2πn(2α))
−4zΓ(4z + 1)
Γ(5)
(
l
L
)4(z−1) ∞∑
n=1
1
n4z−1
cos(2πn(2α))
]∣∣∣∣
vac
. (44)
where we have defined the 4d gauge coupling constant g¯ ≡ g/√L. Hereafter we take
z = 2 for numerical studies.
Let us study the case of α = 0.25, for which the gauge symmetry is broken to U(1).
The adjoint Higgs mass is given by
m2H =
3 g¯2
2π2L2
[
−9
4
ζ(3) + 4× 2× 8!
4!
(
l
L
)4
× 63
64
ζ(7)
]
, (45)
where we have used the Riemann’s zeta function,
∞∑
n=1
(−1)n
n4k−1
= −(1− 22−4k)ζ(4k − 1) (46)
12Let us note that the adjoint Higgs scalar can be massive even if the gauge symmetry is not broken.
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with k = 1, 2. The mass squared m2H is positive definite for the range of (l/L)c < l/L,
where the vacuum configuration is given by α = 0.25. We note that the Gamma function
Γ(4z + 1) is sizable enhancement for the mass. The adjoint scalar mass depends on the
ratio l/L, which can also enhance the mass of the adjoint scalar field.
The ratio between the adjoint Higgs scalar and the lightest massive gauge boson is
given by
mH
M
(0)
W
= g¯
√√√√ 3
2π4
(
−9
4
ζ(3) + 13230× ζ(7)×
(
l
L
)4)
, (47)
where we have used the expression for the the massive Kaluza-Klein gauge bosons after
the gauge symmetry breaking,
M
(n)2
W =
(
2π
L
)2
(n+ 2α)2
∣∣∣∣∣
α=0.25
for n = 0, 1, 2, · · · . (48)
We obtain the mass of the adjoint Higgs scalar field for various values of l/L 13
mH
M
(0)
W
= g¯ ×


0.54 for l
L
= 0.2,
2.28 for l
L
= 0.4,
9.17 for l
L
= 0.8,
14.3 for l
L
= 1.0,
20.6 for l
L
= 1.2,
(49)
The adjoint Higgs mass is generated through loop effects and is natural to be light com-
pared with the massive gauge boson appeared after the gauge symmetry breaking. In the
present case, however, thanks to the arbitrary scale l and the Gamma function Γ(4z+1),
the adjoint scalar mass can be heavier than the massive gauge boson, as shown above.
The Higgs mass is also affected by the dynamical critical exponent z. In order to see
it, let us study the ratio between the adjoint Higgs scalar and the lightest massive gauge
boson with respect to z for fixed value of l/L. We take l/L = 0.25 as an illustration, for
which the SU(2) gauge symmetry is broken to U(1). We obtain, from (44) and (48), that
mH
M
(0)
W
= g¯ ×


0.12 for z = 1,
0.87 for z = 2,
7.50 for z = 3,
113.15 for z = 4.
(50)
We observe that the Higgs mass highly depends on z and is enhanced by the effect of the
higher derivative, as pointed out in the previous section.
13If we take l/L ∼ 0.393 (0.4) and g¯ ∼ 0.65, we have mH ∼ 115 (119) GeV.
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5 Higher Dimensional Extension
In this section, we extend the previous analysis in section 3 to the Lifshitz type gauge
theory on RD−2 × S1z1 × S1z2, and show that the effective potential on RD−2 × S1z1 × S1z2
is given by the sum of an effective potential on RD−2 × R1z1 × S1z2 and infinitely many
effective potentials for Kaluza-Klein modes on RD−2 × S1z1 . We here focus on a massless
scalar contribution to the one-loop effective potential
V
RD−2×S1z1×S
1
z2
scalar (α1, α2;MS = 0)
= −
( 1
4π
)(D−2)/2( 1
L1
∞∑
m1=−∞
)( 1
L2
∞∑
m2=−∞
) ∫ ∞
0
dt t−D/2
× tr(R)
[
exp
{
−t
[
l
2(z1−1)
1
(2π(m1 + α1)
L1
)2z1
+ l
2(z2−1)
2
(2π(m2 + α2)
L2
)2z2]}]
, (51)
where the scalar action has been assumed to include l
2(z1−1)
1 (Dy1)
2z1 and l
2(z2−1)
2 (Dy2)
2z2
for S1z1 and S
1
z2
directions, respectively. The L1 and L2 are the circumferences of S
1
z1
and
S1z2 , and α1 and α2 are defined by α1 = g〈Ay1〉L1/(2π) and α2 = g〈Ay2〉L2/(2π). We note
that α1 and α2 are assumed to commute each other to minimize the tree level potential
g2tr(adj)[Ay1 , Ay2]
2. Using the Poisson summation formula (14), we obtain the UV finite
expression
V
RD−2×S1z1×S
1
z2
scalar (α1, α2;MS = 0)
= −
( 1
4π
)D−2
2 1
L1L2
∞∑
n1,n2=−∞
′
∫ ∞
0
dt t−D/2
∫ ∞
−∞
du1
∫ ∞
−∞
du2
× tr(R)
[
exp
{
−t
[
l
2(z1−1)
1
(2πu1
L1
)2z1
+ l
2(z2−1)
2
(2πu2
L2
)2z2]
− 2πi(n1u1 + n2u2)+ 2πi(n1α1 + n2α2)}
]
, (52)
where the prime of the summation denotes that the contribution of n1 = n2 = 0 has to
be removed from the summation to subtract the UV divergent part from the effective
potential. The summation over n1 and n2 may be rearranged as follows:
∞∑
n1,n2=−∞
′ ≡
∞∑
n1=−∞
∞∑
n2=−∞
(
1− δn1,0δn2,0
)
=
∞∑
n1=−∞
∞∑
n2=−∞
{
δn1,0
(
1− δn2,0
)
+
(
1− δn1,0
)}
=
∞∑
n1=−∞
δn1,0
∞∑
n2=−∞
′ +
∞∑
n1=−∞
′
∞∑
n2=−∞
. (53)
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Thus, we can rewrite Eq.(52) as
V
RD−2×S1z1×S
1
z2
scalar (α1, α2;M = 0)
= −
( 1
4π
)D−2
2 1
L1L2
∞∑
n2=−∞
′
∫ ∞
0
dt t−D/2
∫ ∞
−∞
du1
∫ ∞
−∞
du2
× tr(R)
[
exp
{
−t
[
l
2(z1−1)
1
(2πu1
L1
)2z1
+ l
2(z2−1)
2
(2πu2
L2
)2z2]
− 2πin2u2 + 2πin2α2
}]
−
( 1
4π
)D−2
2 1
L1L2
∞∑
n1=−∞
′
∞∑
n2=−∞
∫ ∞
0
dt t−D/2
∫ ∞
−∞
du1
∫ ∞
−∞
du2
× tr(R)
[
exp
{
−t
[
l
2(z1−1)
1
(2πu1
L1
)2z1
+ l
2(z2−1)
2
(2πu2
L2
)2z2]
− 2πi(n1u1 + n2u2)+ 2πi(n1α1 + n2α2)}
]
. (54)
The first term on the r.h.s. of Eq.(54) can be expressed, with the change of variable
p1 = 2πu1/L1, as
−
( 1
4π
)D−2
2 1
L2
∞∑
n2=−∞
′
∫ ∞
0
dt t−D/2
∫ ∞
−∞
dp1
2π
∫ ∞
−∞
du2
× tr(R)
[
exp
{
−t
[
l
2(z1−1)
1 p
2z1
1 + l
2(z2−1)
2
(2πu2
L2
)2z2]− 2πin2u2 + 2πin2α2}
]
≡ V R
D−2×R1z1×S
1
z2
scalar (α2;M = 0) . (55)
It turns out that V
RD−2×R1z1×S
1
z2
scalar (α2;M = 0) has a clear geometrical meaning. It is nothing
but the one-loop effective potential of a D-dimensional Lifshitz type gauge theory on
RD−2 × R1z1 × S1z2 (but not RD−2 × S1z1 × S1z2) where a Lifshitz type higher derivative
labeled by z1 appears for one of the coordinates in R
D−1 (i.e. R1z1) as well as for the
coordinate of S1z2.
The second term on the r.h.s. of Eq.(54) can be expressed, by using the Poisson
summation formula reversely, as
1
L2
∞∑
m2=−∞
−1
(4π)(D−2)/2
1
L1
∞∑
n1=−∞
′
∫ ∞
0
dt t−D/2
∫ ∞
−∞
du1
× tr(R)
[
exp
{
−t
[
l
2(z1−1)
1
(2πu1
L1
)2z1
+M 2m2
]
− 2πin1u1 + 2πin1α1
}]
≡ 1
L2
∞∑
m2=−∞
V
RD−2×S1z1
scalar (α1;Mm2) , (56)
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where
Mm2 ≡ l z2−12
∣∣∣2π(m2 + α2)
L2
∣∣∣z2 . (57)
Again, V
RD−2×S1z1
scalar (α1;Mm2) turns out to have a clear geometrical meaning. It is nothing
but the one-loop effective potential of a (D − 1)-dimensional Lifshitz type gauge theory
(but not D-dimensional one) on RD−2 × S1z1 where the scalar action contains the Lifshitz
type higher derivative of z1 for the S
1
z1 direction with the bulk massMm2 that corresponds
to the Kaluza-Klein mass of the mode m2. Thus, we found that
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V
RD−2×S1z1×S
1
z2
scalar (α1, α2;M = 0)
= V
RD−2×R1z1×S
1
z2
scalar (α2;M = 0) +
1
L2
∞∑
m2=−∞
V
RD−2×S1z1
scalar (α1;Mm2) . (58)
Since the above observation is expected to hold for fermion and gauge fields, the one-loop
effective potential of the Lifshitz type gauge theory on RD−2 × S1z1 × S1z2 turns out be
written into a decomposition form similar to Eq.(58). We also expect that the effective
potential for a Lifshitz type gauge theory on RD−N×S1z1×· · ·×S1zN has a similar structure,
though we will not proceed furthermore.
6 Conclusions and Discussions
We have investigated the Lifshitz type gauge theory in the gauge-Higgs unification. The
Lifshitz scalar and fermion possess the kinetic terms of the higher derivatives labeled
by z for the direction of the extra dimension. We have succeeded to evaluate the one-
loop effective potential for the zero mode of the extra dimensional component of the
gauge field and found that it heavily depends on the dynamical critical exponent z of the
Lifshitz particles. The overall sign of the effective potential can change with respect to
z irrespective of the spin and statistics, and furthermore the one-loop effective potential
turns out to vanish for even D and z. A huge numerical factor arises for z > 1 and this
property may solve the light Higgs mass problem. It has also been found that the length
parameter l plays an important role in determining the vacuum expectation value of the
Higgs field as well as the magnitude of the Higgs mass.
To obtain the finite expression of the one-loop effective potential, we have extended
the space-time dimension D to a real (or complex) number and taken it to be the original
integral value only at the final stage. To confirm this procedure, we have provided the
mathematical tools and derived the one-loop effective potential in the several different
14A similar structure has been found in gauge theories on RD−1 × S1 at finite temperature [11].
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ways. We have also studied the one-loop effective potentials numerically in the 5d SU(2)
model, and confirmed various peculiar properties of our models.
The analysis for the Lifshitz type gauge theory on RD−1 × S1z has been extended to
the higher extra dimensions S1z1 × S1z2 . An interesting observation is that the one-loop
effective potential on RD−2×S1z1×S1z2 can be expressed by the sum of a one-loop effective
potential on RD−2 × R1z1 × S1z2 and infinitely many one-loop ones on RD−2 × S1z1 , which
is one-dimension lower than the original space-time dimension D, coming from Lifshitz
Kaluza-Klein particles on S1z2 . A similar decomposition property will hold for the Lifshitz
type gauge theory on the higher extra dimension S1z1 × S1z2 × · · · × S1zN .
Another extension is to replace the circle S1z with the orbifold S
1
z/Z2. We can apply
the methods developed here to this case. Hence, it is important and interesting to study
the gauge symmetry breaking and Higgs mass in a context of Lifshitz type gauge theories
on S1z/Z2.
In this paper, we have assumed the higher derivative terms to present only for the
direction of the extra dimensions. Horˇava’s original idea [18] is, however, to demand the
anisotropy between time and space coordinates to make gravity theory power-counting
renormalizable. According to the Horˇava’s spirit, we may replace the second order deriva-
tives of all the spatial coordinates of RD−1× S1 by higher derivatives to make the theory
renormalizable. The power-counting renormalizability requires the mass dimension of the
gauge coupling to be non-negative. This implies that the dynamical critical exponent z
should be greater than or equal to D − 3. The one-loop effective potential coming from
such a Horˇava-Lifshitz massless scalar loop may be given by
V
R1×RD−2z ×S
1
z
scalar (α;M = 0)
= −
∫
dD−2p
(2π)D−2
1
L
∞∑
m=−∞
∫ ∞
0
dt t−1
1√
4πt
× tr(R)
[
exp
{
−t l2(z−1)
((
p2
)z
+
(2π(m+ α)
L
)2z)}]
= −2z
( 1
π
)1/2
Cz
sin
(
π(z +D − 2)/2)Γ(z +D − 2)
sin
(
π(z +D − 2)/(2z))Γ((z +D − 2)/(2z))
× 1
LD
( l
L
)z−1 ∞∑
n=1
tr(R)
[
cos(2πnα)
nz+D−1
]
, (59)
where
Cz ≡
∫
dD−2p
(2π)D−2
e−(p
2)z . (60)
We should emphasize that standard gauge-Higgs unification models are not renormalizable
because the total space-time dimension D is greater than 4. Thus, only a very limited
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class of physical quantities such as the Higgs mass are finite and calculable, so that the
predictability of the theory is quite restricted. Since the Horˇava-Lifshitz type gauge theory
is power-counting renormalizable, any physical quantities can, in principle, be computed
with finite values at the cost of Lorentz symmetry violation. It would be of great interest
to investigate Horˇava-Lifshitz type gauge theory in more details.
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A Other Methods to Evaluate the Effective Potential
In the followings, we show the alternative ways to reproduce the result (18).
A.1 A method with contour Integrals
Eq. (18) can be reproduced in a way similar to [38]. First, in terms of contour integrals,
Eq. (22) can be written as
V
RD−1×S1z
scalar (α;MS = 0)
= −Γ
(−D−1
2
)
(4π)
(D−1)
2
l(z−1)(D−1)
L
(
2π
L
)z(D−1)
1
2πi
tr(R)
∮
C
dwwz(D−1)
dF (w, α)/dw
F (w, α)
=
Γ
(−D−1
2
)
(4π)
(D−1)
2
l(z−1)(D−1)
L
(
2π
L
)z(D−1)
z(D − 1)
2πi
tr(R)
∮
C
dwwz(D−1)−1 ln[F (w, α)],
(61)
where
F (w, α) = cos(2πw)− cos(2πα), (62)
and the contour C is the set of the circles each of which surrounds w = m ± α > 0,
m = 0, 1, · · · , on the w-plane. Since the integrand is regular except for roots on the real
axes, we can change a closed path of Re w > 0 to the contour shown in Fig. 3, where the
closed path consists of the infinite semicircle on the plane C1, the straight lines C2 from
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ReHwL
ImHwL
0
C1
C2
C4
C3
Figure 3: The integration path stretched on the positive-real plane.
+i∞ to +iδ (δ is a positive infinitesimal) and C4 from −iδ to −i∞, and a semicircle C3
centered at the origin with radius δ . The integrals along the infinite semicircle vanishes
in the sense of analytic continuation and by taking the limit δ → 0, only integrals along
C2 and C4 remain non-vanishing, and thus we obtain
V
RD−1×S1z
scalar (α;MS = 0)
= −Γ
(−D−1
2
)
(4π)
(D−1)
2
l(z−1)(D−1)
L
(
2π
L
)z(D−1)
z(D − 1)
2πi
×tr(R)
[
−iz(D−1)
∫ ∞
0
dt tz(D−1)−1 ln[F (it, α)]
+ (−i)z(D−1)
∫ ∞
0
dt tz(D−1)−1 ln[F (−it, α)]
]
=
Γ
(−D−1
2
)
(4π)
(D−1)
2
l(z−1)(D−1)
L
(
2π
L
)z(D−1)
z(D − 1)
π
× sin
(
πz(D − 1)
2
)
tr(R)J , (63)
where we have used F (w, α) = F (−w, α) and
J ≡
∫ ∞
0
dt tz(D−1)−1 ln[F (it, α)]. (64)
Recalling a relation cosh(A)− cos(B) = eA(1− e−A+iB)(1− e−A−iB)/2, we can rewrite J
as
J =
∫ ∞
0
dt tz(D−1)−1
{
ln(1− e−2pit+i2piα) + ln(1− e−2pit−i2piα) + 2πt− ln(2)} . (65)
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We note that the above integral contains divergences. We ignore such divergent terms
because we are interested in α-dependent ones. Using the expansion formula
ln(1− e−2pit+i2pinα) = −
∞∑
n=1
e−2pint+i2pinα
n
, (66)
and after integration we get
J = − 2
(2π)z(D−1)
Γ(z(D − 1))
∞∑
n=1
cos(2πnα)
nz(D−1)+1
. (67)
Combining (63) and (67), and utilizing the Gamma function formulas, one can reproduce
the same result as (18).
A.2 Use of Hypergeometric Functions
Here we show the one more way to evaluate the effective potential. Using Poisson sum-
mation, we can write (8) as
V
RD−1×S1z
scalar (α;MS = 0)
= −
√
2π(2π)z(D−1)
(4π)
D−1
2
1
L
(
lz−1
Lz
)D−1
tr(R)
∞∑
n=−∞
ei2pinα
∫ ∞
0
dτ τ−
D−1
2
−1F2z (2πn; τ) ,(68)
where
F2z(y; τ) ≡ 1√
2π
∫ ∞
−∞
dx exp[−τx2z ]eixy (69)
and we have used the following Poisson summation formula
∞∑
m=−∞
exp
[−τ(m + α)2z] = √2π ∞∑
n=−∞
ei2pinαF2z (2πn; τ) . (70)
We can rewrite F2z(y; τ) into the form
F2z(y; τ) =
1√
2πzτ 1/(2z)
∞∑
r=0
(
iy
τ 1/(2z)
)2r
(2r)!
Γ
(2r + 1
2z
)
, (71)
where we have expanded eixy in powers of x and used the integral representation of the
gamma function. To proceed further, we note that any non-negative integer r can uniquely
be parameterized by two integers s and k such that r = zs + k, where r = 0, 1, 2, · · · ,
s = 0, 1, 2, · · · and k = 0, 1, · · · , z − 1. In terms of the Pochhammer’s symbol
(a)s ≡ a(a + 1)(a+ 2) · · · (a+ s− 1) = Γ(a+ s)
Γ(a)
, (72)
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we have
Γ
(2r + 1
2z
)
= Γ
(2zs+ 2k + 1
2z
)
=
(2k + 1
2z
)
s
Γ
(2k + 1
2z
)
, (73)
(2r)! = (2zs + 2k)! = (2k)!
(2k + 1
2z
)
s
(2k + 2
2z
)
s
· · ·
(2k + 2z
2z
)
s
(2z)2zs . (74)
It then follows that15
F2z(y; τ) =
1√
2πzτ 1/(2z)
z−1∑
k=0
Γ
(
2k+1
2z
)
(2k)!
( iy
τ 1/(2z)
)2k
× 1F2z−1
(
1;
2k + 2
2z
,
2k + 3
2z
, · · · , 2k + 2z
2z
;
( iy
2z
)2z 1
τ
)
, (75)
where we have used the relation (1)s = s! and pFq(· · · ) is the generalized hypergeometric
function defined by
pFq(a1, · · · , ap; b1, · · · , bq;w) ≡
∞∑
s=0
(a1)s(a2)s · · · (ap)s
(b1)s(b2)s · · · (bq)s
ws
s!
. (76)
Truncating the n = 0 mode, which is independent to α and responsible for the UV
divergence, and integrating with respect to τ , we obtain
V
RD−1×S1z
scalar (α;MS = 0)
= −2
√
2π(2π)z(D−1)
(4π)
D−1
2
1
L
(
lz−1
Lz
)D−1
tr(R)
∞∑
n=1
cos(2πnα)G2z(2πn,D), (77)
where G2z(y,D) is defined by
G2z(y,D) ≡
∫ ∞
0
dτ τ−
D
2
− 1
2F2z(y; τ). (78)
By use of the formulas of an indefinite integral and an asymptotic expansion16 of gener-
alized hypergeometric functions∫
du uα−1 pFq(a1, · · · , ap; b1, · · · , bq; u)
=
uα
α
p+1Fq+1(α, a1, · · · , ap;α+ 1, b1, · · · , bq; u), (79)
pFq(a1, · · · , ap; b1, · · · , bq; u)
|u|→∞−→
p∑
k=1
Γ(ak)
(∏q
j=1 Γ(bj)
)∏p
j=1,j 6=k Γ(aj − ak)(∏p
j=1 Γ(aj)
)∏q
j=1 Γ(bj − ak)
(−u)−ak , (80)
15The authors would like to thank Professor H. So who taught us the derivation of Eq. (75) given here.
16For z ≥ 2, in the asymptotic expansions we have extra terms, which are exponentially diverging and
may spoil the finiteness of G2z(y,D) (and therefore the α-dependent part of the effective potential may
suffer from divergences). However, by numerical studies we found that such divergences in G2z(y,D)
are canceled out with each other in different k’s and finite values of G2z(y,D) are obtained for smaller
z’s. Therefore we have omitted such terms in (80). See Ref. [39] for detailed asymptotic expansions of
generalized hypergeometric functions.
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we can show after some calculations that
G2z(y,D) =
2D−1/2
yz(D−1)+1
Γ(D/2)Γ(z(D − 1) + 1)
Γ(D)
sin
(z(D−1)
2
π
)
sin
( (D−1)
2
π
) . (81)
Inserting it into Eq. (77) leads to Eq. (18), as expected.
B Effective Potential for Massive Matter
In this appendix we show the calculation for (32) in detail. Let us start with
V
RD−1×S1z
scalar (α,M)
=
∫
dD−1pE
(2π)D−1
1
L
∞∑
m=−∞
tr(R)
[
ln
(
p 2E + l
2(z−1)
(2π(m+ α)
L
)2z
+M2
)]
=
2(
√
π)D−1
(2π)D−1Γ(D−1
2
)
1
L
×
∞∑
m=−∞
∫ ∞
M
dE E(
√
E2 −M2)D−3tr(R) ln
[
E2 + l2z−2
(
2π(m+ α)
L
)2z]
. (82)
For odd D, we can write
V
RD−1×S1z
scalar (α,M) =
2(
√
π)D−1
(2π)D−1Γ(D−1
2
)
1
L
D−3
2∑
q=0
D−3
2
Cq (−M2)D−32 −q · Iq, (83)
where nCk ≡ n!/(k!(n− k)!) is the binomial coefficient. Iq is given by
Iq ≡
∞∑
m=−∞
∫ ∞
M
dE E2q+1tr(R) ln
[
E2 + l2z−2
(
2π(m+ α)
L
)2z]
=
(
lz−1
Lz
)2q+2 ∫ ∞
MLz/lz−1
dQ Q2q+1tr(R)W, (84)
where
W ≡
∞∑
m=−∞
ln
[
Q2 + (2π(m+ α))2z
]
. (85)
Here we have ignored α-independent terms. Since the derivative dW/dQ is given by
dW
dQ
=
∞∑
m=−∞
2Q
Q2 + (2π(m+ α))2z
=
2z∑
j=1
G′j(Q)
Gj(Q)
, (86)
Gj(Q) ≡ sin
(
πα− ωjQ
1/z
2
)
, (87)
ωj ≡ exp
(
i(2j − 1)π
2z
)
, (88)
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(the derivation of (86) is given in the latter part of this appendix), we obtain
W = ln
[
2z∏
j=1
Gj(Q)
]
= ln
[ z∏
j=1
sin
(
π
(
α− Q
1/zωj
2π
))
sin
(
π
(
α− Q
1/zω∗j
2π
))]
,
= ln
[
1
4z
z∏
j=1
exp(sjQ
1/z)
{
1− exp[−Q1/zsj + i(2πα−Q1/zcj)]
}
×{1− exp[−Q1/zsj − i(2πα−Q1/zcj)]}
]
, (89)
where we have used the relation ωj = ω
∗
2z+1−j, and
sj ≡ Imωj = sin
(
i(2j − 1)π
2z
)
, (90)
cj ≡ Reωj = cos
(
i(2j − 1)π
2z
)
. (91)
Neglecting some α-independent parts in W which correspond to the ultraviolet diver-
gences, we write Iq as
Iq = tr(R)
(
lz−1
Lz
)2q+2 z∑
j=1
2ReJq,j, (92)
Jq,j ≡
∫ ∞
MLz/lz−1
dQQ2q+1 ln[1− exp(−(sj + icj)Q1/z + i2πα)]. (93)
Using (66) and performing the integration of Jq,j, we get
Jq,j = −z(sj + icj)−z(2q+2)
∞∑
n=1
ei2pinα
nz(2q+2)+1
Γ(z(2q + 2), nρj), (94)
where Γ(x, y) ≡ ∫∞
y
tx−1e−xdx is the incomplete Gamma function and
ρj = (sj + icj)
(
MLz
lz−1
)1/z
=
i
ωj
(
MLz
lz−1
)1/z
.
Combining (83), (92) and (94), we obtain
V
RD−1×S1z
scalar (α,M)
= − 2(
√
π)D−1
(2π)D−1Γ(D−1
2
)
1
L
D−3
2∑
q=0
D−3
2
Cq(−M2)D−32 −q
(
lz−1
Lz
)2q+2
2z
×tr(R)
z∑
j=1
Re
{
(−iωj)z(2q+2)
∞∑
n=1
ei2pinα
nz(2q+2)+1
Γ
(
z(2q + 2),
in
ωj
LM1/z
l(z−1)/z
)}
. (95)
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One can rewrite (95) into more useful form. Utilizing an expansion formula Γ(n, x) =
(n− 1)!e−x∑n−1k=0 xk/k!, we can rewrite Jq,j as
Jq,j = −z[z(2q + 2)− 1]!(−iωj)z(2q+2)
∞∑
n=1
e−nρj+i2pinα
nz(2q+2)+1
z(2q+2)−1∑
k=0
(nρj)
k
k!
= −z[z(2q + 2)− 1]!(−iωj)z(2q+2)
z(2q+2)−1∑
k=0
(ρj)
k
k!
Liz(2q+2)−k+1(e
−ρj+i2piα),
(96)
where we have changed the order of the summation and Lis(x) is defined in (35). Com-
bining (83), (92) and (96), we obtain (32).
Here we outline the derivation of (86). At first we point out that the left-hand-side of
(86) can be written in terms of the following contour integral:
∞∑
m=−∞
1
x2z + (2π(m+ α))2z
=
1
2πi
∮
CI
dw
π cot(πw)
x2z + (2π(w + α))2z
, (97)
where the path CI denotes the set of the circles surrounding the points w = m. Without
changing the value of the integral, we can replace the integration path CI by CII+ + CII−
shown in Fig. 4. Counting the residues of the integrand at the points which are enclosed
+Ε
-Ε
ReHwL
ImHwL
CII+
CII-
Figure 4: Two contours CII±. CII+ (CII−) consists of the infinite semicircle above (below)
the line Im(w) = 0, and the straight path from +∞+ iǫ (−∞− iǫ) to −∞+ iǫ (+∞− iǫ).
ǫ denotes a positive infinitesimal.
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by CII±, we obtain
1
2πi
∮
CI
dw
π cot(πw)
x2z + (2π(w + α))2z
= −
2z∑
j=1
Res
w→Ωj
[
π cot(πw)
x2z + (2π(w + α))2z
]
,
= −
2z∑
j=1
π cot
(
π
(xωj
2pi
− α))
2πx2z−1
2z∏
k=1,k 6=j
(ωj − ωk)
, (98)
where Ωj ≡ (xωj − 2πα)/2π, and Resw→a[f(w)] denotes the residue of f(w) at w = a.
One can reproduce (86) by plugging x = Q1/z to (98) and using the formula
2z∏
k=1,k 6=j
(ωj − ωk) = −2z
ωj
. (99)
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