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INTRODUCTION
In a large number of scientific domains, random fields are routinely used to quantify uncertainties and parameterize fluctuating properties. These domains include micromechanics 1, 2, 3, 4, 5 , geomechanics and seismic engineering 6, 7, 8, 9 , modeling of concrete and quasi-brittle materials 10, 11 , geophysics 12, 13, 14, 15, 16, 17 , structural mechanics 18, 19 , computational fluid dynamics 20, 21 , dynamics of chemical reactions 22 , and many others. With the increase of computational power, larger and larger domains are being simulated. While solvers have been improved to make efficient use of large memory-distributed clusters, random field generation is still performed mostly sequentially. As the size of the domain increases, the random field generation step becomes a computational bottleneck for the simulation as a whole.
Random field generation schemes 23, 24 are essentially separated in two groups, depending whether they perform in space (direct methods) or wave-number (spectral methods). Direct methods generate realizations by filtering a white noise through the square root of the covariance matrix. The simulation cost is essentially related to the computation of that square root. The Cholesky factorization 25 can be used but scales as  ( 3 ), where is the number of points of the sample. As the covariance matrix is often sparse and circulant, optimized factorization algorithms can be introduced, reaching as low as ( log ) complexity 26, 27 . Other direct methods compute polynomial approximations of the square root, and obtain preconditioned iterative schemes that are interesting for sampling large dimensional random fields 28, 29 . A recent method proposes to dispatch the generation over smaller subdomains and to introduce statistical dependence between the random variables of the different subdomains 30 . However, none of these methods allows to decrease the complexity to the level of ( ), which is necessary for weak scaling over large clusters of processors.
Alternatively, the generation can be performed in the spectral domain 31, 32, 33, 34, 35 , where the convolution is a simple product. The numerical cost is essentially that of computing the inverse Fourier transform, so the complexity can be lowered to ( log ) with the Fast Fourier Transform (FFT). However, the parallelization of the FFT algorithm over memory-distributed clusters is not trivial, and involves a large amount of communication between processors. This may cause performance loss, and eventually lead to a complexity above the theoretical ( log ) when a large number of processors are involved.
The objective of this paper is to construct a sampling scheme that overcomes these limitations. This paper describes an approach that requires less inter-processors communication and that has exactly ( ) complexity for large numbers of processors. The scheme decomposes the simulation domain into overlapping subdomains, each of which is assigned to a single processor. Each processor generates its own statistically-independent random field sample over its subdomain, and then merges it in the overlap areas with the neighboring random fields. The local realizations can be based indifferently on direct or spectral methods. With the merging formula that is introduced in this paper (Section 4), it will be shown that the first and second order statistics of the random field over the entire domain are conserved.
This paper is organized in four parts. The theoretical framework and classical numerical schemes are introduced in Section 2. Two error norms are then introduced in Section 3 in order to compare the different methods. These errors are based on two different estimations of the correlation of the simulated fields, based either on ensemble average or spatial average. The behavior of the errors and complexity of the classical generation techniques are discussed at the end of the same section. Section 4 is the core of the paper. It introduces the new parallel simulation scheme, shows that overall statistics of the random field are conserved, and discusses error and complexity of the scheme. Finally the scalability of a numerical implementation of our scheme (based on the FFT for the generation of the local random fields) is illustrated in Section 5.
SPECTRAL METHODS TO SAMPLE GAUSSIAN RANDOM FIELDS

Objectives and limitations
In this paper, we consider a probability space (Θ,  , ℙ), and we aim at generating realizations of a random field with the following properties:
• is indexed over ℝ , with ∈ 1, 2, 3. In practice, however, realizations will be generated only inside a subdomain [− , ] , typically over a grid with step ℎ;
• is second-order and homogeneous (or stationary). This implies in particular that its mean = [ ( )] and variance 2 = [( ( ) − ) 2 ] are finite and do not depend on position , and that its autocovariance (| − |) = [( ( ) − )( ( ) − )] only depends on the distance between and ;
• is a centered Gaussian random field, with = 0 and given autocovariance ( ) verifying unit variance (0) = 2 = 1. The power spectral density( ), which is the Fourier transform of ( ), is assumed to decay rapidly enough at high frequencies, in the sense that there exists 0 > 0 and > 1 such that |( )| ≤ 0 | | − . The autocovariance is characterized by a correlation length = 2∫ ℝ + ( ) .
Note that we restrict ourselves to the sampling of Gaussian fields because they are the basic building block of most sampling schemes (although more refined schemes also exist 36 ). The first-order marginal density can be modified locally by combining a direct and inverse Rosenblatt transforms 37 , although one must consider the influence on the transformation of the correlation function 38, 39 . We are also restricting ourselves to homogeneous random fields but they can be used as a building block to obtain non-homogeneous random fields by multiplication for example by a function of space (see for instance an example in time in 40 ). Finally, we consider isotropic correlation structures (| − |) instead of the more general case ( − ) for simplicity. The results and analyses presented in the paper extend straightforwardly to anisotropic correlation structures.
Note finally that the scheme we propose is only interesting in the particular situation when ℎ < ≪ , where ℎ is the discretization step (distance between two nodes of the simulation grid), is the correlation length and is the size of the domain. However, this should not be seen as a restriction but rather as the addressing of the difficult case. Indeed, when < or ≈ , the field can be effectively sampled over a coarse grid (with a step size relevant for the correlation length) and then interpolated onto the mesh of interest. When ℎ > , the sampling becomes essentially that of a white noise, which is numerically inexpensive. It is only natural then that our scheme would aim at addressing the remaining situation where ℎ < ≪ .
Spectral Representation -Structured approaches
The generation of a second-order stationary random field that follows a correlation function  can be obtained by linear combination of independent and identically distributed (i.i.d.) random variables in the following manner:
where the {Φ } − ≤ ≤ are a set of independent identically distributed random variables, with uniform distribution over [0, 2 ] . This so-called spectral representation was proposed in 41, 42, 43 . A similar formulation consists in using
where the {Φ } − ≤ ≤ and { } − ≤ ≤ are sets of independent random variables, the former distributed uniformly over [0, 2 ] the other two following a unit centered Gaussian distribution. One difference between the two formulas 44 is that the latter is a Gaussian random field for any discretization , while the former is only asymptotically Gaussian, for → ∞. On the other hand, ( ) (see Section 3 for details). Although the derivation will be presented here in 1D for simplicity, these formulations are extended straightforwardly to 3D, as detailed in 45 . These constructions imply that the averages vanish [
( )] = 0, thanks to the linearity of the averaging operator, independence of the set of random variables and the property that [cos( + Φ )] = 0 for any ∈ ℝ and any − ≤ ≤ . Concerning the autocovariance of the random field, we observe
thanks to the property that [cos( + Φ ) cos( + Φ )] = cos( − ) for any , ∈ ℝ and where is such that = 1 and = 0 for ≠ . Since the power spectral density( ) is real and positive, by property of the Fourier transform, Eq. (3) is an approximation of the power spectral density, for sufficiently small Δ (with respect to the inverse of the correlation length 1∕ ) and large (depending on the rate of decrease of the power spectral density). Finally, by virtue of the central limit theorem, the generated random fields are Gaussian (for asymptotically large).
This approach will be denoted as "structured approach" to insist on the fact that it is based on a uniform discretization in the spectral space. The numerical complexity of computing a realization of the random fields in Eq. (1) or (2) is ( 2 ). When using uniform discretization in wavenumber as above, the generated field is periodical, so that care should be taken to make the periodicity larger than the domain on which the field is generated. An alternative consists in using non-uniform discretization, as proposed for instance in 46 . This approach will not be discussed in this paper because it is not numerically competitive with the Fast Fourier Transform, which can efficiently be used to compute realizations of a random field with Eq. (1) or (2) . In that case, the random field is obtained on a uniform grid in physical space, with step Δ and points. For instance, for the example of Eq. (1):
The numerical complexity to compute a realization of the random field is then decreased to ( log 2 ).
Spectral Representation -Randomization
In the previous section, the objective autocovariance is retrieved by approximation of the Fourier Transform with a uniform discretization over the spectral domain. An alternative consists in using a randomized discretization in space. More specifically, it is observed that the properties of the power spectral density( ) make it a candidate probability distribution function for a random variable with values in ℝ. Indeed, the power spectral density is positive, real, and normalized in the sense that ∫ ℝ ( ) = 2 = 1. Generation of a random field with the properties of Section 2.1 can therefore be done as:
where the {Φ } − ≤ ≤ and { } − ≤ ≤ are sets of independent random variables, following uniform distributions over [0, 2 ] and probability density function( ) over ℝ, respectively. This formulation was apparently initially proposed in 47, 48 and more recent contributions include 49, 50, 51 . An intermediate formula between the randomization and the structured approach is discussed in 31 , where random, almost-evenly distributed frequencies are chosen. For a given − ≤ ≤ , by independence of and Φ , we have [cos(
, and using the linearity of the expectation operator, we see that the average of the generated field is as expected [ RND ( )] = 0. Concerning the covariance, similar arguments and using
The last equality results from the fact that [cos( ( − ))] = ∫ ℝ cos( ( − ))( ) , where the latter can be seen as a Fourier transform.
As before, the complexity of this method is ( 2 ). The main difficulty with this approach lies in the simulation of realizations of the random variables { } 1≤ ≤ . While it may be readily available (and numerically cheap) to perform for some very specific distributions, it is not so for general distributions. In the general case, the Rosenblatt Transform 37 can be used after drawing samples from another distribution, but it requires to find the inverse of the cumulated PDF of 2, which may be numerically expensive. This numerical cost of the method of course adds up with that of computing the Fourier Transform of the covariance, as with all other spectral methods. This approach can be generalized in subsets of ℝ , so-called bins, to improve the distribution of the random wave numbers over the spectrum. A hybrid approach where the lower part of the spectrum with the deterministic approach and the higher part with RM-bins is discussed in the literature by 49 . The interest is to mitigate problems of representing the whole spectrum extent.
COMPARISON OF THE GENERATION METHODS
Methodology of the discussion
When using the spectral formula presented in the previous section, ergodic Gaussian random fields are obtained in the limit of large by the sum of many independent random variables. When the number of germs is finite, the random fields obtained are not exactly Gaussian because the sum is over finite number of samples. Also, the computation of the correlation function as the inverse Fourier transform of the power spectral density is only approximated through discretization: (i) by cutting the integral at wavenumber max , and (ii) by discretizing with a wavenumber step Δ . The objective of this section is to assess precisely these errors as a function of the number of germs. As the objective of all spectral simulation methods is to reproduce the second order statistics of the field, the correlation, we choose naturally to define the error as a deviation between the correlation of the simulated field and the objective (true) correlation. However two such errors are eventually introduced. The first error estimate, denoted ℎ , accounts for the error in the integral approximation of the correlation. The second error estimate, denoted , quantifies the error expected in  for a single realization ∈ Ω. The latter therefore quantifies the ergodicity of the random field. We therefore start in the next section by defining two different estimations of the correlation of the sample field, followed by definitions of the corresponding errors. Finally, the rest of the section is devoted to computing the errors for the different methods proposed. For simplicity, the discussion will be performed only in 1D. Results extend to 3D straightforwardly.
Two correlation-based errors
A first estimator of the correlation function is:
This estimator involves averages both in space and in the random dimension and is expected to be representative of the discretized autocovariance, slightly different from the reference . Considering the residual between this estimator and  yields a first definition of the error, sensitive to the discretization of the autocovariance:
Based on a single given realization, it is also possible to define an alternative estimator of :
This estimator corresponds to the so-called unbiased correlation estimator in 44 . It is indeed based on an hypothesis of ergodicity of the field, since the spatial average of Eq. (9) replaces the ensemble average of the definition of the covariance . Note that this estimator is a random variable and that ( ) = ( ) . Considering the residual of that estimator with the previous yields a second error indicator , more sensitive to intrinsic stochastic properties of the generated fields (such as ergodicity). This error indicator is constructed as a ∞ norm = ‖ ( )‖ ∞ (ℝ) = max ∈ℝ ( ) where the function ( ) > 0 is defined for each ∈ ℝ by :
where ∈ [0, 1] is a confidence level to be chosen. By definition of the cumulative density function, this choice corresponds to ( ) being the inverse of the cumulative density function (ICDF) of | ( )− ( )|, evaluated at . Note that, when ( )− ( ) is a centered Gaussian random variable (for fixed ), that ICDF of the absolute value | ( ) − ( )| can be evaluated with the ICDF of the Gaussian random variable as:
where Φ − ( ( )) is the cumulative density function of the centered Gaussian random variable ( ) − ( ). Eventually, we define the error estimate as:
In that case, the properties of the ICDF mean that the error estimate is just an image of the maximum over ∈ ℝ of the variances of the different random variables − . For a fixed , ergodic fields are expected to correspond to smaller errors (small maximum variance) than non-ergodic fields (larger maximum variance).
The rest of the section is devoted to the computation of the two errors ℎ and for the different generation formulas proposed in Section 2.
A priori error estimation -structured case (STR)
Using Eq. (3) with = + , we get for both structured generation methods that the correlation between the fields at and + is independent of x. Hence the integral and limit in Eq. (7) play no role and we obtain:
which is the N-term Fourier series approximation of ( ). Using the Parseval identity, the error STR ℎ for both structured generation schemes can then be written as :
where the first term comes discretizing the continuous function with step Δ = max ∕ while the second arises from cutting the spectral domain at max . Note that ′ ( ) =  ( )∕ and that we have used the bound 0 ∕ on the power spectrum density proposed in Section 2.1. Finally, we obtain the following bound for the discretization error for both structured generation schemes:
where the constants = 2 max ∈ℝ | ′ ( )| 2 depend on the continuous power spectrum densitŷ ( ) and are independent from the discretization parameters. For fixed max , the first part of the error decreases whenever increases. Since > 1, the second part of the error decreases whenever max increases.
We now turn to the second type of errors, and first notice that, whenever ≠ lim →+∞ ∫ − cos( ( + ) + Φ ) cos( + Φ ) = 0. We also notice that, for any and Φ, lim →+∞ 2 ∫ − cos( ( + ) + Φ) cos( + Φ) = cos( ). Eventually, we obtain for the first type of structured generation method, that:
so the corresponding error vanishes STR1 = 0 for any confidence level . For the second type of structured generation method, and using similar arguments, we obtain that
and, using Eq. (16), 
) , only dependent on the continuous power spectrum density( ) and independent from the discretization parameters, we then have
where Φ[ 2 ] is the cumulative density function of a centered Gaussian random variable with variance 2 . For a fixed , this error therefore decreases when Δ decreases.
A priori error estimation -randomized case (RND)
Considering the Randomization method, and shown in Eq. (6), RND ( ) = ( ), so that we first obtain RND ℎ = 0. On the other hand, the random estimator RND ( ) is:
To obtain this result, we first observe that, for any ≠ 0, and any ∈ ℝ, we have ∫ − cos( + ) = 2 cos( ) sin( )∕ . This naturally implies that lim →∞ ∫ − (cos( + ) )∕(2 ) = 0. Whenever = 0, we obtain lim →∞ ∫ − (cos( ) )∕(2 ) = cos( ). The result above is then obtained by separating 2 cos( ⋅ + Φ ) cos( ⋅ ( + ) + Φ ) = cos(( + ) ⋅ + ⋅ + Φ + Φ ) + cos(( − ) ⋅ − ⋅ + Φ − Φ ) and separating in the sum the terms for which = and ≠ . Observing that [cos 2 ( ⋅ )] = (1 + (2 ))∕2 and [cos( ⋅ )] 2 = ( ) 2 , we obtain that for asymptotically large , the random variable RND ( ) − RND ( ) is a centered Gaussian random variable with variance ((1 + (2 ))∕2 − ( ) 2 )∕(4 ) ≤ 1∕(4 ). Introducing the constant RND = max ∈ℝ ((1 + (2 ))∕2 − ( ) 2 )∕4, only dependent on the continuous power spectrum density( ) and independent from the discretization parameters, we obtain
Comparison of the different generation methods
We finalize this section with a short comparison between the different generation methods. We report in Table 1 the numerical complexity of generating samples with the different approaches, along with the order of convergence (in the number of points in wavenumber space) of the discretization and ergodicity errors. These orders of convergence were obtained by assuming in the formulas of Sections 3.3 and 3.4 that the value of max was large enough to induce negligible errors. Also, the FFT can be applied to both forms of the structured method, so the ergodicity error depends on which was chosen. If cost is approximated by complexity, this table implies that the errors decrease very slowly with increases of the numerical cost: dividing by 10 the errors corresponds to multiplying by 100 the numerical cost. 
LOCALIZATION METHOD FOR THE SAMPLING OF RANDOM FIELDS OVER LARGE DOMAINS
After comparing existing simulation methods in detail, we now turn to the core of this paper, which is to address the issue of generating realizations of random fields on very large domains. We consider a domain whose size is much bigger than the correlation length . As discussed in the introduction and the previous section, the complexity of generation algorithms implies that this often cannot be done on a single computer. The use of a distributed-memory cluster is then mandatory. Such an approach can be performed rather straightforwardly with parallelized algorithm, such as provided by the FFTW library. However, working with more processors does not decrease the complexity. Since this complexity here is larger than linear (at best ( log )), the generation will still be impossible for a large enough ∕ . Also, practical complexity might be worse in parallel environnement due to communication or memory allocation issues. There is therefore a need for a generation algorithm that scales linearly with the number of simulation points . This section introduces such an algorithm.
The core idea
It is interesting the observe that we aim at generating random fields with finite correlation length using sums of cosines. On the one hand, finite correlation length means that points far apart (with distance larger than the correlation length, on order of magnitude) are uncorrelated . On the other hand, cosines induce correlation over the entire length of domain: points separated by one period are exactly correlated. It is therefore quite ureasonable that a very large number of cosine functions (with different frequencies and random phases) should be summed in order to retrieve a field that is only correlated on small scales. When interested in the situation ≪ , which is our case, it may be possible to break the generation into several independent generations on smaller domains, and then to recombine the independent samples to retrieve small-scale correlations at the interfaces. This is the approach followed here.
We therefore introduce a -dimensional domain = [− , ] and a partition of unity of positive functions { ( )} 1≤ ≤ over that domain. By definition, a partition of unity is such that ∑ =1 ( ) = 1, ∀ ∈ . The functions are assumed positive, in the sense that ( ) ≥ 0 for all ∈ and 1 ≤ ≤ . The core idea of this paper consists in constructing realizations of random fields as
where the random fields { ( )} 1≤ ≤ are independent centered Gaussian random fields with the objective correlation structure, typically generated with one of the methods described in Section 2. We will show further down that, given some hypotheses on the choice of the partition of unity functions, the reconstructed field LOC ( ) is a centered Gaussian random field with the same correlation structure, and that the random fields { ( )} 1≤ ≤ can be generated over small subdomains, which correspond to the local support of the different functions { ( )} 1≤ ≤ of the partition of unity. The structure of Eq. 22 implies that the support of the local random fields is controlled by that of the partition of unity functions. Hence, choosing partition of unity functions with localized support allows to distribute the generation of the global random field LOC ( ) into the generation of a set of independent random fields localized over (potentially dramatically) smaller supports.
A 1D example with two subdomains
Before moving to a more general description of the algorithm, we introduce it on a simple 1D example with only two subdomains. We will show how to merge two independent random fields 1 ( ) and 2 ( ), each supported on a small portion of the domain, into a single field statistically homogeneous (weakly) over the entire domain. We consider the domain [− , ], and a centered overlap area [− , ], with ∈ [0, 1], and the simplest partition of unity:
These functions are constant outside of the band [− , ] and linear inside. We observe that 2 ( ) = 1 − 1 ( ) so this pair of functions clearly forms a partition of unity over
. We now consider the random field
where 1 ( ) and 2 ( ) are two independent realizations of the same Gaussian random field with vanishing average and unit variance. It is essential to observe that since the support of 1 and 2 is smaller than the global domain [− , ], the local fields have to be generated only on small subdomains, defined as the support of their corresponding weight function. The procedure is illustrated in Figure (1 ) . By linearity of the averaging operator, [ LOC ( )] = 0. Also, the independence of the two processes means that
( )] = 1 since 1 and 2 form a partition of unity. Using the independence property and the fact that the fields are centered, we obtain that
where  is the common correlation function of the random fields 1 and 2 . In general, the correlation LOC ( ) LOC ( ) is of course not equal to ( − ). However, if the functions 1 ( ) and 2 ( ) fluctuate slowly at the scale of | − |, then 1 ( ) ≈ 1 ( ) and 2 ( ) ≈ 2 ( ), and finally where we have introduced the constant  = sup ∈ℝ | ( )|, which is bounded thanks to the hypotheses on the correlation structure (faster than linear decrease at infinity). It is therefore sufficient to choose adequately the overlap area (the length in 1D) and the partition of unity to control the error on the correlation structure Obviously, the choice of linear partition of unity functions in Eq. (23) was not ideal since the derivative of the square root is then not bounded. Other functions present a better behavior, such as
Using such a partition of unity, the choice of overlap length becomes
for a chosen level of error
on the correlation function. Table 2 gives some examples of values for for different levels of errors and correlation structures. Obviously, there is always the requirement that < by definition, so large might be required when a low error is sought for.
Localization method for the generation of d-variate random fields in large domains
We now generalize the method described above to d-variate random fields, and any numbers of subdomains. We therefore come back to the setting of Section 4.1, with a -dimensional domain = [− , ] and a partition of unity of functions { ( )} 1≤ ≤ over that domain. As described in Eq. (22) , the localized generation method consists in constructing the field LOC ( ) over as a merging of local independent realizations of random fields ( ) with the same second order statistics as the objective, and localized over the support of each of the partition of unity functions. An illustration in 2D is provided in Fig. 2 . Note that in this illustration, the area where the merging takes place is only a small subset of each of the local subdomains where the independent random fields are generated. 
FIGURE 2
Generation of four independent realizations of the local random fields (left figure), multiplication by the square root of the partition of unity functions (center figure), and merging on the overlaps to obtain the global fully correlated random field (right figure).
NUMERICAL RESULTS
In this last section, we turn to the actual implementation of the algorithm presented in the previous section, and to numerical tests. In particular, we consider weak scalability, which tests the scalability of the algorithm for larger numbers of processors and constant numerical cost on each processor. In all tests in this section, the FFT algorithm is used at the local scale (for the generation of the local independent realizations of the random field on each subdomain). Also, 5 grid points are considered per correlation length . The random field generation routines are available freely on GibHub (https://github.com/cottereau/randomField), under a CeCILL-C open-source license. The implementation uses the MPI and HDF5 libraries.
A large scale example in 3D
We first prove the efficiency of our algorithm by testing it on a large 3D case. The test is run on 512 processors of the CentraleSupélec-ENS Paris-Saclay supercomputer, with Intel Xeon X7542 processors at 2.66 Ghz. A large domain of size 300 × 300 × 300 is considered, with close to 2 billion grid points). The pavement of the domain is made with a regular grid of 8 × 8 × 8 overlapping subdomains, which means that each subdomain is about 40 × 40 × 40 . The overlap length is 5 of overlap, which corresponds to a negligible error (see Table 2 ). The random field sample shown in Fig. 3 was produced in only 41 seconds (Figure 3 ), including I/O which corresponds to an HDF5 file of approximately 16 Gb. Note that to generate an equivalent random field sample on 1 core of an Intel Xeon CPU E5-4667 v4 at 2.20 GHz, it was necessary to use 256 Gio of RAM and the computation lasted over 45 minutes. Besides these large-shared-memory machines not being so widely spread as distributed-memory machines, the gain in wall time is clearly an interest of the localization technique.
In Fig. 4 , we compare the correlation function numerically obtained from one sample of a Gaussian random field obtained with the classical FFT scheme and the proposal in this paper. In order to present converged results with only one sample, these numerical correlation have been computed from a random field in an elongated 3D box, with largest side equal to 10'000 times the correlation length. These numerical correlations are compared with the theoretical correlation function, which is gaussian. The comparison shows that, as expected, both schemes generate random fields with the target correlation function.
Weak Scaling
We now consider the scalability of the algorithm. We therefore consider a sequence of problems of growing size, and matching numbers of processors, such that the numerical cost for one processor remains constant. The ultimate objective is to obtain the same wall time for one problem solved on a given number of processors and a problem twice as large solved on twice as many processors. Although our algorithm is theoretically constructed to do that, the challenge here is that communication between
FIGURE 3
Simulation of a random field at 1.7 × 10 9 DOFs in a 300 ×300 ×300 domain over 512 Processors. DOFs for the simulation with 512 CPUs. Fig. 5 presents the weak scalability results. Results correspond to the generation time, from reading the input to writing the output files. Points indicate the average between 10 simulations while the shaded areas indicate the fluctuation between the slowest and fastest cases. On the same figure are also reported the results using a classical implementation of the FFT algorithm (using FFTW library). The numerical cost for the generation scheme without localization clearly explodes after a while: although the implementation of the FFTW library is rather efficient, at some point, the ( log ) communication and memory issues become prohibitive for weak scalability. On the other hand, for the localization scheme, we obtain a perfect weak scalability for more than 32 processors, all the way up to 512 processors, which was the maximum number of processors available to us. 
CONCLUSION
This paper introduced a new parallel technique to generate realizations of Gaussian random fields over very large domains and very large numbers of processors. To our knowledge, no other technique can obtain such excellent scalability or promise to reach sizes compatibles with the largest supercomputers. Scalability is obtained by generating sets of independent realizations over smaller subdomains and merging them in an well chosen manner to retrieve the global statistical properties of the random field. This technique is appropriate in the case where the discretization step ℎ is smaller than the correlation length , which is itself much smaller than the size of the domain . It has been implemented in a library, freely available on GibHub (https://github.com/cottereau/randomField) under a CeCILL-C open-source license.
