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Abstract
Attention is focused on quantum spaces of particular importance
in physics, i.e. two-dimensional quantum plane, q-deformed Euclidean
space in three or four dimensions, and q-deformed Minkowski space.
Each of these quantum spaces can be combined with its symmetry
algebra to form a Hopf algebra. The Hopf structures on quantum space
coordinates imply their translation. This article is devoted to the
question how to calculate translations on the quantum spaces under
consideration.
1 Introduction
1.1 General motivation for deforming spacetime
Relativistic quantum field theory is not a fundamental theory, since its for-
malism leads to divergencies. In some cases like that of quantum electrody-
namics one is able to overcome the difficulties with the divergencies by ap-
plying the so-called renormalization procedure due to Feynman, Schwinger,
∗e-mail: Hartmut.Wachter@physik.uni-muenchen.de
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and Tomonaga [1]. Unfortunately, this procedure is not successful if we want
to deal with quantum gravity. Despite the fact that gravitation is a rather
weak interaction we are not able to treat it perturbatively. The reason for
this lies in the fact that transition amplitudes of n-th order to the gravitation
constant diverge like a momentum integral of the general form [2]∫
p2n−1dp. (1)
This leaves us with an infinite number of ultraviolet divergent Feynman di-
agrams that cannot be removed by redefining finitely many physical param-
eters.
It is surely legitimate to ask for the reason for these fundamental difficul-
ties. It is commonplace that the problems with the divergences in relativistic
quantum field theory result from an incomplete description of spacetime at
very small distances [1]. Niels Bohr and Werner Heisenberg have been the
first who suggested that quantum field theories should be formulated on a
spacetime lattice [3,4]. Such a spacetime lattice would imply the existence of
a smallest distance a with the consequence that plane-waves of wave-length
smaller than twice the lattice spacing could not propagate. In accordance
with the relationship between wave-length λ and momentum p of a plane-
wave, i.e.
λ ≥ λmin = 2a ⇒
1
λ
∼ p ≤ pmax ∼
1
2a
, (2)
it follows then that physical momentum space would be bounded. Hence,
the domain of all momentum integrals in Eq. (1) would be bounded as well
with the consequence that momentum integrals should take on finite values.
1.2 q-Deformation of symmetries as an attempt to get
a more detailed description of nature
Discrete spacetime structures in general do not respect classical Poincare´
symmetry. A possible way out of this difficulty is to modify not only space-
time but also its corresponding symmetries. How are we to accomplish this?
First of all let us recall that classical spacetime symmetries are usually de-
scribed by Lie groups. If we realize that Lie groups are manifolds the Gelfand-
Naimark theorem tells us that Lie groups can be naturally embedded in the
category of algebras [5]. The utility of this interrelation lies in formulating
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the geometrical structure of Lie groups in terms of a Hopf structure [6]. The
point is that during the last two decades generic methods have been discov-
ered for continuously deforming matrix groups and Lie algebras within the
category of Hopf algebras. It is this development which finally led to the
arrival of quantum groups and quantum spaces [7–13].
From a physical point of view the most realistic and interesting defor-
mations are given by q-deformed versions of Minkowski space and Euclidean
spaces as well as their corresponding symmetries, i.e. respectively Lorentz
symmetry and rotational symmetry [14–18]. Further studies even allowed
to establish differential calculi on these q-deformed quantum spaces [19–22]
representing nothing other than q-analogs of translational symmetry. In
this sense we can say that q-deformations of the complete Euclidean and
Poincare´ symmetries are now available [23]. Finally, Julius Wess and his
coworkers were able to show that q-deformation of spaces and symmetries
can indeed lead to the wanted discretizations of the spectra of spacetime
observables [24–27]. This observation nourishes the hope that q-deformation
might give a new method to regularize quantum field theories [28–31].
1.3 Intention and content of this work
In order to formulate quantum field theories on quantum spaces it is neces-
sary to provide us with some essential tools of a q-deformed analysis [32]. The
main question is how to define these new tools, which should be q-analogs of
classical notions. Towards this end the considerations of Shahn Majid have
proved very useful [33–36]. The key idea of this approach is that all the quan-
tum spaces to a given quantum symmetry form a braided tensor category.
Consequently, operations and objects concerning quantum spaces must rely
on this framework of a braided tensor category, in order to guarantee their
well-defined behavior under quantum group transformations. This so-called
principle of covariance can be seen as the essential guideline for constructing
a consistent theory.
In our previous work [37–42] we have applied these general considerations,
exposed in Refs. [35,36,43–45], to quantum spaces of physical importance, i.e.
q-deformed quantum plane, q-deformed Euclidean space with three or four
dimensions, and q-deformed Minkowski space. In this manner, we obtained
explicit expressions for computing star products, operator representations of
partial derivatives and symmetry generators, q-integrals, and q-exponentials.
Since the fundamental laws of physics should be invariant under translations
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in space and time, we would like to include q-deformed translations into
our framework. In this respect, the main concern of this article is to dis-
cuss methods for calculating q-deformed translations on the quantum spaces
under consideration.
In particular, we intend to proceed as follows. In Sec. 2 we briefly
describe the basic ideas our investigations are based on. For further details
we recommend Refs. [45] and [46]. In the subsequent sections we apply
these reasonings to quantum spaces of physical importance, i.e. the two-
dimensional quantum plane, the q-deformed Euclidean space with three or
four dimensions, and the q-deformed Minkowski space. In doing so, we get
formulae which can be viewed as q-analogs of Taylor rules. A conclusion
closes our investigations by providing the reader with interesting remarks
about the relationship between q-translations and the other objects of q-
analysis. For reference and for the purpose of introducing consistent and
convenient notation, we give a review of key notation and results in the
Appendices A and B. Appendix C is devoted to coordinate transformations
on q-deformed Minkowski space. It was added for the purpose of being able
to combine the results in this article with those from our previous work.
2 Basic ideas about q-deformed translations
First of all, it should be emphasized that q-deformed translations are an
essential ingredient of q-analysis. As already mentioned, q-analysis is formu-
lated within the framework of quantum spaces [32, 35, 43]. From a mathe-
matical point of view, a quantum space is defined as comodule of a quantum
group [7, 8, 11, 15]. For our purposes it is at first sufficient to consider a
quantum space as an algebra Aq of formal power series in non-commuting
coordinates X1, X2, . . . , Xn, i.e.
Aq = C
[[
X1, . . . , Xn
]]
/I, (3)
where I denotes the ideal generated by the relations of the non-commuting
coordinates. Notice that in Appendix B we collected the coordinate relations
for the quantum spaces we are dealing with.
Physical theories have to make predictions about measurable quantities.
Normally, these predictions are given as real numbers. It is indeed a non-
trivial question how the measurable values arise in a physical theory based
on non-commutative spacetime structures. Usually, one seeks a complete set
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of commuting observables. The measurable values are then given by the cor-
responding eigenvalues. For the details of this approach we refer the reader
to Refs. [27,48–50]. In our work, however, we follow a method inspired by de-
formation quantization [51–53]. Towards this end, we translate operations on
non-commutative coordinate algebras into those on commutative ones. The
reason for this to be possible lies in the fact that the non-commutative alge-
bras we are dealing with satisfy the Poincare´-Birkhoff-Witt property. This
property implies that the monomials of a given normal ordering constitute a
basis of Aq. Due to this fact, we can establish a vector space isomorphism
between Aq and a commutative algebra A generated by ordinary coordinates
x1, x2, . . . , xn:
W : A −→ Aq,
W((x1)i1 . . . (xn)in) ≡ (X1)i1 . . . (Xn)in. (4)
The above vector space isomorphism can even be extended to an algebra
isomorphism by introducing a non-commutative product in A, the so-called
star product. This product is defined via the relation
W(f ⊛ g) =W(f) · W(g), (5)
being tantamount to
f ⊛ g =W−1 (W (f) · W (g)) , (6)
where f and g are formal power series in A. If there is an algebra H which
provides actions upon the non-commutative algebra Aq, we are also able to
introduce actions upon the corresponding commutative algebra A by means
of the relations
W(h ⊲ f) = h ⊲W(f), h ∈ H, f ∈ A,
W(f ⊳ h) =W(f) ⊳ h, (7)
or
h ⊲ f =W−1 (h ⊲W(f)) ,
f ⊳ h =W−1 (W(f) ⊳ h) . (8)
Our investigations require to deal with tensor products of quantum spaces.
In general multiplication on tensor products of quantum spaces cannot be
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performed componentwise, since elements of distinct quantum spaces do not
commute. For this to become more clear let us first recall that the quan-
tum spaces under consideration are modules of quasitriangular Hopf alge-
bras (in the following these Hopf algebras are denoted by H). Essentially
for us is the fact that its coproduct can be twisted by an invertible ele-
ment R = R[1] ⊗ R[2] ∈ H ⊗ H or its transposed inverse τ(R
−1) = R−121 =
R−1[2] ⊗R
−1
[1] . More formally, we have
R(∆h) = (τ ◦∆h)R, h ∈ H,
R−121 (∆h) = (τ ◦∆h)R
−1
21 , (9)
where ∆ and τ stand for the coproduct on H and the transposition map,
respectively.
Furthermore, we demand that the tensor product of quantum spaces has
to be a module of H. This is the case if the action of H upon tensor products
is given by
h ⊲ (u⊗ v) = (h(1) ⊲ u)⊗ (h(2) ⊲ v), (10)
where the coproduct of h is written in the so-called Sweedler notation. The
requirement for the tensor product to be a module of H implies that multi-
plication on tensor products of quantum spaces is determined by
(u1 ⊗ v1)(u2 ⊗ v2) = (u1(R[2] ⊲ u2))⊗ ((R[1] ⊲ v1)v2), (11)
or alternatively by
(u1 ⊗ v1)(u2 ⊗ v2) = (u1(R
−1
[1] ⊲ u2))⊗ ((R
−1
[2] ⊲ v1)v2). (12)
For the details we recommend Refs. [45] and [46].
From the explicit form of the tensor product of quantum spaces we can
read off commutation relations between elements of distinct quantum spaces.
For quantum space coordinates these relations become
(1⊗X i)(Y j ⊗ 1) = (R[2] ⊲ Y
j)⊗ (R[1] ⊲ X
i)
= (Y j ⊳R[2])⊗ (X
i ⊳R[1])
= k Rˆijkl Y
k ⊗X l, (13)
or
(1⊗X i)(Y j ⊗ 1) = (R−1[1] ⊲ Y
j)⊗ (R−1[2] ⊲ X
i)
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= (Y j ⊳R−1[1] )⊗ (X
i ⊳R−1[2] )
= k−1(Rˆ−1)ijkl Y
k ⊗X l, (14)
where repeated indices are to be summed. Notice that Rˆijkl and (Rˆ
−1)ijkl denote
vector representations of R and R−121 , respectively. To understand the second
identity in (13) and (14), one has to realize that
(S−1 ⊗ S−1) ◦ R = R, (15)
(S−1 ⊗ S−1) ◦ R−1 = R−1,
and
S−1(h) ⊲ a = a ⊳ h, h ∈ H, a ∈ Aq, (16)
where S−1 stands for the inverse of the antipode of H.
As we will immediately see, it is convenient to formulate translations of
quantum space coordinates by using the so-called L-matrix. This L-matrix
provides an elegant way to describe how quantum space coordinates commute
with arbitrary elements of other quantum spaces. A short glance at (13) and
(14) should make it obvious that we need two L-matrices. These L-matrices,
in the following denoted by L and L¯, have to be subject to the relations
(1⊗X i)(a⊗ 1) = (R[2] ⊲ a) (R[1] ⊲ X
i)
=
(
(L¯x)
i
j ⊲ a
)
Xj, (17)
(1⊗ a)(X i ⊗ 1) = (X i ⊳R[2]) (a ⊳R[1])
= Xj
(
a ⊳ (Lx)
i
j
)
, (18)
and
(1⊗X i)(a⊗ 1) = (R−1[1] ⊲ a) (R
−1
[2] ⊲ X
i)
=
(
(Lx)
i
j ⊲ a
)
Xj, (19)
(1⊗ a)(X i ⊗ 1) = (X i ⊳R−1[1] ) (a ⊳R
−1
[2] )
= Xj
(
a ⊳ (L¯x)
i
j
)
. (20)
It should be noticed that the entries of the L-matrices live in the Hopf
algebra H that describes the symmetry of the quantum spaces. Since L-
matrices are later used to write down translations of quantum space coordi-
nates we need an algebra which contains both the Hopf algebra H and the
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quantum space Aq. For this reason, let us make contact with the notion of a
cross product algebra [54]. It is well-known that we can combine a Hopf alge-
bra H with its representation space Aq to form a left cross product algebra
Aq ⋊H built on Aq ⊗H with product
(a⊗ h)(b⊗ g) = a(h(1) ⊲ b)⊗ h(2)g, a, b ∈ A, h, g ∈ H. (21)
There is also a right-handed version of this notion called a right cross product
algebra H⋉Aq and built on H⊗Aq with product
(h⊗ a)(g ⊗ b) = hg(1) ⊗ (a ⊳ g(2))b. (22)
Important for us is the fact that on a cross product algebra we can assign
two Hopf structures to quantum space coordinates. More concretely, their
corresponding coproduct, antipode, and counit take the form [22, 23]
∆L¯(X
i) = X i ⊗ 1 + (L¯x)
i
j ⊗X
j ,
∆L(X
i) = X i ⊗ 1 + (Lx)
i
j ⊗X
j , (23)
SL¯(X
i) = −S(L¯x)
i
j X
j,
SL(X
i) = −S(Lx)
i
j X
j, (24)
εL¯(X
i) = εL(X
i) = 0. (25)
In addition to this, there are opposite Hopf structures related to the above
ones via
∆R¯/R = τ ◦∆L¯/L, SR¯/R = S
−1
L¯/L
, εR¯/R = εL¯/L, (26)
where τ again denotes the usual transposition of tensor factors. Notice that
for the antipodes to the opposite Hopf structures it holds
SR¯(X
i) = −XjS−1(L¯x)
i
j,
SR(X
i) = −XjS−1(Lx)
i
j, (27)
which is a direct consequence of the Hopf algebra axiom
a(2)S
−1(a(1)) = ε(a). (28)
8
An essential observation is that coproducts of coordinates imply their
translations [23,42,44,47,55]. This can be seen as follows. The coproduct ∆A
on coordinates is an algebra homomorphism. If the coordinates constitute a
module coalgebra then the algebra structure of the coordinates X i is carried
over to their coproduct ∆A(X
i). More formally, we have
∆A(X
iXj) = ∆A(X
i)∆A(X
j) and ∆A(h ·X
i) = ∆(h) ·∆A(X
i). (29)
Due to this fact we can think of (23) as nothing other than a q-deformed
addition law for vector components.
To proceed any further we have to realize that our algebra morphism
W−1 can be extended to cross products by
W−1L : Aq ⋊H −→ A,
W−1L ((X
1)i1 . . . (Xn)in ⊗ h) ≡ W−1((X1)i1 . . . (Xn)in) ε(h), (30)
or
W−1R : H⋉Aq −→ A,
W−1R (h⊗ (X
1)i1 . . . (Xn)in) ≡ ε(h)W−1((X1)i1 . . . (Xn)in), (31)
with ε being the antipode of the Hopf algebra H. It should be noted that
in some sense these mappings are related to the process of transmutation
introduced in Ref. [56].
With (30) and (31) at hand we are able to define q-deformed translations
on an algebra of commutative functions:
f(xi ⊕L/L¯ y
j) ≡
( (
W−1L ⊗W
−1
L
)
◦∆L/L¯
)
(W(f)),
f(xi ⊕R/R¯ y
j) ≡
( (
W−1R ⊗W
−1
R
)
◦∆R/R¯
)
(W(f)), (32)
f(⊖L/L¯ x
i) ≡
(
W−1R ◦ SL/L¯
)
(W(f)),
f(⊖R/R¯ x
i) ≡
(
W−1L ◦ SR/R¯
)
(W(f)). (33)
In the sequel of this article we will derive explicit formulae for the operations
in (32) and (33). As already mentioned, this will be done for quantum spaces
of physical importance, i.e. two-dimensional quantum plane, q-deformed
Euclidean space with three or four dimensions, and q-deformed Minkowski
space.
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3 Two-dimensional quantum plane
We would like to start our considerations about q-deformed translations with
the two-dimensional quantum plane [57, 58] (for its definition see Appendix
B). Due to its simplicity this case provides a good opportunity to explain
our reasonings in detail. As already mentioned, it is our aim to derive oper-
ator expressions that enable us to calculate the objects in (32) and (33) for
arbitrary commutative functions.
To this end, we first consider a possible coproduct for the quantum space
coordinates X1 and X2. Inserting the expressions for the entries of the L-
matrix, the second coproduct in (23) becomes [41]
∆L(X
1) =X1 ⊗ 1 + Λ3/4τ−1/4 ⊗X1,
∆L(X
2) =X2 ⊗ 1 + Λ3/4τ 1/4 ⊗X2
− qλΛ3/4τ−1/4T+ ⊗X1, (34)
where λ ≡ q − q−1. Notice that T− and τ denote generators of the quantum
algebra Uq(su2), whereas Λ is a scaling operator.
Next, we try to compute expressions for coproducts of normally ordered
monomials. In doing so, it is convenient to introduce left and right coordi-
nates by
Xαl ≡ X
α ⊗ 1 and Xαr ≡ (Lx)
α
β ⊗X
β. (35)
Using this kind of abbreviation the coproduct of a normally ordered mono-
mial can be written as
∆L((X
1)n1(X2)n2) = (∆L(X
1))n1(∆L(X
2))n2
= (X1l +X
1
r )
n1(X2l +X
2
r )
n2. (36)
Now, it is our task to bring the coordinates with lower index l to the left
of the coordinates with lower index r. For this to achieve, we have to know
the commutation relations between right and left coordinates. With the help
of the commutation relations between quantum space coordinates and the
generators of Uq(su2), i.e. [16]
T+X1 = qX1T+ + q−1X2,
T+X2 = q−1X2T+, (37)
T−X1 = qX1T−,
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T−X2 = q−1X2T− + qX1, (38)
τX1 = q2X1τ,
τX2 = q−2X2τ, (39)
ΛXα = q−2XαΛ, α = 1, 2, (40)
one can verify in a straightforward manner that the following identities hold:
X1rX
1
l = q
−2X1l X
1
r ,
X1rX
2
l = q
−1X2l X
1
r ,
X2rX
2
l = q
−2X2l X
2
r . (41)
Recalling the q-binomial theorem [54,59,60] these relations imply the formu-
lae
∆L(X
1)n1 =
n1∑
k=0
[
n1
k
]
q−2
(X1l )
k(X1r )
n1−k,
∆L(X
2)n2 =
n2∑
k=0
[
n2
k
]
q−2
(X2l )
k(X2r )
n2−k. (42)
Notice that the definition of the q-binomial coefficients is given in Appendix
A. Inserting the result of (42) into Eqn.(36) finally yields
∆L((X
1)n1(X2)n2) =
n1∑
i1=0
n2∑
i2=0
q−(n1− i1)i2
[
n1
i1
]
q−2
[
n2
i2
]
q−2
× (X1l )
i1(X2l )
i2(X1r )
n1− i1(X2r )
n2−i2 , (43)
where we made use of
(X1r )
n1−k(X2l )
l = q−(n2−k)l(X2l )
l(X1r )
n1−k. (44)
A short glance at (32) shows us that it remains to apply W−1L ⊗ W
−1
L to
expression (43). Thus, we perform the following calculation:(
W−1L ⊗W
−1
L
)(
(X1l )
i1(X2l )
i2(X1r )
n1− i1(X2r )
n2−i2
)
=
(
W−1L ⊗W
−1
L
)(
(X1)i1(X2)i2(Lx)
1
α1
(Lx)
1
α2
. . . (Lx)
1
αn1− i1
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× (Lx)
2
β1
(Lx)
2
β2
. . . (Lx)
2
βn2−i2
⊗Xα1Xα2 . . .Xαn1− i1Xβ1Xβ2 . . .Xβn2−i2
)
=W−1L
(
(X1)i1(X2)i2(Lx)
1
α1
(Lx)
1
α2
. . . (Lx)
1
αn1− i1
× (Lx)
2
β1
(Lx)
2
β2
. . . (Lx)
2
βn2−i2
)
⊗W−1L
(
Xα1Xα2 . . .Xαn1−i1Xβ1Xβ2 . . .Xβn2−i2
)
=(x1)i1(x2)i2 ε
(
(Lx)
1
α1
. . . (Lx)
2
αn2−i2
)
⊗W−1L
(
Xα1Xα2 . . .Xαn1− i1Xβ1Xβ2 . . .Xβn2−i2
)
=(x1)i1(x2)i2 δ1α1δ
1
α2 . . . δ
1
αn1− i1
δ2β1δ
2
β2 . . . δ
2
βn1− i1
⊗W−1L
(
Xα1Xα2 . . .Xαn1− i1Xβ1Xβ2 . . .Xβn2−i2
)
=(x1)i1(x2)i2 ⊗W−1L
(
(X1)n1− i1(X2)n2−i2
)
=(x1)i1(x2)i2 ⊗ (x1)n1− i1(x2)n2−i2. (45)
Notice that the fourth equality follows from ε(Lαβ) = δ
α
β and the algebra
isomorphism (4) is fixed by
W
(
(x1)n1(x2)n2
)
≡ (X1)n1(X2)n2 . (46)
With the result of (45) we obtain((
W−1L ⊗W
−1
L
)
◦∆L/L¯
)(
W((x1)n1(x2)n2)
)
=
n1∑
i1=0
n2∑
i2=0
q−(n1− i1)i2
[
n1
i1
]
q−2
[
n2
i2
]
q−2
(x1)i1(x2)i2 ⊗ (x1)n1− i1(x2)n2−i2
× (x1)i1(x2)i2 ⊗ (x1)n1− i1(x2)n2−i2
=
∞∑
i1,i2=0
qi1i2
(x1)i1(x2)i2
[[i1]]q−2 ![[i2]]q−2 !
⊗ (D1q−2)
i1(D2q−2)
i2(q−i2x1)n1(x2)n2. (47)
Let us mention that for the second equality we rewrote the q-binomial coef-
ficients by making use of
(Dαqa)
i(x1)n1(x2)n2 =
{
[[i]]qa !
[
nα
i
]
qa
(xα)−i(x1)n1(x2)n2, if 0 ≤ i < nα,
0, if i > nα.
(48)
For the definition of q-numbers, q-factorials, and Jackson derivatives see
Appendix A. Realizing that Jackson derivatives are linear operators it is not
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very difficult to convince oneself that the operator expression in Eq. (47)
also holds for arbitrary commutative functions (at least those which can be
expanded in an absolutely convergent power series). Thus, we end up with
the result
f(xi ⊕L y
j) =
∞∑
i1,i2=0
(x1)i1(x2)i2
[[i1]]q−2 ![[i2]]q−2!
(
(D1q−2)
i1(D2q−2)
i2f
)
(q−i2y1), (49)
which can be viewed as q-deformed Taylor rule in two dimensions.
Now, we will deal on with the operations in (33). In complete analogy to
our previous considerations we start from the antipode for quantum space
generators. Inserting the expressions for the entries of the L-matrix into (24)
we get
SL(X
1) = −Λ−3/4τ 1/4X1,
SL(X
2) = −Λ−3/4τ 1/4X2 − λΛ−3/4τ 1/4T+X1. (50)
Again, we try to deduce a formula for the antipode of a normally ordered
monomial. This way, we proceed in the following fashion:
SL((X
1)n1(X2)n2) = SL((X
2)n2)SL((X
1)n1)
= (SL(X
2))n2(SL(X
1))n1
= (−1)n1+n2(S(Lx)
2
αX
α)n2(S(Lx)
1
βX
β)n1 . (51)
Notice that for the first and second equality we used the antihomomorphism
property of the antipode, i.e.
SL(a · b) = SL(b) · SL(a). (52)
From (33) we see that we have to applyW−1R to (51). However, the definition
in (31) tells us that we have to rewrite the last expression of (51) in such a
way that all coordinates stand to the right of all symmetry generators. Using
the commutation relations in (37)-(40) a straightforward calculation leads to
W−1R
(
SL((X
1)n1(X2)n2)
)
= (−1)n1+n2q−n1(n1−1)−n2(n2−1)−n1n2W−1((X2)n2(X1)n1). (53)
It is not very difficult to read off from (53) the operator expression for an
arbitrary commutative function:
Uˆ(f(⊖L x
i)) = q−(nˆ1)
2−(nˆ2)2−nˆ1nˆ2 f(−qx1,−qx2), (54)
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where the definition of nˆα is given in Appendix A. Notice that the last
expression in (53) depends on monomials of reversed ordering. For this reason
we introduced the invertible operator
Uˆ(f) ≡ qnˆ1nˆ2f, (55)
which transforms a function of ordering X1X2 to that representing the same
quantum space element but now for reversed ordering X2X1.
It should be clear that we can repeat the same steps as before for the con-
jugate Hopf structure [61,62]. On quantum space coordinates the conjugate
Hopf structure takes the form
∆L¯(X
1) =X1 ⊗ 1 + Λ−3/4τ 1/4 ⊗X1
+ q−1λΛ−3/4τ−1/4T− ⊗X2,
∆L¯(X
2) =X2 ⊗ 1 + Λ−3/4τ−1/4 ⊗X2, (56)
SL¯(X
1) =− Λ3/4τ−1/4X1 + q−2λΛ3/4τ−1/4T−X2,
SL¯(X
2) =− Λ3/4τ 1/4X2. (57)
From these relations we obtain the formulae
∆L¯((X
2)n2(X1)n1) =
n1∑
i1=0
n2∑
i2=0
q(n2−i2)i1
[
n1
i1
]
q2
[
n2
i2
]
q2
× (X2l )
i2(X1l )
i1(X2r )
n2−i2(X1r )
n1− i1 , (58)
and
W˜−1R
(
SL¯((X
2)n2(X1)n1)
)
= (−1)n1+n2qn1(n1−1)+n2(n2−1)+n1n2 W˜−1((X1)n1(X2)n2), (59)
where
W˜ : A −→ Aq,
W˜((x1)i1(x2)i2) = (X2)i2(X1)i1, (60)
and
W˜−1R : Uq(su2)⋉Aq −→ A,
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W˜−1R (h⊗ (X
2)i2(X1)i1) = ε(h) (x1)i1(x2)i2 . (61)
The operator expressions for commutative functions now become
f(xi ⊕˜L¯ y
j) =
∞∑
i1,i2=0
(x2)i2(x1)i1
[[i1]]q2 ![[i2]]q2 !
(
(D1q2)
i1(D2q2)
i2f
)
(qi1y2), (62)
Uˆ−1(f(⊖˜L¯ x
i)) = q(nˆ1)
2+(nˆ2)2+nˆ1nˆ2 f(−q−1x2,−q−1x1), (63)
where the tilde shall remind us of the fact that the above formulae refer to
reversed normal ordering.
From what we have done so far, we can read off an example for a so-called
crossing symmetry. Comparing the expressions in (49) and (54) with those
in (62) and (63), respectively, shows us the correspondence
f(xi ⊕L y
j)
α
q
→
→
α¯
1/q
←→ f(xi ⊕˜L¯ y
j), (64)
Uˆ(f(⊖L x
i))
α
q
→
→
α¯
1/q
←→ Uˆ−1(f(⊖˜L¯ x
i)), (65)
where the symbol
α
q
→
→
α¯
1/q
←→ indicates a transition via the substitutions
Dαqa ↔ D
α¯
q−a , nˆα ↔ nˆα¯, x
α ↔ xα¯, q ↔ q−1, (66)
with α = 1, 2 and α¯ ≡ 3− α. It should be emphasized that in (64) and (65)
the expressions being transformed into each other refer to different normal
orderings.
Next, we come to translations related to the opposite Hopf structure [cf.
(26)]. In this case we have to modify our reasonings slightly. For the opposite
Hopf structure left and right coordinates are now given by
Xαl ≡ X
β ⊗ (Lx)
α
β , and X
α
r ≡ 1⊗X
α. (67)
Their commutation relations then become
X1rX
1
l = q
2X1l X
1
r ,
X2rX
1
l = qX
1
l X
2
r ,
X2rX
2
l = q
2X2l X
2
r . (68)
15
With reasonings similar to those applied to ∆L we are able to derive the
formula
∆R((X
2)n2(X1)n1) =
n1∑
i1=0
n2∑
i2=0
q(n1− i1)i2
[
n1
i1
]
q2
[
n2
i2
]
q2
× (X2l )
n2−i2(X1l )
n1− i1(X2r )
i2(X1r )
i1 , (69)
which, in turn, leads to
f(yi ⊕˜R x
j) =
∞∑
i1,i2=0
(y2)i2(y1)i1
[[i1]]q2 ![[i2]]q2 !
(
(D1q2)
i1(D2q2)
i2f
)
(qi2x1). (70)
If we start with ∆R¯ and repeat the same steps as before we will arrive at
∆R¯((X
1)n1(X2)n2) =
n1∑
i1=0
n2∑
i2=0
q−(n2−i2)i1
[
n1
i1
]
q−2
[
n2
i2
]
q−2
× (X1l )
n1− i1(X2l )
n2−i2(X1r )
i1(X2r )
i2 , (71)
and
f(yi ⊕R¯ x
j) =
∞∑
i1,i2=0
(y1)i1(y2)i2
[[i1]]q−2 ![[i2]]q−2 !
(
(D1q−2)
i1(D2q−2)
i2f
)
(q−i1x2). (72)
With the above results we are now in a position to verify the following cross-
ing symmetries:
f(xi ⊕˜R y
j)
α↔α¯
←→ f(yi ⊕˜L¯ x
j),
f(xi ⊕R¯ y
j)
α↔α¯
←→ f(yi ⊕L x
j), (73)
where
α↔α¯
←→ stands for a transition by means of the substitutions
Dαqa ↔ D
α¯
qa , x
α ↔ xα¯, nˆα ↔ nˆα¯, x↔ y. (74)
Last but not least, we consider the operations that arise from the an-
tipodes to the opposite Hopf structures. From (27) together with the expres-
sions for the entries of the L-matrices we find
S−1L (X
1) = −X1τ 1/4Λ−3/4,
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S−1L (X
2) = −X2τ−1/4Λ−3/4 − qλX1T+τ−1/4Λ−3/4, (75)
and
S−1
L¯
(X1) = −X1τ 1/4Λ3/4 − q−3λX2T−τ 1/4Λ3/4,
S−1
L¯
(X2) = −X2τ 1/4Λ3/4. (76)
The inverse antipodes of a normally ordered monomial can in general be
written as
SR((X
2)n2(X1)n1) = (−1)n1+n2(XαS−1(Lx)
1
α)
n1(XβS−1(Lx)
2
β)
n2 , (77)
and
SR¯((X
1)n1(X2)n2) = (−1)n1+n2(XαS−1(L¯x)
1
α)
n1(XβS−1(L¯x)
2
β)
n2 . (78)
In the above expressions we have to switch the symmetry generators to the
far left of all coordinates. We are then ready to apply the mappings W−1L
and W˜−1L . Proceeding this way, we get
W−1L
(
SR((X
2)n2(X1)n1)
)
= (−1)n1+n2qn1(n1−1)+n2(n2−1)+n1n2W−1((X1)n1(X2)n2), (79)
and
W˜−1L
(
SR¯((X
1)n1(X2)n2)
)
= (−1)n1+n2q−n1(n1−1)−n2(n2−1)−n1n2W−1((X2)n1(X1)n1). (80)
From the above results it should be obvious that we have
Uˆ−1(f(⊖˜R x
i)) = q(nˆ1)
2+(nˆ2)2+ nˆ1nˆ2 f(−q−1x2,−q−1x1), (81)
and
Uˆ(f(⊖R¯ x
i)) = q−(nˆ1)
2−(nˆ2)2− nˆ1nˆ2 f(−qx1,−qx2). (82)
In complete analogy to (73) it holds
Uˆ−1(f(⊖˜R y
i))
α↔α¯
←→ Uˆ−1(f(⊖˜L¯ y
i)),
Uˆ(f(⊖R¯ y
i))
α↔α¯
←→ Uˆ(f(⊖L y
i)), (83)
as can be verified by direct inspection.
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4 Three-dimensional q-deformed Euclidean space
The three-dimensional Euclidean space can be treated along the same line of
arguments as the two-dimensional one. To begin, we consider the conjugate
coproduct on the quantum space coordinates XA, A ∈ {+, 3,−}:
∆L¯(X
+) =X+ ⊗ 1 + Λ1/2τ−1/2 ⊗X+,
∆L¯(X
3) =X3 ⊗ 1 + Λ1/2 ⊗X3 + λλ+Λ
1/2L− ⊗X+,
∆L¯(X
−) =X− ⊗ 1 + Λ1/2τ−1/2 ⊗X− + q−1λλ+Λ
1/2τ 1/2L− ⊗X3
+ q−2λ2λ+Λ
1/2τ 1/2(L−)2 ⊗X+, (84)
where L− and τ denote generators of Uq(su2) and Λ is a scaling operator.
Furthermore, we introduced in (84) the new parameter λ+ ≡ q + q
−1.
Right and left coordinates are defined in complete analogy to the case of
the two-dimensional quantum plane. Thus, from the above relations we can
read off their explicit form. Making use of the commutation relations [18]
L+X+ = X+L+,
L+X3 = X3L+ − qX+τ−
1
2 ,
L+X− = X−L+ −X3τ−
1
2 , (85)
L−X+ = X+L− +X3τ−
1
2 ,
L−X3 = X3L− + q−1X−τ−
1
2 ,
L−X− = X−L−, (86)
τ−
1
2X± = q±2X±τ−
1
2 ,
τ−
1
2X3 = X3τ−
1
2 , (87)
ΛXA = q4XAΛ, (88)
we can verify that right and left coordinates satisfy
X+r X
+
l = q
4X+l X
+
r ,
X+r X
3
l = q
2X3l X
+
r ,
X+r X
−
l = X
−
l X
+
r ,
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X3rX
3
l = q
2X3l X
3
r + qλλ+X
−
l X
+
r ,
X3rX
−
l = q
2X−l X
3
r ,
X−r X
−
l = q
4X−l X
−
r . (89)
One immediate consequence of these relations is that
∆L¯(X
+)n+ = (X+l +X
+
r )
n+ =
n+∑
k=0
[
n+
k
]
q4
(X+l )
k(X+r )
n+− k, (90)
∆L¯(X
−)n− = (X−l +X
−
r )
n− =
n−∑
k=0
[
n−
k
]
q4
(X−l )
k(X−r )
n−− k. (91)
To derive an expression for the coproduct on powers of the coordinate X3
is a little bit more complicated. To this aim, we make as ansatz
∆L¯(X
3)n3 = (X3l +X
3
r )
n3
=
n3∑
k=0
min(k,n3−k)∑
i=0
Cn3k,i · (X
3
l )
k−i(X−l )
i(X+r )
i(X3r )
n3−k−i. (92)
By exploiting (89) we find for the unknown coefficients the recursion relation
Cn3+1k,i = q
2(k+i)Cn3k,i + C
n3
k−1,i
+ qλλ+q
2(k−i)[[k − (i− 1)]]q2!C
n3
k,i−1,
Cn3k,0 =
[
n3
k
]
q2
. (93)
As one can prove by inserting, the above recursion relation has the solution
Cn3k,i = (qλλ+)
i [[k + i]]q2 !
[[2i]]q2 !![[k − i]]q2 !
[
n3
k + i
]
q2
, (94)
where
[[2i]]q2 !! ≡ [[2i]]q2 [[2(i− 1)]]q2 . . . [[2]]q2 . (95)
From what we have done so far, it should be obvious that
∆L¯((X
+)n+(X3)n3(X−)n−) = ∆L¯(X
+)n+∆L¯(X
3)n3∆L¯(X
−)n−
19
=n+∑
k+=0
n3∑
k3=0
n−∑
k−=0
min(k3,n3−k3)∑
i=0
(qλλ+)
i [[k3 + i]]q2 !
[[2i]]q2 !![[k3 − i]]q2 !
× q2(n+− k+)(k3−i)+2(n3−i−k3)k−
[
n+
k+
]
q4
[
n3
k3 + i
]
q2
[
n−
k−
]
q4
× (X+l )
k+(X3l )
k3−i(X−l )
k−+ i(X+r )
n+− k++ i(X3r )
n3−i−k3(X−r )
n−− k−.
(96)
Now, we can follow the same line of arguments as in the previous section.
Applying the mapping
W−1L : Uq(su2)⋉Aq −→ A,
W−1L (h⊗ (X
+)i+(X3)i3(X−)i−) = ε(h) (x+)i+(x3)i3(x−)i− , (97)
to (96) and extending the result to commutative functions we finally obtain
f(xA ⊕L¯ y
B) =
n+∑
k+=0
n3∑
k3=0
n−∑
k−=0
k3∑
i=0
(qλλ+)
i
×
(x+)k+(x3)k3−i(x−)k−+ i(y+)i
[[2i]]q2 !![[k+]]q4 ![[k3 − i]]q2 ![[k−]]q4!
×
(
(D+q4)
k+(D3q2)
k3+i(D−q4)
k−f
)
(q2(k3−i)y+, q2k−y3). (98)
It is our next goal to find expressions for the operations corresponding to
the antipode SL¯. The later is determined by
SL¯(X
+) =− Λ−1/2τ 1/2X+,
SL¯(X
3) =− Λ−1/2X3 + q−2λλ+Λ
−1/2τ 1/2L−X+,
SL¯(X
−) =− Λ−1/2τ−1/2X− + q−1λλ+Λ
−1/2L−X3
− q−4λ2λ+Λ
−1/2τ 1/2(L−)2X+. (99)
The Hopf algebra axioms require for the antipode to hold
m ◦ (SL¯ ⊗ id) ◦∆L¯ = ε, (100)
where m denotes multiplication on the quantum space algebra. Applying
these identities to the coproducts in (90) and (91) gives us a system of equa-
tions for SL¯(X
+)n+ and SL¯(X
−)n−, respectively. Solving these systems by
iteration, we get
SL¯(X
+)n+ = (−1)n+q2(n+−1)n+ mH⊗Aq((X
+
r )
n+),
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SL¯(X
−)n− = (−1)n−q2(n−−1)n− mH⊗Aq((X
−
r )
n−), (101)
where
mH⊗Aq((X
±
r )
n) = (Lx)
±
A1
(Lx)
±
A2
. . . (Lx)
±
An
XA1XA2 . . .XAn. (102)
Taking account of the Hopf algebra axiom
S ◦m = m ◦ (S ⊗ S) ◦ τ, (103)
the method of induction allows us to prove that for the antipode on powers
of X3 the following expansion holds:
SL¯(X
3)n3 =
∑
0≤2i≤n3
(−1)n3 (q−1λλ+)
i qn3(n3−1)−2i(n3−2i) [[2i− 1]]q2!!
×
[
n3
2i
]
q2
mH⊗Aq((X
−)i(X3)n3−2i(X+)i). (104)
Notice that for the above expression to hold it is required to set
[[n]]q2 !! ≡ 1 for n < 0. (105)
Combining everything together and rearranging terms, we should then be
able to obtain
SL¯((X
+)n+(X3)n3(X−)n−) = SL¯((X
−)n−)SL¯((X
3)n3)SL¯((X
+)n+)
= (−1)n++n3+n− q2n+(n++n3−1)+2n−(n−+n3−1)+n3(n3−1)
×
∑
0≤2i≤n3
(q−1λλ+)
i q−2i(n3−2i) [[2i− 1]]q2 !!
[
n3
2i
]
q2
×mH⊗Aq((X
−
r )
n−+ i(X3r )
n3−2i(X+r )
n++ i). (106)
Repeating the same arguments as in the two-dimensional case, we can arrive
at the expression
Uˆ(f(⊖L¯ x
A)) =
∞∑
i=0
(q−1λλ+)
iq4i
2 (x+x−)i
[[2i]]q2 !!
× (D3q2)
2i q2(nˆ
2
++ nˆ
2
−)+nˆ3(2nˆ++2nˆ−+ nˆ3−1) f(−x+,−q−2ix3,−x−), (107)
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where Uˆ stands for an operator that transforms a function of normal ordering
X+X3X− into another function representing the same element but now for
reversed ordering. The explicit form of this operator was presented in the
work of Ref. [38].
We could also have started with the unconjugate Hopf structure, for which
we have
∆L(X
+) =X+ ⊗ 1 + Λ1/2τ−1/2 ⊗X+,
∆L(X
3) =X3 ⊗ 1 + Λ1/2 ⊗X3 + λλ+Λ
1/2L− ⊗X+,
∆L(X
−) =X− ⊗ 1 + Λ1/2τ−1/2 ⊗X− + q−1λλ+Λ
1/2τ 1/2L− ⊗X3
+ q−2λ2λ+Λ
1/2τ 1/2(L−)2 ⊗X+, (108)
and
SL(X
+) = − Λ−1/2τ 1/2X+,
SL(X
3) = − Λ−1/2X3 + q−2λλ+Λ
−1/2τ 1/2L−X+,
SL(X
−) = − Λ−1/2τ−1/2X− + q−1λλ+Λ
−1/2L−X3
− q−4λ2λ+Λ
−1/2τ 1/2(L−)2X+. (109)
By the same reasonings as above we are led to the expressions
∆L((X
−)n−(X3)n3(X+)n+) =
n+∑
k+=0
n3∑
k3=0
n−∑
k−=0
min(k3,n3−k3)∑
i=0
(−q−1λλ+)
i
× q−2(n−− k−)(k3−i)−2(n3−i−k3)k+
[[k3 + i]]q−2 !
[[2i]]q−2 !![[k3 − i]]q−2 !
×
[
n+
k+
]
q−4
[
n3
k3 + i
]
q−2
[
n−
k−
]
q−4
(X−l )
k−(X3l )
k3−i(X+l )
k++ i
× (X−r )
n−− k−+ i(X3r )
n3−i−k3(X+r )
n+− k+, (110)
and
SL((X
−)n−(X3)n3(X+)n+)
= (−1)n++n3+n− q−2n−(n−+n3−1)−2n+(n++n3−1)−n3(n3−1)
×
∑
0≤2k≤n3
(−qλλ+)
k q2k(n3−2k) [[2k − 1]]q−2!!
[
n3
2k
]
q−2
22
× (X+r )
n++ k(X3r )
n3−2k(X−r )
n−+ k. (111)
The corresponding operations on commutative functions take on the form
f(xA ⊕˜L y
B) =
n+∑
k+=0
n3∑
k3=0
n−∑
k−=0
k3∑
i=0
(−q−1λλ+)
i
×
(x−)k−+ i(x3)k3−i(x+)k++ i(y−)i
[[2i]]q−2 !![[k+]]q−4 ![[k3 − i]]q−2 ![[k−]]q−4 !
×
(
(D−q−4)
k−(D3q−2)
k3+i(D+q−4)
k+f
)
(q−2(k3−i)y−, q−2k+y3), (112)
and
Uˆ−1(f(⊖˜L x
A)) =
∞∑
k=0
(−qλλ+)
kq−4k
2 (x+x−)k
[[2k]]q−2!!
× (D3q−2)
2k q−2(nˆ
2
++ nˆ
2
−)−nˆ3(2nˆ++2nˆ−+ nˆ3−1) f(−x−,−q2kx3,−x+). (113)
The tilde shall again remind us of the fact that the above operations refer to
reversed normal ordering, i.e. X−X3X+.
Comparing the above results with (98) and (107) shows us the existence
of the crossing symmetries
f(xA ⊕L¯ y
B)
±
q
→
→
∓
1/q
←→ f(xA ⊕˜L y
B), (114)
and
Uˆ(f(⊖L¯ x
A))
±
q
→
→
∓
1/q
←→ Uˆ−1(f(⊖˜L x
A)), (115)
where the symbol
±
q
→
→
∓
1/q
←→ indicates a transition via the substitutions
D±qa ↔ D
∓
q−a, nˆ± ↔ nˆ∓, x
± ↔ x∓, q ↔ q−1. (116)
We can also perform our calculations for the opposite Hopf structure. In
doing so, we end up at expressions that can be obtained most easily from
our previous results by applying the crossing symmetries
f(xA ⊕L¯ y
B)
+↔−
←→ f(yA ⊕R x
B),
f(xA ⊕˜R¯ y
B)
+↔−
←→ f(yA ⊕˜L x
B), (117)
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and
Uˆ(f(⊖L¯ x
A))
+↔−
←→ Uˆ(f(⊖R x
A)),
Uˆ−1(f(⊖˜R¯ x
A))
+↔−
←→ Uˆ−1(f(⊖˜L x
A)), (118)
where symbol
+↔−
←→ stands for the substitutions
D±qa ↔ D
∓
qa , nˆ± ↔ nˆ∓ x
± ↔ x∓, x↔ y. (119)
5 Four-dimensional q-deformed Euclidean space
All considerations of the previous sections pertain equally to the q-deformed
Euclidean space with four dimensions. Thus we can restrict ourselves to
stating the results. Again, we start from the coproduct on the quantum
space coordinates X i, i = 1, . . . , 4:
∆L(X
1) = X1 ⊗ 1 + Λ−1/2K
1/2
1 K
1/2
2 ⊗X
1,
∆L(X
2) = X2 ⊗ 1 + Λ−1/2K
−1/2
1 K
1/2
2 ⊗X
2
+ qλΛ−1/2K
1/2
1 K
1/2
2 L
+
1 ⊗X
1,
∆L(X
3) = X3 ⊗ 1 + Λ−1/2K
1/2
1 K
−1/2
2 ⊗X
3
+ qλΛ−1/2K
1/2
1 K
1/2
2 L
+
2 ⊗X
1,
∆L(X
4) = X4 ⊗ 1 + Λ−1/2K
−1/2
1 K
−1/2
2 ⊗X
4
− q2λ2Λ−1/2K
1/2
1 K
1/2
2 L
+
1 L
+
2 ⊗X
1
− qλΛ−1/2K
−1/2
1 K
1/2
2 L
+
2 ⊗X
2
− qλΛ−1/2K
1/2
1 K
−1/2
2 L
+
1 ⊗X
3, (120)
where Ki and L
−
i , i = 1, 2, are generators of the Hopf algebra Uq(so4). As
usual, these coproducts allow us to read off the explicit form of right and
left coordinates. With the help of the commutation relations between sym-
metry generators and coordinates (see for example Ref. [38]) one verifies the
relations
X irX
i
l = q
−2X ilX
i
r, i = 1, . . . , 4,
Xmr X
n
l = q
−1Xnl X
m
r , (m,n) ∈ {(1, 2), (1, 3), (2, 4), (3, 4)},
X2rX
3
l = X
3
l X
2
r + λX
4
l X
1
r ,
X1rX
4
l = X
4
l X
1
r . (121)
Using the same reasonings already applied to the two- and three-dimensional
Euclidean space, we can then derive the following q-binomial rule from the
above relations:
∆L((X
1)n1(X2)n2(X3)n3(X4)n4)
=
n1∑
k1=0
n2∑
k2=0
n3∑
k3=0
n4∑
k4=0
min(n2−k2,k3)∑
i=0
λi q−(k2+k3−i)(n1− k1)−k4(n2+n3−k2−k3−i)
× [[i]]q−2 !
[
k2 + i
i
]
q−2
[
k3
i
]
q−2
[
n1
k1
]
q−2
[
n2
k2 + i
]
q−2
[
n3
k3
]
q−2
[
n4
k4
]
q−2
× (X1l )
k1(X2l )
k2(X3l )
k3−i(X4l )
k4+i
× (X1r )
n1− k1+ i(X2r )
n2−k2−i(X3r )
n3−k3(X4r )
n4−k4. (122)
If we define
W−1L : Uq(so4)⋉Aq −→ A,
W−1L (h⊗ (X
1)i1(X2)i2(X3)i3(X4)i4)
= ε(h) (x1)i1(x2)i2(x3)i3(x4)i4 , (123)
the result in (122) implies
f(xi ⊕L y
j)
=
∞∑
k1=0
∞∑
k2=0
∞∑
k3=0
∞∑
k4=0
k3∑
i=0
λi
[
k3
i
]
q−2
(x1)k1(x2)k2(x3)k3−i(x4)k4+i(y1)i
[[k1]]q−2 ![[k2]]q−2![[k3]]q−2 ![[k4]]q−2 !
×
(
(D1q−2)
k1(D2q−2)
k2+i(D3q−2)
k3(D4q−2)
k4f
)
(q−(k2+k3+i)y1, q−k4y2, q−k4y3).
(124)
Next we deal on with the antipode corresponding to (120). On the coor-
dinates X i, i = 1, . . . , 4, it becomes
SL(X
1) =− Λ1/2K
−1/2
1 K
−1/2
2 X
1,
SL(X
2) =− Λ1/2K
1/2
1 K
−1/2
2 (X
2 − q2λL+1 X
1),
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SL(X
3) =− Λ1/2K
−1/2
1 K
1/2
2 (X
3 − q2λL+2 X
1),
SL(X
4) =− Λ1/2K
1/2
1 K
1/2
2 (X
4 + q2λ(L+1 X
3 + L+2 X
2))
− q4λ2Λ1/2K
1/2
1 K
1/2
2 L
+
1 L
+
2 X
1. (125)
In complete analogy to the three-dimensional case we find the expression
SL((X
1)n1(X2)n2(X3)n3(X4)n4)
= (−1)n1+n2+n3+n4 q−n1(n1−1)−n2(n2−1)−n3(n3−1)−n4(n4−1)
×
min(n2,n3)∑
k=0
λk q−
1
2
k(k+1)−k2+(n1+n4+k)(n2+n3) [[k]]q−2 !
[
n2
k
]
q−2
[
n3
k
]
q−2
× mH⊗Aq((X
4
r )
n4+k(X3r )
n3−k(X2r )
n2−k(X1r )
n1+k). (126)
This result corresponds to the operator
Uˆ(f(⊖Lx
i)) =
∞∑
k=0
λkq−
1
2
k(k+1)−k2 (x
1x4)k
[[k]]q−2 !
(D2q−2D
3
q−2)
k
× q−nˆ1(nˆ1−1)−nˆ2(nˆ2−1)−nˆ3(nˆ3−1)−nˆ4(nˆ4−1)−(nˆ1+nˆ2)(nˆ3+nˆ4)
× f(−x1,−qkx2,−qkx3,−x4). (127)
Again, we introduced an operator Uˆ that transforms functions referring to
ordering X1X2X3X4 to those of reversed ordering X4X3X2X1. Its explicit
form can be looked up in Ref. [38].
As we know, our considerations also apply to the conjugate Hopf struc-
ture, which on coordinates X i, i = 1, . . . , 4, explicitly reads
∆L¯(X
1) =X1 ⊗ 1 + Λ1/2K
−1/2
1 K
−1/2
2 ⊗X
1
− q−1λΛ1/2K
1/2
1 K
−1/2
2 L
−
1 ⊗X
2
− q−1λΛ1/2K
−1/2
1 K
1/2
2 L
−
2 ⊗X
3
− q−2λ2Λ1/2K
1/2
1 K
1/2
2 L
−
1 L
−
2 ⊗X
4,
∆L¯(X
2) =X2 ⊗ 1 + Λ1/2K
1/2
1 K
−1/2
2 ⊗X
2
+ q−1λΛ1/2K
1/2
1 K
1/2
2 L
−
2 ⊗X
4,
∆L¯(X
3) =X3 ⊗ 1 + Λ1/2K
−1/2
1 K
1/2
2 ⊗X
3
+ q−1λΛ1/2K
1/2
1 K
1/2
2 L
−
1 ⊗X
4,
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∆L¯(X
4) =X4 ⊗ 1 + Λ1/2K
1/2
1 K
1/2
2 ⊗X
4, (128)
and
SL¯(X
1) = − Λ−1/2K
1/2
1 K
1/2
2 (X
1 + q−2λ(L−1 X
2 + L−2 X
3))
+ q−4λ2Λ1/2K
1/2
1 K
1/2
2 L
−
1 L
−
2 X
4,
SL¯(X
2) = − Λ−1/2K
−1/2
1 K
1/2
2 (X
2 − q−2λL−2 X
4),
SL¯(X
3) = − Λ−1/2K
−1/2
1 K
1/2
2 (X
3 − q−2λL−1 X
4),
SL¯(X
4) = − Λ−1/2K
−1/2
1 K
−1/2
2 X
4. (129)
We can also perform our calculations starting from opposite Hopf structures.
Obviously, each of these Hopf structures leads to its own q-translation. The
results for the different Hopf structures are related to each other by the
correspondences
f(xi ⊕˜L¯ y
j)
i
q
→
→
i′
1/q
←→ f(xi ⊕L y
j), (130)
f(xi ⊕˜L¯ y
j)
i↔i′
←→ f(yi ⊕˜R x
j),
f(xi ⊕R¯ y
j)
i↔i′
←→ f(yi ⊕L x
j), (131)
and
Uˆ−1(f(⊖˜L¯ x
i))
i
q
→
→
i
1/q
←→ Uˆ(f(⊖L x
i)), (132)
Uˆ−1(f(⊖˜L¯ x
i))
i↔i
←→ Uˆ−1(f(⊖˜R x
i)),
Uˆ(f(⊖R¯ x
i))
i↔i
←→ Uˆ(f(⊖L x
i)). (133)
The symbol
i
q
→
→
i
1/q
←→ now denotes the substitutions (i ≡ 5− i)
Diqa ↔ D
i
q−a , nˆi ↔ nˆi, x
i ↔ xi, q ↔ q−1, (134)
and
i↔i
←→ stands for a transition via
Diqa ↔ D
i
qa , nˆi ↔ nˆi, x
i ↔ xi, x↔ y. (135)
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6 q-Deformed Minkowski space
In this section we would like to deal with q-deformed Minkowski space, which
from a physical point of view is the most interesting quantum space. Unfor-
tunately, if we try to proceed in the same way as in the previous sections we
get expressions of a rather complicated structure. For this reason we would
like to present another method for calculating q-translations.
To this end, let us first recall the abstract definition of an exponential [44].
We assume that to each quantum space Aq exists a dual object A
∗
q with
pairings
〈. , .〉 : A∗q ⊗Aq → C,
〈
f b, ea
〉
= δba, (136)
and
〈. , .〉′ : Aq ⊗A
∗
q → C,
〈
ea, f
b
〉′
= δba, (137)
where {ea} is a basis in Aq and {f
b} a dual basis in A∗q. An exponential
is nothing other than a mapping whose dualisation is given by one of the
pairings in (136) and (137). More concretely, we have
exp : C −→ Aq ⊗A
∗
q, exp(λ) = λ
∑
a
ea ⊗ f
a, (138)
or
exp′ : C −→ A∗q ⊗Aq, exp
′(λ) = λ
∑
a
fa ⊗ ea. (139)
In Ref. [44] it was shown that the algebra of quantum space coordinates
and that of the corresponding partial derivatives are dual to each other. The
dual pairings are given by
〈. , .〉 : A∗q ⊗Aq → C with
〈
f(∂i), g(Xj)
〉
≡ ε(f(∂i) ⊲ g(Xj))
= ε(f(∂i) ⊳¯ g(Xj)), (140)
and
〈. , .〉′ : Aq ⊗A
∗
q → C with
〈
f(X i), g(∂j)
〉′
≡ ε(f(X i) ⊳ g(∂j))
= ε(f(X i) ⊲¯ g(∂j)). (141)
To find the explicit form of the corresponding exponentials it is our task to
determine a basis of the coordinate algebra Aq being dual to a given one of
the derivative algebra A∗q. Inserting the elements of the two bases into the
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defining expressions in (138) and (139) will then provide us with formulae for
exponentials on quantum spaces. Via the algebra isomorphism W [cf. Eq.
(4)] we are then able to introduce q-deformed exponentials living on tensor
products of commutative algebras. More concretely, this is achieved by the
expressions
exp(xi|∂j) ≡
∑
a
W(ea)⊗W(f
a), (142)
and
exp(∂i|xj) ≡
∑
a
W(fa)⊗W(ea). (143)
In Ref. [40] we used this method for calculating q-deformed exponentials.
It should be recorded that the exponentials in (142) and (143) can also
be viewed as q-analogs of classical plane waves, since they obey
∂i
x
⊲ exp(xk|∂l) = exp(xk|∂l)
∂
⊛ ∂i,
exp(∂l|xk)
x
⊳ ∂i = ∂i
∂
⊛ exp(∂l|xk), (144)
and
xi
x
⊛ exp(xk|∂l) = exp(xk|∂l)
∂
⊳ xi,
exp(∂l|xk)
x
⊛ xi = xi
∂
⊲ exp(∂l|xk). (145)
In addition to this they fulfill the normalization condition
exp(xi|∂j)|xi=0 = exp(x
i|∂j)|∂j=0 = 1. (146)
For the details we refer the reader to Refs. [40] and [44].
Important for us is the fact that q-deformed exponentials generate q-
deformed translations in the following way:
exp(xi|∂j)
∂|y
⊲ g(yk) = g(xi ⊕ yk),
g(yk)
y|∂
⊳ exp(∂j |xi) = g(yk ⊕ xi), (147)
Notice that in (147) the derivatives being part of the q-deformed exponential
act upon the function g(yk). To prove the above identities we first recall that
the action upon partial derivatives can be written as
∂i ⊲ g =
〈
∂i,W−1(g(1))
〉
g(2),
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g ⊳ ∂i = g(2)
〈
W−1(g(1)), ∂
i
〉′
, (148)
where
g(1) ⊗ g(2) ≡ g(x
i ⊕ yk). (149)
Now, we can proceed as follows:
exp(xi|∂j)
∂|y
⊲ g(yk) =
∑
a
W(ea)⊗
〈
fa, g(yk)(1)
〉
g(yk)(2)
=
∑
a
W(ea)⊗ ε
(
fa ⊳ g(yk)(1)
)
g(yk)(2)
=
∑
a
(
g(xi)(1)
x
⊛W(ea)
)
⊗ ε (fa) g(yk)(2)
= g(xi)(1) ⊗ g(y
k)(2) = g(x
i ⊕ yk), (150)
and
g(yk)
y|∂
⊳ exp(∂j |xi) =
∑
a
g(yk)(1)
〈
g(yk)(2), f
a
〉′
⊗W(ea)
=
∑
a
g(yk)(1) ε
(
g(yk)(2) ⊲ f
a
)′
⊗W(ea)
=
∑
a
g(yk)(1) ε (f
a)⊗
(
W(ea)⊛ g(x
i)(2)
)
= g(yk)(1) ⊗ g(x
i)(2) = g(y
k ⊕ xi). (151)
For the first step we applied (148) and the second equality is the definition
of the pairing. The third equality uses (144) and (145). The fourth equality
results from (146).
If we want to apply the formulae in (147) we need to know the explicit
form of the q-exponential. As it was pointed out above the q-exponential
is completely determined as soon as we know two bases being dual to each
other. For this reason we consider a basis of normally ordered monomials
and try to find the corresponding dual basis. As will become clear later on,
this task requires to know the values of the dual pairing on normally ordered
monomials.
A short glance at (140) and (141) tells us that the dual pairings depend
on the action of partial derivatives on quantum spaces. Due to this fact we
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first start with a discussion of covariant differential calculus on q-deformed
Minkowski space, for which we have
∂µXν = ηµν + q−2(Rˆ−1II )
µν
ρσX
ρ∂σ,
∂ˆµXν = ηµν + q2(RˆII)
µν
ρσX
ρ∂ˆσ, µ, ν ∈ {±, 0, 3}. (152)
Notice that RˆII stands for one of the two R-matrices of the q-deformed
Lorentz-algebra [63] and ηµν denotes the corresponding quantum metric. In
the following we focus attention on the second relation in (152). It implies
the identities
∂ˆµrˆ2 = q−1λ+X
µ + q2rˆ2∂ˆµ,
∂ˆ2Xµ = q−1λ+∂ˆ
µ + q2Xµ∂ˆ2,
∂ˆ2rˆ2 = qλ3+ − q
3λ+(X ◦ ∂ˆ) + q
4rˆ2∂ˆ2,
(X ◦ ∂ˆ)rˆ2 = q2rˆ2(X ◦ ∂ˆ)− λ+rˆ
2, (153)
where
rˆ2 ≡ ηµνX
µXν
= −X0X0 +X3X3 − qX+X− − q−1X−X+
= λ+X
+X− − q−1λ+X
0X3/0 − q−2X3/0X3/0, (154)
and
∂ˆ2 ≡ ηµν ∂ˆ
µ∂ˆν , X ◦ ∂ˆ ≡ ηµνX
µ∂ˆν . (155)
Next, we would like to derive expressions for the action of partial deriva-
tives on normally ordered monomials of the form
(rˆ2)nr(X+)n+(X3/0)n3/0−nr(X−)n−, nµ ∈ N0. (156)
Let us notice that X+, X−, and X3/0 are q-analogs of light-cone coordinates,
whereas rˆ2 denotes the square of the Minkowski length. The coordinate
X3/0 is related to the space coordinate X3 and the time element X0 by
X3/0 ≡ X3 − X0. In appendix C it is shown that the monomials in (156)
establish a basis, which can be transformed into a more usual one with rˆ2
being substituted by the time coordinate X0. The reason for using the basis
in (156) lies in the fact that it helps to simplify our calculations.
To get left actions of partial derivatives we repeatedly apply the com-
mutation relations (152) and (153) to a product of a partial derivative with
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a normally ordered monomial of the form (156), until we obtain an expres-
sion with all partial derivatives standing to the right of all quantum space
coordinates, i.e.
∂ˆµ(rˆ2)nr(X+)n+(X3/0)n3/0−nr(X−)n−
=
(
∂ˆµ(1) ⊲¯ (rˆ
2)nr(X+)n+(X3/0)n3/0−nr(X−)n−
)
∂ˆµ(2). (157)
Then we take the counit of partial derivatives appearing on the right-hand
side of the last expression in (157). This yields an expression for the left
action of ∂ˆµ, since it holds(
∂µ(1) ⊲ (rˆ
2)nr(X+)n+(X3/0)n3/0−nr(X−)n−
)
ε(∂µ(2))
= ∂µ ⊲ (rˆ2)nr(X+)n+(X3/0)n3/0−nr(X−)n−. (158)
Recalling the definitions in (8) and the considerations about q-translations
[see the discussion of (46)-(48)] our results should enable us to read off opera-
tor expressions for the action of partial derivatives on commutative functions.
Proceeding in this manner and fixing the algebra isomorphism in Eq. (4) by
W((r2)nr(x+)n+(x3/0)n3/0(x−)n−) = (rˆ2)nr(X+)n+(X3/0)n3/0(X−)n−, (159)
we finally obtain
∂ˆ3/0 ⊲¯ f(r2, x+, x3/0, x−) = q−1λ+x
3/0Dr
2
q2f(q
2x+), (160)
∂ˆ+ ⊲¯ f(r2, x+, x3/0, x−) = −qD−q2f(q
2r2) + q−1λ+x
+Dr
2
q2f, (161)
∂ˆ− ⊲¯ f(r2, x+, x3/0, x−) = −q−1D+q2f
+ q−1λ+x
−Dr
2
q2f(q
2x+, q2x3/0)
+ q−2λ(x3/0)2D+q2D
r2
q2f(q
2x+, q2x−)
− q−1λ2(x3/0)2x−D+q2D
−
q2D
r2
q2f(q
2x+), (162)
∂ˆ2 ⊲¯ f(r2, x+, x3/0, x−) = q4λ2+(D
r2
q2)
2f(q2x+, q2x3/0, q2x−)
+ λ2+r
−2(Dr
2
q2 )
2r2f(q2x+, q2x3/0, q2x−)
+ (q−1λ+)
2x−D−q2D
r2
q2f(q
2x+, q2x3/0)
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+ (q−1λ+)
2x3/0D
3/0
q2 D
r2
q2f(q
2x+)
− λ+D
+
q2D
−
q2f(q
2r2) + (q−1λ+)
2x+D+q2D
r2
q2f. (163)
One can even show that the following more general formulae hold:
(∂ˆ3/0)m3/0 ⊲¯ f(r2, x+, x3/0, x−) = (q−1λ+x
3/0)m3/0(Dr
2
q2)
m3/0f(q2m3/0x+), (164)
(∂ˆ+)m+ ⊲¯ f(r2, x+, x3/0, x−) =
m+∑
k=0
(−q)m+(−q−2λ+x
+)k
[
m+
k
]
q2
× (D−q2)
m+− k(Dr
2
q2)
kf(q2(m+− k)r2), (165)
(∂ˆ−)m− ⊲¯ f(r2, x+, x3/0, x−) =
m−∑
i=0
i∑
j=0
i−j∑
k=0
(−1)m−− kq−2m−− jλi+j−k+ λ
j+2k
× q−k(k+1)−2i
2− 4j2− 2k2+4ij− 6kj+2ki−m−(m−− 2i+2j−2k)
×
[
i
j
]
q−2
[
i− j
k
]
q−2
[
m−
i
]
q−2
× (x3/0)2(j+k)(x−)i−j (D+q−2)
m−− i+j+k(D−q−2)
k(Dr
2
q−2)
i
× f(q2ir2, q2(m−+ j+k)x+, q2(i−j−k)x3/0, q2(j+k)x−), (166)
(∂ˆ2)mr ⊲¯ f(r2, x+, x3/0, x−) =
mr∑
i=0
mr− i∑
j=0
mr− i−j∑
k=0
i∑
l=0
(q−1λ+)
i+l+2(j+k)
× (−q−2(mr− i)+1)i−l
[[i+ j + k]]q−2 !
[[i]]q−2 ![[j]]q−2 ![[k]]q−2 !
[
i
l
]
q2
[
mr
i+ j + k
]
q−2
× (x+)l(x3/0)j(D
3/0
q2 )
j(D+q2)
i(D−q2)
i−l(x−)k(D−q2)
k(Dr
2
q2)
j+k+l
×
[
(qλ+)
2
(
q2(Dr
2
q2)
2 + q−2r−2(Dr
2
q2)
2r2
)]mr− i−j−k
× f(q2(i−l)r2, q2(mr− i)x+, q2(mr− i−j)x3/0, q2(mr− i−j−k)x−). (167)
Let us mention that formula (164) also holds for negative values of m3/0 if
we set
(Dqa)
−1xn ≡
1
[[n + 1]]qa
xn+1, (168)
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or more general
(Dqa)
−1f(x) ≡ −(1− qa)
∞∑
k=1
(q−akx)f(q−akx), q > 1. (169)
Now, we come to the calculation of the pairing in (140). For our purposes
it is sufficient to know its values on normally ordered monomials of the form
∂ˆ n ≡ (∂ˆ−)n−(∂ˆ3/0)n3/0−nr(∂ˆ+)n+(∂ˆ2)nr ∈ A∗q,
Xm ≡ (X+)m+(X3/0)m3/0−mr(X−)m−(rˆ2)mr ∈ Aq, (170)
i.e. we limit ourselves to the evaluation of〈
∂ˆ n, Xm
〉
L¯,R
= ε(∂ˆ n ⊲¯ Xm). (171)
This way, we first apply the actions in (164)-(167) in succession and then
take the counit. After some tedious steps we obtain the expression
〈
∂ˆ n, Xm
〉
L¯,R
=
nr∑
i=0
nr− i∑
j=0
nr− i−j∑
k=0
i∑
l=0
(q−1λ+)
2(i+j+k)+mr−nr(−q)m−−n−
× qi(i−1)+j(j−1)+k(k−1)+2l(i−l)+2m−mr+2n−(n3/0−nr)
× q2m+(nr− i)+2(m3/0−mr)(nr− i−j)−2m−(j+k+l)
× [[i+ j + k]]q−2 ! [[mr − (nr − i− j − k)]]q2!
× [[m−]]q2 ! [[n−]]q2 !
[
i
l
]
q2
[
nr
i+ j + k
]
q−2
[
n+
m− − (i− l)
]
q2
×
[
m+
i
]
q2
[
m3/0 −mr
j
]
q2
[
m−
k
]
q2
× δm3/0−mr ,−n3/0+nr δmr+m−,n++n3/0 δm+−m−,n−−n+ . (172)
It should be noticed that (171) does not provide the only possibility for a
pairing between partial derivatives and quantum space coordinates. For this
reason we introduced the labels L¯ and R to distinguish the pairing in (171)
from other versions. For the details we refer the reader to Ref. [40].
Now, we are in a position to find the basis which is dual to a basis of
normally ordered monomials. First of all, it is not very difficult to check that
the expression in (172) does not vanish iff
m± = n∓ − v,
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mr = n3/0 + v,
m3/0 −mr = −(n3/0 − nr),
−n3/0 ≤ v ≤ min(n+, n−). (173)
In other words, this means 〈
∂ˆ n, Xm
〉
L¯,R
6= 0
⇔ Xm = (X+)n−− v(X3/0)−(n3/0−nr)(X−)n+− v(rˆ2)n3/0+ v
with − n3/0 ≤ v ≤ min(n+, n−). (174)
The last assertion implies that the element being dual to ∂ˆ n has to be of the
form
fn(Xµ) ≡
∑
−n3/0≤v≤min(n+,n−)
fnv
× (X+)n−− v(X3/0)−(n3/0−nr)(X−)n+− v(r2)n3/0+ v, (175)
where it remains to determine the unknown coefficients fnv .
Next, we try to find a system of equations for the unknown coefficients
fnv . Since f
n(Xµ) and ∂ˆ k denote elements of two dually paired bases they
have to be subject to 〈
∂ˆ k, fn(Xµ)
〉
L¯,R
= δk,n, (176)
where
δk,n = δk+,n+δk−,n−δk3/0,n3/0δkr,nr . (177)
Substituting the expression in (175) for fn(Xµ), the relation in (176) gives∑
−n3/0≤v≤min(n+,n−)
fnv ·
〈
∂ˆ k, Xn−(v,−v,−v,v)
〉
L¯,R
= δk,n, (178)
where it is understood that
n− (v,−v,−v, v) = (n+ − v, n3/0 + v, nr + v, n− − v), (179)
( ≡ (n′+, n
′
3/0, n
′
r, n
′
−) = n
′ ).
If k is specified according to
k = n− (v′,−v′,−v′, v′), v′ = −n3/0, . . . ,min(n+, n−), (180)
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we get a system of min(n+, n−) + n3/0 + 1 equations for the same number of
coefficients fnv , i.e.∑
−n3/0+max(0,v
′)≤v,
v≤min(n+,n−)+min(0,v
′)
fnv ·
〈
v′, v
〉n
L¯,R
= δv
′
0 , v
′ = −n3/0, . . . ,min(n+, n−), (181)
where, for brevity, we have introduced〈
v′, v
〉n
L¯,R
≡
〈
∂ˆ n−(v
′,−v′,−v′,v′), Xn−(v,−v,−v,v)
〉
L¯,R
. (182)
In (181) we were able to restrict the range for the summation variable v.
The reason for this becomes quite clear, when we take a short look at (173)
telling us that the pairing in (182) vanishes for
−n3/0 ≤ v − v
′ ≤ min(n+, n−). (183)
The above system of equations can be solved by applying standard tech-
niques such as the Gaussian elimination method. This task can be done best
with the help of computer algebra systems. In doing so, we will obtain ex-
pressions for the fnv in terms of dual pairings. Inserting the solutions to the
fnv into (175) will provide us with explicit formulae for the basis elements
fn(Xµ). Obviously, the exponential corresponding to the pairing in (171)
then becomes
exp(xµ|∂ˆν)R,L¯ =
∞∑
n=0
fn(xµ)⊗ (∂ˆ−)n−(∂ˆ3/0)n3/0−nr(∂ˆ+)n+(∂ˆ2)nr . (184)
Knowing the explicit form of the q-deformed exponential and that for the
action of partial derivatives, we should now have everything together for
calculating q-deformed translations by applying the formula
g(xµ ⊕L y
ν) = exp(xµ|∂ˆρ)R,L¯
∂|y
⊲¯ g(yν). (185)
Next, we turn to the antipode on q-deformed Minkowski space. On coor-
dinates it takes the form [38]
SL(X
3/0) =− Λ1/2σ2X3/0 − q−3/2λ
1/2
+ λΛ
1/2S1X+,
SL(X
+) =− Λ1/2τ 1(τ 3)1/2X+ − q3/2λ
−1/2
+ λΛ
1/2T 2(τ 3)1/2X3/0,
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SL(X
−) =− Λ1/2σ2(τ 3)−1/2X− − q−1/2λ
1/2
+ λΛ
1/2(τ 3)−1/2S1X0
+ q−2λ2Λ1/2(τ 3)−1/2S1T−X+
+ q−5/2λ
−1/2
+ λΛ
1/2(τ 3)−1/2(σ2T− − q3S1)X3/0,
SL(X
0) =− Λ1/2τ 1X0 − q5/2λ
−1/2
+ λΛ
1/2T 2X−
+ q−3/2λ
−1/2
+ λΛ
1/2(τ 1T− + qS1)X+
+ λ−1+ Λ
1/2(q(σ2 − τ 1) + λ2T 2T−)X3/0. (186)
Notice that T−, T 2, S1, σ2, τ 1, and τ 3 are generators of the q-deformed
Lorentz algebra, while Λ denotes a scaling operator. In complete analogy
to the considerations of the previous sections we derived from the above
relations the following formula:
SL((X
+)n+(X3/0)n3/0(X−)n−)
= (−1)n++n3/0+n−qn+(n+−1)+n3/0(n3/0−1)+n−(n−−1)
×
n+∑
k=0
(−λ−1+ λ)
kqk(4k+1)−2k(n+−n3/0+n−)[[k]]q2 !
[
n+
k
]
q2
[
n−
k
]
q2
×mH⊗Aq((X
−
r )
n−− k(X3/0r )
n3/0+2k(X+r )
n+− k). (187)
Now, we want to extend this result to monomials depending on rˆ2. To-
wards this end we need the quantities
rˆ2r ≡ ηµνX
µ
r X
ν
r = Λ
−1 ⊗ rˆ2, (188)
and
rˆ2l ≡ ηµνX
µ
l X
ν
l = rˆ
2 ⊗ 1, (189)
which fulfill
r2rX
µ
l = q
2Xµl r
2
r , r
2
rr
2
l = q
4r2l r
2
r . (190)
A direct calculation using the definition of rˆ2 together with the antipodes on
coordinates shows us that
SL(rˆ
2) = q−2Λ−1rˆ2. (191)
With these identities at hand one can check that
SL((rˆ
2)nr(X+)n+(X3/0)n3/0(X−)n−)
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=(−1)n++n3/0+n−qn+(n+−1)+n3/0(n3/0−1)+n−(n−−1)
× q2nr(n++n3/0+n−+nr−2)
×
n+∑
k=0
(−λλ−1+ )
kqk(4k+1)−2k(n+−n3/0+n−)[[k]]q2 !
[
n+
k
]
q2
[
n−
k
]
q2
×mH⊗Aq((X
−
r )
n−− k(X3/0r )
n3/0+2k(X+r )
n+− k(rˆ2r)
nr), (192)
which, in turn, leads to
Uˆ(f(⊖L x
µ)) =
∞∑
k=0
(−qλλ−1+ )
k q
4k2(x3/0)2k
[[k]]q2 !
× (D+q2D
−
q2)
k qnˆ
2
++ nˆ
2
3/0
+ nˆ2−+2nˆr(nˆ++ nˆ3/0+nˆ−+ nˆr)
× f(q−4r2,−q−2k−1x+,−q2k−1x3/0,−q−2k−1x−). (193)
Again the operator Uˆ transforms functions referring to ordering rˆ2X+X3/0X−
into those referring to reversed ordering. Its explicit form was already given
in Ref. [38].
In complete analogy to the previous sections we can assign different types
of Hopf structures to q-deformed Minkowski space. Again, from these Hopf
structures arise different versions of q-translations, which are related to each
other by the crossing-symmetries
f(xµ ⊕L y
ν)
±
q
→
→
∓
1/q
←→ f(xµ ⊕˜L¯ y
ν), (194)
f(xµ ⊕L y
ν)
+↔−
←→ f(xµ ⊕R¯ y
ν),
f(xµ ⊕˜R y
ν)
+↔−
←→ f(xµ ⊕˜L¯ y
ν), (195)
and
Uˆ(f(⊖L x
µ))
±
q
→
→
∓
1/q
←→ Uˆ−1(f(⊖˜L¯ x
µ)), (196)
Uˆ(f(⊖L x
µ))
+↔−
←→ Uˆ(f(⊖R¯ x
µ)),
Uˆ−1(f(⊖˜R x
µ))
+↔−
←→ Uˆ−1(f(⊖˜L¯ x
µ)), (197)
where
±
q
→
→
∓
1/q
←→ and
+↔−
←→ have the same meaning as in Sec. 4.
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7 Conclusion
Let us make a few comments on our results. The aim of our program is to
provide us with a q-deformed version of classical analysis. Translations on
quantum spaces are an important ingredient of q-analysis. This article is
devoted to the explicit calculation of q-deformed translations on quantum
spaces of physical interest, i.e. Manin plane, q-deformed Euclidean space in
three or four dimensions, and q-deformed Minkowski space. In some sense,
our results can be viewed as q-analogs of classical Taylor rules. These q-
deformed-Taylor rules show a structure being similar to that of their clas-
sical counterparts. However, in contrast to the classical case they are not
formulated by means of ordinary factorials and derivatives. Instead we have
to deal with q-factorials and Jackson derivatives. Furthermore, one can see
that q-Taylor rules are often modified by non-classical terms, which depend
on the parameter λ = q − q−1. These observations should tell us that our
results tend to their classical counterparts as q → 1.
Next, we would like to discuss that q-deformed translations show a num-
ber of properties which are very similar to those fulfilled by classical transla-
tions. As we know, classical translations form a group and every group is a
Hopf algebra. Important for us is the fact that q-deformed translations are
based on a Hopf structure. It is not very difficult to convince oneself that
the Hopf algebra axioms
(∆⊗ id) ◦∆ = (id⊗∆) ◦∆,
(id⊗ ε) ◦∆ = (ε⊗ id) ◦∆ = id,
m ◦ (S ⊗ id) ◦∆ = ε = m ◦ (id⊗ S) ◦∆, (198)
imply for q-deformed translations that
f((xi ⊕A y
j)⊕A (⊖A z
k)) = f(xi ⊕A (y
j ⊕A (⊖A z
k))),
f(0⊕A x
i) = f(xi ⊕A 0) = f(x
i),
f((⊖A x
i)⊕A x
j) = f(xi ⊕A (⊖Ax
j)) = f(0). (199)
For a correct understanding of the relations in (199) one has to realize that
f(0) ≡ ε(W(f)) = f(xi)
∣∣
xi=0
. (200)
Furthermore, we took the convention that
f(xi ⊕A x
j) ≡
x|y
⊛ f(xi ⊕A y
j)
∣∣
y→x
= f(1) ⊛ f(2), (201)
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i.e. tensor factors which are addressed by the same coordinates have to be
multiplied via the star product. The relations in (199) can be interpreted
as follows. The first relation is nothing else than the law of associativity,
whereas the second and third relation concern the existence of the identity
and that of the inverse, respectively. With these rules at hand we can now
perform calculations like the following one:
f((xi ⊕A y
j)⊕A (⊖A y
k)) = f(xi ⊕A (y
j ⊕A (⊖A y
k)))
= f(xi ⊕A 0) = f(x
i). (202)
As remarked in Sec. 6, q-deformed exponentials can be used to generate
q-deformed translations. The correspondence between q-exponentials and
q-translations is given by
exp(xi|∂j)R¯,L
∂|y
⊲ g(yk) = g(xi ⊕L¯ y
k),
exp(xi|∂ˆj)R,L¯
∂|y
⊲¯ g(yk) = g(xi ⊕L y
k), (203)
and
g(yk)
y|∂
⊳¯ exp(∂j |xi)R¯,L = g(y
k ⊕R x
i),
g(yk)
y|∂
⊳ exp(∂ˆj |xi)R,L¯ = g(y
k ⊕R¯ x
i). (204)
In the case of the quantum plane and the q-deformed Euclidean spaces these
identities can be verified in a straightforward manner. This means, we first
evaluate the left-hand side by making use of the explicit form for the q-
exponentials (see Ref. [40]) and the action of partial derivatives (see Ref. [38]).
Then we compare the results with the expressions for q-translations derived
in Secs. 3-5.
It is very instructive to expand the q-exponentials in (203) and (204) up
to terms linear in xi. In doing so, we obtain
f(xi ⊕L y
j) = 1⊗ f(yj) + xk ⊗ ∂ˆk ⊲¯ f(y
j) +O(x2),
f(xi ⊕L¯ y
j) = 1⊗ f(yj) + xk ⊗ ∂k ⊲ f(y
j) +O(x2), (205)
f(yi ⊕R¯ x
j) = f(yi)⊗ 1 + f(yi) ⊳ ∂ˆk ⊗ xk +O(x
2),
f(yi ⊕R x
j) = f(yi)⊗ 1 + f(yi) ⊳¯ ∂k ⊗ xk +O(x
2), (206)
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where repeated indices are to be summed. We see that in complete analogy
to the classical case partial derivatives generate infinitesimal translations.
This observation gives us a hint to another possibility for defining the action
of partial derivatives. From the above relations we can read off that
∂i ⊲ f(x
j) = lim
yk→0
f(yk ⊕L¯ x
j)− f(xj)
yi
,
∂ˆi ⊲¯ f(x
j) = lim
yk→0
f(yk ⊕L x
j)− f(xj)
yi
, (207)
f(xj) ⊳¯ ∂i = lim
yk→0
f(xj ⊕R y
k)− f(xj)
yi
,
f(xj) ⊳ ∂ˆi = lim
yk→0
f(xj ⊕R¯ y
k)− f(xj)
yi
. (208)
Next, we would like to illustrate that translations on quantum spaces give
a very intuitive way for describing functions being constant in the sense of
q-deformation. Such functions have to be subject to
df = (∂i ⊲ f)dxi = dx
i(f ⊳ ∂i) = 0. (209)
However, this condition is equivalent to
∂i ⊲ f = f ⊳ ∂i = 0 for all i. (210)
Notice that the same reasonings also hold for conjugate actions of partial
derivatives. A short glance at the relations in (207) and (208) [or (203) and
(204)] tells us that functions being constant in the sense of (209) and (210)
obey
f(xi ⊕L/L¯ y
j) = f(xi), f(yj ⊕R/R¯ x
i) = f(xi), (211)
i.e. they are invariant under q-deformed translations.
Our results about q-translations allow us to characterize functions being
invariant under translations by some sort of periodicity conditions. We wish
to illustrate the derivation of these conditions for the case of the Manin plane.
With the help of expression (49) we conclude that
f(xi ⊕L y
j) = 0
⇔ D1q−2 f = D
2
q−2 f = 0
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⇔ f(q±2x1) = f(q±2x2) = f. (212)
Proceeding in very much the same way for all quantum spaces under con-
sideration we obtain the following periodicity conditions for translationally
invariant functions:
1. (two-dimensional quantum plane)
f(q±2x1) = f(q2x±2) = f, (213)
2. (three-dimensional q-deformed Euclidean space)
f(q±4x+) = f(q±2x3) = f(q±4x−) = f, (214)
3. (four-dimensional q-deformed Euclidean space)
f(q±2x1) = f(q±2x2) = f(q±2x3) = f(q±2x4) = f, (215)
4. (q-deformed Minkowski space)
f(q±2r2) = f(q±2x+) = f(q±2x3/0) = f(q±2x−) = f. (216)
From these periodicity conditions we can read off integrals over the whole
space, if we define an integral as a functional being invariant under transla-
tions. To this end, we have to realize that the Jackson integral given by [64]
(Dqa)
−1f
∣∣∞
0
≡ −(1− qa)
∞∑
k=−∞
(q−akx)f(q−akx), q > 1, (217)
satisfies (
(Dqa)
−1f
∣∣∞
0
)
(q±ax) = (Dqa)
−1f
∣∣∞
0
. (218)
By virtue of this relation and the conditions in (213)-(216) it is not very diffi-
cult to check that the following expressions are invariant under q-translations:
1. (two-dimensional quantum plane)
(D1q2)
−1(D2q2)
−1f
∣∣∞
x=0
, (219)
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2. (three-dimensional q-deformed Euclidean space)
(D+q4)
−1(D3q2)
−1(D−q4)
−1f
∣∣∣∞
x=0
, (220)
3. (four-dimensional q-deformed Euclidean space)
(D1q2)
−1(D2q2)
−1(D3q2)
−1(D4q2)
−1f
∣∣∞
x=0
,
4. (q-deformed Minkowski space)
(Dr
2
q2)
−1(D+q2)
−1(D
3/0
q2 )
−1(D−q2)
−1f
∣∣∣∞
x=0
. (221)
This way, we regain the q-deformed integrals we introduced in Ref. [39].
The considerations so far show us that q-deformed translations perfectly
fit into the framework of q-deformed analysis. Moreover, it should become
clear that q-deformed translations behave in a way very similar to classi-
cal translations. Since translation symmetry plays a very important role in
physics, our considerations should prove useful in formulating physical theo-
ries on quantum spaces. At this point, let us mention that in the former liter-
ature the problem of formulating physical theories on quantum spaces is often
attacked by the construction of Hilbert space representations [27,48–50]. Al-
though this approach is rather rigorous from a mathematical point of view,
it is not so easy to understand the physical meaning of its results. The rea-
son for this lies in the fact that the classical limit is not always quite clear.
Our work, however, is much more inspired by the so-called star-product for-
malism, since we consider representations on normally ordered monomials.
This approach has the great advantage that the classical limit always exits
if q tends to 1. Unfortunately, in the case of q-deformed Minkowski space
the process of normal ordering reveals an extraordinary complexity. But our
investigations also show that in principle this complexity is manageable and
with getting more experience simplifications should be possible.
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A Notation
In this appendix we give some comments on our notation.
1. First of all, the antisymmetric q-number is defined by [54]
[[c]]qa ≡
1− qac
1− qa
, a, c ∈ C.
2. For m ∈ N, we can then introduce the q-factorial by setting
[[m]]qa! ≡ [[1]]qa [[2]]qa . . . [[m]]qa , [[0]]qa ! ≡ 1. (222)
3. There is also a q-analog of the usual binomial coefficient, the so-called
q-binomial coefficient defined by the formula[
α
m
]
qa
≡
[[α]]qa [[α− 1]]qa . . . [[α−m+ 1]]qa
[[m]]qa!
(223)
where α ∈ C, m ∈ N.
4. The Jackson derivative referring to the coordinate xA is defined by
[60, 65]
DAqaf ≡
f(xA)− f(qaxA)
(1− qa)xA
(224)
where f may depend on other coordinates as well. Higher Jackson
derivatives are obtained by applying the above operator DAqa several
times:
(DAqa)
if ≡ DAqaD
A
qa . . .D
A
qa︸ ︷︷ ︸
i times
f. (225)
5. Commutative coordinates are usually denoted by small letters (e.g. x+,
x−, etc.), non-commutative coordinates in capital (e.g. X+, X−, etc.).
6. Note that in functions only such variables are explicitly displayed which
are affected by a scaling. For example, we write
f(q2x+) instead of f(q2x+, x3, x−). (226)
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7. Arguments enclosed in brackets shall refer to the first object on their
left. For example, we have
D+q2f(q
2x+) = D+q2(f(q
2x+)), (227)
or
D+q2
[
D+q2f +D
−
q2f
]
(q2x+) = D+q2
([
D+q2f +D
−
q2f
]
(q2x+)
)
. (228)
8. Additionally, we need the operators
nˆA ≡ x
A ∂
∂xA
. (229)
B Quantum spaces
The coordinates of the two-dimensional q-deformed quantum plane fulfill the
relation [57, 58]
X1X2 = qX2X1, (230)
whereas the quantum metric is given by a matrix εij with non-vanishing
elements
ε12 = q−1/2, ε21 = −q1/2. (231)
The inverse of εij is given by
(ε−1)ij = εij = −ε
ij . (232)
In the case of the q-deformed Euclidean space in three dimensions the
commutation relations read [18]
X3X+ = q2X+X3,
X−X3 = q2X3X−,
X−X+ = X+X− + λX3X3. (233)
The non-vanishing elements of the quantum metric are
g+− = −q, g33 = 1, g−+ = −q−1. (234)
Its inverse is determined by
(g−1)AB = gAB = g
AB. (235)
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For the four-dimensional q-deformed Euclidean space we have the rela-
tions [14, 66]
X1X2 = qX2X1,
X1X3 = qX3X1,
X3X4 = qX4X3,
X2X4 = qX4X2,
X2X3 = X3X2,
X4X1 = X1X4 + λX2X3. (236)
The metric has as non-vanishing components
g14 = q−1, g23 = g32 = 1, g41 = q, (237)
and it holds
(g−1)ij = gij = g
ij. (238)
In the case of the q-deformed Minkowski space the coordinates obey the
relations [14]
XµX0 = X0Xµ, µ ∈ {0,+,−, 3},
X−X3 − q2X3X− = −qλX0X−,
X3X+ − q2X+X3 = −qλX0X+,
X−X+ −X+X− = λ(X3X3 −X0X3), (239)
and the non-vanishing components of the metric read
η00 = −1, η33 = 1, η+− = −q, η−+ = −q−1. (240)
Again, we have
(η−1)µν = ηµν = ηµν . (241)
For other deformations of Minkowski spacetime we refer to Refs. [67–73].
C Coordinate Transformations
In our previous work about q-deformed Minkowski space [37,38] the algebra
isomorphism W [cf. Eq. (4)] was determined by
W((x+)n+(x3/0)n3/0(x0)n0(x−)n−) = (X+)n+(X3/0)n3/0(X0)n0(X−)n−. (242)
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For the sake of simplicity the results of Sec. 6 refer to a different algebra
isomorphism given by (159). In order to compare the results of this article
with those from our previous work we would like to derive a transformation
that allows us to substitute the time coordinate X0 of q-deformed Minkowski
space by the square of the Minkowski length rˆ2 and vice versa.
To this end, we first have to realize that
X0 = (−λ−1+ )
(
qrˆ2(X3/0)−1 + q−1X3/0 − q−1λ+X
+(X3/0)−1X−
)
, (243)
which is a direct consequence of the definition of rˆ2 [cf. Eq. (154)]. Next,
we take powers of the above expression and try to rewrite them in terms of
the monomials defining (159). With the same reasonings already applied in
Ref. [37] [cf. Eq. (4.44)] we can show that
(X0)n0 =
n0∑
p=0
q−p(X+)p(X3/0)−p (S1)n0,p(rˆ
2, X3/0) (X−)p, (244)
which, in turn, leads to
(X+)n+(X3/0)n3/0(X0)n0(X−)n− =
n0∑
p=0
q(2n3/0−1)p(X+)n++ p(X3/0)n3/0−p
× (S1)n0,p(rˆ
2, X3/0) (X−)n−+ p. (245)
For brevity, we introduced the polynomial
(S1)k,p(rˆ
2, X3/0) ≡
∑p
j1=0
∑j1
j2=0
. . .
∑jk−p−1
jk−p=0
k−p∏
l=1
a1(rˆ
2, q2jlX3/0), if 0 ≤ p < k,
1 if p = k,
(246)
with
a1(rˆ
2, X3/0) ≡ −λ−1+
(
qrˆ2(X3/0)−1 + q−1X3/0
)
. (247)
Recalling that rˆ2 is central in the Minkowski space algebra we conclude that
(245) indeed allows us to substitute the time coordinate X0 by the square of
the Minkowski length rˆ2.
However, the expression in (245) is not suitable to read off an operator
that performs the coordinate transformation on commutative functions. To
get round this problem, we proceed in the following way:
(X0)n0 =(−λ−1+ )
n0
(
qrˆ2(X3/0)−1 + q−1X3/0 − q−1λ+X
+(X3/0)−1X−
)n0
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=n0∑
k=0
(−λ−1+ )
n0
(
n0
k
)
(qrˆ2(X3/0)−1)n0−k
×
(
q−1X3/0 − q−1λ+X
+(X3/0)−1X−
)k
=
n0∑
k=0
k∑
l=0
(−1)n0+k+lqn0−2k−l(l+1)λl−n0+
(
n0
k
)(
k
l
)
× (rˆ2)n0−k(X3/0)−n0+2(k−l)(X+X−)l. (248)
In addition to this, we have
(X+X−)l =
(
λ−1+ rˆ
2 + q−1X0X3/0 + q−2λ−1+ X
3/0X3/0
)l
=
l∑
i=0
(λ+)
−l
(
l
i
)
(rˆ2)i
(
a2(X
0, X3/0)
)l−i
, (249)
where
a2(X
0, X3/0) ≡ q−2(X3/0)2 + q−1λ+X
0X3/0. (250)
It seems so that we did not made any progress, since the last expression in
(249) still depends on X0. However, we are able to rewrite powers of the
expression in Eqn. (250) as follows:(
a2(X
0, X3/0)
)m
=
(
q−2(X3/0)2 + q−1λ+X
0X3/0
)m
=
m∑
u=0
(q−1λ+)
u(q−2)m−u
(
m
u
)
(X3/0)2m−u(X0)u
=
m∑
u=0
u∑
v=0
q2m(2v−1)−u(2v−1)−vλu+
(
m
u
)
× (X+)v(X3/0)2m−u−v (S1)u,v(rˆ
2, X3/0) (X−)v. (251)
Notice that the third equality holds due to Eqn. (245). Putting everything
together we finally get
(X+)n+(X0)n0(X3/0)n3/0(X−)n− =
n0∑
k=0
k∑
l=0
l∑
i=0
l− i∑
u=0
u∑
v=0
(−1)n0+k+l λ−n0+u+
× q−l(l−1)−u(2v−1)+v(4(k−i)−1)−2(l+k−i)
× q2v(n3/0−n0)+n0
(
n0
k
)(
k
l
)(
l
i
)(
l − i
u
)
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× (X+)n++ v(rˆ2)n0− k+i (S1)u,v(rˆ
2, X3/0)
× (X3/0)n3/0−n0+2(k−i)−u−v(X−)n−+ v. (252)
From the above identity we can now read off the operator
Tˆ f(x0, x+, x3/0, x−) =
∞∑
k=0
k∑
l=0
l∑
i=0
l− i∑
u=0
u∑
v=0
(−1)k+l
λu+
k!
× q−l(l+1)−u(2v−1)+v(4(k−i)−1)−2(l+k−i)
(
k
l
)(
l
i
)(
l − i
u
)
× (x+x−)v(x3/0)k−2i−u−v(r2)i (S1)u,v(r
2, x3/0)
×
(
(∂/∂x0)kf(−q1−2vλ−1+ x
0, q2vx3/0)
)∣∣
x0→rˆ2(x3/0)−1
, (253)
where ∂/∂x0 denotes the partial derivative for the commutative coordinate
x0.
It remains to find the operator for the inverse coordinate transformation.
In very much the same way as above we can derive from the definition of rˆ2
the identity
rˆ2n =(λ+X
+X− − q−1λ+X
0X3/0 − q−2X3/0X3/0)n
=
n∑
k=0
n−k∑
l=0
k∑
i=0
i∑
p=0
(−1)n−kq(n−k+l)(2p−1)(λ+)
p+n−k−l
×
(
n
k
)(
n− k
l
)(
k
i
)
(X+)p(X3/0)n−k+l(X0)n−k−l
×
(
a2(X
0, q2pX3/0)
)k−i
(S2)i,p(X
0, X3/0) (X−)p, (254)
leading us to the inverse of Tˆ , i.e.
Tˆ−1f(r2, x+, x3/0, x−) =
∞∑
k=0
∞∑
l=0
k∑
i=0
i∑
p=0
(−1)kq(2p−1)(l−k)
λp+
k! l!
(
k
i
)
× (x+x−)p(x3/0)2l
(
a2(x
0, q2px3/0)
)k−i
(S2)i,p(x
0, x3/0)
×
(
(∂/∂r2)k+lf(q2px3/0,−q2p−1λ+r
2)
)∣∣
r2→x0x3/0
, (255)
where
(S2)k,p(x
0, x3/0) ≡
49
{
−
∑p
j1=0
∑j1
j2=0
. . .
∑jk−p−1
jk−p=0
∏k−p
l=1 a2(x
0, q2jlx3/0), if 0 ≤ p < k,
1, if p = k,
(256)
and ∂/∂r2 denotes the partial derivative for the commutative variable r2.
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