The authors propose a new realization algorithm for the 2-D FIR Wiener filters. The reduced-order 2-D orthogonal lattice filter structure is used as its principal component as in the 1-D case. A numerical example is included to verify the formulation.
Recently, an efficient solution was given in [2] for the determination of 2-D orthogonal lattice filters for autoregressive modeling of random fields. In this letter, we shall introduce a simple and computationally efficient algorithm to obtain for 2-D Wiener filtering using the orthogonal backward prediction error fields of the 2-D lattice configuration in [2] . Moreover, it will be shown that the set of normalized versions of the transfer functions of the backward prediction error filters are the 2-D analogues of the single-variable Szegö polynomials discussed in [3] .
2-D FIR Wiener Filter:
We suppose that we are given arrays
and we are required to find on
for which it is true that the convolution a x  is the best least-square approximation to the output array y [3] .
It is well-known that the solution satisfies the following normal equations,
The block-Toeplitz matrix consists of blocks, 
2-D Lattice Representation:
The 2-D FIR Wiener filter can be expressed as
is defined as the vector observations Our approach here is different in that for the vector of observations in eqn.2.
We can use the set of orthogonal backward prediction errors,
Where ) , ( can be written as
where
is a nonsingular lower triangular matrix. Using eqns. 1-5 the output of the 2-D Wiener filter can be written as 
The following 2-D wiener filtering example is described by Justice [3] .
The input and output arrays are infinite, but only nonzero portion of each array which actually enters into calculations. The desired input mask of the 2-D FIR filter is a 3-by-2 coefficient array. The nonzero portions of the input autocorrelation and the input-output crosscorelation values are given in Fig.1 .
In order to generate a 3-by-2 input array, we can consider a reduced order 2-D lattice structure [2] as shown in Fig.2a . The ordering arrangements of the prediction region for the first-quadrant model is depicted in Fig.2b . It is possible to obtain the forward and backward lattice parameters in each lattice section from scant knowledge of autocorrelation values of the input array, ) , ( n m R xx , given in Fig.1a by using the 2-D Schur algorithm in [7] . Then the six orthogonal polynomials are obtained from the structure in Fig.2b as follows. 
Conclusion :
In this letter, a new method is developed for the realization of the 2-D Wiener filters from the given correlation values. The proposed algorithm is based on the 2-D orthogonal lattice structure. The complexity of our algorithm is less than all existing methods [3] [4] [5] .
