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Abstract
Continuous time Feynman-Kac measures on path spaces are central in applied probability,
partial differential equation theory, as well as in quantum physics. This article presents a new
duality formula between normalized Feynman-Kac distribution and their mean field particle
interpretations. Among others, this formula allows us to design a reversible particle Gibbs-
Glauber sampler for continuous time Feynman-Kac integration on path spaces. We also provide
new Dyson-Phillips semigroup expansions, as well as novel uniform propagation of chaos es-
timates for continuous time genealogical tree based particle models with respect to the time
horizon and the size of the systems. Our approach is self contained and it is based on a novel
stochastic perturbation analysis and backward semigroup techniques. These techniques allow
to obtain sharp quantitative estimates of the convergence rate to equilibrium of particle Gibbs-
Glauber samplers. To the best of our knowledge these results are the first of this kind for
continuous time Feynman-Kac measures.
Keywords : Feynman-Kac formulae, interacting particle systems, genealogical trees, ances-
tral lines, Gibb-Glauber dynamics, propagation of chaos properties, contraction inequalities,
Dyson-Phillips expansions.
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1 Introduction
Feynman-Kac measures on path spaces are central in applied probability as well as in biology and
quantum physics. They also arise in a variety of application domains such as in estimation and
control theory, as well as a rare event analysis. For a detailed review on Feynman-Kac measures
and their application domains we refer to the books [24, 25, 37, 42], see also the more recent
articles [22, 55] on branching processes and neutron transport equations and the references therein.
Their mean field type particle interpretations are defined as a system of particles jumping a
given rate uniformly onto the population. From the pure numerical viewpoint, this interacting
jump transition can be interpreted as an acceptance-rejection scheme with a recycling of rejected
particles by duplicating the selected ones. Feynman-Kac interacting particle models encapsulate a
variety of algorithms such as the diffusion Monte Carlo used to solve Schrödinger ground states, see
∗P. Del Moral was supported in part by the Chair Stress Test, RISK Management and Financial Steering, led by
the French Ecole Polytechnique and its Foundation and sponsored by BNP Paribas.
1
for instance the series of articles [14, 16, 41, 74, 75, 58, 59] as well as section 23.5 and chapter 27
in [42] and the references therein.
Their discrete time versions are encapsulated a variety of well known algorithms such as particle
filters [26] (a.k.a. sequential Monte Carlo methods in Bayesian literature [17, 24, 25, 37, 47]), the
go-with the winner [1], as well as the self-avoidind random walk pruned-enrichment algorithm by
Rosenbluth and Rosenbluth [76], and many others. This list is not exhaustive (see also the references
therein). The research monographs [24, 25] provide a detailed discussion on these subjects with
precise reference pointers.
The seminal article [2] by Andrieu, Doucet and Holenstein introduced a new way to combine
Markov chain Monte Carlo methods with discrete generation particle methods. A variant of the
method, where ancestors are resampled in a forward pass, was developed by Lindsten, Schön and
Jordan in [60], and Lindsten and Schön [61]. In all of these studies, the validity of the particle
conditional sampler is assessed by interpreting the model as a traditional Markov chain Monte
Carlo sampler on an extended state space. The central idea is first to design a detailed encoding of
the ancestors at each level in terms of random maps on integers, and then to extend the "target"
measure on a sophisticated state space incapsulating these iterated random sequences.
In a more recent article [34], the authors provide an alternative and we believe more natural
interpretation of these particle Markov chain Monte Carlo methods in terms of a duality formula
extending the well known unbiasedness properties of Feynman-Kac particle measures on many-body
particle measures. This article also provides sharp quantitative estimates of the convergence rate to
equilibrium of the models with respect to the time horizon and the size of the systems. The analysis
of these models, including backward particle Markov chain Monte Carlo samplers has been further
developed in [30, 31].
The main objective of the present article is to extend these methodologies to continuous time
Feynman-Kac measures on path spaces.
The first difficulty comes from the fact that the discrete time analysis [30, 31, 34] only applies
to simple genetic type particle models, or equivalently to branching models with pure multinomial
selection schemes. Thus, these results do not apply to discrete time approximation of continuous
time models based on geometric type jumps, and any density type argument cannot be applied.
In contrast with their discrete time version, continuous time Feynman-Kac particle models
are not described by conditionally independent local transitions, but in terms of interacting jump
processes.
The analysis of continuous time genetic type particle models is not so developed as their dis-
crete time versions. For instance, uniform convergence estimates are available for continuous time
Feynman-Kac models with stable processes [37, 40, 41, 74]. Nevertheless, to the best of our knowl-
edge, sharp estimates for path space models and genealogical tree based particle samplers in con-
tinuous time have never been discussed in the literature. These questions are central in the study
the convergence to equilibrium of particle Gibbs-Glauber sampler on path spaces.
In the present article we provide a duality formula for continuous time Feynman-Kac measures
on path-spaces (cf. theorem 1.1). This formula on generalogical tree based particle models that
can be seen as an extension of well known unbiasedness properties of Feynman-Kac models to their
many body version (defined in section 6.1). The second main result of the article is to design and to
analyze the stability properties of a particle Gibbs-Glauber sampler of path space (cf. theorem 1.2).
Our approach combines a perturbation analysis of nonlinear stochastic semigroups with propagation
of chaos techniques (cf. section 5). Incidentally these techniques also provide with little efforts new
uniform propagation of chaos estimates w.r.t. the time horizon (cf. corollary 5.12).
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1.1 Statement of the main results
Let pXt, Vtq be a continuous time Markov process and a bounded non negative function on some
metric space pS, dSq. We denote by DtpSq the set of càdlàg paths from r0, ts to S. Unless otherwise
is stated, as a rule in the further development of the article
pXt :“ pXsqsďt P pS :“ Ytě0 DtpSq
stands for the historical process of some process Xt. In this notation, we extend Vt to DtpSq by
setting pVtp pXtq “ VtpXtq.
The Feynman-Kac probability measures Qt on the path spaces DtpSq associated with pXt, Vtq
are defined for any bounded measurable function F on DtpSq by the path integration formula
QtpF q :“
ż
F pωq Qtpdωq :“ Z´1t E
ˆ








where Zt stands for the normalizing constant.
We also let ηt be the terminal time marginal of the measures Qt. In this notation, for any
bounded measurable function f on S we have
ηtpfq :“
ż



























For a more thorough discussion on these Feynman-Kac models we refer the reader to section 3.2
and section 3.3.1. A selected list of application areas are also discussed in section 1.2.1.
The path integration formulae (1.1) can rarely be solved analytically and their numerical solving
often require extensive calculations. One strategy is to interpret these probability measures on path
space in terms the occupation measures of the ancestral lines of a genetic type interacting jump
process [36, 37, 41, 42].
These particle interpretations are defined as follows:
Consider a system of N particles ξt “ pξitq1ďiďN P SN evolving independently as Xt with jump
rate Vt; at each jump time the particle jumps onto a particle uniformly chosen in the pool.
This jump can be interpreted as the death of the particle and the instantaneous birth of an
offspring of a particle uniformly chosen in the pool. After this birth each offspring evolves as
independent copies of the process Xt.
When the i-th particle duplicates it becomes the parent of two offsprings. Running back in time
we can trace the whole genealogy of each particle.
Let As,tpiq P rN s be the index of the ancestor of of the i-th particle ξit at level s ď t. In this
notation, the i-th ancestral line Xit :“ pξ
As,tpiq
s q0ďsďt P DtpSq of the i-th particle ξit at time t is
represented in a synthetic way by the following backward ancestral path
ξ
A0,tpiq
0 Ð . . .Ð ξ
As,tpiq
s Ð . . .Ð ξ
i
t
In this interpretation, the genealogical tree of the N particles ξt “ pξitq1ďiďN is defined by the N
ancestral lines Xt “ pXitq1ďiďN P DtpSqN .
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We underline that the N ancestral lines Xt “ pXitq1ďiďN P DtpSqN of length t of the N individ-
uals ξt “ pξitq1ďiďN is also defined forward in time by a system of N path-valued particles evolving
independently as the historical process pXt, with jump rate pVt on pS. At each jump time an ancestral
line jumps onto another uniformly chosen ancestral line in the pool. Between jumps the ancestral
lines evolves as independent copies of the historical process pXt.
Let I be an uniform random variable on the index set rN s :“ t1, . . . , Nu, independent of particle
model discussed above.
Given Xt the distribution of a randomly chosen ancestral line XIt is given by the occupation











δξit ÝÑNÑ8 ηt (1.3)
For a more detailed discussion and precise estimates, we refer to [37, 39, 41, 74], as well as to
theorem 1.3 and section 5.3 in the present article.
The historical process pξt “ pξsqsďt P DtpSq
N encapsulates the ancestral lines at any time horizon,
including ancestors at any time level s with no currently living descendants at a time horizon t ě s.
The process pξt has the same jump rate as ξt. When a jump occurs, we keep and extend all historical
trajectories from the randomly selected particles at that time.
For a more detailed description of the processes pξt, pξt,Xtq, we refer to section 4.2 dedicated to
historical and genealogical tree evolutions, see for instance figure 8 and the complete genealogical
tree presented in figure 9.
Given I, the dual process pχt P DtpSqN is defined as pξt but the I-th ancestral line is a frozen
path with the same law as the historical process pXt. More precisely, the jump of the I-th particle
onto the j-th one is replaced by the jump of the j-th particle onto the I-th frozen one. In addition,
at these jumps times we flip the j-th and I-th row historical path up to the present time horizon.











The duality terminology comes from the fact that pχt coincides with the conditional stochastic
process pξt given a frozen ancestral line, under some many-body Feynman-Kac measure (cf. theo-
rem 1.1 and the Bayes’ formula (1.6)). We also underline that pχt :“ ppχtpsqqsďt P DtpSqN is not
necessarily the historical path of an auxiliary Markov process.
For a more detailed description of pχt in terms of generators we refer to section 4.3 dedicated to
particle models with a frozen ancestral line, see for instance (4.10), the evolution diagrams given in
figure 11 as well as the graphical description of the process pχt provided in figure 12.
The genealogical type tree Yt “ pYitq1ďiďN P DtpSqN of the dual process discussed above is also
defined as Xt. The main difference is that the I-th ancestral line is frozen and YIt
law
“ pXt.
The remaining pN´1q path-valued particles Y´t :“ pY
j
t qj ­“I are defined as above with a rescaled
jump rate p1´1{NqpVt, and including an auxiliary jump rate 2pVt{N at which the path-particle jump
onto the first frozen ancestral line.
For a more detailed description of these dual ancestral lines, we also refer to section 4.3, see for
instance the graphical description of the dual genealogical tree provided in figure 13 as well as the
generator of the process in path space defined in (4.16).
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A realization of the genealogical tree associated with N “ 3 particles with 2 interacting jumps













time axis r0, ts //
Figure 2: A genealogical tree associated with N “ 3 particles with 2 interacting jumps. The couple
of arrows stands for the interacting jumps, the dotted line represents the frozen ancestral line with
I “ 1. The vertical axis stands for the state space S.
The first main result of the article is the following duality formula.
Theorem 1.1 (Duality formula). For any time horizon t ě 0, any N ě 2 and any bounded






















The proof of the above theorem is provided in section 6, see for instance theorem 6.2 and
corollary 6.3. We obtain the normalizing constant Zt by choosing the unit function F “ 1 in (1.4).
Observe that for any F on DtpSq we have
p1.4q ùñ E
ˆ







“ Zt ˆQtpF q (1.5)
The last assertion yields the rather well known unbiasedness property of the occupation measure of
the ancestral lines; see for instance [37] and references therein. Formula (1.4) can also be interpreted
as a Bayes formula for many body probability measures on the product space DtpSqp2Nq. Therefore,
using the conditional distributions we can design a Gibbs sampler. Nevertheless to target Qt, we do
not need to store the complete ancestral tree. A more judicious target measure is the probability













Let πt be the marginal of Πt w.r.t. the variable Xt. Theorem 1.1 yields the Bayes formula
Πtpdpz1, z2qq “ πtpdz1q Atpz1, dz2q “ Qtpdz2q Btpz2, dz1q (1.6)
with the Markov transitions At and Bt defined by
Atpz1, dz2q :“ PpXIt P dz2 | Xt “ z1q “: mpz1qpdz2q and Btpz2, dz1q :“ PpYt P dz1 | YIt “ z2q
The detailed proof of the above assertion is provided in section 6.2, on page 44. Equivalently, under
the probability measure Πt, any randomly chosen ancestral line is distributed with Qt. In addition,
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under Πt the conditional distribution of the genealogical tree Xt given a selected ancestral line
coincides with the one of the genealogical tree Yt given the frozen selected ancestral line.
Next we provide an analytic description of the Bayes formula (1.6). Integrating (1.6) w.r.t. the
first coordinate for any z1 P DtpSqN we have
Atpz1, dz2q ! pπtAtqpdz2q :“
ż
πtpdy1q Atpy1, dz2q “ Qtpdz2q





with πFt pdyq :“ πtpdyq F pyq
For a more thorough discussion on dual Markov transitions, we refer the reader to [35, 72]. In
addition, for any conjugate integers 1{p` 1{q “ 1 with p, q ě 1 we have




“ πt pF AtpGqq








“ Qt pBtpF q Gq
Let Ps,t be the Markov semigroup of the reference process Xt, that is
Ps,tpx, dyq :“ P pXt P dy | Xs “ xq
We consider the following regularity condition
pH0q Dh ą 0 s.t. @t ě 0 @x P S ρphq µt,hpdyq ď Pt,t`hpx, dyq ď ρphq´1 µt,hpdyq (1.7)
for some constant ρphq ą 0 and some collection of probability measures µt,h on S indexed by h ą 0
and t ě 0 whose values do not depend on the parameters px, yq. A discussion on the above condition
is provided at the end of this section.
Let oscpF q and }µ1 ´ µ2}tv be the oscillation of a function F on DtpSq and the total variation
distance between probability measures µ1 and µ2 (cf. section 2.1 for a more precise definition).
In this notation, the second main result of the article can be stated basically as follows.
Theorem 1.2 (Particle Gibbs-Glauber dynamics). For any time horizon t ě 0 the measure Qt is
reversible w.r.t. the Markov transition Kt :“ BtAt on DtpSq defined for any bounded measurable
function F on DtpSq and any path x P DtpSq by the formula
KtpF qpxq :“ E
`
mpYtqpF q | YIt “ x
˘
In addition, when pH0q is satisfied, for n ě 1, any probability measure µ on DtpSq and any bounded
function F on DtpSq we have the contraction inequality
}µKnt ´Qt}tv ď pc pt_ 1q{Nqn }µ´Qt}tv (1.8)
with the n-th iterate Knt of the Markov transition Kt defined sequentially by the integral formula
Knt px1, dx3q :“
ż
Kn´1t px1, dx2q Ktpx2, dx3q
In the above display, c stands for some explicit finite constant whose value doesn’t depend on the
parameters pF, t, n,Nq.
6
The proof of the above theorem is provided in section 6.2.
For any given time horizon t ě 0, the integral operator Kt is the probability transition of a
discrete generation Markov chain Xpnqt taking values in the path space DtpSq and indexed by the
integer parameter n P N; that is we have
P
´




“ Ktpx, dzq :“
ż
Btpx, dyq Atpy, dzq
Initially, we can sample a genealogical tree Xt “ pXitqiPrNs, then we pick randomly an ancestral line
XIt and set X
p0q
t “ XIt .
For any given x P DtpSq and y P DtpSqN , we summarize the overlapping transition of the particle








Ypn`1qt “ y „
`








Xpn`1qt “ x „ m pyq
+
.
A realization of the overlapping transition Xpnqt  X
pn`1q
t for a genealogical tree with N “ 3











time axis r0, ts //
Figure 3: A realization of the transition Xpnqt  X
pn`1q
t of a particle Gibbs sampler on an genealogical
tree with N “ 3 ancestral lines. The dotted and plain lines account together for the three paths in
the genealogical tree Ypn`1qt ; the frozen ancestral line is represented by the dotted line X
pnq
t selected
at rank pnq. The sequence of arrows stands for the selected ancestral line Xpn`1qt at rank pn ` 1q.
The vertical axis stands for the state space S.
As shown in (1.5), under the many-body measure Πt a randomly selected ancestral line XIt is
unbiased but this random path is biased w.r.t. the distribution of the interacting particle system.
Propagation of chaos type estimates allow to quantify this bias, see [37, 41], as well as chapter 15
in the monograph [25] for discrete time generation particle systems.
In this connexion, we underline that the Particle Gibbs-Glauber dynamics presented in theo-
rem 1.2 allows to improve the precision of the conventional particle interpretations of Feynman-Kac
measures by sampling sequentially a series of particle Gibbs samplers on path spaces with frozen
trajectories. Each iteration of the sampler reduces the distance between the distribution of the
ancestral path and the desired target measure. For instance, whenever pH0q is met and X
p0q
t “ XIt ,
the propagation of chaos property presented in (5.10) and (1.8) yield the following theorem


































We end this section with some comments on our regularity assumptions.
Condition (1.7) is satisfied for jump-type elliptic diffusions on compact manifolds S with a
bounded jump rate, see for instance the pioneering work of Aronson [5], Nash [69] and Varopou-
los [81] on Gaussian estimates for heat kernels on manifolds. The estimates (1.8) are also met
under weaker regularity assumptions such as conditions pH1q and pH2q stated in (3.14) and (3.15).
Nevertheless these conditions depends on the stability properties of the semigroup of the unknown
Feynman-Kac measures ηt; thus this type of condition is difficult to check in practice.
Also recall that Feynman-Kac semigroups for time homogeneous models equipped with a re-
versible reference process Xt can also be turned into conventional Markov semigroups of h-processes,
see for instance [37, 41, 74] as well as chapter 27 in [42] and references therein. In this context, the
long time behavior of Feynman-Kac semigroups can be discussed in terms of the spectral properties
of the h-process. For quadratic potential functions and Ornstein-Uhlenbeck reference processes the
Feynman-Kac model discussed above reduces to the harmonic oscillator. In some situations, the
potential function can be chosen so that the exponential weight in (1.1) is an exponential change
of measure, see for instance section 4.2 in [37], as well as chapter 18 in [42]. In this context the
corresponding Feynman-Kac semigroup also coincides with the semigroup of a conventional Markov
process. In more general cases, the spectral properties of the h-processes are unknown.
1.2 Illustrations and comments
This section gives some comments on the impact of the above results on some application domain
areas. We also provide a detailed discussion on some numerical aspects of the particle Gibbs-Glauber
dynamics introduced above as well as some comparisons with existing literature on interacting
particle systems.
1.2.1 Some application domains
As mentioned in the introduction, the Feynman-Kac measures (1.1) and their mean field particle
interpretations appear in wide variety of applications including in biology, physics, as well as in
signal processing and mathematical finance.
Continuous time models arise when the process Xt is derived from physical or natural evolu-
tion principles, such as continuous time signals in target tracking filtering problems [78], stochas-
tic population dynamics describing species competition and populations growths [56], Langevin
gradient-type diffusions including their overdampted versions describing the evolution of a particle
in a fluid [57], as well as Brownian fluctuations of atomic structures in molecular chemistry [54],
and many others.
The potential function Vt depends on the problem at hand. In nonlinear filtering, it represents
the log-likelihood of the robust optimal filter. In population dynamics, Vt can be interpreted as
a killing rate of a branching process. In statistical physics and quantum mechanics, it represents
the ground state energy (a.k.a. local energy) of a physical system, including molecular and atomic
systems. It is clearly out of the scope of the present article to enter into the details of all of
these models. For a more thorough discussion on these application domain areas, we refer to the
books [24, 25, 37, 42] and the reference therein.
In most cases we are mainly interested in computing the final-time marginal of the Feynman-
Kac measures (1.1). For instance, in nonlinear filtering these measures represent the robust optimal
filter, while the path space measures represents the full conditional distributions of the random tra-
jectories of the signal w.r.t. the observation process. Thus, they also solve the smoothing problem
by estimating the signal states at any given time using observations from larger time intervals.
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Apart from few notable exceptions such as for linear-Gaussian models in Kalman-Bucy filtering
theory and for the harmonic oscillator in the spectral theory of Schrödinger operators, the flow of
final-time marginal measures has no finite recursion and cannot be solved analytically.
In signal processing literature, the interacting particle system ξt discussed above is also known
as a particle filter on path space.
In Quantum Monte Carlo literature, the particle system ξt discussed above is also known as the
population Monte Carlo algorithm and the particles ξit are often referred as walkers or replica.
This class of processes can be interpreted as Moran type interacting particle systems [67, 68].
They can also be seen as Nanbu type interpretation of a particular spatially homogeneous generalized
Boltzmann equation [36, 66].
1.2.2 Practical and numerical aspects
In some particular instances, the random paths of the process Xt can be sampled exactly on any
time discretization mesh. This class of models includes linear-Gaussian and geometric-type Brow-
nian models, as well as some piecewise deterministic processes and some classes of one-dimensional
jump-diffusion processes [10, 11, 12, 13, 15]. Discretization-free simulation procedures for general
diffusion processes based on sequential importance sampling techniques have also been developed
in [50]. Using these discretization-free simulation procedures the interacting jump particle systems
discussed in this article, including the particle Gibbs-Glauber dynamics can be sampled perfectly
using conventional Poisson thinning techniques (a.k.a. Gillespie’s algorithm [51]). The resulting
particle sampler provides an estimate of the marginal of the Feynman-Kac measures (1.1) on the
random paths w.r.t. any time discretization mesh.
More generally, the simulation of the random trajectories of Xt requires to discretize the time
parameter. For a more thorough discussion on the time discretization of stochastic processes we
refer to the seminal book by Kloeden and Platen [53].
This additional level of approximation may also corrupt some statistical properties of the contin-
uous time process. For instance, the reversible properties of overdampted Langevin diffusions are lost
for any Euler-Maryuama discretization of the underlying diffusion. In this context, a Metropolis-
Hastings type adjustment (a.k.a. MALA) is required to recover the reversibility property w.r.t.
some prescribed target invariant measure [73]. From the physical viewpoint, the random paths sim-
ulated by MALA algorithms are based on auxiliary non physical rejection-type transitions so that
they loose their initial physical interpretation. Therefore, in physics and statistics, the unajusted
Langevin algorithm (a.k.a. ULA) is often preferred to describe the "true" random trajectories of the
system. Under appropriate global Lipschitz conditions on the gradient of the confinement potential
function several bias-type estimates can be found in [23, 49].
In the same vein, the sampling of the particle Gibbs-Glauber dynamics described in theorem 1.2
requires some Euler-type discretization as soon as the underlying process Xt cannot be directly
sampled. In this situation, one natural strategy is to consider the discrete time version of the
Feynman-Kac measures ηt defined as in (1.1) by replacing Xt by some discrete time approximation
(see for instance chapter 5 in [25] and the references therein). In this context, several discrete time
approximations of the particle Gibbs-Glauber dynamics discussed above can be designed using the
discrete time particle Gibbs samplers discussed in [2, 34]. In contrast with MALA algorithms the
reversible-type properties of the resulting Gibbs samplers in discrete time are preserved w.r.t. to
the discrete-time version of the target Feynman-Kac measures. In addition, these discrete time
approximations are not based on any type of auxiliary Metropolis-Hasting rejection so that they
preserve their physical interpretations.
Several bias-type estimates between continuous and discrete time Feynman-Kac measures can
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be found in [25, 32, 33]. Most of these estimates are concerned with the time discretization of
the terminal-time marginal of the Feynman-Kac measures (1.1), including uniform estimates w.r.t.
the time horizon. The extension of these results to path space models remains an important open
research question.
1.2.3 Comparisons with diffusion type particle models
The interacting particle systems discussed in the present article differ from nonlinear and interacting
diffusion processes arising in fluid mechanics and granular flows [7, 8, 64, 65, 79, 80]. In this context,
the interaction mechanism is encapsulated in the drift of diffusion-type particles. One common
feature of these interacting processes is the nonlinearity of the distribution flow associated with
these stochastic processes.
One natural idea is to interpret the mean field particle systems associated with these processes
as a stochastic perturbation of a nonlinear process. This interpretation allows to enter the stability
properties of the nonlinear process into the convergence analysis of these particle algorithms. This
technique has been developed in [28, 29, 37] for discrete time Feynman-Kac models and further
extended in [74] to continuous time models. The extension to stochastic diffusion flows and McKean-
Vlasov type nonlinear diffusions are developed in [4, 44].
Theorem 5.7 in the present article also provides a novel backward stochastic perturbation formula
which simplifies the stability analysis of these models and provides sharp propagation of chaos
estimates.
We underline that the stochastic perturbation techniques discussed above and in the present
article differs from the log-Sobolev functional techniques [62, 63], entropy dissipation approaches [18,
20], as well as gradient flows in Wasserstein metric spaces, optimal transportation inequalities [9,
18, 19, 70, 71] and the more recent variational approach [3] currently used in the analysis of gradient
type flow interacting diffusions.
In this connection, we mention that the backward perturbation analysis developed in the present
article relies on weak Taylor expansions of the evolution semigroup of Feynman-Kac measures. We
project to extend these expansions to nonlinear diffusions in a forthcoming article.
The duality formula and the particle Gibbs-Glauber dynamics introduced in this article open
up a whole new avenue of research questions.
Recall that the Feynman-Kac measures (1.1) can be interpreted as the distribution of the random
paths of a non absorbed particle evolving as Xt and killed at rate Vt. This class of models are often
referred as particle models in absorbing medium with soft obstacles [27, 37, 41]. A natural research
project is to extend this framework to absorbing medium with hard obstacles [45, 46, 82].
Another important question is to extend the Taylor expansions of the Gibbs sampler developed
in [34] to continuous time models. One possible route is to combine the weak Taylor expansions
developed in [43] for particle approximating measures with the backward analysis developed in the
present article.
We mention that the perturbation analysis developed in [34] allows to destimate the Lp-decays
rates to equilibrium in terms of the norm of integral operators. In this connection, one important
question is to quantify with more precision the exponential convergence rates to equilibrium of the
Particle Gibbs-Glauber dynamics stated in theorem 1.2.
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2 Some preliminary results
2.1 Basic notation
Let BpEq be the Banach space of bounded functions f on some measurable space pE, Eq equipped
with the uniform norm }f} :“ supxPE |fpxq|. Also let OscpEq Ă BpEq be the subset of functions f
with at most. unit oscillations; that is s.t. oscpfq :“ supx,y |fpxq ´ fpyq| ď 1.
We also let MpEq be the set of finite signed measures on E, M`pEq Ă MpEq the subset of
positive measures and PpEq ĂM`pEq the subset of probability measures. Given a measure µ on




The total variation norm on the setMpEq is defined by
}µ}tv :“ sup t|µpfq| : f P OscpEqu “
1
2
sup t|µpfq| : f P BpEq, }f} ď 1u (2.1)
We denote by rs, tsn the collection Weyl chambers defined for any n ě 1 by
rs, tsn :“ tpr1, . . . , rnq P rs, ts
n : s ď r1 ď . . . ď rn ď tu (2.2)
We denote by dr “ dr1 ˆ . . .ˆ drn the Lebesgue measure on rs, tsn.
For a given N ě 1, we let xNy be the semigroup of mappings from rN s :“ t1, . . . , Nu into itself
equipped with the composition of mappings and the neutral element epiq “ i. Also let rN s20 Ă rN s
2
be the subset of indices
rN s20 :“ tpi, jq P rN s
2 : i P rN s & j P rN s ´ tiuu
2.2 Integral operators
We introduce some integral operator notation needed from the onset. For any bounded positive
integral operator Qpx, dyq and any pµ, f, xq P pMpEq ˆ BpEq ˆ Eq we define by µQ PMpEq and
Qpfq P BpEq by the formulae
pµQqpdyq :“
ż
µpdxqQpx, dyq and Qpfqpxq :“
ż
Qpx, dyq fpyq
By Fubini theorem we have µQf :“ µpQpfqq “ pµQqpfq. Given a pair of operators Q1 and Q2 we
denote by Q1Q2 :“ Q1 ˝Q2 the composition of the operators defined for functions f on S by
pQ1 ˝Q2qpfq :“ pQ1Q2qpfq “ Q1pQ2pfqq (2.3)
We also write Qn the n iterate of Q defined by the recursion Qnpfq “ QpQn´1pfqq “ Qn´1pQpfqq.
When Qp1q ą 0 we let Q be the Markov operator
Q : f P BpEq ÞÑ Qpfq :“ Qpfq{Qp1q P BpEq
We also let φ be the mapping from PpEq into itself defined by
φpηq “ ηQη with Qη :“
Q
ηQp1q
ùñ ηQηp1q “ 1 and φpδxqpfq “ Qpfqpxq (2.4)
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Notice that
Qηp1q “ µQηp1q Qµp1q ùñ pµQηp1qq´1 “ ηQµp1q




}Mpx, .q ´Mpy, .q}tv “ sup toscpMpfqq : f P OscpEqu
For any µ1, µ2 P PpEq and any pair of Markov transition M1,M2 from E into itself we have
βdobpM1M2q ď βdobpM1q βdobpM2q and }µ1M ´ µ2M}tv ď βdobpMq }µ1 ´ µ2}tv (2.5)
2.3 Taylor expansions
The Feynman-Kac semigroups discussed in section 3.2 have the same form as the map φ discussed in
(2.4) (see for instance (3.7)). The stochastic perturbation analysis developed in section 5 is mainly
based on a second order Taylor expansion of these maps (see for instance the proof of proposition 3.5,
as well as the perturbation semigroup equation presented in theorem 5.2 and the Aleeksev-Gröbner
interpolation formula stated in theorem 5.7).
To describe in some details these Taylor expansions, consider the collection of first order integral
operators Bηφ indexed by η P PpEq and defined by
Bηφ : f P BpEq ÞÑ Bηφpfq “ Qη rf ´ φpηqpfqs P BpEq ùñ ηBηφ “ 0 “ Bηφp1q (2.6)
Rewritten in integral form, we have
Bηφpfqpxq “
ż
Bηφpx, dyq fpyq with Bηφpx, dyq :“ Qηpx, dyq ´Qηp1qpxq φpηqpdyq
For any η, ν P PpEq we have the first order Taylor expansion
φpνq ´ φpηq “ ηQνp1q ˆ pν ´ ηqBηφ with pν ´ ηqBηφpdyq :“
ż









ùñ }Bηφpfq} ď }Q




νp1q} ^ }Qηp1q}s βdobpQq










which is valid for any x ą 0 and n ě 1, we check the Taylor with remainder expansion





pν ´ ηqbk Bkηφ`
1
pn` 1q!










and Bn`1ν,η φ :“ ηQ
νp1q Bn`1η φ
For any µ, η P PpEq we have the decomposition
Bηφpfq “ Q
ηrf ´ φpηqf s “ µQηp1q pBµφpfq `Q
µp1q rφpµq ´ φpηqspfqq
2.4 Carré du champ operators
The generator L of a stochastic process Xt on some measurable space pE, Eq provides a simple and
natural way to define the evolution of the random path of the process.
These operators are also the stepping stone of stochastic calculus. They play the same role as
the vector fields associated with a dynamical system and they allow to derive integration by parts
formula; see for instance section 4.1 in the context of mean-field particle processes. The carré du
champ operator ΓL associated with the generator L characterizes the predictable quadratic part of
these integration by parts formula (see for instance (4.2) and (4.3)).
In this section we review some basic inequalities that allows to quantify the first order fluctuation
term as well as the second order bias term in the Aleeksev-Gröbner interpolation formula stated in
theorem 5.7.
The carré du champ operator ΓL acts on an algebra of functions DpLq Ă BpEq and it is defined
by the quadratic form
pf, gq P DpLq2 ÞÑ ΓLpf, gq “ Lpfgq ´ fLpgq ´ gLpfq P BpEq




ΓLpf, fqΓLpg, gq and ΓLpcfq “ c2 ΓLpfq (2.10)
The above inequality yields the estimate








Let Ld be some bounded jump-type generator of the following form
Ldpfqpuq “ λpuq
ż
pfpvq ´ fpuqq Jpu, dvq
for some bounded rate function λ and some Markov transition J on E. In this case, we have
ΓLdpf, gqpuq “
ż
Ldpu, dvq pδv ´ δuq
b2
pf b gq
The convergence analysis of the particle measures (1.3) developed in section 5.2 is also based on the




pf1, . . . , fnqpuq :“
ż
Ldpu, dvq pδv ´ δuq
bn
pf1 b . . .b fnq (2.12)




µp1q, Bµφpfqq ` rφpµq ´ φpηqspfq ΓL pQ
µp1qq
(2.13)
for any f P DpLq as soon as Qηp1q, Bηφpfq P DpLq.
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2.5 Historical processes
The article discusses several classes of particle models evolving in path spaces, such as the complete
ancestral tree models and the genealogical tree based evolutions discussed in section 1.1.
In this short section, we review some basic facts on the concatenation of paths and the description
of historical semigroups.
For any s ď t, we denote by Ds,tpSq the set of càdlàg paths from rs, ts to the metric space
pS, dSq. Fo any given x “ pxrqsďrďt P Ds,tpSq we let x´ P Ds,tpSq the stopped path given by
x´puq :“
"
xu if u P rs, tr
xt´ if u “ t
For any r ď s ď t and any x “ pxuqrďuďs P Dr,spSq and y “ pyuqsďuďt P Ds,tpSq the concatenate
path px_ yq P Dr,tpSq is defined by
px_ yqpuq :“
"
xu if u P rr, sr
yu if u P rs, ts
ùñ x_ y “ x´ _ y
The set Dr,spSq can be embedded into Dr,tpSq by considering the stopped process extension
x “ pxuqrďuďs P Dr,spSq ÞÑ x^s :“ pxu^sqrďuďt P Dr,spSq with u^ s :“ min tu, su
When s “ t, the set Ds,spSq reduces to S and for any x “ pxuqrďuďs P Dr,spSq and y P S the
concatenate path px_ yq P Dr,spSq is given by to the càdlàg path
px_ yqpuq :“
"
xu if u P rr, sr
y if u “ s ùñ x “ x_ xs and x´ “ x_ xs´ (2.14)
Let Xs,tpyq be the stochastic semigroup of the process Xt starting at Xs “ y at time s ď t. The
stochastic semigroup pXs,t : DspSq ÞÑ DtpSq of the historical process pXt :“ pXsqsďt is defined for
any x P DspSq and s ď t by the stop-and-go formula
pXs,tpxq “ x_ rXs,tpxq “ x´ _ rXs,tpxq P DtpSq (2.15)
with the mapping
rXs,t : x “ pxuq0ďuďs P DspSq ÞÑ rXs,tpxq “ pXs,upxsqqsďuďt P Ds,tpSq
2.6 Coalescent operators
The complete ancestral as well as the genealogical tree evolutions ppξt,Xtq discussed in section 1.1
belong to the class of interacting jump processes in the space of càdlàg paths.
When a jump occurs in a genealogical tree evolution, a path-particle is killed and instantaneously
other path-particle duplicates. When a jump occurs in a complete ancestral tree evolution, a path-
particle restarts its evolution from a new selected state. In this situation, the jump of the historical
particle is characterized by the concatenation of the stopped process of the historical particle with
a new terminal state, from which the particle restarts its free evolution. The dual process pχt of the
historical process incorporates an additional permutation of the historical paths.
To describe with some precision these jumps, we need to introduce some new objects.
We denote by T and C the set of transpositions σι and coalescent maps cι indexed by ι “ pi, jq P





k if k R ti, ju
j if k “ i
i if k “ j
and ci,jpkq :“
"
k if k ­“ i
j if k “ i (2.16)
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Definition 2.1. For any a, b P xNy and x “ pxrqsďrďt P Ds,tpSqN we set
xa :“ pxapiqqiPrNs P Ds,tpSq
N Ca,bpxq :“ xa _ xbt and Ca :“ Ca,a (2.17)
Observe that for any a1, b1 and any a2, b2 P xNy we have
Ca1,b1 ˝ Ca2,b2 “ Ca2˝a1,b2˝b1 and Ca1pxq “ x
a1
We also mention that for any pi, jq P rN s20 we have
Cci,j ˝ Cσj,i “ Cσj,i˝ci,j “ Ccj,i and therefore Cσi,j ,cj,i “ Ce,ci,j ˝ Cσi,j (2.18)
Observe that for any index k P rN s we have the partition
rN s20 :“ tpi, jq P rN s
2
0 : i P rN s ´ tkuu Y tpk, jq P rN s
2
0 : j P rN s ´ tkuu

















if i “ k
(2.19)
A schematic picture of the jumps x Ce,ci,kpxq “ x_ x
ci,k




















We underline that the jump in Ce,ci,kpxq occurs on the k-th row trajectory while the jump in
Cσi,k,ci,kpxq occurs on the i-th row trajectory.










Between jumps all the particle models discussed in this article evolve independently as inde-
pendent copies of the reference process Xt introduced in section 1.1. Let Xis,t with i P rN s be N
independent copies of the stochastic semigroup Xs,t. We extend the stochastic semigroups intro-
duced p2.15q to product spaces and we let Xs,t, pXs,t and rXs,t the stochastic semigroups with the i-th
coordinates mappings defined for any for any z P SN and any x P DspSqN by the formulae
X is,tpzq :“ Xis,tpziq pX is,tpxq :“ pXis,tpxiq and rX is,tpxq :“ rXis,tpxiq
ùñ pXs,tpxq “ x_ rXs,tpxq “ x´ _ rXs,tpxq P DtpSqN
(2.20)
We also denote pξs,t and pχs,t the stochastic evolution semigroup of the processes pξt and pχt; that
is, for any s ď t we have the stochastic evolution semigroup formulae
pξs,tppξsq “ pξt and pχs,tppχsq “ pχt with the initial condition pξ0 “ ξ0 “ pχ0
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We define in the same vein the stochastic evolution semigroups Xs,t and Ys,t of the genealogical tree
processes Xt and Yt.
At jump times, these path-space interacting jumps stochastic flows are described by the com-
position of the coalescent operators presented in (2.17) and (2.19) with the stochastic evolution
semigroups (2.20).
Definition 2.3. For any a P C and any s ď t and k P rN s we define
pX as,t :“ Ca ˝ pXs,t pX
k,a
s,t :“ Cka ˝ pXs,t
pT as,t :“ Ce,a ˝ pXs,t pT
k,a
s,t :“ Cke,a ˝ pXs,t
(2.21)
Observe that














This yields for any r ď s ď t and any a, b P xNy and x P DrpSqN the composition formula
´
pX as,t ˝ pX br,s
¯















More generally, for any sequence of mappings an P xNy any x P Dt0pSqN and any non decreasing
time steps tn we have the formula
´




















with ap,n :“ ap ˝ ap`1 ˝ . . . ˝ an
Finally observe that for any a1, . . . , an P C and any k P rN s and x P Dt0pSqN we have
Ckci,j “ 1i ­“k Cci,j ` 1i“k Ccj,k
ùñ
´







The composition of the stochastic flows pT as,t is slightly more involved. For instance, for any
s ď r ď t and any a, b P C and x P DspSqN we have the concatenate path formulae
pT as,tpxq “ pXs,tpxq _ X as,tpxsq P DtpSqN
In addition, we have the composition rule
´
pT ar,t ˝ pT bs,r
¯
pxq “ pXs,rpxq _
´




X ar,t ˝ X bs,r
¯
pxsq







pXs,rpxq _ X bs,rpxsq
¯
_ X ar,tpX bs,rpxsqq




_ X ar,tpX bs,rpxsqq pby (2.20)q
This ends the proof of the lemma.
16





























0 s r t
Figure 6: Genealogical tree associated with the composition pT cj2,j1r,t ˝ pT
ck,j1
s,r
The dotted lines p j. . .q represent the paths associated with x, the plain lines p
j
´́ ´q represent
the paths associated with the stochastic semigroup Xj . A synthetic description of the composition
associated with the graph in figure 6 is given below in figure 7.










































0 s r t
Figure 7
2.7 Empirical measures
We fix some integer N ě 2 and for any 1 ď i ă j ď N and x “ pxiq1ďiďN on some N -fold cartesian
product EN of some measurable space pE, Eq we set
x´i “
`





x1, . . . , xi´1, xi`1, . . . , xj´1, xj`1, . . . , xN
˘
P EN´2
For any 1 ď i ď N and x “ pxiq1ďiďN P EN we consider the functions
ϕx´i : u P E ÞÑ ϕx´ipuq “
`
x1, . . . , xi´1, u, xi`1, . . . , xN
˘
P EN





δxi P PpEq (2.23)
In this notation, the generator Lt of the stochastic flow x P SN ÞÑ Xs,tpxq P SN introduced in






In the above display, DpLq Ă BpSN q stands for the set of functions F P BpSN q s.t. for any x P SN
we have
Fx´i :“ F ˝ ϕx´i P DpLq
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Let X “ pXiq1ďiďN be N independent random samples from some distribution η P PpSq. Using
(2.9) we have the first order expansion
φpmpXqq ´ φpηq
“ pmpXq ´ ηqBηφ´ ηpQ
mpXqp1qq ˆ pmpXq ´ ηqpQηp1qq ˆ pmpXq ´ ηqBηφ
(2.24)
Several estimates can be derived from the above decomposition. For instance using Cauchy-Schwartz
inequality we have the bias estimate
log pQp1qpxq{Qp1qpyqq ď q ùñ N |E rφpmpXqqpfqs ´ φpηqpfq| ď eq oscpQpfqq
The stochastic perturbation analysis discussed above will be used repeatedly in section 5.2 dedicated
to the convergence analysis of the empirical measures associated with the genetic particle models
discussed in section 1.1. For instance, theorem 5.7 is the extended version of the second order
expansion (2.24) to interacting particle occupation measures.
3 A brief review on Feynman-Kac measures
3.1 Exponential maps
For any s ď t and N ě 1 we let Zs,t be the exponential map defined by







P r0, 1s (3.1)
To simplify notation, when s “ 0 sometimes we write Zt instead of Z0,t. When N “ 1, the map
Zs,t reduces to the exponential map Zs,t defined by







P r0, 1s (3.2)
Observe that for any s ď t we have
Zt :“ Z0,t ùñ Ztp pXtq “ Zsp pXsq Zs,tp pXtq with the historical process pXt “ pXsq0ďsďt
To clarify the presentation when there are no possible confusions we write ZtpXq and Zs,tpXq instead
of Ztp pXtq and Zs,tp pXtq.
3.2 Evolution semigroups
Consider the flow of Feynman-Kac measures pγ, ηq : t P R` :“ r0,8rÞÑ pγt, ηtq P pM`pSq ˆ PpSqq
defined for any f P BpSq by the formulae
ηtpfq “ γtpfq{γtp1q with γtpfq :“ E pfpXtq ZtpXqq (3.3)
Observe that












with V t :“ Vt ´ ηtpV q (3.4)
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We also consider the Feynman-Kac semigroup
Qs,tpfqpxq “ E pfpXtq Zs,tpXq | Xs “ xq with Zs,tpXq :“ ZtpXq{ZspXq (3.5)
When V “ 0 the semigroup Qs,t resumes to the Markov semigroup Ps,t of the reference process Xt.
Definition 3.1. The mathematical model pγt, ηt, Qs,tq defined above and the measure Qt defined
in (1.1) is called the Feynman-Kac model associated with the reference process and the potential
function pXt, Vtq.
We further assume that the (infinitesimal) generators Lt of Xt are well defined on some common
sub-algebra DpSq Ă BpSq, and for any s ă t we have Qs,tpBpSqq Ă DpSq.
We let Vtpfq “ Vtf the multiplication operator on BpSq. We also let Lt “ Lct ` Ldt be the
decomposition of the generator Lt in terms of a diffusion-type operator Lct and a bounded jump-
type generator of the following form
Ldt pfqpuq “ λtpuq
ż
pfpvq ´ fpuqq Jtpu, dvq
for some bounded rate function λt and some Markov transition Jt on S.
In this notation, for any f P DpSq and s ď t we have
Btγtpfq “ γtpL
V
t pfqq with L
V
t “ Lt ´ Vt ùñ γt “ γsQs,t (3.6)
The semigroup associated with the normalized Feynman-Kac measures ηt is given for any s ď t
by the formula
ηt “ φs,tpηsq :“
ηsQs,t
ηsQs,tp1q
ùñ Btηtpfq “ Λtpηtqpfq :“ ηtpL
V
t pfqq ` ηtpVtq ηtpfq (3.7)
with the collection of functional linear operators
Λtpηq : f P DpSq ÞÑ Λtpηqpfq :“ ηpLVt pfqq ` ηpVtq ηpfq P R
Finally we recall that ηt “ LawpYtq can be interpreted as the law of a nonlinear Markov process
Yt associated with the collection of generators Lt,η defined for any pη, f, xq P pPpSq,DpSq ˆ Sq by
Lt,ηpfqpxq :“ Ltpfqpxq ` Vtpxq
ż
pfpyq ´ fpxqq ηpdyq ùñ Λtpηq “ ηLt,η (3.8)
3.3 Path space measures
3.3.1 Historical processes
Consider a Feynman-Kac model pγ1t, η1t, Q1s,t,Q1tq associated with some auxiliary Markov process X 1t
on some metric space pS1, dS1q, and some bounded non negative potential functions V 1t on S1. For












and Q1tpF q 9 E
ˆ


























1q and set VtpXtq :“ V 1t pX
1
tq (3.9)
In this situation, we have Q1t “ ηt, with the measure ηt defined in (3.3); that is we have










In the reverse angle, consider a collection of Feynman-Kac measures ppγt, pηt, pQs,tq defined as
pγt, ηt, Qs,tq by replacing in (3.3) and (3.5) the pair pXt, Vtq by the historical process
pXt :“ pXsqsďt P
pS :“ Ytě0DtpSq and the potential function pVtp pXtq :“ VtpXtq (3.10)
For instance, replacing pXt, Vtq by p pXt, pVtq in (3.3) and (3.5) for any F on DtpSq we have the formula
pηtpF q 9 E
ˆ







This shows that pηt “ Qt, with the measure Qt introduced in (1.1). We underline that Qt differs
from the law of the the historical process pYt :“ pYsqsďt of the nonlinear process Yt discussed in the
end of section 3.2.
To avoid unnecessary technical discussions we distinguish these models with the following ter-
minology.
Definition 3.2. The Feynman-Kac model associated with the historical process pXt and the potential
function pVt is called the path-space version of the Feynman-Kac model associated with the process Xt
and the potential function Vt. In the reverse angle the Feynman-Kac model associated with the pair
pXt, Vtq is called the marginal model of the Feynman-Kac model associated with the pair p pXt, pVtq.
Let Lt be the generator of Xt defined on some common sub-algebra DpLq Ă BpSq. In this
situation, the generators pLt of the historical process pXt can be defined on some common domain
DppLq Ă BppSq in two different ways:
The more conventional approach is to consider cylindrical functions
fp pXtq :“ ϕpXs1 , . . . , Xsn , Xtq (3.11)
that only depend on a given finite collection of time horizons si ď si`1 ă t, with 1 ď i ă n, and
some bounded functions ϕ from Sn`1 into R. The regularity of the "test" function ϕ depends on the
process at hand. For jump-type processes, no additional regularity is required. For diffusion-type
processes the function is often required to be compactly supported and twice differentiable.
Another elegant and more powerful approach is to use the functional Itô calculus theory devel-
oped by B. Dupire in an unpublished article [48] dating from 2009, and further developed in [21, 52].
This path-dependent stochastic calculus allows to consider more general functions such as running
integrals or running maximum of the process Xt. It also allows to consider diffusion-type processes
with a drift and a diffusion term that depends on the history of the process.
These path space models and their applications in the context of genealogical tree based particle
models and historical processes were also presented in the early 2000s in previous work of one of
the authors with Miclo [37, 38, 39].
The path space pS is equipped with a time-space metric d
pS
so that ppS, d
pS
q is a complete and
separable metric space (cf. for instance proposition 1.1.13 and theorem 1.1.15 in [77]). The smooth-
ness properties of continuous function f on S are defined in terms of time and space functional
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derivatives. Thus, for diffusion-type historical processes pXt, the generator pLt is defined on functions
F P DppLq which a differentiable w.r.t. the time parameter and, as before twice differentiable with
compactly supported derivatives (cf. for instance theorem 1.3.1 in [77], as well as the pathwise
change of variable formula stated in theorem 5.3.6 in [6]). For instance, for the cylindrical functions
discussed in (3.11) we have
pLtpfqp pXtq “ Lt pϕpXs1 , . . . , Xsn , .qq pXtq
as soon as the section y ÞÑ ϕpx1, . . . , xn, yq belongs to DpLq. In the same vein, for path-integral
functionals, we have
fp pXtq :“ gpXtq `
ż t
0
hpXsq ds ùñ pLtpfqp pXtq “ LtpgqpXtq ` hpXtq
as soon as g P DpLq and h P BpSq. We also have the jump formula
∆fp pXtq :“ fp pXtq ´ fp pXt´q “ fp pXt´ _Xtq ´ fp pXt´q
It is clearly not the scope of the article to describe in full details the functional Itô calculus on
path space. We rather refer the reader to the article [52] and the Ph.D thesis of Saporito [77]. The
discrete time version of these historical processes calculus in the context of path-space interacting
particle systems can be found in [38], see also [24, 25] and references therein.
In the further development of the article we shall use these ideas back and forth. We already
mention that the mean field particle interpretation of the Feynman-Kac measures associated with
an historical process pXt coincides with the genealogical tree-based particle evolution of the marginal
model.
Let Dp pLq be the set of functions F on pSN :“ Ytě0DtpSqN s.t. for any x P DtpSqN we have
Fx´i :“ F ˝ ϕx´i P DppLq


















For instance, we can define pX p2qs,t px, yq :“ p pXs,tpxq, pXs,tpyqq firstly when xs “ ys by
pXs,tpxq “ x_ rXs,tpxq pXs,tpyq “ y _ rXs,tpyq with rXs,tpxq “ rXs,tpyq
When xs ­“ ys, the processes pXs,tpxq and pXs,tpyq are chosen independent.
3.3.2 McKean measures
Definition 3.3. The McKean measure Mt is the distribution on DtpSq of the historical process
pYt :“ pYsqsďt of the nonlinear process Yt discussed in (3.8).
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Observe that the t-marginal of Mt coincides with ηt, that is we have
F ppYtq “ fpYtq ùñ
ż
F pyq Mtpdyq “ EpF ppYtqq “ EpfpYtqq “
ż
fpzq ηtpdzq
The generator pLt,ηt of pYt only depends on the marginal probability ηt on S and it is given for any
function F P DppLq and any x “ pxsqsďt P DtpSq by the formula
pLt,ηtpF qpxq “ pLtpF qpxq ` pVtpxq
ż
pF px_ zq ´ F pxqq ηtpdzq
where pLt stands for the generator of the historical process pXt :“ pXsqsďt and pVt is the potential
function on path space given in (3.10).
Following (3.10), the Feynman-Kac measures Qt “ pηt associated with the historical process and
the potential function p pXt, pVtq on path space pS satisfy for any F P DppLq the evolution equation
BtQtpF q “ QtpLt,QtpF qq
with the generator Lt,Qt defined for any F P DppLq and x P DtpSq by the formula
Lt,QtpF qpxq “ pLtpF qpxq ` pVtpxq
ż
pF pyq ´ F pxqq Qtpdyq (3.12)
Arguing as above, Qt “ LawpY tq can be interpreted as the law of a nonlinear Markov process
Y t P DtpSq associated with the collection of generators Lt,Qt . Here again, besides the fact that Y t
is a random path, we underline that Y t is not the historical path of an auxiliary Markov process.
The historical process pYt is a jump type process taking values in the path space pS :“ Ytě0 DtpSq.
Let pTnqně0 be a collection of jump times occurring at a rate pVtppYtq :“ VtpYtq that only depends on
the terminal value of the historical process. We use the convention T0 “ 0 when n “ 0. Also let
ppY nt qně0 be a collection of DtpSq-valued independent random variables with common law Qt. The
terminal time variables Y nt :“ pY nt ptq are independent random variables with common law ηt.
Between the jump times Tn, the process pYt evolves as the historical process pXt of the reference
process Xt. At each jump time Tn the predictable path pYTn´ jumps onto the càdlàg path pYTn given
by the concatenate path
pYTn :“ pYTn´ _ Y
n
Tn
In the above display, Y nTn stands for a random sample from ηTn independent of
pYTn´. Thus, for any
Tn ď t ă Tn`1 we have
pYt “ pXTn,tppYTnq “ pYTn _ rXTn,tppY
n




We summarize the above discussion with the following proposition.

















































dr1 . . . drn
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When the function F p pXtq “ fpXtq only depends on the terminal time, we recover the fact that
MtpF q “ γtpfq e
şt







“ EpfpYtqq “ ηtpfq (3.13)
The detailed proof of the above assertion is provided in the appendix, on page 45.
3.4 Some regularity conditions
This section discusses in some details the two main regularity conditions used in the further devel-
opment of the article.
Firstly, observe that the semigroup Ps,t associated with the historical process Xt “ pX 1sqsďt
discussed in (3.9) never satisfies the regularity condition pH0q stated in (1.7). Nevertheless it may
happen that the semigroup P 1s,t associated with X 1t satisfies condition pH0q. In this situation, to
avoid repetition or unnecessary long discussions we simply say that pH 10q is met.
We also use the following weaker conditions:
pH1q Dα ă 8 Dβ ą 0
s.t. @s ď t @f P BpSq oscpQs,tpfqq ď α e´βpt´sq oscpfq (3.14)
pH2q Dq ă 8 s.t. @s ď t @x, y P S log pQs,tp1qpxq{Qs,tp1qpyqq ď q (3.15)
As before when the semigroup Q1s,t and Q1s,t of associated with a marginal Feynman-Kac model
satisfy condition pHiq, to avoid repetition or unnecessary long discussions we simply say that pH 1iq
is met. We mention that
pH0q ùñ pH1q ùñ pH2q
The proof of the l.h.s. implication can be found in [40] (see for instance remark 2.2 and the
contraction inequalities stated in proposition 2.3). In this context, the parameters pα, βq do not




rφs,upδyqpVuq ´ φs,upδxqpVuqs du (3.16)
This implies that
pH1q ùñ pH2q with q “ αβ´1 oscpV q with oscpV q :“ sup
tě0
oscpVtq
Using (2.7) we also have
pH2q ùñ }Bηφs,tpfq} ď e
q oscpfq
`
since oscpQs,tpfqq ď oscpfq
˘
pH1q ùñ }Bηφs,tpfq} ď r e
´βpt´sq oscpfq with r “ α eq and q “ αβ´1 oscpV q (3.17)







in the above display, f and f 1 stand for some bounded measurable functions on the path space
DtpS








pH 11q ùñ pH2q is met with q “ αβ
´1 oscpV q and }Bηφs,tpfq} ď eq oscpfq (3.18)
In the reverse angle, the Feynman-Kac semigroups on path space pQs,t discussed in (3.10) is







| pXs “ x
¯
(3.19)
with the exponential map Zs,t defined in (3.2). The above semigroup never satisfies the regular-
ity condition pH1q stated in (1.7). Nevertheless arguing as in (3.18) permuting pQ1s,t, Qs,tq and
pQs,t, pQs,tq we have
pH1q ùñ p pH2q (3.20)
In the above display, p pH2q stands for the condition defined as pH2q by replacing Qs,t by pQs,t and
the state S by the path space DspSq.
3.5 Forward and backward equations
Proposition 3.5. For any s ď t and η P PpSq we have the Gelfand-Pettis forward and backward
differential equations
Btφs,tpηsq “ Λtpφs,tpηsqq and Bsφs,tpηq “ ´ΛspηqBηφs,t (3.21)
In addition, for any mapping φ of the form (2.4) we also have
Btφ pφs,tpηqq “ ΛtpηqBφs,tpηqφ and Bsφ pφs,tpηqq “ ´ΛspηqBφs,tpηqφ (3.22)
Proof. The l.h.s. assertion in (3.21) is a direct consequence of (3.7).
The r.h.s. differential formula in (3.21) as (3.22) can be checked using brute force and lengthy
calculations from the backward evolution equations associated with Feynman-Kac semigroups.
A more judicious and more direct approach is to apply a second oder perturbation approach.
For instance, applying the second order Taylor with remainder expansion (2.9) to the mapping φs,t
given in (3.7), for any s` h ď t we find that
φs,tpηq “ φs`h,t pη ` rφs,s`hpηq ´ ηsq







On the other hand we have
φs,s`hpηq “ η ` Λspηq h`Oph2q and φs,s`hpηqQηp1q “ 1`Ophq
This yields
φs,tpηq “ φs`h,tpηq ` ΛspηqBηφs`h,t h`Oph2q
from which we check the backward evolution formula
h´1 rφs`h,t pηq ´ φs,tpηqs ÝÑhÑ0 Bsφs,tpηq “ ´ΛspηqBηφs,t
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For any mapping φ of the form (2.4), applying the third order Taylor with remainder expansion
(2.9) we also have












Arguing as above we check (3.22). This ends the proof of the proposition.
4 Interacting genetic type particle systems
4.1 Mean field particle processes
Definition 4.1. The N -mean field particle interpretation of the nonlinear process discussed in (3.8)





P SN with generator Gt given for any F P DpLq






with the collection of generators Lt,µ indexed by probability measures µ on S defined in (3.8).
Let F :“ pFtqtě0, with Ft “ σpξs : s ď tq be the filtration generated by the mean field particle
model defined in (4.1). Also let Dpr0, T s, SN q be the set of functions
F : pt, xq P pr0, T s ˆ SN q ÞÑ Ftpxq P R
with a bounded derivative w.r.t. the first argument and s.t. Ft P DpLq, for any t P r0, T s. For any
F P Dpr0, T s, SN q, and any T ě 0, applying the Itô integration by part formula (see for instance
section 15.5 in [42]) we have
dFtpξtq “ rBtFt ` GtpFtqs pξtq dt` dMtpF q (4.2)
In the above displayMt stands for a martingale random field on Dpr0, T s, SN q with angle bracket
defined for any functions F,G P Dpr0, T s, SN q and any time horizon t P r0, T s by the formula
BtxMpF q,MpGqyt “ ΓGtpFt, Gtqpξtq (4.3)
Choosing functions of the form
Ftpxq “ mpxqpftq and Gtpxq “ mpxqpgtq ùñ ΓGtpFt, Gtqpξtq “ mpξtqΓLt,mpξtqpft, gtq (4.4)
for some f, g P Dpr0, T s, Sq, we also check that the occupation measure mpξtq P PpSq satisfies the
stochastic equation






with a martingale random field Mt on Dpr0, T s, Sq with angle brackets by the formula
BtxMpfq,Mpgqyt
“ mpξtqpΓLtpft, gtqq `
ż
mpξtqpduq mpξtqpdvq Vtpuq pftpvq ´ ftpuqqpgtpvq ´ gtpuqq
With a slight abuse of notation we also write Mt the extension of the random field Mt to F-
predictable functions Dpr0, T s, Sq.
In the further development of the article we write pM ct ,Mctq and pMdt ,Mdt q the continuous and










The angle bracket of Mdt is given for any functions F,G P Dpr0, T s, SN q and any time horizon






















4.2 Historical and genealogical tree evolutions





P SN discussed in (4.1) can









pFx´ipyq ´ F pxqq mpxqpdyq

(4.6)
The process ξt is called the N -mean field particle interpretation of the Feynman-Kac measures
ηt defined in (3.3).
The process ξt “ pξitqiPrNs P SN can be interpreted as a genetic type particle system with
mutation associated with the generator Lt and selection dictated by the potential function Vt.
Between the jumps the particles ξit evolve independently as independent copies of a process with
generator Lt. At rate Vtpξitq the particle is killed and instantly a particle randomly selected in the
pool duplicates.
The historical process pξt “ pξsqsďt P pS
N coincides with the N -mean field interpretation of the
historical process pYt “ pYsqsďt P pS of the nonlinear process Yt defined in (3.8), with the path space
pS defined in (3.10).











i _ zq ´ F pxqq mpxtqpdzq

(4.7)
The genealogical tree evolution associated with the genetic type particle system ξt P SN coincides
with the N -mean field interpretation Xt “ pXitqiPrNs P DtpSqN of the DtpSq-valued nonlinear process
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Y t defined in (3.12). The generator Gt of Xt is given for any function F P Dp pLq and x “ pxsqsďt P
DtpSq













pFx´ipyq ´ F pxqq mpxqpdyq

(4.8)
with the collection of generators Lt,µ indexed by probability measures µ on DtpSq defined in (3.12).
Observe that Gt can be deduced from the operator Gt by replacing in p4.1q the generator and
the potential function pLt, Vtq and the state S by ppLt, pVtq and by the path space pS.
The process Xt is called the N -mean field particle interpretation of the Feynman-Kac measures
on path space pηt “ Qt defined in (3.12).
In contrast with Xt, the historical process pξt keeps track of all past-ancestral lines with no
descendants. Thus pξt can be interpreted as the complete ancestral tree associated with the genetic
type particle system discussed above.





i _ zq ´ F pxqq mpxtqpdzq









t q ´ F pxq
˘







This shows that for any i P rN s and at rate pVtppξ it q the i-th particle ξit jumps onto a randomly chosen
particle ξkt , with k P rN s ´ tiu. Also observe that the jump rate of the system pξt is given by the
stochastic intensity
pλtppξtq “ N mppξtqppV
´
t q “ pN ´ 1q mp
pξtqppVtq (4.9)
A graphical description of the historical process pξt with three jump times pT1, T2, T3q and the jump


















































Figure 8: Graphical description of the historical process pξt
The plain lines p
j
´́ ´q represent the path associated with N independent copies Xju,v of the
stochastic semigroup Xu,v of the process Xt with generator Lt. The dotted vertical arrows represent
the jumps from the in-th coordinate onto the jn-th one.


























0 T1 T2 T3 t
Figure 9: Description of the genealogical tree associated with the particle system ξt
In the above display the k-th ancestral line Xkt is represented by the doubled lines p q. A
graphical description of the genealogical tree Xt associated with the particle evolution presented in



































Figure 10: Graphical description of the genealogical tree Xt
4.3 Particle models with a frozen ancestral line
Definition 4.2. Let I be an uniform random sample on rN s. Given I, let pχt P DtpSqN be the
Markov process with initial condition pχ0 “ ξ0 and generator pGI,t defined for any function F P Dp pLq



















iq pF pxσi,I _ x
ci,I
t q ´ F pxqq
(4.10)
with the concatenate operation _ defined in (2.14).
Observe that pχt :“ ppχtpsqqsďt P DtpSqN is not necessarily the historical path of an auxiliary
Markov process.
To better connect the above generator with the operator pGt defined in (4.7) observe that
















iq pF pxσi,k _ x
ci,k
t q ´ F pxqq
This yields the following lemma.
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Lemma 4.3. The generators pGt and pGk,t defined in (4.7) and (4.10) are connected for any function
F P Dp pLq and x “ pxsqsďt P DtpSqN by the formula






with the bounded integral operator εi,k defined by the anti-symmetric functions
εk,ipF qpxq :“ pVtpx




iq F pxσi,k _ x
ci,k
t q “ ´εk,ipF qpx
σi,kq
Nevertheless, given I “ k, the end-state process ζt defined by
ζt :“ pχtptq P S
N
is a Markov process. Given I “ k, its generator Gk,t is given for any F P DpLq and x “ pxiq1ďiďN P



















kq ´ F pxqq
(4.11)
Given I, the genealogical tree Yt associated with the process pχt is the P DtpSqN -valued process




















Iq ´ F pxqq
(4.12)
As in (4.8), Gk,t can be deduced from the operator Gk,t by replacing in (4.11) the generator and
the potential function pLt, Vtq and the state S by ppLt, pVtq and by the path space pS.
Observe that the historical process pζIt “ pζks qsďt of the I-th particle in ζt :“ pζitqiPrNs evolves as
the historical process pXt and doesn’t depends on the remaining pN ´ 1q interacting particles.
This yields the following proposition.
Proposition 4.4. The I-th ancestral line YIt of the genealogical tree Yt :“ pYitqiPrNs P DtpSqN
coincides with the historical process pζIt :“ pζIs qsďt of the I-th particle ζIt ; that is, we have that
YIt “ pζIt
law
“ pXt P DtpSq (4.13)
Observe that the jump rate of the system pχt is given by the stochastic intensity




A synthetic description of the evolution of pχ given I “ k and the jumps
x xσj1,k _ x
cj1,k
t x x_ x
cj2,j1












































































In the above display the k-th ancestral line Ykt is represented by the doubled lines p q.


















































Figure 12: Graphical description of the process pχt



























0 Tk,1 Tk,2 Tk,3 t
Figure 13: Genealogical tree associated with the process pχt in figure 12
As in figure 8, the plain lines p
j
´́ ´q represent the path associated with N independent copies
Xju,v of the stochastic semigroup Xu,v of the process Xt with generator Lt. In this notation, we
have the formula








Observe that the generator GI,t of the genealogical tree Yt defined in (4.12) can be rewritten








iq ` pV ´t px
iq
ż





In the above display, pLz,t stands for the collection of operators indexed by z P DtpSq and defined
for any function f P DppLq and any y P DtpSq by
pLz,tpfqpyq :“ pLtpfqpyq `
2
N
pVtpyq pfpzq ´ fpyqq
In the same vein, replacing ppLt, pVtq by pLt, Vtq in (4.16), for any function F P DpLq and any
x “ pxiq1ďiďN P S








iq ` V ´t px
iq
ż
pFx´ipzq ´ F pxqq mpx
´Iqpdzq

the collection of operators Lz,tpfqpyq indexed by z P S and defined for any function f P DpLq and
any y P S by
Lz,tpfqpyq :“ Ltpfqpyq `
2
N







Definition 4.5. For any final time horizon T and given the ancestral line YIT “ pζ IT P DT pSq, we




t the conditional Feynman-Kac measures defined as in (3.12) and (3.3) by
replacing ppLt, pVtq by ppL´t , pV
´








and L´t :“ Lζ It ,t (4.17)
Using (4.13) we readily check the following theorem.
Theorem 4.6. For any time horizon T the I-ancestral line YIT P DT pSq has the same law as the
historical process pXt.
In addition, given the ancestral line YIT , the processes defined by











coincides with the conditional pN´1q-mean field particle interpretation of the conditional Feynman-
Kac measures Q´t and η
´
t .
4.4 Coupled historical and genealogical trees










and px, yq P DspSqp2Nq by the formula












Using (4.7) and (4.8) we check that the generator pHt of the coupled process ppξt,Xtq is defined
by the formula
pHtpF qpx, yq “ pLp2qt pF qpx, yq ` pJ
p2q
t pF qpx, yq ´
pλtpxq F px, yq (4.19)
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with the function pλt defined in (4.9) and the jump-intensity integral operator pJ
p2q
t given by
pJ p2qt pF qpx, yq :“
ÿ
ιPrNs20







In the above display, ci,j and Ca,b stands for the coalescent maps and operators defined in (2.16)
and (2.17).





for any F P BpDtpSqp2Nqq and px, yq P DtpSqp2Nq by the formula









Using (4.10) and (4.12) we check that the generator pHI,t of the conditional coupled process
ppχt,Ytq given I is defined for any F P Dp pLp2qq and px, yq P DtpSqp2Nq by the formula
pHI,tpF qpx, yq “ pLp2qt pF qpx, yq ` pJ
p2q
I,t pF qpx, yq ´
pλI,tpxq F px, yq (4.22)
with the rate function pλk,t defined in (4.14) and the jump-intensity integral operator pJ
p2q
k,t given by









pλI,jI,t pxq F pCσI,j ,cj,I pxq,Ccj,I pyqq with pλ
i,j
k,t :“ 1i ­“k
pλi,jt ` 1i“k
pλj,kt
In the above display, ci,j , σi,j and Ca,b stands for the coalescent maps and operators defined in
(2.16) and (2.17). Following word-for-word the proof of lemma 4.3, we check the following lemma.
Lemma 4.9. The jump intensities p pJ p2qt , pJ
p2q
k,t q and the generators p pHt, pHk,tq defined in (4.19) and
(4.22) are connected for any F P Dp pLp2qq and px, yq P DtpSqp2Nq by the formulae
pJ p2qt pF qpx, yq “ pJ
p2q





ε1k,ipF qpx, yq (4.23)






with the bounded integral operator ε1i,k defined by the anti-symmetric functions









ci,kq “ ´εk,ipF qpx
σi,k , yσi,kq (4.24)
Using (2.18) we check that

















Rewritten in a more compact form in terms of the collection of coalescent operators Cke,a and
Cka indexed by k P rN s and a P C introduced in (2.19), we obtain for any F P Dp pLp2qq and
px, yq P DtpSq
p2Nq the formula








The main objective of this section is to express the stochastic flows ppξs,t,Xs,tq in terms of the
stochastic evolution flows discussed in (2.20) and the jump intensity (4.20).
For any given s ě 0 and x P DspSq we denote by T
s,x
n an increasing sequence of jump times
with stochastic intensity pλtppξs,tpxqq. In the further development of this section, rs, tsn stands for






















with the exponential map Zs,t introduced in (3.1).
Definition 4.10. For any n ě 0 We denote by pU pnqs,t and pU
pnq
s,t the integral semigroups defined for
any F P BpDtpSqp2Nqq and px, yq P DspSqp2Nq by the formulae
pU pnqs,t pF qpx, yq :“ E
´
pUpnqs,t pF qpx, yq
¯
pUpnqs,t pF qpx, yq :“ F
´







Using (4.26) we have














1T s,x1 ąt |
pXs,t
¯




are connected by the Gelfand-Pettis weak-sense integra-
tion formulae
pΞs,t “ pU pN´1qs,t `
ż t
s
pU pN´1qs,r pJ p2qr pΞr,t dr
with the jump intensity integral operator pJ p2qr defined in (4.25). Iterating the above implicit formula,
we obtain the following proposition.
Proposition 4.11. For any s ď t and any F P BpDtpSqp2Nqq and px, yq P DspSqp2Nq we have the
Dyson-Phillips expansion





F ppξs,tpxq,Xs,tpyqq 1T s,xn ătăT s,xn`1
¯
(4.28)
with the iterated integrals
E
´
















pU pN´1qrn,t pF q
¯¯
pxq dr
We end this section with a probabilistic interpretation of (4.28) in terms of the collection of
maps pT as,t and pX as,t, indexed by a P C and s ď t defined in (2.21).
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By (4.19) and (4.20), given the stochastic flows pXs,t, the jump times T s,xn “ rn and the randomly
selected coalescent maps an “ cιn for some index ιn P rN s20 we have the stochastic evolution
semigroup formulae
pξrn´1,rn “
pT cιnrn´1,rn and Xrn´1,rn “ pX
cιn
rn´1,rn
In addition, whenever rn ď t ă rn`1 we have
pξs,t “ pXrn,t ˝ pT ι,pnqr,rn and Xs,t “ pXrn,t ˝ pX
ι,pnq
r,rn (4.29)
with the convention r0 “ s, and the compositions
pT ι,pnqr,rn :“ pT
cιn
rn´1,rn ˝ . . . ˝
pT cι1r0,r1 and pX ι,pnqr,rn :“ pX
cιn
rn´1,rn ˝ . . . ˝
pX cι1r0,r1 (4.30)




0 ˆ rs, tsn
¯
of the n first jump times and the





pT s,x1 , . . . , T
s,x












































This construction yields a probabilistic interpretation of the weak-sense Dyson-Phillips expansion
stated in (4.28).
Theorem 4.12. For any s ď t, any n ě 1 and any F P BpDtpSqp2Nqq and px, yq P DspSqp2Nq we










































Corollary 4.13. For any s ď t, and any F P BpDtpSqp2Nqq, px, yq P DspSqp2Nq and n ě 1 we have
the almost sure formula
E
´




















with the semigroup pUpNqs,t defined in (4.27), and the convention r0 “ s.
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In addition, for any y P DrnpSqN and n ě 1 we have
Ern´1,rn pyq ˆ Zrn´1,rn pyq “ Zrn´1,rn pyq
N
The end of the proof of the corollary is now easily completed.
5 Perturbation analysis
5.1 Semigroup estimates
We consider a collection of generators Lεt and potential functions V δt of the form
Lεt “ Lt ` ε Lt and V
δ
t “ Vt ` δV t with ε, |δ| P r0, 1s
In the above display, V t stands for some uniformly bounded function and Lt a bounded generator
of an auxiliary jump type Markov process of the form
Ltpfqpxq “ λpxq
ż
pfpyq ´ fpxqq Ktpx, dyq
for some jump rate function function λpxq and some Markov transitions Ktpx, dyq such that
λ1 ď λpxq ď λ2 and $1 κtpdyq ď Ktpx, dyq ď $2 κtpdyq
In the above display, λi, $i stands for some positive parameters and κt some probability measures.
We let P εs,t be the transition semigroup of the process with generator Lεt. In this notation, we
have the following technical lemma.
Lemma 5.1. Assume that Ps,t satisfies pH0q for some parameters h and ρphq ą 0 and some
probability measures µt,h. In this situation, for any ε P r0, 1s and t ě 0 there exists some probability























The proof of the above lemma is provided in the appendix on page 45.
We consider the Feynman-Kac semigroup Qδ,εs,t defined as Qs,t by replacing Vt by V δt and Xt by
a Markov process with generator Lεt.
Also let φpδ,εqs,t be defined as φs,t by replacing Qs,t by Q
δ,ε
s,t, and set
Lδ,εt “ εLt ´ δ Vt and L
δ,ε
t,η “ εLt ´ δpVt ´ ηpVtqq with Vtpfq :“ V t f
Theorem 5.2. For any |ε|, |δ| P r0, 1s and any s ď t we have the perturbation semigroup Gelfand-














In addition, for any η P PpSq we have




























u,tq “ ´ε Qs,u Lu Q
δ,ε
u,t ` δ Qs,u Vu Q
δ,ε
u,t
The perturbation analysis of the normalized semigroups φδ,εs,t is slightly more involved.





“ Λδ,εt pηq `Ophq
For any given s ď t, we consider the interpolating maps u P rs, ts ÞÑ ∆δ,εs,u,t defined by
∆δ,εs,u,t :“ φu,t ˝ φ
δ,ε
s,u













































































On the other hand, we have
”
Λδ,εt pηq ´ Λtpηq
ı
pfq “ ε ηpLtpfqq ´ δ ηpf pV t ´ ηpV tqqq
By symmetry arguments, this ends the proof of the theorem.
Corollary 5.3. For any s ď t and any η P PpSq we have the estimates
pH1q ùñ }φ
δ,ε
s,tpηq ´ φs,tpηq}tv ď c pε` δq
pH2q ùñ }φ
δ,ε
s,tpηq ´ φs,tpηq}tv ď c pε` δq pt´ sq
for some finite constant c whose value doesn’t depend on the parameters ps, t, ηq, nor on pε, δq.
5.2 Particle stochastic flows
Given a random measure µ on some measurable state space pE, Eq and some σ-field F Ă E we write
Epµ | Fq the first conditional moment measure given by
Epµ | Fq : f P BpSq ÞÑ Epµ | Fqpfq :“ Epµpfq | Fq
For any t ě 0, we let ∆mpξtq be the random jump occupation measure
∆mpξtq :“ mpξtq ´mpξt´q “ ∆Mt “Mt ´Mt´






t b . . .b f
pnq








t , . . . , f
pnq
t q (5.3)
with the operators Γpnq
Ld
mpξt´q
defined in (2.12). When n “ 2 the above formula resumes to









dpgqyt “ BtxMdt pF q,MdpGqyt
with the functions pF,Gq defined in (4.4)
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and their first variational measure
Υnmpξs´qφs,t :“ BsE r∆
nφs,tpmpξsqq | Fs´s
Choosing n “ 1 we have
∆φs,tpmpξsqq :“ ∆
1φs,tpmpξsqq “ φs,tpmpξsqq ´ φs,tpmpξs´qq







t b . . .b f
pnq
t q | Fs´
ı
ď enq }λ` V } (5.4)





























































This ends the proof of the proposition.





n´1epn`1qq }λ` V } (5.7)
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The detailed proof of the above estimate is provided in the appendix, on page 46.
In the further development of this section, for any given time horizon t and any f P BpSq we let
s P r0, ts ÞÑMdspφ.,tpmp.qqpfqq
be the martingale s P r0, ts ÞÑMdspF q associated with the function
ps, xq P r0, ts ˆ SN ÞÑ F ps, xq “ φs,tpmpxqqpfq
We also denote by









the martingale M cs pfq associated with the F-predictable bounded function
ps, xq P r0, ts ˆ S ÞÑ fspxq “ Bmpξs´qφs,tpfqpxq , resp. fspxq “ Q
mpξs´q
s,t p1qpxq
We are now in position to state and to prove the main result of this section.
Theorem 5.7. For any time horizon t ě 0 and any f P BpSq the interpolating function
s P r0, ts ÞÑ φs,tpmpξsqqpfq P R




























dM cs `∆mpξsq ´ Ep∆mpξsq | Fs´q
looooooooomooooooooon
!ds
Using Itô formula and the backward formula (3.21) we have
























∆φs,tpmpξsqqpfq ´∆mpξsqBmpξs´qφs,tpfq | Fs´
‰
ds
This ends the proof of the theorem.
The above theorem can be interpreted as an Aleeksev-Gröbner formula for interpolating semi-
groups on the space of measures [44].
Next corollary is a direct consequence of the recursion (5.6).
39





























Choosing s “ t and taking the expectation in (5.8) we obtain the following result.

























5.3 Some non-asymptotic estimates
Theorem 5.10. For any time horizon t ě 0 and any function f P OscpSq we have
pH1q ùñ |Epmpξtqpfqq ´ ηtpfq| ď c{N
pH2q ùñ |Epmpξtqpfqq ´ ηtpfq| ď c t{N (5.9)
In addition, for any function F P OscpDtpSqq we have
pH1q ùñ |EpmpXtqpF qq ´QtpF q| ď c t{N (5.10)
for some finite constant c whose value doesn’t depend on the parameters pt,Nq.
The assertion (5.10) is a direct consequence of (3.20) and (5.9). The proof of the estimates (5.9)
is mainly based on the decomposition presented in corollary 5.9. The estimates rely on elementary
but rather technical carré du champ inequalities, and semigroup techniques. Thus, the detail of the
proof is housed in the appendix, on page 46.
The first estimate stated in the above corollary extends the bias estimate obtained in [74] to
time varying Feynman-Kac models. The central difference between homogeneous and time varying
models lies on the fact that we cannot use h-process techniques. The latter allows to interpret the
Feynman-Kac semigroups in terms of more conventional Markov semigroups.
We end this section with a some more or less direct consequences of the above estimates in the
analysis of the measures discussed in theorem 4.6.
By corollary 5.3, for any N ą 1 we have
pH1q ùñ }η
´
t ´ ηt}tv ď c{N and pH2q ùñ }η
´
t ´ ηt}tv ď c t{N
with the Feynman-Kac measures η´t defined in (4.17).
Arguing as in the proof of (5.10) we also have the almost sure estimate
pH1q ùñ }Q´t ´Qt}tv ď c t{N
with the Feynman-Kac measures Q´t defined in (4.17).
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By (5.1), when pH0q is satisfied, the Feynman-Kac model defined in terms of the pair pL´s , V ´s q
given in (4.17) satisfies the stability property pH1q. Thus, using theorem 5.10 we readily deduce the
following estimates.
Corollary 5.11. Assume that pH1q is met. In this situation, for any f P OscpSq and F P






´ ηtpfq| ď c{N and |E
`




´QtpF q| ď c t{N
The above results give some information on the bias of the occupation measures. We end this
section with some propagation of chaos estimate. Using (5.8), for any functions fi P OscpSq we have
















































By (5.4) and using the same lines of arguments as in the proof of theorem 5.10 we check the following
estimates.














´ ηtpfq ηtpgq| ď c t{N







´QtpF q QtpGq| ď c t{N









´QtpF q QtpGq| ď c t{N
We can extend the above arguments to any finite block of particles.
6 A duality formula
6.1 Many-body Feynman-Kac semigroups
For any given s ě 0 and x P DspSq we denote by T
s,x
k,n an increasing sequence of jump times with
intensity pλk,tppχs,tpxqq, on the time horizon t P rs,8r. We use the convention T
s,x
k,0 “ 0 for n “ 0.
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Definition 6.1. Let pΠs,t be the many-body Feynman-Kac semigroup defined for any F P BpDtpSqp2Nqq
and px, yq P DtpSqp2Nq by the formula









We are now in position to state and prove the main result of this section.
Theorem 6.2. For any s ď t, and any F P BpDtpSqp2Nqq, any px, yq P DspSqp2Nq and n ě 1 we
have the almost sure formula
E
´














with the exponential map Zs,t on DtpSq defined in (3.2). In addition, we have the conditional
transition semigroup formula





































with the bounded integral operators ε1i,k defined in (4.24). Replacing in the r.h.s. expectation pXs,t










































In the above display, pU pNqs,t stands for the Feynman-Kac semigroup defined in (4.27) and rs, tsn the
Weyl chamber introduced in (2.2). The end of proof of (6.2) is rather technical but it follows the
same arguments as the ones used in the proof of theorem 4.12, thus it is provided in the appendix,
on page 50.
The second assertion is obtained by summing over the number of jumps in the interval rs, ts.
Alternatively, in terms of generators, using (4.23) and recalling that




















for any k P rN s. This implies that



























we check that Bt pΠ
pIq








This ends the proof of the theorem.
Next corollary is a direct consequence of the above theorem and it extends the duality formula
presented in [34] to continuous time Feynman-Kac models.
Corollary 6.3. For any t ě 0 and F P BpDtpSqp2Nqq we have the almost sure formula
















with the function Zt defined as Zt by replacing Vt by the normalized potential V t defined in (3.4).
This yields for any F P BpDtpSqN`1q the duality formula















6.2 Particle Gibbs samplers
For any given time horizon t ě 0, the probability measure introduced in (6.4) takes the form
Πtpdpz1, z2qq P PpE1 ˆ E2q with E1 “ DtpSqN and E2 :“ DtpSq
The first marginal of the measure Πt is given for any F P BpDtpSqN q by the formula
πtpF q :“ E
`
F pXtq Zt pXtq
˘















| I “ k
¯
“ QtpF q
In addition, for any k, l P rN s we have














| I “ l
¯
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Thus, under pΠt all the ancestral lines in Yt are distributed according to Qt. In addition, the second
marginal of the measure Πt is given for any F P BpDtpSqq by the formula
















m pXtq pF q Zt pXtq
˘
This yields the duality formula stated in (1.6) and in corollary 6.3.
The transition of the Gibbs-sampler with target measure Πt on E :“ pE1 ˆ E2q is defined by
Stppz1, z2q, dpz1, z2qq :“ Btpz2, dz1q Atpz1, dz2q (6.5)















By construction, we have the duality property
Πtpdpz1, z2qq Stppz1, z2q, dpz1, z2qq “ Πtpdpz1, z2qq S´t ppz1, z2q, dpz1, z2qq (6.6)
with the backward transition
S´t ppz1, z2q, dpz1, z2qq “ Atpz1, dz2q Btpz2, dz1q
Integrating (6.6) w.r.t. z1 we also have the reversibility property
Qtpdz2q Ktpz2, dz2q “ Qtpdz2q Ktpz2, dz2q
with the Markov transition Kt “ Bt ˝ At from DtpSq into itself defined for any F P BpDtpSqq and
z P DtpSq by
KtpF qpzq :“
ż
Ktpz, dzq F pzq “ E
`
mpYtqpF q | YIt “ z
˘
We further assume that the Markov transitions of Xt satisfy condition pH0q and thus pH1q. In this
situation, using corollary 5.11, for any time horizon t ě 0, any function F P OscpDtpSqq and and
n ě 1 we check that
}KtpF q ´QtpF q} ď c pt_ 1q{N
for some finite constant c whose value doesn’t depend on the parameters pF, t,Nq. This implies
that
oscpKtpF qq ď c pt_ 1q{N oscpF q and βdobpKtq ď c pt_ 1q{N
For any µ P PpDtpSqq, we conclude that
}µKnt ´Qt}tv ď pc pt_ 1q{Nqn ˆ }µ´Qt}tv.
The last assertion is a direct consequence of the contraction inequalities (2.5).
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ds1 . . . dsn
¸
This ends the proof of (3.13).
Proof of lemma 5.1
Let Xs,tpxq, with t ě s, be the stochastic flow associated with the generator Lt starting at Xs,spxq “






















For non negative functions f and any t ě 0 and h ą 0 we have
















In the same vein, we have

























This ends the proof of the lemma.
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Proof of lemma 5.6












































































ď ep2`kqq }λ` V }
Proof of theorem 5.10














































On the other hand, we have
Bηsφs,tpfq “ Q
ηs


































Lt,µpfq “ Ltpfq ` Vt rµpfq ´ f s ðñ Ltpfq ´ Lt,µpfq “ Vt rf ´ µpfqs
This yields the formula
ηΓLt,ηpf, gq ´ ηΓLtpf, gq “
ż
ηpdxq ηpdyq Vtpyq rfpyq ´ fpxqsrgpyq ´ gpxqs
“ ηpVtpfgqq ` ηpVtq ηpfgq ´ ηpfVtq ηpgq ´ ηpgVtq ηpfq
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ď 1` 2e2q }V } t
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2q ´mpξsqpVs Bηsφs,tphqq mpξsqpBηsφs,tphqq
‰
ds
ď 1` 4e2q }V } t









| ds ď 2e3q
“
1` 4e2q }V }
‰
t
Combining the above estimate with (5.7) and corollary 5.9 whenever pH2q is met we conclude that
|Epmpξtqpfqq ´ Epφ0,tpmpξ0qqpfqq| ď 2e3q
ˆ
1` 4e2q }V } `
1
N2
2eq }λ` V }
˙
t{N




























rVupXuq du | Xs “ x
¯
with rVtpxq “ V tpxq ´ rβ





























































































































when rβ “ ´β{2

































ď 1` r2p2}V } ` rβq pβ ´ rβq´1 “ 1` r2p4}V }β´1 ` 1q when rβ “ β{2












` e2q eβpt´sq{2mpξsqΓLs,mpξsq pBηsφs,tpfqq
In the last assertion we have used the fact that the estimate
?
ab ď ca` b{c, for all a, b, c ą 0. This
ends the proof of the theorem.
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Proof of (6.2)
The proof follows the same lines of arguments as the ones used in the proof of corollary 4.13.
By (4.22) and (4.25), given I “ k, the historical flow pXs,t, the jump times T s,xk,n “ rn as well as
the randomly selected coalescent maps an “ cιn for some ιn P rN s20, for any rn ď t ă rn`1 we have
pχs,t “ pXrn,t ˝ pT ι,pk,nqr,rn and Ys,t “ pXrn,t ˝ pX
ι,pk,nq
r,rn (6.8)
with the semigroups ppT ι,pk,nqr,rn , pX
ι,pk,nq




r,rn q by replacing in (4.30) the maps
ppT as,t, pX as,tq by the maps ppT
k,a
s,t ,















































































































with pλI,tpxq “ pN ´ 1q mpx´IqppVtq





“ pX ks,rnpxq by (2.22)
We conclude that
qs,xI,np












pT s,xI,1 , . . . , T
s,x
I,nq P dpr1, . . . , rnq, pa1, . . . , anq “ pcι1 , . . . , cιnq, 1T s,xI,n`1ąt
| pXs,t, I
¯
We end the proof of (6.2) taking the expectations and using (6.3).
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