The Lehmer code is a classical and fundamental permutation code which encodes information about the inversions of a permutation. Denoncourt constructed a poset M ω which is the subposet of joinirreducible elements of the Lehmer codes of the permutations in [e n , ω] in the left weak Bruhat order, i.e., the inversion order, on S n for ω ∈ S n . In this paper, we investigate the poset structure of M ω in terms of pattern avoidance. First we show that M ω is a B 2 -free poset if and only if ω is a 3412-3421-avoiding permutation. Next we prove that M ω is poset isomorphic to the corresponding root poset if and only if ω is a 321-avoiding permutation.
Introduction
The Lehmer code [6] is a classical and fundamental permutation code which encodes information about the inversions of a permutation. The Lehmer code of a permutation ω ∈ S n is an n-tuple of nonnegative integers. Therefore a set of Lehmer codes has a poset structure under the product order on N n . In [3] , Denoncourt investigated the poset structure of the Lehmer codes of permutations in an interval in the left weak Bruhat order, i.e., the inversion order, and he showed that the poset is a distributive lattice. He also described the subposet of the join-irreducible elements of the distributive lattice and denoted it by M ω for ω ∈ S n . In this paper, we extend Denoncourt's work. More precisely, we investigate the poset structure of M ω in terms of pattern avoidance.
In Section 2 we prove that M ω does not have a subposet isomorphic to Boolean algebra of rank 2 if and only if ω is a 3412-3421-avoiding permutation. We remark that the number of 3412-3421-avoiding permutations in S n is enumerated by Schröder numbers. arXiv: 1111.3094 In Section 3 we discuss a relation between M ω and the corresponding root poset Δ(ω) which we introduce at the beginning of Section 3. The posets M ω and Δ(ω) are both described by using inversions and the number of elements of M ω and that of Δ(ω) are the number of inversions of ω. Hence it is natural to ask how these two structures are related. Indeed we show that M ω and Δ(ω) are order isomorphic if and only if ω is a 321-avoiding permutation.
In the remaining part of this section we give the definitions of pattern avoidance for permutations and posets. After that we introduce the Lehmer codes and Denoncourt's previous results about the poset structure of Lehmer codes of permutations in an interval.
Pattern avoidance for permutations and pattern avoidance for posets
In this paper we use one-line notation. We denote a permutation ω ∈ S n by the sequence ω (1) 
ω(2) · · · ω(n).
For ω ∈ S n and π ∈ S k with k < n, we say that a permutation ω has a π-pattern if st(
) is a permutation in S k defined by the following process: the smallest value of ω(i 1 )ω(i 2 ) · · · ω(i k ) is replaced with 1, the secondsmallest value is replaced with 2, and so on. We call st(
The most popular results on pattern avoidance are the enumerations of permutations avoiding a pattern of length three, which is enumerated by the Catalan numbers [4] , [5] . For further information on pattern avoidance, see Bóna's text [2] .
Next we introduce pattern avoidance for posets. Let P and Q be posets. A subposet R ⊂ P is called a Q-pattern subposet if R Q as a poset. We say that P is Q-free if P has no Q-pattern subposets. One interesting result about pattern avoidance for posets is that the number of 1 + 3-free and 2 + 2-free posets is enumerated by the Catalan numbers [7] . In this paper we consider B 2 -free posets, where B 2 is the Boolean algebra of rank 2.
The posets of Lehmer codes
Let Inv(ω) := {(i, j)|1 ≤ i < j ≤ n, ω(i) > ω(j)}, the set of inversions for ω ∈ S n , and let Λ ω := {σ|Inv(σ) ⊂ Inv(ω)}. In other words, Λ ω is the interval [e n , ω], where e n is the identity permutation, in the left weak Bruhat order, i.e., inversion order, on S n [1] .
the number of inversions of ω ∈ S n with the first coordinate equal to i. Then the sequence
is called the Lehmer code for ω ∈ S n . For example, for ω = 423615, the inversions are (1, 5) , (2, 5) , (3, 5) , (4, 5) , (4, 6) and we have
and the corresponding Lehmer code is (3, 1, 1, 2, 0, 0). For ω ∈ S n and 1 ≤ i < j ≤ n + 1, let
the set of Lehmer codes of permutations in [e n , ω] in the inversion order. Then c(Λ ω ) ⊂ N n and c(Λ ω ) is a subposet of N n with the obvious product order. Denoncourt proved the following result.
Let L be a distributive lattice and let P be the subposet of joinirreducibles of L. Then L is poset isomorphic to J(P ), where J(P ) is the poset of order ideals of P ordered by inclusion, see Theorem 3.4.1 in [7] . Denoncourt determined the subposet of join-irreducible elements in c(Λ ω ) [3] . We denote the j-th coordinate of x ∈ N n by π j (x).
In other words, if j > i and ω(j) > ω(i), then the j-th coordinate is equal to x minus the number of 0 entries between i-th coordinate and j-th coordinate, if not negative, or 0.
For ω ∈ S n , Denoncourt set
which is a subposet of N n in the product order. Denoncourt provided the following result [3] . 
The following statement is a trivial consequence of Definition 1.1, hence we omit the proof.
, is equal to the number of 0 between i-th coordinate and j-th coordinate, and hence equals x − z.
We can write
for some z ≥ 1.
Proposition 1.1. If ω is a 231-avoiding permutation then M ω is a poset which is the disjoint union of chains.
Proof. 
A relation between the shape of M ω and the corresponding permutation ω
In this section we discuss the shape of M ω in terms of pattern avoidance.
, where B 2 is a Boolean algebra of rank 2. We say that P is a B 2 -free poset if there are no 4-element subposets isomorphic to B 2 .
Next we define a parallelogram pattern subposet and a pseudo parallelogram pattern subposet. 
Remark 2.2. Notation is as above, if {m
The following Lemma is a straightforward consequence of Definition 1.1. 
and we can write
The following fact easily follows from Lemma 2.1. 
and Proof.
One will find that a ≥ d. We will prove the existence of a parallelogram pattern subposet by in- Let If
Now we conclude that if M ω has a pseudo parallelogram pattern, then M ω contains a parallelogram pattern. 
Proof.
If M ω has a parallelogram pattern subposet, then obviously M ω has a B 2 -pattern subposet.
Conversely suppose that M ω has a B 2 -pattern subposet.
Without loss of generality, we can assume that m i,a (ω) (resp. m l,d (ω)) is the maximum (resp. minimum) element and m j,b (ω) and m k,c (ω) are incomparable with j < k and hence we can set
It suffices to prove the existence of a pseudo parallelogram pattern subposet or a parallelogram pattern subposet by Proposition 2.1. We give a careful case-by-case proof.
Because m i,a (ω) > m l,d (ω) and Remark 2.3, we have a ≥ d ≥ 2 and Because
, which contradicts the assumption that c j (ω) = c k (ω) = 1.
Hence we obtain ω(i) < ω(j) < ω(k) < ω(l).
There exists a unique p such that j < p ≤ n and ω(j) > ω(p) because c j (ω) = 1.
If j < p < l, then we see For l < p ≤ n, (j, p) (resp. (k, p)) is the unique inversion of ω whose first coordinate equals j (resp. k). Then we can write Proof. Suppose that ω has a 3412-pattern. We will use the same argument if ω has a 3421-pattern. There exists 1 ≤ i < j < k < l ≤ n such that st(ω(i)ω(j)ω(k)ω(l)) = 3412 and we have c i (ω) ≥ 2 and c j (ω) ≥ 2. We construct a parallelogram pattern subposet or a pseudo parallelogram pattern subposet. Now (i, k), (i, l), (j, k) and (j, l) are inversions of ω and the j-th coordinate of m i,ci(ω) (ω) is greater than or equal to 2 by Lemma 2.1.
We can write
Let p be the minimum number such that (j, p) is an inversion of ω, such a number exists because c j (ω) ≥ 2 and also we have p ≤ k.
By Lemma 2.1, we can write
For q < j or p ≤ q, the q-th coordinate of m j,1 (ω), which is equal to 0, is less than or equal to that of m i,ci(ω)−1 (ω). For j ≤ q < p, the q-th coordinate of m j,1 (ω) equals 1. Also we see that the q-th coordinate of m i,ci(ω)−1 (ω) equals x − 1, which is greater than or equal to 1, because
Hence this subposet is a parallelogram pattern subposet or a pseudo parallelogram pattern subposet. Therefore M ω has a parallelogram pattern subposet by Proposition 2.1.
Also if ω has a 3421-pattern, then M ω has a parallelogram pattern by the same argument.
Conversely suppose that M ω has a parallelogram pattern subposet 
A relation between M ω and the corresponding root poset
In this section we endow the set of inversions of a permutation ω with a partial order such that 
It is natural to ask how the poset structures of M ω and Δ(ω) are related, because they are constructed by using the inversions of ω.
There are x − 1 zeros between i-th coordinate and i x -th coordinate in m i,x (ω), see Lemma 2.1. One can write We give the following useful statement, which is a straightforward consequence of Lemma 2.1 and we omit the proof. 
Now we suppose i < j. Because m i,x (ω) > m j,y (ω), the j-th coordinate of m i,x (ω) is greater than or equal to y which is not 0. On the other hand every k-th coordinate with i x ≤ k equals 0. So we find j < i x .
We can write If j y > i x , then the number of 0 between j-th coordinate and j y -th coordinate in m j,y (ω), which equals y − 1 by Lemma 3.1, is greater than that of 0 between j-th coordinate and i x -th coordinate in m i,x (ω), which equals z − 1 by Lemma 3.1, because the i x -th coordinate of m j,y (ω) is 0, see Figure 11 . This contradicts the assumption that m i,x (ω) > m j,y (ω). Hence we have j y ≤ i x and (i, i x ) (j, j y ) in Δ(ω). Now we conclude that φ ω preserves the order structure.
It is natural to ask when φ ω becomes a poset isomorphism. for some z ≥ 0. 
Claim 1 ω(i) < ω(j).

Proof of Claim 1. If ω(i) > ω(j), then st(ω(i)ω(j)ω(j
