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Resumen—Lethe es una herramienta que permite
congelar el contenido del sistema de archivos de sistemas
basados en Debian GNU/Linux mediante la utilizacio´n
de AUFS y tmpfs. Su funcionalidad es similar a la
implementada por herramientas comerciales como Deep
Freeze o Windows Steady State en ambientes Microsoft.
Este trabajo describe una serie de modificaciones
realizadas al programa Lethe para ampliar la cantidad
de cambios que puedan hacerse al sistema de archivos
independientemente del taman˜o de la memoria RAM,
evitando as´ı fallos en el sistema por agotamiento de
recursos.
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I. Contexto
Este trabajo se realizo´ en el marco del proyecto Lihuen
GNU/Linux [1]. El objetivo del proyecto es desarrollar y
mantener una distribucio´n de GNU/Linux, actualmente
desarrollada por un equipo de docentes y alumnos
del Laboratorio de Investigacio´n de Nuevas Tecnolog´ıas
Informa´ticas (LINTI) de la Universidad Nacional de La
Plata. La distribucio´n esta´ orientada a entornos educativos
y cuenta con un gran nu´mero de herramientas divididas
en a´reas como geograf´ıa, qu´ımica, mu´sica, nivel inicial,
matema´ticas, lengua o astronomı´a. Tambie´n se desarrolla
paralelamente una sub-distribucio´n de Lihuen que incluye
herramientas para la mayor´ıa de las materias que se dictan
en la Facultad de Informa´tica de la UNLP. Parte de los
objetivos del proyecto cuentan la utilizacio´n, formacio´n y
difusio´n en materia de software libre.
II. Introduccio´n
En ambientes con equipos de uso pu´blico como
laboratorios, salas de computacio´n, cibercafe´s o academias,
es deseable que el uso por parte de un usuario no afecte la
configuracio´n ni el software instalado en ese equipo.
La Facultad de Informa´tica cuenta con tres salas de
computacio´n para alumnos, donde las ma´quinas poseen
doble booteo: sistemas Microsoft Windows en sus versiones
XP y 7 y Lihuen GNU/Linux, una distribucio´n de
GNU/Linux que se desarrolla en la Facultad de Informa´tica
de la UNLP y se encuentra instalado en ma´s de 80 equipos
de dicha institucio´n y en otras salas de computacio´n de
la Provincia de Buenos Aires. Estas salas tienen un uso
acade´mico y, en algunos casos, se requiere que los usuarios
puedan instalar y probar herramientas durante las clases
sin que estos cambios se vean reflejados en sesiones de otros
usuarios.
Esta situacio´n se puede generalizar a otros ambientes
con equipos de uso pu´blico, como laboratorios, cibercafe´s o
gabinetes de escuelas, en donde es deseable que las acciones
de un usuario no afecten la configuracio´n ni el software
instalado en ese equipo.
Lethe[2] es un sistema que permite proteger el contenido
del o los discos de una PC independientemente de los
cambios que realice un usuario. Dicha proteccio´n se realiza
mediante el congelamiento de las particiones del disco
utilizando Aufs [3], esta´ pensado y desarrollado para
entornos Lihuen GNU/Linux, y en general, es aplicable en
cualquier sistema derivado de Debian GNU/Linux [4].
III. El funcionamiento de Lethe
El desarrollo de Lethe se basa en una generalizacio´n del
co´digo de RootAUFS1, escrito originalmente por Nicholas
Schembri. RootAUFS fue pensado originalmente para
reducir el impacto de los ciclos de escritura en las memorias
de estado so´lido (que reemplazan al disco r´ıgido en algunas
porta´tiles y netbooks) escribiendo los cambios realizados al
sistema de archivos en memoria RAM en lugar de usar
la memoria de estado so´lido. Para esto, es necesario crear
un sistema de archivos en memoria RAM llamado tmpfs y
unificarlo con la ra´ız del sistema de archivos de la memoria
de estado so´lido mediante Aufs.
Aufs fue en un primer momento una reimplementacio´n
de Unionfs2 versio´n 1.x y, aunque ahora se ha vuelto
un proyecto totalmente independiente, conserva las
caracter´ısticas principales de Unionfs. Ba´sicamente, es un
sistema de archivos unificable y apilable; unificable
1 https://help.ubuntu.com/community/aufsRootFileSystemOnUsbFlash
2 http://www.filesystems.org/project-unionfs.html
porque el contenido de varios directorios (branches o
ramificaciones) tendra´ la apariencia de uno solo mientras
que el contenido f´ısico de e´stos estara´ separado; apilable
porque los branches se apilan uno sobre otro en el orden en
que se van montando. Cada branch puede tener sus propios
atributos; por ejemplo, si el branch es de so´lo lectura o de
lectura/escritura, si tiene control de errores o no, etc.
Lethe se aprovecha de la capacidad de Aufs para permitir
el acceso a mu´ltiples directorios a trave´s de un u´nico punto
de montaje.
El sistema de archivos tmpfs, por su parte, es un sistema
de archivos sumamente sencillo, que utiliza la memoria
RAM (toda la disponible o parte de e´sta, dependiendo de
los para´metros pasados a la hora de montar la unidad)
como si fuera un sistema de archivos en disco. Adema´s,
tmpfs comparte el espacio de la memoria RAM con otros
sistemas tmpfs (por ejemplo udev y shm).
IV. El problema
El problema radica en que tmpfs no utiliza el espacio
de almacenamiento de los discos si estos existen. No es
posible crear un sistema de archivos de taman˜o mayor que
el total de memoria RAM disponible (generalmente de 2
a 4 GB). Por lo tanto, cuando la memoria se termina, por
ejemplo debido a la copia de uno o varios archivos de gran
taman˜o (o incluso el borrado de varios archivos), el sistema
se vuelve inestable debido a la falta de memoria, se torna
inoperable y es necesario reiniciarlo.
V. Internals
Una parte importante en el funcionamiento de Lethe es
la que crea el sistema de archivos temporal en la carpeta
/rw. Esta carpeta es la que posteriormente se une a la
ra´ız del sistema de archivos mediante el empleo de Aufs y
sobre la cual se hacen los cambios de todos los puntos de
montaje que se congelan. La l´ınea responsable de montar
esta carpeta es la siguiente:
run echo "mount -t tmpfs aufs-tmpfs /rw"
La funcio´n run echo ejecuta el comando que recibe como
argumento, realiza un manejo precario de errores y aborta
la ejecucio´n del script si el comando falla. Si el comando es
exitoso, todo lo que se escriba en la carpeta /rw sera´ vola´til
ya que el sistema de archivos tmpfs usa exclusivamente
memoria RAM como medio de almacenamiento (como ya
se ha mencionado).
En este punto del arranque, el sistema ra´ız esta´ montado
en la variable $rootmnt. Luego se mueve esta ra´ız a /ro
con el comando siguiente:
run echo "mount --move $rootmnt /ro"
De esta manera el sistema de archivos temporal queda
montado en /rw y el sistema de solo lectura queda montado
en /ro.
Posteriormente ambos sistemas de archivos se unifican
con Aufs.
run echo "mount -t aufs -o dirs=/rw:/ro=ro
aufs /aufs"
El para´metro dirs indica que tanto /rw como /ro van
a ser accesibles a trave´s de /aufs y que /ro adema´s va a
ser de solo lectura (/ro=ro).
Debido a esto, ambos sistemas de archivos quedan
ocultos en /aufs/rw y /aufs/ro. Para que puedan ser
accedidos como un u´nico sistema de archivos a trave´s de /
es necesario mover /aufs a /root (la cual en posteriores
scripts de la secuencia de arranque se transforma en /).
run echo "mount --move /aufs /root"
Ba´sicamente3, esto permite que Lethe funcione,
ya que cuando se crea un archivo en / o cual-
quier otro subdirectorio, se crea en realidad en
/aufs/rw/. Por ejemplo, si ejecutamos touch4 /ho-
me/lihuen/miarchivo , adema´s de ser accesible mediante
/home/lihuen/miarchivo, sera´ accesible mediante
/aufs/rw/home/lihuen/miarchivo. Sin embargo, si
tratamos de acceder al sistema de archivos origi-
nal mediante /aufs/ro, por ejemplo ejecutando rm
/aufs/ro/bin/bash recibiremos un error indicando que
el sistema de archivos es de solo lectura (au´n teniendo
privilegios de superusuario).
VI. La solucio´n
Habiendo explicado el funcionamiento interno de Lethe,
se describe a continuacio´n una solucio´n al problema del
agotamiento de memoria producido por el uso del sistema
de archivos tmpfs.
En lugar de utilizar la (a veces escasa) memoria
RAM, podemos dedicar espacio en disco para escribir
los cambios producidos en el sistema de archivos. La
idea es tener una particio´n de taman˜o suficiente (y
mayor que la memoria RAM) de, digamos, 50 a 100
GB, sin contenido y formateada con algu´n sistema de
archivos (por ejemplo ext3 ). Esta particio´n del disco
debe tener la etiqueta ´lethe´ para que el instalador la
encuentre y configure la variable de entorno $LETHE PART
en /etc/lethe/lethe.conf. En cada reinicio del sistema,
si Lethe esta´ activo, borrara´ el contenido de esta particio´n
y la utilizara´ para montar /rw en lugar de montar /rw con
el sistema de archivos tmpfs.
La solucio´n se implemento´ como sigue:
source ${rootmnt}/etc/lethe/lethe.conf
if [ -n "$LETHE PART"]; then
run echo "mount $LETHE PART /rw"
run echo " rm -r -f /rw/*"
else
run echo "mount -t tmpfs aufs-tmpfs /rw"
fi
De esta manera, si la particio´n existe se utiliza como
sistema de archivos temporal y se borra cada vez. Si la
variable $LETHE PART no esta´ declarada, entonces se utiliza
el sistema de archivos tmpfs como en el caso anterior.
3 Se han evitado algunos detalles de implementacio´n como la des-
activacio´n de AppArmor para Ubuntu, correcciones a /etc/mtab y
algunas tareas que se agregan a rc.local con el fin de simplificar la
comprensio´n de este texto y no desviarnos del objetivo del trabajo.
4 touch es un programa que permite crear archivos ra´pidamente
desde la consola, si bien su objetivo principal es cambiar la fecha de
u´ltima modificacio´n de un archivo y de ah´ı su nombre.
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VII. Ventajas y desventajas
Esta solucio´n tiene la desventaja de que incrementa el
tiempo de arranque de la ma´quina debido a que durante
el arranque se borra el contenido de la particio´n dedicada.
Esto es necesario para simular el efecto de reiniciar en la
memoria RAM. El tiempo de arranque no es constante
entre reinicios ya que depende de la cantidad y el taman˜o
de los archivos generados en la sesio´n previa.
Otra desventaja es que el descubrimiento de la particio´n
dedicada se realiza durante la instalacio´n, es decir, una
vez. Si la particio´n cambia sera´ necesario cambiar a mano
el archivo /etc/lethe/lethe.conf y apuntar la variable
$LETHE PART al dispositivo que corresponda.
Adema´s es necesario cambiar el esquema de
particionamiento para que Lethe haga uso exclusivo
de una particio´n dedicada.
A pesar de lo arriba mencionado, es importante
destacar que esta solucio´n permite superar el l´ımite de
taman˜o en tmpfs, restringido al taman˜o de la memoria
RAM, utilizando una particio´n dedicada tan grande
como la particio´n utilizada. Adema´s, si la particio´n
no esta´ disponible, el sistema usa el sistema tmpfs
convencional basado en memoria RAM.
VIII. Pruebas realizadas
Se realizaron pruebas exitosas sobre ma´quinas virtuales
donde se generaron archivos nuevos de hasta 6 veces el
taman˜o de la memoria RAM sin notar degradaciones en
el sistema. Adema´s se realizo´ la instalacio´n masiva de la
nueva versio´n en una de las salas de PCs de la Facultad
de Informa´tica de la UNLP donde podra´ monitorearse su
desempen˜o durante los pro´ximos 6 meses.
Ya con el paquete disponible para el pu´blico en general,
se espera recibir reportes de usuarios de diferentes partes
del mundo y sobre otros sistemas operativos adema´s de
Lihuen, como ya ha sucedido con lanzamientos anteriores.
IX. Trabajo a futuro
Por el momento, la deteccio´n de la particio´n a usar
como pseudo-tmpfs se realiza durante leyendo el archivo de
configuracio´n. Se piensa incluir la deteccio´n de la particio´n
al vuelo, brindando la posibilidad de utilizar pendrives
como pseudo-tmpfs.
Adema´s se realizara´ una investigacio´n acerca del uso
de archivos como dispositivos de bloques. Es sabido
que QEMU/KVM utiliza un sistema que permite crear
discos virtuales en archivos que aumentan de taman˜o
en la medida que sea necesario. Esto evitar´ıa tener que
crear un archivo de, digamos, 50 GB, darle formato y
borrarlo en cada reinicio. Adema´s, har´ıa innecesario el
reparticionamiento del disco.
X. Formacio´n de recursos humanos
Actualmente en el proyecto Lihuen GNU/Linux trabaja
un grupo de docentes y alumnos de la Facultad de
Informa´tica de la UNLP, investigando sobre diversos temas
relacionados con la adaptacio´n de Lihuen a las escuelas
de la zona. Dentro de estas a´reas se incluyen to´picos
como accesibilidad, clientes livianos, herramientas para
educacio´n, sistemas operativos.
Entre las u´ltimas asistencias a congresos podemos citar:
Las Jornadas Regionales de Software Libre[5]
realizadas en San Luis a finales de octubre de
2010, donde el grupo presento´ varios trabajos. Entre
los trabajos presentados, se incluyen un taller de
programacio´n de interfaces gra´ficas con PyGKT, una
charla sobre el uso de robots en la ensen˜anza de
programacio´n en escuelas te´cnicas y una charla de
Lethe donde se abarcaron los temas de funcionamiento
e implementacio´n.
Las Octavas Jornadas de Software Libre[6] realizadas
el 21 de octubre de 2010 en la Facultad de Informa´tica
de la Universidad Nacional de La Plata. Estas
estuvieron organizadas por el grupo de trabajo del
proyecto Lihuen y la Secretar´ıa de Extensio´n de dicha
facultad.
El grupo complementa la actividad de investigacio´n
realizando actividades de extensio´n universitaria. Por
ejemplo durante el an˜o 2010 y lo que va del presente an˜o
se visitaron varias escuelas de la zona, donde se brindaron
charlas acerca de los beneficios del uso de software libre a
alumnos que cursan los u´ltimos an˜os del secundario y se
colaboro´ en la instalacio´n de redes de clientes livianos.
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