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ABSTRACT 
The increased number of structurally deficient bridges as well as the limited available 
funds to rehabilitate or replace these bridges has proved to be among the most difficult 
dilemmas facing bridge engineers. With the current trend of extending the service life of 
bridge structures, fatigue and fracture are becoming prominent problems. For steel bridges, 
one of the most frequently occurring fatigue cracks is due to out-of-plane distortion of the 
web plates in the region of the diaphragm cormections. Two approaches may help alleviate 
the bridge dilemmas: (1) applying simple retrofit solutions for bridge defects, and (2) 
adopting a nondestructive evaluation method that is automated, continuous, and simple to use 
on bridges. 
In the first approach, an experimental evaluation was conducted using a simple 
retrofit solution for cracking due to the out-of-plane distortion of the web plates in multiple 
girder bridges with X-type or K-type diaphragms. The retrofit consists of loosening the bolts 
that cormect the diaphragm diagonals to the webs. Local and global responses were 
measured at various locations in five bridges. Implementing this retrofit resulted in 
substantial reductions in the diaphragm diagonal forces, and consequently, in the out-of-
plane distortion, strains, and stresses in the web at the diaphragm cormections. The overall 
results for steel bridges with X-type diaphragms were favorable. A design check, however, 
is needed before implementing the retrofit method. 
In the second approach, one particular nondestructive evaluation method, modal 
testing, was evaluated for global evaluation of bridge structures. Experimental modal tests 
were performed on a typical multiple steel girder bridge using truck excitation to study the 
sensitivity of the modal parameters to envirormiental changes, excitation sources, simulated 
structural damage, and deck rehabilitation. Additionally, the effects of two types of cracking 
were examined theoretically. The results indicate that while frequencies of vibration are 
global parameters, mode shapes are local parameters with the mode shape changes being 
more sensitive to damage than frequency shifts. Both mode shapes and frequencies of 
vibrations are capable of detecting major damage to the bridge structure. 
1 
GENERAL INTRODUCTION 
Introduction 
There are more than half of a million bridges in the United States. According to the 
Federal Highway Administration (FHWA), the percentage of deficient bridges is more than 
20% [1]. That means that more than 120,000 bridges need to be replaced or rehabilitated. 
Billions of dollars are consumed annually to reconstruct and rehabilitate few numbers of 
those bridges (roughly 10,000). Just a few weeks ago (April 1998), the Congress approved a 
218.3 billion-dollar bill for highway projects. The National Economic Crossroad 
Transportation EjSiciency Act of 1997 (NEXTEA) mandates a classification of highway 
bridges according to serviceability, safety and essentially for public use. The previous 
version of this act, the Intermodal Surface Transportation EfBciency Act (ISTEA), required 
implementation of an automated bridge management system. With a tight budget and 
environmental concerns, FHWA recently adopted a trend aimed at extending the life service 
of existing bridges instead of replacing. This trend requires gaining objective confidence of 
structural integrity of the existing bridges. 
In Iowa, there are approximately 1,000 bridges on the Interstate highways, 
approximately 3,000 bridges on other primary highways, and several thousands on the county-
roads. In the next 25 years, it is planned to rehabilitate or replace 2000 of these bridges [2]. 
The state transportation plan has identified key issues as investment guidelines including 
safety, preservation, and protection of past infrastructure investment. A detailed bridge 
inspection program is an essential ingredient in identifying replacement and rehabilitation 
priorities. 
Current bridge evaluation is based almost entirely on the use of visual inspection. 
Although it is a basic tool, it has many limitations that include: (1) it can only find surface 
defects, (2) it will not reach all locations of a bridge structure, (3) the minimum detectable 
defect size is questioned, and (4) the output of the inspection is subjective, that is it depends 
on the inspector inference. Only if a segment of a bridge is suspected to be defective by 
visual inspection, are other localized experimental techniques like ultrasonic methods, 
magnetic fields, radiographs, or eddy current methods used for that portion. 
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Another facet to the problem of aging bridges is the inspection cycle time. Detailed 
inspection cycles set by the federal regulations vary according to the bridge classification 
(use and essentiality) with a miniTrmm interval of two years and a maximum of 6 years. 
Often, such a period is enough for defects to grow and to cause major problems. As a 
disturbing consequence, most cracking problems in highway bridges in the last few years 
have been found by the public [3]. Ineffective inspection may lead to bridge collapses. 
Although they are rare events, the consequences of bridge collapses are usually severe. 
An optimiim bridge evaluation program should, while being economic, determine the 
serviceability attributes and the structural characteristics. Such a program can only be 
achieved by utilizing global nondestructive evaluation methods which are among the most 
challenging tasks for bridge engineers because: (1) bridges are large structures that usually 
traverse difficult terrain or water ways, (2) accessibility to bridge structures is often a 
problem, and (3) bridge environment hazards such as temperature extremes, precipitation, 
and traffic problems may form obstacles to obtain meaningftil results. As such, there is no 
certified means for global inspection and evaluation of bridges until the current time. 
However, some methods seem to be encouraging for global evaluation of bridge structures. 
Among these methods is modal testing. The goal of modal testing is to obtain a signature of 
the dynamic or vibration behavior of a structure in the fonn of mode shapes and vibrational 
frequencies. The frequencies of vibration are directly related to the stif&ess and the mass of 
the structure. If the structure deteriorates, its stif&iess will decrease resulting in reductions in 
frequencies and changes in mode shapes. 
The current design lifetime of bridges can be as large as 75 years [4]. Fatigue and 
fracture are becoming more important as the bridges age and go beyond the 75-year life 
expectancy. Localized cracks have developed in steel components due to fatigue during the 
past several decades. Out-of-plane distortions of the web plates at the diaphragm connection 
plates of multiple girder bridges are the cause for largest category of fatigue cracking in steel 
bridges [5]. The problem has developed in other types of bridges including suspension 
bridges, girder floor beam bridges and multi-girder bridges. Searching for out-of-plane 
distortion cracks is a dominant task during visual inspection. Several destructive retrofit 
methods have been suggested in the literature. However, a nondestructive retrofit that is (1) 
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easily tmplemented in the field, and (2) eliminates the need for tedious searching for out-of-
plane distortion cracks (which may save time and effort for the more severe damages in 
bridges) is desired. 
Objectives 
The primary objective of this thesis is to implement traditional and modem 
nondestructive evaluation tools to bridge structures, specifically: 
1. Use of traditional nondestructive evaluation methods (strain gages and displacement 
transducers) to assess the local and global effects of a retrofit method to prevent 
fatigue cracking in web gaps with diaphragm coimections in plate girder bridges. 
2. Determine the discrimination limits of modal testing by performing a group of field 
tests on a typical steel plate girder bridge and a theoretical investigation on a finite 
element model for the tested bridge. The ability of the method to detect, locate, and 
size defects is investigated. Effects of several condition changes on the modal 
characteristics are evaluated. 
Dissertation Organization 
The dissertation starts with an introductory chapter that includes a brief background, 
the objective and scope of the current work, and the organization of the dissertation. 
Additionally, a literature review on the use modal testing for damage detection is given. 
Following the introduction, the dissertation is divided into two main parts. Part 1, titled 
'•preventing cracking at diaphragm/plate girder connections in steel bridges," presents the 
methodology and results of an experimental investigation to evaluate a retrofit method 
proposed by the Iowa Department of Transportation (Iowa DOT) for the out-of-plane 
distortion cracking in plate girder bridges with X-type or K-type diaphragms. The retrofit 
method is evaluated using traditional nondestructive evaluation means (strain gages and 
displacement transducers). 
Part 2, titied "discrimination limits of modal testing of continuous plate girder bridges 
by ambient excitation," presents the use of experimental modal testing as well as a theoretical 
model to determine the capabilities and shortcomings of modal testing as a nondestructive 
evaluation tool. 
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The dissertation is closed with a chapter presenting the general conclusions. The 
dissertation is supplemented with three appendices: Appendix A provides a brief review of 
current nondestmctive evaluation methods. Appendix B gives a background for Fourier 
analysis, and Appendix C summarizes the results of the experimental testing of Part II. 
Literature Review 
This section provides the literature search results concerning the general use of modal 
testing as a damage detection tool with a focus on its application to bridge structures. 
Iowa State University Research 
At Iowa State University, several theses and doctoral dissertations have dealt with the 
subject of modal testing and related issues. In 1986, Jiao [6] investigated the use of modal 
testing to detect, locate, and characterize cracks, flaws, or damages in two dimensional 
structures. Jiao provided a literature search for earlier use of modal testing for 
nondestructive evaluation purposes. He concluded that at that time, most of the published 
work dealt either with analytical and experimental investigation of one-dimensional problems 
(mostly cantilever beams) or with theoretical work on two-dimensional objects. 
In Jiao's work, damage in symmetric trapezoidal plates was introduced as narrow 
slots with varying lengths, directions, and widths. Modal testing and the finite element 
method were used to investigate changes in the modal characteristics of the tested plates. An 
impact hammer excited the tested plates and a near-field microphone collected the response. 
Five vibrational firequencies and their associated mode shapes were experimentally obtained 
and analytically computed using the finite element model. Changes in the natural 
frequencies for different slot configurations and sizes were observed as the slots were 
introduced. Slots were theoretically simulated using the finite element method. 
Theoretically determined fi-equencies were in good agreement with those obtained 
experimentally. 
Conclusions of the Jiao's thesis included: (1) flaw detection could be made from 
changes in the frequencies of vibrations, (2) slot widths had no significant effect on modal 
characteristics, (3) slot presence might change the numerical order of natural frequencies 
associated with adjacent modes, and (4) slots had a slight effect on mode shapes. The overall 
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result indicated the viabilit>' of vibration testing as a macroscopic nondestructive evaluation 
tool. 
Fitzgerald [7] stated that obtaining erroneous results is possible for experimental 
modal analysis as the hardware utilized in experimental mechanics can easily alter the output. 
Fitzgerald mentioned that errors and false results might be discovered, in some cases, after 
dangerous consequences occur. The author suggested implementing a verification method 
each time a modal test is conducted to insure that the hardware is working properly. The 
suggested method is a calibration process utilizing a simple model. Fitzgerald described the 
ideal model as having the following properties: portability with several modes in the range of 
interest with some closely spaced modes, and with low to moderate damping. Fitzgerald 
suggested a prismatic beam of a rectangular cross section. He further recommended that the 
modal characteristics of the suggested model be extracted in a controlled envirormient. 
These characteristics form the basis for comparison to those obtained from the same model in 
the field. 
In his thesis, the procedure to obtain the frequencies and mode shapes of vibration 
using the frequency response ftmctions (FRF) were explained. The following methods were 
proposed to identify the modes of a multi-degree of freedom system in case of well separated 
modes: amplitude resonance, imaginary response, and circle fit. As mentioned by Fitzgerald, 
the amplitude resonance is preferred in the case of lightly damped systems; whereas, circular 
fit is more suitable for highly damped structures. In a laboratory, the modal tests were 
conducted by impacting the model by a metal hammer. Several problems arose during 
testing; the biggest being that significant changes in the frequency response function plots 
resulted from minor changes in the impact location, direction, or magnitude. The finite 
element method was used to extract the modal characteristics of the model. However, there 
was an obvious discrepancy between the theoretical and experimental restilts for some 
modes. Fitzgerald mentioned that such discrepancy might be attributed to 
specimen/transducer interaction. 
In 1988, Han [8] dealt with another problem facing practitioners in the field of modal 
testing; that is the cross-axis sensitivity of the transducers. Cross-axis sensitivity problems 
arise because the response transducers are sensitive to the response in directions 
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perpendicular to the primary sensing axis. Cross-axis sensitivity is an inherent property of 
the transducer with values as high as 10%; that is, the recorded acceleration in one direction 
can deviate up to 10% because of an equivalent acceleration in a perpendicular direction. 
This property leads to: (1) additional peaks in the frequency response function plots if the 
modes of vibrations in different planes are well separated; or (2) over- or under-estimation of 
the frequency response fimction peaks in the case of closely spaced modes. The author 
emphasized that cross-axis sensitivity can not be ignored if there is a misalignment between 
the direction of the structural response and the primary sensing axis. 
Han suggested a simple mathematical treatment applied to either the frequency 
response fimction or the time signals to minimize the effects of the cross-axis sensitivity. 
Laboratory- experiments were conducted on a steel bar to verify the mathematical treatment. 
Results indicated that the frequency response fimction plots were greatly enhanced using the 
proposed approach. 
Recently, Cooper [9] outlined the common steps followed to design and build a 
spacecraft. Usually a preliminary design is conducted followed by a refined and detailed 
analytical analysis in which the finite element method is probably utilized. At that stage, a 
spacecraft model is constructed, and its modal characteristics are obtained and compared to 
those of the refined analytical model. This allows an assessment of the analytical model. 
Modifications of the analytical model may follow to enhance its rehabiUty. After these steps, 
tests are conducted on the model to simulate a more severe environment than that which the 
actual spacecraft will encoxmter. 
Iowa Satellite spacecraft ISAT-1 went through similar design steps. Modal tests on a 
model for the ISAT-1 were conducted with two excitation methods: (1) impact by a hammer, 
and (2) random force input by a vibration exciter. The results showed that both excitation 
methods might be used to assess the dynamic behavior of a spacecraft model. Different finite 
element idealizations were made for the ISAT-1. However, neither was capable of 
reproducing the experimentally determined natural frequencies and modes of vibrations. 
Cooper attributed that to the complexity of the spacecraft model as it contains several welded 
and bolted joints with slightly irregular geometry. The thesis emphasized the importance of 
verifying finite element models using simple test methods. 
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Los Alamos National Laboratory Report 
In 1996, Los Alamos National Laboratory issued a report [10] summarizing the 
technical literature that dealt with damage characterization and location in different structures 
by monitoring changes in the modal properties. The literature was classified into different 
categories based on the data type used to identify damage and the technique that was used to 
treat the data. Primarily, the data used for damage identification was one or more of the 
following: (1) natural fi-equency shifts, (2) mode shape changes, and (3) mode shape 
derivative changes. 
The report [10] described the progress in using modal testing for damage 
identification. Many investigations intended to detect damage by observing changes in the 
natural frequencies. Two categories were identified: (1) the forward problem in which 
frequency shifts are related to damage presence, and (2) the inverse problem in which the 
frequency changes are used to locate and size the defects. 
Described in the report were several experimental investigations (1969-1994) of the 
first type where the frequencies of vibration of offshore structures (light stations, oil 
platforms) or composite materials were tracked in order to detect the presence of damage. 
The two extremes: (1) damage is detectable for even small changes in the structural 
condition, and (2) finding damage by monitoring the vibrational frequencies is impractical 
were among conclusions of different investigations. In addition, some theoretical 
investigations used frequency shifts to sense damage. In these investigations, closed form or 
numerical solutions for the natural frequencies were obtained for cracks, slots, or similar 
types of defects. 
For the second category (the inverse problem), the report summarized several, mostly 
theoretical investigations in which defect size and location were determined using formulas 
based on changes in the natural frequencies. For example, Richardson et al. [11] gave a 
method to locate and determine the degree of damage in a structure. The method uses the 
linear-independence properties of the damaged and intact stmcture as follows 
{<j): + 5(t)| [K + 5K] {((.: + 6(j)|} - {(}).' [K] {(j)|} = (0)° )^ - (0).' )^ (1) 
where {((),'} = shape vector of Mode i of the intact structure; {5(t»J } = change in the shape 
vector of Mode i due to damage; [fC] = stif&iess matrix of the intact structure; [5K] = change 
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in the stif&iess matrix due to damage; (o° = natural frequency of Mode i of the damaged 
structure; and ©J = natural frequency of Mode i of the intact structure. It was assumed that 
the change in the mode shape is negligible and, hence. Equation 1, after neglecting second 
order terms, is reduced to 
{<t):r[5K]{(j):}=(coP)^-(co:)^ (2) 
As such, the change in the stif&iess properties of different portions of the structure can be 
detected if a change in one or more of the natural frequencies occur. 
Narkis [12] derived a closed-form solution for crack position, e, along the length of a 
simply supported beam as a function of the frequency shifts of two modes, Afj and A^, 
1 Rii 
e = —acos(l 
2 
R 
' (Af.)/f. 
Similar equations could be written for any two modes with any end conditions. 
Unfortunately, most of the reported work lacks the experimental verification of the theory 
and the determination of the minimimi detectable defect. 
The authors of the report commented that modal frequency shifts have low 
sensitivities to damage so that either very precise measurement of the frequencies in a 
controlled environment or large levels of damage would be required to obtain reasonable 
frequency shifts. Furthermore, they pointed that changes in modal frequencies could, most 
likely, only identify the existence of defects and it would be unlikely that a shift in a single 
modal frequency would provide spatial information about structural damage. The authors 
excluded the case of high modal frequencies, as they are usually associated with local 
responses. However, they mentioned that measuring multiple frequency shifts could be used 
to provide defect location information. 
Another modal method for examining damage in structures is to investigate mode 
shape changes. The modal assurance criteria (MAC), 
MAC({6i },{d)i }) = TTTf— — (4) 
and the coordinate modal assurance criteria (COMAC), 
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COMAC({X,Y,q) = V=! 5 (5) 
i=I i=l 
are the two most commonly used parameters to detect mode shape changes, with {<|),^ } = 
shape vector of Mode i of the structure in State X, } = shape vector of Mode j of the 
structure in State Y, q = location where COMAC value is computed, N = number of modes 
X 
utilized in computing COMAC values, and (jjj^ = ordinate of Mode i at location q in state X. 
Generally, MAC is used to compare similar shapes from different states, i.e., i = j 
and X Y in Equation 4, and was first introduced in 1982 to compare modes from an intact 
Space Shuttle Orbiter body flap and those from the same flap after acoustic loading [13]. In 
that case, the compared states were intact and damaged, respectively; comparatively, they 
may be experimental and theoretical, mainly, to measure how close a theoretical model to the 
actual structure. MAC values close to one indicate high correlation and a MAC value of one 
indicates that the compared modes are identical. MAC values are also used to compare 
dissimilar mode shapes, i.e., i j in Equation 4, primarily to ensure orthognality among 
different modes. Orthogonal modes have zero (or very small) MAC values. 
COMAC value measures the correlation between the ordinates of two sets of mode 
shapes at a given location. As with MAC, the two sets may be (intact, damaged) or 
(experimental, theoretical). At a given location, close-to-one COMAC values indicate high 
correlation between the compared sets. On the other hand, small COMAC values indicate 
drastic differences (i.e., damage presence in case of comparing damaged to intact mode 
shapes). 
Several investigations, mainly theoretical, were carried out to strengthen the use of 
mode shapes in estimating the damage locations. These investigations usually ended up with 
new formulas that can be used to locate and size the damage once the mode shapes before 
and after damage are known. Conclusions of the experimental investigations varied 
dramatically. On one end, the conclusions implied that mode shape changes could not be 
correlated with damage and relative difference in experimental data did not give a good 
indication of damage. On the other end, conclusions such as; (1) mode shapes are more 
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sensitive to damage than resonant frequencies, and (2) particular mode shapes can indicate 
damage, were pointed out. 
Other researchers used mode shape derivatives like mode shape curvatures and modal 
strain energy to provide information on the presence and location of damage. Results did not 
differ significantly from those obtained by using the mode shapes directly. 
Other methods based on dynamically measured flexibility occupy a large portion of 
the report. The flexibility matrix can be obtained from the measiured mode shapes and 
resonant frequencies as follows 
where [G] = flexibility matrix, [O] = measured, mass-normalized mode-shapes matrix, [A] = 
square of the measured frequencies matrix, and [GJ = residual flexibility matrix. The 
residual flexibility matrix, [Gf], accounts for higher modes that can not be measured 
experimentally. However, as the contribution of higher modes to flexibility is usually small, 
the residual flexibility matrix is often ignored. In this case, [G] is approximated as 
The measured flexibility matrix is used to indicate the relative integrity of a structure by 
being compared to a flexibility matrix from a theoretical model of an intact structure. The 
same philosophy was applied to stiffiiess matrices derived from the flexibility matrices. 
A similar approach dealt directly with time domain data, that is updating the stiffiiess, 
damping, and mass matrices of a theoretical model using several mathematical treatments to 
reproduce the experimental measured response (displacement, velocity, or acceleration). The 
difference between the updated and original sti£6iess matrices can be used to estimate the 
damage location and magnitude. 
The artificial neural networks (ANN) were used to help make decisions about 
whether a defect is present or not in some of the theoretical investigations. In these 
investigations, damage was mainly induced by changing the properties of the structural 
elements. On the other hand, a few ANN algorithms were applied to real experimental data. 
The report mentioned that ANN application to damage identification was still in its earliest 
steps. 
[Gl = [cI>][Ar'[®f+[G,] (6) 
[G]=[®][Ar'[<i>]'f (7) 
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The report [10] briefly described some applications of modal testing as a 
nondestructive evaluation tool for different types of structures including beams, trusses, 
plates, frames, shells, and bridge structures. With respect to bridges, research on modal 
testing as a nondestructive evaluation method started in the early 1980s. Several studies have 
been reported. Table 1 gives a summary of the studies described in the report. Not all of 
these studies were read by the author of this dissertation; however, they are included here as 
references for completeness. The report ended the section about bridges using these words 
(p. 80) 
Recent work has shown that frequency changes are insufficient. Changes in mode 
shapes are more sensitive indicators and might be more useful for detection of the 
defect location. Damping changes have not generally been found to be useful for 
damage detection in bridges. 
Furthermore, the report [10] described the critical issues that need to be solved before modal 
testing can be used for damage identification and health monitoring as follows: (1) 
dependence on analytical model and/or previous test data, (2) reliance on linear structural 
models that can not accurately model nonlinear structural response, for example that due to 
crack opening and closure under cyclic loads, (3) location and number of measurement 
sensors, i.e., methods depending on mode shape derivatives might not work well with a 
limited number of measurement points, (4) level of sensitivity of modal parameters to small 
flaws in a structure, (5) distinguishing between changes resulting from damage and from 
statistical variation in the measurements, and (6) ability to use vibrations induced by the 
ambient environmental or operating loads for structural integrity assessment. As a 
conclusion, the following was suggested (pp. 91-92) 
It is clear, though, that the literature in general needs to be more focused on the 
specific applications and industries that would benefit from this technology, such as 
health monitoring of bridges, ... Additionally, research should be focused more on 
testing real structures in their operating environment, rather than laboratory tests of 
representative structures. 
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Table 1. Sviminary of research conducted on modal testing for damage detection in 
bridges (1981-1996) 
Main Year Tested Structure Damage Results 
Investigator Indicator"' 
Salane[14] 1981 
Kato [15] 1986 
Tamer [16] 1988 
Samman[17] 1990 
Mazurek[18] 1990 
Law [19] 1992 
Aktan [20] 1992 
Aktan[21] 1994 
Biswas [22] 1994 
Three-span bridge FRP 
during a fatigue test 
Prestressed 
concrete bridge 
loaded to failure 
Numerical beam 
model 
Two-span bridge 
and a scale model 
Two-span 
aluminiim plate 
girder bridge model 
F, M,D 
FRF, F, M 
F,M 
1/5 Scale model of FRF 
a reinforced 
concrete bridge 
Three-span F, M 
reinforced concrete 
bridge 
Single span steel G 
truss bridge 
Scale model of a FRF 
bridge structure 
Change in FRF can indicate 
structural deterioration from 
fatigue 
Changes in F occur near failure; no 
effect on D 
5% change in F indicated 
significant damage 
Changes in FRF due simulated 
cracking are detectable and 
quantifiable 
Major structural degradation can 
cause significant changes to F and 
M 
Under incrementally increasing 
load to failure, FRF magnitude 
seems to be superior to those based 
on phase 
Modal parameters are not reliable 
if only the first few modes are 
measured 
Error in G from modal truncation 
was about 2% after including 18 
modes 
Difference of slope and curvature 
of FRF (before and after damage) 
detected small damage (13 mm 
crack) 
Op = Frequencies, M = Mode shapes, MD = Mode Shape derivative, D = Damping, G = Modal 
flexibility, FRF = Frequency response function (based on Los Alamos report) 
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Table 1. Continued 
Main 
Investigator 
Year Tested Structure Damage 
Indicator^" 
Results 
Farrar [23] 1994 Multi-span bridge 
with two main 
girders 
F,M M gave better indication of 
damage; F shows major changes 
Samman [24] 1994 Scale model of 
steel beam bridge 
FRF Waveform recognition were 
successful in identifying damage 
Alampalli 
[25] 
1995 Single span steel 
girder bridge 
FRF, F, M F can detect damage as F change is 
higher than that produced by noise 
Farrar [26] 1995 Multi-span bridge 
with two main 
girders 
FRF, F, M Ambient vibration can be used for 
bridge health monitoring; F, M, D 
can not predicted the damage early 
enough 
Armstrong 
[27] 
1995 Scale model of a 
masonry arch 
bridge 
G Spandrel wall separation are 
detectable by changes in G 
Stubbs [28] 1995 Multi-span bridge 
with two main 
girders 
MD Mode shape curvature may give 
better indication of damage 
presence 
Kong [29] 1996 Scale model steel 
bridge (undamaged, 
damaged) 
F,D F and D are inconsistent indicators 
of damage 
Villemure 
[30] 
1996 Reinforced 
concrete bridge 
piers 
F,D F decreased gradually with 
increasing damage; D did not 
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Most Recent Investigations 
In the following, other investigations that were published after the Los Alamos report 
was issued or were not covered in the report are sximmarized. 
Krishnan et al. [31] examined the changes in the natural frequencies of a T-girder 
bridge as results of a four-phase repair and strengthening program. The repair included 
adding an overlay of structural concrete, injecting the flexural cracks, external post 
tensioning, and adding a bottom slab. Laboratory controlled tests were conducted to obtain 
the frequency response fimction plots. Frequency shifts successfiilly indicated all of these 
stages, but with different levels of accuracy. 
Haritos et al. [32] described the modal test procedure for bridges in Australia, where 
frequency response ftinctions were obtained at closely spaced points (5 ft apart) on a 
reinforced concrete three-span bridge with span length of approximately 35ft. Structural 
defects, such as loss of flexiiral rigidity from the assumed fixed condition at the abutments, 
were detected by inspecting the mode shapes. 
Salawu et al. [33] conducted forced vibration tests on a six-span, two-lane, reinforced 
concrete, voided-slab bridge (with span length of approximately 60 ft) before and after 
strengthening two segments extending across the bridge in the negative moment regions. 
Forced vibration tests were conducted to identify the strengthening effects on the modal 
properties of the bridge. The environmental conditions were similar before and after 
strengthening. The bridge was excited using a hydraulic actuator, which was driven by a 
periodic random signal. Four accelerometers were used to measure the bridge response. 
These accelerometers were screwed to heavy metal blocks setting on the bridge deck. Data 
collection of the force input and the acceleration output at 54 stations lasted two 8-hour 
working days. The modal parameters were extracted from the frequency response function 
by fitting its amplitude in the neighborhood of a peak to 
where A^ = measured amplitude at frequency = modal participation factor for mode 
r; C0r,4r ~ circular frequency and viscous damping for mode r, respectively. Changes in the 
A P. r (8) 
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frequency response function (frequency of maximum amplitude and damping ratio) due to 
strengthening were examined. Further, MAC and COMAC values were used to compare 
mode shapes before and after strengthening. 
The results indicated that reductions in the fundamental frequencies vary up to 3% 
with negligible change in the total mass of the bridge. Changes in the damping ratios did not 
follow any identified trend. The authors listed the MAC and COMAC values for selected 
modes and locations and suggested using 0.80 as a threshold to identify damage to a bridge 
structure, that is, a MAC value of less than 0.8 indicates damage presence and locations with 
COMAC values less than 0.8 are the most likely to have the damage. In addition, 5% was 
chosen as the corresponding limit for natural frequency shifts. How these limits were 
established was not described in the work. However, it was mentioned that the limits 
accounted for enviroimiental factors, experimental errors, and inaccuracies in the data 
analysis. MAC values for two of the nine identified modes were less than the established 
threshold, and hence, were judged to give indications of the presence and locations of the 
strengthening. Further, COMAC values identified two of the three affected locations. 
However, it also identified two false locations. Conclusions pointed out the limitation of the 
method and stressed the need for more experimental work. 
In a similar study, the same author [34, 35] investigated the effects of bearing 
replacement on the modal characteristics of a six-span reinforced concrete bridge as that in 
their previous investigations. The author used, in addition to the MAC and COMAC values, 
two other parameters: the global integrity index (GI) 
GI = 2a,^ (9) 
and the local integrity index (LI) 
U=2a,^^ (10) 
r=I ®Br 'I'Bir 
where = weighing factor for Mode r, co^ = natural frequency of Mode r in State A, (j)^ 
= element i of the shape of Mode r in State A, and A and B refer to the bridge states before 
and after bearing replacement. The sunimation in Equations 9 and 10 is over the three most 
sensitive modes (r = 1, 2, 3). GI represents a gain or loss in the global structural integrity if 
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greater or less than one, respectively. Similarly, LI gives an indication as to whether a 
change has occurred at a certain location in the structure. The greater (however, and against 
the logic, the word "smaller" was used in the paper manuscript) the difference between LI 
and one at a point, the more the likelihood of changes at that point. Results indicated that 
bearing replacement did not significantly affect the natural fi-equencies; however, there was a 
marginal increase in GI. Further, results showed that environmental conditions had minimal 
effect on the modal properties. MAC and COMAC values were capable of showing that one 
of the abutments might have been modified. 
Aktan et al. [36, 37, 38, 39, 40] previewed the deficiencies of the current bridge 
evaluation procedures. The authors emphasized that the current method might not provide 
the necessary serviceability and the cost-effective maintenance of bridges. Hence, they 
conceptualized a comprehensive system for accurate condition assessment, reliability 
evaluation, and optimum management of bridges. The system incorporated both theoretical 
and experimental tools for continuous monitor of bridges. According to the authors, modal 
testing was utilized, as it was the only technique that could estimate the global mechanical 
characteristics. First, a modal test using impact hammer is conducted and modal parameters 
are extracted. Second, a detailed finite element model for the bridge type is generated and is 
used to assess the critical and most damage-susceptible locations. In that process, modal 
properties extracted from the modal tests are used to calibrate the finite element model. 
Third, each bridge is instrumented with a system of strain, displacement, rotation, and 
acceleration sensors in addition to ambient temperature, wind, and himiidity monitors. 
The monitoring system was installed to a bridge and data were collected with the 
results indicating that local strain responses to the same applied load may vary by 30% and 
that global-state (modal) parameters may change up to 15% over several years. 
Nevertheless, the authors concluded that modal analysis was the most powerfiil experimental 
technique for measuring global state properties. Further, modal flexibility was recommended 
as a signature for assessing the bridge condition. A strain monitoring system was suggested 
as a complement to modal analysis but not as a replacement. 
Doebling et al. [41] compared the modal characteristics of a bridge structure extracted 
from ambient vibration to those obtained from impact hammer tests. The tested bridge was a 
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seven-span composite steel structure. The reinforced concrete deck slab was continuous over 
the piers; however, the steel girders were not. Vertical accelerations were measured at 31 
points in one span, either on the deck or on the bottom flange of the girders. Heavy trucks 
passing on a neighboring bridge provided the source of ambient vibration. For the ambient 
tests, ground acceleration was measured halfway between the two bridges and was used to 
obtain the frequency response functions. After obtaining the modal characteristics, statistical 
analyses were conducted on the data to compare results of both excitation methods. The 
results indicated that ambient vibration testing was capable of detecting eight of the nine 
modes obtained by impact testing. Frequencies of vibration extracted using either method 
were mostly within 1% difference from each other. The authors attributed the differences to 
the fact that the modal data were acquired on different days. 
The same authors [42] emphasized that the variation in modal parameters is not solely 
due to damage. They smdied effects, such as environmental change through the course of a 
day, traffic intensity (total mass of the bridge), and excitation level, on the modal properties 
of the same bridge structure. Modal tests were repeated at two-hour intervals over a 24-hour 
period with nine modes (between zero and 30 Hertz) identifiable from the analysis. The 
authors found that frequency shifts were as high as 5% during the course of the day and 
recorded a good correlation between these shifts and the temperature differential between 
both sides of the bridge. 
In a companion paper [43], statistical analyses were performed on the modal data 
extracted from impact hammer tests on the same bridge. A total of 52 data sets were 
acquired through six consecutive days. Modal parameter uncertainty-bounds (vibrational 
frequencies, mode shapes, mode shape curvatures, and damping ratios) were established. A 
finite element model was used to simulate the failure of one of the connections between a 
floor beam and a girder. Changes in the modal parameters from the finite element model 
were compared to the uncertainty bounds from the experimental phase. Results implied that 
overall changes in frequencies due to damage, although small, were statistically significant 
and could be distinguished from changes due to ambient conditions. Similar conclusions 
were made with respect to mode shapes. However, for mode shape curvature and damping 
ratios, the statistical uncertainty bounds were higher than those from the damage. 
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Lenett et al. [44, 45] examined two basic assumptions related to modal testing and its 
application to bridges: (1) linearity and (2) time invariance. The authors commented that a 
bridge should satisfy these conditions in order to validate the results of a modal test. Modal 
tests using an impact hammer were conducted on a bridge with several sources that may 
cause non-linearity such as the reinforced concrete deck slab and the asphalt overlay. 
Linearity checks were performed by two means. First, reciprocity of frequency response 
function developed through concrete-asphalt measurements (impact on concrete and response 
of asphalt and conversely) was checked. Second, frequency response functions resulting 
from different levels of impact force (varying drop height of the impact hammer) were 
compared. It was verified that the bridge response is linear within the frequencies of interest 
(less than 30 Hertz). On the other hand, the bridge showed a time-variant behavior during 
testing. The authors suggested that testing be conducted in as short a time as possible and at 
a particular time of the day. Different methods to post-process the raw data, force input and 
acceleration response time histories, were summarized. 
Alampalli et al. [46] studied the sensitivity of modal parameters to common 
deterioration and damages in bridges. They conducted modal tests on a one-sixth-scale 
model. The prototype-bridge has a simple span with five steel girders in the cross section. 
The model was excited using an impact hammer and the acceleration responses were 
measured at 54 points on the model deck. Saw cuts were used to simulate fatigue cracking. 
Three damage cases were introduced to the bridge model. Case 1 was a crack at the interface 
of the gusset plate and the bottom flange at mid-span of the intermediate girder. Case 2 was 
a crack at a weld cormecting a horizontal stiffener to the web at one third of its height at mid 
span of an intermediate girder. Finally, Case 3 simulated a crack at the cover-plate-weld toe 
at approximately one-fifth span of another intermediate girder. Apparently, Case 1 had the 
most significant effect on bridge stif&iess. For each damage case, saw cuts were applied in 
five consecutive steps with a total of fifteen damage steps. For each step, three modal tests 
were conducted. Statistical t-tests were used to examine the probability of damage 
detectability. Results showed that the damage produced by each step of Case 1 could be 
detected with high confidence through monitoring frequency changes. For Cases 2 and 3, 
however, only the final step of damage application was detected with significant confidence. 
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Furthermore, the results showed that using MAC and COMAC values to locate damage 
might lead to false identification, as, in some cases, the points where damage was introduced 
showed lower detectability than other points. The authors mentioned that damage has effects 
not only in the immediate vicinity but also at other locations as bridge redimdancy caused the 
redistribution of loads to other elements. Using the similitude theory, the authors concluded 
that, for the prototype bridge, a 6 cm (2.4 inches) length would be the minimum detectable 
crack size in the most critical section of the bridge given a fi-equency resolution of 0.05 
Mazurek [47] conducted a similar laboratory tests on a laboratory model consisting of 
four built-up aluminum plate girders 6-in. deep, with an aluminum sheet representing the 
deck. Bolts spaced as close as possible were used to simulate the continuous weld in actual 
bridges. Modal tests were conducted using an impact hammer and response was measured at 
36 stations. Damage scenarios were introduced by removing bolts connecting segments of 
girders. Locations of damage included mid and quarter points of interior and exterior girders. 
Results based on frequency shifts indicated that while torsional frequencies were sensitive to 
exterior girder damage, they have little to no sensitivity to interior girder defects. On the 
other hand, MAC values indicated that all defects where detectable by examining the 
torsional modes alone. As expected, second-order modes displayed very low sensitivity to 
damage at mid points of either exterior or interior girders. The author further described, as 
presented earlier in this chapter, the use of modal flexibility to detect damage location and 
severity. 
Andersen et al. [48] suggested using a mathematical treatment to minimize the 
influence of the ambient temperature on the estimated natural frequencies. For a two 
dimensional beam, the natural frequency of Mode i is given as 
where f; = natural frequency of Mode i, Kj = constant that depends on the order of Mode i 
and on the boundary conditions, E = modulus of elasticity, I = moment of inertia, and m = 
mass per unit length. The authors suggested that temperature variations would mainly affect 
the modulus of elasticity E, which could be approximated by 
Hertz. 
(11) 
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f(t,T(t)) = 5(1,7") + -^(Kt) - T") + v(t) (14) 
E(T(t)) = E(T®) + p(T(t)-T°) (12) 
where T® = reference temperature, and T(t) = temperature at time t, and P = constant that 
could be obtained from regression analysis. Thus, the measured frequencies would be also 
affected. Substituting into Equation 11 and neglecting terms containing gives 
f(t,T(t))- =f(t,TO)-+^(T(t)-T°) (13) 
L m 
where f(t,T(t)) = measured frequency of vibration, f(t,T®) = best estimate for the same 
frequency at the reference temperature. To account for measurement noise, a white noise 
was added to the above equation leading to 
-2 
L'^m 
where v(t) = white noise sequence. It was suggested to solve the above regression model for 
f (t, T°) using methods based on Kalman filtering theory for linear systems. To verify the 
validity of this regression model, the lowest bending mode was estimated for a beam with a 
square cross section. Results showed that if a significant estimation error was present in the 
measured frequencies, the model in Equation 14 could not simply remove the effect of 
temperature fluctuating. Obviously, other factors including support conditions were not 
treated. 
Maia et al. [49] used curvatures of the frequency response flmction to localize 
damage in a finite element model simulating a free-free beam. The model consisted of 20 
two-dimensional beam elements with the reduction of the modulus of elasticity of one 
element representing the defect. Ideally, a defect or discontinuity in the structure results in a 
peak in the curvature of the mode shape. The frequency response flmction curvature was 
obtained using a central difference approximation as 
" a(i^i)k(®)-2aik(co) + a(i_i)k(co) 
ttik -"2 Uj; 
h 
where aji^ = frequency response function for the output at point i due to an input at point k, 
and h = distance between the points i-1 and i+1. After initial examination, frequency 
response functions were foimd also to show peaks at defect locations. Results showed that 
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frequency response function curvatures located damage in the beam model corresponding to 
25% reduction in modulus of elasticity with 5% added noise (that is 5% of the FRF 
magnitude at a given point is added or subtracted randomly from the FRF magnimde at the 
same point). 
Samman [50] argued that the capability of MAC to detect mode shape slope 
discontinuity was poor. Hence, he introduced the Modal Correlation Coefficient (MCC) 
which was intended to enhance MAC capabilities regarding these types of defects. MCC is 
given as 
MCC((t)i,(j)j) = MAC((j)i,(|)j)*k((j)i,(t)j) (16) 
with k((j)i,(t)j) = slope discontinuity factor computed as 
min( 
CC 
c^^ ) 
GC 
max( c'*'" 5 00 1 ) ice 
(17) 
where c"'*' = maximum slope change for mode shape (j)j. Numerical examples showed that 
MCC was superior to MAC; however, closely spaced measurement points were essential 
requirements to obtain the better results. 
Williams [51] suggested a formula. Damage Location Assurance Criteria (DLAC), to 
detect damage from frequency changes. DLAC at a Location (i) is defined as 
DLAC(i) = ({Af} {Afj}) 
({Af}^{Af})({Afir{Afi}) 
where {Af} = vector composed of measured frequency changes, i.e., first element would be 
the change in the first natural frequency, etc., and {AfJ = vector composed of analytical 
frequency changes for damage at Location i. DLAC values range from zero to one. The 
location with the highest DLAC is the most probable damage location. To illustrate the 
concept, 27 frequencies of vibration of a finite element model with 40 three-dimensional 
beam elements were extracted. Later, the stif&iess of each element, in a separate run, was 
reduced by 20% and the first 27 modes were recomputed. DLAC detected the correct 
damage location in the presence of 0.15% measiirement error (that is the frequency 
coefficient of variation was 0.15% of its mean value) which the authors estimated to be fairly 
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equivalent to the noise present in actual experimental data. However, lower levels of damage 
caused an inability to predict damage site accurately. No experimental verification was 
presented. 
In summary, three important points may be noted firom the literature review 
1. Almost all previous work did not establish the minimum flaw size that modal testing 
can detect. An exception is the work presented by Alampalli et al. [46]; however, 
that work was conducted in the laboratory on a bridge model away from the 
unavoidable environmental conditions. Further, it appears from the rest of studies 
that the limit estimated in Alampalli's work [46] is too optimistic. 
2. Apparently, the influence of environmental conditions on modal characteristics is 
bridge dependent. That is, some investigators reported that the modal properties did 
not change during several months (and even years), whereas some mentioned that 
these properties changed rapidly during the course of a day. 
3. Very few investigations utilized ambient sources for exciting the bridge structures. 
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PARTI 
PREVENTING CRACKING AT DIAPHRAGM/PLATE 
GIRDER CONNECTIONS IN STEEL BRIDGES 
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INTRODUCTION 
Background 
Cracks have developed in steel bridge components due to fatigue during the past 
several decades. Some of these have resulted in brittle fracture of the member. Out-of-plane 
distortions of the web at the diaphragm connection plates of multiple girder bridges are the 
cause of the largest category of cracking in bridges [52]. The distortion problem has 
developed in other types of bridges, including suspension bridges, two girder floor beam 
bridges, tied arch bridges, and box girder bridges. 
Figure 1 shows a schematic of the out-of-plane distortion at the end of diaphragm 
connection plates in plate girder bridges. Under typical vehicle loading, differential vertical 
deflection of adjacent girders causes forces to develop in the diaphragm elements, which 
cause the out-of-plane loading on the girder web (Detail A). Without the connection plate 
attached to the top flange and with the top flange rigidly connected to the bridge deck by 
shear connectors, these forces pass through girder web causing out-of-plane distortion and, 
hence, bending of the web gap immediately adjacent to the top flange (Detail B). In the 
negative moment regions, high cyclic stresses due to this distortion cause cracking in the web 
gap region typically parallel to the longitudinal tensile stresses [53]. Various types of 
diaphragms and girder spacing have been subjected to this type of cracking. Diaphragms 
ranged from X- and K-type bracing to rolled beam sections [54]. 
In Iowa, some of the Iowa DOT continuous, steel, welded plate girder bridges have 
developed web cracking in the negative moment regions at diaphragm connection plates. 
Current AASHTO Specifications [4] require a positive attachment between the connection 
plates for the diaphragms and both girder flanges. However, for many existing bridges, the 
connection plates are welded only to the web and the compression flange because the bridge 
specifications at the time these bridges were constructed discouraged welding of connection 
plates to the tension flanges. It should be noted that hereafter, "connection plates" and 
"stiffeners" are used interchangeably. 
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Figure 1. Description of out-of-plane girder web distortion in the gap region 
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Objective and Scope 
The primary objective of this study was to investigate a retrofit method proposed by 
the Iowa DOT to prevent web cracking. This method consists of loosening the bolts at 
selected connections between the diaphragm diagonals and the connection plates, which are 
not welded to the tension flange. The scope of the investigation included studying the 
cracking problems occurring at the diaphragm/plate girder connections in negative moment 
regions of continuous plate girder bridges, identifying existing methods of crack 
preventation/control, and comparing the out-of-plane distortion of the web for X-type and K-
type diaphragms. 
During the early stages of the study, a comprehensive literature review was 
conducted. In the experimental phase of this study, the proposed method was evaluated for 
potential field use. After conducting a preliminary field and theoretical investigation of the 
method, field tests on five bridges, with two transverse bracing systems, were conducted. 
Three bridges having X-type diaphragms were tested: one non-skew bridge and two skew 
bridges. The other two bridges, one non-skew and one skew, had K-type diaphragms. 
During tests, strains and displacements at various locations were meastured to assist in 
evaluating the effect of the proposed method on the local and global behavior of these 
bridges. Loaded test trucks, provided by the Iowa DOT, as well as ambient traffic, were 
utilized. 
Literature Search 
Fisher et al. [55, 56, 57] investigated causes of, and possible retrofit techniques for, 
distortion-induced cracking of steel girder bridges at web gaps. The field measurements 
indicated that most distortion-induced fatigue cracking develops in the web gap regions. 
Cracking would typically be evident within ten years. However, some extreme cases 
reported cracking due to wind induced vibration before the bridge opened [52]. The authors 
predict that the crack propagation rate might decrease as the crack grows. However, there 
was no experimental data to verify that prediction. The authors conducted laboratory tests on 
models having K-type and X-type diaphragms. Results show that using K-type diaphragms 
would yield longer fatigue life than using X-type diaphragms. Different retrofit procedures 
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for the connection plates, mostly destructive in nature, were examined through laboratory 
testing. Using either of the following methods was suggested. 
1. Drilling holes at the crack tip: 
As suggested by the authors, this method should be used with any of the methods 
described hereafter to minimize crack extension. This method may be satisfactory 
alone if the crack has propagated into a lower stress region. 
2. Increasing the web gap length: 
This method increases the flexibility of the connection and, hence, reduces the 
bending stresses in the web plate. However, it may cause greater distortion at the 
connection. This retrofit can be used at most floor beam/girder connections but not at 
diaphragm/girder connections. 
3. Providing positive attachment: 
Field tests showed that this method is the most effective. It can be accompanied by 
welding or bolting the connection plate to the top flange. Welding may be more 
effective; however, traffic should be stopped during welding and high-quality field 
welds may be difficult. Consequently, this method is seldom used for existing 
bridges. 
Keating [58] suggested removing the diaphragms fi-om the steel plate girder bridges 
to eliminate the source of cracking. Stallings et al. [59, 60] examined the retrofit methods 
that are used in Alabama for arresting cracks in steel plate girder bridges near diaphragm 
beam connections. They indicated that hole drilling is not reliable for preventing crack 
extension. Two bolted connections were designed to replace the connection between 
diaphragm beams and bridge girders. Although the stress range was reduced after 
implementing these connections, some connections experienced cracking after two years of 
service. The results of the study led to a recommended strategy of removing imnecessary 
diaphragms. 
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DESCRIPTION OF BRIDGES 
The bridges selected for investigation in this study are similar to and representative of 
Iowa DOT steel plate girder bridges that have been subjected to web cracking due to out-of-
plane distortion. One of the tested bridges, the 1-80 Bridge with X-type diaphragms, has 
extensive fatigue cracking due to the out-of-plane distortion in the web gap regions. Each 
bridge has continuous spans with diaphragms connecting individual girders at the end of each 
span and at intermediate points and a reinforced concrete deck slab with composite 
construction. A brief description of each of the five bridges follows. 
Boone River Bridge (Bridge XI) 
The Boone River Bridge (Br. No. 4048.25017) is located approximately 1.25 miles 
south of U.S. 20 on Iowa Highway 17 (IA-17) in Hamilton County. It carries the north and 
southbound traffic over the Boone River (Figure 2). The roadway is 44-ft wide including 
two 10-ft shoulders. The bridge was constructed in 1972. It is a three-span, symmetric steel 
welded plate girder bridge with five girders of spans 97.5, 125, and 97.5 ft, respectively. The 
girders with lateral spacing of 10 ft support the 8-in. thick deck slab. The superstructure is 
supported on two abutments at the ends and on two intermediate piers in the Boone River. 
The vertical stiffeners, with spacing of approximately 5 ft, are closely fitted to the tension 
flange with an average web gap height of 2 inches. X-type diaphragms brace girder webs at 
approximately 20-ft intervals. This bridge is inspected every two years. The last fatigue type 
inspection was in 1992. A fatigue-type inspection is conducted every six years and under-
bridge-access equipment is used to conduct these detailed inspections. No fatigue cracking 
has been observed in this bridge. Tests were conducted on the Boone River Bridge on 
September 19, 1996. Later, this bridge is referred to as Bridge XI. 
Des Moines River Bridge (Bridge X2) 
The Des Moines River Bridge (Br. No. 0804.95210) carries Iowa Highway 210 (lA-
210) over the Des Moines River west of Madrid in Boone County (Figure 3). The roadway 
consists of two 12-ft wide lanes, east and westbound, and two 10-ft shoulders. The bridge 
was opened to traffic in 1973. 
29 
Overview and roadway 
Diaphragm system 
Figure 2. Boone River Bridge on lA-17 (Bridge XI) 
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(a) Overview and diaphragm system 
(b) Roadway 
Figure 3. Des Moines River Bridge on IA-210 (Bridge X2) 
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It has five continuous spans; the exterior spans are 176 ft each and the interior spans 
are 220 ft each. The bridge is skewed 29° with four piers and two abutments. The five 
girders with lateral spacing of 10 ft are braced with rolled beam diaphragms over the 
abutments and the piers. Elsewhere, they are braced using X-type diaphragms at a spacing of 
22 ft. Intermediate vertical stiffeners are provided at a spacing of 5.5 ft. In the negative 
moment regions, these stiffeners are not welded to the top (tension) flange, but are closely 
fitted to it with an average web gap height of 2 inches. No fatigue cracking has been 
reported in the Des Moines River Bridge. The last fatigue-type inspection was conducted in 
My 1994. The inspection cycle is six years. The bridge was tested on October 16 and 17, 
1996. This bridge is referred to in the following chapters as Bridge X2. 
1-80 Bridge over Abandoned Rail Road (Bridge X3) 
This bridge (Br. No. 7804.8L080) is located in Pottawattamie County, 3.7 miles west 
of the junction of Interstate 80 (1-80) with U.S. 6 Highway. It carries the westbound traffic 
of 1-80 over an abandoned railroad (Figure 4). The bridge was constructed in 1965. The 
superstructure consists of four continuous steel plate girders topped by a reinforced concrete 
deck slab. The girders have three spans of 91.5,117, and 91.5 ft, respectively with a lateral 
spacing of 9 ft-8 in and a total bridge width of 32 ft. The bridge has X-type diaphragms 
spaced at approximately 22 ft intervals. The bridge superstructure is skewed 30°, and its 
supporting two piers and two stub reinforced concrete abutments are supported on piles. 
Vertical stiffeners are provided at intervals that do not exceed 3 ft-7 in. Stiffeners are closely 
fitted to the tension flange with an average web gap height of 1.75 inches. Fatigue cracks 
have been detected in the web gap region at nine locations. Most of these locations were at 
the negative moment regions at exterior girders. As a retrofit, holes were drilled at the crack 
tips. However, the cracks extended beyond the drilled holes in some locations. Crack 
extensions were treated by drilling holes at the new locations of crack tips. The last fatigue-
type inspection of the bridge was in September 1995. The bridge was tested on July 29, 
1997. This bridge is referred to as Bridge X3. 
(a) Overview 
(b) Diaphragm system 
Figure 4. The 1-80 Bridge no. 7804.8L080 (Bridge X3) 
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1-80 Bridge over the Mosquito Creek-Westbound (Bridge Kl) 
The bridge (Br. No. 7805.3L080) carries the 1-80 westboimd traffic over the 
Mosquito Creek, a local road, and Burlington Northern Railroad (Figure 5). It is located in 
Pottawattamie County, 3.2 miles west of the junction of 1-80 with U.S. 6 Highway. The 
bridge was constructed in 1968. The superstructure consists of seven-span continuous 
welded steel plate girder construction, with an intermediate hinge located in the fourth span. 
The bridge is skewed 44° with its supporting substructure with girder spans varying from 71 
ft to 100 ft. K-type diaphragms connect adjacent girders together at a maximum of 25 ft 
intervals. Each diaphragm panel has two horizontal members: one near the top flange and 
the other near the bottom one. The coimection plates are welded to the girder webs only and 
are close-fitted to the top and bottom flanges. This is unusual for Iowa bridges because the 
connection plates are normally welded to compression flanges. The maximum web gap 
height, measured while instrumenting the bridge, was 0.88 in. 
A crack had been previously detected at one location in the weld connecting the 
stiffener to the web plate at the top of the stiffener. The Iowa DOT calls this type of crack a 
"Crown Crack." It is caused by the out-of-plane distortion. A hole had been drilled through 
the weld to remove the crack. The last fatigue-type inspection of the bridge was in 1995. 
The bridge was tested on July 28, 1997. This bridge is referred to as Bridge Kl. 
1-80 bridge over IA-192 Westbound (Bridge K2) 
This bridge (Br. No. 7803.1L080) carries the westbound traffic of 1-80 over Iowa 
Highway 192 (IA-192), a frontage road, and railroad siding. It is located in Pottawattamie 
County, 5.4 miles west of the jimction of 1-80 with U.S. Highway 6 (Figure 6). The bridge 
was built in 1968. The roadway consists of three lanes (two 12 ft driving lanes and one exit 
lane) and two 10 ft shoulders. The bridge superstructure consists of six-span steel welded 
multi-girder composite construction. The span lengths range from 50 ft to 110 ft-6 in. Span 
4, crossing the northbound IA-192 and an access road, is the longest span. K-type 
diaphragms brace the girders at intervals varying from 19 ft to 26 ft. Each diaphragm panel 
has a lower and an upper horizontal chord. The web gap details are similar to those in Bridge 
Kl (i.e., connection plates are not welded to either the tension or the compression flange). 
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(a) Overview and roadway 
(b) Diaphragm system 
Figvire 5. The 1-80 Bridge over the Mosquito Creek (Bridge Kl) 
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(a) Overview 
(b) Diaphragm system 
Figure 6. The 1-80 Bridge over IA-192 (Bridge K2) 
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However, intermediate cross frames exist only in the positive moment regions, between the 
splices of the longitudinal girders. There is no recorded fatigue cracking history for this 
bridge. The last fatigue-type inspection was in July 1994. The bridge was tested on July 29, 
1997. Hereafter, this bridge is referred to as Bridge K2. 
It is interesting to note that Bridges X3, Kl, and K2 are all on 1-80 (westbound) 
within two miles distance from each other with no exits or entrances in between them. That 
means that all the three bridges are subjected to the same amount of traffic loading. Bridge 
X3 has severe cracks resulting from out-of-plane distortion, while Bridges Kl and K2 are 
free from cracking due to distortion problems. This conforms to the observations made by 
earlier studies [56] that K-type diaphragm bridges have greater fatigue life than X-type 
diaphragm bridges. 
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RESEARCH METHODS 
General 
To assess the proposed retrofit method, bridge responses were meastired at certain 
locations under the application of vehicular load before and after loosening the bolts 
cormecting the diaphragm elements to the girder webs. There are two sets of bolts 
cormecting diaphragm diagonals to the girder webs: an upper set and a lower set. In the case 
of X-type diaphragms, each set consists of two bolts for each diagonal, while in the case of 
K-type diaphragms, there are three bolts per diagonal. For X-type diaphragms, loosening 
either set would induce an equivalent effect. The lower set of bolts is easily accessed in the 
field and, hence, the method was evaluated primarily by loosening these bolts. For the K-
type diaphragms, loosening upper coimection bolts was expected to have a greater effect on 
the web gap region. Therefore, top connection bolts were loosened in the field. Further, the 
effect of loosening both upper and lower diaphragm bolts was also evaluated. This chapter 
presents the test procedure, loading configuration, instrumentation, and the data analysis. 
Loading and Test Procedure 
Loading 
The Iowa DOT provided two loaded rear tandem axle trucks for each bridge (see Figure 7 for 
trucks used for testing Bridge XI). The majority of the tests (described later) utilized only 
one truck traveling on the bridge in different lanes and shoulders at speeds varying fi-om 5 
mph (crawl speed) to more than 60 mph. For two bridges, however, the two trucks were run 
side by side in a few tests at the crawl speed. Different tmcks were used during tests on 
different bridges; however, the dimensions and weights were consistently similar. Before 
testing, each truck was measured and weighed. The gross truck weight ranged firom 49 kips 
to 53 kips (see Table 2 for a list of firont axle, rear axle, and gross weights of the test trucks). 
Although not reported here, additional data were collected during ambient heavy truck 
traffic. 
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Figure 7. Trucks used for testing Bridge XI 
Table 2. Weight of loaded test trucks used in testing the five bridges 
Bridge Truck 1 (lb.) Truck 2 (lb.) 
Rear Front Gross Rear Front Gross 
axle axle weight axle axle weight 
Bridge XI 35,780 14,860 50,640 36,100 13,980 50,080 
Bridge X2 37,440 14,800 52,240 39,000 14,200 53,200 
Bridge X3 33,960 15,240 49,200 35,720 13,300 49,020 
Bridge K1 33,960 15,240 49,200 35,720 13,300 49,020 
Bridge K2 33,960 15,240 49,200 35,720 13,300 49,020 
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Test Procedure 
For Bridges XI and X2, 18 tests were conducted (see Table 3 for test description). 
During testing, ambient traffic was restricted on the bridges. To assess the quasi-static 
response, a single truck traveling in different lanes and shoulders at crawl speed was used. 
The dynamic response was recorded for a single truck traveling only in the driving lanes at 
speeds of 30 and 50 mph. First, Tests 1-9 were performed (tight condition), then bolts at the 
chosen locations were loosened, and Tests 10-18 were conducted (loose condition). In 
Bridge XI, bolts of the lower connections between the diagonal elements and the girders 
were loosened at the first diaphragm in the intermediate span (see Figure 8). In Bridge X2, 
the lower connection bolts of four diaphragms (see Figtire 9) in the negative moment region 
were loosened to investigate the effects of lateral load distribution to the girders. The north 
side bolts were kept tight because they could not be accessed safely due to high-speed winds 
on the test day. During loosening, the strains in the web gaps were monitored continuously. 
Due to the high volume of traffic on the three 1-80 bridges, shutting down the traffic 
was not acceptable and, hence, it was not possible to restrict ambient traffic during testing. 
Thus, tests were conducted with the loaded trucks running at the traffic flow speed. All tests 
for the 1-80 Bridges used a single test truck. 
For Bridge X3, eight tests were conducted. Table 4 shows the condition of the bolts 
and truck speed and position during these tests. With the bolts tight. Tests 1-3 (tight 
condition) were conducted. After that, the lower connection bolts of the diaphragm 
diagonals at Locations EX3 and HX3 were completely loosened (see Figure 10). Next, Tests 
4 and 5 (partial loose condition) were performed. Partial loosening is defined here as 
completely loosening the lower connection bolts of the exterior diaphragm panel. These tests 
allowed an investigation of the effects of loosening the bolts of only exterior panels on the 
web gap behavior of both exterior and interior girders. Later, the lower connection bolts of 
the interior panel at Location DG were loosened and Tests 6 and 7 (loose condition) were 
conducted. To investigate the effect of loosening the bolts of all connections (upper and 
lower), the upper connection bolts of the exterior diaphragm panel at Location EX3 were 
loosened and Test 8 (called all bolts loose) was conducted. Truck speeds ranged from 55 to 
64 mph. 
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Table 3. Test description for Bridges XI and X2 
Number of Bolts Position of truck 
Trucks-speed condition Bridge XI Bridge X2 
Test 1 Single-crawl Tight West Shoulder South Shoulder 
Test 2 Single-crawl Tight West Lane South Lane 
Tests Single-crawl Tight East Lane North Lane 
Test 4 Single-crawl Tight East Shoulder North Shoulder 
Test 5 Single-30 mph Tight West Lane South Lane 
Test 6 Single-30 mph Tight East Lane North Lane 
Test 7 Single-50 mph Tight West Lane South Lane 
Tests Single-50 mph Tight East Lane North Lane 
Test 9 Two-crawl Tight West Shoulder and South Shoulder and 
Lane Lane 
Test 10 Single-crawl Loose West Shoulder South Shoulder 
Test 11 Single-crawl Loose West Lane South Lane 
Test 12 Single-crawl Loose East Lane North Lane 
Test 13 Single-crawl Loose East Shoulder North Shoulder 
Test 14 Single-30 mph Loose West Lane South Lane 
Test 15 Single-30 mph Loose East Lane North Lane 
Test 16 Single-50 mph Loose West Lane South Lane 
Test 17 Single-50 mph Loose East Lane North Lane 
Test 18 Two-crawl Loose West Shoulder and South Shoulder and 
Lane Lane 
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Figiire 8. Schematic plan and cross section of Boone River Bridge (Bridge XI) showing 
instrumentation and loosened bolts locations 
42 
Pier 
^ Position of bolts loosened 
at the bottom flange . 
O Instrumentaiion 
locations 
LX2 
Location RX2 Location' EX2 
3 strain gages 10 strain gages 
1 DCDT -
6 strain gagas 
1 DCDT 
North 
Pier Splice Pier Splice Splice 
North Shoulder North Lane South Lone South Shoulder 
E 32x2 1/2 
Detail A 
WT5X10.5 ' ' 
o Loosened bolts 
184x1/2 L(L32X 2 1/2 
.Deck slab 
It 32x2 1/2 
-..t-r k' 
Top flange 
Diaphragm angl^ Weld 
Stlffener 
Detail A 
Figure 9. Schematic plan and cross sections of Des Moines River Bridge (Bridge X2) 
showing instrumentation and loosened bolts locations 
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Table 4. Test description for Bridge X3 
Number of trucks-
speed 
Bolts condition* Truck position 
Test 1 Single-60 mph Tight South Lane 
Test 2 Single-55 mph Tight North Lane 
Tests Single-60 mph Tight Straddling between Lanes 
Test 4 Single-60 mph Partial loose South Lane 
Tests Single-64 mph Partial loose North Lane 
Test 6 Single-60 mph Loose South Lane 
Test 7 Single-55 mph Loose North Lane 
Tests Simgle-60 mph All bolts loose North Lane 
*See text 
Table 5 shows the arrangement of the seven tests performed on Bridge K1. All tests 
were conducted using a single truck. First, Tests 1-4 (tight condition) were conducted. After 
these tests, the six bolts of the upper connections between the diaphragms and the girders 
were loosened at the locations marked in Figure 11. 
Table 5. Test description for Bridge K1 
Number of trucks-speed Bolts condition* Truck position 
Test 1 Single-40 mph Tight South Lane 
Test 2 Single-40 mph Tight Intermediate Lane 
Tests Single-55 mph Tight North Lane 
Test 4 Single-55 mph Tight Straddling between South 
and Intermediate Lanes 
Tests Single-50 mph Loose South Lane 
Test 6 Single-60 mph Loose Intermediate Lane 
Test? Single-50 mph Loose North Lane 
*See text 
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Figure 10. Schematic plan and cross sections of Bridge no. 7804.8L080 (Bridge X3) 
showing instrumentation and loosened bolts locations 
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As the nuts were loosened, the diaphragm panel at Locations EKl and AKI rotated 
about a transverse axis passing through the lower connection bolts. This caused the top bolts 
of the upper connections to bear against their holes even with the nuts totally removed. Next, 
Tests 5-7 (loose condition) were conducted. Truck speed ranged from 40 to 60 mph. 
For Bridge BC2, ten tests were conducted as shown in Table 6. All tests were 
conducted using a single truck. With the bolts tight Tests 1-3 (tight condition) were 
conducted. Next, the six upper-connection bolts that attach the exterior diaphragm panel to 
the stiffeners of both the exterior and interior girders were loosened (see Figure 12). Tests 4-
6 (partial loose condition) were conducted. Later, the upper connection bolts in three interior 
panels through the fifth girder were loosened and Tests 7-9 (loose condition) were conducted. 
Afterwards, the lower connection bolts of the exterior diaphragm panel between the exterior 
and interior girders at Location EK2 were loosened. Then, Test 10 (all bolts loose) was 
conducted. Truck speed ranged from 45 mph to 65 mph during different tests. Additional 
data were collected during passage of heavy trucks on the bridge. 
Upon completion of tests at individual bridges, all bolts were tightened back to their 
original state. 
Table 6. Test description for Bridge K2 
Test Number of trucks-speed Bolts conditioii* Truck position 
Test 1 Single-55 mph Tight South Lane 
Test 2 Single-55 mph Tight Intermediate Lane 
Test 3 Single-60 mph Tight North Lane 
Test 4 Single-55 mph Partial loose South Lane 
Tests Single-65 mph Partial loose Intermediate Lane 
Test 6 Single-45 mph Partial loose North Lane 
Test 7 Single-65 mph Loose South Lane 
Tests Single-60 mph Loose Intermediate Lane 
Test 9 Single-55 mph Loose North Lane 
Test 10 Single-65 mph All bolts loose South Lane 
*See text 
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Figure 11. Schematic plan and cross sections of Mosquito Creek Bridge (Bridge Kl) 
showing instrumentation and loosened bolts locations 
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Figure 12. Schematic plan and cross sections of IA-192 Bridge showing instrumentation and 
loosened bolts locations 
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Instrumentation 
Two types of instnimentation were used: displacement transducers and strain gages. 
Trans-Tek series 240 DC-DC displacement transducers (DCDT) were used to measure 
displacements. These units consist of a precision linear variable differential transformer, a 
solid state oscillator, and a phase sensitive demodulator. The core, when displaced axially 
within the core assembly, produces a voltage change in the output directly proportional to the 
displacement. These units provided excellent linearity, infinite resolution, and high 
sensitivity. Confidence of accuracy was 0.00005±0.00002 in. The transducers were 
mounted using magnetic holders. Magnetic isolation of the transducer to reduce any effects 
of the mounting magnet on the coil was accomplished by using aluminum blocks for 
attachment of the transducer to the magnet. The cores were spring loaded to provide constant 
contact pressiare at the measmrement location. Foil strain gages were mounted at locations 
that were determined to be critical in evaluating the effects of loosening the bolts of the 
diaphragm connections. All strain gages were manufactured by the Micro-Measurements 
and Instruments Division of the Meastirements Group, Raleigh, North Carolina. A common 
characteristic of the gages was self-temperature compensation with a resistance of 350 ohms. 
Surface preparation and strain gage bonding was done per manufacturer specifications. Final 
protective coatings, rubber sealant, and foil tape sealed with rubber were applied to protect 
against moisture. 
Data firom the displacement transducers and strain gages were collected, processed, 
and stored using a data acqmsition system manufactured by the Optim Electronics 
Corporation. The system was a 5108DC Megadac with control and data storage provided by 
a laptop computer and an IEEE-488 connection. The system was set to a pre-trigger waiting 
state and instruments were electronically balanced before collecting data. The data collection 
process was initiated manually when a vehicle approached the bridge. During data 
collection, all instruments coxald be monitored to determine if any channel was having signal 
problems. The data scan rate was set to 50 Hertz for crawl speed tests and 100 Hertz for the 
other speeds. Data collection rate of 100 Hertz means one complete scan of all instruments 
occurred approximately every 0.01 second. The time interval between channel readings was 
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four {0. seconds. The time duration of the data collection was user-defined and manually 
terminated after the desired data had been collected. 
Measurements and Locations 
Before each bridge was field tested for this study, a three-dimensional finite element 
model was constructed using ANSYS, a commercial finite-element-software package. The 
Iowa DOT provided the design and construction drawings. These drawings as well as 
measurements taken during field visits prior to testing were the primary sources for 
modeling. Since several diaphragm/plate girder connections exist in the negative moment 
region of each bridge, it was desired to instrument the one with the greatest potential for 
developing fatigue cracks due to out-of-plane distortion. The finite element model was 
utilized to determine at which diaphragm connection the greatest distortion develops. Forces 
in the diaphragm elements are the main cause of the out-of-plane distortion. Forces in the 
diaphragm elements were computed firom static analyses considering wheel live loads. 
Sensor locations were primarily chosen at the intact web gaps with diaphragm 
connections that produced the maximum out-of-plane moment in the web plate at the 
connection gap. The finite element analysis showed that these locations always occurred at 
exterior girders. These locations are called EXl, EX2, EX3, EKl, and EK2 for Bridges XI, 
X2, X3, Kl, and K2, respectively. It should be noted that no intermediate cross firame exists 
in the negative moment regions in Bridge K2; therefore, the tested web gap (EK2) was in a 
positive moment region. The connection plate was not welded to the top flange in this 
region. 
Typical instrumentation details for these gaps in X- or K-type diaphragm bridges are 
shown in Figure 13. Each location was instrumented with 8 to 14 strain gages and one or 
two displacement transducer to record the following: (1) strains in the web gap region due to 
out-of-plane deformation, (2) strains in diaphragm diagonal(s), (3) girder flange and web 
strains remote fi-om the local effect of the out-of-plane distortion, and (4) amount of out-of-
plane distortion. It must be noted that strains in the web gap regions would be expected to be 
highest at the toe of the top flange to web weld; however, it was not possible to place strain 
gages exactly at these locations. Strain gages were placed as close as possible to the vertical 
stiffener with the centerline of the gage within 0.5 in. from the edge of the stiffener plates. 
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The top gages were within 0.63 in. from the bottom of the top flange. Closer 
distances were not possible because of the weld connecting the web to the top flange. In 
some locations, additional gages were used to allow extrapolating the recorded strains to 
obtain the values at the most critical locations (inside the gap at the weld toes). 
In addition, for bridges where holes were drilled, sensors were located at the cracked 
web gap (with diaphragm connection in the negative moment region) with the greatest out-
of-plane moments. These are Locations HX3 and HKl for Bridges X3 and Kl, respectively. 
Figure 14 is a photo for Location HX3 with horizontally oriented cracks and drilled holes. In 
these locations (HX3 and HKl), the horizontal distribution of the out-of-plane distortion 
strains and the horizontal out-of-plane displacement were measured. Web gaps of interior 
girders in the negative moment regions are also susceptible to fatigue cracking. Therefore, 
four locations were instrumented: IXl, 1X3, IKl, and IK2, respectively. At these locations, 
the out-of-plane distortion was recorded. Further, the strain distribution in the web gap 
region due to the out-of-plane distortion was measured (using at least three strain gages) in 
all of them except Location 1X1. For Location EXl, two vertically oriented displacement 
transducers were attached on either side of the web to measure the relative vertical 
displacement between the flange and the web. 
Three other locations were instrumented to record the strains and the out-of-plane 
distortion in small web gaps. Location BXl is a web gap near the bottom flange at a positive 
moment region of an exterior girder in Bridge XL Location RX2 is a web gap without 
diaphragm connection at the top flange in the negative moment region. Location AKl is a 
web gap with a diaphragm connection in the negative moment region of an exterior girder. 
Location BXl was used to assess the possibility of fatigue cracking near the bottom flanges 
in positive moment regions, whereas measurements at Location RX2 provided reference for 
strains and displacements in the absence of diaphragms, and consequently, their forces and 
connections. Clearly, readings of the gages at that location would not be affected by 
applying the method (there is no diaphragm connected to this web gap); hence, their readings 
were only recorded in the loose condition. 
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(a) Overview 
(b) Drilled holes and cracks 
Figure 14. Crack and drilled holes at Location HX3 
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Also, it was desired to gather information about the change in the global behavior due 
to the application of the proposed method; specifically, how the proposed method would 
affect the transverse distribution of vertical loads. Therefore, the longitudinal bending strains 
in girder flanges were collected in two bridges: (1) a skew bridge with X-type diaphragms at 
an intermediate pier section (Location LX2), and (2) a non-skew bridge with K type 
diaphragm in a positive moment region (Location LKl). 
Data Analysis 
After the field data were collected, they were stored on a laptop computer and 
transported to the laboratory where they were reduced and plotted. Comparative data plots 
were generated using commercial software. Of primary interest was the effect of the 
proposed retrofit method on the strain distribution and magnitude in the web gap region, on 
the strain range in the web gap region, on the out-of-plane distortion at the web gap region, 
on the forces in the diaphragm elements, and on the lateral load distribution of gravity live 
load in the girders at a given cross section. The strains in the web gap region and the strain 
ranges were obtained from the strain gage instrumentation. The strains were plotted for each 
test. Strain plots were used to compute the maximum strain and strain range occurring 
during different tests. Further, stress and stress ranges were computed by multiplying the 
corresponding strain and strain ranges by the modulus of elasticity. Stress range is an 
essential factor for determining fatigue life of welded joints as research showed that fatigue 
strength of welded joints is only governed by the applied stress range regardless of the type 
of stress or stress ratio [61]. The diaphragm element forces were computed by multiplying 
the average of the strain readings of the gages attached to the diaphragm diagonals by the 
modulus of elasticity. The effect of loosening bolts on the transverse vertical load 
distribution was obtained from the strain gages attached to the girders at the pier or at the 
positive moment region. 
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FIELD TESTS RESULTS AND DISCUSSION 
In the following sections, the effects of loosening the bolts on the web gap strains, 
out-of-plane distortion (horizontal deflection), diaphragm diagonal element forces, and girder 
lateral load distribution are presented. The potential of the proposed retrofit method to 
prevent fatigue cracking in the web at the diaphragm/plate girder connection is evaluated. 
Other design aspects that must be considered before implementing the method are also 
described. 
Local Effect of the Method 
Web Gap Strains 
X-Type Diaphragm Bridges 
Figure 15 shows the strain readings of the four gages installed in the web gap at 
Location EXl during Test 5. Like all strain plots, it is characterized by a single maximum 
value followed by a small rebound strain. During Test 5, the maximum recorded strain for 
Gage 1 was 160 micro-strain (4.64 ksi). This figure illustrates how the strain range is 
estimated. Strain range is an absolute value with no associated sign. After graphically 
finding the strain range, the stress range is estimated as described in the previous chapter. 
The strain in the web gap region showed variation with truck speed. When tests with 
different truck speeds were conducted, tests with a 30-mph speed had the highest strains. 
The strain in the web gap, however, showed greater variation with transverse truck position. 
Figures 16 and 17 show the effect of transverse truck position on the vertical profile of the 
maximum strains occurring in the web gap region of Location EXl and Location EX2, 
respectively, for tests with a single truck traveling at crawl speed. Clearly, the strain 
distribution shows bending of the web due to the out-of-plane distortion. It should be noticed 
that although the web-gap geometrical configuration is nearly the same at both locations 
(different bridges), the maximum strains differ significantly. This implies clearly that the 
strains and stresses, in addition to being location dependent, are bridge dependent. 
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At Location BXl near the bottom flange in the positive moment region, the strain 
distribution in the web gap is shown in Figure 18. The distribution did not exhibit bending 
behavior. The values of these strains are less than 10% of those at Location EXl in the 
negative moment region, explaining why it is more likely that a web gap in the negative 
moment region would crack. 
At Location HX3 (with drilled holes), strains and strain ranges in the web gap were 
slightly higher than the corresponding values at Locations EX3 and DG (150, 128, and 140 
micro-strains or 4.35, 3.71, and 4.06 ksi for HX3, EX3, and 1X3, respectively). This implies 
that drilling holes might be insufficient to prevent crack re-initiation. At Location RX2 (with 
no diaphragm connection), the strain distribution shows a very slight bending behavior (see 
Figure 19) with values significantly smaller than those in locations with diaphragm 
connection (EXl, EX2, EX3, HX3, and DG). 
After loosening the bolts, the strains at all locations with diaphragm connections drop 
significantly. Figure 20 shows a comparison between the vertical profile of the strain in the 
web gap at Location EX3 during Test 2 (tight). Test 5 (partial loose). Test 7 (loose), and Test 
8 (all bolts loose). Obviously, the web gap strains at Location EX3 (and similarly all gaps 
with diaphragm connections) were reduced upon loosening the bolts. However, the 
distribution still reflects out-of-plane bending behavior of the web gap. Loosening the 
exterior diaphragm panel lower bolts only (partial loose) had nearly the same effect as 
loosening both exterior and interior panel lower bolts (loose) or loosening the exterior and 
interior panel lower and upper bolts (all bolts loose) on the exterior girders web gap strains. 
For an interior girder (Location 1X3), however, a significant reduction in the web gap strains 
occurred after loosening the diaphragm bolts of the interior panel (i.e. between partial loose 
and loose condition). Figure 21 illustrates that for Test 2 (tight), Test 5 (partial loose) and 
Test 7 (loose) with the truck travelling in the North Lane. 
To illustrate the local effect of the out-of-plane distortion and the effect of the proposed 
method, the horizontal distribution of the resulting strains is plotted in Figure 22 for 
Locations EX3 and HX3 for both tight and loose conditions. With the bolts tight, the strains 
gradually increased towards the stiffener plate. After loosening the bolts, however, the strain 
distribution was nearly constant implying that the local effect had diminished. 
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Linear extrapolation of the recorded strains at Location EX3 showed that a maximum 
projected strain of220 and 180 micro-strains (6.38 and 5.22 ksi) would have occurred at the 
longitudinal flange to web weld toe and stiffener to web weld toe, respectively. That 
explains why most web cracks resulting from out-of-plane distortion initiate at either of these 
two locations. 
The stress ranges were computed from different tests in which a single test truck was 
used and the maximum value (directly without extrapolation) for each location is shown in 
Table 7. The table also gives the values for the stress ranges after applying the proposed 
method as well as the reduction percentage in the stress ranges. The values for the tight 
condition listed in this table may be small compared to those reported in the literature (for 
example, those presented in Ref 55) because those were extrapolated inside the web gap and 
were due to truck weights double those in the current study. Strains extrapolated at the weld 
toes due to heavy trucks from the ambient traffic approached the yield strains of the used 
steel. Considering the reduction percentages in the stress range, fatigue life of the web gap 
detail could increase at least seven times (note that the approximate fatigue life is inversely 
related to the cubic power of the stress range [4]). The stress ranges in web gaps with loose 
diaphragm connection bolts (0.35 to 1.63 ksi) were close to that in the web gap without a 
diaphragm connection RX2 (1.02 ksi). Hence, fatigue life at a web gap with loose diaphragm 
connection should be nearly the same as that in a web gap without any connection. 
K-Type Diaphragm Bridges 
The vertical profiles of the maximum web-gap strains at Location EKl during tight 
condition tests (Tests 1-3) are shown in Figure 23. As is the case with X-type diaphragm 
bridges, the figure indicates the bending behavior of the web gap and the variation of the 
strain profile with the transverse truck position. In the tight condition, the maximum stress 
ranges in the web gap in both negative and positive moment regions are of comparable 
magnitudes as indicated in Table 7 (for example. Locations AKl and EK2). It should be 
noted that the connection plate is not welded to the top flange in either the positive or the 
negative moment regions. All other gaps showed similar behavior (either in positive or 
negative moment regions). After loosening the bolts and conducting partial loose or loose 
tests, strains were significantly reduced in all tested gaps except one (AKl). 
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Table 7. Maximum stress range in the tested web gaps due to a single test truck 
Location Web gap configuration Stress range (ksi) Reduction 
(region-girder-diaphragm) Tight Loose (%) 
EXl Negative-exterior-w/diaphragm 5.80 1.45 75% 
BXl Positive-exterior-w/diaphragm 0.58 - -
EX2 Negative-exterior-w/diaphragm 2.26 1.16 48% 
RX2 Negative-exterior-w/o diaphragm - 1.02 -
EX3 Negative-exterior-w/diaphragm 4.15 0.93 77% 
DO Negative-interior-w/diaphragm 2.47 0.35 85% 
HX3 Negative-exterior-w/diaphragm, 4.93 1.63 65% 
cracks, and drilled holes 
EKl Negative-exterior-w/diaphragm- 1.51 0.44 71% 
Aia Negative-exterior-w/diaphragm 2.47 4.35 -76% 
HKl Negative-exterior-w/diaphragm, 0.58 0.44 25% 
cracks and holes 
EK2 Positive-exterior-w/diaphragm 2.64 1.39 47% 
IK2 Positive-interior-w/diaphragm 0.93 0.58 38% 
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Figure 24 shows the effect of loosening bolts on the web gap strains at Location EK2 
during Tests 1,4, and 7 (tight partial loose, and loose, respectively). Similar to the case with 
X-type diaphragm bridges, partial loose condition produced nearly the same effect as the 
loose condition or the all bolts loose condition for exterior girder gaps. Although this web 
gap (EK2) is located in a positive moment region, no different behavior was observed. 
Interior girders (Location IK2) exhibited a different behavior as illustrated in Figure 25. 
Strains increased as the exterior panel diaphragm bolts were loosened (partial loose 
condition). Later, loosening the interior panel bolts reduced the strain levels substantially 
below those in the tight condition tests. Loosening the exterior panel bolts reduced the forces 
in the diagonals of that panel. Hence, the net horizontal force acting on the gap at Location 
IK2 (which is the resultant of the forces in the diagonals of both interior and exterior 
diaphragm panels) increased. Consequently, the web-gap strains increased. Later, the net 
force decreased as the interior diaphragm panel was loosened reducing the web gap strains. 
Figure 26 shows the effect of loosening bolts on the web gap of Location AKl. 
Contrary to the behavior in all other web gaps (either X-type or K-type diaphragm bridges), 
web gap strains at Location AKl increased and/or changed sign due to loosening the bolts. 
One of the three gages installed at that location was damaged during the loosening process 
and, hence, its readings are not reported for Test 5 (loose condition). During Test 5, the top 
gage recorded 140 micro-strains (4.06 ksi), a 100% increase over its reading in Test 1 (the 
corresponding test in the tight condition). Further, the web gap strain distribution at Location 
AK2 indicates out-of-plane bending even after loosening the bolts. Possible explanations 
are: (1) flange out-of-plane rotation with the deck slab under the effect of wheel loads, and/or 
(2) experimental error. However, this increase can not be explained by an increase in the 
out-of-plane distortion of the web gap (later the out-of-plane displacement is shown for this 
location). Further experimental and theoretical analyses may be needed to explain why such 
an increase occurred. The strains at Location HKl were small compared to other locations 
indicating that the source of cracking was not the out-of-plane distortion. 
The reduction percentages in the maximum stress range after loosening bolts are also 
given in Table 7. The web gap at Location AKl has a negative reduction. The maximum 
computed stress range in the tight condition in Bridge K1 was 2.47 ksi. After loosening the 
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bolts, this value increased to 4.35 ksi. All other web gaps recorded reductions in the stress 
range upon loosening the bolts with reduction percentage ranging from 25% to 71%. This is 
consistent with what was recorded in X-type diaphragm bridges. 
Web Gap Out-of-Plane Distortion 
X-Type Diaphragm Bridges 
As was the case with web gap strains, the out-of-plane displacement showed variation 
with truck speed and transverse position. Further, out-of-plane displacement and web gap 
strains were proportional and consistent at every location. Maximum distortion always 
occurred when the test truck was traveling in the nearest driving lane. 
Although web gap size was nearly the same for all the three bridges, the maximum 
out-of-plane displacement varied from one bridge to another. The maximum out-of-plane 
displacements were 0.0056, 0.0022, and 0.0042 in. for EXl (Bridge XI), EX2 (Bridge X2), 
and HX3 (Bridge X3), respectively. It should be noted that all maximums occurred at 
exterior girders. 
The maximum out-of-plane displacements at interior girders of non-skew bridges 
were significantly less than those at exterior girders. For example, the maximum out-of-
plane displacement at Location IXl was 0.0011 in. compared to 0.0056 in. at Location EXl. 
For skew bridges, however, the out-of-plane displacements were of comparable magnitudes 
at interior and exterior girders. The maximum out-of-plane displacements at Location RX2 
(with no diaphragm connection) and at Location BXl (web gap near the bottom flange), with 
values of 0.0002 and 0.0003 in., respectively, were considerably less than those at any other 
web gap. 
The out-of-plane displacement at Location HX3 (with cracks and drilled holes) was 
more than twice that of Location EX3 (in the same bridge). This implies that the presence of 
cracks and drilled holes reduced the lateral stifBiess of the web gap significantly. It should 
be noted, however, that the maximum strain values were of corresponding magnitudes at the 
two locations. After applying the proposed method, the distortion was reduced significantly. 
That of Location EXl, for example, was reduced to 0.0015 in. (a reduction of 73%). 
Reduction percentages of out-of-plane distortion at exterior girders ranged from 42% to 86%. 
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At interior girders, where the out-of-plane distortion was generally smaller, it ranged from 
27% to 88%. Table 8 stmmiarizes the maximum out-of-plane distortion at each of these 
locations due to a single truck passage. In Bridge X2, the out-of-plane distortion at Location 
EX2 is larger than (up to 10 times greater) that at Location RX2 (with no diaphragm 
connection) even after loosening the bolts. A possible explanation is that after loosening the 
bolts, the diaphragm diagonals bore against the loosened bolts leading to the development of 
forces which contributed to the out-of-plane distortion. 
Figure 27 shows the effect of the proposed method on the maximum out-of-plane 
displacement of the instrumented locations (EX3, DG, and HX3) in Bridge X3. Generally, 
loosening only the exterior diaphragm panel lower bolts (partial loose condition) produced 
effects comparable to complete loosening both exterior and interior panel lower bolts (loose 
condition) on the web gap at of exterior girders. For interior girders, there was a significant 
reduction in the out-of-plane distortion between the partial loose and loose condition tests. 
Further loosening of the upper bolts of the exterior panel did not improve the behavior of the 
web gaps. 
K-Type Diaphragm Bridges 
With the bolts tight, the maximum out-of-plane displacement was 0.00055 in. at 
Location DCl. It should not be surprising that the maximum distortion occurred at an interior 
girder (not an exterior one), as diaphragms are discontinuous in Bridge K1 leaving exterior 
and interior girders with equal opportunities of distortion. Maximum out-of-plane distortion 
at other locations ranged from 0.00020 to 0.00040 in. As can be noted, the out-of-plane 
displacements in the tested K-type diaphragm bridges are substantially less than those in X-
type diaphragm bridges. One or more of the following factors may have contributed: (1) web 
gaps were smaller which affected their out-of-plane stif&iess, (2) a horizontal top member 
exists in the K-type diaphragm which may have reduced the horizontal force transmitted 
through the web gap area, (3) K-type diaphragms behave differently than X-type diaphragms. 
The maximum out-of-plane displacement at Location HKl was 0.00040 in., a value smaller 
than that of the out-of-plane displacement at Location EKl without cracks. If the crack at 
Location HKl was the result of out-of-plane web distortion, similar cracks should have 
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Table 8. Maximum out-of-plane distortion of the tested web gaps due to a single test truck 
Location Web gap configuration Out-of-plane Reduction 
distortion (in.) (%) 
(region-girder-diaphragm) Tight Loose 
EXl Negative-exterior-w/diaphragm- 0.0056 0.0015 73% 
IXl Negative-interior-w/diaphragm 0.0011 0.0008 27% 
BXl Positive-exterior-w/diaphragm 0.0003 - -
EX2 Negative-exterior-w/diaphragm 0.0022 0.0012 45% 
RX2 Negative-exterior-w/o diaphragm - 0.0002 -
EX3 Negative-exterior-w/diaphragm 0.0018 0.0003 83% 
1X3 Negative-interior-w/diaphragm 0.0017 0.0002 88% 
HX3 Negative-exterior-w/diaphragm, 0.0042 0.0006 86% 
cracks and drilled holes 
EKl Negative-exterior-w/diaphragm- 0.00030 0.00015 50% 
AKl Negative-exterior-w/diaphragm 0.00040 0.00032 20% 
HKl Negative-exterior-w/diaphragm, 0.00040 0.00025 38% 
cracks and holes 
EKl Positive-interior-w/diaphragm 0.00055 0.00020 64% 
EK2 Positive-exterior-w/diaphragm 0.00050 0.00015 70% 
1K2 Positive-incerior-w/diaphragm 0.00015 0.00010 33% 
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Figiire 27. Maximum out-of-plane displacements of Locations EX3, DO, and HX3 during 
tight, partial loose, and loose tests 
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appeared at Location EKL This implies such a crack (crown crack) could be attributed to the 
out-of-plane distortion (note that the strains gave a similar indication). 
Listed in Table 8 are the maximum out-of-plane displacements in the tight and loose 
condition tests along with the reduction percentages. After loosening the bolts, the out-of-
plane displacement was reduced at all locations including Location AKl, in which the stress 
range increased after loosening the bolts (see previous section). That eliminates the 
possibilities that the stress increase at the same location was caused by an increased out-of-
plane distortion. Reduction percentages ranged from 20% at Location AKl to 70% at 
Location EK2. Figure 28 shows the effect of proposed method on the maximum out-of-plane 
displacement measured in Bridge X3. As with X-type diaphragm bridges, the partial loose 
condition resulted in an increase in the distortion of interior girder (Location IK2). The loose 
condition, however, lowered the distortion to levels significantly below that in the tight 
condition. For exterior girders, slight reductions occurred going from partial loose to loose 
and from loose to all bolts loose. 
Web Gap Relative Vertical Displacement 
At Location IX1, two transducers were attached to the connection plates on either 
side of the web plate with their stems bearing against the top flanges. The purpose was to 
measure the relative vertical displacement between the top flange and the stiffener plates. 
Possible causes for relative vertical displacement between the top flange and the web plate 
include: (1) out-of-plane rotation of the top flange (rotation of the top flange about an axis 
parallel to the longitudinal centerline of the bridge), while being rigidly attached to the deck 
slab, and (2) extension or compression of the web gap. The readings of the two transducers 
were used to compute the flange rotation and the web extension. The computed values 
during crawl speed-single truck tests are plotted in Figure 29. Clearly, the change in web gap 
extension was very small. Web gap extension or compression is mainly caused by the 
vertical loads transmitted from the deck to the girder implying that there was a very slight 
change in the transmitted load upon loosening the bolts. This means that the effect of 
loosening the bolts on the lateral load distribution is minimal. On the other hand, the change 
in flange rotation was relatively large, implying that the deck slab role in laterally 
distributing the loads increased. 
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Diaphragm Diagonal Forces (X-Tj^e and X-Type Diaphragm Bridges) 
Table 9 lists the maximum forces computed in diaphragm diagonals for both X-type 
and X-type diaphragm bridges. Forces were measured in four diagonals connected near the 
top flange of exterior girders with maximum tensile forces ranging from 1.13 kips (in Bridge 
X3) to 1.47 kips (in Bridge K2). Forces in only one diagonal connected near the bottom 
flange of the exterior girder at Location EXl were computed with a maximum compressive 
value of (-1.65) kips. Clearly, X-type and K-type diaphragm diagonal forces were of 
comparable magnitude in the tight condition. 
Table 9. Maximum force in the diaphragm diagonals due to a single test truck 
Location Location of diagonal w.r.t. Force (kips) Reduction 
Exterior girder Tight Loose (%) 
EXl Connected near the top flange 1.40 0.07 95% 
EXl Connected near the bottom flange -1.65 -0.11 93% 
EX2 Connected near the top flange 1.33 - -
EX3 Connected near the top flange 1.13 0.12 89% 
EKl Connected near the top flange 1.39 0.37 73% 
EK2 Connected near the top flange 1.47 0.20 86% 
Plotted in Figure 30 are the web gap out-of-plane displacement, the strains recorded 
using the top gage in the gap area, and the force in the diagonal connected near the top flange 
at Location EX2 during Tests 1-4 (tight condition). A direct correlation is apparent between 
both the strains in the web gap region and the web gap out-of-plane distortion and the forces 
in the diaphragm diagonal. Likewise, although not shown here, similar relations were 
obtained for the other bridges. 
There was an expected substantial decrease (73% to 95%) in the forces after 
loosening the bolts. However, the forces did not vanish completely implying that some 
forces develop in the diaphragms even in the loose conditions. Forces in the loose condition 
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in K-type diaphragm bridges were greater than those in the X-type diaphragm bridges. In 
other words, the reduction in force in K-type diaphragm bridges (73% to 86%) is less than 
that in X-type diaphragm diagonals (89% to 95%). The presence of the top horizontal 
member in the K-type diaphragms may have introduced a closed frame action and, 
consequently some forces developed in the diagonals even after loosening the top connection 
bolts. 
Global Effect of the Method 
Lateral Distribution of Loads 
The effect of the proposed retrofit method on the lateral live load distribution was 
investigated in Bridges X2 and K2. Figure 31 shows the maximum exterior girder bottom 
flange strains during crawl speed tests (Tests 1-4 and Tests 10-13). Apparently, there is a 
slight change in the strains after applying the proposed method. 
The investigation showed that loosening the diaphragm diagonal coimection bolts had 
a small effect (within 12% and 15% for Bridge X2 and K2, respectively) on the distribution. 
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ASSESSMENT OF THE PROPOSED METHOD 
Experimental Evaluation 
The experimental results of this study have shown that the proposed method 
(loosening diaphragm bolts in the negative moment region) can be effective as a retrofit 
technique to prevent cracking resulting fi-om out-of-plane distortion of web gaps in X-type 
diaphragm bridges. Loosening the exterior diaphragm panel bolts would be sufBcient if only 
exterior girders are concemed. However, loosening both exterior and interior diaphragms is 
recommended to eliminate similar problems at interior girders. 
For K-type diaphragm bridges, the increase in the stress range at the exceptional web 
gap reduces the confidence for implementing the retrofit method in K-type diaphragm 
bridges. There is a need to further investigate the proposed method in other K-type 
diaphragm bridges with different web gap sizes and diaphragm configuration (diaphragms 
without top chord). Few bridges in Iowa have K-type diaphragms. 
Other Design Aspects 
Starting in the late 1940s, AASHTO required diaphragms or cross fi-ames in steel 
multi-girder bridges. An arbitrary requirement of diaphragms spaced at not more than 25 ft 
in the 15th Edition of the AASHTO Specification [62] has been replaced in the First Edition 
of AASHTO LRFD [4] by the following paragraph to reduce fatigue-prone details; 
Diaphragms or cross firames may be placed at the end of the structure, across 
interior supports, and intermittently along spans. And, 
The need for diaphragms or cross fi-ames shall be investigated for all stages of 
assumed construction procedures and the final condition. 
AASHTO [4] identified some fiinctions of diaphragms and cross fi:ames which 
include: (1) transferring lateral wind load fi-om the bottom of girders to the deck slab and 
from the deck slab to the support system, (2) providing stability of the top compression 
flange in positive moment regions during construction or deck replacement, (3) providing 
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stability of the bottom compression flange under various types of loads, and (4) distributing 
vertical loads among girders. 
Cross frames and diaphragms may serve other flmctions such as providing transverse 
integrity in cases of extreme events; for example, a bridge being hit by a passing vehicle or 
vessel. All these flmctions should be considered before deciding to implement the proposed 
retrofit method. In curved bridges, however, diaphragms serve other flmctions, which are 
outside the scope of the current study. Hence, the proposed method can not be implemented 
in curved bridges without detailed investigations. 
Stallings et al. [63, 64] studied the effect of diaphragm removal from steel bridges. 
Their results showed that bottom flange stresses due to wind loading are not likely to govern 
in normal span lengths (within 200 ft). However, they recommended that calculations should 
be performed for any bridge for which the proposed method is plaimed. 
Considering the stability issue (3 above), calculations were performed for all the 
tested bridges to ensure that the distance between the bracing at the pier and the first 
diaphragm in the positive moment region was less than allowed by Equation 6.10.5.3.3d-l of 
the AASHTO [4]. This equation should always be checked before the proposed method is 
implemented. During replacement of the deck slab, the same check must be made but with 
the following exception, rt = minimtmi radius of gyration of the compression flange about the 
vertical axis (see AASHTO [4] Article 6.10.6.3.1). 
In an experimental investigation, Stallings et al. [63] measured girder strains and 
deflections before and after diaphragm removal. They showed that an increase of 
approximately 15% could be expected in girder longitudinal stresses if diaphragms are 
removed completely. However, they commented that the increased girder stresses did not 
exceed those computed using the AASHTO Specifications [62]. Consequently, they judged 
the diaphragm removal to be insignificant. It should be mentioned that the effect of 
loosening bolts of the diaphragm panels in the negative moment region is expected to be 
significantly less than the effect of removing all the diaphragms. 
During extreme events such as earthquakes, floods, and collision by vessels or 
vehicles, it is expected that large deformation would occur in the bridge and, hence, the 
diaphragm with loose bolts would contribute to resisting the associated loads. 
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Based on the discussed design aspects, the following design steps should be 
performed before implementing the method: 
1. Check the Strength III and Strength V limit states, specifically, the bottom flange 
stresses in the negative moment region. 
2. Check that the lateral unsupported length of the compression flange is less than the 
maximum specified by AASHTO [4]. 
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SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
Summary 
The Iowa Department of Transportation (Iowa DOT) has proposed a method to 
prevent web cracking at diaphragm/plate girder cormections in steel bridges. The method 
consists of loosening the bolts that comiect the diaphragm diagonals to the girder webs. 
Five bridges were tested: three with X-type diaphragms and two with K-type 
diaphragms. The local and global bridge responses were measured at various locations. The 
following points represent the simmiary of the experimental testing: 
1. Web gaps at exterior girders suffered the greatest out-of-plane distortion. The 
distortion levels at interior girders of non-skew bridges were significantly less than 
those at exterior girders. For skew bridges, however, interior girder distortions were 
only slightly less than exterior girder distortions. 
2. The out-of-plane distortion ranges up to 0.0056 in. for X-type diaphragm bridges and 
up to 0.00055 in. for K-type diaphragm bridges. The maximum out-of-plane 
distortion in K-type diaphragm bridges was approximately 10% of that in X-type 
diaphragm bridges, probably because of the very small gap size in the case of K-type 
diaphragm bridges and geometrical diaphragm configuration (K-type diaphragms had 
horizontal upper chord near the top flange). 
3. Drilling holes at the crack tips increases the flexibility of the web gap and, 
consequently, increases the out-of-plane distortion. Further, the stress range in web 
gaps with cracks and drilled holes is not significantly influenced if the holes are close 
to the connection plates. 
4. Other factors contribute relatively small effects to web gap stresses including: (1) the 
out-of-plane flange rotation with the deck slab, and (2) the web gap extension or 
compression due to direct load transfer fi-om the deck slab to the girders. 
The following are the effects of applying the proposed method: 
1. Implementing the method resulted in a substantial reduction in the diaphragm 
diagonal forces, which are the main reason for the out-of-plane distortion. 
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Consequently, this resulted in considerable reductions in the out-of-plane distortion 
and the web gap strains. 
2. Except for one web gap in a K-type diaphragm bridge, the maximum stress ranges 
were reduced by at least 25% due to implementing the method. This would result in 
extending the fatigue life of the web gap details by a considerable period as the 
fatigue life is approximately inversely proportional to the cubic power of the 
maximum stress range. 
3. The proposed method has a very slight effect on the lateral distribution of vertical 
loads. Its effect was estimated to be within 10 to 15% for either skew or non-skew 
bridges. 
4. Loosening the exterior diaphragm panel bolts enhanced the behavior of the exterior 
girder web gaps; however, it could affect the interior girder web gaps adversely (as 
some of the interior-girder web gap stresses increased when the bolts of exterior 
diaphragm panels were loosened). The largest improvement in the web gap behavior 
of both the exterior and interior girders was achieved by loosening the bolts of the 
exterior as well as the interior diaphragm panels (in this case, both exterior and 
interior girder web gaps recorded stress reductions). 
5. There was a wide variance in the percentage change in both the out-of-plane 
distortion and the stress range due to implementing the proposed retrofit method. 
This is probably because of the unique nature of each web gap. 
Conclusions 
The following conclusions are based on the field testing of five bridges with a limited 
number of variables (web gap height, niraiber of girders in the cross section of the bridge, 
slab thickness, etc.). Extending these conclusions for other cases may be invalid. Further, 
these conclusions can not be applied to curved bridges. 
1. The proposed retrofit method (loosening the bolts of all diaphragm panels in the 
negative moment region) can be adopted for steel bridges with X-type diaphragms 
after conducting the design checks. 
2. Further experimental and theoretical investigations are required before the proposed 
method can be implemented in K-type diaphragm bridges. 
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Recommended Further Research 
Further investigation is needed for K-type diaphragm bridges to study different 
aspects of behavior, such as the effect of closed frame action and the web gap height. 
Web gap behavior is affected by various factors (such as gap height, diaphragm type, 
slab thickness, composite action, etc.). Further study on how these factors affect the 
behavior of web gaps is recommended. 
Loosening the diaphragm bolts is expected to increase the share of the deck slab in 
lateral distribution of live load. This might have effects on the performance of the 
deck slab; therefore, the long-term effects on the service life of the deck slabs should 
be studied. 
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PART II 
DISCRIMINATION LIMITS OF MODAL TESTING OF 
BRIDGES BY AMBIENT EXCITATION 
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INTRODUCTION 
Background 
According to Dunker and Rabbat [1], the percentage of structurally deficient bridges 
is more than 20% of the total bridge population and is increasing every day. Although 
AASHTO specifications [4] anticipate an average service life of 75 years, the interstate 
bridges, constructed mainly in the 1960's and 1970's, are consuming a huge annual budget in 
repair and rehabilitation [2]. As such, there is a great need for improving bridge evaluation 
techniques. Primarily, the desired technique should be: (1) global in nature and (2) 
automated. Modal testing appears to fulfill both requirements. The objective of modal 
testing is to obtain a signature of the dynamic or vibration behavior of a structure in the form 
of mode shapes and frequencies. The frequencies of vibration of the structure are direcdy 
related to the stifftiess and the mass of the structure. If the structure deteriorates, the stif&iess 
will decrease and, hence, so will the frequencies of vibration. Further, changes in mode 
shapes are also expected to relate to the defect location. The first use of modal testing dates 
back to the 1950's. Since then, it has been used extensively in testing aerospace and offshore 
structures. 
Research on modal testing as a global inspection method for civil engineering 
structures has been ongoing for two decades. Among the earliest uses, Douglas and Reid 
[65] conducted modal tests on a five-span reinforced concrete bridge to: (1) determine the 
transverse modal characteristics of the bridge to help imderstand the bridge response to 
earthquakes and (2) experimentally evaluate the soil-structure interaction behavior. The 
authors indicated that modal characteristics are potential tools for system identification of 
bridge structures. At the University of Missouri, Salane and Baldwin [66] monitored the 
modal characteristics of a bridge model as well as a three-span bridge during fatigue tests. A 
common trend was that frequencies of vibration decreased and the mode shapes changed as 
the test progressed indicating deterioration. However, reductions in the modal frequencies 
were small compared to changes in the mode shapes. Thus, the authors commented that 
changes in specific mode shapes were the best indicators for damage locating. The overall 
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results indicated that vibration signature monitoring could have application to prevent 
catastrophic failures of bridge structures. 
Several researchers have conducted modal tests on bridges to monitor changes in the 
modal properties due to changes in the structural condition (repair or induced defects). For 
example, Salawu and Williams [33, 14] investigated the effects of deck repair and bearing 
replacement on the modal characteristics of a voided slab bridge. Aktan et al. [67] monitored 
the modal characteristics of two truss bridges while they were loaded to failure. In other 
investigations, Aktan et al. [36, 39] gave a strong argument supporting modal testing and 
stated that it is the only nondestructive method capable of determining the global condition of 
civil infrastructures (including bridges). Further, Aktan et al. [37] presented a conceptual 
system that incorporates modal testing as well as strain monitoring to accurately assess the 
structural condition of bridge structures. They commented that adopting similar systems 
would eliminate the subjectivity encountered in current bridge-management programs. 
Alampalli et al. [25,46] addressed an essential question of what is the minimum flaw 
size that can be detected using modal testing. They conducted modal tests on a one-sixth-
scale model of a single span bridge with five steel girders. An impact hammer excited the 
model and the acceleration responses were measured at several points. Several damage 
scenarios were implemented: (1) cracking at the bottom flange of one girder at mid span, (2) 
cracking at a weld between a horizontal stiffener and a girder web, and (3) cracking at a 
cover-plate-weld toe at one-fifth span. After statistically analyzing the modal data using the 
Student's t test, the authors predicted that a 2.4-in. crack would be the minimum size 
detectable at the most critical section of the bridge. 
Modal tests are conducted by exciting the bridge and measuring the response. Almost 
all investigators measured the acceleration response. With respect to excitation source, 
however, several sources were utilized. Impact hammers were used in many investigations. 
Some investigations used the puUback and release method that depends on pulling one of the 
supporting elements (coltrams or piers) and releasing it. Hydraulic actuators were used in a 
few investigations. However, very limited investigations used ambient excitation. Paultre 
[68] determined the dynamic properties of three bridges by measuring acceleration responses 
to either controlled or normal traffic. Pate [69] compared frequencies and mode shapes from 
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impact tests with those obtained by exciting the bridge with truck loading. The author 
concluded that ambient methods of extracting mode shapes are viable. Almost no 
investigation used the results of ambient vibration testing to assess the condition of the bridge 
structure. 
Doebling et al. [10] provided a comprehensive literature review for the use of modal 
testing for damage identification and health monitoring of structures (including bridges) and 
mechanical systems. They recommended that research on modal testing be focused on 
potential applications and specifically mentioned the field of bridge health monitoring. After 
carefully studying the literature, the author of this thesis concluded that although several 
investigations conducted modal testing on bridges, only one gave the minimum detectable 
flaw size. However, this was based on tests conducted in the laboratory (isolated 
environment), remote fi-om inevitable environmental conditions encountered in the field. 
Further, the bridge model was excited by an impact hammer and response was measured at 
closely spaced points. If a modal test was to be automated, which is, as mentioned earlier, a 
basic requirement for a successful bridge evaluation program, the ambient traffic, not an 
impact hammer, would be the perfect source of excitation. 
Objective and Scope 
The primary objective of the current research was to determine the discrimination 
limits of modal testing applied to a typical steel plate-girder bridge using ambient or 
controlled traffic as an excitation source. 
The objective was fulfilled by conducting experimental as well as theoretical 
investigations. In the experimental phase, the sensitivity of the modal parameters to 
environmental changes (mainly temperature) was evaluated. Then, the effects of three 
parameters on the modal signatures of the bridge were investigated: (1) excitation source 
(controlled versus ambient truck excitation), (2) simulated structural damage, and (3) deck 
rehabilitation. In the theoretical phase of the study, the finite element method was used to 
complement the experimental investigation with three objectives: (1) identification of bridge 
structural parameters through system identification techniques, and (2) investigation the 
effect of cracking on the modal characteristics, and (3) determination of the minimum flaw 
size that can be detected by modal testing. 
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Chapter 2 presents the research methods for the experimental phase of the current 
investigation. First, the tested bridge is briefly described and the instrumentation is 
presented. Then the test program is introduced with a description of the modal test 
procedure. Using truck excitation made it difficult to quantify the exciting force; therefore, 
the traditional methods of extracting modal data through frequency response fvmctions 
(FRFs) are not applicable in this study. However, other methods may be utilized to extract 
the modal data. Chapter 3 presents the technique for the data processing. The results of the 
experimental investigation are presented in the form of modal properties (frequencies and 
mode shapes) along with the associated statistical parameters (mean and standard deviation). 
In Chapter 4, statistical tools are applied to the results of the experimental phase to estimate 
the effect of the environmental conditions, excitation source, and the simulated structural 
defects on the modal signatures. In Chapter 5, the finite element model of the bridge is 
presented. The finite element model is calibrated to match results from the experimental 
phase before and after deck rehabilitation resulting in two sets of parameters that describe the 
bridge in each condition. Further, reliability of the model was verified using the results of 
some simulated structural defect tests. Then, the effects of two distinct progressively 
increasing-size cracks on the modal parameters of the model are computed. The results were 
statistically analyzed and the discrimination limits of modal testing were established. 
Summary and conclusions of the research are provided in Chapter 6. 
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RESEARCH METHODS 
Bridge Description 
The bridge tested in this study is located approximately 1.25 miles south of U.S. 20 
on Iowa Highway 17 (IA-17) in Iowa (see Figure 2). It carries the north and southbound 
traffic over the Boone River. The northbound and southbound roadways are each 12-ft wide 
with two lO-ft shoulders. The bridge was constructed in 1972 and is a three-span, steel 
welded plate girder bridge. The bridge superstructure is supported on abutments at the north 
and south ends and on two intermediate piers in the Boone River. An 8-in. thick reinforced 
concrete deck slab is supported on five plate girders of spans 97.5, 125, and 97.5 ft, 
respectively. Composite action is provided between the deck slab and the steel girders using 
shear studs. The five girders are braced transversely over the supports using rolled beam 
diaphragms. At intermediate locations, X-type cross frame diaphragms brace girder webs at 
approximately 22-ft intervals. The cross frame diagonals are angles (Z 4x 3x 5/16 in.). The 
angles are coimected to the stiffeners using two bolts, each of 7/8-iii. diameter. In the 
intermediate span, horizontal-plan bracing is provided between the two outer girders only. 
Vertical stiffeners, with a spacing of approximately 5 ft, are welded to the 
compression flange. They are only fitted to the tension flange with copes at 2 in. as an 
allowance for welding the flange to the web. Further, the vertical stiffeners serve as 
connection plates between the girder webs and the cross frames and, therefore, subject web 
gaps at diaphragm connections to out-of-plane loading. Out-of-plane loading causes the 
largest amoimt of cracking in bridges (see Part I). As such, the bridge is rated as susceptible 
to fatigue cracking. According to the Iowa DOT inventory, however, the inspection cycle for 
this bridge is six years. 
Experimental Test Program 
Primarily, the experimental program consisted of conducting several modal tests on 
Boone River Bridge as illustrated in Table 10. Tests were categorized according to the 
investigated parameters into four groups: A, B, C, and D, for which the investigated 
parameters were the environmental conditions, excitation method, simulated structural 
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damage, and the deck rehabilitation, respectively. Table 11 shows the tests and the 
parameters investigated within each group. Testing was conducted over a period of 
approximately 20 months (September 1996-May 1998). Two digits designate each test: the 
one to the right refers to the test order and the year performed is presented by the left digit. 
For example. Test 73 indicates that it was the third test in 1997. Tests with the letter "d" 
following the two digits were conducted after adding a vehicle on the bridge deck (those of 
Group C as described hereafter). 
Table 10. Experimental modal tests designation, time, and environmental condition 
Test Date Time Environment conditions 
Temperature (°F) Wind Cloudiness 
East West 
61 9/20/96 9.30-12.30 79/86 73/80 - Sunny 
71, 71d 10/29/97 9.15-10.25 44/48 40/43 - Partly cloudy 
72, 72d 10/29/97 12.20-13.10 57/64 48/51 Windy Cloudy 
73, 73d 10/29/97 15.05-16.05 51/53 54/58 Windy Cloudy 
74, 74d 11/20/97 10.15-11.40 41/54 40/43 - Partly cloudy 
75 11/20/97 10.15-11.40 41/54 40/43 - Partly cloudy 
76, 76d 12/18/97 9.05-10.15 30/34 30/35 - Cloudy 
77, 77d 12/18/97 11.30-12.15 47/56 36/38 - Sunny 
78, 78d 12/18/97 13.30-14.20 60/64 38/40 - Sunny 
81, 82 5/14/98 13.00-14.00 95/96 84/84 Windy Sunny 
No change in the structural condition of the bridge was reported by the Iowa DOT or 
noticed by the test team while conducting Group A tests; therefore, it was presumed that any 
changes in the modal parameters were due only to environmental conditions and/or 
experimental noise. Hence, it was possible to evaluate the sensitivity of the modal 
parameters to environmental changes (mainly temperature) utilizing this group's (Group A) 
results. During Group A tests, the bridge was excited using a test truck provided by the Iowa 
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DOT, weighing approximately 50 kips. Within this group, tests were conducted in various 
environmental conditions (temperature, wind, and cloudiness) as presented in Table 10. The 
listed temperatures are the minimum and maximimi air temperature from direct thermometer 
readings on the east and west barriers, respectively. One of the barriers was always on the 
shady side of the bridge while the other was on the simny side. Tests 71-73 and Tests 76-78 
were conducted on a single day: in the early morning, in mid day, and in the late afternoon to 
cover a wide range of temperature during the day. Tests 81 and 82 where conducted 
simultaneously. During testing, the ambient shade temperature varied from approximately 
30 °F (below freezing) to a maximum of 83 °F. 
Table 11. Parameters investigated during the experimental modal tests 
Group Test Parameter 
investigated 
Induced or apparent condition change from 
that in October 1997 
A 71-74, Environmental effects -
76-78, 
81-82 
B 75 Excitation method Ambient excitation 
C 71d Simulated defects 52-kip truck (mid point-intermediate span) 
72d 52-kip truck (mid point-south span) 
73d 52-kip truck (quarter point-intermediate span) 
74d 3-kip car (mid point-intermediate span) 
76d 20-kip truck (mid point-intermediate span) 
77d 7-kip truck (mid point-intermediate span) 
78d 3 3-kip truck (mid point-intermediate span) 
D 61 Deck rehabilitation Before deck rehabilitation, ambient excitation 
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To determine whether the nature of excitation (controlled or ambient truck excitation) 
would alter the extracted modal properties of the bridge. Group B (Test 75), as opposed to 
Group A tests, was conducted by exciting the bridge with trucks from ambient traffic. 
As the tested bridge is in-service, inducing structural damage was not possible. 
However, it was possible to simulate the structural damage by adding different vehicles to 
the bridge. This changed the mass distribution of the structure and, therefore, the frequencies 
and mode shapes as well, which are similar to what occurs due to stiffiiess changes (i.e., 
structural damage). Different-mass vehicles were added to the bridge at different locations 
on the East Shoulder. At mid point of the intermediate span, five different weights were used 
independently (3, 7, 18, 33, and 52 kips) in order to identify the minimum detectable added 
mass. At the quarter point of the intermediate span and at mid point of the south span, one 
vehicle weighing 52 kips was used. To minimize the effects of the environmental conditions 
on the differences among results. Tests of Groups B and C were conducted concurrently with 
tests from Group A; that is, the test utilizing ambient traffic excitation (Test 75) or tests with 
simulated structural defects were performed at the same time with tests with no condition 
alteration. 
While preparing the test program, there was no intention to study factors other than 
the aforementioned ones (environmental conditions, excitation method, and simulated 
structural defects). However, while conducting the modal tests of 1997, it was obvious that 
the modal characteristics of the bridge differed significantly from those during the test 
conducted in 1996 (Test 61). After checking with the Iowa DOT, it was determined that 
deck rehabilitation had been performed in early 1997. Deck rehabilitation caused changes in 
the bridge mass and rigidity and, therefore, caused changes in the modal characteristics. 
Because of this, the deck rehabilitation was added to the investigated parameters and Test 61 
was categorized as Group D. The deck rehabilitation consisted of removing the concrete 
cover with thickness up to 2 in., adding top reinforcing steel at selected locations, and adding 
a layer of higher strength concrete. Due to the rehabilitation, the average total thickness of 
the deck slab increased by approximately 1.57 in. It should be noted that ambient traffic, not 
the test truck, was used to excite the bridge during test 61. 
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Vibration Measurement 
The acceleration dynamic response of the bridge was measured and recorded using a 
data acquisition system (DAS). The recorded data was transferred, on site, to a notebook 
computer where it was stored and later transferred to the structural engineering laboratory for 
analysis. Two types of piezoelectric accelerometers, manufactured by PCB Piezotronics, 
were available to collect the acceleration data: Model No. 353A, and Model No. 393C. Both 
models are encased in titanium cases and operate from a special constant-power imit. 
Further, they have low sensitivity to base strains, transverse motion, and themial transients. 
Technical specifications for Model no. 353A include: (a) measuring up to ± 250 g 
(where g equals the gravitational acceleration) with a resolution of 0.005 g, (b) having a 
resonant frequency greater than 38 kHertz with a measurable 1-4000 Hertz frequency range 
with a ± 5% error, (c) having a typical transverse sensitivity of 2%, and (d) having an 
operating temperature range from -65 to 250 °F. Those for Model no. 393C include: (a) 
measuring up to ± 2.50 g, with a resolution of 0.0001 g, (b) having a resonant frequency 
greater than 3.5 kHertz with a measurable 0.025-800 Hertz frequency range with a ± 5% 
error, (c) having a typical transverse sensitivity of less than 5%, and (d) having an operating 
temperature range from -100 to 200 °F. 
To decide which type to use, accelerations were collected during truck passage on the 
bridge using both types. It was noticed that acceleration peaks did not exceed 0.25 g, which 
is within the range of both types. Further, both gave apparently identical acceleration time 
history. However, as the data was transferred to the frequency domain, 393C accelerometers 
proved to produce less-noisy plots; hence, they were used during testing. Accelerometers 
were connected to the DAS using special coaxial cables, some as long as 300 ft. Two AD 
6141E modules provided the interface between the accelerometers and the DAS. Each is a 
programmable four-channel integral electronic sensor power supply and amplifier that 
provides a large dynamic range and wide frequency bandwidth. 
The data acquisition system (Megadac 5108AC) is a tabletop portable unit 
manufactured by Optim Electronic Corporation. This unit is capable of collecting 250,000 
samples per second from a maximum of 300 input channels. It has a 16-bit analog-to-digital 
converter with 4 megabyte of acquisition and temporary storage memory. Additionally, it 
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can withstand a high range of operating temperatures and humidity that allows its use in the 
field. The DAS ftmctioned well during the entire period of testing. During testing, a 
generator provided the required electrical power. 
Data were sampled at 100 points per second giving a Nyquist (cut-off) frequency of 
50 Hertz. The total sampling time per test was varied as it depended on the response of the 
bridge to the passing vehicles. At least thirty seconds of data were collected per test with few-
tests exceeding a 60-second recording time; therefore, a frequency resolution of at least 0.033 
Hertz was attainable. 
Modal Test Procedure 
A three-dimensional finite element model was constructed and utilized in a modal 
analysis to extract the characteristics (frequencies and mode shapes) which helped in 
understanding the modal behavior of the bridge (refer to Chapter 5 of this part). The model 
was also used to determine the response frequency range of interest, which is essential in 
choosing the appropriate sampling rate for the experimental testing. 
In earlier studies, accelerometers were generally distributed at equal-distant points 
across and along the bridge. In the current study, however, accelerometers were only located 
at the edges of the bridge (shoulders of the roadway) to insure that traffic would not be 
affected during testing. The locations of the accelerometers on the deck slab are shown in 
Figiu-e 32. Measiirement stations were along the bridge shoulders with distances between 
consecutive stations varying between 13 and 19.5 ft. The acceleration response was 
measured at 42 points (21 on each side of the bridge) with four of these points on the pier 
sections. As shown in Figure 33, steel plates (2x2x1/8 in.) were affixed to the deck using 
moisture resistant epoxy and the accelerometers (with magnetic bases) were attached to these 
plates. During regular snow blowing, the Iowa DOT snow blower trucks found no difficulty 
in removing these plates. Therefore, a new set of plates was re-affixed in approximately the 
same locations before each day of testing. 
The number of DAS channels and accelerometers was limited to eight. To obtain 
mode shape information, it was necessary to acquire data at reference locations. 
Consequently, two accelerometers were continuously attached to a reference station (Points 
RE and RW in Figure 32). This station was chosen because: (1) it did not coincide with the 
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Figure 32. Schematic plan view of the Boone River Bridge showing the measurement locations 
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Figure 33. Accelerometer attachment to the deck slab: schematic drawing and a close-up 
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node of any mode of interest, and (2) it has reasonable amplitudes for most modes. The 
modal test started with the six other accelerometers attached to the steel plates (on the deck) 
at Stations 11, 21, and 31. 
With the traffic restricted on the bridge, a test truck (excitation source) traveled in the 
West Lane with a speed of 30 mph (in some cases the speed was up to 50 mph). As 
explained earlier, trucks from the ambient traffic were used during Tests of Groups B and D. 
Recording acceleration data started just as the truck was entering the bridge and the data 
collection was terminated after the truck left the bridge and after the acceleration response 
had nearly damped out. For the cases when Group C tests were conducted at the same time 
as Group A tests, the mass vehicle entered the bridge and was positioned appropriately, and 
another truck run and data collection process was performed. Then, the traffic was allowed 
back on the bridge and the accelerometers were moved from Stations 11,21,31 to Stations 
12, 22, and 32, respectively. As mentioned earlier, the accelerometers at the reference station 
were kept in place during the whole tests. 
The same procedure was repeated until data at all 40 stations was acquired. This 
accounted for seven test truck nms for each test. The test duration, listed in Table 10, 
changed from one test to another but was generally well within 75 minutes. However, Test 
61 lasted approximately three hours because: (1) it was conducted using ambient traffic 
excitation (no controlled truck loading was used) which required longer waiting intervals 
between runs, and (2) only four accelerometers were used which led to a larger number of 
truck runs and accelerometer movements. 
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EXPERIMENTAL DATA ANALYSIS 
Analysis Method 
The pvirpose of modal testing is to extract the modal properties of the structure. If the 
excitation is measurable, several methods exist to perform the Experimental Modal Analysis 
(EMA). The available methods may be categorized as to whether they are frequency or time 
domain methods. Either group has its own disadvantages. Dominant problems with 
frequency domain methods are frequency resolution, leakage, and aliasing (see Appendix B). 
On the other hand, the inability to account for modes outside the frequency range of analysis 
is a major drawback for time domain methods [70], EMA methods (both time and frequency 
domain methods) can be further classified as direct or indirect methods. In the direct 
methods, the modal identification is primarily based on the equations of equilibrium; whereas 
in the indirect methods, the identification of the structure is based on the modal parameters, 
i.e., frequencies, mode shapes, and damping ratios. In the current investigation, an indirect 
frequency domain method is utilized. The most common and the simplest methods are (1) 
the peak amplitude method, and (2) the maximum quadrature component method. 
In the peak amplitude method, the natural frequencies correspond to peaks of the 
response in the frequency domain. The mode shapes are computed from the ratios of the 
peak amplitudes, taking into consideration the relative phase angle, at various points of the 
structure. The method assimies that the modes are real, and provides good results if the 
modes are well separated. On the other hand, in the maximum quadrature component 
method, natural frequencies are presumed where a 90-degree phase difference between the 
excitation and the response occurs. 
When using the maximum quadrature component method, the excitation time must be 
known. With truck excitation, the time history of the forcing function can not be easily 
measured. Therefore, the peak amplitude method is used in the current study. 
Data Processing 
Each test had seven truck runs with eight acceleration records during each run 
resulting in 56 acceleration time histories. As an illustrative example. Figure 34 shows the 
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acceleration recorded at the reference station (RE) during the third truck run in Test 72, 
during which the rest of the accelerometers were located at points RW, 13E, 13W, 23 E, 23W, 
33E, and 33W. A fast Fourier transform (FFT) with a rectangular window was applied to 
each acceleration time history to determine the acceleration response in the frequency 
domain (the acceleration auto-spectrum or for short, the acceleration spectrum). This was 
done in ORIGIN, a commercial Windows-based, spreadsheet program. Figure 35 shows the 
acceleration spectrum that corresponds to the acceleration time history in Figiire 34. Natural 
frequencies appear as peaks in the response spectrum. However, not all peaks correspond to 
natural frequencies as some peaks in the acceleration spectra simply correspond to noise in 
the electrical measuring system. Additionally, it was expected that some peaks coincide with 
the frequencies of the exciting trucks, since part of the bridge response follows the excitation. 
When the impact hammer is used, the excitation (the hammer force) is usually 
measured and, hence, the FRF is computed according to the following relation 
= (19) 
F(©) 
where H(o)) = the frequency response fimction (FRF), X(cl)) = the response (displacement, 
velocity, or acceleration) spectrum, and F((O) = the force spectrum. With the spectrum of 
the exciting force being relatively flat and that of the acceleration having peaks at the natural 
frequencies, the FRF will definitely have peaks at the natural frequencies. 
This scenario does not apply when trucks are used for excitation since it is extremely 
difficult to quantify the exciting force. However, one could argue that the acceleration 
spectrum at a reference point might be used instead of the force spectrum to compute the 
FRF. If so, the FRF is the residt of dividing a spectra (with peaks at the natural frequencies 
and minimums affected mainly be noise) by another one (it may have similar peak locations 
but probably has different positions of minimums). It is not certain were the peaks of the 
resulting FRF will be; however, it is more probable that the FRF will have peaks at 
minimums in the acceleration spectrum of the reference point. The graphic illustration for 
this situation is shown in Figiire 36, in which the first and the second plots show the 
acceleration spectra at Points RE and 14 for Run 4-Test 74. Apparently, both show peaks at 
approximately 2.9 and 3.3 Hertz (first bending and first torsional mode, respectively). 
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Figure 34. Time domain signal for the acceleration at Point RE during Test 72, Run 3 
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Figure 35. The acceleration spectrum at Point RE during Test 72, Run 3 
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Figure 36. Results of using of a reference acceleration to produce an FRF 
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The third plot shows the FRF using Point RE as a reference. Clearly, the peaks did occur at 
several locations, but not at the natural frequencies. Obviously, it is not useful to establish 
FRFs using reference accelerations. Therefore, they were not computed in the current 
investigation. 
After preliminary investigations of all response spectra, it was concluded that 
approximately ten modes are present in the range of 2-14 Hertz. Higher modes were also 
present; however, their levels of excitation were not significantly above the noise level and, 
therefore, these modes were difficult to identify. Identifying ten natural frequencies and the 
corresponding mode shapes manually was virtually impossible, since it was necessary to 
process 56 value (8 accelerations per run, 7 runs per test) to describe the natural frequency, 
on the other hand, 56 amplitudes, and 56 phase differences (with respect to an arbitrary 
datum) were required to realize the corresponding shape for each mode per test. 
Consequently, the process was automated by exporting the acceleration spectra (56 per test) 
produced in ORIGIN as text files and writing an interactive C-h- program that read the 56 
FFT files and conducted the following tasks for each mode from each test: (1) identification 
and storing of the 56 frequencies that correspond to peaks in the acceleration spectra, and (2) 
storing of the amplimdes and phase angles at these frequencies. Then, statistical analysis was 
conducted on the 56 frequency values to compute the mean and the standard deviation of the 
natural frequency for that mode. 
Using the 56 amplitude and phase differences, the corresponding mode shape was 
acquired, but with no corresponding statistics, i.e., only one mode was computed using the 
whole set of measurement. Unlike the natural frequencies (unique quantities), mode shapes 
are known within an undetermined scaling factor; therefore, mode shapes are always 
presented with a normalization procedure. In the current investigation, mode shapes were 
normalized with respect to Point RE. The program outputs were: (1) the mean and standard 
deviation of the natural frequency, and (2) the corresponding mode shape ordinates at the 
measurement locations. Before using the program, it was verified by comparing its results 
for Mode 1 (Test 61) to the same mode's manually computed results. 
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Later, other programs were used to compute MAC (see Equation 4), by comparing 
mode shapes from different tests, and COMAC (see Equation 5) by comparing mode shape 
ordinates of different modes at various locations. 
While computing COMAC, it was recognized that mode shape amplitudes should not 
be normalized to any one specific point because the mode shape ordinates at that reference 
point would remain unchanged (equal to one) even if dramatic mass or stif&iess changes 
occurred. Consequently, changes occurring in the vicinity of the reference point could not be 
detected, or false identification of damage location could occur. The literature [71] indicated 
that the problem could be eliminated by scaling the mode shapes to a property of the 
structure (either mass or stifi5iess). Mass-normalized mode shapes are obtained by scaling 
the mode shapes to satisfy the following relation. 
[<ff[Ml<t]=[l] (20) 
where [O] = mode shape matrix of the identified modes, [M] = mass matrix, and [L] = the 
identity matrix. Therefore, mode shapes were normalized in a similar sense. A pseudo-mass 
matrix, [M"], was computed assuming that: (1) the bridge has a uniformly distributed mass, 
(2) each unit length of the bridge has a mass equal to unity, and (3) each mass point was 
assigned a mass according to tributary areas. It should be notes that mode shape 
normalization did not affect MAC values. 
Modal Test Results 
For each test, the following information was obtained per mode: (1) a mean value of 
the natural frequency, (2) a standard deviation for the natural frequency, and (3) mode shape 
ordinates discretized at locations of measurement. Figure 37 depicts the shapes of the ten 
identified modes (from a finite element model). Further analysis provided MAC and 
COMAC values for various modes and locations, respectively. Appendix C lists the results 
of the experimental investigation (frequencies, mode shapes, and MAC and COMAC values). 
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Figure 37. Continued 
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STATISTICAL ANALYSIS OF RESULTS 
The primary purpose of applying the statistical tools to experimental data is to 
determine whether significant changes occurred due to the investigated factors. For various 
statistical tools, the expression "significant changes" had different meaning and/or definition. 
This chapter briefly presents the statistical tools, the meaning of "significant changes" when 
using each of them, and the results of their application to the experimental data. Throughout 
this chapter, the expressions "damaged bridge" or "damaged condition" are used to describe 
the bridge or its condition in all cases except for that of Group A tests. 
Statistical Tools 
Three different statistical analyses were used to test the significance of changes for 
natural frequencies: (1) confidence intervals, (2) statistical Student's t and t-squared tests, 
and (3) a reliability approach similar to that utilized in load and resistance factor design 
(LRFD). On the other hand, only one shape was obtained per mode per test; therefore, 
analysis alternatives were very limited and only the concept of confidence intervals was 
applied to quantities extracted from mode shapes. 
Confidence Intervals 
The confidence interval (CI) for a measured parameter can be established once its 
probability density fiinction (PDF) is known. Each CI is associated with a confidence 
coefficient that measures the probability that the CI will capture the true value of the 
measured parameter; for example, a 95% CI will have a probability of 0.95 to include the 
actual value of the parameter. Sometimes the expression "uncertainty bounds" is used as an 
equivalent to confidence intervals, i.e., the 95% uncertainty bounds for a parameter is 
equivalent to its 95% confidence interval. 
Most published research on modal testing as a damage detection tool utilized the 
concept of CIs to detect damage through changes in natural frequencies. Typically, the 
damage was assumed to occur if the mean value of the natural frequency fell outside the 
confidence intervals for the intact structures. However, in a few investigations, damage was 
declared when the CI of the measured frequency (in the damaged state) did not overlap the 
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corresponding CI of the same frequency for the intact structure. This approach resulted in 
detecting only significantly large changes in the structural conditions. 
In this thesis, the first approach is utilized, i.e., changes in the natural frequencies 
were declared significant and the damage was assumed to be detected only if the mean 
natural frequency in the "damaged" condition was outside the CI of the corresponding 
frequency of the intact structure. To establish the CI for frequencies, PDFs for frequencies 
from several tests (all groups) were computed and found to resemble PDF of normally 
distributed parameter, x, given as 
P(^) = —Wexp(-^(^ ) (21) 
CT^V27C 2 
where x = normally distributed parameter, = its mean, and cr, = its standard deviation. An 
example is given in Figure 38, where the PDF of Mode 3 frequency (Test 71) is plotted along 
with a normal PDF with the same mean and standard deviation. Hence, it was assumed that 
all measured natural frequencies are normally distributed with a 95% CI given by 
CI = [^,-1.96a,,ji^+1.96ctJ (22) 
Figiire 39 is a graphical illustration for the confidence interval for intact condition and 
rejection regions (for which the bridge is declared damaged). Hereafter, means and standard 
deviations of the measured frequencies of Mode k are used as best estimates for its frequency 
mean and standard deviation (i.e., sample parameters are used as best estimate for the 
population parameters). 
On the other hand, none of the previous work considered establishing CI for MAC 
and COMAC. Some researches, though, set a threshold value for MAC (or COMAC) above 
which the structure (or a given location) was assumed to suffer no damage. If the parameter 
fell below that threshold, a damage situation was assumed. The threshold value differed 
from one investigator to another, with some as low as 0.80. Establishing a confidence 
interval for MAC and COMAC was not as easy as it was for the frequencies, because MAC 
and COMAC do not possess simple PDFs. Definitely, MAC and COMAC would not be 
normally distributed but would have more complicated (skewed) PDFs. 
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Figure 38. Probability density function of the third natural frequency during Test 71 
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Figure 39. Schematic presentation of rejection regions and confidence intervals 
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Mathematically, it may be possible, but laborious, to compute PDFs for MAC and 
COMAC as long as the PDFs of mode shape ordinates are known. In such situations, the 
Monte Carlo analysis, a numerical simulation method, provides an excellent tool to perform 
statistical analysis including the computation of confidence intervals. According to Hart 
[72], the method is most usefiil for problems where random variables are related through 
nonlinear equations (such as MAC and COMAC values as in Equations 4 and 5). The basic 
idea of the Monte Carlo method is the repeated simulation of random input data (mode shape 
ordinates), and the compilation of statistics on the output data (MAC and COMAC values). 
The method was utilized to find CIs for MAC and COMAC and the details of its application 
are described later. As the case with frequencies, the damage is assumed to occur if MAC 
(or COMAC) values correlating the mode shapes of the damaged bridge to the mode shapes 
of the intact bridge fell below the MAC (or COMAC) CI lower limits. 
Student's t and t-Squared Tests 
One area of the statistical analysis addresses testing the validity of a hypothesis 
concerning a parameter or its distributions. In this analysis category, the validity of a null 
hypothesis, denoted by Ho, in which the parameter is assimied to suffer no change, is tested 
against an alternative hypothesis, denoted by Hi, and m which the parameter is assumed to be 
altered. 
In applying this statistical approach to nondestructive evaluation using modal testing, 
the null hypothesis, Ho, assiraies the bridge to be intact, whereas the bridge is assumed 
damaged in the alternative hypothesis, Hi. The null and alternative hypotheses are expressed 
as follows 
where = mean frequency of Mode k from a modal test on a suspected-to-be-damaged 
bridge, and = corresponding frequency from the intact bridge. 
As the bridge is either intact (Ho is true), or damaged (Hi is true), the decision to 
adopt one of the hypotheses can incur two kinds of errors: Type I error or Type II error. A 
graphical illustration is presented in Figure 40. 
Ho: 
H.: (24) 
(23) 
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Figure 40. Schematic presentation for the null and the alternative hj^jotheses as well as 
possible error types 
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Type I error, with probability a, consists of declaring the bridge as damaged while it 
is intact (i.e., adopting Hj while Ho is true). Type n error, with probability P, is made upon 
declaring the bridge intact although it is damaged (accepting Ho when Hi is true). Table 12 
illustrates the two-way decision process with the probabilities associated with each situation 
for modal test results. As noted in Figure 40, if the null hypothesis is accepted, there is 
significant probability (P) that the bridge will be actually damaged and this probability 
increases dramatically (to as high as 0.80 [73]), when the significance level, a, is small (0.05 
or less). 
Table 12. Error types and associated probabilities for modal test results 
True state of bridge 
Action (predicated condition) Intact Damaged 
Accept Ho (intact) Correct 1-a Type II error, P 
Accept Hi (damaged) Type I error, a Correct, 1-P 
To test the null hypothesis, a rejection region for (^° -^[) is established based on an 
acceptable Type I error probability a (usually 1% to 10%). The probability (a) is also called 
the significance level of the test. If (^i° ) is in the rejection region, the null hypothesis is 
rejected (i.e., the firequency change is significant which imply damage occurrence). 
Otherwise, the null hypothesis is not rejected (i.e., when (^° ) is not in the rejection 
region). That means there is no sufficient evidence to support that a damage to the bridge 
occurred. 
In case of univariate (single parameter) analysis, the Student's t test [74] is used to 
examine the two hypotheses as follows 
1. Compute the weighted average standard deviation, Sp 
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where = number of measxirements for |i^, n° = number of measiffements for , 
<7^ = standard deviation for , and cr° = standard deviation for . 
2. Compute the t statistics 
.= f-"' (26) 
n 1 
^ p j  D  I  
V ^ k  
3. Using the number of degrees of freedom (df=n^+n°-2) and a, determine the t 
value bordering the rejection region (ta) 
4. Reject Ho if t (from Step 2 above) is less than (-ta) 
5. Accept Ho otherwise. 
In a similar way, a hypothetical assumption (Ho) that there was no significant change 
in a group of parameters of a multivariate normal distribution could be tested by conducting 
the Student's t-squared test. For modal testing, the procedure to test a group of frequencies 
of a suspected-to-be-damaged bridge is as follows 
1. Obtain the set of natural frequencies that describe the intact condition of the bridge 
(|l'), where jJ.' = {^{,^2, , with m = number of detected modes. 
2. Get the corresponding set for the suspected-to-be damaged bridge ( ), where |l° = 
f  D  D  D  > T  
{P'l 5^2 'M"m } 
3. Compute S, the variance-covariance matrix associated with 
4. Compute T" = n° ((J,' -)I°)^S"'(|l' -)lI°), with n° = number of measurements per 
each element in |J,°. 
5. Compare to the F statistics (with the appropriate significance level, a) with n°, 
n'^-m-1 degrees of freedom, F d d 
^ Gt, Q , o —ni~i 
6. If < F^ , accept the null hypothesis (i.e., no damage occurred), otherwise, 
reject the null hypothesis (implying that a damage occurred). 
In this thesis, both the Student's t and t-squared test are utilized to determine the significance 
of frequency changes at a level a = 0.05. 
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Reliability of Defect Detection 
A significant similarity exists between the material presented hereafter and the basic 
principle of load and resistance factor design (LRFD). LRFD is the basis for many civil 
engineering structural design specifications. In LRFD, the reliability of the structural design 
is assessed based on the difference between the resistance of the structure (R) and the applied 
loads (L). In the current approach, the reliability of defect detection is evaluated based on the 
differences among the natural firequencies in the intact condition and those in the damaged 
condition. The intact condition natural frequencies are comparable to the resistance and the 
damaged condition natural frequencies are equivalent to loads. 
To compute the reliability of detection based on frequency changes, the following 
statistics are needed: (1) mean of the measured natural frequency of Mode k for the intact 
condition ), its standard deviation (a[), mean of the measured natural frequency of the 
same mode in the damaged condition (|a°), and its standard deviation (cy°). The natural 
frequencies are assimied to have normal probability density fimctions as discussed earlier. 
If the parameter, is defined as 
(27) 
where f °  =  frequency of Mode k in the damage condition, and fj = frequency of Mode k for 
the intact bridge. Since damage is associated with reductions in the natural frequencies, thus, 
it occurs when is less than to zero. Since is a linear combination of two normally 
distributed parameters, it must be normally distributed with the following being true. 
(28) 
(29) 
where = mean value of , and = its standard deviation. The PDF of V,^ can be 
defined as (a schematic presentation for is depicted in Figure 41) 
V271 2 CT,j 
Now, the probability of the structure being damaged, P(D), can be computed as 
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Figvire 41. Schematic representaticn for the damage detection probability 
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P(D) = Pr[V, <0] = -jJs- (31) 
v2:r ^ 2 a;, 
Utilizing the above equation when (|i° = ) yields a 50% probability that a damage 
occurred to the bridge. Obviously, the above case (no frequency change) is an unreliable 
indicator for damage occurrence. This motivated the following definition for the reliability 
of damage detection, REL (D). 
REL(D) = 2P(D)-1 (32) 
The above definition gives zero reliability when (|j.° = ), a positive reliability if (|x^ < ), 
and a negative reliability when (|j.° > ). 
Environmeiital and Noise Effects 
Modal testing, like other experimental methods, produces varied results with repeated 
testing because of several unavoidable factors: (1) noise in the electrical system used for 
measurement, (2) variation in the test setup and procedure, and most importantly (3) the 
environmental conditions. If measured modal changes due to the combination of these 
factors are greater than changes due to damage and deterioration, it would not be appropriate 
to utilize the modal method for damage detection in bridges. On the contrary, neglecting the 
effect of these factors may lead to a false identification (i.e., declaring the bridge to be 
damaged while being intact). 
Results of Group A tests were used to examine the environmental effects on the 
modal parameters. Figure 42 presents plots of the mean values of the frequencies during the 
1997 Group A tests. The figure indicates that not all mode natural frequencies shared the 
same trend, for example, the highest natural frequencies for Modes 1, 2, 3, 5, 7, and 8 
occxarred in Test 76, whereas those for Modes 4, 8, and 12 occurred in Test 77 and that of 
Mode 9 in Test 74. This seemed to contradict the hypothesis that frequency changes were 
related to ambient temperature variation. 
The relations between frequencies and: (1) air shade temperature, and (2) air 
temperature differential between both sides of the deck were examined. For each mode, 
frequencies from each run (7 runs per each of 9 tests for a total of 63 runs for Group A) were 
normalized to their average. Normalized frequencies were plotted as points in Figure 43 
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versus the ambient shade temperature and in Figure 44 versvis the temperature differential 
between both deck sides. Then, the normalized frequencies were averaged (one average for 
all ten modes with a total of 63 average-plotted in Figure 43 and in Figure 44 as dashed 
lines). The correlation (the linear fit presented as solid lines in the same figures) between the 
average normalized frequencies and (1) air shade temperature and (2) air temperature 
differential was tested. A strong coefficient of (-0.85) was computed for the correlation 
between the average normalized frequency and the shade temperature. On the other hand, a 
low coefficient of (-0.30) for the correlation between the frequencies and temperature 
differential indicated no significant correlation. The negative sign indicates that the natural 
frequencies decrease with temperature increase. 
Knowing that the shade temperature affects the natural frequencies, regression 
analyses were conduced to determine the best linear relation between the shade temperature 
and each natural frequency. Table 13 provides a summary of the results that include the 
correlation coefficient between the temperature and each natural frequency and the 
normalized slope of the linear relation. 
Table 13. Results of correlation analysis between shade temperature and frequencies of 
vibration 
Mode Coefficient of correlation Normalized slope Normalized CI average width 
1 -0.517 -1.42 X 10"" 0.018 
2 -0.820 -3.77 X 10^ 0.020 
3 -0.574 -1.66 X 10-^ 0.018 
4 -0.644 -2.49 X lO"* 0.022 
5 -0.440 -1.73 X 10^ 0.017 
6 -0.940 -2.72 X 10-^ 0.007 
7 -0.460 -9.61 X 10-^ 0.014 
8 -0.712 -1.83 X 10"^ 0.014 
9 -0.839 -2.32 X 10*^ 0.011 
10 -0.916 -3.43 X 10"* 0.011 
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Figure 44. Normalized frequencies of modes 1-10 versus temperature differential between 
deck sides (Group A) 
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All individual frequencies decrease with ambient temperature. Torsional and coupled 
modes were most affected by the temperature as they had the highest correlation as well as 
highest normalized slope. On the other hand, longitudinal bending modes had the lowest 
correlation with temperature. Additionally, the statistical analyses fovmd the 95% confidence 
intervals for the normalized natural frequencies in the temperature range (0-100 °F) as 
plotted in Figure 45. At a given temperature, the confidence intervals occupied a width 
varying from less than 1% to approximately 2.3%. Frequency variations within this range 
might be attributed to measurement noise, experimental errors, and/or environmental factors 
other than temperature. 
Analysis Procedure 
Frequencies 
Conducting Group B and C tests simultaneously with Group A minimized the efiects 
of the environmental conditions and, thus, allowed direct comparison among natural 
frequencies, i.e., no temperature corrections were necessary for these groups. For example, 
frequencies of Test 75 (Group B) were compared to those of Test 74 (Group A) to determine 
whether ambient truck excitation would afifect the modal characteristics, and frequencies 
from Test 71d were compared to those of Test 71 to investigate the effects of adding a tmck 
weighing 53 kips to mid point of the intermediate span. To compare the natural frequencies 
of Group D and Group A, the confidence intervals as functions in shade temperature, 
established using the regression analysis in the previous section (see Figure 45 and Table 13), 
were utilized. 
Mode Shapes Derivatives 
The Monte Carlo simulation method was utilized to find the PDFs of MAC and 
COMAC values for the intact bridge (utilizing Group A mode shapes). To obtain MAC 
values PDF of Mode k, the following steps were conducted 
1. Compute the average, and the standard deviation, , of Ordinate (j)|q (based on 
the nine shapes for Group A), where k refers to the mode number and j to the ordinate 
number. 
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temperature 
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2. Generate a normally distributed random number, r, with a mean of zero and a 
standard deviation of one, i.e., r belongs to the normal distribution N (0,1). 
3. Compute a noisy mode shape ordinate by adding the average of the ordinate to its 
standard deviation times the random number, r, from Step 2. 
( < ) ' k , ) n  = ^ i i c j + ( 3 3 )  
4. Repeat Steps 2 and 3 for the rest of the Mode k ordinates. It should be noted that the 
noisy mode shape might be thought as a possible mode shape from a modal test on 
the intact bridge (with a reasonable amount of noise). 
5. Compute MAC value that correlates the noisy mode shape to the average mode shape, 
i.e., X in Equation 4 refers to the noisy mode shape and Y to Group A average mode 
shape. 
6. Repeat Steps (2 through 5) 10000 times and use the resultant MAC values in 
computing PDF for Mode k MAC values of the intact bridge. 
PDFs of MAC values for Modes 1,3, and 7 are plotted in Figure 46. Similar steps 
were conducted for COMAC. Obviously, the above approach did not allow elimination of 
the effects of the environmental conditions, if any, on mode shape derivatives. 
MAC and COMAC PDFs were utilized in finding the 95% confidence intervals' 
lower limits for MAC of the intact bridge (LLMAC) and the 95% confidence intervals' lower 
limits for COMAC of the intact bridge (LLCOMAC), respectively. LLMAC values for 
different modes are listed in Table 14. Modes 1, 2, and 6 were the most reproducible modes 
as indicated by their high LLMAC values. Other modes had lower LLMAC because of their 
lower level of excitation. Similarly, the lower limits for the 95% confidence intervals for 
COMAC values (LLCOMAC) are plotted in Figure 47. 
Table 14. Lower limits for the 95% confidence interval for MAC-LLMAC (Group A tests) 
Mode 1 2 3 4 5 6 7 8 9 10 
LLMAC 0.994 0.993 0.968 0.942 0.956 0.995 0.940 0.978 0.956 0.969 
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Most LLCOMAC were above 0.95; however, they were significantly lower at 
locations over or near the piers and near the abutments. This might be explained as follows. 
Most mode shapes had small ordinates near or at piers and abutments. At such locations, the 
signal/noise ratio was very low and, therefore, a weak correlation among shape ordinates 
from different tests was obtained and resulted in low LLCOMAC. This is a major drawback 
for using COMAC to locate damage as one of the following situations might occur: (1) 
declaring the pier sections damaged while they are intact or inversely declaring them intact 
while being defective, or (2) masking out the correct damage location, which would probably 
have a higher COMAC value than that at the pier section. A simple remedy, yet not an 
optimum one, is neglecting the values of COMAC at piers in locating damage. This results 
in an inability to detect damage at support sections. In the following sections, COMAC 
values at locations with LLCOMAC less than 0.90 will not be utilized as an indication of 
damage location. 
Effect of Excitation Method 
Frequencies 
Table 15 compares the average values of the identified natural frequencies for Tests 
74 (test truck excitation) and 75 (ambient traffic excitation) as well as the normalized 95% 
uncertainty boimds for these frequencies. The percent difference among natural frequencies 
from both tests ranges from -0.44% to 0.18%. These ranges are considerably smaller than 
the 95% uncertainty boimds for the frequencies of both tests. Further, all frequencies of Test 
75 were well within the confidence intervals of frequencies of Test 74. 
Regarding the uncertainty boimds, it was expected that they would be wider with 
ambient excitation, which proved true for the majority of frequencies (seven out of ten). 
Except for Mode 9 case, the Student's t test results did not support rejecting the null 
hypothesis, which means that both ambient and controlled truck excitations would yield 
similar results. Further, the relative frequency uncertainty bounds using truck excitation 
were found to conform well to those, available in the literature, when other excitation sources 
were used (impact hammer [25, 67] or hydraulic actuator [35]). This implies that the 
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Table 15. Comparison among natural frequencies and their CIs from Test 75 to those for 
Test 74 
Mode 1 2 3 4 5 6 7 8 9 10 
Frequencies 
Test 74 2.889 3.294 4.419 4.780 5.182 7.167 8.027 8.373 9.773 12.425 
Test 75 2.892 3.292 4.427 4.775 5.183 7.163 8.015 8.379 9.730 12.417 
% Diff. 0.10 -0.06 0.18 -0.10 0.02 -0.06 -0.15 0.07 -0.44 -0.06 
Normalized CI 
Test 74 1.68 1.14 1.84 2.28 1.92 0.72 2.04 1.56 1.78 0.96 
Test 75 1.40 1.76 2.40 2.64 1.36 1.20 1.64 0.96 1.60 1.24 
^ % Difference = (quantity of Test 75 - quantity of Test 74)/quantity of Test 74 
excitation source has no significant impact on the extracted frequencies. A significant 
finding for these tests is that ambient traffic can be used to conduct modal testing. 
Mode Shapes Derivatives 
MAC values that correlate shapes of Test 75 and Group A average shapes (i.e., X in 
Equation 4 refers to Test 75 mode shape and Y to Group A average mode shape) are listed 
along with LLMAC values in Table 16. Obviously, all MAC values were higher than 
LLMAC, which indicates that the excitation source had no significant impact on mode 
shapes. In other words, the variability in mode shapes caused by the excitation source was 
less than that caused by the noise and environmental changes. 
Similarly, LLCOMAC values were utilized for determining whether the ordinates of 
the mode shapes at a specific location would be affected by the excitation source. In Figure 
48, the differences among COMAC values (correlating mode shapes from Test 75 to average 
mode shapes of Group A, i.e., X and Y in Equation 5 refer to Test 75 and Group A, 
respectively) and LLCOMAC values are plotted with positive ordinates indicating that 
COMAC values are greater than LLCOMAC. 
All locations, except those over the piers, had positive ordinates suggesting that the 
excitation source did not significantly affect mode shapes. Locations over the piers had 
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negative ordinates; however, as stated earlier, using COMAC values at such locations are not 
reliable; hence, no interpretations for these values were made. In summary, the results 
demonstrate that differences among the natural frequencies and mode shapes from controlled 
traffic excitation and ambient traffic excitation are not statistically significant. It is, 
therefore, possible to use either method, whichever is more convenient, for extracting the 
modal properties of the bridge structure. This also implied that the results of Group D (in 
which ambient excitation was used) could be compared to results of Group A (with 
controlled truck excitation), after correcting for the temperature effects. 
Table 16. Comparison among MAC values for Test 75 modes to LLMAC values 
Mode 1 2 3 4 5 6 7 8 9 10 
LLMAC 0.994 0.993 0.968 0.942 0.956 0.995 0.940 0.978 0.956 0.969 
MAC (75, A) 0.999 0.995 0.986 0.963 0.977 0.996 0.964 0.984 0.967 0.990 
Significance^ X X X X X X X X X X 
* X = mode shape is not significantly different from the corresponding Group A average mode 
Effect of Simulated Damage 
Frequencies 
Each test of Group C was performed with an added mass (i.e., a vehicle) at one of 
three locations in the East Shoulder of the bridge. The vehicle weights varied from 3 kips to 
approximately 52 kips. The weights of south, intermediate, and north spans were estimated 
at 750, 900, and 750 kips, respectively, with the whole bridge (including the piers) weighing 
approximately 3000 kips. The added vehicles accounted for a percentage varying from 0.3% 
to 7.0% of the individual span weights. Using crude analysis, one should expect reductions 
in the natural frequencies with similar percentages. Examining the experimental frequencies 
showed that for vehicle weights greater than 7 kips, there were obvious reductions in the 
natural frequencies. The first and second natural frequencies (those of the first bending and 
the first torsional modes) were the most affected by the added mass. Conversely, the changes 
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in the other natural frequencies were slight As expected, incremental reductions in the 
natural frequencies occiarred as the vehicle weight increased. 
Table 17 illustrates the significance of the differences among the frequencies from 
individual Group C tests and the corresponding frequencies from Group A tests utilizing 95% 
CIs, i.e., if the mean value of the natural frequency of Group C test was outside the CI of the 
same frequency from the corresponding Group A test, the difference was judged to be 
significant. For example, the frequencies of Mode 1 during Tests 74d and 77d were within 
the CIs of the frequencies of the corresponding mode during Tests 74 and 77, respectively; 
hence, the differences were assumed insignificant, whereas the frequency of Mode 1 from 
Test 76d was outside of the 95% CI of the frequency of the same mode during Test 76. As 
the vehicle weight increased, the number of modes with significant frequency changes 
increased. For example, only three modes had frequencies out the CIs for an 18-kip truck 
with the number increasing to four as the vehicle weight increased to 52 kips. 
Table 17. Significance of frequency changes for individual Group C tests (based on the CIs 
of the corresponding Group A test)) 
Mode 1 2 3 4 5 6 7 8 9 10 
3 kips-mid-inter. (Test 74d) X X X X X X X X X X 
7 kips-mid-inter. (Test 77d) X X X X X X X X X X 
18 kips-mid-inter. (Test 76d) • • X X X • X X X X 
33 kips-mid-inter. (Test 78d) • • X X X • X X X X 
52 kips-mid-inter.(Test 7 Id) • • X X • • X • X X 
52 kips-quarter-inter. (Test 72d) • • X X • • X X X • 
52 kips-mid-south (Test 73d) • • X - X • X • X X 
X = Group C frequency is not significantly different from Group A frequency 
= Group C frequency is significantly different from Group A frequency 
- = frequency was not obtained 
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Modes 1, 2, and 6 (first bending, first torsional, and first coupled mode, respectively) 
were the most sensitive to the simulated damage. On the other hand, the simulated damage 
did not significantly affect Modes 3,4, 7,9, and 10. This was anticipated for cases when the 
vehicle was at the mid point of the intermediate span since these modes had nodes at this 
location. However, this does not explain the low sensitivity of these modes when the vehicle 
was at other locations, i.e., during Tests 72d and 73d when the vehicles were in the quarter 
point and mid point of the intermediate span and south span, respectively. Based on 95% 
CIs, it can be inferred that the minimum detectable added mass at the most critical position of 
the bridge (mid point of the intermediate span) would be that of a 18-kip vehicle (equivalent 
to 2.2% of intermediate span mass). 
Examining the frequencies with the Smdent's t test (Table 18) jdelded similar results 
for vehicles weighing more than 7 kips; however, the number of frequencies that were 
significantly different from their coimterparts of Group A was generally larger. Further, the 
7-kip vehicle was detected through the change in Mode 1 frequency. This implies that the 
Student's t-test is a more sensitive statistical tool than CIs. Its ability to distinguish smaller 
defects is on the positive side, whereas the negative side includes the higher possibilities of 
wrong diagnosis due to noise and error presence. 
Table 18. Student's t test results for significance of frequency changes among Groups C 
and A 
Mode 1 2 3 4 5 6 7 8 9 10 
3 kips-mid-inter. (Test 74d) X X X X X X X X • X 
7 kips-mid-inter. (Test 77d) • X X X X X X X X X 
18 kips-mid-inter. (Test 76d) • • X X X • X • X X 
33 kips-mid-inter. (Test 78d) • • X X X • X • X X 
52 kips-mid-inter.(Test 71d) • • X X • • X • • X 
52 kips-quarter-inter. (Test 72d) • • X • • • X • • • 
52 kips-mid-south (Test 73d) • • • - • • X • X • 
X = Group C frequency is not significantly different from Group A frequency 
/ = Group C frequency is significantly different from Group A frequency 
- = frequency was not obtained 
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Surprisingly, the 3-kip vehicle caused the frequency of Mode 9 to be significantly 
different from that in Test 74. Modes that were most affected by heavier vehicles did not 
suffer significant changes due to the 3-kip vehicle. Further, the change in Mode 9 was not 
significant for heavier vehicles (7 kips, 18 kips, and 33 kips). This can be explained by 
Mode 9 having exceptionally low COVs during Test 74 and 74d. If one assigns COVs for 
these frequencies based on the average CIs (as given in Table 13), the 3-kip would have 
passed undetected. Therefore, it was concluded that the detection of the 3-kip vehicle is 
inconsistent with the rest of the results. In general, it can be concluded that the 7-kip vehicle 
(equivalent to 2.2% of intermediate span mass) was the minimum detectable added mass 
utilizing the Student's t test. 
The reliability of added mass detection through frequency changes are listed in Table 
19. The table indicates that only vehicles weighing 18 kips or higher were detected with a 
reliability of greater than 95%, which is in compliance with the results of the CIs. Mode 9 
had the highest reliability of detecting the 3-kip truck; however, the reliability value was less 
than 70% implying that the 3-kip vehicle was not reliably detected. For the 7-kip vehicle, the 
highest reliabihty was approximately 52% (that of Mode 1), leading to a similar conclusion. 
Table 19. Reliability of simulated damage detection based on frequency changes (Group C 
compared to Group A) 
Mode 1 2 3 4 5 6 7 8 9 10 
3 kips-mid-inter. (Test 74d) 00 00 13 00 34 42 00 00 65 18 
7 kips-mid-inter. (Test 77d) 52 42 20 32 22 GO 00 00 28 23 
18 kips-mid-inter. (Test 76d) 99^- 99+ 11 00 43 94 00 68 25 00 
33 kips-mid-inter. (Test 78d) 99+ 99+ 5 25 46 99+ 00 78 00 00 
52 kips-mid-inter.(Test 71d) 99+ 99+ 00 28 79 99+ 00 99+ 55 00 
52 kips-quarter-inter. (Test 72d) 99+ 99+ 17 63 99+ 99+ 00 58 65 90 
52 kips-mid-south (Test 73d) 93 99f 65 00 86 99+ 8.9 96 44 56 
00 = negative value 99+ = greater than 99% 
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It was expected that the reliability of detection through the frequency of a specific 
mode would gradually grow as the weight of the vehicle increased, which occurred only for 
Modes 1 and 2. For the other modes, some lower mass vehicles were detected with higher 
reliabilities, because of the combined effect noise and their low sensitivities to the added 
mass. 
To summarize, the CI and reliability approaches showed that vehicles weighing 18 
kips (2.2% of the mass of a single span) or more would be detected successfully through 
frequency changes. The Student's t test showed that the minimum detectable mass was that 
of the 7-kip vehicle. 
Mode Shapes 
LLMAC values were used to decide whether a mode shape changed significantly due 
to the added vehicles. Modes with MAC values, which correlate shapes from tests with 
added mass to Group A average shapes (i.e., X in Equation 4 refers to added-mass-test mode 
shape and Y to Group A average mode shape), lower than the corresponding LLMAC (Table 
14) were declared as significantly changed. Added masses that changed mode shapes 
significantly were assumed detected. Table 20 gives the significance of MAC changes due to 
the several added masses. As the case with frequencies, the 3-kip vehicle did not 
significantly affect any mode shape. However, the 7-kip vehicle caused a significant change 
for one mode (Mode 6). 
As the vehicle weight increased, the number of significantly affected modes increased 
as well, v^dth the 52-kip vehicle at the quarter point of the intermediate span significantly 
affecting seven out of the ten identified modes. The effect of the same vehicle at other two 
locations was less noticeable, probably because these locations were close to modal node 
points. It should be noted that there was a significant similarity between detection of added 
vehicles through mode shapes and through frequencies, with mode shape showing more 
sensitivity. Utilizing MAC values, it was possible to detect the added mass of the 7-kip 
vehicle through one single mode. On the other hand, the mass of the 18-kip truck was 
successfully detected by three modes. 
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Table 20. Significance of MAC changes for Group C tests (based on LLMAC values) 
Mode 1 2 3 4 5 6 7 8 9 10 
3 kips-mid-inter. (Test 74d) X X X X X X X X X X 
7 kips-mid-inter. (Test 77d) X X X X X • X X X X 
18 kips-mid-inter. (Test 76d) • • X X X • X X X X 
33 kips-mid-inter. (Test 78d) • • X X X • X X X X 
52 kips-mid-inter.(Test 71d) • • X X • • X X X X 
52 kips-quarter-inter. (Test 72d) • • X X • • X • • • 
52 kips-mid-south (Test 73d) • • • - • • • X X X 
X = mode shape is not significantly different fi-om the corresponding Group A average mode 
y = mode shape is significantly different from the corresponding Group A average mode 
- = mode was not obtained 
After determining that the bridge was damaged, the next task would be determining 
where the damage (or change) occurred, which is addressed by inspecting COMAC values. 
Figure 49 presents the differences among COMAC values and the corresponding 
LLCOMAC at locations along the bridge excluding those near (or at) the piers and abutments 
for tests that had the added mass at the mid point of the intermediate span in the East 
Shoulder (Tests 74d, 77d, 76d, 78d, 7Id). For the 3-ldp vehicle, there was no negative 
ordinates indicating that the 3-kip vehicle did not significantly affect the mode shape 
ordinates at any location. Very small negative ordinates away from the vehicle with positive 
ordinates at the vehicle position implied that COMAC values were not able to locate the 7-
kip vehicle effectively. For higher weights, the maximum negative ordinates occurred at the 
bridge cross section where the vehicle was added which means that COMAC values were 
capable of pinpointing the longitudinal location of the added mass. Since values for the east 
stations were close to those of the west stations, the transverse location of the added mass 
could not be determined. 
In summary, significant changes occurred to the mode shape derivatives due to the 
added mass of the 18-kip vehicle. The 7-kip vehicle affected the MAC value of only one 
mode significantly. On the other hand, COMAC values gave a wrong indication of the 
location of the 7-kip vehicle. 
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Deck Rehabilitation 
Frequencies 
The 95% CIs (plotted in Figure 45) and the average values of the first eight 
frequencies for Group A at a shade temperature of 75 °F (the average shade temperature of 
Group D test) are listed in Table 21. Listed in the same table are the mean values of the 
frequencies of Test 61 (Group D) along with natural-frequency-change percentages. All 
Group D frequencies were outside the predicted confidence intervals implying that deck 
rehabilitation caused significant changes to all natural frequencies. 
The added reinforcement and the concrete overlay enhanced the transverse rigidity of 
the bridge superstructure leading to higher values for frequencies of coupled longituomal-
transverse modes (Modes 6, 7, and 8). On the other hand, the concrete overlay influenced the 
effective mass for longitudinal modes more than the effective stiffaess resulting in reduced 
frequencies for these modes (Modes 1,3, and 5). Torsional modes (Modes 2 and 4) were 
similarly affected; however, the percent reductions were smaller as these modes were also 
affected by the transverse stif&ess changes. Utilizing the Student's t and t-squared tests, the 
null hypothesis was always rejected implying that effects of deck rehabilitation were 
significant and confirming the CIs result. With respect to the reliability approach, a 
reliability of detection greater than 99.99% was obtained for all natural frequencies. 
Table 21. Frequencies from Test 61 and Group A at 75 °F 
Mode (Hertz) 1 2 3 4 5 6 7 8 
Lower CI 2.853 3.217 4.359 4.691 5.114 7.067 7.934 8.265 
Group A Average 2.879 3.249 4.398 4.744 5.159 7.092 7.989 8.321 
Upper CI 2.904 3.281 4.437 4.797 5.203 7.118 8.045 8.377 
Group D (Test 61®) 2.994 3^90 4.581 4.811 5.352 6.727 7.570 8.016 
% change'' -4.0 -1.3 -4.2 -1.4 -3.7 +5.2 +4.9 +4.3 
^ shaded frequencies are those significantly different from the corresponding Group A frequency 
'' % change = 100* (average frequency (Group A)-frequency (Group D))/average frequency (Group A) 
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Mode Shapes 
Modes that have MAC values (Test 61, Group A average) lower than the 
corresponding LLMAC values (Table 14) are shown as shaded in Table 22. Out of the eight 
modes, three had MAC values outside the confidence limits (Mode 2, 6, and 8). Unlike 
natural frequencies, the deck rehabilitation did not significantly alter most shapes, probably 
because rehabilitation was applied to the entire bridge length and not to a specific area. 
Uniform changes in most mode shape ordinates occurred with small relative ordinate 
changes. COMAC values were less than the confidence interval lower limits at a few 
scattered locations as shown in Figure 50. In conclusion, mode shapes were less conclusive 
than frequencies in indicating changes due to deck rehabilitation. 
Table 22. Significance of MAC changes for Group D tests (based on LLMAC values) 
Mode 1 2 3 4 5 6 7 8 
Group D (Test 61) X • X X X • X • 
X = mode shape is not significantly different from the corresponding Group A average mode 
^ = mode shape is significantly different from the corresponding Group A average mode 
Closure 
It is worthy to review the basic differences among the statistical approaches. For the 
CI approach, the bridge was assumed intact as long as the modal parameter (frequency, MAC 
value, or COMAC value) stayed within its CI for the intact bridge. Once a modal parameter 
stepped outside the CI of intact condition, the bridge is declared damaged. The Student's t or 
t-squared test worked in a similar way. However, in the reliability approach, the bridge is 
always asstmied damaged and the probability of the reliability of detecting the damage is 
computed. In that case, the bridge being intact may be a sound implication of low 
reliabilities of damage detection. 
While the reliability approach compares the modal parameter PDF in both the intact 
and damaged conditions, the only concern of the Student's t test is the relation between the 
mean values of both distributions. The CIs approach utilizes an intermediate strategy, that is, 
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it compares the mean value of the modal parameter in the damaged condition to its 
distribution in the intact condition. 
Utilizing CIs and reliability approaches are well-established in scientific applications. 
Both approaches yield results that are unaffected by the sample size. For the Student's t test, 
however, the results rely on the sample size (i.e., number of repeated measurements of the 
parameter). If the sample size was too small, the Student's t test would indicate that the 
difference between the parameter means is insignificant regardless of the difference value. 
On the other hand, if the sample size was significantly large, any small differences would be 
declared as significant. This raises a question about the creditability of the test in either case. 
Researchers fi-om other fields realized the deficiencies of the Student's t test. For 
example. Kirk [75] provided three criticisms of null hypothesis significance testing using the 
Student's t test. These are 
1. The procedure does not address the logical question of what is the probability of the 
null hypothesis (the bridge being intact in this work) provided that the collected data, 
i.e., ?{Ho\Data). The procedure gives, however, the probability of obtaining the 
collected data if the null hypothesis is true, i.e., V{Pata\Ho). Kirk argued that both 
probabilities are not equivalent, and consequently, questioned the value of the results 
of the significance testing. 
2. Adopting a fixed level of significance turns the continuous uncertainty domain into a 
"reject-do-not-reject" decision. It should be noted that this criticism is applicable to 
the CIs approach as well. 
3. The procedure is a trivial exercise because the null hypothesis (the bridge being 
intact) is always false (the bridge condition is always changing). 
Similarly, for modal testing, modal properties extracted at different times will be 
significantly different, from a statistical point of view (i.e., when a sufficiently large amount 
of repeated measurement are collected). Changes in modal properties over a time period are 
attributed to several factors (in addition to damage) including (1) environmental conditions, 
(2) random errors, and (3) bias errors. Random errors consist mainly of measurement noise 
in the transducers and instrumentation and computational noise in the digital calculations 
[76]. On the other hand, resolution error in the spectral estimates is the main source of the 
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bias errors. While repeated measurement seems to minimize the effect of the environmental 
effects and random errors, the bias error would always affect the modal parameters; thus, 
concluding that the bridge is defected based on differences in frequencies in order of 
magnitude of the frequency resolution seems impractical even if the statistical tests showed 
that the difference is statistically significant. 
It appears necessary to define what is the minimum difference between frequency 
means that has a practical significance. From the author's view, a single frequency 
resolution might be a good approximation for the practical-minimum-significant difference. 
If the difference between means is less than the practical-minimum-significant difference, the 
Student's t test is skipped and the differences are declared as not significantly different (i.e., 
no damage occurred). Otherwise, the Student's t test is performed and its results are 
accepted. 
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FINITE ELEMENT SIMULATION AND RESULTS 
A three-dimensional finite element model was constructed for the Boone River 
Bridge using ANSYS [77], a commercial finite-element-software package. The Iowa DOT 
provided the design and construction drawings of the bridge. These drawings as well as 
measurements taken during field visits prior to testing were the principal sources for 
modeling. A mesh sensitivity study was performed to establish suitable mesh configuration 
and element sizes. The finite element model was tuned using the modal characteristics 
extracted fi-om Test 61 (before deck rehabilitation). The model was re-tuned to match the 
Group A results (after deck rehabilitation). This process allowed examining the effects of 
deck rehabilitation on the global properties of the bridge. The model was verified using 
Group C results (added-mass tests). Then, the finite element model was utilized to find 
effects on modal properties of two firequent fatigue cracks: (1) a crack at the weld connecting 
cover plates to tension flanges, and (2) a crack at web gaps in the connection between 
diaphragm diagonals and tension flanges in the negative moment zones. The results of the 
study were utilized in statistical analyses similar to those described in the previous chapter to 
address the primary aim of this work which involves defining the minimnm detectable flaw 
size. 
Mesh Sensitivity Study 
The AASHTO Specification [4] provided guidelines for finite element modeling of 
beam-slab bridges: (1) aspect ratio of finite elements and grid panels should not exceed 5.0, 
(2) abrupt changes in size and/or shape of the finite elements should be avoided, (3) 
minimum of five, and preferably nine, nodes per beam span should be used, (4) any element 
should have membrane capacity with sufficient discretization, so that the shear lag is 
probably accoimted for, and (5) it is preferable to maintain the relative vertical distances 
between various elements. These guidelines were followed in modeling; however, it was 
advantageous to conduct a mesh sensitivity study with h-refinement [78] to obtain a mesh 
configuration that would be both sufficiently accurate and computationally efficient 
(consume reasonable nm time and storage reqxiirements). 
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Figure 51. Girder dimensions used in the mesh sensitivity study 
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The mesh sensitivity study was conducted on a three-dimensional model of a fixed 
girder of geometric dimensions as shown in Figure 51. These dimensions were comparable 
to those in the Boone River Bridge. A finite element model was constructed for this girder 
using SHELL63 elements. SHELL63 has four-nodes with six degrees of freedom per node. 
The element has both bending and membrane capabilities, with stif&iess formulation 
permitting both in-plane and normal loading. Shear lag effects are accounted for in the 
stiffeess formulation of this element. 
Five mesh configurations A, B, C, D and E were studied (Figure 52). The five 
meshes were constructed so that the area of the elements was progressively decreased from 
Mesh A to Mesh E. This was accomplished by first increasing the number of elements in the 
axial direction, followed by decreasing the size of elements in the transverse and vertical 
directions. Table 23 summarizes the parameters of the five meshes including element size, 
element aspect ratio, wavefront, and root mean square (RMS) of the wavefront. 
Table 23. Parameters of the five meshes A through E 
Mesh Element Size (in.) Aspect ratio Wavefront RMS wavefront 
Flange Web Flange Web 
A 132x14 132x84 9.43 1.57 72 51.5 
B 66x14 66x84 4.71 1.27 72 52.3 
C 32x14 32x21 2.29 1.52 84 63.4 
D 16x7 16x14 2.29 1.14 126 97.0 
E 8x7 8x14 1.14 1.75 138 109.0 
Linear static and modal analyses were conducted using ANSYS. In the static 
analyses, one concentrated load, 100 kips, was applied to the girder at an eccentricity of 5 in. 
at mid-span (Figure 51). The deflection and rotation of the girder at the mid-span section are 
depicted in Figure 53. This figure shows that mesh refinement leads to a better estimation. 
Nonetheless, it can be inferred from the same figure that increasing the number of elements 
from Mesh C to Mesh E had slight effect on the computation accuracy. The modal analyses 
were performed using the subspace iteration method [79] and extracted the natural 
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frequencies in the range of zero to ten Hertz. Figure 54 illustrates the effect of the mesh size 
on the frequencies of the first and second transverse bending modes as well as on the first 
vertical bending mode. Similar to static analyses, modal analyses showed that moving from 
Mesh A to Mesh C improved the solution significantly; however, only insignificant 
enhancement was achieved using the finer meshes (Mesh D or Mesh E). 
Based on the mesh sensitivity study. Mesh C provided reasonable results, storage 
requirements and run times; hence, it was used in generating the finite element model. 
Modeling Procedure 
The finite element model for the Boone River Bridge is shown in Figure 55. The 
finite element model contains approximately 8500 active nodes and 8700 elements. The 
model had 50,476 degrees of freedom with a wavefront of 382. Quadratic shell elements, 
SHELL63 in ANSYS, were used to model the reinforced concrete deck slab, the barriers, the 
built-up girders, the stifFeners, the rolled beam that diaphragm the girders at the support 
sections, and the piers. Table 24 shows the size and aspect ratios of elements used in 
modeling different portions of the bridge. The aspect ratio of SHELL63 elements used in 
modeling the bridge was kept less than 5:1 as per AASHTO Specification requirements. 
Specifically, the maximum aspect ratio was 4:1, as in modeling the girder flanges. For deck 
slab and girder webs, this ratio was less than 2:1. TTie number of nodes in the longitudinal 
direction of the bridge was 40 for the end spans and 50 in the intermediate span. 
Table 24. Dimension as well as aspect ratio of the SHELL63 elements 
Element Size (in.)^ Aspect Ratio 
Deck Slab 30x40 1.33 
Barrier 30x35 1.17 
Girder Flange 7.5x30 4.00 
Girder Web 20x30 1.50 
Stiffener 7.5x20 2.67 
Pier 30x40 1.33 
^ Different element sizes were used. The one with the largest aspect ratio is given here. 
Figure 55. Finite element model of Boone River Bridge 
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Three dimensional beam elements, BEAM44, were used to model the connections 
between girders and piers. BEAM44 is a two-noded three-dimensional elastic-plastic beam 
element with six degrees of freedom per node. The stifftiess characteristics of these elements 
allow releasing rotational, translation, or axial stiffiiess, which allowed modeling different 
types of bearings. Over the piers, BEAM44 elements coimected the intermediate-bottom-
flange nodes to the corresponding nodes on the top surface of the pier. To simulate the 
hinged supports over the south pier, the rotational stiffiiess of BEAM44 elements were 
released at the nodes connected to the bottom flange. The rocker supports over the north pier 
were modeled by releasing the rotational, transverse, and the longitudinal stiffiiess of 
BEAM44 elements at the nodes connected to the bottom flange. Vertical and transverse 
displacements were restrained at the abutments. In the finite element model, the composite 
action was modeled by joining the deck slab and the steel girder with BEAM44 elements of 
very high stiffiiess. 
Soil springs and diaphragm elements were modeled using LINKS, a two-noded, 
three-dimensional spar. LINKS has three degrees of freedom per node. Modeling the 
diaphragm elements using LINKS permitted characterization of the axial forces; however, the 
bending and torsional moments were not modeled. Fine details such as the web gap region 
and welded and bolted connections were not accounted for in the model. 
Finite Element Model Tuning 
When modeling a bridge structure, a number of imcertainties exist related to material 
properties, behavior of different connections, and support conditions. Generally, determining 
the base values of each parameter could possibly be attained by a separate experiment for 
each. However, a more efficient way is through system identification techniques. Through 
system identification, a theoretical model, which adequately represents the behavior of the 
actual structure, is created by specifying several uncertain model parameters. 
For modeling the Boone River Bridge, six parameters were selected as being the most 
uncertain: (1) the modulus of elasticity of the steel girders, (2) the modulus of elasticity of 
the concrete, (3) the height of the haunch between the girders and the deck slab (see Figure 
33), (4) the average deck slab thickness, (5) the modulus of sub-grade reaction for the soil 
springs (soil stif&iess), and (6) the modulus of elasticity of the steel diaphragm members. 
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The last parameter, the modulus of elasticity of the steel diaphragm members, was 
selected as an individual parameter to account for three modeling errors (see Figure 56): (1) 
the web gap (stiffeners were attached to the top and bottom flanges and the stiffener cope 
with not idealized), (2) the diaphragm members (LINKS members were comiected directly to 
the flange-web intersection points, not to the stiffeners), and (3) the bolted or welded 
connections (not included in the model). 
In this study, the experimentally determined modal characteristics (natural 
frequencies) were used to determine the value of the six parameters that best fit the 
experimental results. A special least square optimization technique, as presented by Dobbs 
and Nelson [80], was utilized for parameter estimation. In this technique, the theoretical 
prediction of the six parameters, the experimentally determined frequencies, and the final 
parameter estimates are compared through a quadratic fimction. The quadratic function is 
used to find the parameters that minimize the value of the comparison fimction. The 
quadratic function is written as 
E(P) = ({R.}- {R(P)})^ [C« ]({R.}- {R(P)}) + ({P}- {P„ })^[C,]({P}- {P,}) (34) 
where (R„ } = nominal measured natural frequencies, {R(P)} = predicted response using the 
theoretical model as functions in the six parameters, (Pg} = most probable estimate of the 
parameters before minimization, {?} = revised estimated parameters, [Cr ] = weighting 
matrix for the natural frequencies, and [Cp] = weighting matrix for the parameters. The 
comparison function is always positive and is zero only if the predicted response and the 
revised parameters are equal to the nominal measured response and the most probable 
estimate of the parameters, respectively. 
The measured natural frequencies were independent; therefore, the diagonal elements 
of the weighting matrix for natural frequencies, [Cr ], were represented by the reciprocals of 
the natural frequency variances; whereas, the off-diagonal elements were zeros [80]. Since 
dealing with the normalized form of the above equation was easier, the diagonal elements of 
[Cr ] were the reciprocals of the squares of the coefficient of variations. 
The finite element calibration was performed twice (Tune I, Time II) to produce two 
sets of parameters matching the frequencies from Group D (before deck rehabilitation) and 
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Figure 56. Diaphragm/piate girder connection: photo and finite element idealization 
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from Group A (after deck rehabilitation), respectively. Table 25 provides a list of the 
frequencies and most probable parameter estimates, as well as the corresponding weights. 
The frequencies of Group A were corrected to a temperature of 75 °F, which was the average 
shade temperature during the Group D test. This temperature was chosen to eliminate 
temperature effects on the estimated parameters. To calibrate Tune I, the frequencies of all 
eight identified modes were used, whereas ten frequencies were used for Tune II. 
Table 25. Experimental frequencies, initial parameter estimates, and weights used for 
tuning the finite element 
Tune I 
{R.! [Q] (Pol [Cp] 
Tune n 
{R.} [CJ (Pol [Cp] 
2.994 5.41 29000 0.80 2.879 4.74 30400 1.00 
3.290 1.13 3600 0.40 3.249 3.84 3060 0.10 
4.581 4.94 1.00 0.25 4.398 4.74 1.50 6.00 
4.811 0.80 8.00 0.80 4.744 3.17 9.57 1.70 
5.352 3.70 0.42 0.40 5.159 5.32 0.43 0.50 
6.727 2.97 15000 0.25 7.092 31.3 9400 0.10 
7.570 5.67 7.989 7.84 
8.016 4.34 8.321 7.84 
9.641 12.7 
12.260 12.7 
For Tune I, the most probable estimates of the six parameters, {Pq }, were computed 
using the available structural drawings, or were reasonably assumed. For Time II, however, 
the revised parameters of Time I were used as the most probable estimates (except for 
Parameter 4, the average thickness of the added concrete layer was added to the revised 
parameter). The weighting matrix for the parameters, [Cp ], was assumed diagonal. 
Diagonal elements were assigned values according to the judgement of the author. For Tune 
I, the steel modulus of elasticity and the deck slab thickness were assigned the highest 
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weights, whereas the lowest weights were for the average haunch height and the diaphragm 
modulus of elasticity. For Time H, the highest weight was that for the average haunch 
height, as it was not affected by deck rehabilitation (it had a fixed height). 
To reflect high confidence in the measured frequencies, the simi of the natural 
frequencies weighting-matrix diagonals, [C^ ], was set to ten times that of the parameters 
weighting matrix diagonals, [Cp]. The predicted response, {R(P)}, was assumed to be linear 
in the neighborhood of the most probable parameter estimates (this assumption was verified 
approximately using the finite element model); therefore, the comparison flmction was 
quadratic in P. 
The optimization outputs were the revised parameter estimates and the frequencies of 
the tuned models. The revised parameter estimates are listed in Table 26 and the frequencies 
of the tuned models are compared to their experimental counterparts in Table 27. For 
verification, the MAC values that correlate the theoretical mode shapes of the tuned models 
and those from modal tests (for Tune I, MAC values correlated the mode shape of the model 
to its counterpart from Test 61, and for Tune II, MAC values correlated the mode shape of 
the model to the average shape of the same mode from Group A) are listed in Table 27, with 
excellent correlation implied by values very close to unity. 
Table 26. Parameters estimated using system identification technique 
Parameter {P} Tune Tune n" 
Modulus of elasticity of steel girders 30,400 ksi 30,200 ksi 
Modulus of elasticity of concrete 3,060 ksi 3,480 ksi 
Average haunch height 1.50 in. 1.50 in. 
Average thickness of deck 8.00 in. 9.57 in. 
Modulus of sub-grade reaction 0.43 kips/in.Vin.*^ 0.41 kips/in-^/in.*^ 
Modulus of elasticity of diaphragms 9,400 ksi 10,500 ksi 
a b Based on Group D results Based on Group A results 
Comparable to gravelly soil 
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Inspecting differences among revised parameter estimates revealed that there were 
insignificant changes in the modulus of elasticity of the steel girders and in the modulus of 
sub-grade reaction. On the other hand, the deck rehabilitation increased the apparent deck 
slab modulus of elasticity by approximately 16%. The nominal value of the modulus of 
elasticity of diaphragm members increased by approximately 11%. Possibly, this was caused 
by the hea\ier weight of the deck slab. 
Table 27. Comparison among firequencies from tuned models and modal tests 
Freq. (Hertz) MAC Freq. (Hertz) MAC 
Group D Tune I D, Tune I Group Tune n A, Tune H 
Mode 1 2.994 3.003 0.997 2.879 2.899 0.996 
Mode 2 3.290 3.295 0.994 3.249 3.249 0.995 
Mode 3 4.581 4.580 0.972 4.398 4.416 0.988 
Mode 4 4.811 4.828 0.954 4.744 4.782 0.992 
Mode 5 5.352 5.317 0.959 5.159 5.126 0.977 
Mode 6 6.727 6.763 0.980 7.092 7.138 0.996 
Mode 7 7.570 7.511 0.962 7.989 7.950 0.992 
Mode 8 8.016 8.020 0.935 8.321 8.322 0.986 
Mode 9 9.641 9.590 0.973 
Mode 10 12.260 12.260 0.980 
* Predicted at 75°F 
Modal Sensitivity to Added Mass 
To verify the theoretical model (Tune II), Tests of Group C with vehicles at the mid 
point of the intermediate span were simulated by adding masses to the deck slab at the 
appropriate locations using MASS21 elements in ANSYS. MASS21 is a point element with 
six degrees of freedom: three rotations and three translations. For the model, the mass of a 
60-kip vehicle was added in 20 increments (i.e., a mass equivalent to 3 kips weight was 
added in each step). For each step, a modal analysis was conducted and the mode shapes and 
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frequencies of vibrations were extracted. It should be noted that vehicle characteristics other 
than mass were not accounted for in the modeling process. 
The frequencies of vibrations extracted from the model agreed well with those from 
the modal tests. Figure 57 provides a comparison among experimental (Tests 74d, 77d, 76d, 
78d, and 71d, with vehicle weights of 3, 7, 18, 33, and 52 kips, respectively) and theoretical 
frequencies of Modes 1 and 2. Experimental frequencies plotted in the figure were those 
corrected for temperature and for the differences among theoretical and experimental 
frequencies. The average imcertainties of the experimental frequencies were assigned for the 
theoretical frequencies and are plotted in Figure 57. 
To verify the mode shape results, MAC values correlating the theoretical shapes with 
added mass and the theoretical shape of the intact structure (i.e. X in Equation 4 represents 
the shape with added mass and Y represents the intact mode shape) were computed and are 
plotted in Figiire 58. These MAC values agreed well with those correlating the experimental 
mode shapes from tests with added mass to the Group A average mode shape (represented by 
hollow squares in Figure 58). 
In summary, the theoretical model (Tune II) simulated the actual bridge behavior to a 
large degree. 
Modal Sensitivity to Cracks 
The finite element model (Tune II) was utilized to determine the effect of two types 
of cracking on the modal characteristics of the Boone River Bridge model: (1) Crack I 
originating at the tension flange (usually caused by fatigue at the ends of cover plates), and 
Crack II occurring in girder webs at the girder diaphragm connections (caused by out-of-
plane distortion). Crack I was chosen at the mid point of the intermediate span of an exterior 
girder; whereas. Crack II was at the cormection between the same girder and the first 
intermediate diaphragm ii the intermediate span (at approximately 1/6 span length from the 
pier). Further analyses were conducted to determine the effect of the location of Crack I by 
moving it in the intermediate span to: (1) mid point of the intermediate girder, (2) quarter 
point of the intermediate girder, or (3) quarter point of the exterior girder. 
The finite elements in the crack vicinity were replaced by a fine mesh of elements as 
shown in Figure 59. At the crack location, two sets of nodes existed (Set 1 and Set 2). 
160 
0) 
X 
2.9 
2.8 
2.7 
2.6 
o 
® 3.3 
S" 
3.2 
3.1 
Finite element 
• Experimental 
Lower of 95% CI 
Upper of 95% CI 
' t r~  
Mode 1 
Mode 2 
3.0 
X 
10 20 30 40 
Weight of vehicle (kips) 
50 60 
Figure 57. Effect of added mass on the frequencies of Modes 1 and 2 based on the finite 
element simulation and on results of the modal tests 
161 
1.0 
0.9 
0.8 
0.7 
O < 
1.0 
0.9 
0.8 
0.7 
Figure 58. EfiFect of added mass on the MAC values of Modes 1 and 2 based on the finite 
element simulation and on results of the modal tests 
Mode 1 
Finite element 
o Experimental 
Mode 2 
J I I I I I L-
0 10 20 30 40 50 60 
Weight of vehicle (kips) 
162 
Figure 59. The fine mesh used in the crack vicinity 
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Before crack initiation, elements on both sides of the crack were connected to Set 1 nodes. 
The crack was introduced incrementally by keeping the elements on one side connected to 
Set 1 nodes, whereas Set 2 nodes were used to redefine the geometry of the elements on the 
other side of the crack. This method of crack idealization neglects the nonlinear behavior 
associated with cracking due to: (1) yielding of the steel at the crack tips, and (2) crack 
closure once compressive stresses form perpendicular to the crack. However, it is not 
expected that such local behavior will be a dominant factor in the overall dynamic response 
of the bridge. 
Crack I was introduced in 40 incremental steps: 16 steps for the bottom flange 
cracking (0.94 in. per step) and 24 steps for crack extension in the web until reaching the top 
flange (2.56 in. per step). In examining the location effect, one crack length of 
approximately 34 in. was used at the four crack locations. For Crack II, 16 steps were used 
to accoimt for a total horizontal crack length of 60 in. For each step, the finite element model 
was modified as above, a modal analysis was conducted, and the results were the natural 
frequencies and mass-normalized mode shapes. 
Statistical Analysis 
The theoretical model did not account for the unavoidable factors encountered in the 
real modal test such as noise, experimental errors, and environmental effects. To conduct a 
meaningful statistical analysis, therefore, one must consider the uncertainties associated with 
an experiment. 
The statistical significance tests were performed by assuming that the average width 
of the 95% CI of the natural frequency (Table 13) represented the uncertainty of the 
corresponding theoretically computed natural frequency. The frequencies, along with the 
imposed uncertainties were utilized in statistical analyses, as presented in the previous 
chapter. 
The statistical analyses were also conducted on the mode shape derivatives. Using 
the theoretical model, mode shapes can be digitized at closely spaced points. Obtaining 
experimental mode shape ordinates at such close points is not realistic. To obtain meaningfiil 
results, therefore, only the theoretical mode shape ordinates at the measurement locations 
were incorporated in the statistical analyses. The 95 % CIs for MAC and COMAC values 
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were compared to LLMAC and LLCOMAC from the experimental phase (Table 14 and 
Figure 47), respectively. 
In the reliability approach, the following steps were performed for each mode shape 
of the intact bridge (called intact mode), i.e., before crack initiation. 
1. The standard deviations of the experimental mode shape ordinates (those of Group A) 
were assigned to the ordinates of intact mode. 
2. Noisy mode shape ordinates were computed by adding ordinates of the intact modes 
to their assigned standard deviations times a random number from the normal 
distribution N (0,1). 
3. MAC value, MAC'i, correlating the noisy mode shape to the intact mode shape (i.e., 
X in Equation 4 refers to the noisy mode shape and Y to the intact mode shape) was 
computed. 
4. Steps 1 through 3 were repeated 10000 times, thus providing 10000 MAC values 
( mac',, i = 1,2, ,10000) that described the intact mode shape. 
For the corresponding mode shape after crack introduction (damaged mode shape), 
the following steps were performed. 
1. The standard deviations of the experimental mode shape ordinates (those of Group A) 
were assigned to the ordinates of damaged mode. 
2. Noisy mode shape ordinates were computed by adding ordinates of the damaged 
modes to their assigned standard deviations times a random nimiber from the normal 
distribution N (0,1). 
3. MAC value, MAC°i, correlating the noisy mode shape to the intact mode shape (i.e., 
X in Equation 4 refers to the noisy damaged mode shape and Y to the intact mode 
shape) was computed. 
4. Steps 1 through 3 were repeated 10000 times thus, providing 10000 MAC values 
(MAC , i = 1,2, ,10000) that described the relation of the damaged mode shape to 
the intact mode shape. 
The difference between MAC J and MACf, DEF,, was computed as 
DIFj = MACP-MAC' (35) 
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Damage is associated with mode shape changes and, therefore, reductions in MAC values. 
As the damage severity increases, MAC values that correlate damaged mode shapes to intact 
mode shapes decrease. Thus, the approximate probability of damage, P(D), may be 
computed as 
NT .7 
P(D) = P(DIF < 0) (36) 
10000 
where NLZ = number of times for which DIF was less than zero. Similar to the case with 
frequencies, the reliability of damage detection, REL (D), is given as 
REL(D) = 2P(D) -1 ~ (37) 
5000 
The above computations were repeated for every increment in the crack size. It was assured 
that convergence had occurred with the sample size of 10000, because: (1) an approximately 
50% damage probability, P(D), was computed for the no damage case (i.e., when DIF, was 
the difference between randomly ordered MAC,'), and (2) approximately the same 
reliabilities were computed utilizing a sample size of 5000. 
Effect of Mid Span Cracking 
Frequencies 
Figure 60 shows the effect of the crack size on each of the first eight natural 
frequencies (shown normalized for comparative purposes). As expected, cracking caused 
reduction in the natural frequencies for all modes. However, the reduction percentage varied 
from one mode to another, with Modes 1 and 2 being the most affected. On the other hand. 
Modes 3,4, and 7 were the least affected, probably because they had nodes in the vicinity of 
the induced crack. For Modes 1 and 2, the full cracking of the bottom flange introduced 
slight changes in the natural frequencies (less than 0.30%). Significant reductions in the 
frequencies occurred only when the crack extended into the web plate (i.e., when the crack 
length exceeded 15 in., the width of the bottom flange). 
A question may arise concerning how the effects of added mass compared to those 
due to cracking or in defining the crack length that produces a comparable effect on modal 
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characteristics to that of a given mass value. Figure 61 addresses this by plotting the relation 
between the theoretical frequency of Mode 1 and both the crack length and the vehicle 
weight. The figure indicates that a 7-kip vehicle is equivalent to an approximately 25-in. 
crack and an 18-kip vehicle is comparable to a 49-in. crack. The 7-kip vehicle was not 
detected through frequency changes and 95% confidence intervals; whereas, the 18-kip 
vehicle was detected. Therefore, by direct comparison, a 49-in. crack would be detected 
using the 95 % CIs; whereas, a 25 in. crack would not. 
Utilizing the 95% confidence intervals, the minimum detectable crack length was 
estimated at approximately 28 in. (based on Mode 1 frequencies, which confirms the above 
comparison), equivalent to an approximately 17% loss of the composite cross section inertia. 
Using the Student's t test on Mode 1 frequencies and assuming that the intact and 
damaged frequencies were obtained from a single modal test as in the experimental phase, 
the null hypothesis was first rejected when the crack length was approximately 20 in., 
equivalent to a 14% reduction in the inertia of the composite cross section. The reliability' of 
crack detection is presented in Figure 62 for Modes 1, 2, 5, 6, and 8 (the most affected 
modes) as related to the crack length. The reliabilities of crack detection through Modes 1 
and 2 were substantially higher than those through the rest of the modes. Utilizing Mode 1 
results, a crack of length 35 in. (an 18% loss in the composite cross section inertia) can be 
detected with a reliability of 95%. 
Mode Shapes 
Figure 63 shows the crack effect on the shapes of Modes 1 and 2. The mode shapes 
are plotted for points on the deck slab above the exterior girders (east and west sides); 
therefore, each condition is represented by two curves. For a crack length of 10 in., there 
was no obvious change in the shapes of either mode. With larger cracks, the shape changed 
gradually, and a kink formed at the crack location (mid span at abscissa of 160 ft). The 
figure indicates that the effect of cracking is more significant for the shape of Mode 1. This 
was reinforced by plots of MAC values (correlating the damaged modes to the intact modes) 
versus crack length in Figure 64. The figure shows that the effect of cracking on MAC 
values for Mode 1 was approximately twice as much its effect on MAC values for Mode 2. 
Effect of cracking on the rest of the modes was minimal. 
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Utilizing LLMAC (Table 14) and Mode 1 MAC results, the minimum detectable 
crack length was approximately 22 in. (15% loss of the composite section inertia). The 
reliability of damage detection using MAC values was only computed for Mode 1, because 
its shape was the most sensitive to the induced crack. The reliability of damage detection 
based on both MAC values and frequencies of Mode 1 is plotted in Figure 65. At small 
crack sizes, frequency changes were more reliable for damage indication than MAC changes; 
however, at the proximity of 95% reliability level the MAC values proved to detect smaller 
defect sizes. Using MAC changes for damage detection, a crack length of 24 in. 
(approximately 16% composite section inertia loss) can be detected with a reliability of 95%. 
It should be noted that the statistics of mode shape ordinates were based on a limited 
number of shapes (probably leading to wider CIs), and the temperature effects on mode 
shapes were not eliminated Obviously, the sensitivity of the mode shape derivatives might 
be increased by obtaining a large number of mode shapes in different environmental 
conditions and performing similar regression analyses as was done with the frequencies of 
vibration to eliminate possible temperature effects. 
Summary 
The crack length detected v^th 95% reliability through mode shape changes was 31% 
shorter than the one detected with the same reliability based on frequency changes, with the 
percentage difference in composite section inertia losses at approximately 11%. Generally, 
the results imply that mode shapes are more sensitive damage indicators than frequency 
changes. Although the crack was located in the most critical position in the bridge, it was not 
possible to detect with high reliability the frill cracking of the bottom flange. Considering 
either mode shape or frequency changes, a crack length of 24 in. (fully cracked bottom flange 
and 1/6 cracked web) was detected with a 95% reliability level. 
Effect of Crack Location 
Frequencies 
The reliabilities of defect detection, based on Mode 1 frequency and MAC values 
changes are displayed in Figure 66 for a 34 in. crack (an 18% loss of the composite section 
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inertia) for four crack locations in the intermediate span. For frequencies, the highest 
reliability was computed for the crack at mid point of the exterior girder. The reliability 
decreased slightly (3%) when the crack location was at the intermediate girder. On the other 
hand, substantial reductions in the reliability occurred when the crack was moved to quarter 
point of the exterior or the interior girder (reductions of 61% and 65%, respectively). Unlike 
quarter points, mid points of the intermediate span had the maximum modal displacements of 
Mode 1, explaining the high reliabiUty of defect detection at these points. 
Having that in mind, it was expected that Mode 3 would have the highest reliability of 
detection at the quarter point of the intermediate span. The computed reliabilities for these 
locations, based on Mode 3, were higher than those based on Mode 1 (53% and 60% for 
interior and exterior girder locations, respectively, compared to 32% and 36% for the same 
locations based on Mode 1). However, these reliabilities are as high as those computed 
based on Mode 1 for the cracks at mid points of the intermediate span. 
Mode Shapes 
The shapes of Mode 1 for different crack locations are depicted in Figure 67. Plotted 
in this figure are only the mode shape ordinates that corresponded to the measurement 
locations in the experimental phase. The figure indicates that the interior girder cracking did 
not produce any significant changes in the mode shapes computed at the exterior girder 
locations. The reliabilities of defect detection based on the Mode-1 MAC value changes 
were plotted in Figure 66. As in the case with frequencies, the highest reliability was 
computed for the crack at mid points of the exterior girder. However, the reliability dropped 
sharply (to nearly zero) when the crack location was at any point in the intermediate girder. 
It should be noted that no mode shape ordinates at the intermediate girder were incorporated 
in MAC computation. This case implies that damage will be detected through mode shapes 
only if sensor locations were close enough to the damage. 
On the other hand, a substantial reduction (71%) in the reliability occurred when the 
crack was moved to the quarter point of the exterior girder, which is another deficiency when 
mode shapes are used for indicating damage. In summary, the reliability of detection will be 
significant only at locations with maximum modal displacements and at which sensors are 
installed to measure the response. 
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Effect of Out-of-Plane Distortion Cracking 
Unlike the case with mid span cracking, the out-of-plane distortion crack proved to 
have a minimal effect on both frequencies and mode shapes. For example, due to a 60-in. 
crack, the maximum reduction in any of the first ten natural frequencies was less than 0.2%. 
Likewise, the smallest of MAC (correlating damaged shape to intact shape for the same 
mode) or COMAC values was greater than 0.999. Therefore, it was assumed without going 
into comprehensive analysis that this type of crack can not be detected using modal testing. 
Closure 
The results of the current study show that full bottom flange cracking at the mid span 
section of the intermediate span did not cause significant changes in mode shapes nor in 
frequencies of vibration. Only when the crack extended into the web plate did significant 
changes occur in mode shapes followed by changes in the frequencies of Adbrations. There is 
an apparent contradiction between the results in the current work and those by Alampalli et 
al. [46] who reported that a 2.4-in. crack would be the minimum detectable crack using 
frequency changes. Several factors contributed to the discrepancy as follows: 
1. In Alampalli's work, the tested structure was a 1/6-bridge model, which means that 
frequencies of vibration will be six times those of the actual bridge. Consequently, 
frequency resolution issue is a less dominant problem. For a fixed sampling time, if a 
crack of length (L) caused a single frequency-resolution shift for the model bridge, a 
crack length of (6L) is expected to cause only a shift of 1/6 single frequency 
resolution in the prototype bridge. While the former shift may be captured, the latter 
is very difficult to detect. 
2. Alampalli tested the bridge model in a controlled environment. 
3. The bridge in the current study had continuous spans; whereas, the bridge tested by 
Alampalli had a single simply supported span (i.e., a non-redimdant bridge). 
Obviously, frequencies of vibration of redundant bridges are less sensitive to damage 
than those of non-redimdant bridges. 
4. The span length of the prototype bridge was approximately 70 ft; whereas, the bridge 
in the current study had a maximum span length of 125 ft. The minimum detectable 
crack length is proportional to the span of the bridge. 
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5. Allampalli used approximately 330 frequencies in a statistical analysis using the 
Student's t test. With 330 frequencies, a 0.1% change in the mean frequency (well 
below the frequency resolution) would be statistically significant. 
6. AlampalU incorrectly defined probability of crack detection as the complement of the 
p value (using the Student's t test, the p value is the probability of obtaining the 
experimental data provided that the null hypothesis is correct, i.e., the bridge being 
intact). 
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SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
Summary 
Applying modal testing for bridge structures has received considerable attention in 
the last few years. Several investigations have demonstrated that modal testing successfully 
detected both occurrence and location of damage. However, most investigations were 
conducted using traditional excitation sources; i.e., impact hammers or hydraulic actuators, 
with the bridge response being measured at closely spaced locations in both transverse and 
longitudinal directions. Therefore, the bridge was usually closed to traffic and extensive 
trained personnel were present on the test site. In this way, modal testing is suitable only for 
periodical inspection, thus, leaving possibilities for major defects to develop causing 
disturbing consequences between inspections. Automating modal testing necessitates using 
ambient sources for excitation and measuring response at locations that do not affect traffic 
flow. 
The current investigation had two phases: experimental and theoretical. In the 
experimental phase, modal tests using truck excitation were performed on a typical 
continuous plate girder bridge with the response measured at the shoulders of the roadway. 
The variability of the modal fi-equencies due to environmental changes (mainly temperature) 
and excitation sources (controlled versus ambient truck excitation) was assessed. Further, the 
sensitivity of the modal parameters to simulated structural damage (added masses of 3, 7, 18, 
33, and 52 kips vehicles) and deck rehabilitation was studied. Three statistical techniques 
were applied to the restilts: (1) the concept of confidence intervals, (2) the Student's t test, 
and (3) a reliability approach similar to that used in LRFD. The following points present the 
summary and implications of the experimental phase. 
1. Using controlled truck excitation in performing modal tests is practical and suitable 
for automating modal testing. The literature search indicated that the number of 
detected modes in the current work (ten modes) was comparable to that for similar 
bridges using different excitation sources. Further, the variability of the frequencies 
was similar to those using other sources of excitation. Additionally, the mode shapes 
agreed well with those from the theoretical model. However, the repeatability level 
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of various modes was different, with the highest for the first bending mode, the first 
torsional mode, and the first coupled mode, due to the combined effects of the 
excitation level and signal/noise ratios. Results indicate that trucks from ambient 
traffic may be used as excitation sources. 
The envirormiental conditions affect the natural frequencies of bridge structures. 
Although there were numerous investigations on applying modal testing to bridge 
structures, very few examined the effect of the environmental conditions on the 
natural frequencies. In the current study, the frequencies of vibration decreased as the 
air shade temperature increased. Through a linear regression model, the uncertainty 
bounds for natural frequencies as flmctions in air shade temperature were established. 
The regression model allowed comparing frequencies extracted at different 
temperatures and assessing structural changes. On the other hand, it was not possible 
to quantify the effect of the environmental condition on mode shapes and mode shape 
derivatives because of the limited number of modes. 
For assessing the discrimination limits of modal testing, the concept of added mass is 
a viable alternative for inducing actual stmctural damage. In the current study, the 
minimum detectable added mass at the most critical section of the bridge through 
monitoring frequency changes (based on 95% CIs or 95% reliability) was that of an 
IS-kip vehicle. On the other hand, MAC values (mode shape derivatives) showed 
that the minimum detectable added mass was that of a 7-kip vehicle (based on 95% 
CIs). COMAC values (used for pinpointing the damage location) gave a false 
location of the 7-kip vehicle; however, they successfiilly located the cross section of 
the 18-kip vehicle (based on 95% CIs). 
Frequencies of the most repeatable modes (the first bending, the first torsional, and 
the first coupled modes) were the most sensitive to the added masses regardless of 
their location, i.e., these modes had the greatest relative change and greatest 
reliabilities of added mass detection. Frequency changes depended on added mass 
magnitude and location so that approximate damage severity and location can be 
estimated. In contrast, frequencies of modes with modal nodes where mass was 
added did not significantly change regardless of the added mass value. Mode shape 
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derivatives showed identical trends, that is, shapes of the first bending, first torsional, 
and first coupled modes were the most affected, and shapes of modes with modal 
node points close to the added mass location were not significantly changed. 
5. COMAC values showed large variability over and near the piers and abutments 
because the signal/noise ratio is very low at these locations. Consequently, it would 
not be possible to locate damage if it occurred at such locations. 
6. The deck rehabilitation significantly changed all natural firequencies. As expected, 
the most affected modes were the torsional and coupled modes. The rehabilitation 
does not significantly affect most mode shapes due to the global nature of the 
rehabilitation, i.e., because it was applied to the entire bridge deck. 
The theoretical phase focused on identifying bridge parameters using a system 
identification techniques applied to a three dimensional finite element model and 
investigating the effect of different types of cracks on the modal characteristics of the same 
model. The three statistical analyses were applied to the results. The following points 
summarized the result and implications of the theoretical phase. 
1. System identification techniques proved to be efficient tools for estimating imcertain 
structural parameters. Applying the system identification technique twice (before and 
after deck rehabilitation) showed that the apparent modulus of elasticity of the 
reinforced concrete deck slab increased by approximately 16%. 
2. The extracted modal characteristics of the finite element model with various added 
masses were in excellent agreement with those obtained experimentally. 
3. Frequencies and shapes of the first bending and torsional modes were the most 
sensitive to a crack initiating in the tension flange at mid span section of an exterior 
girder and extending vertically through the web plate. With 95% reliability, the 
change in Mode 1 shape captured the crack when it ffactured the tension flange and 
extended to 1/6 the web plate height (equivalent to 16% loss in the composite bridge 
cross section inertia). The change in Mode 1 frequency sensed the crack (with the 
same reliability) when it extended to 1/3 the web plate height (equivalent to 18% loss 
in the composite bridge cross section inertia). Higher mode frequencies and mode 
shapes were less sensitive to the crack at that location. The frequency and shape of a 
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given mode were most sensitive to damage at the location of maximum modal 
displacement. 
4. It was demonstrated that damage detection through monitoring mode shape changes 
is a local technique (mode shape ordinates at exterior girders failed to detect interior 
girder damage). Thus, sensors must be located in the proximity of expected damage. 
On the other hand, frequency changes detected, with nearly the same reliability, 
damages at either exterior or interior girders, i.e., damage detection through 
frequency changes has a global nature. 
5. Mode shapes and frequencies of the first ten modes were not sensitive to the out-of-
plane distortion crack initiating at the web at diaphragm/plate girder cormections. 
Conclusions 
Trucks are possible excitation sources during modal testing of bridges. Although the 
following conclusions were for modal testing using truck excitation, they may be extended 
for modal tests with other excitation sources: (1) the modal frequencies decreased with 
ambient air shade temperature increase, (2) mode shapes are more sensitive damage 
indicators than frequencies of vibration, (3) frequencies of vibration are global indices, (4) 
damage detection through mode shape changes has local nature, (5) mode shape sensitivities 
are not high enough to detect damages and defects at early stages, (6) modal testing is an 
efficient tool for detecting major damages and serious situations in bridges and can be very 
viable in continuous monitoring, and (7) combined with system identification techniques, 
modal testing is a useful tool for assessing the overall condition and for health monitoring of 
bridge structures. 
Recommended Further Research 
1. The most challenging task is yet to be resolved, that is, to search and investigate 
global methods for bridge nondestructive evaluation. 
2. Further investigations are needed for the effects of temperature on mode shapes. 
3. Different statistical tools yield different resvilts. Standardized statistical tools should 
be lased in the various fields of nondestructive evaluation so that results from different 
investigations can be directly compared. 
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GENERAL CONCLUSIONS 
The increased number of structurally deficient bridges as well as the limited available 
fimds to reconstruct, rehabilitate, or replace the existing defective bridges proved to be 
among the most difficult dilemmas facing structural and bridge engineers. Recently, the 
situation has become more challenging as FHWA adopted a trend aimed at extending the 
service life of bridges. Currently, the expected service life of a bridge structure is 75 years; 
thus, fatigue and fi-acture are becoming more prominent problems for steel bridges. Out-of-
plane distortions in small gaps are the cause for the largest category of fatigue cracking in 
steel bridges. The problem has developed in different types of bridges including suspension 
bridges, girder floor beam bridges and multi-girder bridges. Current nondestructive bridge 
evaluation methods are laborious and local in nature, which makes finding defect a tediotis 
and difficult process. 
Two approaches may help alleviate the primary bridge problems (increased number 
of deficient bridges, limited ftmd, and the desire to extend the service life of bridges): (1) 
applying simple retrofit solutions for bridge defects, and (2) adopting a nondestructive 
evaluation method that is automated, continuous, and simple for bridges. 
Considering the first approach, the current work focused on experimentally 
evaluating a simple retrofit solution for the problem of cracking due to out-of-plane 
distortion in small web gaps at diaphragm/plate girder connections. The method consists of 
loosening the bolts that connect the diaphragm diagonals to the girder webs. The method 
was examined by measuring (using traditional nondestructive evaluation techniques) local 
and global responses at various locations in five bridges with X-type or K-type diaphragms. 
Implementing the method resulted in substantial reductions in the diaphragm diagonal forces, 
and, consequently, in considerable reductions in the out-of-plane distortion and the web gap 
strains and stresses. Except for one web gap in a K-type diaphragm bridge, the maximum 
stress ranges were reduced by at least 25%, which means an extended fatigue life. The 
method has an insignificant effect (less than 15% for both skew and non-skew bridges) on 
lateral distribution of vertical loads. The overall results favored the method for steel bridges 
with X-type diaphragms after conducting a few design checks. 
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For the second approach, there is presently no acceptable means for global inspection 
and evaluation of bridges. However, modal testing, among other methods, seems to be 
encouraging in the field of global evaluation of bridge structures. In the last few years, 
several investigations demonstrated that modal testing successfully detected both occurrence 
and location of damage. Most of these investigations were conducted using traditional 
excitation sources (impact hanmier or hydraulic actuator). Automated modal testing 
necessitates ambient sources for excitation with measurements at locations that do not affect 
traffic flow. 
In the experimental phase of the current investigation, modal tests were performed on 
a typical continuous plate girder bridge using truck excitation to study the sensitivity of the 
modal parameters to environmental changes (mainly temperature), excitation sources 
(controlled versus ambient truck excitation), simulated stmctural damage, and deck 
rehabilitation. The theoretical phase focused on identifying bridge parameters through 
system identification techniques and investigating the effect of different types of cracks on 
the modal characteristics. The overall results indicate that while fi-equencies of vibration are 
global parameters, mode shapes are local parameters requiring that mode shapes sensors 
must be located in the proximity of damage. Both mode shapes and frequencies of vibrations 
detected major damage to the bridge structure. Modal testing would not be the optimum tool 
to detect defects in their early stages. The differences among the results of the statistical 
analyses should alert engineers to standardize the statistical tests. 
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APPENDIX A 
CURRENT NONDESTRUCTIVE BRIDGE EVALUATION 
TECHNIQUES 
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Traditionally, modem nondestructive evaluation techniques have been utilized to test 
civil engineering infrastructures, such as bridges. In this appendix, the methods that are 
being used, or have the potential to be successfully used, in bridge inspection are presented. 
The physical principles of these techniques are briefly outlined. The latest research on their 
use is briefly stated. It is impossible to cover all the developments in the field of 
nondestructive evaluation hereafter. 
Visual Inspection 
Visual inspection of structural elements in bridges is the most basic approach to 
nondestructive evaluation. There are many advantages to visual inspection that include: (1) it 
requires minimal equipment, (2) it is one of the easiest to conduct, and (3) it is less time 
consuming and more economical than the more advanced nondestructive evaluation methods. 
Most bridge cracking problems have been discovered visually. Visual inspection detects 
obvious surface discontinuities only in the accessible areas of bridges. Among the 
limitations of the visual inspection is the subjectivity of the results as the method relies 
primarily on the inspector capabilities. The size of the detected defect depends on several 
variables: inspector visual acuity, lighting conditions, surface preparation, and viewing angle 
[81]. Consequently, relying only on visual inspection may lead to dangerous consequences. 
Liquid Penetrant Testing 
Certain liquids can penetrate into the space between two surfaces separated by a 
narrow gap as is the case with tight cracks. If these liquids are applied to the cracked surface, 
the crack becomes filled with the liquid. If the liquid is colored, or carries a brightly colored 
dye, once the surplus liquid has been moved, the crack opening should stand out more clearly 
than when the crack was in its original state [82]. An alternative approach with the same 
physical basis is to use a liquid fluoresces under ultraviolet light, so that the crack will 
become clearly visible when examined under ultraviolet radiation. This technique is used to 
detect cracks in welded component of steel bridges. It is simple, portable, well adapted for 
field use, and more reliable than visual inspection [83]. However, it can detect surface cracks 
only. Environmental hazards are major concerns while adopting this technique. A major 
concern is that cracks already filled with corrosion may not be detected. 
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Magnetic Particle Inspection 
If a tangential magnetic field is applied to the surface regions of a ferromagnetic 
specimen, it will normally lie totally within the specimen. However, if the specimen surface 
is cracked, a portion of the field is forced to leave the specimen locally, forming a stray field 
on the surface of the specimen. Magnetic particles will be preferentially attracted to these 
regions of stray field. The magnetic particle technique relies on the application of a stream 
of magnetic minute particles which will tend to become attracted to any region of stray field 
located around cracks in the specimen [84]. If these particles are clearly visible, the regions 
that are defective will be clearly delineated. This technique is a sensitive means of detecting 
surface or near surface cracks; however, it is limited to ferromagnetic materials. 
Radiographic Testing 
Radiographic techniques for nondestructive testing were the earliest methods for 
inspecting items for internal defects. Today, radiography has expanded to encompass a 
variety of unique and usefiil methods. The mechanism of radiographic inspection is the 
propagation of energy fi-om a radiation source through an object, and the evaluation of the 
energy pattem received on the opposite side. The radiation source emits energy that travels 
in straight lines and penetrates the investigated object. Once the radiation energy has passed 
through the item, an image received on a recording plane opposite to the source is used to 
evaluate the condition of the part being inspected. Then, the energy projects an image of 
strange structure inside the specimen onto the recording plane. 
Two types of radiography are currently used in different fields of applications: X rays 
and Neutrons. The other two types, Gamma rays and Protons, have not been used for 
nondestructive evaluation of civil engineering structures. There is no essential difference 
between the X-ray and Gamma-ray techniques. X rays are produced artificially outside the 
nucleus of atoms as a result of the atoms either slowing down upon striking target atoms or 
knocking electrons out of orbit. However, Gamma radiation is a natural product firom some 
radioactive materials. Its source is the process of radioactive decay in the nucleus of a 
radioactive atom. Both techniques involve some form of radiation hazard; therefore, their 
application is subject to safety checks. 
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In bridge applications, radiography is a very good tool to detect volumetric defects 
occuring during welding. The method is used extensively in workshops to evaluate the 
welding process since it can detect porosity, slag, and inclusions. In addition, it is utilized to 
detect fatigue cracking occurring in the vicinity of weld toes and predict presence of any 
inclusions in field welds [85, 86, 87]. Lately, portable X-ray radiographic equipment was 
utilized to test prestressed concrete box-section bridges [88]. Mainly, the unit consisted of a 
power converter, a remote control panel, a remote dose-meter, and a safety alarm. The 
equipment was capable of detecting grout porosity and voids in concrete. A correlation was 
made to estimate the concrete compressive strength using the results of the radiographic 
testing. The method is well established; however, it is still one of the most expensive and 
hazardous nondestructive evaluation methods. 
Acoustic Emission 
Weld discontinuities and high strain regions produce sound energy. Further, waves 
are generated by local stress redistribution associated with the motion of cracks. Acoustic 
emission uses these physical properties for defect detection and analysis. Acoustic emission 
testing system is composed of three elements: a sensor to detect the acoustic emission, an 
amplifier to boost the signal energy for transmission, and a processor to detect and quantify 
the signal (see Figtire A.l). Acoustic emission activity may occur at yielding; however, they 
may not emit enough soimd when plastic deformation or cracking occurs, implying that 
acoustic emission caimot be used to detect plastic failures. 
A recent use for acoustic emission was to monitor the welding process as the weld 
pool cools. The evaluation of this approach has shown that most of the important defects can 
be located in this way at an early stage. Several papers and reports were published recently 
to report the progress of using the acoustic emission methods in bridge nondestructive 
evaluation [89, 90]. It has been utilized as complementary method for assessing concrete 
deck slabs in bridges [91] where it was able to detect voids and cracks. A more recent study 
[92] utilized acoustic emission sensors to assess the condition and monitor the health of five 
bridges in Vermont. Results show that more progress on the technical side is needed before 
using the acoustic emission properly in health monitoring of bridges. 
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Figxire A.l. Typical acoustic emission test setup 
Ultrasonic Techniques 
Sound is transmitted as stress waves through the vibration of particles in gases, 
liquids, and solids. Ultrasonic frequencies (not heard by the human ear) start at a frequency 
of 20,000 Hertz. Ultrasonic nondestructive inspection techniques use some particular 
characteristics of the propagating stress waves. Four types of these waves exist: (1) 
longitudinal waves with the particles oscillating in the same direction of wave propagation, 
(2) shear waves with the particles moving perpendicular to the wave direction, (3) surface 
waves which propagate on the free surface of any material, and (4) plate waves which 
propagate in thin plates. The ultrasonic velocity in a material depends on the wave type, the 
elastic modulus, and the density of the material. Plate thickness is also a parameter in case of 
plate waves. The velocities of longitudinal and transverse waves in a given material are 
given by 
c,=J^ (A.1) 
(A.2) 
where c, = propagation speed of the longitudinal wave, Cj = propagation speed of the 
transverse waves. A,, n = Lame elastic constants, and p = density of the material. 
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An acoustic wave traveling through a material loses energy. Three basic processes 
account for the loss of energy: beam spreading, absorption, and scattering. Beam spreading 
is the result of the initial pulse energy being distributed over larger area as the wave front 
advances. Absorption accounts for the mechanical energy being transferred to heat energy. 
Scattering results from reflections at the grain boundaries, small cracks, and other material 
impurities. 
Ultrasonic inspection is typically performed using either of the following procedures: 
(1) normal beam, puise-echo, (2) normal beam, through transmission, (3) angle beam, pulse-
echo, and (4) angle beam, through-transmission. In pulse-echo procedures, short pulses of 
soimd are transmitted into the specimen through transducers and the returning echo is 
evaluated for the determination of reflector location and size. The depth of a reflector 
(mainly a defect) can be determined by knowing the velocity of the wave and the transit time. 
The strength of the returned signal is related to the reflector size. On the other hand, 
through-transmission (pitch-catch) inspection may be needed where a flaw does not provide a 
suitable reflection surface. In this technique, two probes are used, one as a sender and the 
other as a receiver. Through-transmission shortens the travel path by one-half, compared 
with the pulse -echo technique. Attenuation affects the depth of penetration of the ultrasound 
in the material. 
In bridge structures, it is a standard test for steel bridges in case a crack is suspected 
and visual inspection was unsuccessful in locating it. Further, ultrasonic testing has been 
used to detect buried defects, inclusions, and slag lines, and determine thickness of covered 
components. Weld inspection is a frequent and effective application of ultrasonic testing. 
The most advantageous aspect of ultrasonic testing is the ability to examine the internal 
structure of a material, where accessibility is limited to one side. The method is adaptable to 
field-testing. Ultrasonic testing is most successfiil in locating discontinuities normal to the 
direction of wave propagation. Its use does not provide acceptable results in cases of rough 
surfaces and highly attenuative materials. It is use to locate damage, if possible locations are 
not estabUshed, is seldom. 
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Impact Echo Method 
The impact-echo method is based on the use of transient stress (sound) waves for 
nondestructive evaluation of structures, particularly reinforced concrete structures. Small 
steel balls are used to impact the surface of the object. Consequently, low frequency stress 
waves propagate into the tested structure. These waves, like ultrasound waves, are only 
reflected at the structure boimdaries and, if present, internal flows. A sensitive transducer at 
the proximity of the impact location is used to measure the surface displacement caused by 
the reflection of the stress waves. 
The main difference between the pulse-echo and the impact-echo is in the wavelength 
of the transmitted signal. The impact-echo signals have higher wavelengths. As such, the 
impact-echo waves "recognize" concrete as a homogeneous material; whereas, the pulse-
echo waves sense the aggregate composition of concrete as their wave lengths are much 
shorter than the concrete aggregate size. Therefore, pulse-echo waves scatter very quickly 
when transmitted in concrete objects contrary to the behavior of the impact-echo waves, 
which can reflect multiple times at the boundaries and internal flaws before attenuating. 
Recognizing the condition of the tested object from the collected response in the time 
domain is very difficult. Often, the signal is transferred into the frequency domain where the 
resonance due to multiple reflections can be identified. Patterns in the spectral density of the 
measured signal contain information about the existence and locations of internal defects. 
The method has been successfully used to detect structural dimensions, defect presence, and 
locations in structural concrete. The impact-echo was first researched and developed at the 
National Institute of Standards and Technology and later at Cornell University [93]. The 
method is still in progress and is not commercially available. 
Eddy Current Methods 
The eddy current technique uses a coil to induce a current in the surface of a specimen 
immediately below. The apparent impedance of the coil is affected directly by the induced 
current. If the surface is broken by a crack, or if the conductivity or permeability of the 
material changes due to altered surface condition or composition, the eddy current 
distribution, or its density, is altered. This is the essential point in detecting cracks and 
192 
discontinuity using this technique. Detection of surface or near surface defects is possible. 
However, detection will fail rapidly when the defect is further from the surface. In bridge 
applications, the use of eddy current technique is limited. 
Thennography 
Thermography is based on the principle that subsurface voids in a material affect heat 
flow through that material and, hence, cause localized differences in surface temperature. 
Thus, measuring surface temperature can determine the location of the hidden defects. 
Thennography has been used effectively for defect (primarily voids) detection in concrete 
deck slabs and pavements [94]. Advantages of this method are safety and performance of 
area testing [95]. An insignificant drawback of the me±od is that the defect depth can not be 
determined. The first documented use was published in 1970s [96]. Since then, 
thermography proved to be the most accurate nondestructive evaluation method for deck slab 
evaluation. Yet, this method is not a standard method for evaluating bridge decks. 
Radar Imaging 
The theoretical basis of radar imaging is the electromagnetic analog of ultrasonic 
pulse-echo methods. That is, a portion of the energy of the incident beam of electromagnetic 
waves will be reflected upon arriving at the interface between two materials. The intensity of 
the reflected energy, AR, is related to the intensity of the incident energy, AI, (Figure A.2) by 
the following relationship 
= (A.3) 
A1 ^72 + ?7i 
where p,, = reflection coefficient at the interface, and //j, = wave impedance of Materials 
1 and 2, respectively. 
The wave impedance of metals is negligible; this means that metals are perfect 
reflectors. Recently, radar-imaging techniques have been used to detect delamination and 
condition of reinforcing steel in concrete bridge decks [97]. A study was made to estimate 
the accuracy of radar in locating delaminations in bridge decks [98]. In this study, 90% of 
the areas that were predicted by radar to be distressed in a deck were confirmed as such by 
core sampling, and 91% of the areas that were predicted to be sound were confirmed. 
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Figure A.2. Radar imaging technique 
Fiber Optics 
The field of fiber optics has undergone a tremendous growth and advancement over 
the last three decades. Initially, it was conceived as a medium to carry light and images for 
medical applications. Later, optical fibers were proposed as an adequate information-
carrying medium for telecommunication applications. Ever since, optical fiber has been the 
subject of research and development. Optical fiber is a thin cylindrical filament made of 
glass that is able to guide light through itself by confining it within regions having different 
optical indices of refiraction (Figure A.3). The central portion where most of the light travel 
is called the core. Surrounding the core, there is a region having a lower index of refraction 
called the cladding. Light trapped inside the core travels along the fiber in the form of wave­
guide modes. 
The principle of operation of a fiber sensor is that the sensing element (S in Figure 
A.4) modulates some parameter of the optical system, which gives rise to a change of an 
optical signal property received at the detector, such as intensity, wavelength, polarization, or 
phase. Recently, a trend towards using these sensors in bridges has emerged. They can be 
embedded while pouring concrete to perform the flmction of internal strain/temperature 
sensors. 
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Figure A.3. Schematic of an optical fiber 
Optical fiber can be used to estimate thermal stresses during concrete curing, detect 
cracks, measure strains, and find the deflection of an element. Results shows that 
implementing a fiber optic monitoring system in bridges is a powerfiil diagnostic tool [99] as 
the monitoring system showed drastic change in the structure's response when a firacture was 
introduced to the bridge. A recent article reported on a monitoring system that uses of fiber 
optics to detect salt inside concrete bridge decks and rusting of the reinforcing steel bars 
[100]. The system can detect where and how much salt have penetrated in the deck overlay. 
The application of fiber optics to monitor bridge structures seems promising; however, it can 
be only applied to new constructions. 
Source 
^ 
Output 
Figure A.4. Basic fiber optic sensor 
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Proof Testing 
This is the application of extreme loads (truck loads) expected during normal 
operation to the bridge components. This is not an actual nondestructive technique, since 
weak components will either fail or have reduced ability to experience the less extreme 
normal conditions; however, this test is a requirement for most structures. In bridges, it is 
usually used to assess the possibility of increasing the permissible load on bridges or to 
extend the service life. 
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APPENDIX B 
FOURIER ANALYSIS 
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This appendix presents the Fourier series, Fourier integral. Discrete Fourier 
Transform (DFT), and the Fast Fourier Transform (FFT). Shortcomings of DFT or FFT are 
described m the last section of this appendix. 
Fourier Series 
A periodic function with a finite integral over its period can be decomposed into 
harmonic components, that is, if x(t) is a periodic flmction in the time domain (t), with a 
period T, then x(t) can be expressed as an infinite trigonometric series in the from 
^ 27ikt , . 27ckt^ _ , 
x(t) = ao +2-(akCos^—+ bksm-—) (B.l) 
k=l i i 
1 
a o = -  J x ( t ) d t  (B.2) 
^ -T/2 
= x J x(t)cos^—dt 
(B.3) 
27 27Ckt bk = T 1 x(t)sm-—dt 
^ -T/2 ^ 
The limits of integration in Equations B.2 and B.3 are meant to be over the entire period T 
regardless of the starting and ending points, that is, the same result shall be obtained if the 
integration was from time t = 0 to t = T. Another expression for Fourier series can be 
obtained in the exponential or "complex" form as follows 
X(t)= IfcjC"" (B.4) 
k=-«: 
1 
Cfe = - jx(t)e-'"^'dt (B.5) 
2k7i n ^ 1  •  /  
where cou =-rr-, k = 0,±1,±2,..., and 1 = V-1. 
T 
The above form of Fourier series is a particular case of the general mathematical 
method of eigenfiinction expansion. The eigenfunction and eigenvalue (e"'''', -co^) used in 
the above expansion are the solutions to the differential equation 
D^x = -co^x or 
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(D-+{o-)x(t) = 0 (B.6) 
with the following boundary conditions, 
x(-T/2) = x(T/2) 
dx dx (B.T) 
-(-T/2) = -(T/2) 
The time flmction is continuous and differentiable at the period boundaries. 
Fourier Transform and Integral 
Equations B.l and B.4 indicate that the harmonics representing the flmction x(t) are 
spaced at 2:1/ T. If T becomes large, the spacing between harmonics becomes small. If x(t) 
is not periodic anymore (i.e., the period T approaches =0), then the harmonics will merge 
together, and the Fourier simamation will tum into Fourier integral. A basic condition for 
Fourier integral to exist is that the flmction shall have a finite integral over the real axis 
[101]. For a non-periodic function satisfying this condition, the Fourier integral takes the 
following form 
X 00 
x(t) = 2jA(ffl)coscotdco + 2 jB(Q))sincotdco (B.8) 
0 0 
1 " A(a)) = -— fx(t)coscotdt 27C ^ (B.9) 
1 =0 
B(co) = — Jx(t)sincotdt 
— oc 
The representation in the exponential form is as follows 
1 
x(t) = — fF(co)e"^ 'dco (B.IO) 
X 
F((o)= Jf(t)e-''"'dt (B.ll) 
—X 
with 
F(co) = A((a) + iB(co) (B.12) 
EquationB.il gives the frequency decomposition F((b) of a time signal x(t) in a 
continuous frequency domain. F(a) is called the Fourier transform (or the Fourier spectral 
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density) of x(t). Equation B. 10, on the other hand, shows how the original function can be 
retrieved using its spectral density function. Equation B.IO is called the inverse Fourier 
transform of F((B ) or the Fourier integral representation of x(t). Both equations are 
extremely practicable as they enable moving back and forth between the time and frequency 
domains. Besides obtaining important characteristics of the time signal in the frequency 
domain, the Fourier transform has a imique characteristic in that it reduces the time domain 
operations of differentiation and integration to multiplication and division in the frequency 
domain [102]. 
Discrete Fourier Transform (DFT) 
When the analytical form of any periodic function is not available, the Fourier series 
representation can not be obtained. However, if the fimction is supplied at discrete equal 
time intervals (At), a Discrete Fourier Transform (DFT) that reproduces the discrete fimction 
in the frequency domain is possible. When the periodic ftmction x(t) is provided at N equally 
spaced time intervals (A), to, ti, t?,...., tN-i, where tr = rA and T=NA, Equation B.4 may be 
rewritten as [103] 
In the above equation, the integration was approximated with the summation over the time T 
at small time intervals A. Equation B.13, after simple manipulation, gives the discrete 
Fourier transform 
where 0 < k < N -1. Equation B. 15 gives the amplitude of the discrete frequency domain 
harmonics (called Fourier coefficient Xk), spaced at In IT (angular frequency), that 
represent the original function. Some important properties of the discrete Fourier 
coefficients are: (1) repetition for k > (N-l) with 
(2) the real parts of the Fourier coefficients are symmetric about the zero shift (central) 
frequency; whereas, the imaginary parts are antisymmetric about the same frequency. That is 
(B.13) 
(B.14) 
^N+k — ^k X-N + k ~ (B.15) 
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x- k  = x; (^16) 
where is the complex conjugate of Xk. The discrete Fourier coefficients do not provide 
enough information to regain the original continuous fimction x(t); however, it allows 
retrieving the same discrete values of x(tr) that were used to obtain them [103]. The inverse 
discrete Fourier transform is given by 
N-l 
x ( t , ) = I X , e ' T '  ( B . 1 7 )  
k=0 
Due to the properties of the Fourier transform in Equations B.15 and B.16, 
frequencies that contribute in the summation in Equation B.17 are those with index k up to 
only N/2. Frequencies with higher indices do not contribute, as they are equal to the negative 
of frequencies of order N-k. This restricted the harmonic components that are represented in 
the series to N/2. The angular frequency corresponding to this maximum order is called the 
Nyquist frequency or the "folding" frequency and is equal to (n/T). Further discussion is 
provided on this subject later in this appendix. 
Fast Fourier Transform (FFT) 
Calculation of the DFT for a time series x(tr) using Equation B.14 would require N^ 
multiplication. In 1965, Cooley and Tukey [104] presented an efficient numerical technique 
that was known later as the Fast Fourier Transform (FFT) for computer determination of the 
DFT. The FFT works by partitioning the time signal into shorter sequences. The DFT is 
only computed for these shorter sequences. Then, the FFT algorithm combines the computed 
DFT's to obtain the DFT for the entire signal. Using the FFT approach with multi-
subdivision (subdivisions finally contain only two data points) reduces the number of 
multiplications to (N log2 N). Hence, the reduction in computing time is proportional to 
(N/log2 N) which is significant, especially for very large N. The method has made a 
remarkable improvement in the ease and practicality with which the DFT can be applied. 
Limitations of DFT and FFT 
Four limitations of DFT and, consequently, FFT that arise because the DFT or FFT is a 
transform of a limited-length imiformly sampled time signal are: (1) frequency resolution, (2) 
leakage, (3) aliasing, and (4) noise presence. 
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Frequency Resolution 
The limited frequency resolution of the FFT is an immediate result of the finite time 
record. If the time record has a length T, then the lowest non-zero frequency and the 
frequency interval obtained using the FFT is 1/T Hertz. Increasing the sampling time to 
enhance the resolution is not possible (in most cases) as the signal may decease with time. 
Even if increasing the sampling time is possible, the storage requirements will cause other 
problems. Increasing the record time without affecting the number of data points reduces the 
highest recognized frequency, the "Nyquist" frequency, which equals to N/2T. This shows 
the compromise between the lowest frequency or frequency resolution and the highest 
frequency. 
Leakage 
Leakage is another problem associated with the frequency resolution issue. When the 
actual peak frequency does not lay on one of the frequency resolution multiples (n/T with 
n=0,l,2,...), or in other words when T is not an integer multiple of the peak frequency, the 
height of the peak falls short. However, the FFT maintains the total energy of vibration; 
thus, the reduced peak at the actual frequency is accompanied by increased peaks at the 
neighboring frequencies on both sides. That is, the energy that was originally concentrated at 
the peak frequency starts to "leak" to either side. Figure B.l shows a sine wave with 
frequency of 1 Hertz discretized at sampling intervals of 0.125 seconds. 
Figure B.2 illustrates the effect of leakage on this signal when the FFT was performed 
on this sine wave signal with two record times: (1) Signal A with a length of 50 seconds 
(contains an integer number of cycles) and (2) Signal B with a length of 49.25 seconds (does 
not contain an integer number of cycles). Signal A has higher peak and narrower extension 
on both sides (smaller band width). Effects of leakage may be severe in cases of closely 
spaced modes as it can mask neighboring small peaks. Attempting to compute the damping 
properties of the structure using a leaked FFT would yield incorrect results. One possible 
solution to recover closely spaced modes is by using windowing to damp out the signal at the 
end of the time record and, consequently, eliminate the discontinuities and leakage effects. 
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Aliasing 
If the time signal has frequencies higher than the Nyquist frequency, these 
frequencies cause a distortion in the FFT called "aliasing" which falsely distorts the FFT. 
Aliasing superimposes the contributions of all frequencies beyond the Nyquist frequency by 
folding around the Nyquist frequency and the zero frequency as many times as necessary. 
Thus, what was calculated using Equation B.13 was actually Xk not only Xk, where 
~ ^k ^k+N ^k-N ^k+2N •*" ^k-2N ^ 
The long tail beyond the Nyquist frequency folds first about the Nyquist frequency. After 
first folding, the part that extended beyond the zero frequency folds back about the zero 
frequency and so on. 
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Figure B. 1. Dicretized sine wave 
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Figure B.2. FFT amplitude for signals with and without integral number of cycles in the 
record length 
If a significant fi-equency contribution exists beyond the Nyquist fi-equency, the 
aliased FFT would be clearly different fi-om the original one that is impossible to obtain. 
Therefore, it is necessary to take the sampling Jfrequency at least twice the firequency beyond 
which the FFT is nearly zero. Figure B. 3 shows the effect of aliasing on the FFT amplitude 
for a sine signal with a firequency of 10 Hertz sampled at rates of: (1) 50 Hertz (at time 
intervals of 0.02 seconds), (2) 16 Hertz (at time intervals of 0.0625 seconds) and (3) 8 Hertz 
(at time intervals of 0.125 seconds). 
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The total number of data points was constant (400) with record times of 8, 25, and 50 
seconds, respectively. The computed frequency resolution and the Nyquist frequency were 
(0.09765, 25), (0.03125, 8), and (0.01562, 4), respectively. It should be noted that the 
frequency resolution was not equal to 1/(record time), as the FFT algorithm added a number 
of zero data points (all FFT algorithms do the same) so that the total number of points is a 
power of 2 (2^= 512) to facilitate the subdivision of the whole data points uito sets of only 
two data points. 
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Figure B. 3. Effect of aliasing (folding around the Nyquist and zero frequency) 
When the sine wave was sampled at 50 Hertz, the FFT had no aliasing and a peak was 
observed at the correct frequency of 10 Hertz. For the sampling rate of 16 Hertz, the 10-
Hertz frequency was higher than the Nyquist frequency (8 Hertz), and a one fold around the 
Nyquist frequency resulted in the peak at 6 Hertz. With the sampling rate of 8 Hertz, two 
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folds occur (first about the Nyquist frequency 4 Hertz, and then about the zero frequency) 
resulting in the peak at 2 Hertz. Effects of frequency resolution and leakage are further 
shown in the figure as the value of the peak was increased with smaller band width as the 
frequency resolution was enhanced. 
Noise 
Real time signals usually contain noise. Sources of noise include: actual structural 
system, measurement and instrumentation, computation process, and round-off errors [105]. 
As the noise is a random process, it does not possess a Fourier transform. However, the FFT 
of any finite number of data points can always be computed. This dilemma implies that the 
FFT of two different samples from the same structure could be different. Different 
windowing and averaging techniques may be used to minimize noise effects. 
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APPENDIX C 
RESULTS OF THE EXPERIMENTAL PHASE 
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Table C.l gives the mean value of the natural frequency as well as the associated 
coefficients of variation (COVs) for each identified mode. 
For each mode, nine shapes were obtained from Group A (one per test) and were used 
in computing an average shape as well as 95% confidence intervals for modes shape 
ordinates (see Figure C.l). MAC values (as in Equation 4) correlating each of these nine 
shapes to the Group A average mode shape, are listed in Table C. 2, with X referring to the 
individual tests mode shape and Y to the Group A average mode shape. Excellent correlation 
and repeatability of mode shapes are indicated by MAC values very close to one. 
MAC values correlating different averages of Group A modes are listed in Table C.3, 
with both X and Y referring to Group A. Obviously, the MAC value that correlates the 
average shape of Mode i to itself has a value of one. On the other hand, very small MAC 
values that correlate the average shape of Mode i to the average shape of Mode j, with i?^, 
(the off-diagonal values in Table C.3), resulted from different modes being nearly 
orthogonal. 
Modes 6, 7, 8, and 10 were coupled longitudinal-transverse modes with identical 
shapes in the longitudinal direction at the measurement locations, as were those of Modes 1, 
3,5, and 9 (pure bending modes). Measuring the bridge acceleration at only two locations 
per cross section did not allow capturing the transverse deck curvature; however, the finite 
element model allowed identification of the shape differences. If MAC values were to be 
computed for longitudinally identical pairs utilizing only the set of measurement points, 
irrational high values would have been obtained. Hence, computation of MAC values for the 
pairs of (1, 6), (3, 7), (5, 8) and (9, 10) was avoided. 
Mode shape for Groups B, C, and D (the damaged states) were compared to the mode 
shape averages for Group A (the intact condition) using MAC values in Table C.4 (with X in 
Equation C.l referring to the damaged state and Y to the intact state). 
COMAC values (as in Equation 5) that correlate individual test mode shapes to 
Group A average mode shapes at several locations are listed in Table C.5, with X referring to 
individual tests and Y to the average modes of Group A. 
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Table C. 1. Mean of natural frequencies (f) along with their coefficients of correlation 
Mode Test 61-Group D Test 71-Group A Test 71d-Group C Test 72-Group A 
No. f (Hertz) COV% f (Hertz) COV% f (Hertz) COV% f (Hertz) COV% 
1 2.994 0.43 2.902 0.83 2.650 1.10 2.888 0.29 
2 3.290 0.94 3.274 0.35 3.131 0.55 3.276 0.15 
3 4.581 0.45 4.413 0.34 4.419 0.44 4.412 0.45 
4 4.811 1.12 4.752 0.56 4.735 0.81 4.765 0.43 
5 5.352 0.52 5.162 0.45 5.109 0.68 5.172 0.24 
6 6.727 0.58 7.160 0.16 6.919 0.11 7.147 0.23 
7 7.570 0.42 7.997 0.47 8.014 0.45 7.987 0.39 
8 8.016 0.48 8.360 0.43 8.250 0.17 8.328 0.39 
9 - - 9.728 0.37 9.695 0.25 9.707 0.29 
10 - - 12.384 0.21 12.417 0.26 12.368 0.19 
Mode Test 72d-Group C Test 73-Group A Test 73d-Group C Test 74-Group A 
No. f (Hertz) cov% f (Hertz) cov% f (Hertz) cov% f (Hertz) cov% 
1 2.785 0.97 2.889 0.25 2.821 1.30 2.889 0.42 
2 3.184 1.10 3.272 0.31 3.176 0.98 3.294 0.28 
3 4.406 0.43 4.433 0.46 4.402 0.58 4.419 0.46 
4 4.730 0.69 4.782 0.50 - - 4.780 0.57 
5 5.106 0.40 5.163 0.72 5.095 0.52 5.182 0.49 
6 7.006 0.17 7.138 0.16 7.041 0.22 7.167 0.18 
7 8.005 0.37 8.008 0.51 8.002 0.43 8.027 0.52 
8 8.300 0.15 8.368 0.45 8.285 0.12 8.373 0.39 
9 9.658 0.45 9.710 0.26 9.682 0.42 9.773 0.45 
10 12.311 0.20 12.357 0.18 12.331 0.20 12.425 0.24 
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Table C.l. Continued 
Mode Test 74d-Group C Test 75-Group B Test 76-Group A Test 76d-Group C 
No. f (Hertz) COV% f (Hertz) COV% f (Hertz) COV% f (Hertz) COV% 
1 2.890 0.55 2.892 0.35 2.909 0.62 2.820 0.85 
2 3.298 0.41 3.292 0.44 3.330 0.00 3.210 1.00 
3 4.414 0.51 4.427 0.60 4.440 0.49 4.436 0.39 
4 4.782 0.59 4.775 0.66 4.827 0.73 4.829 0.87 
5 5.167 0.43 5.183 0.34 5.208 0.40 5.150 0.94 
6 7.157 0.18 7.163 0.30 7.171 0.21 7.107 0.41 
7 8.026 0.50 8.015 0.41 8.046 0.52 8.070 0.52 
8 8.377 0.23 8.379 0.24 8.413 0.58 8.350 0.46 
9 9.711 0.51 9.730 0.40 9.722 0.31 9.700 0.63 
10 12.412 0.39 12.417 0.31 12.458 0.25 12.461 0.33 
Mode Test 77-Group A Test 77d-Groiip C Test 78-Group A Test 78d-Group C 
No. f (Hertz) cov% f (Hertz) cov% f (Hertz) cov% f (Hertz) cov% 
1 2.890 0.33 2.881 0.28 2.893 0.24 2.761 1.10 
2 3.311 0.30 3.304 0.23 3.301 0.00 3.183 0.62 
3 4.425 0.46 4.418 0.44 4.430 0.29 4.429 0.19 
4 4.830 0.55 4.810 0.82 4.805 0.53 4.791 0.72 
5 5.178 0.79 5.163 0.63 5.173 0.59 5.173 0.65 
6 7.179 0.29 7.179 0.27 7.168 0.32 7.015 0.15 
7 8.035 0.53 8.051 0.67 8.039 0.52 8.054 0.67 
8 8.396 0.23 8.408 0.34 8.393 0.53 8.305 0.63 
9 9.719 0.47 9.694 0.53 9.710 0.54 9.711 0.56 
10 12.473 0.33 12.457 0.28 12.398 0.34 12.424 0.38 
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Table C.l. Continued 
Mode Test 81-Group A Test 82-Group A 
No. f (Hertz) COV% f (Hertz) COV% 
1 2.880 0.35 2.875 0.28 
2 3.242 0.49 3.249 0.28 
3 4.384 0.40 4.394 0.39 
4 4.736 0.44 4.743 0.46 
5 5.160 0.40 5.153 0.57 
6 7.080 0.15 7.078 0.17 
7 7.991 0.46 7.988 0.53 
8 8.313 0.22 8.317 0.34 
9 9.607 0.39 9.638 0.39 
10 12.240 0.35 12.239 0.52 
Table C. 2. MAC for individual shapes (Group A) compared to the average shape from 
Group A 
Test 71 72 73 74 76 77 78 81 82 
Mode 
1 0.996 0.999 0.994 0.999 0.998 0.999 0.989 0.997 0.999 
2 0.997 0.998 0.996 0.997 0.989 0.999 0.993 0.994 0.996 
3 0.989 0.991 0.975 0.986 0.961 0.991 0.965 0.991 0.985 
4 0.981 0.964 0.966 0.971 0.952 0.993 0.939 0.977 0.961 
5 0.992 0.969 0.975 0.982 0.977 0.976 0.981 0.957 0.950 
6 0.998 0.997 0.998 0.998 0.998 0.998 0.997 0.997 0.994 
7 0.986 0.965 0.977 0.976 0.957 0.960 0.950 0.958 0.958 
8 0.978 0.983 0.990 0.995 0.992 0.989 0.975 0.993 0.987 
9 0.993 0.989 0.972 0.994 0.981 0.974 0.917 0.981 0.974 
10 0.982 0.992 0.993 0.985 0.989 0.983 0.952 0.980 0.980 
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Table C.3. MAC values that correlate different mode shape averages-Group A 
Mode 
Mode 
1 2 3 4 5 6" T 8" 9 10" 
1 1.000 0.001 0.001 0.000 0.000 X 0.001 0.002 0.000 0.000 
2 1.000 0.000 0.001 0.000 0.004 0.002 0.001 0.000 0.000 
3 1.000 0.004 0.001 0.002 X 0.001 0.000 0.000 
4 1.000 0.005 0.003 0.003 0.005 0.000 0.000 
5 1.000 0.002 0.001 X 0.000 0.001 
6 1.000 0.000 0.007 0.000 0.000 
7 1.000 0.001 0.004 0.005 
8 1.000 0.000 0.000 
9 1.000 X 
10 1.000 
*See text 
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Table C.4. MAC values comparing various test results to Group A averages 
Mode 
no. 
Test 61 
Group D 
Test 71d 
Group C 
Test 72d 
Group C 
Test 73d 
Group C 
Test 74d 
Group C 
Test 75 
Group B 
1 0.995 0.747 0.799 0.817 0.998 0.999 
2 0.966 0.831 0.886 0.862 0.996 0.995 
3 0.975 0.989 0.972 0.907 0.979 0.986 
4 0.952 0.951 0.969 - 0.975 0.963 
5 0.960 0.886 0.949 0.884 0.972 0.977 
6 0.982 0.934 0.963 0.958 0.997 0.996 
7 0.952 0.981 0.969 0.937 0.953 0.964 
8 0.900 0.989 0.936 0.979 0.989 0.984 
9 - 0.959 0.906 0.962 0.981 0.967 
10 - 0.971 0.903 0.969 0.984 0.990 
Mode Test 76d Test 77d Test 78d 
no. Group C Group C Group C 
1 0.933 0.995 0.853 
2 0.954 0.993 0.880 
3 0.974 0.984 0.974 
4 0.978 0.978 0.982 
5 0.962 0.982 0.966 
6 0.984 0.994 0.974 
7 0.961 0.961 0.977 
8 0.983 0.983 0.994 
9 0.986 0.986 0.960 
10 0.979 0.978 0.971 
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Figvire C.l. Mode shapes ordinates and 95% confidence intervals from Group A tests 
Mode 6 Mode 9 
40 80 120 160 200 240 280 320 40 80 120 160 200 240 280 320 
Mode 7 Mode 10 
West 
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Mode 8 
Figure C.l. Continued 
215 
Table C.5. COMAC values that correlate individual tests to Group A average shapes at 
different locations 
Test 71 Test 72 Test 73 Test 74 Test 76 
Group A Group A Group A Group A Group A 
Dis." E W E W E W E W E W 
13 0.99 0.99 0.98 0.98 0.99 0.96 0.99 0.99 0.95 0.93 
26 0.98 .099 0.99 0.99 0.98 0.99 1.00 0.98 0.98 0.94 
39 0.98 0.98 1.00 0.99 0.99 0.98 0.99 0.99 0.98 0.98 
58.5 0.99 0.99 0.99 0.99 0.99 0.99 0.98 0.99 0.99 1.00 
71.5 0.99 0.99 0.99 0.99 0.99 0.98 1.00 LOO 0.99 1.00 
84.5 0.99 0.99 0.97 0.92 0.95 0.94 0.99 0.96 0.97 0.96 
97.5 0.96 0.94 0.97 0.95 0.95 0.97 0.94 0.97 0.98 0.98 
112.5 1.00 0.99 0.95 0.98 0.99 0.97 1.00 1.00 0.99 0.99 
128.75 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00 0.99 
145 1.00 0.99 1.00 0.99 1.00 0.99 1.00 1.00 1.00 1.00 
160 0.99 0.99 1.00 0.99 0.98 0.99 0.99 0.99 0.99 0.99 
175 0.99 0.99 1.00 0.99 0.99 0.99 1.00 0.99 0.99 1.00 
191.25 1.00 1.00 1.00 1.00 0.99 0.99 1.00 1.00 0.99 0.99 
207.5 1.00 0.99 1.00 0.99 0.99 0.99 1.00 1.00 1.00 0.98 
222.5 0.99 0.97 0.53 0.99 0.98 0.89 1.00 0.99 0.99 0.93 
235.5 0.99 0.98 1.00 0.92 0.97 0.97 0.97 0.96 0.89 0.92 
248.5 0.99 0.96 1.00 0.99 0.99 0.99 1.00 0.99 0.98 0.95 
261.5 0.99 1.00 0.98 0.99 0.98 0.98 0.99 0.99 0.99 0.99 
281 1.00 1.00 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.97 
294 1.00 0.99 0.99 1.00 0.98 0.99 0.99 0.97 0.95 0.95 
307 1.00 0.97 0.98 0.94 0.99 0.98 0.99 0.96 0.97 0.95 
* Distance &om south abutment 
Locations near or at the piers are shown shaded 
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Table C.5. Continued 
Test 77 Test 78 Test 81 Test 82 Test 71d 
Group A Group A Group A Group A Group C 
Dis." E W E W E W E W E W 
13 0.97 0.96 0.99 0.97 0.99 0.97 0.95 0.95 0.88 0.90 
26 0.99 0.99 0.99 0.98 0.98 0.98 0.99 0.96 0.87 0.90 
39 0.99 0.98 0.98 0.99 0.99 0.98 0.99 0.99 0.83 0.93 
58.5 0.98 0.99 0.99 0.98 0.99 0.99 0.99 0.99 0.82 0.91 
71.5 0.97 0.99 0.97 0.94 0.99 0.99 0.99 0.98 0.77 0.91 
84.5 0.96 0.93 0.51 0.63 0.85 0.9 0.79 0.93 0.67 0.67 
97.5 0.95 0.89 0.98 0.96 0.78 0.87 0.82 0.88 0.34 0.79 
112.5 1.00 0.98 1.00 0.99 0.98 0.98 0.97 0.97 0.89 0.63 
128.75 1.00 0.99 1.00 0.99 0.99 0.99 1.00 1.00 0.78 0.77 
145 1.00 1.00 1.00 0.99 1.00 1.00 1.00 0.99 0.62 0.66 
160 0.98 0.99 0.99 0.99 0.99 0.99 1.00 0.99 0.54 0.58 
175 1.00 1.00 0.98 0.97 1.00 1.00 0.98 0.99 0.62 0.65 
191.25 0.99 0.99 0.98 0.99 1.00 0.99 0.99 0.99 0.73 0.79 
207.5 0.99 0.97 0.88 0.86 0.98 0.98 0.98 0.98 0.34 0.26 
222.5 0.97 0.98 0.98 0.98 0.9 0.91 0.93 0.9 0.65 0.80 
235.5 0.97 0.94 0.95 0.87 0.96 0.89 0.86 0.87 0-86 0.9 
248.5 0.99 0.99 0.99 0.99 0.98 0.99 0.97 0.97 0.8 0.62 
261.5 0.99 0.99 0.99 0.99 0.99 0.98 0.99 0.99 0.82 0.89 
281 0.99 0.99 0.99 0.98 0.99 0.99 0.98 0.99 0.86 0.93 
294 0.98 0.98 0.98 0.97 0.99 0.99 0.98 0.99 0.84 0.9 
307 0.97 0.94 0.8 0.78 0.84 0.96 0.85 0.99 0.98 0.89 
* Distance from south abutment 
Locations near or at the piers are shown shaded 
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Table C.5. Contmued 
Test 72d Test 73d Test 74d Test 76d Test 77d 
Group C Group C Group C Group C Group C 
Dis." E W E W E W E W E W 
13 0.93 0.94 0.75 0.85 0.98 0.90 0.89 0.89 0.94 0.90 
26 0.92 0.85 0.69 0.79 0.98 0.95 0.96 0.97 0.94 0.98 
39 0.91 0.95 0.75 0.84 0.99 0.99 0.95 0.96 0.99 0.98 
58.5 0.91 0.88 0.77 0.87 0.99 0.99 0.97 0.96 0.98 0.97 
71.5 0.83 0.92 0.66 0.76 0.97 0.98 0.95 0.90 0.98 0.97 
84.5 0.86 0.65 0.65 0.85 0.97 0.98 0.93 0.89 0.62 0.56 
97.5 0.87 0.73 0.78 0.80 0.93 0.85 0.81 0.86 0.93 0.83 
112.5 0.87 0.96 0.94 0.58 1.00 0.99 0.89 0.78 0.98 1.00 
128.75 0.84 0.93 0.91 0.60 1.00 0.99 0.94 0.96 0.98 0.99 
145 0.77 0.88 0.85 0.89 1.00 1.00 0.90 0.96 0.99 0.99 
160 0.68 0.80 0.88 0.83 1.00 0.99 0.86 0.85 0.99 0.99 
175 0.74 0.83 0.86 0.86 1.00 0.99 0.87 0.89 0.98 1.00 
191.25 0.84 0.85 0.91 0.87 1.00 0.99 0.92 0.92 0.99 0.99 
207J 0.9 0.83 0.95 0.81 0.99 0.97 0.87 0.87 0.88 0.87 
222.5 0.92 0.64 0.75 0.72 0.96 0.95 0.76 0.83 0.91 0.92 
235.5 0.93 0.93 0.6 0.91 0.97 0.97 0.79 0.90 0.96 0.99 
248.5 0.92 0.78 0.9 0.76 0.99 0.97 0.96 0.94 0.93 0.96 
261.5 0.91 0.91 0.92 0.92 0.98 0.99 0.95 0.93 0.99 0.98 
281 0.93 0.92 0.9 0.87 1.00 0.98 0.96 0.96 0.97 0.98 
294 0.94 0.93 0.89 0.83 0.99 0.98 0.94 0.96 0.98 0.97 
307 0.93 0.83 0.79 0.85 0.96 0.89 0.89 0.89 0.82 0.88 
* Distance from south abutment 
Locations near or at the piers are shown shaded 
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Test 78d Test 75 
Group C Group B 
Dis." E W E W 
13 0.97 0.93 0.96 0.94 
26 0.93 0.92 0.99 0.99 
39 0.91 0.94 0.99 0.99 
58.5 0.94 0.92 0.99 0.99 
71.5 0.9 0.83 0.98 0.99 
84.5 0.89 0.79 0.91 0.94 
91JS 0.89 0.83 0.81 0-69 
112-5 0.89 0.86 LOO 0.98 
128.75 0.86 0.91 1.00 0.99 
145 0.78 0.82 1.00 1.00 
160 0.67 0.75 1.00 0.98 
175 0.76 0.83 1.00 1.00 
191.25 0.86 0.87 1.00 1.00 
207.5 0.9 0.92 0.99 0.99 
222.5 0.93 0.93 0.93 0.91 
235.5 0.86 0.97 0.94 0.93 
248.5 0.93 0.89 0.98 0.97 
261.5 0.86 0.88 0.97 0.94 
281 0.94 0.87 0.99 0.99 
294 0.88 0.89 0.97 0.98 
307 0.87 0.89 0.99 0.99 
* Distance from south abutment 
Locations near or at the piers are shown shaded 
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