Consider the problem of scheduling a taskset on a multiprocessor to meet all deadlines. Assume constrained-deadline sporadic tasks and stage-parallelism (i.e., a task comprises one or more stages with a stage comprising one or more segments so that segments in the same stage are allowed to execute in parallel and a segment is allowed to execute only if all segments of the previous stage have finished). Also assume a two-type heterogeneous multiprocessor platform (i.e., there are processors of two types, type-1 and type-2, and for each task, there is a specification of its execution speed on a type-1 processor and on a type-2 processor) and intra-type migration (i.e., a job can migrate between processors of the same type but for a task, all jobs of this task must execute on the same processor type). We present an algorithm for this problem; it assigns each task to a processor type and then schedules tasks on processors of each type with globalEarliest-Deadline-First. It has pseudo-polynomial time complexity and speedup bound at most 5. We also present a variant of this algorithm; it has the same time complexity and same speedup bound but has better average-case performance. We evaluate both algorithms on randomly-generated systems with up to 256 tasks and 256 processors and find that for most systems the algorithms took at most 1 second and they never took more than 42 seconds to finish. Also, for almost 100% of the systems, the latter algorithm succeeds if given processors twice faster than the speed needed to satisfy a necessary feasibility test (hence the algorithm behaves almost as if the speedup bound is two). This is the first work on scheduling parallel real-time tasks on a heterogeneous multiprocessor with provably good performance.
INTRODUCTION
A multiprocessor is homogeneous if the execution speed of all tasks is the same on all processors. Conversely, a multiprocessor is heterogeneous (aka unrelated ) if the execution speed of a task depends on both the processor and the task. A heterogeneous multiprocessor is t-type if it has t ≥ 2 types of processors (aka t-type platform). A special case of this is ACM acknowledges that this contribution was authored or co-authored by an employee, or contractor of the national government. As such, the Government retains a nonexclusive, royalty-free right to publish or reproduce this article, or to allow others to do so, for Government purposes only. Permission to make digital or hard copies for personal or classroom use is granted. Copies must bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. To copy otherwise, distribute, republish, or post, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. two-type (aka two-type platform) when t = 2. For two-type platforms, the problem of scheduling tasks by assigning tasks to processors is NP-hard in the strong sense and by assigning tasks to processor types is NP-hard [37] . For t-type platforms, both are NP-Hard in the strong sense [7, 39] . Thus, researchers developed algorithms with finite speedup bounds for assigning tasks to processors and to processor types.
Related work. Several algorithms with proven speedup bound have been proposed for scheduling implicit-deadline sporadic tasks by assigning them to processors and to processor types for two-type platforms [2, 15, 26, [36] [37] [38] and for t-type platforms [7, 18, 21, 22, 29, 32, 39, 42] . In addition, an algorithm for scheduling arbitrary-deadline sporadic tasks on t-type platforms is known as well [31] . However, none of them [2, 7, 15, 18, 21, 22, 26, 29, 31, 32, [36] [37] [38] [39] 42 ] support parallel tasks. On the other hand, researchers have presented algorithms with proven speedup bound for scheduling parallel tasks on homogeneous multiprocessors [1, 8, 12, 27, 28, 30, 40] . Also, there are other algorithms [4, 14, 16, 17, 19, 23, 25, 33, 35, 41] with no proven speedup bound for scheduling parallel tasks on homogeneous multiprocessors - [14, 17, 19, 23, 25, 35] are for constrained-deadline sporadic tasks and [4, 16, 33, 41] are for implicit-deadline sporadic tasks. Unfortunately, none of these works [1, 4, 8, 12, 14, 16, 17, 19, 23, 25, 27, 28, 30, 33, 35, 40, 41] support heterogeneous multiprocessors (and many of them [4, 14, 16, 17, 19, 23, 25, 33, 35, 41] have no proven speedup bounds).
This research. We present an algorithm for scheduling constrained-deadline sporadic tasks with stage parallelism (i.e., a task has one or more stages with each stage comprising one or many segments such that segments in the same stage are allowed to execute in parallel but a segment is only allowed to execute if all segments of the previous stage have finished) on two-type heterogeneous multiprocessors. It has pseudo-polynomial time complexity and speedup bound at most 5. We also present a variant with the same time complexity and speedup bound but with better average-case performance. We evaluate both algorithms on randomlygenerated systems with up to 256 tasks and 256 processors. For most systems the algorithms took at most 1 second and they never took more than 42 seconds to finish. Also, for almost 100% of the systems, the latter algorithm succeeds if given processors twice faster than the speed needed to satisfy a necessary feasibility test (i.e., the algorithm behaves almost as if the speedup bound is 2). This is the first work on scheduling parallel real-time tasks on a heterogeneous multiprocessor with provably good performance.
The main idea of our new algorithm is as follows. Using a previously-known schedulability test for gEDF of parallel tasks on a single processor type, formulate the problem as:
Assign tasks to processor types so that after the assignment, for each of the two types, the schedulability test is true.
This schedulability test requires that a condition (which depends on a time duration t) is evaluated for all t; that is, for an infinite number of t. We deal with this by replacing the schedulability test with an overapproximation; this overapproximation has the property that if it is evaluated for only a small number of t then the original schedulability test is true. It turns out that if DMAX is the largest deadline and TMAX is the largest minimum inter-arrival time, then the number of values of t that needs to be checked is O(log (DMAX+TMAX)).
With this overapproximation, the problem of assigning tasks to processor types can be formulated as a mixed-integer linear program (MILP). We solve this MILP by relaxing it to a linear program (LP) and this yields a solution where most tasks are assigned to just a single processor type and (because of sparsity) only a small number of tasks are fractionally assigned. We use exhaustive search to modify the assignment of the fractionally assigned tasks. Although exhaustive search has exponential time-complexity with respect to the number of fractionally assigned tasks, there are at most O(log (DMAX+TMAX)) fractionally assigned tasks and hence the number of combinations to consider during the exhaustive search is only O(DMAX+TMAX). Hence, the algorithm has pseudo polynomial time complexity.
We also prove that this new algorithm has speedup bound 5. The pessimism comes from two sources (i) approximating a function that describes the amount of processing a task needs and (ii) modifying fractionally assigned tasks so that they are assigned to a single processor type.
Our result does not directly generalize to heterogeneous multiprocessors with more than two types; this is because of our categorization of "heavy" and "light" tasks and its use in our gEDF schedulability test (see Section 4.1).
SYSTEM MODEL
We consider the problem of scheduling a set τ of parallel constrained-deadline sporadic tasks on a two-type heterogeneous multiprocessor platform Π comprising m1 processors of type-1 and m2 processors of type-2. A task τi ∈ τ is characterized by a minimum inter-arrival time Ti and a deadline Di such that Di ≤ Ti. Each task τi generates a sequence of jobs, with the first job arriving at any time and subsequent jobs arriving at least Ti time units apart.
The execution of a task τi is described by nsi, nseg i,j , and Ci,j with the interpretation that a job of τi has nsi stages with stage j comprising nseg i,j segments with each segment of stage j having execution requirement at most Ci,j -see Fig. 1 . A segment finishes when it performs a number of units of execution equal to its execution requirement. A segment executing contiguously for t time units on a processor of speed s performs t × s units of execution. A segment of a job is allowed to execute only if all segments of its previous stage have finished. A job finishes when all segments of its last stage have finished. If a job of τi finishes at most Di time units after its arrival, then it meets its deadline.
On a two-type platform, the execution speed of a job depends on the type of processor on which it executes. Let r 1 i and r 2 i denote the execution speeds of a job of task τi when it executes on a processor of type-1 and type-2 respectively.
We now define terms that we use in the rest of the paper. Figure 1 : The parallel task model studied in this paper.
Definition 1 (Legal jobset). If, for each task in the taskset τ , the task is assigned the number of jobs it generates and each job is assigned an arrival time such that the minimum inter-arrival time constraint is satisfied and each segment of a job is assigned an execution requirement such that the upper bound on execution requirement of a segment is respected, then we say that the resulting jobset is a legal jobset with respect to τ .
Definition 2 (Intra-migrative schedule). A schedule is intra-migrative if the following two conditions are true: (i) jobs can migrate between processors of the same type and (ii) if a job of a task executes on a processor of one type then all other jobs of this task execute on processors of the same type.
Definition 3 (Intra-migrative feasible taskset). A taskset τ is intra-migrative feasible on a two-type platform if for each jobset that is legal with respect to τ there exists an intra-migrative schedule in which all deadlines are met.
Definition 4 (S-Schedulable intra-migrative task set).
For scheduler S, taskset τ is S-schedulable on a two-type platform if for each jobset that is legal with respect to τ , for each schedule S that can generate from the jobset, the schedule is intra-migrative and all deadlines are met.
Definition 5 (Speed of the computing platform). If Π is a two-type platform then let Π × x denote a two-type platform in which the speed of each processor is x times that of the corresponding processor in Π.
Definition 6 (Speedup bound).
A scheduler S has a speedup bound SFS if, for each taskset τ , for each two-type platform Π, it holds that: if τ is intra-migrative feasible on Π then τ is S-schedulable on Π × SFS.
In order to simplify the rest of the discussion, we rewrite our model to an equivalent formulation as follows. Instead of using Ci,j, r t. mean such that and : mean it holds that. Let {x|f (x)} denote a set of elements so that an element x is in the set if and only if f (x) is true. For convenience, let (∀t > 0 : x) mean the predicate (∀t s.t. t > 0 : x). For convenience, we also define DMAX = maxτ i ∈τ Di, DMIN = minτ i ∈τ Di, and TMAX = maxτ i ∈τ Ti.
PRELIMINARIES: SCHEDULING PAR-ALLEL TASKS ON HOMOGENEOUS MUL-TIPROCESSORS
There is no optimal online scheduler for constrained-deadline sporadic tasks on homogeneous multiprocessors (even for tasks without parallelism) [20] . Therefore, we use gEDF
h (τ, m, s, σ, t)
τ is feasible on m processors of speed s ⇒   ∀t > 0 :
Figure 2: Previously known [1] schedulability analysis for gEDF scheduling of parallel tasks on a homogeneous multiprocessor.
Figure 3: New expressions we will use.
scheduling as it has good speedup bound [34] . An exact schedulability test exists for gEDF [6] but it has a high timecomplexity and does not support parallel tasks. Therefore, in this work, we use a sufficient (not exact) schedulability test for parallel tasks. The literature offers many sufficient schedulability tests for gEDF for non-parallel tasks [5, 10, 11] . Of particular interest is [10] which offers a test with a speedup bound 2. The key to its good performance is the use of forcedforward demand-bound function (ffdbf) for describing the maximum amount of execution a task can demand in a time duration, rather than using the traditional dbf. This test [10] states that if there exists a σ such that σ is at least as large as the density of each task (density δi of a task τi is defined as: δi = Ci/Di) and for each value of time duration t the sum of ffdbf of tasks for t is at most a certain value then the taskset is gEDF-schedulable. Later work [1] extended this for parallel tasks by defining ffdbf for parallel tasks. Fig. 2 shows this schedulability test (see Eq. (6)) and a feasibility test (see Eq. (7)) for parallel tasks on a homogeneous multiprocessor [1] . Since these formulations (in Fig. 2 ) are for homogeneous multiprocessors, we do not have the superscript 1 and 2 on Ci,j.
Some terms in Fig. 2 are informally described next. ffdbf is defined using WJ where WJ should be read as: Work performed by a single Job of task τi. WJ is defined using WJS where WJS should be read as: Work performed by Stage j and later stages of a single Job of task τi. WJS is defined using bsp i,j and sp i,j where bsp i,j should be read as: the SPan of time during which stage j of task τi can keep all processors Busy for the case that there is no contention from other jobs and sp i,j should be read as: the SPan of time during which stage j of task τi can keep at least one processor busy for the case that there is no contention from other jobs. Ci denotes an upper bound on the total execution requirement of a job of τi, that is, if a job of τi executes with no contention from other jobs on a computer system with a single processor of speed s then it takes Ci/s time units to finish. ηi denotes an upper bound on the number of elapsed units of execution performed by a job, i.e., if a job of τi executes with no contention from other jobs on a computer system with an infinite number of processors each of speed s then it takes ηi/s time units to finish. Basic properties of ffdbf are shown below.
Proof. Applying Lemma 2 with t = ∆(τ ) and l = 1, yields ffdbf (τi, ∆(τ ), v, s) + Ci = ffdbf (τi, ∆(τ ) + Ti, v, s). From the definition of ∆(τ ), it follows that Ti ≤ ∆(τ ). Applying this on the above and using Lemma 1 yields ffdbf (τi,
Previous works [9, 13] approximated the dbf and used it for schedulability analysis on a single processor [13] and a homogeneous multiprocessor [9] . We now define a function ffdbf * (an approximation of ffdbf) that is fit for our purpose. For inputs where t ≤ ∆(τ ), ffdbf * (τi, t, v, s, τ ) is a staircase function and for t > ∆(τ ), it increases linearly with t. Formally, Eq. (9) defines ffdbf * (τi, t, v, s, τ ).
ffdbf * (τi, t, v, s, τ ) can be used to state constraints that guarantee schedulability. Instead of checking it for all t, we will check it for all t in T S(τ, θ).
SCHEDULING OF PARALLEL TASKS ON TWO-TYPE PLATFORMS: NEW ALGO-RITHM AND ITS SPEEDUP BOUND
In this section, we discuss intra-migrative scheduling of parallel constrained-deadline sporadic tasks on a two-type heterogeneous multiprocessor. We will use notations in Fig. 2 and Fig. 3 but with 1 and 2 as superscripts for type-1 and type-2 processors. For example, from Eq. (1), we obtain:
Developing the new algorithm
Intra-migrative scheduling of constrained-deadline parallel sporadic tasks on a two-type platform can be solved in two steps.
Step 1: Before run-time, assign tasks to processor types so that tasks assigned to type-1 (resp., type-2) are gEDF-schedulable on the processors of type-1 (resp., type-2).
Step 2: At run-time, schedule all tasks assigned to type-1 (resp., type-2) with gEDF on processors of type-1 (resp., type-2). Since Step 2 is well-studied, we only discuss Step 1.
Step 1 could be solved as follows. Let x 1 i = 1 (resp., x 2 i = 1) indicate that task τi is assigned to type-1 (resp., type-2) processors. Let X denote the matrix of xi values for all tasks in τ ; i.e., the element in the i th row and the t th column of X is x t i . Then, by using Eq. (6), one could solve Step 1 by assigning values to xi variables such that all the constraints in Fig. 4 are satisfied. Intuitively, C1 in Fig. 4 states that according to the schedulability test of Eq. (6), the tasks assigned to type-1 processors are gEDFschedulable on type-1 processors. C2 is analogous for type-2 processors. C3 combined with C4 states that a task is either entirely assigned to type-1 or type-2. Unfortunately, creating an algorithm that assigns values to X such that all the constraints in Fig. 4 are satisfied is challenging because (i) it involves existential quantification (∃σ 1 in C1 and ∃σ 2 in C2), (ii) it involves universal quantification (∀t in C1 and ∀t in C2), and (iii) it has integer variables (see C4). Hence, we now present other constraints so that if these other constraints are satisfied then the constraints in Fig. 4 are satisfied as well.
Let θ 1 and θ 2 be non-negative parameters that we can choose. Then, instead of asking if there exists a σ 1 in C1 in Fig. 4 with certain properties, let us only consider the σ 1 such that σ 1 /s = θ 1 . Then it follows that if there is a task τi with x 1 i = 1 and η
Hence 
Similarly for H1,H2 and L. Clearly, if θ 1 and θ 2 are given and σ 1 /s = θ 1 and σ 2 /s = θ 2 and if H12 = ∅ then it is impossible to satisfy Fig. 4 . Also, if θ 1 is given and σ 1 /s = θ 1 then it is necessary that, for each task τi ∈ H1, x 1 i = 1. Analogously, if θ 2 is given and σ 2 /s = θ 2 then it is necessary that, for each task τi ∈ H2, x Note that there is still a ∀t in C1 and C2 in Fig. 5 . We now present constraints with a finite number of t -see Fig. 6 . If it is C1 then we can reason as follows: There must be a t that violated C1 in Fig. 5 . Hence,
For this t, let us explore three possibilities: Case 1: t > ∆(τ ). Note that ∆(τ ) is an element in T S τ, θ 1 . Then, C1 in Fig. 6 yields:
Then, C8 in Fig. 6 yields:
Multiplying Eq. (12) by (t − ∆(τ )) and adding to Eq. (11) and then combining with Eq. (10) yields:
Since ∆(τ ) ∈ T S τ, θ 1 , Lemma 5 can be applied on the left-most term. Doing so and then applying Lemma 3 yields:
i ∈ {0, 1} and x 2 i ∈ {0, 1} Figure 4 : A naive formulation of constraints for task-to-processor-type assignment.
i ∈ {0, 1} and x 2 i ∈ {0, 1} C5. ∀τ i ∈ H1 : x 1 i = 1 C6. ∀τ i ∈ H2 : x 2 i = 1 C7. H12 = ∅ Figure 5 : A slightly less naive formulation of constraints for task-to-processor-type assignment.
C1.
∀t ∈ T S(τ, θ 1 ) : Figure 5 C8.
(
Figure 6: Constraints for task-to-processor-type assignment.
Same as C3 in Figure 6  C4 . ∀τ i ∈ τ : x 1 i ≥ 0 and x 2 i ≥ 0 C5-C7. Same as C5-C7 in Figure 6 C8.
Figure 7: Constraints for task-to-processor-type assignment -relaxed to LP.
C1-C9. Same as C1-C9 in Figure 6 C10.
C12.
X is the solution to the problem in Fig. 7 and X is a vertex solution Figure 8 : Constraints for task-to-processor-type assignment; we will show this can be computed in pseudo-polynomial time.
Note that the left-hand side is the expression of ffdbf * 1 (the second case of Eq. (9)). Hence:
But this contradicts Lemma 4. Case 2: t < DMIN × (1 − θ 1 ). For such a t, it holds that ffdbf 1 τi, t, θ 1 , s is zero. But this violates Eq. (10).
Case 3:
and let t0 def = t1/2. It is easy to see that t0 ≤ t < t1. Note that t0 is an element in T S τ, θ 1 . This gives us from Fig. 6 :
Since t0 ≤ t, it clearly holds that:
Since t0 ∈ T S τ, θ 1 and t0 = t1/2, Lemma 5 yields that: ffdbf * 1 τi, t0, θ 1 , s, τ = ffdbf 1 τi, t1, θ 1 , s . Combining this with Eq. (10), Eq. (13), and Eq. (14) yields:
Using this and t < t1 and Lemma 1 yields a contradiction. We can reason analogously if C2 is violated. It can be seen that if the lemma is false then each case results in contradiction. Hence, the lemma is true.
The number of constraints in Fig. 6 is finite -this is what we want. However, X variables are integers which makes the problem a Mixed-Integer Linear Program (MILP); no polynomial algorithms are known to solve general MILP nor MILP with the special structure of Fig. 6 . Polynomial algorithms exists for Linear Programs (LP) [24] though. Also, if there is a solution to an LP, there is also a vertex solution to return false, X , where X is undefined. 28 end the LP. We now discuss how to use this. Fig. 7 shows an LP; it differs from Fig. 6 in that X variables are real numbers instead of integers (see C4) and is also more constraineds/2 instead of s in C1, C2, C8 and C9. A solution to this LP yields a new optimization problem (see Fig. 8 ), which is as follows. First, solve the LP (Fig. 7) and obtain a vertex solution X . With X , consider the MILP (Fig. 6 ) and require that for those i such that x Proof. Follows from the discussion in this subsection.
So, solving Fig. 8 gives a tasks to processor types assignment.
Stating the new algorithm
We let solvePTMILP(τ, Π, θ 1 , θ 2 ) denote a function which takes as input a taskset τ and a computer platform Π and θ 1 and θ 2 and returns a tuple f, X where f is a boolean and X is a matrix with the following interpretation: If Fig. 8 is feasible then f is true and X is the solution; If Fig. 8 is infeasible then f is false and X is undefined. to the X-matrix and tasks are scheduled with gEDF on each processor type then all deadlines are met at run-time.
Proof. Follows from Lemma 7 and the fact that Eq. (6) is a schedulability test.
Algorithm 1 lists the pseudo-code for evaluating the function solvePTMILP(τ, Π, θ 1 , θ 2 ). Recall that Algorithm 1 and solvePTMILP rely on parameters θ1 and θ2. Therefore, we now define R and use it as follows: setting θ1 = 1/R and θ2 = 1/R yields an algorithm (Algorithm 2) -later we will show that its speedup bound is R. Proof. The number of iterations is at most 2 |F | . Using Lemma 9 yields that the number of iterations is at most: Further rewriting yields the lemma.
Lemma 11. The time complexity of Algorithm 1 is
Proof. Follows from the facts that (i) line 3 of Algorithm 1 can be executed in polynomial time [24] and a solution can be converted to a vertex solution in polynomial time and (ii) for-loop of line 9 is iterated at most
(follows from Lemma 10). Proof. Since Algorithm 2 calls solvePTMILP once with θ 1 = θ 2 = 1/R it follows that (using Lemma 11) the time complexity of Algorithm 2 is O poly
Observing that 4 ≤ R yields the theorem.
Speedup bound of the new algorithm
Lemma 12. If τ is intra-migrative feasible on Π then ∃X such that all constraints in Fig. 9 are satisfied.
Proof. Follows from the fact that Eq. (7) is a necessary condition for feasibility. and considering t → ∞ on C1 and C2 yields C8 and C9. in [3] ). ∀Q ≥ 0 :
Lemma 14 (Proof in Appendix
Lemma 15 (Proof in Appendix in [3] ). ∀Q ≥ 0 :
Lemma 16. If X satisfies Fig. 10 then X satisfies Fig. 11 .
Proof. Follows from applying Lemma 14 on C1 and applying Lemma 15 on C2 in Fig. 10 .
Lemma 17. If τ is intra-migrative feasible on Π × 1 R then ∃X such that all constraints in Fig. 11 are satisfied.
Proof. Follows Lemma 13 and Lemma 16.
Lemma 18. If τ is intra-migrative feasible on Π × 1 R then ∃X such that all constraints in Fig. 12 are satisfied.
Proof. Algebraic manipulations of R yields: Fig. 11 then it also satisfies Fig. 12 . Combining this with Lemma 17 yields the lemma.
Lemma 19. If there exists a matrix X such that all constraints in Fig. 12 are satisfied then Algorithm 2 declares SUCCESS.
Proof. Let us suppose that the lemma was false. Then there is a taskset τ and a computer platform Π such that ∃X such that all constraints in Fig. 12 are satisfied (15) and Algorithm 2 declares FAILURE. Relaxing C4 in Fig. 12 yields: ∃X such that all constraints in Fig. 13 are satisfied (16) Eq. (15) . From the condition of the case, it follows that χ found was not assigned a value on line 10. Let us partition τ into F and τ \ F . Note that for τ \ F it holds that X satisfies Fig. 7 and since this set of tasks have x 1 i and x 2 i being integers (follows from the fact that it does not contain the tasks in F ), it follows that X also satisfies the following constraints: Fig. 8 where in the expression on the right-hand side of C1, C2, C8, C9, the symbol s is replaced by s/2. Note that F ⊆ τ and hence from Eq. (15), it follows that for F , there is an X that satisfies the following constraints: Fig. 8 where in the expression on the right-hand side of C1, C2, C8, C9, the symbol s is replaced by s/2. Adding X and X gives us a new matrix that satisfies Fig. 8 and this yields that χ found was assigned a value on line 10. This is a contradiction.
It can be seen that if the lemma is false then each case results in contradiction. Hence, the lemma is true.
C1. ∀t ≥ 0 : Figure 9 : Constraints expressing a necessary intra-migrative feasibility condition.
C1
. ∀t ≥ 0 :
Figure 10: Constraints expressing a necessary intra-migrative feasibility condition; rewritten.
C1. ∀t ∈ T S(τ, 1/R (Π)) : 
C1.
∀t ∈ T S(τ, 1/R (Π)) : Figure 11 C8. 
IMPROVED AVERAGE-CASE PERFOR-MANCE: ALGORITHM 3
In this section, we discuss three modifications to Algorithm 2. First, line 1 of Algorithm 2 considers θ 1 = 1/R and θ 2 = 1/R and for this case it solves an optimization problem; if no solution is found, then it executes line 5 where it declares FAILURE. We can clearly modify the pseudo-code so that instead of just considering these values of θ 1 = 1/R and θ 2 = 1/R, it considers many values. This can be done by modifying Algorithm 2 to the following: Let K be a userselectable parameter (e.g., K=10). Then explore all pairs k1, k2 such that k1 and k2 are integers in [0,K-1] and for each explored pair, compute
With these values of θ 1 and θ 2 , call the function solvePTMILP; if it is true, then declare SUCCESS and stop. If all these values of θ 1 and θ 2 have been explored and not terminated, then terminate and declare FAILURE. Second, in Fig. 7 , consider the constraints C1, C2, C8, and C9. Their right-hand side has a factor 1/2. In these constraints, we can replace 1/2 by z, and then change the problem to an optimization problem with the objective function to minimize z and then change line 4 in Algorithm 1 to "if z ≤ 1/2 then." This change does not change the behavior at all. With this change, note that if z > 1/2 then Algorithm 1 will execute line 27 and return false. We can change the behavior as follows: (i) let be a user-selectable parameter (e.g., =0.01) and (ii) change line 4 so that instead it checks "if z ≤ 1 − then." This reduces the pessimism because for the case that z > 1/2, the algorithm will attempt to find an assignment instead of just giving up. Third, line 8 in Algorithm 1 evaluates if the currently considered solution X satisfies Fig. 8 . Since on this line, X is given, we are only checking if all constraints are satisfied. Therefore, we can replace ffdbf * 1 by ffdbf 1 in C1, C2 assuming that we check all non-negative t. We will now show how to evaluate C1 efficiently (evaluation of C2 is analogous) when executing line 8. One can see that ffdbf (τi, t, v, s) ≤ Ci +
Applying this on C1 and rewriting yields that for t ≤ L 1 (where
needs to be checked. Furthermore, the righthand side of C1 is a linear function and the left-hand side is step-linearly increasing function. Hence, it is only necessary to check those t where the derivative of the left-hand side with respect to t changes. So, let us define
From the above reasoning, it can be seen that when evaluating line 8 in Algorithm 1, when checking C1, it is only necessary to check those t that are in TOT 1 (τ, θ 1 ). (There is one t where the derivative changes which is dominated by other t so it is not included in TOT 1 above.) Applying the three above changes to Algorithm 2 yields a new algorithm that we call Algorithm 3; from the discussion above, it follows that its speedup bound is no higher than the speedup bound of Algorithm 2. The time-complexity of Algorithm 3 is discussed next. Recall that Algorithm 2 has pseudo-polynomial time-complexity. Modifying it to explore more values of θ 1 and θ 2 does not change this fact. And solving a minimization problem does not change this fact either. And checking z ≤ 1− does not change this either. Also, note that since z ≤ 1 − when lines 5-22 in Algorithm 1 are executed, it holds that (m1−(m1−1)×θ . Thus, L 1 is pseudo-polynomial. This yields that there is at most a pseudo-polynomial number of elements in TOT 1 (τ, θ 1 ). Hence, Algorithm 3 has pseudopolynomial time-complexity.
EVALUATIONS
Recall that our algorithms have proven bounds on their performance (pseudo-polynomial time-complexity and speedup bound) but we would also like to know their average-case performance. For this reason, we developed a tool that performs the assignment and evaluated it.
Setup. We generate systems with m1 in {1, 4, 16, 64, 256} and m2 in {1, 4, 16, 64, 256} and |τ | in {1, 4, 16, 64, 256}. Let TR be a parameter specifying that TR ≤ minτ i ∈τ T i maxτ i ∈τ T i ≤ 1 and DTR specify that for each task τi, it holds that Di ∈ [DTR × Ti, Ti]. Let TR be 0.01 and DTR be in the set {0.01, 1}. mult (meaning multiplication factor) is a parameter controlling how high the processing load is; we explore mult ∈ {0.1, 0.2, . . . , 1.0}. All combinations of these were explored and 16 tasksets for each combination was generated; in total 180000 tasksets were explored. The number of stages of a task is a uniformly distributed random number in {1..5} and the number of segments of a stage is a uniformly distributed random number in {1.. max(m1, m2)}. Recall that Eq. (7) expresses a necessary feasibility test for parallel tasks on a homogeneous multiprocessor. This can be used to obtain an MILP which is a necessary condition for intramigrative feasibility on a two-type platform. We scale the execution time parameters so that this condition is true but increasing all execution times by an arbitrarily small number makes the condition false. The intuition behind this scaling is that it makes the tasksets as challenging as possible. After this scaling, the execution times are multiplied by mult.
Results and discussion. The results are shown in Fig. 14. It can be seen that for all experiments, Algorithm 3 takes at most 42 seconds; hence a software practitioner can use it almost interactively. Recall that the speedup bound of Algorithm 3 is 5. Hence, we would expect that for mult = 0.2, all tasksets are successfully assigned. Indeed, this is what we see in Fig. 14. But it can also be seen that for mult = 0.5, it successfully assigns almost all tasksets. Hence, Algorithm 3 performs well in practice. Details -experimental outcome as a function of the parameters -are available in [3] .
CONCLUSIONS
Scheduling real-time tasks on a heterogeneous multiprocessor has received increasing attention from researchers during recent years but no solution was available for parallel tasks with a proven speedup bound. Therefore, in this paper, we have presented the first algorithm for scheduling parallel tasks on a heterogeneous multiprocessor with proven speedup bound. We did so by focusing on constrained-deadline sporadic tasks and a heterogeneous multiprocessor where processors are of two types and we presented a new algorithm that assigns tasks to processor types and then apply gEDF on each type of processors. Our new algorithm has pseudo-polynomial time complexity and a speedup bound at most 5. We also created a variant with better average-case performance. This is the first work on scheduling parallel real-time tasks on a heterogeneous multiprocessor with provably good performance. 
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