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Abstract
We take steps toward constructing explicit solutions that describe non-extremal
charged dilatonic branes of string/M-theory with a transverse circle. Using a new
coordinate system we find an ansatz for the solutions with only one unknown func-
tion. We show that this function is independent of the charge and our ansatz can
therefore also be used to construct neutral black holes on cylinders and near-extremal
charged dilatonic branes with a transverse circle. For sufficiently large massM > Mc
these solutions have a horizon that connects across the cylinder but they are not
translationally invariant along the circle direction. We argue that the neutral so-
lution has larger entropy than the neutral black string for any given mass. This
means that for M > Mc the neutral black string can gain entropy by redistributing
its mass to a solution that breaks translational invariance along the circle, despite
the fact that it is classically stable. We furthermore explain how our construction
can be used to study the thermodynamics of Little String Theory.
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1 Introduction
Apart from being an interesting subject in its own right, black holes on cylinders
R
d−1×S1 show up in various contexts in String Theory as branes of String/M-theory
on a transverse circle. Examples include S-duality between M2 and M5-branes in
M-theory and D2 and NS5-branes in Type IIA String Theory and T-duality be-
tween Dp-branes in Type IIA/B String Theory. Moreover, the near-extremal limits
of these branes with transverse circles are important in relation to the AdS/CFT
correspondence [1, 2, 3, 4] and Matrix Theory [5, 6, 7].
Black holes on cylinders Rd−1×S1 have a more interesting dynamics and richer
phase structure than black holes on flat space Rd. In flat space the static neutral
black hole of a certain mass M is uniquely described by the Schwarzschild solution
with mass M . Black holes on cylinders can have a richer phase structure since the
radius of the circle provides a macroscopic scale in the system. Moreover, Rd−1×S1
has a non-trivial topology in the sense that it is non-contractible with a non-trivial
fundamental group. Because of this there exist black strings, which are black objects
with an event horizon that wraps the circle. Also, if a black hole gets sufficiently
heavy, its event horizon can “meet itself” across the cylinder. Thus, on the cylinder
R
d−1 × S1 we have black objects both with event horizons of topology Sd−1 and
Sd−2 × S1.
Gregory and Laflamme [8] found that a neutral black string wrapping a cylinder
is classically unstable if its mass is sufficiently small. Since the entropy of a black
hole with the same mass is larger it was conjectured that the black string decays to
a black hole. This obviously involves a transition from a black object of topology
Sd−2×S1 to one of topology Sd−1. However, recently Horowitz and Maeda [9] argued
that an event horizon cannot have a collapsing circle in a classical evolution. So it
is not possible for the black string to change the topology of the event horizon. This
lead them to conjecture that there exist new classical solutions with event horizon of
topology Sd−2 × S1 that are non-translationally invariant along the circle whenever
the black string is classically unstable.
While the Gregory-Laflamme and Horowitz-Maeda papers concerned themselves
with stability of black strings of small masses, we shall in this paper mainly concern
ourselves with stability of black strings with large masses in which case the black
strings are in fact classically stable.
The basic claim of this paper is that when a black hole on a cylinder grows
sufficiently large so that its event horizon shifts its topology to Sd−2×S1 the solution
corresponding to this is not the black string solution. To be more precise, let Mc be
the critical mass of a black hole on a cylinder so that the topology of the horizon of
the black hole is Sd−1 for M < Mc and S
d−2×S1 for M > Mc. Then we claim that
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solutions with mass M > Mc are non-translationally invariant along the circle and
are thus not black strings.
To support this claim, we take in this paper steps toward constructing explicit
solutions for black holes on cylinders Rd−1× S1 for d ≥ 4 3. We study in this paper
three classes of black holes on cylinders. The non-extremal charged dilatonic branes
of String/M-theory with a transverse circle4, the near-extremal limit of these branes
and finally neutral black holes on cylinders. One of the main results of this paper is
that the same construction applies to all three classes of black holes.
As part of the construction we find a new coordinate system in which we are
able to conjecture a general ansatz for non-extremal charged dilatonic branes with
a transverse circle. We show that the EOMs imply that the ansatz in fact is fully
described by only one function. Moreover, we find that this function is independent
of the charge which means that we can map the ansatz for non-extremal charged
dilatonic branes with a transverse circle to an ansatz for the near-extremal limit of
those and, moreover, to an ansatz for neutral black holes on cylinders.
The existence of the new solutions has the consequence that for M > Mc we
have two different black objects with the same horizon topology: The black strings,
which are translationally invariant along the circle, and our new solutions, which
are not translationally invariant along the circle. The natural question is therefore
which of these solutions has the highest entropy for a given mass. We argue via
our construction that the new solutions have larger entropy than the black strings.
This means that for M > Mc the black string can gain entropy by spontaneously
breaking the translational invariance and redistributing its mass according to our
new solution. We have thus found a new instability of the black string for large mass
M > Mc which is not classical in nature.
Generalizing the argument for the neutral case, we show that our solution for
non-extremal charged dilatonic p-branes on a transverse circle has higher entropy
than that of non-extremal charged dilatonic p-branes smeared on the transverse
circle for given mass and charge. Moreover, the near-extremal charged dilatonic p-
branes on a transverse circle has higher entropy than that of near-extremal charged
dilatonic p-branes smeared on the transverse circle for given mass. So, similarly
to what happens for the neutral black string the smeared non-extremal and near-
extremal branes will gain entropy by breaking the translational invariance along the
3Explicit solutions have been constructed for black holes on R2 × S1 [10, 11, 12, 13]. However,
the methods used there are highly particular to that case and cannot be generalized to Rd−1 × S1
for d ≥ 4.
4We can consider the p-brane as a black hole if we ignore the p directions on the world-volume
of the p-brane. Concretely, one can compactify the p-branes of String/M-theory on T p. This
is reviewed in Appendix A. In this paper we will in this spirit loosely refer to p-branes with d
transverse directions as black holes in a (d+ 1)-dimensional space-time.
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circle.
Finally, as an example of an application of our construction to String Theory,
we show how to use it to study thermodynamics of Little String Theory [14, 15, 16].
We argue that one in principle can use this to study the phase transition between
(2, 0) Super Conformal Field Theory [17, 18] and (2, 0) Little String Theory. We
find two possible scenarios for the thermodynamics both of which have important
consequences for the understanding of thermodynamics of Little String Theory and
the near-extremal NS5-brane.
This paper is organized as follows. In Section 2 we define our new coordinate
system on cylinders Rd−1 × S1 and discuss its properties. In Section 3 we discuss
the conditions that we impose on our construction and we put forward an ansatz
for it in the case of non-extremal charged dilatonic p-branes with a transverse circle.
In Section 4 we show that one can map our ansatz to ansa¨tze for near-extremal
p-branes and neutral black holes on cylinders. In Section 5 we discuss small black
holes on cylinders and check that our ansatz is consistent in that limit. In Section
6 we consider the EOMs for the ansatz, discuss their general structure and their
consistency. In Section 7 we discuss thermodynamics of our new solutions. We
begin by discussing the killing horizon and the surface gravity. Then we derive the
general expressions for the thermodynamics and discuss in detail what we can say
about the thermodynamics of our new solutions. Finally, in Section 8 we apply our
results and methods to the supergravity dual of thermal Little String Theory. In
Section 9 we discuss our results and draw conclusions.
A number of appendices has been included, supplying the discussion of the text
with further details. In Appendix A we recall the extremal and non-extremal charged
dilatonic p-brane solutions and some related results, such as compactification of the
solution and the thermodynamics. Appendix B gives the mathematical details of two
functions that play an essential role in the new coordinate system. In Appendix C the
first few terms in a large radius expansion in the map from cylindrical coordinates to
the new coordinates is worked out and used to obtain the corresponding expansion of
two functions that enter the flat metric in the new coordinates. Then, Appendix D
gives some of the details that are relevant to the solution of black holes on cylinders
in a large radius expansion. Finally, Appendix E summarizes in our notation the M5
and NS5-brane backgrounds that are needed for the application of our development
to Little String Theory.
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2 A new coordinate system
Our goal in this section and in Section 3 is to find an ansatz for non-extremal charged
dilatonic p-branes with transverse space Rd−1 × S1, or, equivalently5, for charged
dilatonic black holes on Rd−1 × S1.
Finding solutions of black holes on the d-dimensional cylinder Rd−1×S1 involves
solving highly complicated nonlinear equations. To see this, we can consider the
covering space Rd of the cylinder. On the covering space Rd a black hole in Rd−1×S1
is really a one-dimensional array of black holes. Since the interactions between black
holes are in general non-linear, the geometry is very complicated once the back-
reaction is included. Another way to see the complication is to note that neither
the spherical symmetry nor the cylindrical symmetry applies in general for such
a black hole solution. Clearly we are forced to consider a solution with functions
that depend on two coordinates rather than one, contrary to the spherically and
cylindrically symmetric solutions.
As will be discussed in Section 3, an essential ingredient in finding such an ansatz
is the requirement that the solution should interpolate between the usual black brane
with transverse space Rd, which is a good description at small mass, and the black
brane smeared on the transverse circle, which is a good description at large mass.
We furthermore demand that the solution should reduce to the extremal charged
dilatonic p-branes with transverse space Rd−1 × S1 for zero temperature.
In order to capture these features in an ansatz we must therefore find an appro-
priate coordinate system that can be used in both the small and large mass limits
and also for the extremal solution. Finding such a coordinate system is the goal of
this section. Here and in the following we denote the radius of the S1 as RT .
2.1 Defining the new coordinates
Spherical and cylindrical coordinates
We first review the coordinate systems used for the limiting cases. The spherical
coordinates on Rd have the metric
ds2d = dρ
2 + ρ2dΩ2d−1 = dρ
2 + ρ2dθ2 + ρ2 sin2 θdΩ2d−2 (2.1)
where 0 ≤ θ ≤ π. These are the coordinates used when the mass of the black hole is
small, i.e. with a Schwarzschild radius much smaller than RT . They can obviously
only be used as coordinates on Rd−1×S1 when ρ≪ RT . The cylindrical coordinates
on Rd−1 × S1 have the metric
ds2d = dr
2 + dz2 + r2dΩ2d−2 (2.2)
5See Appendix A for a discussion of the dimensional reduction of the charged dilatonic branes
to black holes.
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where 0 ≤ z ≤ 2πRT . These are the coordinates used when the mass of the black
hole is large, i.e. with a Schwarzschild radius much larger than RT .
We note that the coordinate transformation between (ρ, θ) and (r, z) is
r = ρ sin θ , z = ρ cos θ (2.3)
ρ =
√
r2 + z2 , θ = arctan
(r
z
)
. (2.4)
For completeness, we also specify that the Sd−2 has angles φ1, ..., φd−2 with the
spherical metric
dΩ2d−2 = dφ
2
1 + sin
2 φ1dφ
2
2 + · · ·+ sin2 φ1 sin2 φ2 · · · sin2 φd−1dφ2d−2 . (2.5)
Defining the coordinate R
Our aim is to find a coordinate system that in a convenient way interpolates
between the spherical coordinates (ρ, θ) and the cylindrical coordinates (r, z).
To find this coordinate system we first consider the extremal dilatonic p-brane
solutions of Appendix A with transverse space Rd−1 × S1. The metric is
ds2D = H
−
d−2
D−2
[
−dt2 +
p∑
i=1
(dxi)2 +H
(
dr2 + dz2 + r2dΩ2d−2
)]
(2.6)
while the dilaton φ and one-form potential Ap+1 are given by
e2φ = Ha , A01···p = 1−H−1 . (2.7)
Here, the harmonic function is
H = 1 +
∑
n∈Z
Ld−2
(r2 + (z + 2πnRT )2)
d−2
2
(2.8)
which can be written as
H = 1 +
Ld−2
Rd−2T
Fd−2
( r
RT
,
z
RT
)
(2.9)
where F2s(a, b) is defined in Appendix B.
In Appendix B we derive various properties of F2s(a, b), for example it follows
from (B.11) that
Fd−2
( r
RT
,
z
RT
)
= kd
(
r
RT
)−(d−3) [
1 +
∞∑
n=1
fd
(
n
r
RT
)
cos
(
n
z
RT
)]
(2.10)
with the definitions6
fd(y) ≡
√
2
2(d−6)/2
1
Γ(d−32 )
y(d−3)/2K(d−3)/2(y) (2.11)
6The relation with fˆs and kˆs in (B.12) is fd ≡ fˆs=(d−2)/2 and kd ≡ kˆs=(d−2)/2.
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kd ≡ 1
2
√
π
Γ
(
d−3
2
)
Γ
(
d−2
2
) = 1
2π
(d− 2)Ωd−1
(d− 3)Ωd−2 (2.12)
where Ks is the modified Bessel function of the second kind and Ωn is the volume of
the unit n-sphere. In particular, it follows from (2.10) that for r/RT ≫ 1 one finds
the leading behavior
Fd−2
( r
RT
,
z
RT
)
≃ kd
(
r
RT
)−(d−3)
(2.13)
while for
√
r2 + z2/RT ≪ 1 we have
Fd−2
( r
RT
,
z
RT
)
≃
[√
r2 + z2
RT
]−(d−2)
=
(
ρ
RT
)−(d−2)
. (2.14)
From these two results we see that if we define a new coordinate as a function of
Fd−2(r/RT , z/RT ) then this coordinate will interpolate between being a function of
r for r/RT ≫ 1 and being a function of ρ for
√
r2 + z2/RT ≪ 1.
Thus, we define a new coordinate R(r, z) by
Rd−3 =
kd
Fd−2
(
r
RT
, zRT
) . (2.15)
We then see that for r/RT ≫ 1 we have
R ≃ r
RT
(2.16)
while for
√
r2 + z2/RT ≪ 1 we have
R ≃ k
1
d−3
d
(
ρ
RT
) d−2
d−3
. (2.17)
So, as desired, the new coordinate R interpolates between being a function of r for
r/RT ≫ 1 and a function of ρ for
√
r2 + z2/RT ≪ 1.
Moreover, we see that the harmonic function H in (2.8) is solely a function of R.
It thus follows from (2.7) that the surfaces defined by constant R are precisely the
equipotential surfaces. This makes it a natural coordinate to use for the solution.
Defining the coordinate v
To complete the new coordinate system we need a coordinate that interpolates
between z and θ in the same way as R interpolates between r and ρ. We now find
this coordinate by imposing that the metric should be diagonal in the new coordi-
nate system, and by demanding that the coordinate becomes z/RT for r/RT ≫ 1.
Denoting the new coordinate by v, we thus demand
ARdR
2 +Avdv
2 = dr2 + dz2 (2.18)
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for some functions AR and Av. Since it follows from (2.15) that dR/R is proportional
to dFd−2/Fd−2 we find that (2.18) is equivalent to
AF (dFd−2)
2 +Avdv
2 = dr2 + dz2 . (2.19)
Clearly, this is only possible provided
1 = AF
(
∂Fd−2
∂r
)2
+Av
(
∂v
∂r
)2
(2.20)
1 = AF
(
∂Fd−2
∂z
)2
+Av
(
∂v
∂z
)2
(2.21)
0 = AF
∂Fd−2
∂r
∂Fd−2
∂z
+Av
∂v
∂r
∂v
∂z
. (2.22)
If we now suppose that
∂v
∂r
= m
∂Fd−2
∂z
,
∂v
∂z
= −m∂Fd−2
∂r
(2.23)
with m being an undetermined function, then the three equations (2.20)-(2.22) are
satisfied, provided AF = m
2Av. If v(r, z) is to be a well-defined function we need
that
∂2v
∂r∂z
=
∂2v
∂z∂r
(2.24)
so combining this with (2.23) we obtain the condition
∂
∂r
(
m
∂Fd−2
∂r
)
+
∂
∂z
(
m
∂Fd−2
∂z
)
= 0 . (2.25)
Clearly, this is only possible to satisfy if m is proportional to rd−2 since then (2.25)
is equivalent to the harmonic equation ∇2Fd−2 = 0 (where ∇2 = ∂2r + d−2r ∂r + ∂2z in
cylindrical coordinates).
Therefore, we define the new coordinate v(r, z) by the integrable system
∂v
∂r
=
1
(d− 3)kd
(
r
RT
)d−2 ∂Fd−2
∂z
(2.26)
∂v
∂z
= − 1
(d− 3)kd
(
r
RT
)d−2 ∂Fd−2
∂r
. (2.27)
We can in fact write an explicit expression for v(r, z) using (2.10) (see Appendix B,
where we consider the function Gd−2(
r
RT
, zRT ) which is proportional to v(r, z)). We
find
v =
z
RT
+
∞∑
n=1
sin
(
n
z
RT
)[
1
n
fd
(
n
r
RT
)
− 1
d− 3
r
RT
f ′d
(
n
r
RT
)]
(2.28)
where the function fd is defined in (2.11). We see that v(r, z+2πRT ) = 2π+v(r, z).
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We observe from (2.28) that for R≫ 1 we can write
v ≃ z
RT
(2.29)
while for R≪ 1 it follows from integrating (2.26),(2.27) that
v ≃ π − d− 2
d− 3k
−1
d
∫ θ
θ′=0
dθ′(sin θ′)d−2 . (2.30)
We note that θ = 0 corresponds to v = π and θ = π corresponds to v = −π, so the
interval θ ∈ [0, π] is mapped one-to-one to v ∈ [−π, π]. Thus, v is not a periodic
coordinate. However, we see from (2.1) that the metric can be thought of as being
periodic in v with periodic 2π.
As promised, we see from (2.29) and (2.30) that v interpolates between a function
of z for R≫ 1 and a function of θ for R≪ 1.
2.2 Critical curve
-3 -2 -1 0 1 2 3
0
1
2
3
4
5
Figure 1: Equipotential lines for F2(a, b) corresponding to d = 4. Horizontal axis is b and
vertical axis is a.
As an illustration of the (R, v) coordinate system, we have depicted the equipo-
tential lines for Fd−2 in Figure 1. Clearly the v-coordinate is periodic with period
2π for large R and not periodic for small R. We now find the critical R value where
v goes from being periodic to not being periodic. It is clear from Figure 1 that the
9
critical curve that separates v being periodic or not, is the curve that goes through
the point (r = 0, z = πRT ). Computing the value of Fd−2 in this point we find
Fd−2(0, π) =
2
πd−2
(
1− 1
2d−2
)
ζ(d− 2) . (2.31)
Then using the definition of R (2.15) we obtain the critical value Rc of the R coor-
dinate as
Rd−3c =
1
2
kd
(2π)d−2
2d−2 − 1
1
ζ(d− 2) . (2.32)
For R < Rc we see that v is not periodic and that the range of v is [−π, π]. For
R > Rc we have that v is periodic with period 2π and we can for instance choose
the range [−π, π[. At the critical value R = Rc we see that v is periodic with period
2π, but the coordinate map has a singularity in v = π, corresponding to the point
(r = 0, z = πRT ).
2.3 The flat metric
Finally, using the coordinates (2.15), (2.26), (2.27) the flat metric on the d-dimensional
cylinder Rd−1 × S1 can be written as
ds2d = R
2
T
(
A(0)dR
2 +
A(0)
(K(0))d−2
dv2 +K(0)R
2dΩ2d−2
)
(2.33)
where
A(0) =
1
R2T
(d− 3)2
k
2
d−3
d
F
2 d−2
d−3
d−2
(∂rFd−2)2 + (∂zFd−2)2
(2.34)
K(0) =
(
r
RT
)2(Fd−2
kd
) 2
d−3
. (2.35)
It is important to note here that since the functions r(R, v), Fd−2(R, v), ∂rFd−2(R, v)
and (∂zFd−2(R, v))
2 are periodic in v with period 2π, then A(0)(R, v) and K(0)(R, v)
are periodic in v with period 2π. Thus, even though v is not a periodic coordinate
for R < Rc we find that the flat metric (2.33) is periodic in v with period 2π for
all R. Note also that the functions A(0)(R, v) and K(0)(R, v), and thereby the flat
metric (2.33), are smooth on the space given by R ∈ [0,∞[ and v ∈ ]− π, π[.
From the fact that A(0)(R, v) and K(0)(R, v) are even periodic functions in v
with period 2π, follows that we can write the Fourier expansions
K(0)(R, v) =
∞∑
n=0
cos(nv)L
(n)
0 (R) (2.36)
A(0)(R, v) =
∞∑
n=0
cos(nv)B
(n)
0 (R) . (2.37)
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We emphasize that this expansion holds for all (R, v). The functions L
(n)
0 (R) and
B
(n)
0 (R) are considered in Appendix C for n = 1, 2, by working out the (R, v)↔ (r, z)
change of coordinates for large R through second order.
The flat metric (2.33) can be used to write the extremal dilatonic p-brane solution
(2.6)-(2.8) as
ds2D = H
−
d−2
D−2
[
−dt2 +
p∑
i=1
(dxi)2
+HR2T
(
A(0)dR
2 +
A(0)
(K(0))d−2
dv2 +K(0)R
2dΩ2d−2
)]
(2.38)
e2φ = Ha , A01···p = 1−H−1 (2.39)
with harmonic function
H = 1 +
hd
Rd−3
, hd ≡ kd L
d−2
Rd−2T
. (2.40)
3 Ansatz
In this section we find an ansatz that we believe can describe non-extremal charged
dilatonic branes with a transverse circle. In order to do this, we first make precise
what the conditions on such an ansatz should be.
Part of these conditions is to demand that the solution should interpolate be-
tween the usual black brane with transverse space Rd, which is a good description
at small mass, and the black brane smeared on the transverse circle, which is a good
description at large mass. We are thus advocating the philosophy that a small black
hole on a cylinder can be continuously deformed into a black string wrapped on the
cylinder by increasing the mass ad infinitum.
As mentioned before, one of the complications in finding solutions of black holes
on the cylinder Rd−1×S1 is that on its covering space Rd the configuration is really
a one-dimensional array of black holes. Hence, due to the non-linear nature of the
interactions among the black hole, the geometry is expected to be very complicated.
On the other hand, it is physically clear that such solutions should exist, at least
for small black holes. One could naively think that they would be unstable since on
the covering space a slight perturbation of one of the black holes would destroy the
array. However, the black holes are constrained to be at a fixed distance which is
what removes that instability.
In the literature, only black holes on R2×S1 have been considered previously [10,
11, 12, 13]. This case is very different from the generic case since the curvature term
of the S1 symmetry of the R2 in the usual spherical ansatz drops out of the Einstein
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equations. It is therefore possible in this case to reduce the Einstein equations to
exactly solvable linear equations.
The class of black holes we are considering in this section are the singly charged
dilatonic black holes that correspond to the p-branes of M-theory and Type IIA/IIB
String Theory compactified in the longitudinal directions on a p-torus. When dis-
cussing the solutions we discuss the p-brane solutions rather than the compactified
black hole solutions (See Appendix A for details on p-brane solutions of String and
M-theory and for the compactification on T p).
We shall see that for this class of black holes it is possible to make an ansatz
for the solution that reduces the EOMs (equations of motion) into three equations
for one function of two variables. This ansatz is constructed using the new coordi-
nate system found in Section 2, and is tailored to fulfil the appropriate boundary
conditions.
3.1 Conditions on a solution
In order to make an ansatz for the solution of dilatonic p-branes with transverse
space Rd−1 × S1 we need to determine the boundary conditions that should be
imposed.
As a preliminary, we define a general Schwarzschild radius R0 to be the maximal
value of the R coordinate on the horizon in the (R, v) coordinates.
We have three types of boundary conditions we want to impose. First, we have
the parts of the metric that are independent of the charge of the solution. For these,
we impose the boundary conditions:
(i) The solution reduces to an ordinary black p-brane with transverse space Rd
when R0 ≤ R≪ 1.
(ii) The solution reduces to a black p-brane smeared on the transverse circle when
R ≥ R0 ≫ 1.
Condition (i) tells us that for small R0 we can ignore the size of the transverse
circle and regard it as non-compact so that the solution should be the one corre-
sponding to transverse space Rd. In (R, v) coordinates, this solution is
ds2D = H
−
d−2
D−2
[
−fdt2 +
p∑
i=1
(dxi)2
+HR2T
(
f−1A(0)dR
2 +
A(0)
(K(0))d−2
dv2 +K(0)dΩ
2
d−2
)]
(3.1)
e2φ = Ha , A01···p = cothα
(
1−H−1
)
(3.2)
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f = 1− R
d−3
0
Rd−3
, H = 1 +
Rd−30 sinh
2 α
Rd−3
(3.3)
with
A(0) =
(
d− 3
d− 2
)2(RT
kdρ
) 2
d−3
=
(
d− 3
d− 2
)2
(kdR)
− 2
d−2 (3.4)
K(0) =
ρ2
R2T
sin2 θ (3.5)
and α is defined by
hd = R
d−3
0 coshα sinhα . (3.6)
To obtain this result we used the non-extremal charged dilatonic p-brane solution
(A.11)-(A.13) and the limiting coordinate transformations R(ρ) and v(θ) given in
(2.17) and (2.30) respectively. This solution is valid in (R, v) coordinates for R0 ≤
R≪ 1.
Condition (ii) says that for large R0 we can ignore the coordinate in the circle
direction, and thus the solution is that of a p-brane smeared in one direction. In
(R, v) coordinates, this solution is
ds2D = H
−
d−2
D−2
[
−fdt2 +
p∑
i=1
(dxi)2 +HR2T
(
f−1dR2 + dv2 +R2dΩ2d−2
)]
(3.7)
e2φ = Ha , A01···p = cothα
(
1−H−1
)
(3.8)
f = 1− R
d−3
0
Rd−3
, H = 1 +
Rd−30 sinh
2 α
Rd−3
(3.9)
with α defined again by (3.6). This results follows using the smeared non-extremal
charged dilatonic p-brane solution in (A.18)-(A.19) and the limiting coordinate
transformations R(r) and v(z) given in (2.16) and (2.29) respectively. This solu-
tion is valid in (R, v) coordinates for R ≥ R0 ≫ 1.
In addition to the two preceding conditions, we want to ensure that the general
black solution is the thermally excited version of the extremal charged dilatonic
p-brane on Rd−1 × S1. Hence, we impose the condition:
(iii) For R0/R→ 0 the solution approaches the solution (2.38)-(2.40) corresponding
to an extremal dilatonic p-brane with transverse space Rd−1 × S1.
This condition has several important consequences. First, we see that for R0 = 0
the solution should reduce to the extremal dilatonic p-brane with transverse space
R
d−1 × S1 given by (2.38)-(2.40).
Moreover, if we consider a small R0, i.e. a small black hole on a cylinder,
the solution should approximately look like the extremal solution (2.38)-(2.40). In
Section 5 we take a closer look at the case of small black holes on cylinders.
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If we instead consider a fixed R0, then condition (iii) has the consequence that
for R/R0 →∞ the solution should approach the extremal solution given by (2.38)-
(2.40). This ensures that the reference space of the black hole is the extremal
dilatonic p-brane on Rd−1 × S1 given by (2.38)-(2.40).
A corollary to this last remark is that for a given finite R0 > Rc the solution
cannot be translationally invariant along the circle since for sufficiently large R it
has to be approximately equal to the extremal solution (2.38)-(2.40) which is not
translationally invariant along the circle. We are thus forced to discard the usual
smeared black p-brane solution for finite R0 > Rc as the exact solution. The smeared
black p-brane solution is only exact for R0 →∞.
The three preceding conditions are not enough. We need in addition to specify
a location of the horizon. We therefore assume the extra condition:
(iv) The horizon is located at constant R.
The rationale behind this condition is that the equipotential surfaces of the
charge potential are defined by R being constant and we expect the horizon to be
at an equipotential surface7. Obviously, the horizon is then defined by the equation
R = R0.
In Section 5 we consider an additional condition on the g00 component of the
metric for solutions with R0 ≪ 1.
3.2 The ansatz
We are now ready to specify our ansatz for the dilatonic black p-brane with trans-
verse space Rd−1 × S1. In accordance with the conditions above we write
ds2D = H
−
d−2
D−2
[
−fdt2 +
p∑
i=1
(dxi)2
+HR2T
(
f−1AdR2 + Cdv2 +KR2dΩ2d−2
)]
(3.10)
e2φ = Ha , A01···p = cothα
(
1−H−1
)
(3.11)
along with the functions
f = 1− R
d−3
0
Rd−3
, H = 1 +
Rd−30 sinh
2 α
Rd−3
(3.12)
and
hd = R
d−3
0 coshα sinhα . (3.13)
Here, we introduced the three undetermined functions A(R, v), C(R, v) andK(R, v).
7This holds also for spinning brane solutions (See for example [19]).
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In accordance with condition (iv) above, the equation R = R0 defines the horizon
of the black hole. The conditions (i)-(iii) above are satisfied provided the functions
A, C and K reduce to their extremal values if we consider the limit R0/R → 0 or
the limit R0 ≫ Rc. Apart from the requirements coming from the conditions, we
have also imposed that the metric is diagonal. Though it is not a priori obvious
that this is possible, we shall present strong evidence below that this in fact gives
consistent EOMs.
We can be even more restrictive in the ansatz for the metric. If we consider the
EOM for the field strength
∂µ(
√−geaφFµν) = 0 (3.14)
we get
∂R
[√
CKd−2
A
Rd−2∂RH
]
= 0 . (3.15)
Using (3.12) we see that this requires CKd−2/A to be independent of R. It then
follows from the boundary conditions above that C = AK−(d−2). The ansatz for
charged dilatonic black holes on Rd−1 × S1 therefore becomes
ds2D = H
−
d−2
D−2
[
−fdt2 +
p∑
i=1
(dxi)2
+HR2T
(
f−1AdR2 +
A
Kd−2
dv2 +KR2dΩ2d−2
)]
(3.16)
e2φ = Ha , A01···p = cothα
(
1−H−1
)
(3.17)
f = 1− R
d−3
0
Rd−3
, H = 1 +
Rd−30 sinh
2 α
Rd−3
(3.18)
hd = R
d−3
0 coshα sinhα (3.19)
with only two undetermined functions A(R, v) and K(R, v) at this point. Below we
find A(R, v) in terms of K(R, v) so that ultimately the ansatz (3.16)-(3.19) has only
one undetermined function K(R, v).
4 Map of solution to neutral and near-extremal solu-
tions
In this section we use the fact that the equations for A(R, v) and K(R, v) are in-
dependent of the charge parameter hd to map the ansatz for non-extremal charged
dilatonic branes with a transverse circle to an ansatz for neutral black holes on
cylinders and to near-extremal charged dilatonic branes with a transverse circle.
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4.1 Neutral black holes on a cylinder
It can be checked that the EOMs for the ansatz (3.16)-(3.19) are independent of the
constant hd which is proportional to the charge. Thus, the EOMs are the same for
a neutral non-dilatonic black hole on Rd−1 × S1 with metric8
ds2d+1 = −fdt2 +R2T
[
f−1AdR2 +
A
Kd−2
dv2 +KR2dΩ2d−2
]
(4.1)
where
f = 1− R
d−3
0
Rd−3
. (4.2)
The boundary conditions are then that A → A(0) and K → K(0) when9 R0 → 0
or R0 →∞ for any R. These boundary conditions are also natural for this neutral
black hole case, as they express the conditions that we want a) the solution to reduce
to a black hole solution on Rd for R0 → 0; b) the solution to reduce to a black string
solution for R0 →∞; and finally c) the solution to reduce to the flat space metric on
R
d−1×S1 in (R, v) coordinates when R0 = 0 or in the asymptotic region R/R0 →∞,
so that our solution is asymptotically Rd−1 × S1 very far away from the black hole.
Consequently, the problem of finding solutions of black dilatonic p-brane with
transverse space Rd−1 × S1 is mapped to the problem of finding neutral black holes
on Rd−1 × S1.
4.2 Near-extremal branes on transverse circle
The above stated fact that the black hole structure of the solution of a p-brane on
a transverse circle is independent of the charge, means that we also can map the
non-extremal charged dilatonic p-brane solutions to the corresponding near-extremal
dilatonic p-brane solutions with a transverse circle.
The general near-horizon limit of the non-extremal p-brane ansatz (3.16)-(3.19)
is
RT → 0 , R fixed , R0 fixed , hˆd ≡ R2Thd fixed . (4.3)
The resulting near-extremal p-brane solution is then
R
−
2(d−2)
D−2
T ds
2
D = Hˆ
−
d−2
D−2
[
−fdt2 +
p∑
i=1
(dxi)2
+Hˆ
(
f−1AdR2 +
A
Kd−2
dv2 +KR2dΩ2d−2
)]
(4.4)
R2aT e
2φ = Hˆa , R−2T A01···p = −Hˆ−1 (4.5)
8We have omitted the longitudinal directions of the p-brane since these are trivial when the
charge is zero.
9We note here that the condition for R0 → 0 is equivalent to A → A
(0) and K → K(0) for
R/R0 →∞, i.e. in the asymptotic region far away from the black hole.
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f = 1− R
d−3
0
Rd−3
, Hˆ =
hˆd
Rd−3
(4.6)
where the functions A(R, v) and K(R, v) are the same as in the ansatz (3.16)-(3.19).
So, as promised, the “black part” of the near-extremal solution is the same as that
of the corresponding non-extremal and neutral solutions.
5 Newton limit of small black holes on cylinders
In this section we examine the limit of small black holes on cylinders, i.e. the limit
R0 ≪ Rc. This is done for two purposes. Firstly, we want to test the ansatz (3.16)-
(3.19) in this limit and verify that this case can be correctly incorporated. We
find that the results are indeed consistent and that the ansatz (3.16)-(3.19) works
in this case. Secondly, we shall see that the results of this section have important
consequences for the form of the general solution. We restrict ourselves to the
neutral case with ansatz (4.1)-(4.2) in this section but all the results can trivially be
extended to the charged case due to the map discussed in Section 4.1.
5.1 The Newton limit of Einsteins equation
We consider Einsteins equations in a (d+ 1)-dimensional space-time,
Rµν − 1
2
gµνR = 8πGd+1Tµν , µ, ν = 0, 1, ..., d (5.1)
with a weak gravitational field
|gµν − ηµν | ≪ 1 (5.2)
where ηµν = diag(−1, 1, ..., 1) is the Minkowski metric. Other types of flat space
coordinates will be considered below. We also impose that the metric is static so
that ∂tgµν = 0 and g0i = 0, i = 1, ..., d and hence R0i = 0. We consider non-
relativistic matter
T00 = ̺ , |Tij | ≪ ̺ , i, j = 1, ..., d (5.3)
where ̺ is the density of mass. From the above equations we find to leading order
R00 = −
d− 2
d− 18πGd+1̺ , R
i
j = δ
i
j
1
d− 18πGd+1̺ . (5.4)
The Geodesic equation in a weak gravitational field gives to leading order
∂2xi
∂t2
=
1
2
∂ig00 . (5.5)
Comparing with Newtons Second law in a Newton gravitational potential Φ
∂2xi
∂t2
= −∂iΦ (5.6)
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we identify
∂ig00 = −2∂iΦ . (5.7)
Since g
(0)
00 = −1 we then see that we must have
g00 = −(1 + 2Φ) (5.8)
to leading order.
From the definition of the Ricci tensor we have R00 =
1
2∇2g00, where ∇2 =
∂i∂i. Using (5.4) and (5.8), we then find that Newtons equation for the Newton
gravitational potential is10
∇2Φ = 8πGd+1̺d− 2
d− 1 . (5.9)
Thus, in terms of the gravitational potential we have the equations
R00 = −∇2Φ , Rij = δij
1
d− 2∇
2Φ . (5.10)
We can instead consider other flat coordinates so that the metric to leading order
can be written
gµν = g
(0)
µν + g
(1)
µν + · · · (5.11)
where g
(0)
µν is the flat space metric in the coordinates under consideration (with
g
(0)
00 = −1 and g(0)0i = 0) and g(1)µν the leading correction expressed in these new
coordinates. In this more general case the equations (5.10) still hold for the metric
gµν to leading order, provided the Laplacian is taken in its covariant form
∇2Φ = 1√
−g(0)
∂µ
(√
−g(0)∂µΦ
)
. (5.12)
Clearly, also the relation (5.8) holds for other choices of flat coordinates.
5.2 The Newton potential and the g00 component
In this section we describe how the standard connection (5.8) between the g00 com-
ponent of the metric and the Newton potential works for small black holes using the
ansatz (4.1)-(4.2).
If we consider a point mass of mass M in flat space Rd we get from the equation
for a Newtonian gravitational potential (5.9) that
Φ = − 8πGd+1M
(d− 1)Ωd−1rd−2 . (5.13)
10This can of course be derived independently of the Einstein equations.
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If we instead consider a point mass of mass M on the cylinder Rd−1 ×S1 we obtain
using the superposition principle the potential
Φ = − 8πGd+1M
(d− 1)Ωd−1
∑
n∈Z
1
(r2 + (z + 2πnRT )2)(d−2)/2
= − 8πGd+1M
(d− 1)Ωd−1Rd−2T
Fd−2
(
r
RT
,
z
RT
)
. (5.14)
Using now the connection (5.8) between Φ and g00 and in the Newtonian limit, we
find that
g00 = −1 + 16πGd+1M
(d− 1)Ωd−1Rd−2T
Fd−2
(
r
RT
,
z
RT
)
(5.15)
for a point mass of mass M on a cylinder Rd−1 × S1.
We can now compare with our ansatz (4.1)-(4.2) which has
g00 = −1 + R
d−3
0
Rd−3
= −1 +Rd−30 k−1d Fd−2
(
r
RT
,
z
RT
)
. (5.16)
We see that the ansatz precisely has the right form of g00 to reproduce the gravita-
tional potential (5.14) and (5.15) for R ≫ R0. That g00 should have this form for
R0 ≪ Rc is an additional condition for black hole solutions on cylinders independent
of the conditions of Section 3.1.
Moreover, by comparing (5.15) and (5.16) we can determine the mass
M =
(d− 3)(d − 1)
d− 2
Ωd−22πRT
16πGd+1
(R0RT )
d−3 . (5.17)
This shows that the mass M of a small black hole on the cylinder Rd−1 × S1 is the
same as the mass of a black hole with the same horizon radius R0 but in R
d (Rd is
obtained if we impose that (2.17) holds exactly for all R). This means that the mass
of the black hole is not affected by the global structure of the space surrounding
it, provided it is sufficiently small. So a black hole obeys the locality principle in
this respect. This not a completely trivial result in the sense that energy in General
Relativity only can be defined globally. However, this result is to be expected if the
weak gravitational region around a black hole should behave like that of Newtonian
gravity.
5.3 The metric in the Newton limit
We now want to describe how, given a gravitational potential Φ = Φ(R), the leading
order correction to the metric is determined. In (5.8) this was given for the g00
component. However, this is highly gauge-dependent, so we need to fix the gauge
by writing an ansatz for the corrections. Since we want this ansatz to reduce to the
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weak gravitational field limit of (4.1)-(4.2) when Φ = −12
Rd−30
Rd−3
we write the ansatz
ds2d+1 = −
(
1 + 2Φ
)
dt2 +R2T
[(
1− 2u+ 2g
)
A(0)dR
2
+
(
1 + 2g − (d− 2)2h
) A(0)
Kd−2(0)
dv2 +
(
1 + 2h
)
K(0)R
2dΩ2d−2
]
(5.18)
where u, g and h are undetermined functions. The idea is now to find u, g and h as
functions of Φ and its derivatives so that the approximate Einstein equations (5.10)
are satisfied.
Since the right hand side of (5.10) has at most two derivatives of Φ we expect
that the metric can be written in terms of Φ and Φ′ only, since e.g. a Φ′′ term in the
metric would give Φ′′′ terms or higher in the Ricci tensor. Thus, we should find u, g
and h as function of R, v, Φ and Φ′. Clearly they have to be linear combinations of
Φ and Φ′ since we only consider leading corrections. For u this has the immediate
consequence that
u = (1− λ)Φ− λ R
d− 3Φ
′ (5.19)
for some function λ = λ(R, v). This is because we want to impose that u = −12
Rd−30
Rd−3
whenever Φ = −12
Rd−30
Rd−3
.
The metric for R≫ Rc
For R≫ Rc we have A(0) = K(0) = 1, so that the ansatz (5.18) becomes
ds2d+1 = −
(
1 + 2Φ
)
dt2 +R2T
[(
1− 2u+ 2g
)
dR2
+
(
1 + 2g − (d− 2)2h
)
dv2 +
(
1 + 2h
)
R2dΩ2d−2
]
. (5.20)
From the Einstein equation (d− 2)Rvv −∇2Φ = 0 we get
∇2
[
(d− 2)h− g − 1
d− 2Φ
]
= 0 . (5.21)
Clearly, in order for this to hold for general potentials Φ we need
g = (d− 2)h− 1
d− 2Φ . (5.22)
We now write
h = h1Φ− h2 R
d− 3Φ
′ (5.23)
where h1 and h2 are constants. Using this along with (5.19) with λ a constant we
find from the remaining Einstein equations (d−2)RRR = ∇2Φ and (d−2)Rφ1φ1 = ∇2Φ
that h1 = 1/((d − 2)(d − 3)), h2 = 0 and λ = 1. Thus, we have
u = − R
d− 3Φ
′ , h =
1
(d− 2)(d− 3)Φ , g =
1
(d− 2)(d− 3)Φ (5.24)
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which uniquely determines the metric (5.18) in terms of the Newton gravitational
potential. However, we have neglected above to explain why we can assume h1,
h2 and λ to be constants. As we shall see below at least h1 is dependent on R.
But, since we neglect any correction to the metric of order exp(−R) our assumption
that h1, h2 and λ are constants is really an assumption that they are constants up
to corrections of order exp(−R). This is just another way of saying that we have
obtained the leading contribution to h1, h2 and λ for R≫ Rc.
The metric for R0 ≪ R≪ Rc
We now turn to the region R0 ≪ R ≪ Rc. Here it is convenient to work in the
(ρ, θ) coordinates in terms of which the ansatz (5.18) becomes
ds2d+1 = −
(
1 + 2Φ
)
dt2 +R2T
[(
1− 2u+ 2g
)
dρ2
+
(
1 + 2g − (d− 2)2h
)
ρ2dθ2 +
(
1 + 2h
)
ρ2 sin2 θdΩ2d−2
]
. (5.25)
The Rρθ = 0 equation gives ∂ρg = (d − 1)∂ρh, so that g = (d − 1)h. This means
that the metric is spherically symmetric. All the Einstein equations are then solved
if and only if
u = (d− 2)h− ρ∂ρh− ρ
d− 2∂ρΦ . (5.26)
Since u = −12
ρd−20
ρd−2
whenever Φ = −12
ρd−20
ρd−2
we see that h = 0 since the above equation
would otherwise determine that h is proportional to ρd−2. Thus, we have
u = − ρ
d− 2∂ρΦ , h = g = 0 (5.27)
which determines the metric (5.25) in this case. In the (R, v) coordinates these
relations read
u = − R
d− 3Φ
′ , h = g = 0 . (5.28)
5.4 Consequences for small black hole on cylinder
From (4.1)-(4.2) it follows that the ansatz for a black hole on a cylinder Rd−1 × S1
is
ds2d+1 = −fdt2 +R2T
[
f−1AdR2 +
A
Kd−2
dv2 +KR2dΩ2d−2
]
(5.29)
f = 1− R
d−3
0
Rd−3
. (5.30)
We first observe, as has already been remarked before, that this metric fits into the
general ansatz for the Newton limit (5.18) on a cylinder with
Φ = u = −1
2
Rd−30
Rd−3
, A = A(0)(1 + 2g) , K = K(0)(1 + 2h) . (5.31)
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The results of Section 5.3 now give the two limiting cases
h = g = 0 for R0 ≪ R≪ Rc (5.32)
2h = 2g = − 1
(d− 2)(d − 3)
Rd−30
Rd−3
for R≫ Rc . (5.33)
That h = g = 0 for R0 ≪ R ≪ Rc justifies our condition (i) in Section 3.1
that the solution we consider should reduce to the solution with transverse space
R
d when R0 ≤ R≪ Rc. Essentially this means that the small black hole is so small
that in its close vicinity the cylindrical geometry can be ignored. Again, this can
be seen as a reflection of the fact that the black hole obeys the locality principle
in the sense that the black hole solution near the black hole is not affected by the
asymptotic structure of the space-time.
That h and g are given by (5.33) for R ≫ Rc means that the black hole on
a cylinder has a potential term in the metric at infinity. This term expresses the
attraction of the black hole to itself across the cylinder. Moreover, in the following
section we shall see that this term is needed in order to compute the right value for
the mass. This is thus another consistency check on our ansatz (3.16)-(3.19).
5.5 Consequences for measurements of mass
We have already seen how to compute the mass of the black hole solution via the
g00 component in Section 5.2. In this section we test our above results for the
Newton limit of the metric on the cylinder Rd−1×S1 by measuring the mass via the
Hawking-Horowitz mass formula [20]
M = − 1
8πGd+1
∫
dΩ√
gΩ
∫ 2pi
0
dvN
√
gd−1(K −K0)
∣∣∣
R=Rm
. (5.34)
Here we have evaluated the mass at R = Rm ≫ R0. N is the lapse function which
is the extremal value of
√−g00 which for the case at hand is equal to one. √gd−1
is the square root of the metric on the space of constant t and R = Rm. K is the
extrinsic curvature given by
K =
(√
gd−1
)′
√
gd
(5.35)
where
√
gd is the square root of the metric on the space of R = Rm. K0 is the
extremal value of K. In terms of the metric (5.18) the mass (5.34) becomes
M =
Ωd−2
8πGd+1
Rd−2T R
d−2
m
∫ 2pi
0
dv
[
−g′ − u
(
1
2
A′(0)
A(0)
+
d− 2
Rm
)]
. (5.36)
We now evaluate this mass for the small black hole on the cylinder. From (5.31)
we know we should set Φ = u = −12
Rd−30
Rd−3
. We also calculate
1
2π
∫ 2pi
0
dv
1
2
A′(0)
A(0)
=
{
− 1d−2 1R for R0 ≪ R≪ Rc
0 for R≫ Rc
(5.37)
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where we used (3.4), while using (5.32), (5.33) we have that
g′ =
{
0 for R0 ≪ R≪ Rc
1
2(d−2)
1
R
Rd−30
Rd−3
for R≫ Rc .
(5.38)
Putting (5.37) and (5.38) into (5.36) we obtain for both R0 ≪ Rm ≪ Rc and
Rm ≫ Rc the mass
M =
(d− 3)(d − 1)
d− 2
Ωd−22πRT
16πGd+1
(R0RT )
d−3 . (5.39)
Since this is the same result as (5.17), we have successfully checked that our Newton
limit results are consistent with the mass measured at R0 ≪ R≪ Rc or R≫ Rc.
One can also put the results (5.24) and (5.28) of Section 5.3 into (5.36) and verify
that for both R0 ≪ Rm ≪ Rc and Rm ≫ Rc we get the same result in terms of the
potential Φ.
6 Finding solutions
6.1 Equations of motion
We now find the EOMs for the ansatz (3.16)-(3.19). As stated above, these can
be found directly from the metric (4.1) of a neutral non-dilatonic black hole on
R
d−1 × S1. The EOMs are then given by Rµν = 0. We get four non-trivial EOMs,
RRR = 0, Rvv = 0 , RRv = 0 and Rφ1φ1 = 0. These four EOMs are
0 = (Rd−3 −Rd−30 )
[
Ra′′ − (d− 2)(Rk′ + 1)a′ + 1
2
(d− 2)((d − 1)Rk′ + 4)k′)
]
+e(d−2)kRd−2((d− 2)a˙k˙ + a¨) (6.1)
0 = (Rd−3 −Rd−30 )R(a′′ − (d− 2)k′′) + ((d− 2)Rd−3 −Rd−30 )(a′ − (d− 2)k′)
+e(d−2)kRd−2
(
a¨+ (d− 2)k¨ + 1
2
(d− 1)(d − 2)k˙2
)
(6.2)
0 = (Rd−3 −Rd−30 )
(
R[k˙a′ + (a˙− (d− 1)k˙)k′ − 2k˙′]− 2k˙
)
+
1
(d− 2)
(
2(d− 2)Rd−3 − (d− 1)Rd−30
)
a˙ (6.3)
0 = (Rd−3 −Rd−30 )Rk′′ + ((d− 2)Rd−3 −Rd−30 )k′
+e(d−2)kRd−2(k¨ + (d− 2)k˙2) + 2(d− 3)Rd−4(1− ea−k) (6.4)
here written in terms of the functions a(R, v) and k(R, v) defined by
A(R, v) = exp(a(R, v)) , K(R, v) = exp(k(R, v)) . (6.5)
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We now see from (6.4), which comes from Rφ1φ1 = 0, that we can find A(R, v) in
terms of K(R, v) as
A = ek +
ek
2(d − 3)Rd−4
[
(Rd−3 −Rd−30 )Rk′′ + ((d− 2)Rd−3 −Rd−30 )k′
+e(d−2)kRd−2(k¨ + (d− 2)k˙2)
]
. (6.6)
This means the Ansatz (3.16)-(3.19) only has one unknown function K(R, v). We
can then substitute (6.6) in (6.1)-(6.3) and thereby we obtain three equations for
K(R, v) 11. Due to the complexity of the three equations we have not been able to
show that they pose a consistent integrable set of equations. However, in Section
6.3 we show that they are consistent to second order when making an expansion of
K(R, v) for large R. Moreover, we consider the three equations on the horizon in
Section 7.1 and show consistency also in that case.
6.2 General considerations
In the previous section we established that the solution is determined by only one
function K(R, v) and that the EOMs gave three equations determining this function.
Here we comment on the boundary conditions we put onK(R, v) and we also provide
an argument for existence of solutions with R0 > Rc that are non-translationally
invariant along the z direction.
The condition (iii) of Section 3.1 can now be formulated as
K(R, v)→ K(0)(R, v) for
R0
R
→ 0 . (6.7)
This means that K(R, v) should have an expansion in powers of Rd−30 /R
d−3 with
K(0)(R, v) being the zeroth order term.
In Section 2.3 we established that the flat metric in (R, v) coordinates is periodic
for all v, even when R ≤ Rc. We therefore impose this on the full non-extremal
solution. Thus, K(R, v) is required to be periodic in v with period 2π for all R and
R0. Moreover, since K(0)(R, v) is an even function with respect to v we also impose
that on the general K(R, v) function.
These two conditions onK(R, v) follow from symmetry arguments. ThatK(R, v)
should be even in v originates from the fact that we want the space-time to be
symmetric around v = 0. Since the metric is a measure of distance this means it
has to be even under v → −v, and hence K(R, v) should be even. The periodicity
of the metric for R < Rc is then the statement that K(R, v) is the same for v = π
and v = −π and this in fact follows from the fact that K(R, v) is even.
11We have not written these three equations here since they are quite complicated.
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That K(R, v) is an even periodic function of v with period 2π means we can
make a Fourier expansion of K(R, v) as
K(R, v) =
∞∑
n=0
cos(nv)L(n)(R) . (6.8)
For K(0)(R, v) we have from Section 2.3 that
K(0)(R, v) =
∞∑
n=0
cos(nv)L
(n)
0 (R) . (6.9)
Thus we require from (6.7) that L(n)(R)→ L(n)0 (R) for R0/R→ 0.
To further clarify the boundary conditions on K(R, v) we consider the expansion
of L(n)(R) for R≫ 1. For K(0)(R, v) we have from Appendix C that
L
(n)
0 (R) =
∞∑
m=0
e−(n+2m)R L˜
(n,m)
0 (R) , L˜
(0,0)
0 = 1 (6.10)
for R≫ 1. In analogy with this we define the functions L˜(n,m)(R) by
L(n)(R) =
∞∑
m=0
e−(n+2m)R L˜(n,m)(R) . (6.11)
That (6.11) is a warranted expression will be clear from the analysis of Section 6.3.
Apart from the boundary condition (6.7) that we already discussed we can now
formulate a second crucial boundary condition, namely that
L˜(0,0)(R) = 1− χ(R0)R
d−3
0
Rd−3
.+ · · · (6.12)
This means that for R ≫ 1 the leading correction to K(R, v) with respect to
K(0)(R, v) is precisely that term, so we can also write
K(R, v) = 1− χ(R0)R
d−3
0
Rd−3
.+ · · · (6.13)
This is how we impose K(R, v) to behave at R→∞. We expect this to be the right
type of behavior of K(R, v) for R → ∞ from the fact we have a term like that for
R0 ≪ Rc, as explained in Section 5.4.
In some sense the function χ(R0) contains all physical information about the
solution, for example the entire thermodynamics can be derived from it as will be
explained in Section 7.2. We do not at present know χ(R0), though we know the
limiting values
χ(R0) =
{
1
(d−2)(d−3) for R0 ≪ Rc
0 for R0 ≫ Rc
(6.14)
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where the R0 ≪ Rc value was obtained in Section 5.4. However, as will be clarified in
Section 6.3, our expansion (6.11) means that K(R, v) is now in principle completely
determined for a given value of χ(R0).
We note that from (6.13) and (6.6) we find
A(R, v) = 1− χ(R0)R
d−3
0
Rd−3
+ · · · (6.15)
as the leading correction with respect to A(0)(R, v) for R ≫ 1. This is of course
consistent with (5.31) and (5.32), (5.33).
Existence of solutions with R0 > Rc
We are now in the position to argue for the existence of solutions with R0 > Rc.
Such solutions would necessarily be non-translationally invariant along z, but the
horizon for such a solution clearly connects to itself across the cylinder. These
solutions, if they exist, are thus a new class of solutions that are neither black holes
nor black strings.
The argument is simple. On general physical ground it is safe to assume that
solutions exist for which R0 < Rc. This is because these solutions just correspond
to black holes on a Rd−1 × S1 cylinder. Indeed, we have seen in Section 5 that our
ansatz (3.16)-(3.19) seems to be able to describe black holes on cylinders. Thus, the
question is now whether there are any fundamental differences in solving the EOMs
for R0 < Rc and R0 > Rc. The answer is no. The boundary conditions are the
same, K(R, v) is periodic and even function of v and the only difference between
small and large R0 is in the value of χ(R0). This is just a boundary condition at
infinity which means the EOMs should have solutions for any value of χ(R0), as will
be further supported in Section 6.3.
Therefore, it seems that in our description there is no fundamental difference
in solving the EOMs for R0 < Rc and R0 > Rc and the fact that black holes on
cylinders exist means that solutions with R0 > Rc also should exist.
Alternatively, if the statement of existence and uniqueness stated below in Sec-
tion 6.3 is true (we can only partly verify it) we trivially have that these solutions
exist.
6.3 Analysis of equations of motion
In order to clarify the preceding section, we summarize here the boundary conditions
and make a statement about existence and uniqueness of solutions that will be
justified below.
As shown in Section 6.1 we have three equations for K(R, v). We also recall that
K(R, v) completely determines the solution (3.16)-(3.19). Consider now any given
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value of R0 and χ (we treat R0 and χ as independent parameters in this section).
The full set of boundary conditions is then
• K(R, v) is an even periodic function in v with period 2π.
• The Fourier components L(n)(R) of K(R, v) obey
L(n)(R)
L
(n)
0 (R)
→ 1 for R0
R
→ 0 (6.16)
• For R much greater than both 1 and R0 we have
K(R, v) = 1− χR
d−3
0
Rd−3
+ · · · (6.17)
Our general statement about existence and uniqueness is then
• For any given value of R0 and any given value of χ ≥ 0 the three equations
for K(R, v) have a solution obeying the above three boundary conditions and
this solution is unique.
The justification of this statement is the subject of the rest of this section.
We start by considering the expression (6.11), which implies that the equations
of motion allow a well-defined expansion in terms of powers of the “expansion pa-
rameter” e−R. First, using (6.8), (6.11) in the expression (6.6) for A(R, v), implies
that this function can similarly be written as
A(R, v) =
∞∑
n=0
cos(nv)B(n)(R) (6.18)
B(n)(R) =
∞∑
m=0
e−(n+2m)R B˜(n,m)(R) . (6.19)
To see that (6.8), (6.11) and (6.18), (6.19) are consistent with the remaining three
EOMs (6.1)-(6.3), can be established by induction. Here, the two central ingredients
are the specific forms of the EOMs, i.e. the way the R and v derivatives occur, along
with standard multiplicative properties of cos(mv) and sin(nv).
For example, looking at (6.3), one observes the structures z˙, z˙′ and z˙z′, where z
stands for a or k. Thus, the expansions given above generate terms like sin(nv) and
sin(nv) cos(mv) ≃ sin((n +m)v) + sin((n −m)v). The latter relation is responsible
for the fact that (6.11), (6.19) have even shifts 2m in the exponential. Then, using
induction, it is not difficult to establish the consistency of our proposed expansion.
The other two EOMs (6.1), (6.2) can be examined similarly.
Moreover, the expansions (6.8), (6.11) and (6.18), (6.19) are also strongly sug-
gested by the fact that they hold in particular for the extremal functions K(0) and
27
A(0) (see Appendix C). Finally, we explicitly show below the consistency of the
truncation by considering the first terms in the expansion.
Using (6.11) the first three terms in K(R, v) take the form
K(R, v) = L˜(0,0)(R) + cos(v)e−RL˜(1,0)(R)
+e−2R[cos(2v)L˜(2,0)(R) + L˜(0,1)(R)] +O(e−3R) (6.20)
≡ y(R) + cos(v)b(R) + cos(2v)q(R) + p(R) +O(e−3R) (6.21)
where, for simplicity of notation, we have defined the functions y(R), b(R), q(R) and
p(R) in the second line. We now examine the EOMs that arise from substituting
these first terms in the expansion. Here and in the following we always implicitly
assume that the solution (6.6) for A(R, v) is substituted in (6.1)-(6.3). Moreover,
it turns out that there exists a linear combination of the two equations (6.1) and
(6.2) that gives rise to a simpler equation (with only up to 3rd order R-derivatives
of K(R, v)), which is given by the difference of these two equations. To facilitate
the discussion, we denote the resulting three EOMs symbolically by Ei=1,2,3 with
E1 : RRv(A(K)) = 0 (6.22)
E2 : RRR(A(K)) −Rvv(A(K)) = 0 (6.23)
E3 : RRR(A(K)) = 0 (6.24)
where the argument A(K) expresses the fact that we have substituted (6.6), and we
recall that the Ricci components RRR, Rvv , RRv are the right hand sides in (6.1),
(6.2) and (6.3) respectively. As some of the details become rather involved we will
describe the resulting structure below, leaving most of the details to Appendix D.
This appendix also gives the corresponding expressions of the expansion of A(R, v)
that follow from substituting (6.21) in (6.6).
Starting with the leading v-independent term y(R) = L˜(0,0)(R) in (6.21), it is
immediately clear from (6.3) that E1 is satisfied, leaving us with the two equations
E2,3. We first analyze E2, which to leading order gives a non-linear differential
equation on y(R) which is quartic in y and its derivatives and contains up to three
derivatives ∑
0≤k≤l≤m≤n≤3
cklmnykylymyn = 0 , ym ≡ Rm∂
my(R)
∂Rm
. (6.25)
The ten non-zero coefficients cklmn which are functions of x = R0/R and d are given
in (D.6)-(D.15). This differential equation can be solved perturbatively for R≫ R0
by substituting the power series expansion
y(R) = L˜(0,0)(R) = 1 +
∞∑
n=1
αn
(
R0
R
)(d−3)n
, α1 = −χ . (6.26)
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It turns out that the resulting solution is uniquely determined given χ. In (D.18)-
(D.22) we have given the explicit expressions for αn, 1 ≤ n ≤ 5 in terms of χ for
arbitrary d. To verify consistency, we still need to consider the remaining EOM
E3. Indeed, it turns out that the solution (6.26) of E2 also solves E3. This is the
first important non-trivial check of our system of EOMs. In all, we see that up to
this point in the expansion we have indeed verified the form (6.17) of K(R, v) for
R≫ 1, R0 and the claim that the solution is unique given R0 and χ.
We continue by studying the first exponentially suppressed correction to y(R),
i.e. the b(R)-term in (6.21). Starting again with the EOM E1, we now find a second
order homogeneous differential equation on b(R)
M0(R, y(R))b(R) +M1(R, y(R))Rb
′(R) +M2(R, y(R))R
2b′′(R) = 0 (6.27)
where the coefficients Mm=0,1,2 depend on y(R) and its derivatives. The explicit
form of this differential equation is given in (D.23). Though the algebra is highly
non-trivial, we have explicitly checked that the two equations on b(R) resulting from
the other two EOMs, E2 and E3 (which are in fact 3rd and 4th order homogeneous
differential equations on b(R) with y(R)-dependent coefficients) are indeed satisfied
given the y-equation (6.25) and the b-equation (6.27). Again, this is a rather non-
trivial check on the consistency of our system.
Two remarks are in order here. First, since y(R) is uniquely determined given
(R0, χ), the equation on b(R) is uniquely determined given (R0, χ). Second, the
two boundary conditions that need to be fixed in order to integrate the second
order system (D.23) are fixed as a consequence of the boundary conditions (6.16).
Indeed, this condition (for n = 1) represents a boundary condition on b(R) and, by
differentiation of (6.16) also its first derivative12. In conclusion, we have verified the
claim at the beginning of this section to (and including) first order in e−R.
Our final explicit computation involves the second order corrections q(R) and
p(R) in (6.21). We first discuss q(R) in which case we obtain from E1 a second order
inhomogeneous differential equation with y(R)-dependent coefficients (as in the b(R)
equation). The inhomogeneous part is quadratic in b(R) (and its derivatives). This
equation is given in (D.28). Just as for the b(R) equation, we have explicitly checked
that the two equations on q(R) resulting from the other two EOMs, E2 and E3 (which
are again 3rd and 4th order) are indeed satisfied given the y-equation (6.25), the
b-equation (6.27) and the q-equation (D.28).
Turning to p(R), since this is the order e−2R correction to the v-independent
leading term y(R), we have again that E1 is immediately satisfied. Consequently, the
first non-trivial equation results from E2, which gives a third order inhomogeneous
12Note that the boundary conditions on all higher derivatives do not present further constraints,
as the reference solution L
(n)
0 (R) solves the EOMs.
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differential equation (of similar form as the one for q(R)). This equation is given
in (D.35). Again, we have verified the non-trivial fact that the other fourth order
inhomogeneous differential equation on p(R) coming from E3 is satisfied given the
y-equation (6.25), b-equation (6.27) and the p-equation (D.35).
To summarize, our perturbative analysis above has explicitly shown the validity
of the expansion (6.11) up to (and including) second order (i.e. to order e−2R). We
have checked explicitly that the EOMs (6.1)-(6.4), under the boundary conditions
given in the beginning of this section, are consistent to this order. We note that
some highly non-trivial cancellations in the EOMs were necessary in checking that
all three EOMs E1-E3 give equations for y(R), b(R), p(R) and p(R) that are mu-
tually consistent. We have thus provided calculational support to our claim above
concerning existence and uniqueness of solutions for EOMs corresponding to the
ansatz (3.16)-(3.19).
7 Thermodynamics
7.1 Properties of the horizon
We now examine some of the properties of the R = R0 hypersurface in the solution
given by the ansatz (3.16)-(3.19).
It is clear that when R0 < Rc the horizon has topology S
d−1, while for R0 >
Rc the horizon overlaps with itself on the cylinder and has therefore the topology
Sd−2×S1. For R0 = Rc the horizon precisely touches itself in one point. If we think
about the covering space with an array of black holes, the picture is also clear: For
R0 < Rc the black holes are separated, for R0 = Rc their horizon touches in one
point and for R0 > Rc the horizons have merged.
If we consider the family of hypersurfaces R = constant then the normal vector
is ∂∂R . Since this vector has zero norm on the horizon (provided A(R, v) is not zero)
it follows that the R = R0 hypersurface is a null hypersurface. Clearly, it is also
a Killing horizon with respect to the Killing vector ∂∂t and also with respect to the
angular Killing vectors of the Sd−2 sphere.
Since we have a Killing horizon we can consider the surface gravity κ. Using ∂∂t
as the Killing vector, this is computed to be
κ2 = −1
4
lim
R→R0
[
gttgRR(∂Rgtt)
2
]
=
(d− 3)2
4R20R
2
T cosh
2 αA|R=R0
. (7.1)
Thus, in order for the surface gravity κ to be constant on the horizon, we need
A(R, v) to be independent of v on the horizon, i.e. we need A˙ = 0. Fortunately, this
follows from the equations of motion (6.1)-(6.4), as we now shall see.
However, we first need to discuss the behavior of A(R, v) and K(R, v) on the
horizon. From Section 3.1 we see that A(R, v) and K(R, v) are non-singular on the
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horizon in the R0 ≪ Rc and R0 ≫ Rc limits. We also know that the flat metric
(2.33) is non-singular on the space given by R ∈ [0,∞[ and v ∈ ]−π, π[. We therefore
assume that for all values of R0 the functions A(R, v) and K(R, v) are non-singular
on the horizon for v ∈ ]− π, π[.
Under this assumption, the four equations of motion (6.1)-(6.4) reduce for R =
R0 to the following two equations
a˙ = 0 (7.2)
ea = ek +
1
2
R0e
kk′ +
R20
2(d − 3)e
(d−1)k
(
k¨ + (d− 2)k˙2
)
(7.3)
so that we indeed have A˙ = 0, as desired.
Clearly we can combine the two equations (7.2) and (7.3) into one equation for
k. We thus see that the three equations for K(R, v) reduce to one equation on the
horizon and they are therefore a consistent system of differential equations in this
limit.
7.2 Thermodynamics
In this section we consider the thermodynamics of non-extremal charged dilatonic p-
branes that follows from the ansatz (3.16)-(3.19). We also consider the near-extremal
and neutral cases.
First we define the function
γ(R0) ≡ 1√
A|R=R0
(7.4)
which will play an essential role in the thermodynamics. We note the limiting cases
γ(R0) =
{
d−2
d−3 (kdR0)
1
d−2 for R0 ≪ Rc
1 for R0 ≫ Rc
(7.5)
as found using (3.4) and (3.7) respectively.
We established in Section 7.1 that the surface gravity κ is constant on the horizon.
This means we have a well-defined temperature T given as 2πT = κ. In particular,
from (7.1) and (7.4) we find
T = γ(R0)
d− 3
4πR0RT coshα
. (7.6)
We note that we obtain the same result by Wick rotating the metric (3.16) and
demanding absence of a conical singularity near R = R0.
Using the Bekenstein-Hawking formula for entropy as the horizon area divided
by 4G we get the entropy
S =
1
γ(R0)
VpΩd−22πRT
4G
(R0RT )
d−2 coshα . (7.7)
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Note that from (7.6) and (7.7) one has
TS =
VpΩd−22πRT
16πG
(d− 3)(R0RT )d−3 (7.8)
so that the product TS is independent of the function γ(R0).
The chemical potential ν and charge Q are given by
ν = tanhα (7.9)
Q =
VpΩd−22πRT
16πG
(d− 3)(R0RT )d−3 coshα sinhα . (7.10)
Finally, the mass is computed from the Hawking-Horowitz mass formula [20] which
we considered in Section 5.5. Using as input the behavior (6.15) of A(R, v) for R≫ 1
we find in this case
M =
VpΩd−22πRT
16πG
(d− 3)(R0RT )d−3
[
d− 2
d− 3 − χ(R0) + sinh
2 α
]
(7.11)
where χ(R0) is defined and discussed in Section 6.2.
For R0 ≪ Rc the thermodynamics (7.6)-(7.7), (7.9)-(7.11) becomes the usual
thermodynamics of non-extremal charged dilatonic p-branes given in Appendix A13.
For R0 ≫ Rc it reduces to the usual thermodynamics of non-extremal charged
dilatonic p-branes smeared in one direction.
The first law of thermodynamics is
dM = TdS + νdQ (7.12)
Using the above formulas we see that (7.12) holds if and only if γ(R0) and χ(R0)
are related by
R0
γ′
γ
= (d− 3)χ+R0χ′ (7.13)
where prime denotes a derivative with respect to R0. Using (6.14) and (7.5) we see
that this is fulfilled for both R0 ≪ Rc and R0 ≫ Rc provided we take χ′(R0) = 0 in
both limits. The formula (7.13) relates the metric at the horizon to the metric for
R→∞.
Smooth interpolation
As mentioned previously, we are in this paper advocating the idea that there
should be a smooth interpolation between the small and large black hole solution on
a cylinder. For the thermodynamics, this means that the functions γ(R0) and χ(R0)
should interpolate smoothly between the two limiting cases R0 ≪ Rc and R0 ≫ Rc.
13That (7.6)-(7.7), (7.9)-(7.11) is the same as (A.15)-(A.17) can be seen by using the R0 ≪ Rc
expressions for χ(R0) and γ(R0) given in (6.14) and (7.5) along with the coordinate transformation
from ρ0 to R0 given by (2.17).
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If we consider γ(R0) this seems very likely in that γ(R0) is a concave function for
R0 ≪ Rc since the second derivative γ′′(R0) is negative at R0 = 0. This fits nicely
with the expectation that γ(R0) should go from from 0 to 1 as R0 increases from
0 to ∞. Equivalently, the fact that χ′(R0) should go to zero for both R0 → 0 and
R0 → ∞ fits nicely with the expectation that χ(R0) monotonically decreases from
1/((d − 2)(d − 3)) to 0 as R0 increases from 0 to ∞.
We expect that χ(R0) and γ(R0), and thereby the thermodynamics, are smooth
functions of R0 because if we consider the metric for R ≥ 0 and v ∈ ]−π, π[ there is
no difference between R ≤ Rc and R > Rc. We have the same periodicity properties
with respect to v and the horizon can smoothly go from R < Rc to R > Rc. Note
that we can consistently ignore the set of measure zero defined by v = π. This is
because the boundary conditions of Section 6.3 are not affected by this, so that the
EOMs can be solved consistently without including the set v = π.
However, when we consider the solution in the physical (r, z) coordinates on the
cylinder, we have a naked singularity at the event horizon when R0 = Rc. This naked
singularity precisely appears when the horizon shifts topology. The singularity is
similar to a black hole evaporation effect since in the slice z = π it looks like an
evaporating black hole. Because of this it seems likely that a small burst of energy
will be released which means that the thermodynamics will experience a first order
transition at this point. However, for macroscopic cylinders this discontinuity in the
thermodynamics at R0 = Rc will be negligible and it should be a good approximation
to consider the transition as smooth.
Thermodynamics for neutral case
For the neutral black hole solution on the cylinder Rd−1 × S1 with solution of
the form (4.1)-(4.2) the thermodynamics is
T = γ(R0)
d− 3
4πR0RT
, S =
1
γ(R0)
Ωd−22πRT
4Gd+1
(R0RT )
d−2 (7.14)
M =
Ωd−22πRT
16πGd+1
(d− 3)(R0RT )d−3
[
d− 2
d− 3 − χ(R0)
]
. (7.15)
Note that the mass (7.15) correctly reduces to (5.17) found in Section 5.2 for R0 ≪
Rc.
The thermodynamics (7.14)-(7.15) should correspond to a Hawking radiating
neutral black hole. We expect therefore that the entropy S and mass M should
be increasing functions of R0, since adding mass to the black hole should make it
bigger and increase its entropy. We see from (7.14) and (7.15) that this requires
R0γ
′/γ < d − 2. Moreover, since the black hole radiates the heat capacity should
be negative. This means the temperature T should be an decreasing function of R0
since we already imposed that S should be increasing. We see from (7.14) that this
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requires R0γ
′/γ < 1. Thus, the aforementioned three physical requirements on the
thermodynamics as function of R0 hold, if and only if
R0
γ′
γ
< 1 . (7.16)
If we consider the limiting behavior of γ(R0) given by (7.5) we see that γ(R0) would
have to behave in a very strange way to break (7.16). Indeed, R0γ
′/γ is 1/(d − 2)
at R0 = 0 and goes to zero for R0 →∞.
Thermodynamics for near-extremal case
For the near-extremal dilatonic p-brane solutions of the form (4.4)-(4.6) we have
the thermodynamics
T =
d− 3
4πhˆ
1/2
d
γ(R0)R
d−5
2
0 , S =
VpΩd−22πhˆ
1/2
d
4Gˆ
R
d−1
2
0
γ(R0)
(7.17)
E =
VpΩd−22π
16πGˆ
Rd−30
[
d− 1
2
− (d− 3)χ(R0)
]
(7.18)
F = −VpΩd−22π
16πGˆ
Rd−30
[
d− 5
2
+ (d− 3)χ(R0)
]
(7.19)
where Gˆ = GR
−(d−2)
T is the rescaled Newtons constant in the D-dimensional space-
time, E = M − Q is the energy above extremality and F = E − TS is the free
energy.
As for the neutral black hole we expect the entropy S and the energy E to
be increasing functions of R0. From (7.17) and (7.18) this requirement leads to
R0γ
′/γ < (d− 1)/2. We see that this is true provided (7.16) is true.
We can also examine when the temperature T is an increasing function of R0.
From (7.17) we see that this is the case when R0γ
′/γ > −(d− 5)/2. We expect this
to hold at least for d ≥ 6, since for d ≥ 6 we know that T (R0) is increasing in the
R0 ≪ Rc and R0 ≫ Rc limits, and also since the R0γ′/γ > −(d − 5)/2 is a rather
weak condition on the behavior of γ for d ≥ 6.
We can clarify the physics of this by considering the heat capacity C = TdS/dT
since we see that the heat capacity C is positive if and only if T (R0) is an increasing
function, provided of course that S(R0) is an increasing function. So, since the heat
capacity C is positive for d ≥ 6 in the R0 ≪ Rc and R0 ≫ Rc limits, we expect C to
be positive for all R0 for d ≥ 6. For d = 4 we already know that the heat capacity
C is negative for R0 ≫ Rc. For d = 5 we have that
T =
1
2πhˆ
1/2
d
γ(R0) . (7.20)
So, here we encounter the very interesting situation that the heat capacity for R0 ≫
Rc depends on the detailed behavior of γ(R0). If γ(R0) crosses 1 the heat capacity
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can be negative, and if γ(R0) does not cross 1 we expect the heat capacity to be
positive for all R0. This will be considered further in Section 8 when we explain how
this can be applied to study the thermodynamics of Little String Theory.
7.3 Physical subspace of solutions
We now have the remedies to discuss a problem that can seem surprising: We have
too many solutions. In Section 6.3 we justified the statement that any value of
R0 and χ ≥ 0 (R0 and χ treated as independent parameters) corresponds to a
solution. However, clearly not all of these solution corresponds to black holes on
cylinders. If we for instance consider R0 ≪ Rc we know from the Newton limit that
χ = 1/((d− 2)(d− 3)) from the physical requirement that a small black hole should
behave like a point particle when observed from far away. However, we can pick any
other value of χ for R0 ≪ Rc and it would still correspond to a solution. So we need
to find the appropriate physical subspace in this two-dimensional space of solutions
spanned by R0 and χ.
To do this, we first observe, as also pointed out in Section 6.3, that given some
values for R0 and χ the function K(R, v) is fully determined. In particular, γ,
defined as in (7.4) by γ = 1/
√
A|R=R0 , is determined. So γ = γ(R0, χ), i.e. γ is a
well-defined function on the two-dimensional space of solutions.
The physical subspace of solutions should be such that to each value of R0 a cor-
responding value of χ can be found, i.e. so that χ(R0) is a well-defined function. One
can imagine different physical branches corresponding to different functions χ(R0).
We claim here that the physical subspace of solutions for black holes on cylinder is
defined by demanding that χ(R0) is a continuous function that interpolates as in
(6.14) and obeys the relation (7.13), where γ(R0) = γ(R0, χ(R0)).
It would be interesting to find other ways of characterizing the physical subspace
of solutions corresponding to black holes on cylinders. One could for example imag-
ine finding a requirement from the Newtonian limit as we did for small black holes
in Section 5.
7.4 Further study of χ(R0) and γ(R0)
We study in this section the behavior of the functions χ(R0) and γ(R0) as R0 goes
from 0 to ∞.
We first give a physical argument why χ(R0) is a monotonically decreasing func-
tion and positive for all R0. In Section 5 we found the Newton limit for the R0 ≪ Rc
case. We can generalize this so that we consider static matter with both a mass den-
sity T00 = ̺ and a negative pressure Tzz = −n̺. The negative pressure corresponds
to the binding energy of the black hole solution on the cylinder, i.e. the fact that
35
it takes a certain amount of energy to separate two black holes from each other.
Repeating the analysis14, we get that A(R, v) ≃ 1−χR
d−3
0
Rd−3
and K(R, v) ≃ 1−χR
d−3
0
Rd−3
at infinity with
χ =
1
(d− 2)(d − 3)
1− (d− 2)n
1− 1d−2n
. (7.21)
So, we see that we can interpret χ directly in terms of the binding energy relative to
the mass of our object. It is physically clear that as the radius of the cylinder RT de-
creases, or equivalently, as R0 increases, the binding energy increases. This requires
that χ(R0) is a monotonically decreasing function of R0 since χ is monotonically
decreasing as a function of n. Since χ(R0)→ 0 for R0 →∞ this means in particular
that χ(R0) ≥ 0. We thus expect χ(R0) to behave qualitatively as depicted in Figure
2.
χ( o)R
o
χ
Rc R
Figure 2: Qualitative behavior of χ(R0).
If we instead consider γ(R0) it seems that there are two possibilities. Either
γ(R0) will never reach 1 for any R0 and we expect γ(R0) to be a monotonically
increasing function so that it asymptotes to 1 from below. This is depicted in
Figure 3. Or γ(R0) will reach 1 at some finite R0 and then have a maximum and
then asymptote to 1 from above. This is depicted in Figure 4.
We can elaborate a bit more on the two scenarios for γ(R0). First, we rewrite
(7.13) as
γ′
γ
=
1
Rd−30
(
Rd−30 χ
)′
(7.22)
where prime denotes a derivate with respect to R0. We now see that since χ(R0) ≥ 0
we have that if Rd−30 χ(R0) → 0 for R0 → ∞ then we are in the case of Figure 4
since clearly the derivative of Rd−30 χ(R0) should be negative in that case. Similarly,
if Rd−30 χ(R0)→∞ for R0 →∞ then we are in the case of Figure 3.
14The modified Einstein equations are R00 = −8πG̺
d−2
d−1
[1− n
d−2
], Rzz = 8πG̺
1
d−1
[1− (d− 2)n]
and Rrr = R
φ1
φ1
= 8πG̺ 1
d−1
[1+n]. Using this, along with (5.9), R00 =
1
2
∇2g00 and R
z
z = −
1
2
∇2gzz
we easily find g00 and gzz in terms of Φ. The expression for χ is then obtained by comparing to our
ansatz for R much greater than both Rc and R0, which identifies χ = 1/(d−3)×(1−gzz)/(−1−g00).
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γ(Ro)
o
1
γ
Rc R
Figure 3: Qualitative behavior of γ(R0): scenario I
γ(Ro)
o
1
γ
Rc R
Figure 4: Qualitative behavior of γ(R0): scenario II
7.5 Neutral solution has larger entropy than black string
In this section we argue that our neutral solution on the cylinder Rd−1×S1 given by
(4.1)-(4.2) has larger entropy than a black string with the same mass. We further-
more generalize the argument to non-extremal and near-extremal charged dilatonic
branes.
Neutral solution versus neutral black strings
The neutral black string in (d+1)-dimensional space-time with the string wrapped
on an S1 of radius RT has thermodynamics
Tstr =
d− 3
4πr0
, Sstr =
Ωd−22πRT
4Gd+1
rd−20 (7.23)
Mstr =
Ωd−22πRT
16πGd+1
(d− 2)rd−30 (7.24)
where r0 is the horizon radius of the black string. We note that these expressions
are written in terms of r0 in order to emphasize that the proper coordinate system
for the black string solution is the cylindrical (r, z) coordinates.
We now want to compare the entropy of the black string solution with the entropy
of the non-translationally invariant neutral solution given by (4.1)-(4.2) for a given
mass M .
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From (7.15) and (7.24) we see that we can determine the horizon radius of our
neutral solution R0(M) and the horizon radius of the black string r0(M) as functions
of M . Using the first law of thermodynamics dM = TstrdSstr and dM = TdS for
the two solutions we obtain
d
dM
(
Sstr(M)
S(M)
)
=
TS − TstrSstr
TstrTS2
(7.25)
where T and Tstr are taken to be depending on M through R0(M) and r0(M).
We now argue that (7.25) is positive. We argued in Section 7.4 that χ(R0(M)) ≥
0. Comparing (7.15) and (7.24) we see that this gives that R0(M)RT ≥ r0(M).
From (7.14) and (7.23) we then have that TS ≥ TstrSstr. It therefore follows that
d
dM
(
Sstr(M)
S(M)
)
≥ 0 (7.26)
and, moreover, (7.26) is strictly positive if χ(R0(M)) > 0.
Consider now a given mass M . We may write
Sstr(M)
S(M)
= 1−
∫ ∞
R0
dM ′
d
dM ′
(
Sstr(M
′)
S(M ′)
)
. (7.27)
Thus, since we know that χ(R′0) is non-zero at least for some R
′
0 ≥ R0(M) we see
from (7.26) that
S(M) > Sstr(M) (7.28)
showing that the entropy of the non-translationally invariant solution given by (4.1)-
(4.2) is larger than that of the black string.
The reason for comparing the entropies at a given mass, i.e. working in the
microcanonical ensemble, is that we want to check whether it is thermodynam-
ically favorable for a black string of a given mass to redistribute itself into the
non-translationally invariant solution in order to gain entropy. What we have shown
above is that it is always favorable for a black string to break the translational invari-
ance along the circle and redistribute the mass according to the non-translationally
invariant solution we have described above.
In [8] Gregory and Laflamme showed that a neutral black string wrapped on a
circle is classically unstable if and only if r0 ≤ ncRT where r0 is the horizon radius
for the black string, RT the radius of the circle and nc a number of order one. This
was explained physically by the fact that a black hole of the same mass as the black
string had larger entropy15. We now see that even though no classical instability is
present for the black string solution for r0 > ncRT we still have a quantum instability
due to the fact that another configuration with larger entropy but same quantum
numbers exists.
15See [21, 22, 23] for interesting recent work on classical instabilities of near-extremal branes and
the connection to their thermodynamics.
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The existence of new non-translationally invariant solution wrapping a cylinder
was also argued in [9] by Horowitz and Maeda. They considered a black string
wrapping R4×S1 with r0 ≪ ncRT . In this case the black hole solution on R4×S1 has
larger entropy than the black string, which, as mentioned above, was already pointed
out by Gregory and Laflamme. They could then show using Raychaudhuri’s equation
that, within reasonable assumptions, the black string solution cannot decay to the
black hole in finite affine parameter. Since the black string is classically unstable
in this case this naturally leads to the conjecture that an intermediate classical
solution exists that is not translationally invariant along the circle but which has
larger entropy than the black string16. Physically this means that the Gregory-
Laflamme instability cannot, as thought previously, reveal a naked singularity when
the black string horizon bifurcates into a black hole horizon not connected along
the circle. So, the Horowitz-Maeda argument removes this potential violation of the
Cosmic Censorship Conjecture of Penrose. Horowitz and Maeda even generalized
their argument to the statement that a horizon cannot have any collapsing circles.
However, the new solutions that were argued to exist by Horowitz and Maeda are
apparently not related to our non-translationally invariant neutral solution since
their arguments only apply when we have a Gregory-Laflamme instability of the
black string, which only happens for r0 < ncRT .
In conclusion we have found a new instability of the neutral black string on the
cylinder Rd−1 × S1 for large masses M > Mc, where Mc is given by R0(Mc) = Rc.
This instability is not classical since Gregory and Laflamme have shown that the
black string is classically stable forM > Mc. The instability occurs because we have
a new solution with the same mass and horizon topology but larger entropy. The
neutral black string therefore spontaneously breaks the translation invariance along
the circle and redistributes its mass according the our solution given by (4.1)-(4.2).
This transition occurs without changing the topology of the horizon.
For small masses M < Mc the black string is classically unstable, as shown by
Gregory and Laflamme. Also in this case have we shown that the entropy of our
solution given by (4.1)-(4.2) has larger entropy than the black string. However, our
solution cannot be reached by a classical evolution as considered by Horowitz and
Maeda. According to Horowitz and Maeda the neutral black string should in this
case decay to an intermediate non-translationally invariant solution with connected
horizon along the circle that does not seem immediately related to our solution.
We should emphasize that we have not strictly checked that M = Mc marks
the separation between the two regions where the neutral black string is classically
stable and unstable. If we call the MGL the mass that marks the border between
16The existence of this solution was recently addressed in [24] using perturbative and numerical
methods.
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classical stability and instability, we know that MGL/Mc is some number of order
one, but whether it is exactly equal to 1 is not clear. To check this one would need
to know the exact value for χ(R0 = Rc) and this we do not know at present. It
would be interesting to examine this further.
Non-extremal charged dilatonic branes
We generalize here the above argument for the neutral case to show that the
entropy of our non-extremal charged dilatonic p-brane solution (3.16)-(3.19) is larger
than that of the non-extremal charged dilatonic p-brane smeared on the transverse
circle for a given mass M and charge Q.
The thermodynamics of the smeared solution is
Tsme =
d− 3
4πr0 cosh αˆ
, Ssme =
VpΩd−22πRT
4G
rd−20 cosh αˆ (7.29)
νsme = tanh αˆ , Qsme =
VpΩd−22πRT
16πG
(d− 3)rd−30 cosh αˆ sinh αˆ (7.30)
Msme =
VpΩd−22πRT
16πG
(d− 3)rd−30
[
d− 2
d− 3 + sinh
2 αˆ
]
. (7.31)
For given M and Q we have from (7.10) and (7.11) the functions R0(M,Q) and
α(M,Q) for the non-extremal charged dilatonic brane solution (3.16)-(3.19) and
from (7.30) and (7.31) we have the functions r0(M,Q) and αˆ(M,Q) for the non-
extremal smeared charged dilatonic brane solution.
Writing the mass formulas (7.11) and (7.31) as
M =
VpΩd−22πRT
16πG
(R0RT )
d−3
[
d− 1
2
− (d− 3)χ(R0)
]
+
√
1
4
(
VpΩd−22πRT
16πG
(d− 3)(R0RT )d−3
)2
+Q2 (7.32)
M =
VpΩd−22πRT
16πG
rd−30
d− 1
2
+
√
1
4
(
VpΩd−22πRT
16πG
(d− 3)rd−30
)2
+Q2 (7.33)
we see that it follows from χ(R0(M,Q)) ≥ 0 (see Section 7.4) that R0(M,Q)RT ≥
r0(M,Q). Using (7.8) and (7.29) this gives that TS ≥ TsmeSsme. Therefore, we find
using dM = TdS + νdQ and dM = TsmedSsme + νsmedQ that
∂
∂M
(
Ssme(M,Q)
S(M,Q)
)
=
TS − TsmeSsme
TsmeTS2
≥ 0 (7.34)
where the expression is strictly positive if χ(R0(M,Q)) > 0.
Integrating in the same way as for the neutral case, we obtain therefore for a
given mass M and charge Q the inequality
S(M,Q) > Ssme(M,Q) . (7.35)
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So, indeed, we have that the entropy of our non-extremal brane solution given by
(3.16)-(3.19) is larger than that of the non-extremal smeared brane solution for a
given mass M and charge Q. Thus, just as for the neutral black string we get the
result that the smeared charged dilatonic p-brane can win entropy by spontaneously
breaking the translational invariance and redistribute its mass according to our new
solution.
Near-extremal charged dilatonic branes
The argument given above for the neutral case trivially generalizes to the near-
extremal solution (4.4)-(4.6) with thermodynamics (7.17)-(7.19). Here, we find that
S(M) > Ssme(M) (7.36)
for a given mass M , where S(M) is the entropy of our near-extremal charged dila-
tonic p-brane solution (4.4)-(4.6) and Ssme(M) is the entropy of the smeared near-
extremal charged dilatonic p-brane solution.
Thus, the near-extremal charged dilatonic p-brane smeared on a transverse circle
is thermodynamically unstable in a global sense. It is interesting to consider the
interplay between this statement and the conjecture by Gubser and Mitra [21], which
was further considered by Reall in [22], that a near-extremal black brane solution
is classically stable if and only if it is locally thermodynamically stable. For near-
extremal smeared branes with d ≥ 6 the heat capacity is positive for all energies.
This means that they are locally thermodynamically stable. Thus they are classically
stable for all energies according to the Gubser-Mitra conjecture, contrary to usual
non-extremal branes which are classically unstable for low energies. We see therefore
that while local thermodynamic stability for near-extremal branes is connected to
classical stability of the branes, global thermodynamic stability is related to quantum
stability of the branes.
8 Black holes on cylinders and thermal Little String
Theory
We explain in this section how to use our results above to study the thermodynamics
of Little String Theory (LST). We first review some of the known facts about super-
gravity duals of LST in Sections 8.1 and 8.2, and then we go on to study the effects
of our new solutions for the supergravity description of thermal LST in Section 8.3.
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8.1 Review of supersymmetric Little String Theory from super-
gravity
To define (2, 0) LST of type AN−1 [14, 15, 16] we consider N coincident M5-branes
in M-theory with a transverse circle of radius RT . (2, 0) LST of type AN−1 is then
defined as the world-volume theory on the M5-branes in the decoupling limit lp → 0,
lp being the eleven-dimensional Planck length, with RT /l
3
p kept fixed.
If we go to Type IIA String theory by S-dualizing on the transverse circle we are
considering N coincident NS5-branes. The string length ls is given by l
2
s = l
3
p/RT
and the string coupling gs is given by g
2
s = R
3
T /l
3
p so the decoupling limit is gs → 0
with ls kept fixed.
LST is a non-local theory without gravity in 5+1 dimensions with 16 super-
charges, which flows in the infrared to respectively 5+1 dimensional SYM or the
(2,0) SCFT, depending on whether we are considering the (1,1) or (2,0) LST. Stringy
properties include little string degrees of freedom, Hagedorn behavior and T-duality.
The supergravity dual of supersymmetric (2, 0) LST of type AN−1 [25, 26] is
then the near-horizon limit
lp → 0 , rˆ = r
l3p
, zˆ =
z
l3p
, RˆT =
RT
l3p
(8.1)
of the solution (E.1)-(E.3) of extremal M5-branes on a transverse circle. This gives
the near-horizon metric
l−2p ds
2 = Hˆ−1/3
[
−dt2 +
5∑
i=1
(dxi)2 + Hˆ
(
dzˆ2 + drˆ2 + rˆ2dΩ23
)]
(8.2)
with
Hˆ =
∞∑
n=−∞
πN
(rˆ2 + (zˆ + 2πnRˆT )2)3/2
. (8.3)
We now consider the phase diagram of (2, 0) LST as obtained from the supergravity
dual in terms of the rescaled radius rˆ, which should be thought of as the energy scale
of the theory. We show in the following that by requiring N ≫ 1 we have small
curvatures for all rˆ. The phase diagram is depicted in figure 5. Note that from the
S-duality transformation to Type IIA theory we get that RˆT = l
−2
s .
✲
l2s rˆ
(2, 0) SCFT
AdS7 × S4
(2, 0) LST
smeared M5-branes
(2, 0) LST
NS5-branes
0 1
√
N
Figure 5: Phase diagram of supersymmetric (2, 0) LST.
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Starting with rˆ = 0 we have AdS7 × S4 and (2, 0) LST reduces to (2, 0) SCFT.
The metric (8.2)-(8.3) reduces to
l−2p ds
2 = Hˆ−1/3
[
−dt2 +
5∑
i=1
(dxi)2 + Hˆ
(
dρˆ2 + ρˆ2dΩ24
)]
(8.4)
Hˆ =
πN
ρˆ3
(8.5)
where ρˆ = ρ/l3p where ρ
2 = r2+ z2. Here we should rather use ρ as the energy scale
coordinate than rˆ. The curvature of the metric (8.4) is of order N−2/3 is units of
l−2p is clearly curvatures are small for N ≫ 1. If we call the curvatures in units of
l−2p of the S
1 and S3 by CS1 and CS3 respectively we have CS1 ∼ Hˆ−2/3Rˆ−2T and
CS3 ∼ Hˆ−2/3rˆ−2. Approaching rˆ ∼ RˆT we have CS1 ∼ CS3 . So, for both curvatures
to be small we need
∞∑
n=−∞
[
1 +
Rˆ2T
rˆ2
(
zˆ
RˆT
+ 2πn
)2]− 32
≫ 1
N
. (8.6)
The left-hand side is minimal for zˆ/RˆT = π so we require
∞∑
n=−∞
[
1 +
Rˆ2T
rˆ2
(2πn+ π)2
]− 3
2
≫ 1
N
. (8.7)
For rˆ ∼ RˆT the left-hand side is of order one so we clearly still have small curvatures
when N ≫ 1 around this point. For rˆ ≫ RˆT the condition reduces to rˆ/RˆT ≫ 1/N
which trivially is satisfied.
For rˆ/RˆT ≫ 1/N the M5-brane solution is effectively a 6-brane solution consist-
ing of smeared M5-branes with metric (8.2) and harmonic function
Hˆ =
Nl2s
rˆ2
. (8.8)
Increasing rˆ we reach
√
Nl−2s where the effective string coupling gse
φ is of order one,
and we have the near-horizon limit of N coincident NS5-branes in Type IIA String
theory. Also in this case the curvatures are small provided N ≫ 1.
The upshot of this review of the supergravity dual of supersymmetric (2, 0) LST
is that we have small curvatures of supergravity at all stages in the phase diagram,
even at the transition points. So the supergravity description is valid for all rˆ.
8.2 Review of thermal Little String Theory from supergravity
We briefly review in this section what is known about the dual supergravity descrip-
tion of thermal (2, 0) LST.
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The supergravity description of thermal (2, 0) LST has the phase diagram de-
picted in figure 6, as we shall review below. This is similar to the phase diagram for
supersymmetric (2, 0) LST, though with the crucial difference that in this case the
supergravity dual is not known when the Schwarzschild radius is of order the size of
the circle. So, the transition between thermal (2, 0) SCFT and thermal (2, 0) LST
has not been described in terms of supergravity.
✲
µ
(2, 0) SCFT
black M5
(2, 0) LST
smeared black M5
(2, 0) LST
black NS5
0 l
−6
s N l
−6
s
Figure 6: Phase diagram of thermal (2, 0) LST in terms of the thermodynamic
energy density µ.
For small energy densities µ ≪ l−6s , we have thermal (2, 0) SCFT. The super-
gravity dual is that of near-extremal M5-branes. This is obtained from the solution
(A.11)-(A.13) (with D = 11, d = 5) of N coincident non-extremal M5-branes in the
near-horizon limit
lp → 0 , ρˆ = ρ
l3p
, ρˆ0 =
ρ0
l3p
. (8.9)
We have the metric
l−2p ds
2 = Hˆ−1/3
[
−fˆdt2 +
5∑
i=1
(dxi)2 + Hˆ
(
fˆ−1dρˆ2 + ρˆ2dΩ24
)]
(8.10)
with potential
C012345 = −Hˆ−1 (8.11)
and harmonic functions
fˆ = 1− ρˆ
3
0
ρˆ3
, Hˆ =
πN
ρˆ3
. (8.12)
The thermodynamics is
T =
3
4π3/2
√
ρˆ0√
N
, s =
1
24π9/2
√
Nρˆ
5/2
0 (8.13)
µ =
5
192π6
ρˆ30 , f = −
1
192π6
ρˆ30 (8.14)
giving
s =
27π3
36
N3T 5 , f = −2
6π3
37
N3T 6 (8.15)
with s the entropy density and f the free energy density.
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For energies l−6s ≪ µ ≪ Nl−6s we have (2, 0) LST near the Hagedorn tempera-
ture. The supergravity dual is N coincident near-extremal M5-branes smeared on
the transverse circle. This is obtained from the solution (A.18)-(A.19) (with D = 11,
d = 5) of N coincident non-extremal M5-branes smeared on a transverse circle in
the near-horizon limit
lp → 0 , rˆ = r
l3p
, zˆ =
z
l3p
, rˆ0 =
r0
l3p
, RˆT =
RT
l3p
(8.16)
We have the metric
l−2p ds
2 = Hˆ−1/3
[
−fˆdt2 +
5∑
i=1
(dxi)2 + Hˆ
(
dzˆ2 + fˆ−1drˆ2 + rˆ2dΩ23
)]
(8.17)
with potential
C012345 = −Hˆ−1 (8.18)
and harmonic functions
fˆ = 1− rˆ
2
0
rˆ2
, Hˆ =
Nl2s
rˆ2
. (8.19)
The thermodynamics is
T = Thg , s = βhgµ (8.20)
µ =
rˆ20
(2π)5l2s
, f = 0 (8.21)
with the definitions
Thg ≡ 1
2π
√
Nls
, βhg ≡ 1
Thg
= 2π
√
Nls . (8.22)
Raising the energy even further to µ≫ Nl−6s bring us to near-extremal type IIA
NS5-branes. The metric is
l−2s ds
2 = Hˆ−1/4
[
−fˆdt2 +
5∑
i=1
(dxi)2 + Hˆ
(
fˆ−1drˆ2 + rˆ2dΩ23
)]
(8.23)
and dilaton
g2se
2φ = Hˆ (8.24)
with Hˆ and fˆ as in (8.19) and the gauge potential the same as in (8.18). The
thermodynamics is given by (8.20)-(8.21), since it is invariant under the type IIA
S-duality.
The thermodynamics (8.20)-(8.21) of the near-extremal smeared M5-brane and
the NS5-brane is interpreted as the leading order Hagedorn thermodynamics of a
string theory with Hagedorn temperature Thg [27, 25]. The next-to-leading terms
in the entropy density s(µ) gives information about the thermodynamics near the
45
Hagedorn temperature [28, 29]. Among other things, we can compute the density
of levels ρ(µ) and if we compute s(T ) we can compute the sign of the heat capacity
and check whether the thermodynamics is stable.
For high energies µ≫ Nl−6s it was shown in [28, 29] that the one-loop correction
to the NS5-brane background gave the next-to-leading term in s(µ). Under the
assumption that the thermodynamics was stable, this computation provided insight
into the thermodynamics of LST near the Hagedorn temperature.
However, in [30] a more precise one-loop computation gave the result that the
one-loop corrected thermodynamics has a temperature T > Thg and a negative
specific heat. So, this seems to indicate that the near-extremal NS5-brane at best
only is dual to LST above the Hagedorn temperature. Because of the negative heat
capacity, the near-extremal NS5-brane solution has been suggested to be classically
unstable due to a Gregory-Laflamme like instability [21, 31, 32]17. Therefore, a
consequence of the computation of [30] is that we do not know the thermodynamics
of LST below the Hagedorn temperature. That we do not know the thermodynamics
below the Hagedorn temperature means that we do not know the thermodynamics
when LST is a string theory, and we can therefore not expect to get information
about the stringy degrees of freedom of LST from the thermodynamics of the near-
extremal NS5-brane.
Another unknown aspect of thermal LST is the transition between thermal (2, 0)
SCFT and (2, 0) LST. It is not known what type of phase transition this is. Clearly
the degrees of freedom in (2, 0) SCFT are different from that of (2, 0) LST. The (2, 0)
SCFT has tensionless selfdual strings that are charged under the selfdual three-form
field strength living on the M5-brane. The (2, 0) LST has fundamental closed strings
(here called “little strings”). In the (2, 0) LST the tensionless strings of (2, 0) emerge
as D-string like solitonic objects that open “little” strings presumably can end on.
Thus, the phase transition between thermal (2, 0) SCFT and (2, 0) LST is non-trivial
since the degrees of freedom are changing.
8.3 The new solutions and thermal Little String Theory
We now explain why our study of black holes on cylinders is crucial in the super-
gravity description of thermal (2, 0) LST.
We explained above that thermal (2, 0) LST has a phase at energies l−6s ≪ µ≪
Nl−6s which is well-described by near-extremal M5-branes smeared on a transverse
circle in M-theory. Since we have shown in Section 7.5 that this near-extremal
17The classical instability suggested in [21, 31] for near-extremal NS5-branes in Type IIA is
conjectured to be an instability which spontaneously breaks the translational invariance on the
5-dimensional world-volume of the NS5-brane, and the NS5-brane is expected to settle in a new
state without translational invariance along the world-volume.
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smeared brane in fact has lower entropy than our non-translationally invariant near-
extremal M5-brane with a transverse circle, this means that the smeared M5-brane
does not give the correct description of the physics in classical supergravity. It is our
non-translationally invariant near-extremal M5-brane with a transverse circle that
gives the correct description.
From the general ansatz (4.4)-(4.6) for near-extremal branes we see that the solu-
tion for the non-translationally invariant near-extremal M5-brane with a transverse
circle is
l−2p ds
2 = Hˆ−1/3
[
−fˆdt2 +
5∑
i=1
(dxi)2 + l−4s Hˆ
(
AdR2 +
A
K3
dv2 +KR2dΩ23
)]
(8.25)
C012345 = −Hˆ−1 (8.26)
with functions
fˆ = 1− R
2
0
R2
, Hˆ =
Nl6s
R2
(8.27)
where A(R, v) and K(R, v) only depend on R, v and R0, as stated in Section 4. We
remark that k5 = 1/π and R
2
c = (2π)
2/(7ζ(3)) for d = 5.
For lower energies we have seen in the supersymmetric case in Section 8.1 that
there is no point in the supergravity description where we have large curvatures.
We see that this also should hold for (8.25)-(8.27). For R ∼ R0 ∼ Rc we assume
that A(R, v) and K(R, v) are non-zero and of order one. Then it is clear that
the curvatures are suppressed by 1/N2/3. This has two important consequences.
First, it means that the corrections to the thermodynamics from using the solu-
tion (8.25)-(8.27), instead of the smeared one, dominate over any correction to the
thermodynamics coming from one-loop corrections to the supergravity. Second, it
means that the non-translationally invariant near-extremal M5-brane with a trans-
verse circle (8.25)-(8.27) describes accurately the physics for all energies µ≪ Nl−6s
when N ≫ 1.
Therefore, the non-translationally invariant near-extremal M5-brane (8.25)-(8.27)
not only gives the leading corrections to the thermodynamics (8.20)-(8.21) for ener-
gies l−6s ≪ µ ≪ Nl−6s , it describes the thermodynamics for all energies µ ≪ Nl−6s .
This thus includes the transition between (2, 0) SCFT and (2, 0) LST.
From (7.17)-(7.19) we get the thermodynamics of (8.25)-(8.27) as
T = γ(R0)Thg , s =
√
N
(2π)4l5s
R20
γ(R0)
(8.28)
µ =
1
(2π)5l6s
R20[1− χ(R0)] , f = −
1
(2π)5l6s
R20χ(R0) . (8.29)
From (6.14) and (7.5) we know that for R0 ≫ Rc we have
χ(R0) ≃ 0 , γ(R0) ≃ 1 (8.30)
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and for R0 ≪ Rc we have
χ(R0) ≃ 1
3
, γ(R0) ≃ 3
2
(
R0
π
)1/3
. (8.31)
We now analyze the thermodynamics (8.28)-(8.29) from the point of view that it
should be dual to LST. As mentioned in Section 7.2, the heat capacity c = Tds/dT
is negative when dT/dR0 and thereby γ
′(R0) is negative. So the sign of c is highly
sensitive to the behavior of γ(R0) for R0 > Rc. In Section 7.4 we argued for the
possibility of two scenarios for γ(R0) depicted in the Figures 3 and 4. Either γ(R0)
increases monotonically for all R0 and thus always stays below 1, as depicted in
Figure 3, or γ(R0) increases to a maximum above 1 and then decreases toward 1, as
depicted in Figure 4.
In the first scenario corresponding to Figure 3 the heat capacity c is always
positive. Thus, the energies µ ≪ Nl−6s correspond to LST for temperatures below
the Hagedorn temperature Thg, and LST has positive heat capacity for T < Thg. If
this is the case then the first correction to χ(R0) or γ(R0) should give information
about the density of states of the (2, 0) LST in a regime where it should behave as
a string theory (this we cannot expect for T > Thg). This can give insight into the
microscopic behavior of LST. Since we saw in Section 7.4 that this first scenario can
be ruled out if R20χ(R0)→∞ for R0 →∞ we expect that χ(R0) ∼ R−a0 for R0 ≫ Rc
with 0 < a ≤ 2. From this we get that γ(R0) = 1 − (bR0)−a, with b a positive
number. Using this one can straightforwardly determine the leading behavior of the
thermodynamics for temperatures near the Hagedorn temperature, e.g. the entropy
will behave as s(T ) ∼ (Thg − T )−2/a.
In the second scenario corresponding to Figure 4 the heat capacity starts out pos-
itive for low temperatures and energies, but as the energy increases the temperature
crosses the Hagedorn temperature and continues to increase. Then the tempera-
ture reaches a maximum, the heat capacity becomes negative and the temperature
goes toward the Hagedorn temperature from above, as the energy increase toward
µ ∼ Nl−6s . This scenario has the consequence that we cannot obtain information
about the LST thermodynamics near (but below) the Hagedorn temperature unless
we find the complete functions χ(R0) and γ(R0). It is not enough to find corrections
for R0 ≫ Rc. We note that in this scenario the Hagedorn temperature is reached
for energies µ ∼ l−6s .
It is very interesting to try and go beyond energies µ ∼ Nl−6s . For energies
µ ≫ Nl−6s we stated in Section 8.2 that we are in weakly coupled type IIA string
theory and the smeared near-extremal M5-branes on a transverse circle become
near-extremal NS5-branes. However, since we believe M-theory is the fundamental
theory our non-translationally invariant near-extremal M5-brane with a transverse
circle (8.25)-(8.27) should be the correct solution for all energies, also for µ≫ Nl−6s ,
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which corresponds to R0 ≫
√
N .
Since the z-direction is not an isometry of the non-translationally invariant near-
extremal M5-brane (8.25)-(8.27) we cannot S-dualize this to a Type IIA solution,
even though the string coupling is small. However, this does not have to be a
problem if we can show that any effect due to the variation of the solution along
z is insignificant in the physics we want to study using our solution. Otherwise
we would be led to the perhaps rather spectacular conclusion that the physics of
the near-extremal NS5-brane cannot be understood in 10 dimensions although the
string coupling is small.
We now consider whether the leading order thermodynamics for energies µ ≫
Nl−6s is sensitive to these corrections due to our non-translationally invariant solution
(8.25)-(8.27). Write for R0 ≫ Rc the function γ(R0) as
γ(R0) ≃ 1 + γ1(R0) (8.32)
meaning that γ1(R0) is the leading correction to γ(R0) for R0 ≫ Rc. This is the
correction due to our non-translationally invariant solution (8.25)-(8.27) relative to
the usual smeared solution. Note that γ1(R0) only depends on R0 and not on N .
From the analysis of [28, 29, 30] we know that the leading correction to the near-
extremal NS5-brane is the one-loop term. The total correction to the temperature
from both effects is therefore
T
Thg
= 1 + γ1(R0) +
δ
N2R20
for R0 ≫
√
N (8.33)
where δ is a constant which is computed in [30]. The leading correction to the tem-
perature in (8.33) determines the leading behavior of the thermodynamics, including
the dependence of the entropy as function of temperature and the sign of the heat
capacity.
From (8.33) we now see that if γ1(R0) = −(bR0)−a with 0 < a ≤ 2 (this cor-
responds to the first scenario depicted in Figure 3) the correction due to our non-
translationally invariant solution always dominates the one-loop correction to the
solution. Therefore, the heat capacity would be positive for all R0, even when
R0 ≫
√
N , and the essential physics of the near-extremal NS5-brane cannot be
computed in 10 dimensions no matter how weak the string coupling is. If this sce-
nario is the correct one, then the Hagedorn temperature of (2, 0) LST is a limiting
temperature, in the sense that no matter how high energies we are considering we
are always below the Hagedorn temperature.
On the other hand, if we are in the second scenario depicted in Figure 4 where
R20γ1(R0)→∞ for R0 →∞ then the one-loop term will start to dominate over the
γ1(R0) term for sufficiently large R0.
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9 Discussion and Conclusions
We have left out several important issues and questions in the main text. We discuss
some of these below. After that we draw our conclusions with a summary of some
of our results and open directions.
The space of physical solutions
We have in the above only discussed the specific branch of solutions of our ansatz
(3.16)-(3.19) defined by the boundary conditions listed in Section 6.3. But from the
discussion of the thermodynamics in Section 7.2 it seems possible that we have a
larger space of physical solutions. Specifically, we can see that we can not only
describe our black hole solution with the neutral ansatz (4.1)-(4.2) but also the
black string solution, by putting A(R, v) = K(R, v) = 1. Also, the thermodynamics
(7.14)-(7.15) only depends on the form of the ansatz, the χ boundary conditions and
the EOMs. So the question is, if R0 and χ are specified, does there exist one and
only one physical solution? If we speculate that a physical solution indeed exists for
any (R0, χ) it seems reasonable to expect that it is also unique since the mass and
binding energy (discussed in Section 7.4) are completely specified by (R0, χ) and
it seems reasonable that only one object should exist with same mass and binding
energy.
To formulate this in a more precise way, we introduce the parameter λ that
is constant when we move on a curve in (R0, χ) space given by a certain physical
solution. So, we define λ(R0, χ) to be a smooth function and we define λ = 0 to
correspond to χ = 0 which is the black string solution and λ = 1 to correspond to
χ = χ(R0) which is our black hole branch.
For a given λ we then impose the boundary condtions
• K(R, v) is an even periodic function in v with period 2π.
• The Fourier components L(n)(R) of K(R, v) obey
L(n)(R)
L
(n)
0 (R,λ)
→ 1 for R0
R
→ 0 (9.1)
• For R much greater than both 1 and R0 we have
K(R, v) = 1− χR
d−3
0
Rd−3
+ · · · (9.2)
Here L
(n)
0 (R,λ) obeys L
(n)
0 (R, 1) = L
(n)
0 (R) and L
(n)
0 (R, 0) = δn,0. So, we can write
K(R0, λ,R, v) to display the full functional dependence of this function. Thus, we
see that our ansatz (4.1)-(4.2) could in principle describe a much larger space of
physical solutions than just the black hole and black string branches.
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With the above assumptions it is also clear that γ, which is defined as 1/
√
A(R, v)
on the horizon, is purely a function of R0 and χ, so we have the complete thermo-
dynamics with mass M(R0, χ), entropy S(R0, χ) and temperature T (R0, χ), if we
consider the neutral case. Clearly, we can reparameterize our solution space using
(M,λ) as specifying the points. For example, this would give S(M,λ), i.e. the
entropy as function of M for a given branch specified by λ.
In the (M,λ) parameterization of the space of solutions we clearly have that
χ(M,λ) is an increasing function of λ for a given M . Moreover, from the mass
formula we see that increasing χ forces R0 to increase for a fixed mass, so also
R0(M,λ) is an increasing function of λ for a given M . Since R0 increases with
λ this means that S(M,λ) is an increasing function of λ for a given M , by the
arguments of Section 7.5.
The question stated above, formulated in term of λ, is thus whether there exist
solutions for other values of λ than for λ = 0, 1. Clearly we can rule out other
solutions with λ 6= 1 with horizon of topology Sd−1, because if we had more solutions
with that horizon topology for low masses it would violate the “no-hair theorem”
for static black holes in (d + 1)-dimensional Minkowski space. On the other hand,
it seems possible that solutions with 0 < λ < 1 could exist, provided they have
a horizon of topology Sd−2 × S1. In fact, for low masses these could correspond
to the new solutions that Horowitz and Maeda conjectured to exist [9]. Also, if
we considered the solutions in the non-extremal charged p-brane case, they could
feasibly be obtained by considering other charge configurations. The λ = 0 case
corresponds to a completely smeared charge on the circle, whereas the λ = 1 case
corresponds to the charge localized on a point of the circle. A 0 < λ < 1 solution
could thus be less localized than the λ = 1 solution but not completely delocalized.
On the other hand, solutions with λ > 1 would not seem physically sensible, from
the charged p-brane point of view, since they would correspond to a charge becoming
even more localized than a point, which of course is impossible. Therefore, while
0 < λ < 1 solutions might possibly exist, it seems doubtful that λ > 1 solutions
exist. If this is true then clearly the λ = 1 solutions would for any given mass
correspond to the ones with the highest entropy.
Heavy static and neutral black objects on cylinders have hair
“Hair” on black objects can be defined as free parameters of the black object
which are not subject to a Gauss law. Mass, charge and angular momentum are all
conserved quantities subject to a Gauss law, so a “no-hair theorem” typically states
that the black object can be uniquely characterized by its mass, charge and angular
momentum.
We discuss here General Relativity on cylinders, i.e. with the action taken to be
the Einstein-Hilbert action. For Minkowski space, the so-called “no-hair theorem”
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states in this case that all static solutions are spherically symmetric and equivalent
to the Schwarzschild black hole solution with the mass as the only parameter. See
for example [33] for a review of “no-hair theorems”.
We defined above the (M,λ) parameterization of the two-dimensional space of
solutions. From this viewpoint we see that we have a family of black objects, all
with same mass, but with the entropy being a function of another parameter λ.
Therefore, since we have shown that S = S(M,λ) increases with λ, it follows that
the parameter λ is precisely a free parameter characterizing the black object that is
not subject to a Gauss law, since in the case described here only the mass is subject
to a Gauss law. The λ parameter is therefore a “hair” on our black object18.
However, for small masses λ = 0 and λ = 1 correspond to two different horizon
topologies. Thus in that case it is a triviality to have more than one solution with
the same mass, since the higher dimensional solution is just obtained by dimensional
oxidation. To get rid of this possibility we therefore say that we include the topology
of the horizon as part of the characteristics of the black object, so λ is only allowed
to vary over solutions with the same horizon topology. For large masses we thus
still have that λ is a “hair”. We can therefore conclude that, even for General
Relativity given by the Einstein-Hilbert action, one cannot have a “no-hair theorem”
on cylinders19.
We also comment that “no-hair theorems” typically are understood intuitively
as a kind of delocalization effect that seems to be present in General Relativity20.
Consequently. if we imagine starting with a non-spherical configuration with a
large energy in asymptotic Minkowski space, this should settle down to a spherical
Schwarzschild black hole. By the same token, one could have imagined that a black
object on the cylinder with horizon topology Sd−2×S1 should delocalize and smear
itself out, eventually becoming the black string. What we have shown in this paper
is that it works the other way around, so that General Relativity in this case actually
prefers the most localized solution.
Black hole microstates
For General Relativity on cylinders we have found that the entropy is higher for
our new neutral solution than that of neutral black strings in the microcanonical
ensemble, i.e. for constant mass. For M > Mc this is true despite the fact that the
18Note that from the above discussion we imagine λ to take values in either the continuous interval
[0, 1] or the discrete set {0, 1}. Obviously, even in the discrete case we can call λ a “hair”, since we
just need more than one solution.
19In the interesting recent work [34] it was found that the vacuum Einstein equations in five
dimensions admit two different solutions with same mass M and angular momentum J , one of
which is a black hole while the other is a rotating “black ring”. This suggest that one cannot have
a “no-hair theorem” in asymptotic five-dimensional Minkowski space.
20See [35, 36] for work in this spirit in String Theory.
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black string solution is classically stable. So the instability of the black string for
M > Mc is not a dynamical instability. To understand the nature of this instability
we have to think about the microstates of our system. Using the (M,λ) parameter-
ization described above, we can write the total number of microstates of the system
available for a given λ as Ω(M,λ)21. The entropy is then S(M,λ) = log Ω(M,λ).
Thus, we have shown that Ω(M, 1) > Ω(M, 0), which means that our system has
more microstates available for λ = 1. If one thus start out constraining the system
to have λ = 0 and then relaxes this constraint, the system will settle in λ = 1
instead, since this maximizes Ω(M,λ). We can thus call the instability of the neu-
tral black string a quantum instability since it occurs because the system has more
microstates (i.e. quantum states) available for λ = 1. Because the black string
solution is classically stable it follows that purely classical General Relativity is not
sensitive to this instability; It is only through the semi-classical computation of the
Bekenstein-Hawking entropy that we learn of this quantum instability.
Conclusions
To summarize, we have found in this paper a precise way to describe solutions for
black holes on cylinders, or non-extremal and near-extremal charged dilatonic branes
with a transverse circle. This was done by defining a new coordinates system that
interpolates between spherical and cylindrical coordinates. Using this coordinate
system we were able to write down an ansatz for the solutions which is completely
specified by one function only.
We have examined this ansatz for small black holes by using the Newton approx-
imation of General Relativity. Moreover, we have examined the thermodynamics of
the solution. This led to the conclusion that the neutral black string will spon-
taneously break its translational invariance for large masses M > Mc since our
non-translationally invariant solution has higher entropy.
We furthermore explained how our new ansatz can be used to study the thermo-
dynamics of (2, 0) Little String Theory. In particular, we have discussed two possible
scenarios, which are quite different in their physical implications.
There are many directions that would be interesting to pursue further. It would
be very interesting to compute actual corrections to our function K(R, v) from either
the small or large R0 limit to further test that our construction makes sense and to
find corrections to the thermodynamics. One could perhaps even hope to find a way
to compute the thermodynamics for all R0.
Learning about corrections to the thermodynamics of near-extremal branes with
transverse circles could also be interesting via its appliation to the dual non-gravita-
tional theories of these branes, along the lines that we sketched for Little String
21If λ is a continuous variable one should rather talk about the number of states between λ and
λ+ dλ.
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Theory. This might give further insight into the microstates of our solutions since
these should be dual to microstates of the dual non-gravitational theory.
A particular example of what one could study is 3+1 dimensional N = 4 U(N)
super Yang-Mills on R2 × S1 for non-zero temperature. This should be dual to N
near-extremal D2-branes on a transverse circle as described by the ansatz (4.4)-(4.6)
with p = 2 and d = 7, even for high energies.
It would also be useful to obtain a better understanding of whether there exist so-
lutions for 0 < λ < 1. This would perhaps enable one to find the non-translationally
invariant solutions with horizon topology Sd−2 × S1 that Horowitz and Maeda con-
jectured to exist for small masses M <Mc.
Obviously, it would be very interesting to generalize our construction to other
more complicated geometries. Then one could determine whether the spontaneous
breaking of translational invariance in General Relativity persists for all non-contract-
ible geometries, or if there are other topological characteristics that come into play.
Addendum
During the final stages of completing this work, we received the paper [37]
by Horowitz and Maeda in which they argue that certain classes of charged non-
extremal p-branes have stable non-translationally invariant solution with horizons
of topology Sd−2 × S1. Contrary to this paper, this is done without any explicit
construction of solutions but instead using specially constructed initial data that is
argued to evolve into these types of solutions. This overlaps with the conclusions of
this paper in the case of the near-extremal D3, M2 and M5-brane.
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A Charged dilatonic p-brane solutions
The class of charged dilatonic p-brane solutions we are interested in here are solutions
of the supergravity action
ID =
1
16πGD
∫
dDx
√−g
(
R− 1
2
∂µφ∂
µφ− 1
2(p + 2)!
eaφ(F(p+2))
2
)
(A.1)
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where D is the space-time dimension. We are only considering electric branes, since
magnetic branes can be described as electric by electromagnetic duality, at least for
our purposes. The M2 and M5-branes have D = 11 and a = 0. The D-branes have
D = 10 and a = (3−p)/2. The F-string has D = 10 and a = −1 and the NS5-brane
has D = 10 and a = 1.
Extremal charged dilatonic p-brane solutions
The extremal p-brane solution in D-dimensional space-time has the metric
ds2D = H
−
d−2
D−2
[
−dt2 +
p∑
i=1
(dxi)p +H
(
dρ2 + ρ2dΩ2d−1
)]
(A.2)
the dilaton
e2φ = Ha (A.3)
and (p+ 1)-form potential
A01···p = 1−H−1 (A.4)
with the harmonic function
H = 1 +
Ld−2
ρd−2
. (A.5)
Here d = D − p − 1 is the number of transverse dimensions. The constant Ld−2 is
related to the tension µp of the extremal brane as Nµp = L
d−2(d− 2)Ωd−1/(16πG),
N being the number of coincident branes. The tension µp is 1/((2π)
2l3p) for the
M2-brane, 1/((2π)5l6p) for the M5-brane, 1/(2πl
2
s) for the F-string, 1/((2π)
5g2s l
6
s) for
the NS5-brane and 1/((2π)pgsl
p+1
s ) for the Dp-branes.
Compactification on T p
We can compactify the p-brane solution on a p-dimensional torus T p in the
longitudinal directions. This gives extremal charged dilatonic black hole solutions
in d + 1 space-time dimensions. The relation between the D-dimensional Einstein
frame metric ds2D and the (d+ 1)-dimensional Einstein frame metric ds
2
d+1 is
ds2D = e
−
2p
d−1
ηds2d+1 + e
2η
p∑
i=1
(dxi)2 (A.6)
where η is a new scalar (parameterizing fluctuations of the volume of the p-torus).
The action in d+ 1 dimensions is
Id+1 =
1
16πGd+1
∫
dd+1x
√−g
(
R− 1
2
∂µφ∂
µφ− (D − 2)(D − d− 1)
d− 1 ∂µη∂
µη
−1
4
e−2
d−2
d−1
(D−d−1)ηeaφ(F(2))
2
)
(A.7)
were F(2) = dA(1). The metric is
ds2d+1 = H
−
d−2
d−1
[
−dt2 +H
(
dρ2 + ρ2dΩ2d−1
)]
(A.8)
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the scalars are
e2φ = Ha , e2η = H−
d−2
D−2 (A.9)
and one-form potential is
A0 = 1−H−1 . (A.10)
Non-extremal charged dilatonic p-branes
The non-extremal solutions of charged dilatonic p-branes are given by
ds2D = H
−
d−2
D−2
[
−fdt2 +
p∑
i=1
(dxi)p +H
(
f−1dρ2 + ρ2dΩ2d−1
)]
(A.11)
e2φ = Ha , A01···p = cothα(1−H−1) (A.12)
with the functions
f = 1− ρ
d−2
0
ρd−2
, H = 1 +
ρd−20 sinh
2 α
ρd−2
(A.13)
and with α defined by
Ld−2 = ρd−20 coshα sinhα . (A.14)
The thermodynamics is
T =
d− 2
4πρ0 coshα
, S =
VpΩd−1
4G
ρd−10 coshα (A.15)
ν = tanhα , Q =
VpΩd−1
16πG
(d− 2)ρd−20 coshα sinhα (A.16)
M =
VpΩd−1
16πG
ρd−20
[
d− 1 + (d− 2) sinh2 α
]
. (A.17)
Non-extremal charged dilatonic p-branes smeared on transverse circle
The non-extremal solutions of charged dilatonic p-branes smeared on a transverse
circle are given by
ds2D = H
−
d−2
D−2
[
−fdt2 +
p∑
i=1
(dxi)2 +H
(
f−1dr2 + dz2 + r2dΩ2d−2
)]
(A.18)
accompanied by the fields (A.12) with
f = 1− r
d−3
0
rd−3
, H = 1 +
rd−30 sinh
2 α
rd−3
. (A.19)
The thermodynamics is given in Section 7.5 in (7.29)-(7.31), where we write αˆ instead
of α as above.
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B The functions F2s and G2s
In this appendix we derive some properties of the function
F2s(a, b) =
∑
n∈Z
(
a2 + (2πn + b)2
)−s
(B.1)
which plays a central role in the harmonic function of branes with a transverse circle.
For a2 + b2 ≪ 1 the n = 0 term in (B.1) dominates and one has
F2s(a, b) ≃ (a2 + b2)−s . (B.2)
To derive the asymptotics when a≫ 1 we use Poisson resummation
∑
n
e−pi(n+α)
tA(n+α)+2piinβ =
1√
detA
∑
m
e−pi(m+β)
tA−1(m+β)−2pii(m+β)α (B.3)
and we recall the the integral representation of the Bessel function
∫ ∞
0
dx
x1+s
e−B/x−Cx = 2
∣∣∣∣CB
∣∣∣∣
s/2
Ks(2
√
|BC|) . (B.4)
This is an even function in s, and admits the asymptotic expansion at large x
Ks(x) =
√
π
2x
e−x
(
1 +
∞∑
k=1
1
(2x)k
Γ
(
s+ k + 12
)
k!Γ
(
s− k + 12
)
)
. (B.5)
which truncates when s is half-integer. In further detail, Ks is the modified Bessel
function of the second kind, which solves the second order differential equation
x2K ′′s (x) + xK
′
s(x)− (x2 + s2)Ks(x) = 0 . (B.6)
Using the integral representation of the Γ function,
Γ(s) =
∫ ∞
0
dt
t1+s
e−1/t (B.7)
we write
F2s(a, b) =
πs
Γ(s)
∑
n∈Z
∫ ∞
0
dt
t1+s
exp
(
−π
t
[a2 + (2πn+ b)2]
)
. (B.8)
After Poisson resummation this becomes
F2s(a, b) =
πs
Γ(s)
1
2π
∑
m∈Z
∫ ∞
0
dt
t1+s−1/2
e−pia
2/te−pit(m/2pi)
2
e−imb . (B.9)
Using again (B.7), them = 0 term in this expression easily gives the leading behavior
F2s(a, b) ≃ 1
2
√
π
Γ(s− 1/2)
Γ(s)
1
a2s−1
(B.10)
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for a≫ 1. More generally, we find using (B.4) for the m 6= 0 part,
F2s(a, b) =
1
a2s−1
[
1
2
√
π
Γ(s− 1/2)
Γ(s)
+ 2
√
2
π
1
2sΓ(s)
∞∑
m=1
(ma)s−
1
2Ks−1/2(ma) cos(mb)
]
=
kˆs
a2s−1
[
1 +
∞∑
m=1
fˆs(ma) cos(mb)
]
(B.11)
where we have defined
fˆs(y) ≡
√
2
2s−2
1
Γ(s− 1/2)y
s−1/2Ks−1/2(y) , kˆs ≡
1
2
√
π
Γ(s− 1/2)
Γ(s)
(B.12)
It then follows from (B.6) that the function fˆs(y) satisfies
fˆ ′′s (y)−
2(s− 1)
y
fˆ ′s(y)− fˆs(y) = 0 . (B.13)
To the function F2s(a, b) we may associate the function G2s(a, b), defined by
∂G2s(a, b)
∂a
= a2s
∂F2s(a, b)
∂b
,
∂G2s(a, b)
∂b
= −a2s∂F2s(a, b)
∂a
(B.14)
which is integrable as a consequence of the harmonic condition
[
∂2
∂a2
+
2s
a
∂
∂a
+
∂2
∂b2
]
F2s(a, b) = 0 . (B.15)
Substituting the expansion (B.11) we find by integration
G2s(a, b) = (2s − 1)kˆs
[
b+
∞∑
m=1
(
fˆs(ma)
m
− a
2s− 1 fˆ
′
s(ma)
)
sin(mb)
]
. (B.16)
This satisfies the second relation in (B.14) by direct differentiation, while for the
first relation the differential equation (B.13) is used as well.
Note that since the expansion of the Bessel functionKs−1/2 (cf. (B.5)) terminates
for integer s, it follows from (B.11) that the function F2s can be written more explicit
for integer s. For example, in the simplest case s = 1 one finds after some algebra
2F2(a, b) =
1
a
sinh a
cosh a− cos b (B.17)
2G2(a, b) = b+
a sin b
cosh a− cos b + 2arctan
(
sin b
ea − cos b
)
. (B.18)
Since the relation between s in this appendix and d in the text is s = (d − 2)/2,
these functions are relevant for the coordinate transformation in the case d = 4.
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C Coordinate change in large R limit
In this appendix, we work out the non-trivial change of coordinates (r, v) → (R, v)
in the large R limit. Starting point are the relations
R =
(
kd
Fd−2
) 1
d−3
=
r
RT
[
1 +
∞∑
n=1
fd
(
n
r
RT
)
cos
(
n
z
RT
)]− 1d−3
(C.1)
v =
z
RT
+
∞∑
n=1
sin
(
n
z
RT
)[
1
n
fd
(
n
r
RT
)
− 1
d− 3
r
RT
f ′d
(
n
r
RT
)]
(C.2)
which are read off from (2.10), (2.15) and (2.28). Since fd(y) ∼ y
d−4
2 e−y, the n-
expansion in the two expressions above can be regarded as the correction terms in
a large r (and hence large R) expansion, with increasing exponentially suppressed
terms e−nr. Alternately, we can regard the series as a Fourier expansion in terms of
cos(nz) for R and sin(nz) for v. These two ways of expanding coincide in fact for
the function Fd−2.
For the functions r(R, v), z(R, v) these two expansion are correlated in a more
complicated matter, but it is not difficult to establish that
r
RT
= R
∞∑
n=0
g
(n)
d (R) cosnv (C.3)
z
RT
= v −
∞∑
n=1
h
(n)
d (R) sinnv (C.4)
where
g
(n)
d (R) =
∞∑
m=0
e−(n+2m)Rg˜
(n,m)
d (R) , g˜
(0,0)
d = 1 (C.5)
h
(n)
d (R) =
∞∑
m=0
e−(n+2m)Rh˜
(n,m)
d (R) . (C.6)
Here, we explicitly give the inverse relations (C.3), (C.4) thru second order (e−2R)
in terms of the known functions fd in (2.11). After some algebra one obtains
g
(0)
d (R) ≃ 1 +
d− 2
4(d− 3)2 fd(R)
2 (C.7)
g
(1)
d (R) ≃
1
d− 3fd(R) (C.8)
g
(2)
d (R) ≃
1
d− 3
[
fd(2R)− 3d− 10
4(d− 3)fd(R)
2 +
1
d− 3Rfd(R)f
′
d(R)
]
(C.9)
h
(1)
d ≃ fd(R)−
1
d− 3Rf
′
d(R) (C.10)
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h
(2)
d ≃
1
2
[
−fd(R)2 + 3d− 11
(d− 3)2Rfd(R)f
′
d(R)−
R2
(d− 3)2 [(f
′
d(R))
2 + fd(R)f
′′
d (R)]
+f(2R)− 2
d− 3Rf
′
d(2R)
]
. (C.11)
Fourier expansion of K(0) and A(0)
The above results can be used to find the large R behavior of the Fourier com-
ponents of K(0) and A(0) in the Fourier expansions (2.36) and (2.37). Using (2.10)
and (2.35) one obtains the expression
K(0)(r, z) =
[
1 +
∞∑
n=1
fd
(
n
r
RT
)
cos
(
n
z
RT
)] 2d−3
(C.12)
and then it follows from the results above that in terms of (R, v) coordinates one
has
K(0)(R, v) =
∞∑
n=0
L
(n)
0 (R) cosnv (C.13)
L
(n)
0 (R) =
∞∑
m=0
e−(n+2m)RL˜
(n,m)
0 (R) , L˜
(0,0)
0 = 1 . (C.14)
Through second order we have that
L
(0)
0 (R) ≃ 1 +
d− 1
2(d− 3)2 fd(R)
2 (C.15)
L
(1)
0 (R) ≃
2
d− 3fd(R) (C.16)
L
(2)
0 (R) ≃
2
d− 3
[
fd(2R) +Rfd(R)f
′
d(R)−
3d− 11
4(d − 3)2 fd(R)
2
]
(C.17)
Similarly, for A(0) it follows from (2.10) and (2.34) that
A(0)(R, v) =
∞∑
n=0
B
(n)
0 (R) cos nv (C.18)
B
(n)
0 (R) =
∞∑
m=0
e−(n+2m)RB˜
(n,m)
0 (R) , B˜
(0,0)
0 = 1 (C.19)
where through second order
B
(0)
0 (R) ≃ 1 +
1
2(d− 3)
[(
d− 1−R2d+ 1
d− 3
)
fd(R)
2
+ 2(d− 1)Rfd(R)f ′d(R) +R2f ′d(R)2
]
(C.20)
B
(1)
0 (R) ≃
2
d− 3
[(
1− R
2
d− 3
)
fd(R) +Rf
′
d(R)
]
(C.21)
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B
(2)
0 (R) ≃
1
2(d− 3)
[
4
(
1−R2 10
d− 3
)
fd(2R) + 4
3d− 10
d− 3 Rf
′
d(2R)
+
1
(d− 3)2
(
(3d− 11) +R2 4d
3 − 28d2 + 53d− 9
d− 3
)
fd(R)
2
+2
1
d− 3
(d− 1
d− 3(2d
2 − 14d+ 25) − 8R2
)
Rfd(R)f
′
d(R)
+
1
(d− 3)3 (8d
3 − 72d2 + 211d − 199)R2f ′d(R)2
]
. (C.22)
D Details on the expansion of the equations of motion
In this appendix we give some of the details relevant to the expansion
K(R, v) = y(R) + cos(v)b(R) + cos(2v)q(R) + p(R) +O(e−3R) (D.1)
in the equations of motion (6.1)-(6.4). For completeness we recall the definitions
y(R) ≡ L˜(0,0)(R) , b(R) ≡ e−RL˜(1,0)(R) (D.2)
q(R) ≡ e−2RL˜(2,0)(R) , p(R) ≡ e−2RL˜(0,1)(R) (D.3)
in terms of the expansion coefficients in (6.8).
The non-linear differential equation on y(R) that follows from E2 in (6.23) is∑
0≤k≤l≤m≤n≤3
cklmnykylymyn = 0 (D.4)
where we have defined
ym ≡ Rm∂
my(R)
∂Rm
. (D.5)
In (D.4) the ten non-zero coefficients are
c0001 = 2(d− 4)[2(d − 2)2 − (5d − 11)x+ (d− 1)x2] (D.6)
c0011 = 2(d− 2)(2d2 − 11d + 21)− 2(d3 − 8d2 + 31d− 36)x + 6(d− 1)x2 (D.7)
c0111 = (d− 1)(1 − x)[(d2 − 8d+ 12) + dx] (D.8)
c1111 = −(d− 1)(d − 2)(1− x)2 (D.9)
c0002 = −12(d− 2)− 2(3d2 − 25d+ 36)x + 2(d− 1)(d − 6)x2 (D.10)
c0012 = 2(1− x)[(d2 − 4)− (d2 − 2d+ 2)x] (D.11)
c0022 = 2(d− 2)(1 − x)2 (D.12)
c0112 = (d− 1)(d − 2)(1 − x)2 (D.13)
c0003 = −2(1− x)[2(d− 2)− (d− 1)x] (D.14)
c0013 = −2(d− 2)(1 − x)2 (D.15)
with the definition
x ≡ (R0/R)d−3 . (D.16)
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The perturbative solution of (D.4) is given by the power series
y(R) = 1 +
∞∑
n=1
αnx
n (D.17)
where the first five orders are given by
α1 = −χ (D.18)
α2 = − 1
12(d− 2)χ[(d− 2)(d − 9)χ+ 6d− 14)] (D.19)
α3 =
1
12(d − 2)χ(χ− 1)[(d − 2)(d − 5)χ+ 4d− 10] (D.20)
α4 =
1
1440(d − 2)2χ[(d− 2)
2(d3 − 4d2 − 63d + 258)χ3 + 8(d− 2)(22d2 − 157d + 243)χ2
−4(9d− 22)(3d2 − 32d + 53)χ − 72(d − 2)(5d − 13)] (D.21)
α5 = − 1
1440(d − 2)2χ(χ− 2)[(d− 2)
2(d− 5)(d2 + d− 18)χ3
+4(d− 2)(19d2 − 123d + 184)χ2
+(−48d3 + 564d2 − 1836d + 1816)χ − 48(d − 2)(3d − 8)] (D.22)
and, more generally, all coefficients αn≥2 are seen to be uniquely determined in terms
of α1 = −χ.
The second order differential equation on b(R) that follows from (6.22) takes the
form
M2(R, y(R))R
2b′′(R) +M1(R, y(R))Rb
′(R) +M0(R, y(R))b(R) = 0 (D.23)
where in terms of the notation defined in (D.5), (D.16) the functionalsMm are given
by
M2 ≡ (1− x)y20 [(2d− 4− (d− 1)x)y0 + (d− 2)(1 − x)y1] (D.24)
M1 ≡ −y20[(2d2 + 16− 12d + (−3d2 + 19d− 26)x + (−d+ 1)x2)y0
+(1− x)(d2 − 4− (3d− 4)x)y1 + 2(1− x)2(d− 2)y2] (D.25)
M0 ≡ M (0)0 +R2yd0 [(−2d + 4 + (d− 1)x)y0 − (1− x)(d− 2)y1] (D.26)
M
(0)
0 ≡ [2x(d − 3)2y30 + (1− x)(d− 2)(−2d2 + 15d − 28 + (d− 2)x]y20y1 (D.27)
−(1− x)(d− 1)(d2 − 6d+ 8 + x)y0y21 + (1− x)(d− 2)(d − 2 + (d− 4)x)y20y2
−(1− x)2(d− 1)(d − 2)y0y1y2 + (1− x)2(d− 2)y20y3 + (1− x)2(d− 1)(d− 2)y31 ] .
As a check note that for y(R) = 1 and R0 = 0 this differential equation cor-
rectly reduces to (B.13) with s = (d − 2)/2, the solution of which is given by
fˆs=(d−2)/2(R) ≡ fd(R) given in (2.11). Indeed, we know from (C.16) that in this
case b(R) = e−RL˜
(1,0)
0 (R) ∝ fd(R).
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The second order differential equation on q(R) takes the form
N2(R, y(R))R
2q′′(R) +N1(R, y(R))Rq
′(R) +N0(R, y(R))q(R) =
∑
0≤m≤n≤3
wmnbmbn
(D.28)
bm ≡ Rm ∂
mb(R)
∂Rm
(D.29)
where the functionals entering the homogeneous parts are
N2 ≡ λM2 , N1 ≡ λM1 , N0 ≡ λM (0)0 +R2N (1)0 (D.30)
λ ≡ 4y0[2(d− 3)y20 + ((d − 2− x)y1 + (1− x)y2)y0 − (1− x)y21 ] (D.31)
N
(1)
0 ≡ 16yd+10
[
− 2(d− 3)
(
2(d− 2)− (d− 1)x
)
y30 (D.32)
−
(
[2(d − 2)(2d − 5)− (d− 2)(3d − 5)x+ (d− 1)x2]y1
+(1− x)[2(d − 2)− (d− 1)x]y2
)
y20
−(1− x)
(
[(d − 2)(d− 4) + x]y1 + (1− x)(d− 2)y2
)
y0 + (d− 2)(1 − x)2y31
]
with Mm=1,2 defined in (D.24), (D.25) and M
(0)
0 defined in (D.27). The six non-zero
functionals wmn in the inhomogeneous part of (D.28) are
w00 = w
(0)
00 +R
2yd−20 w
(1)
00 , w01 = w
(0)
01 +R
2yd−20 w
(1)
01 (D.33)
w02 , w03 , w11 , w12 , w22 . (D.34)
As the expressions become rather lengthy we refrain from giving the exact forms
of these y-dependent functionals wmn, though we note that w
(0,1)
00 , w
(0,1)
01 in (D.33)
and the remaining five wmn in (D.34) are of fifth order in {ym;m = 0 . . . 3} with
coefficients that depend on x and d.
Finally, the third order differential equation on p(R) takes the form
3∑
m=0
Jm(R, y(R))pm =
∑
0≤m≤n≤3
vmnbmbn , pm ≡ Rm∂
mp(R)
∂Rm
(D.35)
where bm was defined in (D.29). Here, the functionals Jm are fifth order polynomials
in {ym;m = 0 . . . 3} with coefficients that depend on x and d. We also comment on
the form of the seven non-zero functionals vmn
v00 = v
(0)
00 +R
2yd−20 v
(1)
00 +R
4y
2(d−2)
0 v
(2)
00 (D.36)
vmn = v
(0)
mn +R
2yd−20 v
(1)
mn , (mn) = (01), (02), (11) (D.37)
v03 , v12 , v13 , v22 (D.38)
where in this case the functionals are of fourth order in {ym;m = 0 . . . 3}.
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We finally give some of the corresponding results for A(R, v) in (6.18), (6.19)
obtained from substituting (D.1) in (6.6). For the leading v-independent part one
finds
B˜(0,0)(R) =
1
2(d− 3)y0 [2(d−3)y
2
0+(d−2−x)y0y1+(1−x)y0y2−(1−x)y21 ] (D.39)
where we recall that ym is defined in (D.5). Substitution of the power series solution
(D.17)-(D.22) of y(R) gives
B˜(0,0)(R) = 1 +
∞∑
n=1
βnx
n (D.40)
with the first five orders given by
β1 = −χ (D.41)
β2 = − 1
12
χ[d(d− 5)χ+ 4] (D.42)
β3 =
1
12
χ(χ− 1)[(d − 1)(d − 4))χ+ 2] (D.43)
β4 =
1
1440(d − 2)χ[(3d − 11)(d − 2)(2d
3 − 13d2 + 9d+ 6)χ3
+4(d− 2)(39d2 − 194d + 171)χ2
+(−108d3 + 756d2 − 1404d + 644)χ− 144(d − 2)] (D.44)
β5 = − 1
1440(d − 2)χ(χ− 2)[(d − 1)(d − 2)(2d − 7)(3d
2 − 17d + 18)χ3
+4(d− 2)(14d2 − 69d+ 67)χ2
+− 4(d− 1)(12d2 − 72d+ 97)χ − 48(d− 2)] . (D.45)
We also give the expression for the first correction term that multiplies cos(v),
e−RB˜(1,0)(R) =
1
2(d− 3)y20
[
(2(d − 3)y20 + (1− x)y21 −R2yd0)b(R)
+((d− 2− x)y20 − 2(1− x)y0y1)Rb(R)′ + (1− x)y20R2b(R)′′
]
(D.46)
where we recall that b(R) = e−RL˜(1,0)(R).
E M5 and NS5-branes
The solution of N coincident M5-branes with a transverse circle of radius RT has
the metric
ds2 = H−1/3
[
−dt2 +
5∑
i=1
(dxi)2 +H
(
dz2 + dr2 + r2dΩ23
)]
(E.1)
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and electric six-form potential
C012345 = 1−H−1 (E.2)
with
H = 1 +
∞∑
n=−∞
πNl3p
(r2 + (z + 2πnRT )2)3/2
(E.3)
where z is the coordinate of the circle with radius RT . For r ≫ RT we have
H = 1 +
Nl3p
RT
1
r2
= 1 +
Nl2s
r2
(E.4)
where we used that l3p = RT l
2
s and RT = gsls from the IIA/M-theory S-duality.
Using the standard S-duality transformation on the solution (E.1)-(E.2) we get the
NS5-brane solution in Einstein frame
ds2 = H−1/4
[
−dt2 +
5∑
i=1
(dxi)2 +H
(
dr2 + r2dΩ23
)]
(E.5)
e2φ = H , E012345 = 1−H−1 (E.6)
where E is the 6-form potential dual to the Kalb-Ramond two-form B and the
function H is given by (E.4).
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