Abstract. We prove Roth-type theorems for systems of matrix equations including an arbitrary mix of Sylvester and ⋆-Sylvester equations, in which the transpose or conjugate transpose of the unknown matrices also appear. In full generality, we derive consistency conditions by proving that such a system has a solution if and only if the associated set of 2 × 2 block matrix representations of the equations are block diagonalizable by (linked) equivalence transformations. Various applications leading to several particular cases have already been investigated in the literature, some recently and some long ago. Solvability of these cases follow immediately from our general consistency theory. We also show how to apply our main result to systems of Stein-type matrix equations.
T l and, for the field of complex numbers, also the matrix conjugate transpose X H l . In the system above with n 1 + n 2 matrix equations, each equation has one or at most two different unknown matrices, and thus the total number of unknowns m is obviously bounded by 2n 1 + 2n 2 . In general, m can take any value from 1 to 2n 1 + 2n 2 . The indices k and j depend on i (are integer functions of i) as well as k ′ and j ′ depend on i ′ which reflect that different equations may share the same or have different unknown matrices. In general, we will not repeat these index dependencies in the statements of our results, but they will be obvious in some of the examples discussed in section 2. Without loss of generality, we may consider only the minus signs in the first type of matrix equations and the plus signs in the second type of matrix equations.
For simplicity, we call the two types of matrix equations in the system Sylvester and ⋆-Sylvester equations, respectively, although coupled (or generalized) Sylvester and ⋆-Sylvester equations would be a more accurate description. The same unknown matrices may appear in the matrix equations of the same type, as well as in the matrix equations of different types. This couples all equations on the intra-and intertype levels, respectively. Depending on the choice of n 1 , n 2 , and m as well as the positioning (or indexing) of the unknown matrices, there exist several special cases already studied in the literature. Later, we will review some of these particular cases. But first, the simplicity in the statement of our main result allows us to already present it now. Theorem 1.1. The system of n 1 +n 2 matrix equations with m unknown matrices, 
In Theorem 1.1 we may have n 1 = 0 or n 2 = 0 which would mean that matrix equations (1.1) or (1.2) are absent as well as the conditions (1.3) or (1.4), respectively. Theorem 1.1 relates the consistency, i.e., the property of having a solution, of a system of matrix equations (1.1)-(1.2) to the block diagonalization and the block antidiagonalization of the corresponding set of block-triangular matrices (1.3)-(1.4). Notably, Theorem 1.1 also covers the cases of existence of (skew-)Hermitian or (skew-)symmetric solutions since we can add the equations X l ± X ⋆ l = 0 for the variables we want to satisfy the corresponding condition (see also [39] for this result for one equation).
Since the first paper on the consistency of the matrix equations AX −XB = C and AX − Y B = C, published by Roth in 1952 [29] , several particular cases of Theorem 1.1 have been proven, e.g., see [2, 12, 21, 22, 28, 29, 32, 38, 39 ]. Roth's results and their generalizations are often referred in the literature as Roth's theorems.
A great number of problems lead to Sylvester and ⋆-Sylvester matrix equations; examples include robust, optimal, and singular system control, signal processing, filtering techniques, feedback, model reduction, and numerical solution of differential equations, e.g., see [3, 4, 10, 12, 34, 35] and the references therein; see also section 2. Besides applications, our motivation for developing this theory in full generality is the close relationship to the problem of reduction of block-triangular matrices (by a particular equivalence transformation) to the corresponding block diagonal and antidiagonal forms; see (1.3)-(1.4).
The consistency conditions for some systems of matrix equations have been stated not only through the corresponding equivalence relations of the block matrices but also via, e.g., ranks or generalized inverses [1, 34, 35] . Nevertheless, many of these conditions can be derived from the corresponding equivalence relations of the block triangular matrices in Theorem 1.1.
In order to appreciate and grasp the generality of Theorem 1.1, we use a tool from the representation theory as follows: any set of sesqui-or bilinear, and linear mappings (and thus any system of Sylvester and ⋆-Sylvester equations (1.1)-(1.2)) is associated to a graph with undirected and directed edges [23] . We illustrate the graph representation for several particular cases.
Summarizing, Theorem 1.1 generalizes Roth's theorem to systems consisting of Sylvester and ⋆-Sylvester equations. In section 2, we discuss a few particular cases and motivations from the literature. Section 3 illustrates how we associate each possible corollary of Theorem 1.1 with a graph representation. The next two sections are dedicated to the proofs: In section 4, we prove the result for systems of Sylvester equations; section 5 solves the general case of mixed systems of Sylvester and ⋆-Sylvester equations. Finally, in section 6, we apply our main result and derive a similar consistency theorem for systems of Stein and ⋆-Stein equations.
Particular cases and applications.
In applications, we typically deal with a particular system of matrix equations or a set of matrices. Here, we discuss a selection of particular cases, some of them already addressed in the literature, and formulate them as corollaries to Theorem 1.1. Note that not only n 1 , n 2 , and m define the settings but also the positions of the unknowns in every equation of the system (1.1)-(1.2).
First, we consider a system of n standard (continuous-time) Sylvester equations, i.e., n 2 = 0 and m = 1 in Theorem 1.1, leading to the following corollary, which also has been proved in [28] , and in [21] for matrices over commutative rings.
Corollary 2.1. The system of matrix equations
has a solution X if and only if there exists a nonsingular matrix P such that
As mentioned, Corollary 2.1 for only one equation (n = 1) is done in [15, 29] and relates the consistency (existence of the solution) of the matrix equation with the similarity (having the same Jordan canonical form) of the two associated 2 × 2 block matrices. A comprehensive review of the various results about the matrix equation AX − XB = C as well as an extensive reference list are presented in [4] .
Setting n 2 = 0, m = 2, and fixing the positions of the two unknown matrices in Theorem 1.1 we get the following corollary, which is also proved in [21, 28] .
Corollary 2.2. The system of matrix equations
has a solution (X 1 , X 2 ) if and only if there exist nonsingular matrices P 1 and P 2 such that
Two important partial cases of Corollary 2.2 are those with one and two equations. The case with only one equation (n = 1) is the initial result by Roth [29] (see also [1, 15] ). For n = 2 this result is important for the investigation of matrix pencils as is done in [2, 32, 38] . In particular, these systems arise in computing stable eigendecompositions of matrix pencils [7] . Robust and efficient algorithms and software for solving these generalized Sylvester equations have been developed; e.g., see [27] , RECSY [24, 25] , SCASY [17, 18] , and [26] for a perturbation analysis.
Maybe, a more exotic partial case of Theorem 1.1 (n 1 = 2, n 2 = 0, and m = 3), see [28] , is as follows.
Corollary 2.3. The system of matrix equations
has a solution (X 1 , X 2 , X 3 ) if and only if there exist nonsingular matrices P 1 , P 2 , and P 3 such that
Let us state another particular case of Theorem 1.1 (n 1 = m, n 2 = 0, and the "cyclic" positioning of the unknowns) which is of interest due to its relations to the periodic eigenvalue problem [5, 16] and its deflating subspaces [19, 20] . Surprisingly, the consistency of this particular case does not seem to be explicitly stated and published before.
Corollary 2.4. The cyclic system of matrix equations (2.7)
. . , X n ) if and only if there exist nonsingular matrices
. . .
We remark that Corollary 2.4 for n = 2 gives Roth's theorem for contragredient matrix pencils.
So far, the systems in Corollaries 2.1-2.4 only involve Sylvester equations of type (1.1). Notwithstanding, ⋆-Sylvester equations recently enjoyed considerable attention [10, 11, 13, 14] , partially, due to their relations with the congruence orbit of palindromic matrix pencils [12] , e.g., in the analysis of associated deflating subspaces [6] . Therefore, the following corollary (Theorem 1.1 for n 1 = 0 and n 2 = m = 1) is already known [12, 39] .
Corollary 2.5. The matrix equation
Notably, Corollary 2.5 has recently been generalized to several ⋆-Sylvester equations [9] (Theorem 1.1 for n 1 = 0 and m = 1).
Additionally, in [39] a particular case of Theorem 1.1 (n 1 = n 2 = m = 1, and F = I, G = −I, and H = 0) with both Sylvester and ⋆-Sylvester equations is addressed.
Corollary 2.6. The system of matrix equations
has a solution X if and only if there exists a nonsingular matrix P such that (2.11)
Essentially, Corollary 2.6 covers the existence of a Hermitian solution for the standard Sylvester matrix equation.
Using graphs to represent linear mappings and matrix equations.
We use a tool from representation theory and associate a graph with each particular case of Theorem 1.1. This method of visualization is inspired by the representation theory of mixed graphs, developed by Sergeichuk [31] (see also [23] ). A mixed graph may have both directed and undirected edges. Its representation is given by assigning to each vertex a vector space, to each directed edge a linear mapping, and to each undirected edge a bilinear or sesquilinear form on the corresponding vector spaces. We can express these mappings and forms by their matrices choosing bases in the spaces. Reselection of the bases reduces by equivalence transformations all matrices that are assigned to directed edges, and by ( * )congruence transformations all matrices that are assigned to undirected edges (see [23] for details).
For example, for n = 1, (2.2) essentially means that the corresponding 2 × 2 block matrices are similar (i.e., have the same Jordan canonical form) and the block diagonalization can be interpreted as changing the matrix representing the mapping from some vector space V to itself when the basis of V is modified (multiplied) by a transformation matrix P −1 . Thus, with n = 1, the similarity (2.2) can be associated with graph (a) in Figure 1 : the node represents the vector space V and the loop represents the mapping with the matrices (in different bases)
acting from V to itself. Similarly, n mappings acting from V to itself will result at graph (b) in Figure 1 . Like in the previous cases, condition (2.4) for n = 1 can be interpreted as changing the matrix representing the mapping from some vector space V to another vector space W when the bases of the vector spaces are modified by the transformation matrices
(a) The graph corresponding to (2.2) with n = 1 and
The graph corresponding to (2.2) and (2.1).
(c) The graph corresponding to (2.4) with n = 1 and
The graph corresponding to (2.4) and (2.3) with n = 2.
The graph corresponding to (2.4) and (2.3).
(f) The graph corresponding to (2.9) and
(g) The graph corresponding to (2.6) and (2.5).
(h) The graph corresponding to (2.11) and (2.10).
(i) The graph corresponding to (2.8) and (2.7). 2 , respectively, and the associated graph is Figure 1(c) . In Figure 1 we also present the graphs associated with the other corollaries in section 2. Now through Theorem 1.1 we essentially associate a graph to a system of matrix (⋆-)Sylvester equations: The number of nodes in the graph is equal to the number of unknown matrices X i in the system of matrix equations. The number of directed and undirected edges is equal to the number of Sylvester and ⋆-Sylvester equations, respectively. The edges are placed in between the nodes corresponding to the unknowns involved in the respective matrix equation. The directions of the directed edges are defined by the order of the unknowns involved in the respective matrix equations. Applying the (⋅)
⋆ -operator to any ⋆-Sylvester equation, we get an equivalent ⋆-Sylvester equation with interchanged order (roles) of the unknowns, which also explains their association with the undirected edges. Summing up, Theorem 1.1 shows that Roth's theorem remains true for the systems (and the matrix equivalence relations) associated with any graphs. For example, we associate the graph in Figure 2 with the system of matrix equations as well as with the set of (bi)linear mappings with the corresponding transformations in the left and right columns of (3.2), respectively. Each edge of the graph in Figure 2 is labeled with the equation (and mapping) number to which it corresponds:
We remark that the equations numbered 5 and 3 ′ in (3.2) are independent from the other matrix equations. As a consequence there is a disconnected graph with two connected components associated with (3.2) in Figure 2 .
Although the graphs are not used for the proofs, they are convenient for the problem description and identification, e.g., the system (2.7) and the linear mappings (2.8) in Corollary 2.4 can be represented as the cycle graph (i) in Figure 1 .
Systems of Sylvester equations.
We will first prove Roth's theorem for the system of Sylvester matrix equations
. . , n, and j, k ∈ {1, . . . , m}.
In this section all of the matrices are of compatible sizes over a field F of any characteristic; assuming that each X l is r l ×c l , where l = 1, . . . , m (i.e., the unknown matrices may be rectangular and of different sizes), we have that A i is r j × r k , B i is c j × c k , and C i is r j × c k . From now on we usually skip writing the sizes explicitly but assume all matrices being of compatible sizes. Clearly, it is enough to consider only the minus sign in (4.1). Theorem 4.1. The system of matrix equations 
Our proof below extends and generalizes on the proofs and the techniques used in [15, 38] .
Proof. First, let X 1 , X 2 , . . . , X m be a solution of (4.2). Then for each i
Now, for every l = 1, . . . , m we can choose the transformation matrices in (4.3) as
where the identity matrices are of conformable sizes. Contrarily: Now, we assume the existence of nonsingular P 1 , P 2 , . . . , P m that fulfill (4.3). Consider the two systems of matrix equations (4.4) [
where i = 1, . . . , n and k, j ∈ {1, . . . , m} in both systems. Define the solution spaces of (4.4) and (4.5) by W 1 and W 2 , respectively. Note that
3)-and therefore, we have
By a conforming block-partition of the solution in (4.4) each matrix equation in the system looks like
and after performing the block matrix multiplications we obtain (4.7)
. . , n, and k, j ∈ {1, . . . , m}.
We complete the proof by showing that there is a solution (U 1 , U 2 , . . . , U m ) of (4.7) (i.e., of (4.4)) such that the blocks (U Let us introduce an operator that picks the first block columns of (U 1 , U 2 , . . . , U m ): 
We also have that
Therefore Im ϕ W1 ⊆ Im ϕ W2 . Using (4.6), (4.9) , and the rank-nullity identities
we have that dim Im ϕ W1 = dim Im ϕ W2 . Thus the image of the restrictions is the same: Im ϕ W1 = Im ϕ W2 .
Since (U 1 , U 2 , . . . , U m ) = (I, I, . . . , I) ∈ W 2 , we have
where the unit matrices I in the two expressions (in general) have different sizes. This fact together with Im ϕ W1 = Im ϕ W2 imply that (4.10)
Systems of Sylvester and ⋆-Sylvester equations.
In the investigation of Roth's theorem for systems of Sylvester and ⋆-Sylvester equations, i.e., Theorem 1.1, we consider (1.3)-(1.4) as well as their conjugate transpose variants. Indeed, this makes it possible to apply Theorem 4.1 presented in section 4 which in turn leads to the existence of a solution to a certain system of type (4.2). Similar techniques were used for some ⋆-Sylvester equations in [9, 36, 39] . In the following, we present the details of our derivations and further manipulations.
Proof of Theorem 1.1. Let X 1 , X 2 , . . . , X m be a solution of (1.1)-(1.2). Then for each i
. . , m}. Now, for every l = 1, . . . , m we can choose the transformation matrices in (1.3)-(1.4) as
Contrarily: Assume that there exist nonsingular matrices P 1 , P 2 , . . . , P m such that (1.3)-(1.4) hold. We transpose or transpose and take the conjugate of (1.3) and (1.4) and altogether we get the following four equalities:
, is a solution to the system of Sylvester and ⋆-Sylvester equations (1.1)-(1.2).
Remark 5.1 (connections to the representation theory). In the proof of Theorem 1.1 we essentially "substitute" the ⋆-congruence of each bilinear (or sesquilinear) mapping by the equivalence of the two linear mappings. This (and vice versa) substitution for bilinear mappings over complex fields is a corollary of the proposition in [30] . In the language of the representation theory it means that over the field of complex numbers with trivial (or identity) involution the two representations of mixed graphs are equivalent if and only if the two representations of quivers with involution are equivalent; for more details, see [23] . We recall that in section 3 we use mixed graphs to represent linear mappings and matrix equations.
Systems of generalized Stein and ⋆-Stein equations. Every generalized
Stein equation can be rewritten as a system of three Sylvester equations by introducing two new unknown matrices, e.g., AXK − LXB = C has a solution X if and only if the following system does:
where Y and Z are the introduced unknown matrices. The same trick is possible for the generalized ⋆-Stein equations. As a consequence we have the following theorem.
Theorem 6.1. The system of matrix equations with m unknown matrices is 
where i = 1, . . . , n 1 , i ′ = 1, . . . , n 2 , and j, k, j ′ , k ′ ∈ {1, . . . , m}. Proof. Let Y i ∶= L i X j and Z i ∶= X k K i ; then (6.1) can be rewritten as follows:
where i = 1, . . . , n 1 , j, k ∈ {1, . . . , m}, and let U i ′ ∶= X j ′ N ⋆ i ′ and V i ′ ∶= X k ′ M i ′ ; then (6.2) can be rewritten as follows:
where i ′ = 1, . . . , n 2 and j ′ , k ′ ∈ {1, . . . , m}. Now the result follows from Theorem 1.1.
Some particular cases of Theorem 6.1 are also known; examples include the matrix Stein equations X − LXB = C [33, 37] and X − LY B = C [28] , and the generalizations A i X − LXB i = C i , i = 1, . . . , n, and XK i − L i XB = C i , i = 1, . . . , n [28] . In [8] (see also the references therein) an overview of some results on various ⋆-Stein equations is presented. In particular, the problems of finding necessary and sufficient conditions for the consistency of F X − N X ⋆ = H, and more generally for F XM − N X ⋆ G = H, are stated as being open [8] , but now solved by Theorem 6.1.
