Dissecting the genetic architecture of regulatory elements on a genome-wide basis is now technically feasible. The potential medical and genetical implications of this kind of experiment being very large, it is paramount to assess the reliability and repeatability of the results. This is especially relevant in outbred populations, such as humans, where the genetic architecture is necessarily more complex than in crosses between inbred lines. Here we simulated a chromosome-wide SNP association study using real human microarray data. Our model predicted, as observed, a highly significant clustering of quantitative trait loci (QTL) for gene expression. Importantly, the estimates of QTL positions were often unstable, and a decrease in the number of individuals of 16% resulted in a loss of power of ‫%03ف‬ and a large shift in the position estimate in ‫%04-03ف‬ of the remaining significant QTL. We also found that the analysis of two repeated measures of the same mRNA can also result in two QTL that are located far apart. The intrinsic difficulties of analyzing outbred populations should not be underestimated. We anticipate that (many) conflicting results may be collected in the future if whole-genome association studies for mRNA levels are carried out in outbred populations.
T HE goal of identifying the genetic polymorphisms isms (SNPs), thereby increasing the chances of identifying the causal mutation or mutations in an association that affect each of the mRNA levels of an organism, study. Interestingly, evidence that genetic variation for i.e., the merging of genetics and genomics, is currently transcription activity does exist within as well as between a most exciting and promising avenue of research populations begins to appear, much the same as for any (Cheung and Spielman 2002) . Thus far, most of the other quantitative trait (Oleksiak et al. 2002 ; Cheung few available studies have been done in crosses between et al. 2003; Whitney et al. 2003) . Thus, given current inbred lines, in yeast (Brem et al. 2002) , Drosophila technology, it is tempting to believe that it is only a (Wayne and McIntyre 2002) , mice (Schadt et al. matter of time (and money) before we can identify most, 2003), or corn (Schadt et al. 2003) . This strategy has if not all, polymorphisms that affect genetic variation been called a multifactorial perturbation of a biological at the transcription regulation level, the so-called eQTL system (Jansen 2003) because many combinations of (Schadt et al. 2003) . the original founder allele are simultaneously produced Nevertheless, we are still far away from knowing the (in an F 2 , recombinant inbred line, or similar line).
genetic architecture of the transcriptome in outbred However, assessing the genetic architecture of the tranpopulations. Moreover, we are almost completely ignoscriptome in outbred populations, like humans, is badly rant about the potential power of experiments, the accuneeded if pharmacogenomics is to succeed. Here the racy of, e.g., estimated locations of QTL, how widespread challenge is to quantify and position in the genome the is the presence of "hotspots" of QTL for transcription most important sources of variation, rather than further activity, and so on. Such information would be ex-"perturbing" the system because this is already very comtremely valuable before tackling very relevant and timely plex.
but also expensive studies. Certainly, outbred populations pose additional chal-
The main objective of this work is to assess the credilenges to the genetic dissection of complex traits; e.g., bility of these transcription activity hotspots and to study the number of quantitative trait loci (QTL) alleles and the stability of the location estimates for the eQTL. their frequencies are unknown and the phases between "Ghost" hotspots may result simply from a high correla-QTL and marker alleles change from family to family. tion between mRNA levels. Computer simulation is, traMany of these drawbacks can be avoided with a very ditionally, an extremely useful tool for exploring the dense genotyping using single-nucleotide polymorphbehavior of genetic systems but here we are confronted with new problems; in particular, how do we simulate transcriptome data? Instead of simulating microarray studies of gene expression in humans. In all simulations, In theory, the usual coalescence approaches (Hudson 2002) can be used to simulate long stretches of the SNP genotypes are randomly assigned to an individual's microarray, so that there is no underlying func-DNA sequence with many opportunities for recombination, but the memory and CPU requirements soon intional relationship between SNPs and expression. Results show patterns of clustering of eQTL that resemble crease exponentially and this approach was not practical. Thus we simulated 2n chromosomes using a mixture those published in actual studies. Moreover, we also retrieve a high instability in the estimated locations for of coalescence and gene-dropping methods. First we simulated 3000 chromosomes with exactly 100,000 polythe eQTL. morphic sites uniformly distributed and parameter ϭ 4N e r ϭ 1000 (Hudson 1993 (Hudson , 2002 , where N e is the METHODS population effective size and r is the recombination fraction between the ends of the segment simulated. The data sets used were those by Rosenwald et al. (2002) and Whitney et al. (2003) , corresponding to Hudson's (2002) programs with a fixed number, 100,000, of segregating sites and ϭ 1000 were used. large B-diffuse cells from lymphoma patients [Rosenwald (R) set] and whole blood from healthy individuals This initial sample of 3000 chromosomes contained an extreme degree of disequilibrium and thus was not [Whitney (W) set], respectively. These data sets were chosen because, among those publicly available, they realistic at all. Then, we generated offspring from these chromosomes using a simple gene-dropping strategy for were of moderate to large size: n ϭ 240 (R) and n ϭ 76 (W) and from outbred populations. The R data set t ϭ 1000 discrete generations with random mating and without selection; in each generation, 3000 new chroconsisted of 240 patients from several countries that suffered from diffuse B-cell lymphoma. The so-called mosomes were generated, which were produced from meioses between two of the former generation chromo-"lymphochip" was used, which is a cDNA microarray constructed from a germinal B-cell library containing somes. A total chromosome length of 100 cM was assumed. We also considered t ϭ 200, 400 but the results in total ‫000,21ف‬ clones and is expected to contain most of the genes expressed in cancerous lymphoma tissues.
relevant to this study (e.g., change in power, stability of estimates and so on) were very similar and thus are not Full details are given elsewhere (Alizadeh et al. 2000; Rosenwald et al. 2002) ; here we used data from 7399 presented. As a result of drift in the gene-dropping procedure and of the absence of new mutations, the cDNA measurements that were taken directly from their web site (http://llmpp.nih.gov/DLBCL/). The W set final number of segregating SNPs was ‫000,52ف‬ in all replicates. For the sake of QTL analyses (described bewas extracted using the SMD system (http://genomewww.stanford.edu/normalblood). For a given cDNA low), we used only those SNPs with minor allele frequency Ͼ0.10, resulting in ‫000,02ف‬ SNPs finally used. (sample) to be selected, it should have at least 80% valid measurements across samples (cDNAs), which are Two distinct chromosomes from the final generation were assigned at random to each individual set of cDNA the default values suggested by the authors; 3441 cDNA levels from 76 individuals were retained. The W set was measurements. Five replicates were run, and the same set of chromosomes was used with either the R or the composed of 69 healthy individuals from the United States plus 7 Nepal individuals. The log 2 of the mean W sets. The results were very similar across replicates so the strategy was considered stable. The search for ratios between the test sample and a control sample was analyzed in both data sets. In all cases, a single QTL was done using maximum likelihood (ML) as follows. The likelihood that the kth locus (SNP) has an microarray per individual was used. Both R and W sets provided repeated measurements of some clones. There effect on the expression level of the jth cDNA clone is given by, assuming normality of the mRNA abundance were 7399 (3441) spots measured but only 4503 (2925) distinct mRNAs in the R (W) sets, according to the log ratio, annotation provided. Some cDNAs were not annotated
(1) so it might well be that the degree of redundancy is higher than reported.
For a comparison, we also reanalyzed yeast data where y ij is the log 2 measure of mRNA abundance of the ith individual for the jth clone; j is the general (Brem et al. 2002) that consist of 40 haploid segregants of a cross between a lab (BY) and a wild (RM) strain.
mean for the jth clone; a and d are the additive and dominant effects, respectively; ␣ ik is an indicator variable We preselected those mRNA levels for which at least 30 segregants had data (75%), resulting in 5714 mRNA taking values Ϫ1, 0, 1 if the ikth SNP genotype is 00, 01, and 11, respectively; whereas ␦ ik is 1 if the individual levels analyzed with 2% remaining missing data; a total of 3312 SNPs distributed across the whole genome were is heterozygous, 0 otherwise; 2 j is the residual variance; and φ(x, 2 ) stands for the normal density function of available and ‫%2ف‬ of genotypes were missing; 17 of the significant clones reported (Brem et al. 2002) were not mean x and variance 2 . ML estimates of , a, d, and 2 were obtained at each locus, k ϭ 1, 2, . . . , n loci, used here because they did not meet our criterion of Ͻ25% missing data.
and the position showing the maximum-likelihood ratio in the last generation. The mean minor allele frequency was 0.18 with an SD ϭ 0.14; compared to some real data there is an underrepresentation of very low frequencies Ͻ0.05: compare Figure 1 here to Figure 1 in Phillips et al. (2003) , but the rest of the histogram is very similar.
Standard measures of disequilibrium, DЈ and r ϭ √r 2 , were computed (Weir 1996) . The mean DЈ was 0.91 within the 10 closest SNPs, 0.60 between those 100 SNPs away, and 0.49 at 1000-SNP distance, but, as observed in real data (Reich et al. 2001) , there was also a wide variability in linkage disequilibrium (LD) decay. As an example, Figure 1 shows the DЈ and r profiles between the first SNP and the rest; as is known, DЈ was much more variable and with a higher mean value than r. Overall, and given that very low-frequency polymorphisms are unlikely to contribute much to genetic variance, we deem that the simulation strategy resulted in a rather realistic polymorphism and linkage-disequilibrium picture. To avoid instability of the estimates as much as possible we further restricted the SNPs analyzed to those with frequency Ͼ0.10. The reader, of course, should be aware that some of the conclusions drawn from this work could be modified according to the true generations t in the gene-dropping procedure and to the fact of using all or a restricted subset of SNPs. (LR) over the null model was taken to be the ML posi-QTL hotspots: A prediction of our model, verified tion estimate. The null model included only the general empirically in several studies (Caron et al. 2001 ; Brem mean ( j ).We deemed that the eQTL was significant Schadt et al. 2003) , was that gene-expression the P value was Ͻ0.5 ϫ 10
Ϫ6
.
QTL are clustered, i.e., show the presence of hotspots Clustering was assessed by dividing the chromosome containing many more significant eQTL than are exin bins, each containing 50 consecutive SNPs, and by pected by chance in nearby positions (Figure 2 ). Note counting the number of significant eQTL in each bin.
that individual plots in the same row were obtained with The significance of clustering was assessed by simulaidentical chromosomes but applied to different data tion: 10,000 replicates were run where each of the sigsets (R or W). Averaged over replicates, the first 5 most nificant eQTL had the same chance of being assigned populated bins contained 20% of all significant QTL, to any of the bins. and 30% of all QTL were contained within the 10 largest bins in the R set. The respective values in the W data RESULTS AND DISCUSSION were 18 and 28% of all QTL. We showed by simulation that these figures depart significantly from the null hySimulation strategy: So far, there is no computationpothesis of random QTL locations (P Ӷ 10
Ϫ4
). It should ally feasible strategy to simulate polymorphism and linkbe noted that the degree of clustering found here is age disequilibrium patterns over a whole chromosome.
larger than that reported with real data in mice (Schadt Here we have used a mixed strategy that combines coet al. 2003) and comparable to that reported in yeast if alescence techniques and gene dropping. Coalescence we exclude the largest bin in Brem et al. (2002) . methods allow us to produce a set of chromosomes with Certainly, clustering in our model is not random but the desired degree of polymorphism (Hudson 1993) , it is also not caused by a putative mutation with a regulaalbeit with a very limited recombination rate and thus tory effect, as the assignment of genotypes to phenowith extreme linkage disequilibrium. Subsequently, types was done at random. It rather stems from the gene dropping allows for recombination and generates complex interplay of correlation between different a realistic linkage disequilibrium decay, although it is mRNA levels together with linkage disequilibrium patcomputationally far more expensive than coalescence; terns. The correlation between different mRNA levels we also assumed no new mutations during the geneis caused in all likelihood by an underlying common dropping process. Figure 1 shows the spectrum of allele frequencies found regulation of gene expression. It is striking that hotspots were detected with two completely independent data in functional genomic studies has been the repeatability of the results. Classical phenotypic measurements like sets across different genotypes samples, suggesting that common regulation may be an important source of corgrowth or disease resistance are supposed to be measured with little error, although this can be debated. In relation between many different mRNA levels. It has been pointed out (Darvasi 2003) that the presence of contrast, some mRNA levels can vary dramatically within seconds in the cell. There are also several steps in mRNA such eQTL hostpots is a very interesting finding that may explain why expression levels of genes in a given quantification, like retro-transcription into cDNA, which can change the original mRNA abundance ratios; thus, pathway are correlated. Yet, experimental results should be interpreted with caution, as no "functional" relation mRNA quantification is potentially exposed to numerous sources of experimental error and it has been advobetween genes is required to retrieve a highly structured distribution of eQTL along the genome: compare 2000 to 20,000 in the R set increased the percentage of significant genes whose position was estimated accurately (␦ Ͻ 100), from 60 to 77 (a 28% increase); yet, same mRNA. We compared the estimates of repeated it did increase power from 40 to 72% (67% increase). measures for the same gene: only ‫%04ف‬ of the positions
We suspected that there could be an effect of SNP for pairs of repeated measurements were identical in allele frequency on the variability of estimates: perhaps both data sets (Table 1) . Logically, it can be expected SNPs at extreme allele frequencies would be more "unthat the higher the correlation between repeated meastable" than SNPs at intermediate frequencies because surements, the closer the two position estimates will be. discarding even a small number of individuals might However, the observed pattern was not so straightforproduce large changes in allele frequencies and thus ward ( Table 1) . The correlation was maximum between in the respective LRs. However, allele frequency was not mRNA pairs that had coincident positions, but there related in a clear manner with the difference between was not a clear trend showing less correlation for more the P values obtained in the complete data set and the distant position estimates; some pairs had distant posi-P value in the reduced data set (results not presented). tion estimates, yet their correlation was high (Figure 3) .
From these analyses, it seems that some eQTL estiThe reliability of potential eQTL studies in outbred mates are potentially very unstable. At least in part, this populations can be studied if we assume that the estiinstability is due to random errors in the measurement mates obtained with the original data set are the "true" of mRNA levels (Table 1) , but we also wanted to know values of the parameters; next we introduce some stowhether the SNP linkage disequilibrium pattern had an chasticity in the system by deleting information and effect. To this end, we reanalyzed the data from Brem compare the results between the true values and the et al. (2002) [the Brem (B) set], which consists of 40 "estimated" values (those obtained with partial data).
haploid F 2 segregants from a cross of two yeast lines. We did this in two steps: first, we deleted 16% of individWe repeated the analysis, deleting 6 segregants (16%) uals at random and second, we additionally removed and deleting additionally 90% of the 3312 available 90% of the SNPs such that the total number of polymorSNPs. We compared the two sets of estimates and the phisms available was ‫,0002ف‬ uniformly distributed along results are in Table 2 (bottom). Loss in power was comthe chromosome. Provided that marker density is very parable to previous results; however, the position estihigh, the increase in power by adding more individuals mates were quite stable despite the relatively small data (ϪInd sets) is modest: ‫%07ف‬ of true QTL would have set. Next, we examined the effect of analyzing B data been detected (Table 2) . However, if marker density is with a simulated set of chromosomes used in the R data "only" ‫0002ف‬ SNPs (ϪInd and ϪSNP sets), only ‫%25ف‬
(the BR set), and we found almost identical results as (W set) and 40% (R set) of true eQTL will be identified. But the most dramatic effect was on the estimates of with the R and W sets ( Table 2 ). All in all, it seems that the complex pattern of linkage disequilibrium in the QTL positions, especially in the smallest data set (W). For instance, when we had 2000 SNPs and 64 outbred populations, together with the diversity of allele frequencies, makes eQTL estimates rather unstable and individuals, 26% of position estimates were within the 100 closest markers to the true position. If we increased harder to interpret than those in crosses between inbred lines. the number of SNPs nine times, this percentage increased to 56%, and 52% of all significant QTL coinOf course, it should be evident that all these results are "false" positives because there is no connection whatcided with the true position. For larger populations (R soever between the phenotypes and the genotypes. But likelihood estimate of the position. There was no significant linkage disequilibrium between the SNPs that the important point here is that the system behaves similarly whether there is a correlation or a causal force; held the maxima (DЈ ϭ 0.02 and √r 2 ϭ 0.01). The SNPs i.e., the statistical analyses carried out here cannot dishad allele frequencies of 0.16 and 0.14. Interestingly, criminate between correlation and causation. Thus, if the second profile showed only one of the two maxima we accept that the results obtained with all data can be that were present in the first profile. Thus, despite rather assimilated to the true values, there is no reason to high correlations between both measurements and the question that results with a partial data set cannot be sharing of one LR maxima, local discrepancies may also considered as "estimates" and the behavior of the system occur. We found that the presence of local distinct maxwill be that of a typical statistical inference scenario.
ima was frequent in both R and W data sets, and this Similarly, the issue of setting the relevant P value has is the main reason for the lack of stability in the eQTL been avoided because what matters is the relative position estimates. In contrast, we found only rarely this changes of the P values in two analyses rather than the pattern in the B set. This, again, is the result of a much absolute number; e.g., we are interested in the comparisimpler LD pattern and allele frequencies in crosses son between the full-data P values vs. the partial data than in outbred populations. In light of these results set P values. (Figure 4 ), the marker density should be a matter of But why are QTL position estimates sometimes so concern. If marker spacing is not sufficiently dense, the unstable? The response lies in the shape of the LR test LD decaying rapidly in outbred populations (Kruglyak profiles. We took, as a manner of example, two repeated 1999), we will miss completely the complex pattern obmeasures of the same mRNA from the R set. The correlaserved in Figure 4 . This is precisely what we can see in tion between measures was 0.75, P values were ‫01ف‬ Ϫ10 Table 2 . It is important to note that the conclusions in both replicates, yet the maxima were located in disdrawn apply to the two independent data sets studied tinct positions (Figure 4 ). The minimum P values of (R and W); results varied only quantitatively. the local maxima in the first replicate differ only slightly Robustness of the method: Gene expression levels so it is foreseeable that even small changes in the data being known for their "unpleasant" distributions, it can be argued that our results may be due to using a paraset may result in dramatic changes in the maximum- of positions, 260 position estimates coincided exactly metric model based on the normal distribution. We tested the effect of the method in two ways. First, we with the same position, 75 were in the next contiguous SNP, 463 in total were within the closest 10 SNPs, 17 reran the analysis of one of the replicates in the W set, using an analysis of variance. The classificatory variable linkages resulted in different chromosomes, and the remaining ones were within 100 SNPs away. Thus, globwas the SNP genotype and P values were computed from the corresponding F distribution. The correlation ally, both methods gave similar results, with a large part of the conflicting results in the bordering on signifibetween the likelihood-ratio test (LRT) and ANOVA P values was virtually 1 and the coincidence between cance region. All in all, it does not seem that the results presented here have been largely affected by the choice position estimates was almost perfect, even for nonsignificant mRNA levels ( Figure 5 ). At equal P values, the of the maximum-likelihood method.
Conclusion:
This work faced two difficult simulation LRT resulted in 345 significant clones, very similar to 354 obtained with ANOVA. For those significant reproblems, as it is not evident either how to simulate a complete chromosome polymorphism or how to simupeated clones, the position estimates coincided exactly in all cases. late microarray data. We avoided the latter by using real data and we proposed an approximation for the former. Second, we compared the original results of Brem et al. (2002) , who used a nonparametric test (MannCertainly, the importance of the potential risks identified in this work depends on how realistic our simulation Whitney), with our results. They used a significance P value of 5 ϫ 10 Ϫ5 and obtained 570 significantly differis, as with any other simulation study. All in all, it seems that the intrinsic difficulties of ent mRNAs. The P value that corresponds to the 570 most significant clones with our method was slightly dissecting the transcriptome genetic architecture in outbred populations should not be underestimated. We more strict (P value ϭ 10
Ϫ6
). Nevertheless, it should be noted that many mRNAs had very similar P values so anticipate that (many) conflicting results may be collected in the future if whole-genome association studies a slight change in the cutoff threshold made a large difference in the number of significant mRNA levels.
for mRNA levels are carried out in outbred populations.
The evidence of eQTL hotspots should be carefully evalOf the 570 mRNAs that were deemed significant in Brem et al. (2002) , 17 were not analyzed here because uated before concluding that they are not mere artifacts due to a high correlation between mRNA levels and/ they had Ͼ75% missing data, 74 had a P value Ͼ10 Ϫ6 , but most were in the bordering region, with only 13 or markers (as a result of linkage disequilibrium). It also seems that much variation of expression levels will mRNAs having P values Ͼ10
Ϫ5
. The remaining mRNA levels were deemed significant in both analyses. In terms remain uncovered or unconfirmed.
dissection of transcriptional regulation in budding yeast. Science Association studies, like the one presented here, are 296: 752-755. known to be risky because of the difficulty of controlling
