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The existence of global classical solutions to initial boundary value problems in 
the dynamics of a one-dimensional, viscous, heat-conducting gas is established. The 
nonlinear dissipative effects turn out to be sufficiently strong to prevent the 
development of singularities. t 1985 Academic Press. Inc. 
1. INTRODUCTION 
The subject of this paper is the existence and regularity of solutions to 
initial-boundary value problems in the dynamics of a viscous, heat-con- 
ducting gas. The conservation laws of mass, momentum, and energy for a 
one-dimensional gas with reference density pO = 1 can be written in 
material (Lagrangian) coordinates as 
u, - tl, = 0, (1.1.1) 
v,-cTr=O, (1.1.2) 
(e + $I*), - (au - q)l = 0, (1.1.3) 
and the second law of thermodynamics is expressed by the Clausius- 
Duhem inequality 
(1.2) 
where U, v, G, e, q, v, and 8 denote specific volume (deformation gradient), 
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velocity, stress, (specific) internal energy, heat flux, (specific) entropy, and 
temperature, respectively. We assume that the reference configuration is the 
unit interval [0, l] and that the initial values of specific volume, velocity 
and temperature are given functions 
4-6 0) = u,(x), 44 0) = b(X), K? 0) =&l(x) on [0, I]. (1.3) 
As boundary conditions we require that the ends be thermally insulated, 
i.e., 
q(O, t)=q(l, t)=O, for t 3 0, (1.4) 
and either 
a(0, t) = cT( 1, t) = 0 for t 2 0, (1Sa) 
or 
u(0, t)= u(1, t)=O for t 20. (1Sb) 
Condition (1Sa) describes the expansion of a finite mass of gas into 
vacuum, while (1Sb) means that the gas is confined into a fixed tube with 
impermeable ends. Incidentally, in Eulerian coordinates, problem (1.5a) is 
a free-boundary value problem. 
As it is known, the constitutive equations of a real gas are fairly well 
approximated within moderate ranges of 0 and u by the model of an ideal 
gas, in which 
with suitable positive constants c,,, R, p, and K. However, under very high 
temperatures and densities, Eqs. (1.6) become inadequate, since in par- 
ticular specific heat, conductivity, and viscosity vary with temperature and 
density. Thus a more realistic model than (1.6) would be a linearly viscous 
gas (or Newtonian fluid) 
Au, 0) cT(u, 8, u,)= -p(u, q+--0 u x 
satisfying Fourier’s law of heat flux 
(1.7) 
(1.8) 
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whose internal energy e and pressure p are coupled by the standard ther- 
modynamical relation 
d4 0) = -P(u, 0) + ep,h 0 (1.9) 
to comply with (1.3). For an exposition of such appropriate models and of 
the experimental evidence we refer to [ 1, 131 where it is pointed out that 
the state functions e, p and K usually depend on both u and 0, and, in par- 
ticular, that the internal energy e grows as 8l +r with r~O.5, the conduc- 
tivity K grows as By with 4.5 d q < 5.5 and viscosity 1-1 increases like Op with 
0.5 <p 60.8 [ 13, p. 655; 1, p. 1921. Power laws of similar types can be 
found in almost any book on physical chemistry, e.g., in [lo]. To incor- 
porate these effects in the model, the state functions should be allowed to 
have a certain growth behavior, and that is why we make the following 
assumptions. 
We assume that e, p, 4, and q are twice continuously differentiable for 
0 <U < a,, 0 6 fI < co. Observe that e, U, 8, and p may only take positive 
values. We require that there are exponents Y E [0, 11, q 3 2 + 2r and y < 2 
and positive constants v, pl, pz, p4, K~, K,, and qo, and for any g > 0 there 
are positive constants IV@) and p3(g) such that for u 3_uand 8 >, 0 the 
following conditions hold 
e(u, 0) 3 0, v( 1 + 0”) d e,](u, 8) 6 N(_u)( 1 + @), 
-p*(l +B'+r)U-*<p,(z4, l9)< -p,(l+fI’+‘)K*, 
I Pfdk Q)I < P3b) 24 ~ ‘12(1 + @I, 
u.p(u,8)Gp,(l +H’+‘), 
O<p(u, 8)<N(_u)(l+0l+?), 
IPu(% 011 Ge!)(l +e’+7, 
IPA% @I G Nu)(l f @I, 
K,J( 1 + 6") d K(Zf, 0) < K,( 1 + @), 
IK,,(% @ + IKu,,(U, @I d K,(l + 0% 
~(4 0) 6 ((MuY + rlo) 44 4, 
(1.10) 
(l.lla) 
(l.llb) 
(1.12) 
(1.13) 
(1.14) 
where M is defined in (2.7). Here as in the sequel the label a (or b) 
indicates that a certain condition applies to problem (1.1) (1.3), (1.4), 
(1.5a) (or (1.1) (1.3), (1.4) (1.5b)) only. Note that for an ideal gas, r is 
zero. 
Assumption (1.1 la) requires that p be decreasing in U. This restriction is 
not made for confined gases, i.e., in case of boundary condition (1.5b). An 
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example of a gas with pressure p nonmonotonic in u is the Van der Waals 
gas, for which 
p=RO-~ 
u-b u2’ 
Let us point out that the Van der Waals gas is not covered by this paper 
since we do not derive the a priori estimate u > _u > b. As mentioned above, 
we would also like the viscosity p to display a certain growth behavior in 0. 
Unfortunately for purely technical reasons, which will become apparent in 
Section 2, we have to assume that the viscosity ~(u, 0) does not depend on 
0 and is uniformly positive and bounded 
(1.15a) 
or, in case of boundary condition (1.5b) even constant 
p(u) = po > 0. (1.15b) 
This is certainly a restriction which is not physically motivated, because in 
general the viscosity of a gas increases with temperature. Nevertheless, 
since an increase of viscosity means an increase of the dissipative effect on 
the solution of system (1.1 ), results similar to ours ought to be expected for 
p depending on 8. 
What can we say about solutions of the problems (l.l), (1.3)-(1.5)? The 
balance laws (1.1) will provide us with global bounds, e.g., on the total 
kinetic and internal energy. As it is commonly known, this alone would not 
suffice to exclude the possibility of the formation of shocks or discon- 
tinuities. Therefore it is the dissipative effect of viscosity and thermal dif- 
fusion, embodied in (1.9)-( 1.15) that prevents the solution from developing 
singular behavior. 
We will prove the existence of globally defined classical solutions to 
(l.l), (1.3)-( 1.5). For the ideal gas case (1.6) such a result was already 
established by Kazhikov [6] and Kazhikov and Shelukin [7] by an 
analysis which depends crucially on the special structure of (1.6). For 
solidlike materials there are independent investigations by Dafermos [3] 
and Dafermos and Hsiao [4], and our paper is mainly based on techni- 
ques in [3, 41. 
We use the familiar notations c*[O, I] for the Banach space of real- 
valued functions on [0, l] which are uniformly Holder continuous with 
exponent cx E (0, 1) and C “,“/2(Qr) for those functions on Qr: = [0, 1 ] x 
[0, T] which are uniformly Holder continuous with exponent CI in x and ~1/2 
;; ;;, The norms of Ca[O, 1 ] and Ca’@(Qr) will be denoted by II . 11 c( and 
a, respectively. In general and without danger of confusion we will use 
505’3 I-h 
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the same symbol to denote state functions as well as their values along a 
thermodynamic process, e.g., p(u, 0) and p(u(x, t), 0(x, t)). Our main result 
is 
THEOREM 1. Assume u,Jx), u;(x), uO(x), t&(x), v;(x), 0,(x), t!&(x), 0;(x) 
are in C’[O, 11 for some C(E (0, 1). Let uO(x) >O, 0,(x) >O on [0, l] and 
assume that the initial data are compatible with the boundary conditions 
(1.4), (1Sa) or (1.4), (1Sb). In particular for the problem of a confined gas 
(1Sb) let the function uO(x) satisfy the normalization condition 
I 
I 
uo(x) dx = 1. 
0 
(1.16) 
Then under conditions (1.7)-(1.15) there exists a unique solution {u(x, t), 
v(x, t), f&x, t)} with positive u and 8 to the initial-boundary value problems 
(l.l), (1.3), (1.4) and (1Sa) or (1Sb) on [0, l] x [0, 00) such thatfor every 
~0 thefunctions u, u,, u,, u,,, 0, ~~~~ v,, ox,, 0, e,, 6, L are in CYQd 
and u,,, v,,, e,, are in L’(Q.1. 
The proof of this theorem is based on the classical Leray-Schauder 
method and will be given in Section 3. The necessary a priori estimates are 
derived in Section 2. Let us point out that some of our estimates rely on 
the fact that the problem is of space dimension one. According to the sur- 
vey articles [9, 123 the question of global solutions for arbitrary initial 
data in three space dimensions is open. 
2. A PRIORI ESTIMATES 
The subject of this paragraph is the proof of the following regularity 
result. 
THEOREM 2. Suppose that the problems (1.1 ), (1.3)-( 1.5) have classical 
solutions as described in Theorem 1. Then the functions u, v, t?, v,, 8X can be 
a priori bounded in C”3,“6(QT), i.e., 
III 4 1,3 + III 411 /3 + 111 a 1/3 + III 0, III 1/3 + iI1 uii l/3 6 c7 
where C depends at most on T, the parameters of the system, on upper 
bounds of the c-norm of the initial data uo, ub etc., and on minCo,I, uo(x). 
Furthermore 0 < _u < u d ii and 0 < !3 6 8 < B depend on the quantities cited 
above and galso on minCo,13 e,(x). 
For the proof we need a sequence of estimates in which C denotes a 
generic constant that depends on the quantities listed in Theorem 2. 
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We integrate (l.l), over Q, and use the boundary conditions (1.4), (1.5) 
to obtain the conservation low of total energy 
Ji (e(x, t) + tu’(x, 1)) dx = I,’ (e(x, 0) + +oi(x)) dx = E,, OdldCO. 
(2.1) 
Combining (2.1) with (1.10) leads to 
v  
I 
’ (e+e’+‘)(X,t)dx,<C. (2.2) 
0 
Using (1.7) we can rewrite (l.l)* in the form 
(2.3) 
and using (1.9), (l.l.l), (1.1.2), and (1.7) we write (1.1.3) as 
LEMMA 2.1. 
&x, 1) > 0 on [O, l]x[O,co). (2.5) 
This is a consequence of the maximum principle [ 11, III.31 applied to 
(2.4), of (l.iO), (1.13) and the positivity of S,,(x). 
If we multiply (2.4) by 0 - ’ and integrate over QT observing ( 1.4) we get 
= (0 - ‘edu, 0) 8, + p”(u, 0) u,) dx dr. 
Let us remark that ve = P’e8, vl, = ps holds as a consequence of the 
Clausius-Duhem inequality. These relations as well as (1.13)-( 1.15) imply 
= ’PO is u2 dx dt + * OZP ss = lKO(l+BY)e-‘s: 0 ou 
G 1; v(x, 7-1 dx - Jb’ v(x, 0) dx 
82 
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(2.7) 
is well defined from lF! + into R and monotone increasing. 
We want to derive bounds on the specific volume U, or equivalently on 
Mu. To this end we rewrite (2.3), using (2.7) as 
u, + P(U, W.Y = (Mu),,, (2.8) 
we integrate over [y, x] x [0, t] c QT and obtain 
- Mu(x, t) + 1; p(x, s) ds 
= (uo(z) - v(z, t)) dz - Mu(y, t) 
+j’p(y,s)ds+Mu(y,O)-Mu(x,O). 
0 
(2.9) 
The derivation of bounds for MU will depend on the boundary conditions 
and there is the following rationale behind it. A free gas (case a) is unlikely 
to develop regions of high density. Therefore a lower bound for u is easy to 
obtain, but not an upper bound. And a confined gas (case b) will probably 
not develop vacuous regions, which is reflected in the fact that in that case 
the upper bound for u is not hard to get. 
LEMMA 2.2a (resp. 2.2b). There exist positive numbers _u and ii depending 
only on T, the parameters of the system and on bounds for the initial data 
such that 
for eoery classical solution of problem (l.l), (1.3)-( 1.5a) (resp. (1.5b)). 
Proof of Lemma 2.2a. We set y = 0 in (2.9). The boundary condition 
(1.5a) p(u, 19) = (~(u)/u) u, implies Mu(0, t) - Mu(0, 0) = jb ~(0, s) ds, so 
that the right-hand side of (2.9) can be bounded in terms of the initial data, 
using (2.1). Since p is positive (1.12) this means that Mu(x, t) 2 C and 
therefore, using (1.15a) u is bounded below 
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To bound Mu from above we first derive that its spatial mean is bounded. 
Using (1.5a), (2.1)(2.9), (1.12) with the lower bound _u, and (2.2) we see 
jh4u(x,t)dx~C+j~j~p(u,e)dxds 
0 
<c+c ss f ‘(y+r dx ds 6 C. 0 0 
Therefore, and because of (2.2) and Holder’s inequality 
maxMu(x,t)<C+C i1 ((Mu),-o)2dx 
( 
112 
. (2.10) 
co.11 0 
We intend to bound the right-hand side of (2.10) from above. To this end 
let us take (2.8), multiply it by (Mu),~ - v and integrate it over Q, to get the 
identity 
j-I ((Mu)., - v)‘(x, t) dx - j’ ((Mu)., - v)‘(x, 0) dx 
0 0 
(2.11) 
We observe that because of (1.5a) there exists a function b(x, t) with range 
in [po, p,] such that bu., = u(Mu),. Thus the first term on the right-hand 
side of (2.11) can be bounded by a difference, using (1.1 la) 
’ ss I p,u.x((~uL - 0) dx ds 0 0
u 
= z ~u(@Wr)~ +; PAMU), dx ds 
G -PI ss 
’ 1(1+e’+r)((M~).r)2dxd~ 
0 0 bu 
+P2 
’ 1 (1 + el+y 
55 bul,2 I4 I(~~),l dx 4 0 0 
(2.12) 
and the negative term on the right-hand side of (2.12) can absorb some 
other terms. In fact Young’s inequality and (2.2) imply 
<p’ 
’ l(1 +e’+r) 
SI 2 00 
bu ((Mu)X)2dxds+Cj;y;~ds. (2.13) 
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where the last integral can be estimated from above as follows, using u > _u, 
(2.2) and (2.6) 
I 
I 
maxsds<C+ jd/: (F) dxds 
0 co.11 x 
<C+C j~jol~,tIX,dxds+Cj~jol(l+u~l+‘)/u,,dxds 
<C+C(j; j~;dxds)1’2~ykfu(x,r)“i 
+P$ j; j; (1 +b;+r) 
((Mu),)*dxds+Cj~ j;(l+fI’+‘)dxds. 
(2.14) 
Finally using (l.lla), (2.6) and Holder’s inequality we obtain 
6C j’j1((M.).y-u)2(x,s)dxds+Cj;jo1~dxds 
0 0 
<C 
ss 
’ 1((Mu),-u)2(x,s)dxds+C~qA4u(x,t)y+C. (2.15) 
0 0 
Note that the condition q >, 2 + 2r was used both in (2.14) and (2.15), and 
that e2’< 0-‘+ fPe2. For the remainder of this proof let us call 
a(t) := maxCo,,, Mu(x, t) and b(t) : = j; ((Mu), - u)’ dx. Then the sequence 
(2.10)-(2.15) of estimates can be written as 
a2(t) d b(t) < C( 1 + a’(t)) + C j’ b(s) ds 
0 
and Gronwall’s inequality implies 
j; b(s) ds d C j’ e =(I- “‘( 1 + a’(s)) ds 
0 
< C( 1 + E”:: a’(t)), 
whence maxro,T, u(t), maxCO,T, b(t), and maxQ7 u(x, t) are bounded and the 
proof of Lemma 2.2a is complete. 
Proof of Lemma 2.2b. We adapt and modify an idea of Kazhikov and 
Shelukin [7] to derive a lower bound for U. First we integrate (1.1.1) over 
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[0, l] x [O, t] and use (1.5b) to see that the total mass of gas remains con- 
stant 
j’ u(x, t) dx = 1 = j-; u(x, 0) dx. 
0 
(2.16) 
Hence for each t E [O, T] there exists at least one number u(t) E [0, l] with 
the property 
u(a(t), t) = 1. (2.17) 
We set y = u(t) in (2.9) and observe that 
Mz4=~~logu and 
because of (1.15b) and (2.17), and obtain 
I”’ 
log u(a( t), t) = 0 (2.18) 
-PO log (0, t) + J P(X, s) ds 
0 
= 6,) (uo(z) - 0, t)) dz + j; Ha(t), s) ds 
+Po log 44t), 0) -Po log 4% 01, 
which, upon taking the exponentials, turns into 
(2.19) 
PO - exp 
0, t) I 
’ p(x, S) ds 
0 
PO 
s 
r 
= u(a( t), 0) exp da(t), $1 ds 0 
1 
5 -’ x u(x, exp 
(uo(z) - u(z, s)) ds = : Y(t) B(x, t), (2.20) 
o(t) 
where B(x, t) consists of the x-dependent last two factors, which are boun- 
ded above and below by positive numbers depending on E. and bounds for 
uo. We will now show that Y(t) is bounded as well. Clearly 
Furthermore the following identity holds 
Ax, t) w ji P( x,r)ds=g(exp/ip(x,s)ds) 
= p(x, t) . u(x, t) . B(x, t) . Y(t) 
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which implies 
exp j; Ax, s) ds = 1+ 1; P( x, s) 4x, $1 B(x, s) Y(s) ds, 
and therefore (2.20) can be rewritten as 
4-T f) Y(t) = x, s) u(x, s) B(x, s) Y(s)) 
> 
B(x, t) - l. (2.21) 
We integrate (2.21) with respect to x and use (2.16), the bounds for B, 
(l.llb) and (2.2) to arrive at 
P(X, s) 4x, s) dx Y(s) ak 
from which the boundedness of Y follows by Gronwall’s inequality. An 
inspection of (2.20) now yields a lower bound for u, 
ll b u. 
Once we know that it is bounded below, the constants N(g) in (l.lO), 
(1.12), (1.13) are determined and (2.19) can be further exploited. Using 
(1.12), (2.6) and (2.16) we obtain 
ib(P(x,s)d~~~i’max(l+H1+‘)dF 
0 CO.ll 
<c-l-c 
ii 
’ ’ OrlO,( dx ds 
0 0 
< c + c log u(x, t)@. 
Therefore log u is bounded above and so is u. 1 
After deriving the bounds for u, we can take another look at the previous 
energy-and entropy+estimates and obtain the results 
7- 1 ss 8-‘v;dxdt+ ss ’ ’ (1 +8q)Q-%;dxdt<C, (2.22) 0 0 0 0 
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I 
r T  1 
max%y/2dt<C+C ss e+*J/2 le,l dx dt 0 CO.ll 0 0 
T  1 
<C.-kc 
ss 
e~-*e*dxdt<c  1 3 (2.23) 
0 0 
JJ T ‘%2’+2dxdt< 
T  
max eqi2 I% ‘+‘dxdt<C. (2.24) 
0 0 J 0 CO.ll J 0 
Our strategy is to derive Sobolev-norm estimates of sufficiently high 
order to assure Holder-continuity of the solution. 
LEMMA 2.3. 
jr 1 
SI v’, dx dt 6 C, (2.25) 0 0 
For the proof of this lemma, we merely multiply (2.3) by v, integrate 
over QT use the boundary condition (1.5), assumption (1.12) and estimate 
(2.24) to get 
k c,’ V’(X, T) dx + joT j: ? V’, dx dt of 1’ V;(X) dX + ioT 1: p(~, %) U, dx dt 
whence the lemma follows. 
LEMMA 2.4. For any EE(O, 1) ifr~[O, l] andfor E=O ifrE(0, l] the 
following a priori estimates hold: 
%-‘v;dxdtdC, (2.26) 
Is T ‘(1+%“)%‘-‘~“%Sdxdt~C, 0 0 (2.27) 
T  I 
SI %Y+3+r--E dx dt< C, (2.28) 0 0 
J 
T 
maxBY+*-‘dtgC. 
0 co.11 
(2.29) 
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To prove (2.26) and (2.27) for r < 1 (for r = 1 see (2.22), (2.23)) we set 
H(u, f3) : = j” 5 -reg(U, tJ) dr 
0 
and observe that O<IH(u,8)1 d2N(1+8) due to (1.10). Using (1.9) we 
can calculate 
where 
H,(u, 0) = Creg(2d, e), 
~~(24, e) = 81~ ~P@(u, e) - G(U, e), 
WA 0) := (1 -r) joo 5 -%&, 5) d4. 
If we think of H as a function of x and t, multiply (2.4) by 
(2.30), (2.31), we get 
H, + G( u, e) u, - 8 - r 
(2.30) 
(2.31) 
and use 
(2.32) 
Now we integrate (2.32) over Q, and use the boundary condition (1.4) to 
arrive at 
CT !” H(x, 7’) dx- [’ H(x, 0) dx + Jr j’ G(u, 0) u, dx dt. (2.33) 
0 0 0 0 
We observe that (G(u, 0)l < 2N( 1 + 0) so that using (2.2) and (2.25), 
equation (2.33) gives rise to the estimate 
T  1 
ss 
tVru2dxdt+r 0 0 
T  
<C+$ ss 
1 
0 0 
(2.34) 
Hence (2.34) and (2.24) imply (2.26) for r > 0 and 
T  1 
ss 
eY-lprle.xj’dxdtgC for r >O, (2.35) 
0 0 
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which is even stronger than (2.27). If r = 0 we have to define H(u, 0) as 
H(u, 0) := j” 5 -‘eo(z4, e), 
we multiply (2.4) with < e-E and perform analogous operations and 
estimations as above to verify (2.27) for r = 0. 
Finally using (2.27) and (2.2) we obtain 
T  1 
If 
8Y+3fr-Edxdt6C+C TmaxtP+2-sdl 
0 0 I 0 CRT1 
<C+C tly+l-e~tIX~ dxdt 
<c+c e~-‘-‘--EIeZi12dXdt 
+;/oTJ; &‘+3+r-Edxdt. 
which proves (2.28) and (2.29). Let us remark that for Y > 0 we can allow E 
to be zero because of (2.35). 1 
LEMMA 2.5. 
s 
1 
max u’, dx ds < C. (2.36) 
CRT1 o 
For the proof we observe that because of (1.15), (2.7) and Lemma 2.2, 
(Mu), can be bounded by multiples of u, and vice versa. We multiply (2.3) 
by (Mu), - u and integrate over Q, t &: 
I1 ((Mu).,-u)‘(x, t) dx- j-l ((MU),-u)~(x, 0)dx 
0 0 
’ = IJ- ’ (LU, + M?r)((MuL - 0) dx ds. (2.37) 0 0 
The right-hand side can be estimated as follows. Using (1.12) and (2.2) 
S? ’ 1 p,,u,((Mu).,-u)dxds~C ; 0 0 I?’ ; (1 +0’+r)((Mu),-u)2dxds 
’ +r) u((Mu), - u) dx ds 
dC ‘max(l+@i+ 
i 0 co,11 
)I; ((Mu),-u)‘dxds+C, 
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while using (1.12), (2.27) and the bounds for r and q 
f 1 
ss p@J (Mu), - 0)dx ds <c (1 +0’) lfJ,l I(Mu),-ul dxds 0 0 
<c s.i ’ ‘(l+Bz’)O~dxds 0 0 
+Cj’j’ ((Mu).,-u)2dxds 
0 0 
<c+c t IS ’ ((Mu), - II)’ dx ds. 0 0 
Therefore (2.37) leads to the estimate 
j’((Mu),-~)~(x,r)dx<C+Cj~~1;(1+6~+~) j;((Mu),-u)‘dxds 
0 
from which (2.36) follows by Gronwall’s inequality and using (2.23) or 
(2.29). 1 
LEMMA 2.6a. 
T  I 
II uz dx ds < C. (2.38a) 0 0 
The proof of this lemma is based on an appropriate substitution trick 
due to Dafermos and Hsiao [2]. Observe that this argument, too, will rely 
on the fact that p is independent of 8. 
Let us first recall that in case of boundary condition (1Sa) the momen- 
tum equation ( 1.1.1) yields 
j; u(x, t) dx = j’ uo(x) dx for all t Z 0. (2.39a) 
0 
Now we define w(x, t) := j; u(y, t) dy, integrate (2.3) over (0, x), use (1Sa) 
and obtain the differential equation for W, 
~,~du)w xx = -PC% t) in QT u 
(2.40a) 
under the Dirichlet-boundary condition (recall (2.39)) 
w(0, t) = 0, w( 1, 2) = const. for all t Z 0. (2.41a) 
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Hence the standard LP-estimates for solutions to the linear problem 
(2.40a), (2.41a) yield (e.g., [8, IV, Sect. 9]), 
v4,dxdt= w4,,dxdt<C+C p4(y 0) dx dt. 
But p4 grows like (1 + 04+4r) and 4+4r<5+3r=2+2r+3+r< 
q+3+r, for rE(0, l] and 4<5--.z<q+3-.c, for r=O, and therefore the 
lemma follows, using (2.28). 1 
LEMMA 2.6b. 
(2.38b) 
(2.39b) 
To see this we multiply (2.3) with U, and integrate over Q,, observing 
that (1Sb) implies v, z 0 on the boundary 
v;(x, 1) dx -; 1’ + v;(x, 0) dx 
= I!’ ’ ’ (p.xur+pso.x)v,dxds. 0 0 
We estimate the right-hand side, using (2.36), (2.29) and (2.27), 
II I 1 p,,u,v,dxds<~ vfdxds+C 
0 0 
II I 1 
0 0 
J’I ’ 1(1+02+2r)ufdxds 
0 0 
, 1 
<f II 
v;dxds+C, 
0 0 
SI f 1 peOXv, dx ds G $ ss f 1 vfdxds+C 
0 0 0 0 
Li ’ l(1+02’)0$ 
0 0 
I 1 
1 
<;i II 
vf dx ds + C. 1 
0 0 
Observe that both (2.38a) and (2.38b) are improvements over (2.25) 
which are based on Lemma 2.5. 
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In the next few lemmas we estimate several integrals by powers of the 
following two numbers Y and Z, which will eventually turn out to be finite: 
1 
Y :=max I l (1 + 029) 0; dx, Z := max ro,u 0 s CO,Tl o t&(x, t) dx. 
First we observe 
< C + Cy112 max (j*9 + ’ - V2 
QT 
(j; BLi’dx)“* 
whence 
max 8 49+4-*2q--1+r=maxe*9+3--rc++y 
QT QT 
and 
max e < C + CY11(29 + 3 + I). 
QT 
(2.40) 
Also combining 
U3Y, t) G j1 uf(x, t) dx + 2 j1 Iuxk t)l Iu,,(x, r)l dx, O<q<l 
0 0 
with the standard interpolation estimate [S, I.iO], 
I 
1 
u;dxdC 
0 I 
1~2dx+C{j~u2dx}1’2{j;u~Xdx]1’2 
0 
and using (2.3) we obtain 
max u!Jx, t) dx 6 C + CZ”* 
and 
max (u,I G C + CZy8. 
QT 
(2.41) 
(2.42) 
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LEMMA 2.7. 
Y < c + cz7’*, (2.43) 
x:=JrJ1 (1+e~+~)e~dxdsQC+CZ7’*. (2.44) 
0 0 
For the proof we define K(u, 0) := jz [K(u, {)/u] &. We consider K to be 
a function of x and t, multiply (2.4) by K, and integrate over Qt c Q,, 
using boundary condition (1.4), 
jrj’ (eotl,+$,v,-+) K,dxds+jb’j;;&K,,dxdr=O. (2.45) 
0 0 
We calculate 
K,=K,v,+%,, 
24 
+K&+K V u + uu x x 
and note that by (1.13) 
IKiI + lKu,l <C(l +eqfl). (2.46) 
Now we estimate each term in (2.45). Using (1.10) and (1.13) 
, 1 
JJ e,%fdxdsav%Y. 00 IJ ii 
The relations ( l.lO), (2.40), and (2.28) imply 
I 1 
IJ J ee8, K,,v, dx ds < C I JJ ’ ’ (1 +6q+r+1) 16Jrl Jv,I dxds 0 0 0 0 
+Y+C J’J’ Oq+2+rv; dx ds 
0 0 
VKO 
<j-$Y+cyTxv; o JJ f %I q+2+rdxds o 
(2.47) 
<2x+ c+ cz314, (2.48) 
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while (1.12), (2.46), (2.42), (2.28), (2.29), and (2.41) yield 
<c ss ’ ’ ((1 +O1+r) Iv,1 +~;)t?~+~lo~l dxds 0 0 
)v:dxds+Cj’j1t19+11v,l”dxds 
0 0 
(1+09+2+r)dxds 
+Cmz Iv,1 [‘max09”1 [‘vzdxds 
0 co.11 0 
< c + cz7f8. (2.49) 
Note that the exponent in (2.49) could be pushed down to 3/4, using 
(2.38a) and (2.40) or (2.38b) and (2.28), but for our proof this sharper 
estimate is not needed. The next term is bounded, using (1.12), (1.13), 
(2.28), and (2.42), as 
$z!. 4uX+Cj~j((l+B9+2+r)~~dxds+Cj~j’89-’od,dxdr 
0 0 
Q~X+C+CZ3~4+Cj~j~O’-‘v4,dxds, (2.50) 
and to estimate the last integral, we have to distinguish between the two 
boundary conditions, which yielded the estimates (2.38a) and (2.38b). By 
(2.40) and (2.29) 
4 e9-rg~dxds~CY(9-‘)l(29+3+r)~- y+C, 
4ii2 
(2Sla) 
BY-rv;dxdsdCmaxv2 
QT x s 
, 
maxtFr ’ 
0 co.11 s 
v; dx ds 
0 
d c + cz314. (2Slb) 
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We proceed and estimate the second integral of (2.45). The relation 
j~j~ze~(~e~),dx~~fj~~H:(x,i)dx-~~~ Y-C (2.52) 
follows from (1.13), and (2.53) 
(2.29) (2.36), (2.38) and (2.40) 
- 9,K,,v,u, dx ds 
is a consequence of (2.42), (2.46), (1.13) 
6Cmax Iv,1 \‘j’ (1 +P) 10,Yl(e+P+l) Iu,( dxds 
QT 0 0 
J 
1 l/2 
u’, dx ds 
0 
’ 
ss 
‘(j-I--ri@dxds 
0 0 
We apply (1.13), (2.36), and (2.40) to obtain 
To estimate the last integral in (2.54) we use the differential equation (2.4) 
and (1.13), (2.27), (l.lO), (2.28), (2.42) as well as either (2.38a) or (2.38b) 
and (2.25). 
J:J; i:e,l l(3)j dx~ 
(s J ’ 1(1+e4-1--r--)e;dxds > 
l/2 < 
0 0 
f 
X (J J ’ (1 +&?+l+r+E 00 ,(zt?,)~dxd~)‘~~ 
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+ jijol (i+eq+l+r+yy~dXdS 
112 
6 c + c max 8’1 + E + 2rPpP + max p+ ez3/8 
QT QT 
+ c max p + 1 + r + &l/2 + ~~318. 
QT 
(2.55) 
Now the left-hand side of (2.54) is bounded as follows, using (2.40) and 
Young’s inequality 
16 jd (~e.~)(%)~,,e,dxdsl”~~+~ y+c+cz? (2.56) 
Combining (2.45)-(2.56) we obtain the desired result 
LEMMA 2.8. 
s 1 max u:(x, t) dx < C + cz7j8, CO,Tl 0 
I I 
IJ 
IJ$(X, s) dx ds 6 C + CZ7’8. (2.57) 
0 0 
We differentiate (1.1.2) formally with respect to t, multiply by U, and 
integrate by parts, using c =0 or U, = 0 on the boundary. This can be 
justified in a routine manner by taking finite differences first and then pass- 
ing to the limit. 
s 1 1 u;(x, t) dx - + jol u;(x,O)dx+j; j; oru,ytdxds=O. (2.58) 0 
The last integral splits into the following expressions, which are estimated 
using (1.1.1) (1.18), (2.38a), (2.38b), (2.28), (2.25), and (2.45) 
(2.59) 
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IJO ‘” I 
<& r 
ss 
’ 
‘46 0 
v$dxds+C ’ ’ (1 +82+2r)v;dxds 
0 J‘.i 0 0 
& f ss ’ 4u 0 v$ dx ds + C + CZ314, 0 
$!2 I ss ’822 0 uf, dx ds + C 0 ss f ’ (1 +e”)e;dxds 0 0 
<L” ’ 
is 
’ 
‘8U 0 
vt, dx ds + C + CZ7j8. 
0 
97 
(2.60) 
(2.61) 
(2.62) 
This completes the proof of Lemma 2.8. 1 
As mentioned earlier, Z was presumed to be bounded. For the proof of 
this fact we look again at the differential equation (2.3) and express u,, in 
terms of other derivatives 
which are estimated in L’(O, l), using (2.56), (2.36), (2.40), (2.43) and 
(2.44): 
I ’ p’,u; dx 0 
<C(l + y4/(24+3+r) )<C(l +z7”6), (2.63) 
I 
1 
&?,e:dx<C ‘(l+B2’)~;dx<CY<C(1+Z7”6), (2.64) 
0 s 0 
s 1 v2u2 dx<Cmaxv* ‘I ’ Qr -ro u’, dx Q cTZ~/~. (2.65) 
Therefore Z 6 C + CZ’/*, i.e., Z has to be finite. This proves 
LEMMA 2.9. Z, Y, and 8 are a priori bounded from above, and so are the 
quantities in (2.41)-(2.44) (2.56) and (2.57). 
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An immediate consequence of the maximum principle is now 
0<@<9<0. (2.66) 
We have only to observe that the coefficient pe(u, 13) u, is bounded in (2.4). 
Now that we know that U, 8, and v, are bounded, the remainder of the 
proof is straightforward. If we look at (2.4) again as a linear parabolic 
equation for 19 with bounded coefficients and bounded free term (p(u)/u) ~2, 
8 is known to be Holder-continuous [8, III, Sect. lo]. To be more precise, 
let us state Lemma 2.10, which incidentally would be the final step in deriv- 
ing a priori estimates for generalized solutions in the sense of [6, 71. 
LEMMA 2.10. 
max 
i 
’ ef(x, t) dx 6 C, 
c0.u 0 
(2.67) 
T  I ss 0:,(x, t) dx dt d C, 0 0 (2.68) 
e:Jx, t) dx dt G C. (2.69) 
We differentiate (2.4) formally with respect to t, multiply by e,e,, 
integrate over Q, and use boundary condition (1.4) to obtain 
3 1’ (eee,)*(x, t) dx- $ j’ (eeO,)*(x, 0) dx + [’ j1 peu,e,8: dx ds 
0 0 0 0 
+ [’ 1’ Bp,,v.,e,e: dx d3 + 1’ 1’ f3ppe,&,e, dx ds 
0 0 0 0 
EXISTENCEOF GLOBAL CLASSICAL SOLUTIONS 99 
It is clear that the first terms on the very left- and very right-hand side of 
this relation contains the desired integrals (2.67) and (2.68). To obtain 
estimates on the other expressions in this identity we have to observe that 
the derivatives of p, e, .D, and u are bounded and to use some of the former 
estimates. Once (2.67) and (2.68) are established, (2.69) follows, since all 
the terms in differential equations are now in L*(O, 1) for every t E [0, T]. 
The details of these estimates are given in [2, Lemma 3.61. 1 
Let us now show that 0 is Holder-continuous. Clearly 
0(x, t,)-qx, t*)= j’* 0,(X, t) dt d It, - t,p2 
11 
/j,“S:kWl, 
and (2.67) and (2.68) imply 
max j*~?;(x,t)dt<C+Cj=j~l0~l [0,,ldxdtdC, 
C&l1 0 0 0 
i.e., 0(x, t) is Holder-continuous in t with exponent f. Similarly (2.69) 
implies that ~.Jx, t) is uniformly Holder continuous in x with exponent 4. 
By a standard interpolation theorem [8, II, Lemma 3.11 8, is also 
uniformly Holder-continuous in t with exponent & hence )l~6,1/ 1,3 < C. Con- 
sequently l)lelll 1,3 < C. By the same argument we can prove a priori bounds 
for u., = u,, and u and hence the proof of Proposition 2 is complete. 
3. EXISTENCE OF SOLUTIONS 
In this section we prove Theorem 1. The existence of a solution to (l.l), 
(1.3)-( 1.5) in Q, will be established by means of the classical Leray- 
Schauder fixed point theorem, which we recall for the readers convenience. 
Our exposition follows [2] but differs in the fact that the problem (l.l), 
(1.3)-(1.5) is homotopically connected to a problem with nonvanishing 
initial data. 
THEOREM 3. Let .TG@ be a Banach space and suppose that P: [0, l] x 
B -+ g has the following properties: 
(i) For any fixed /z E [O, l] the map P(A, .): &I -+ !2l is completely con- 
tinuous. 
(ii) For every bounded subset V c B, the family of maps P(., x): 
[0, 1 ] -+ a, x E %? is uniformly equicontinuous. 
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(iii) There is a bounded subset 5~? of 9? such that any fixed point in B 
ofP(A, .), AE [0, 11, is contained in %?. 
(iv) P(0, .) has precisely one fixed point in 9. 
Then, P( 1, .) has at least one fixed point in B’. 
In our case S? will be the Banach space of functions {u(x, t), v(x, t), 
(3(x, t) > on QT with U, v, v,, 8, 8, in C1’3,“6(QT) and with the obvious norm 
III~, 4 ~II~ := III~II 113 + IIIUIII l/3 + w4i1 1/3 + IIIU,III 1/3 + wu 1/3. 
For I-E [0, l] we define P(i, .) as the map which carries {fi(x, t), 17(x, t), 
&x, t)} E L!8 into { u(x, t), D(X, t), 0(x, t)} E 99 by solving the system 
24, - v, = 0, (3.1.1) 
ii(C) 
VI -- %x + P,(k 8) u, = -Pe(fi, 0) Q,, ii (3.1.2) 
(3.1.3) 
with boundary conditions 
e,(o, t) = e.4, t) = 0 (3.2) 
and 
( 
Nfi) -f-q& IT)+-v 
iI -y > ( (0, t)= -jqn, iJ)+y”,) (1, t)=O (3.3a) 
or 
v(0, t)=v(l, t)=O (3.3b) 
and initial data 
u(x, 0) = (1 - 2) + Au,(x), 
u(x, 0) = (1 - A) + Au,(x), 
e(x, 0) = (1 - n) + ne,(x), 
u(x,o)=(1--)+&)(x), 
v(x, 0) = hdx), 
e(x, 0) = (I- 2) + ne,(x). 
(3.4a) 
(3.4b) 
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To be able to write down (3.1) and (3.3a) for arbitrary (e.g., negative) 
11, BE C1’3v1’6(QT), we have to define p, e, rc, ,u, etc., on R2. Let us recall that 
in Section 2 we have shown that a smooth solution of the original system 
(l.l), (1.3)-(1.5) will have components u, 8 in [_u, U] x [e, 61, where the 
bounds depend only on the norms of the initial data and on minCo,l, z+,(x) 
and minCo,il 19,(x). Also note that in (3.4) minr,,,, u(x, 0) z min{ 1, minr,,il 
u,(x)} and min rO,,, 0(x, 0) > min{ 1, min rO,,, 13,(x)} holds uniformly with 
respect to 2~ [0, 11. 
Anticipating the bounds for u and 19 as calculated in Section 2, we con- 
struct C2-functions Z(u, e), p(u, e), Iz(u, 0) on R* and a Cl-function ,E on R, 
which coincide with e, p, K, and p on {(u, B)ju d u< U, 0 < 8 < 8}, where 
_u, U, 8, and B are chosen uniformly with respect to 1, and which satisfy the 
conditions 
iV>Z,(u,l9)>vvO in R2, (3.5) 
w4 e), Ic -, 0 u 
P(u) 
--BP0 u 
in R*, 
in [WI. 
(3.6) 
Under these assumptions problem (3.1)-(3.4) will have a unique solution 
not only in 9? but in a better function space. This is shown in [2] for the 
stress free problem involving (3.3a). Let us sketch the proof in the confined 
case (3.3b). We visualize the second and third equation of (3.1) as linear 
parabolic equations for u and 8 and interpret the first equation as ordinary 
differential equation for u. The classical Schauder-Friedman estimates (e.g., 
C4, 81) imply 
LEMMA 3.1. Suppose that {u, u, e} is a solution of (3.1)-(3.4) such that 
4 U,? u,, vv VI? U.YY v.r.x~ 8, t3,, O,, 8, are all in CB,@/*( QT). Then the 
Cs’p’2(QT) norms of these functions can be a priori bounded in terms of C 
(depending only on the parameters p, pO, v, x0 of the system, on T and on the 
Cs’P’2(QT) norms of the coefficients) times the norms of the initial data and 
right-hand sides of (3.1). 
Now the uniqueness of a solution to (3.1)-(3.4) is obvious and the 
existence can be established by a standard continuation argument which 
connects (3.1) to a system without the u,-terms in (3.lb), (3.1~). Since 
(17, 6, 8) were in B any solution to (3.1)-( 3.4) will be in the space indicated 
in Lemma 3.1 with p = min{ a, f}. It then follows from imbedding theorems 
and from the above-mentioned interpolation property [8, II, Lemma 3.11 
that the triple (u, u, 0) is in a Holder space which is compactly embedded 
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in g. Therefore P(A, .): 98 + A? is not only well defined, but also completely 
continuous as required in hypothesis (i) of Theorem 3. Using the a priori 
estimates of Lemma 3.1 it is not hard to show that for {ii, v’, 8} from any 
fixed bounded subset the family P(*, {ii, fY, g} ): [0, 1 ] + 98 of mappings is 
uniformly equicontinuous, so that assumption (ii) holds. 
To verify (iii) we have to observe that any fixed point of P will initially 
satisfy the original system (1.1) where the assumptions (l.lO)-( 1.15) hold. 
Therefore u and 8 cannot escape from [_u, U] and [tj, 81 up to time T. 
Hence (iii) follows from Theorem 2. To check (iv) we have to distinguish 
between the two boundary value problems again. In the stress-free case (a) 
we can easily see that u(x, t) = t + 1, u(x, t) = x, and 0(x, t) = o(t) is a fixed 
point of P(0, .), where o(t) is the solution to the first order ordinary dif- 
ferential equation 
under initial condition 
O(O) = 1. 
In the confined case (b) a fixed point of P(0, .) is given by u(x, t) = 1, 
u(x, t) = 0, e(x, t) = 1. 
Both of these solutions are unique. The uniqueness of any fixed point of 
P(l, a) for AE [0, l] can be shown in a standard fashion which is outlined 
in [2]. It is left to show that the solution of (l.l), (1.3~(1.5) has 
derivatives not only in Cb,p’2 with /I = min{ a, 1) but in Pal’. This can be 
done by noting that v, v,, 0, 8, are in C ‘,‘/*( Q T) and by another application 
of Lemma 3.1. 
Remark. Observe that up to Lemma 2.10 we have only used the fact 
that the initial data no(x), v,(x), e,(x) are in L”(0, 1)n H’(0, 1) and that 
u0 and 8, are strictly positive. Using those a priori estimates we can prove 
an analogous existence result for the problem (ll), (1.3), (1.4), (1.5), with 
generalized solutions under “bad” initial data. This was done for an ideal 
gas in [6, 71. 
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