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【摘 要】: 支持向量聚类(Support Vector Clustering, SVC)的运算有较高的计算复杂性 , 本文在优化过程中 引 入 惩 罚 函
数 , 以此作为目标函数的惩罚项 , 并用一个平滑函数来近似正号函数 , 并将优化问题的不等式约束消去 , 得到一个无约束问
题。再利用 BFGS- Armijo 算法来求解该无约束问题。理论和仿真结果表明该方法提高优化问题的求解效率。
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核函数是支持向量机的基础 , 支持向量机 (Support Vector
Machine, SVM)被广泛用于解决分类、回归及新知识检测(Novelty
Detection)等问题 , 近来又被用作聚类分析。于文献[3]中 , Tax 将
支持向量方法用于数据域描述 (即单一分类) 中 , 提出了基于
Gauss 核 的 SVDD(Support Vector Domain Description)算 法 , Ben-
Hur 等将该算法进一步发展为一种新的无监督非参数型的聚类
算法- - 支持向量聚类(Support Vector Clustering, SVC). SVC 算法
主要分为两部分 : 基于支持向量机训练和聚类标识。其中 SVM
训练部分负责新知识模型的训练 , 包括 Gaussian 核宽度系数的
优化、Hilbert 空间最小包络超球体半径的计算、Lagrange 乘子的
计算以及有界支持向量(Support Vector, SVs)的选取。聚类标识部
分首先生成聚类标识关联矩阵 , 再 通 过 DFS(Depth- first Search)
算法根据关联矩阵进行聚类分配。
SVC 算法的瓶颈主要集中在两方面 : 计算 Lagrange 乘子的
二次问题和关联矩阵的计算。因此本文提出了平滑支持向量机
聚类(Smooth Support Vector Clustering- SSVC)。在训练支持向量
点时 , 通过引入惩罚函数 , 并在目标函数中对其进行惩罚 , 将原
问题转化为二次无约束优化问题 , 并引入平滑方法优化该问题。
这样就可以采用传统的 Newton 方法进行求解 , 大大提高了支持
向量点的训练效率。而聚类标识运算则采用文献[1]中的方法进
行求解。经过大量的数值实验表明 : 对于线性可分的数据 , SSVC
与传统的聚类方法都能取得较好的聚类效果 ; 但对非线性可分
的数据 , SSVC 不仅降低了聚类的运算时间 , 而且较传统方法能
得到更好的聚类效果。特别对于大数据集 , SSVC 的优势更为明
显。
1. SVC 边界描述及聚类标识算法
基于文献[3], Ben- Hur 等提出的支持向量聚类算法如下 : 设
数据空间 !!Rd, 数据集{xi}!!, 包含 n 个数据点 , 运用非线性变
换 " 将数据从 ! 映射到高维特征空间 , 寻找 Hilbert 空间最小包
络超球体半径 R, 表达为:
(1)
式中 : a 为超球体球心 ; "i 为松弛变量。"i 缩小了超球 体 半
径 , 允许软边界的存在。引入式(1)的 Lagrange 形式:
(2)
式中 : #i≥0,$i≥0, 均为 Lagrange 乘 子 ; C 为 常 数 ; C#"i 为 惩 罚
项。根据 Karush- Kuhn- Kucker 条件 , 将式(2)转化为 Wolfe 对偶
形式:
(3)





求解该二次规划得到 {%i}。根据文献 [3] 知道 #i=C 的点位
BSVs, 0<#i<C 的点属于 SVs。则任一点在特征空间中的像到球心
的距离可表示为
(6)
球体半径 R 为任意支持向量到球心的距离 : R=R(xi), xi 为支持向
量。因此 , 聚类边界可由数据空间中满足{x|R(x)=R}条件点的包
络线集来构建。其中 SVs 在边界上 , BSVs 在边界外 , 其它点在聚
类范围内。
对于聚类标识的运算采用文献[1]的方法。设数据空间 !!
Rd, 对于数据集{xi}!!, 映射到 Hilbert 空间 " 的 Euclidean 距离
可表示为:
(7)
应用 Gauss 核简化式(7)得到 Hilbert 空间中边的权重表达式为:
(8)
根据式(8)生成输入空间完全图各边的权重(不计 BSVs), 采
用 Kruskal 算法 , 生成最小生成树(Minimum Spanning Tree, MST)
及边集合 E; 实验中发现 , MST 中聚类的分割往往发生在树的主
干部分。因此经过运算得到 MST 的主干树 。定义 MST 中所有与
任意顶点 相连各边平均权重为 :
(9)
式中: V 为 MST 中与 v 相连的顶点的集合 ; d(v)为顶点 v 的度 ; u
为 MST 中所有与 v 相关联的顶点 ; w(u,v)为 v 和 u 的连接权重。
则定义边 e(u,v), 定义其不相容性度量
(10)
则 MST 主干边集合进行聚类标识运算步骤如下 :
1)计算 E* 中各边的 ! 函数值
2)搜索具有最大 ! 值得边 emax(u,v)
3)对 emax(u,v)进行聚类标识运算 , 如果其间存在样点 x, 有 R
(x)≤R, 则结束运算并返回 , 否则执行 4)
4)由 E* 中去除 emax(u,v), 同时标识关联矩阵 B: Buv=Bvu=0; 获
得与 emax(u,v)端点 u 相连通的边集合 Eu* 及端点 v 相连通的边的
集合 Ev*=E*- Eu*
5)转到(2), 重复对 Eu*,Ev* 的运算
6)对 B 进行 DFS 运算 , 得到所有数据点的最终聚类
2. 改进的优化算法
原 SVC 的优化问题为如下 :
即为:
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s.t 且 (11)
那么根据最优化原理 , 引入惩罚函数 , 得到:
(12)






部分不可导 , 为使用 Newton 方法 , 我们使用平滑技术 , 用一个平





其中 a 是平滑参数 , v 为常数。
BFGS(Brogden- Fletcher- Goldfarb- Shanno)算 法 ,是 解 无 约 束




为与传统支持向量机聚类算法进行比较 , 本文采用 UCI 数





费的时间。下面表 1 表示的是平滑支持向量机与 SMO 的求解所
花时间对比 ; 表 2 表示的是对比各种聚类算法的时间花费对比。
表 1
表 2
为验证本文的聚类效果 , 对比了传统聚类方法 : K 均值聚
类、自组织映射 SOM。对于不同的两种数据分别进行实验 , 得到
如下的实验结果。
图 1 SSVC Iris 的聚类结果 表 3 Iris 数据聚类错分率比较
图 2 SSVC 圆圈数据聚类结果 表 4 圆圈数据聚类错分率的比较
通过以上的数值实验表明 :
1)对比以上支持向量机的算法 , SSVC 可以在精度基本不变
的情况下 , 改善 SVC 聚类算法的时间性能。
2)传统算法对于初始值较为敏感 , 而 SSVC 没有初值选择这
个问题 , 因而新算法具有更好的健壮性。
3)从实验效果来看 , 算法对非线性 , 非高斯分布的数据比传
统算法有着更好的聚类效果。
4. 结论





中用一个平滑函数近似该正号函数 , 并采用 BFGS_Armijo 算法
求解二次规划问题。这样大大提高了支持向量的训练效率。对
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