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Abstract
Most of the decisions in real-life problems need to be made in the absence of complete
knowledge about the consequences of the decision. Furthermore, in some of these prob-
lems, the probability and/or the number of different outcomes are also unknown (named
deep uncertainty). Therefore, all the probability-based approaches (such as stochas-
tic programming) are unable to address these problems. On the other hand, involving
various stakeholders with different (possibly conflicting) criteria in the problems brings
additional complexity.
The main aim and primary motivation for writing this thesis have been to deal with
deep uncertainty in Multi-Criteria Decision-Making (MCDM) problems, especially with
long-term decision-making processes such as strategic planning problems.
To achieve these aims, we first introduced a two-stage scenario-based structure for
dealing with deep uncertainty in Multi-Objective Optimisation (MOO)/MCDM prob-
lems. The proposed method extends the concept of two-stage stochastic programming
with recourse to address the capability of dealing with deep uncertainty through the use
of scenario planning rather than statistical expectation. In this research, scenarios are
used as a dimension of preference (a component of what we term the meta-criteria) to
avoid problems relating to the assessment and use of probabilities under deep uncertainty.
Such scenario-based thinking involved a multi-objective representation of performance
under different future conditions as an alternative to expectation, which fitted naturally
into the broader multi-objective problem context. To aggregate these objectives of the
problem, the Generalised Goal Programming (GGP) approach is used. Due to the ca-
pability of this approach to handle large numbers of objective functions/criteria, the
GGP is significantly useful in the proposed framework. Identifying the goals for each
criterion is the only action that the Decision Maker (DM) needs to take without needing
to investigate the trade-offs between different criteria.
Moreover, the proposed two-stage framework has been expanded to a three-stage
structure and a moving horizon concept to handle the existing deep uncertainty in more
complex problems, such as strategic planning. As strategic planning problems will deal
with more than two stages and real processes are continuous, it follows that more sce-
narios will continuously be unfolded that may or may not be periodic. “Stages”, in
this study, are artificial constructs to structure thinking of an indefinite future. A suit-
able length of the planning window and stages in the proposed methodology are also
investigated.
Philosophically, the proposed two-stage structure always plans and looks one step
ahead while the three-stage structure considers the conditions and consequences of two
upcoming steps in advance, which fits well with our primary objective. Ignoring long-
term consequences of decisions as well as likely conditions could not be a robust strategic
approach. Therefore, generally, by utilising the three-stage structure, we may expect a
more robust decision than with a two-stage representation.
Modelling time preferences in multi-stage problems have also been introduced to solve
the fundamental problem of comparability of the two proposed methodologies because
of the different time horizon, as the two-stage model is ignorant of the third stage. This
concept has been applied by a differential weighting in models. Importance weights, then,
are primarily used to make the two- and three-stage models more directly comparable,
and only secondarily as a measure of risk preference. Differential weighting can help us
ii
apply further preferences in the model and lead it to generate more preferred solutions.
Expanding the proposed structure to the problems with more than three stages which
usually have too many meta-scenarios may lead us to a computationally expensive model
that cannot easily be solved, if it all. Moreover, extension to a planning horizon that
too long will not result in an exact plan, as nothing in nature is predictable to this level
of detail, and we are always surprised by new events. Therefore, beyond the expensive
computation in a multi-stage structure for more than three stages, defining plausible
scenarios for far stages is not logical and even impossible. Therefore, the moving horizon
models in a T-stage planning window has been introduced.
To be able to run and evaluate the proposed two- and three-stage moving horizon
frameworks in longer planning horizons, we need to identify all plausible meta-scenarios.
However, with the assumption of deep uncertainty, this identification is almost impos-
sible. On the other hand, even with a finite set of plausible meta-scenarios, comparing
and computing the results in all plausible meta-scenarios are hardly possible, because
the size of the model grows exponentially by raising the length of the planning horizon.
Furthermore, analysis of the solutions requires hundreds or thousands of multi-objective
comparisons that are not easily conceivable, if it all. This issues motivated us to perform
a Simulation-Optimisation study to simulate the reasonable number of meta-scenarios
and enable evaluation, comparison and analysis of the proposed methods for the prob-
lems with a T-stage planning horizon. In this Simulation-Optimisation study, we started
by setting the current scenario, the scenario that we were facing it at the beginning of
the period. Then, the optimisation model was run to get the first-stage decisions which
can implement immediately. Thereafter, the next scenario was randomly generated by
using Monte Carlo simulation methods. In deep uncertainty, we do not have enough
knowledge about the likelihood of plausible scenarios nor the probability space; there-
fore, to simulate the deep uncertainty we shall not use anything of scenario likelihoods
in the decision models. The two- and three-stage Simulation-Optimisation algorithms
were also proposed.
A comparison of these algorithms showed that the solutions to the two-stage moving
horizon model are feasible to the other pattern (three-stage). Also, the optimal solution
to the three-stage moving horizon model is not dominated by any solutions of the other
model. So, with no doubt, it must find better, or at least the same, goal achievement
compared to the two-stage moving horizon model. Accordingly, the three-stage moving
horizon model evaluates and compares the optimal solution of the corresponding two-
stage moving horizon model to the other feasible solutions, then, if it selects anything
else it must either be better in goal achievement or be robust in some future scenarios or
a combination of both. However, the cost of these supremacies must be considered (as
it may lead us to a computationally expensive problem), and the efficiency of applying
this structure needs to be approved.
Obviously, using the three-stage structure in comparison with the two-stage approach
brings more complexity and calculations to the models. It is also shown that the so-
lutions to the three-stage model would be preferred to the solutions provided by the
two-stage model under most circumstances. However, by the “efficiency” of the three-
stage framework in our context, we want to know that whether utilising this approach
and its solutions is worth the expense of the additional complexity and computation.
The experiments in this study showed that the three-stage model has advantages
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under most circumstances(meta-scenarios), but that the gains are quite modest. This
issue is frequently observed when comparing these methods in problems with a short-
term (say less than five stages) planning window. Nevertheless, analysis of the length
of the planning horizon and its effects on the solutions to the proposed frameworks
indicate that utilising the three-stage models is more efficient for longer periods because
the differences between the solutions of the two proposed structures increase by any
iteration of the algorithms in moving horizon models. Moreover, during the long-term
calculations, we noticed that the two-stage algorithm failed to find the optimal solutions
for some iterations while the three-stage algorithm found the optimal value in all cases.
Thus, it seems that for the planning horizons with more than ten stages, the efficiency
of the three-stage model be may worth the expenses of the complexity and computation.
Nevertheless, if the DM prefers to not use the three-stage structure because of the
complexity and/or calculations, the two-stage moving horizon model can provide us
with some reasonable solutions, although they might not be as good as the solutions
generated by a three-stage framework.
Finally, to examine the power of the proposed methodology in real cases, the pro-
posed two-stage structure was applied in the sugarcane industry to analyse the whole
infrastructure of the sugar and bioethanol Supply Chain (SC) in such a way that all eco-
nomics (Max profit), environmental (Min CO2 ), and social benefits (Max job-creations)
were optimised under six key uncertainties, namely sugarcane yield, ethanol and re-
fined sugar demands and prices, and the exchange rate. Moreover, one of the critical
design questions - that is, to design the optimal number and technologies as well as
the best place(s) for setting up the ethanol plant(s) - was also addressed in this study.
The general model for the strategic planning of sugar-bioethanol supply chains (SC)
under deep uncertainty was formulated and also examined in a case study based on the
South African Sugar Industry. This problem is formulated as a Scenario-Based Mixed-
Integer Two-Stage Multi-Objective Optimisation problem and solved by utilising the
Generalised Goal Programming Approach.
To sum up, the proposed methodology is, to the best of our knowledge, a novel
approach that can successfully handle the deep uncertainty in MCDM/MOO problems
with both short- and long-term planning horizons. It is generic enough to use in all
MCDM problems under deep uncertainty. However, in this thesis, the proposed structure
only applied in Linear Problems (LP). Non-linear problems would be an important
direction for future research. Different solution methods may also need to be examined
to solve the non-linear problems. Moreover, many other real-world optimisation and
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This thesis concerns the disability of the existing multi-criteria decision-making (MCDM)
methodologies in dealing with higher degrees of uncertainty which are frequently ob-
served in many real-life processes, such as long-term strategic planning problems. In
most of these problems, the decisions must be made before one can begin to explore the
consequences of the decision or gain sufficient awareness of all other options. Further-
more, this kind of uncertainty cannot be reduced (such as by gathering more information)
nor can it be predicted (by predictive models); it is also not statistical in nature. There-
fore, there is no statistical (probability-based) approach nor predictive modelling that
can help to deal with this kind of uncertainty.
In real-world MCDM or Multi-Objective Optimisation (MOO) problems, decision- or
policy-makers are faced with several (possibly conflicting) criteria/objectives. Satisfying
these conflicting criteria/objectives is not simply possible and brings more complexity
to the model.
As mentioned above, by “higher” degrees/levels of uncertainty (or deeper uncer-
tainty) in this thesis we mean that we are looking for that kind of uncertainty beyond
regular measurable statistical uncertainties or well understood stochastic events. In
fact, we are concerned with the existing uncertainty in many real-life problems in which
there is no sufficient knowledge about the outcomes (or other parameters) and their
probabilities/distributions. The classification of different degrees of uncertainty and
their definitions have been explained in the next chapter (Chapter 2). The degrees of
uncertainty have a crucial role in modelling the multi-criteria decision-making and op-
timisation problems. Therefore, the classification of different degrees of uncertainty can
help us to choose the most suitable strategy and improve the decision-making process
in real-world problems.
Most of the early works and applications in MCDM/MOO have ignored the higher
degrees of uncertainty because of its complexity. Many of these studies have been limited
to lower levels of uncertainty by assuming some probability distributions (mostly the
Normal distribution). To the best of our knowledge, none of the existing methodologies
in MCDM/MOO literature are able to deal with higher degrees of uncertainty. Therefore,
the primary aim of this thesis is to address this important gap in MCDM and provide a
way forward for these complex problems.
1
2 1.2. Research objectives
1.2 Research objectives
According to the above discussion, our primary purpose for writing this thesis was to
demonstrate a way of dealing with higher degrees of uncertainty in MCDM/MOO prob-
lems. To achieve this aim, we concentrated on motivating a multi-objective model-based
structure to integrate the Scenario Planning and Goal Programming (GP). We also tried
to investigate the use of the meta-criterion (combination of criteria-scenarios) concept,
introduced by Stewart et al. [2013], in goal programming for dynamic decision-making
under higher degrees of uncertainty. The secondary objectives are listed below:
1. To motivate and express the two-stage MOO/GP in the simplest form including
the following concepts/features:
• Extension to stochastic programming with recourse
• For higher degrees of uncertainty using scenarios not expectations, with a
multi-objective representation
2. To extend the proposed two-stage structure to three- and (possibly) multi-stage
problems because strategic planning will be more than two stages.
3. To simulate a study of a moving horizon approach to examine the effect of horizon
length.
4. To investigate/discuss whether there is any merit in going beyond three stages for
the proposed multi-stage structure.
5. To present practical examples to examine the proposed methodology and evaluate
the results.
1.3 Overview of the dissertation
This dissertation consists of seven chapters which, after a brief introduction in this
chapter (i.e. Chapter 1), the rest will be structured as follows:
Chapter 2 contains a literature review which is split into (a) Uncertainty and (b)
Goal Programming (GP) under Uncertainty. In the first part, initially, definitions and
dimensions of uncertainty are reviewed. Thereafter, a new classification of uncertainty is
introduced. This classification of degrees of uncertainty which includes Mild, Moderate,
and Deep uncertainty, help us find the best methodology to deal with different degrees of
uncertainty in optimisation problems. In the second part, after a review and comparison
of the GP methods with uncertain parameters in various applications, some crucial
shortcomings of these models are highlighted, and possible future developments and
directions are identified.
Chapter 3 introduces a generic structure to deal with the higher degrees of un-
certainty (moderate and deep) in multi-criteria decision-making problems. The main
idea was to extend the concept of two-stage stochastic programming with recourse to
address the capability of dealing with deep uncertainty through the use of scenario
planning rather than statistical expectation. Such scenario-based thinking involved a
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multi-objective representation of performance under different future conditions as an al-
ternative to expectation, which fitted naturally into the broader multi-objective problem
context. This two-stage scenario-based multi-objective optimisation structure can pave
the way for us to handle deep uncertainty in complex long-term strategic planning.
Chapter 4 extends the proposed two-stage structure to longer period problems (i.e.
three-stage). This expansion helped us to execute our structure in the problems with
more than two stages, as most of the real-world applications, such as strategic planning,
have more than two stages of the planning horizon. Therefore, the three-stage scenario-
based multi-criteria decision-making structure as an extension of the proposed two-stage
structure is proposed and compared to the two-stage moving horizon structure.
Chapter 5 is allocated to further extension of the proposed methodology by in-
troducing the two- and three-stage moving horizon models in problems with a T-stage
(T > 3) planning window. Although looking further ahead can help us improve the
robustness, it may have some costs such as expensive computation and complexity that
leads to the generation of some unfavourable solutions. The length of the planning
horizon is also analysed in this chapter, and the effects of the planning horizon on the
solutions to the proposed frameworks are investigated.
Chapter 6 applied the proposed concepts and methodology to address the strategic
planning problem of sugar-bioethanol supply chains (SC) under deep uncertainty. The
whole infrastructure of the sugar-bioethanol supply chain is analysed in the way that
all economics, environmental and social aspects could be optimised. Moreover, the de-
sign problem of finding the best place(s) to build the ethanol plant(s) amongst available
areas is also investigated. A scenario-based mixed-integer two-stage multi-objective op-
timisation problem was solved by utilising the generalised goal programming approach
(reference point method). Three objectives (Max profit, Min CO2 -emissions, and Max
job-creations) are considered in this problem under six uncertain parameters (sugarcane
yield, ethanol and refined sugar demands and prices, and the exchange rate). Finally,
the case study of the South African sugarcane industry is utilised to study and examine
the proposed methodology.
Chapter 7 provides a final summary of as well as the conclusions of the thesis. Some






In the past few decades, decision sciences which function under conditions of uncertainty,
for example forecasting future markets in significant competitive and unstable environ-
ments, has turned into a highly controversial issue amongst managers and policy makers.
There are many important questions in this field, such as: What is the exact meaning
of the uncertainty? How should we classify ranges of uncertainties? Can we develop
deterministic models to solve the problems which have different levels of uncertainty?
How do we deal with high levels of uncertainty, when even probability spaces are not
definable? It is important to note that uncertainty takes on different meanings in various
fields, which means there are multiple definitions for this term.
Furthermore, multiple objectives with conflicting criteria create another area of com-
plexity which decision makers (DM)need to deal with. Goal Programming (GP) is a
famous and powerful methodology for multiple objective decision making, especially
during the design and screening stages of strategy analysis. When decision makers face
conflicting goals in a context of substantial uncertainties, the complexity becomes much
more extreme. Although a few GP-based approaches, such as stochastic goal program-
ming, fuzzy goal programming and dynamic goal programming, have been proposed for
addressing such complex problems, many of these are limited to the less deep areas of
uncertainty.
This chapter includes a literature review which is divided into two sections. The first
section reviews definitions and dimensions of uncertainty and provides a proper classifi-
cation of uncertainty, which could be used in optimisation problems. In the second part,
the Goal Programming methods with uncertain parameters are reviewed and compared
in various real-world applications. Some crucial issues and shortcomings of these models





On many occasions, we have to make a decision and choose the one alternative while we
do not have enough information or knowledge about the consequences of our decision
or we may not even know about all other options. Many other unpredictable variables
and/or events could affect the outcomes of the decisions (such as policy-makers’ and
stakeholders’ risk-taking, habits, relations, behaviours, religious beliefs, previous deci-
sions, power, and money). This uncertainty also will be more complex when it is related
to the future. Let us use a metaphor to explore this concept. Consider, for example,
a complete and detailed map as the ideal situation in which we know everything
with absolute certainty.If such a complete detailed map were reached, consequences of
all alternatives could be seen and compared. Therefore, selecting the best alternative
would be done simply in this situation. However, sometimes, the decisions need to be
made when the complete, detailed map is unavailable. Lack of any details in the map
could be viewed as uncertainty.
It is important to note that, the absence of the complete, detailed map is not merely
the lack of knowledge and information. Uncertainty can exist in a situation where lots
of information are available [van Asselt and Rotmans, 2002]. However, new knowledge
can either increase or decrease uncertainty. In many instances, the emergence of new
information and knowledge on complex processes can reveal uncertainties that were
previously unknown or were understated. In this case, more knowledge clarifies that
the processes are more complex or that our cognition is more limited than previously
thought [van der Sluijs, 1997].
There are also different definitions of uncertainty in the literature; some of them are
as follows:
• “Any deviation from the unachievable ideal of completely deterministic knowledge
of the relevant system” [Walker et al., 2003].
• “At a most fundamental level, uncertainty relates to a state of the human mind,
i.e. lack of complete knowledge about something” [Stewart, 2005].
• “Incomplete information about a particular subject” [Ascough II et al., 2008].
• “Lack of confidence in knowledge related to a specific question” [Sigel et al., 2010].
• “In general, uncertainty can be defined as limited knowledge about the future, the
past, or current events” [Walker et al., 2013a].
As seen above, all of these definitions highlight the lack of knowledge and information,
or confidence in them, or about something (such as some events, processes, subject,
etc.). This lack of knowledge represents the missing details from the complete, detailed
metaphorical map that was previously used to clarify the meaning of uncertainty.
The aim of writing this chapter is to present the state-of-the-art of the Goal Program-
ming (GP) methodologies in which uncertainty can manifest itself in objectives and/or
constraint parameters. The classification of different types of uncertainty, which may im-
portant in modelling multi-objective optimisation problems, is also presented. Moreover,
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some gaps in the literature which could be used as potential directions for future work in
this field are highlighted. Furthermore, different dimensions of uncertainty are reviewed
and a novel classification of different degrees of uncertainty in Multi-Criteria Decision-
Making (MCDM) problems is proposed. The importance of handling uncertainty and
methods of uncertainty treatment are discussed in section 2.2.2. This is followed by a
detailed review of the Goal Programming under Uncertainty in Section 2.4. In the last
Section(2.5), presents some classified brief reviews and conclusions which highlight the
existing gap in the literature and identify opportunities for our research.
2.2.2 Classification of uncertainty from optimisation viewpoint
The next question worth considering refers to the dimensions of uncertainty. Where
could uncertainty manifest itself? What is the entire spectrum of different degrees of
knowledge? What is the source of uncertainty? When could it manifest itself? Walker
et al. [2003] introduced three dimensions of uncertainty related to model-based decision
support exercises: nature, location and level.
The nature of uncertainty can be split into (a) epistemic uncertainty (mainly
because of the lack of wisdom/information and may be diminished by more information
and research) and (b) aleatory or variability uncertainty (mainly because of innate
instability/variability).
Furthermore, Van Asselt [2000] distinguished different sources of variability as the
inherent randomness of nature, value diversity, human behaviour, societal randomness,
and technological surprises. There are also two different groups of epistemic uncertainty
(lack of knowledge)-unreliability and structural or systematic uncertainty. Unreliability
can include inexactness, lack of observations or measurements [Funtowicz and Ravetz,
1990]. Conflicting evidence, ignorance, to indeterminacy are also referred to as structural
or systematic uncertainty [Henrion and Fischhoff, 1986, Morgan et al., 1992]. Different
sources of uncertainty have been portrayed in Figure 2.1. Recognising the nature of
uncertainty may help to determine a useful methodology which can treat the uncertainty.
For instant, lack of wisdom may be decreased by additional research and knowledge while
uncertainty reduction may not be possible in the case of variability. More information
about the nature of uncertainty and its two features can be found in Walker et al. [2003],
van Asselt and Rotmans [2002].
The location of uncertainty mostly refers to the various sources of uncertainty in
the model or modelling-related phenomena, such as parameters, outcomes, and inputs.
Generally, as Stewart [2005] classified, the location of uncertainty could be divided into
two major categories-internal and external uncertainty. Internal uncertainty relates
to DM judgement and his/her preferences while external uncertainty relates to lack of
knowledge about outcomes of the model. There are many classifications of the location
of uncertainty in the literature [French, 1995, Walker et al., 2003, Hawkins and Sut-
ton, 2009, Marchau et al., 2010, Kwakkel and Walker, 2010, Walker et al., 2013b]. For
example, French [1995] recognized three major locations where uncertainty may mani-
fest itself: during (a) modelling (includes what might happen, ambiguity, and related
decisions), (b) exploration of the models (lack of knowledge, the evolution of fu-
ture beliefs and performances, judgement, and the accuracy of calculations), and (c)
interpretation (appropriateness of a descriptive and normative model and the depth
of analysis). Recently, Walker et al. [2013b] recognized four different locations of uncer-
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tainty (a) context, (b) system model, (c) system outcomes, and (d) weights on
outcomes. Table 2.1 shows a short review of these taxonomies.
More important than where the uncertainty can appear, the depth or level of uncer-
tainty plays a key role in handling uncertainty. Knight [1921] were the first researchers
to make the distinction that the calculable and controllable part of the unknown is re-
ferred as risk, while the incalculable and uncontrollable part of the unknown refers to
uncertainty. Generally, statistical methods and/or probabilities have been utilised and
developed by many authors to handle the controllable and calculable parts ([Quade,
1989] and [Morgan et al., 1992]). For example, Quade [1989] called the calculable part
stochastic uncertainty and named the second part real uncertainty which covers the
future state of the world and human factors for which we know absolutely nothing about
probability distribution and little more about possible outcomes. Recently, this part
of uncertainty (i.e. real uncertainty) has been called deep or severe uncertainty by
Lempert et al. [2003] and Ben-Haim [2006], respectively.

































Figure 2.1: Different sources of the nature of uncertainty
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contexts, especially in climate change studies. However, only a few authors have been
concerned about its definition and classification. Amongst them Lempert et al. [2003]
have defined deep uncertainty as “the condition in which analysts do not know or the
parties to a decision cannot agree upon the following subjects:
• The appropriate models to describe interactions among a system’s variables,
• The probability distributions to represent uncertainty about key parameters in the
models,
• How to value the desirability of alternative outcomes”.
In the realm of deep uncertainty, the terms “do not know” and “do not agree upon”
are utilised by Walker et al. [2013a] regarding individual and group decision making,
respectively.
Moreover, the term deep uncertainty has been used previously by some other au-
thors. For example, Bankes [2002] wrote: “There are phenomena that are prosaically
Author(s) Different categories
French [1995]
Uncertainties expressed during What might happen or what can be done
modeling Meaning/ambiguity
Related decisions
Physical randomness or lack of knowledge
Uncertainties expressed during The evolution of future beliefs and performances
exploration of the models Judgments
The accuracy of calculations
Uncertainty expressed during Appropriateness of a descriptive model
interpretation Appropriateness of a normative model
the depth of analysis













Hawkins and Sutton [2009]
Internal variability of the system
Model Uncertainty
Scenario Uncertainty
Marchau et al. [2010]
The value system(s) to be used to rank alternative policies
The system models
How the future will develop
Kwakkel and Walker [2010]
External Forces
Relations within a system
Outcomes of interest
Weights






Table 2.1: Different classifications of the location of uncertainty.
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described as uncertain that are not well modelled by the tools of probability and statis-
tics. Although controversial, this pragmatic reality has been recognised for some time.
The term I use to describe such phenomena is deep uncertainty”.
Knowing the depth of uncertainty paves the way for us to choose the right method-
ology to treat the existing uncertainty. This concept of the depth of uncertainty is
frequently used by many authors in other literature under the label of alternative rep-
resentations of uncertainty (e.g. [Ben-Haim, 2004, Helton and Oberkampf, 2004, Helton
et al., 2004]). Nevertheless, uncertainty experts unanimously support the idea that there
are two extreme levels of uncertainty: complete certainty (or deterministic knowledge)
and total ignorance, with some intermediate levels (e.g. [Courtney, 2001, Walker et al.,
2003, 2013a, Kwakkel and Walker, 2010, Van der Pas et al., 2010]). However, to the best
of our knowledge, there is not any suitable definition with which we can classify and
model the optimisation problems under uncertainty. To reach this goal, we classified the
depth of uncertainty based on a suitable definition which could be used in optimisation
problems under uncertainty.
We use the term degree of uncertainty as depth or level of uncertainty and define
uncertainty of degree ‘0’ as absolute certainty or deterministic knowledge, and uncer-
tainty of infinity degree as total ignorance. We also propose three major levels of
uncertainty: the mild uncertainty with an uncertainty of first-degree, the moderate
uncertainty with an uncertainty of second-degree, and deep uncertainty which can be
labelled as the third-degree of uncertainty. Figure 2.2 shows how they stand on the
spectrum while the definitions of these three intermediate levels have been described as
follows:
• Mild uncertainty (First-degree): Outcomes can be enumerated and probabilities
(or probability distribution) are specified.
• Moderate uncertainty (Second-degree): Outcomes can be enumerated but prob-
abilities (or probability distribution) are difficult to specify generally.
• Deep uncertainty (Third-degree): Outcomes cannot be completely enumerated,
so that, probabilities are not definable.
Table 2.2 describes our proposed classification of different degrees of uncertainty in
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Walker et al. [2013a]
Level 1 Level 2 Level 3 Level 4 Level 5
(A clear (Alternate futures (Alternate futures (Multiplicity (Unknown
enough future) with probabilities) with ranking) of futures) future)
Walker et al. [2003] statistical uncertainty scenario uncertainty
Recognized ignorance
Reducible Irreducible
Kwakkel et al. [2010] Shallow Uncertainty (Level 1) Medium Uncertainty (Level 2) Deep Uncertainty (Level 3) Recognized Ignorance (Level 4)
Courtney [2001]
Level 1 (so low that the Level 2 (manager can identify Level 3 Level 4
traditional methods that a set of distinct possible (manager can bound (analysis cannot
employ point forecasts can outcomes, one of the range of even bound the range
be used with great success) which will occur) possible outcomes) of possibilities)
Morgan et al. [1992] Uncertainties can be treated through probabilities Uncertainties cannot be treated probabilistically
Quade [1989] Stochastic uncertainty Real uncertainty
Knight [1921] Risk Uncertainty
Table 2.2: Different classifications of the depth of uncertainty.
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As a result of the second-degree of uncertainty, uncertainty can be further divided into
ranked and unranked uncertainty. In the case of ranked moderate uncertainty,
outcomes rank in terms of their likelihood, but how much less likely or more likely
cannot be specified. In this situation, outcomes can be enumerated and, for any two
outcomes, the first is either ‘ranked higher than’(more likely), ‘ranked lower than’(less
likely) or ‘ranked equal to’(equally likely) the second while the quantity of this cannot
be calculated. Under conditions of unranked moderate uncertainty, outcomes can
be enumerated but their ranking cannot be calculated or cannot be agreed upon.
When different degrees of uncertainty are simultaneously observed in a problem/model,
the highest degree of existing uncertainty determines the degree of uncertainty in that
problem/model. For example, consider a problem which has outcomes that can be enu-
merated and the probability distribution of some parameters of a model are attainable
while the probabilities are not seizable for some other parameters. Therefore, this ex-
ample has the second degree of uncertainty.
The proposed classification will be utilised as the base of our comparisons between
previous works and finding opportunities and gaps in the literature that highlight some
advantageous directions for our studies in optimisation problems. However, before that
let us pursue our review on uncertainty and different approaches which have been used
to treat different degrees of uncertainty. The next section attempts to answer some
questions such as: Why must uncertainty be treated? And how can we treat it?
2.2.3 Dealing with uncertainty
2.2.3.1 Why must uncertainty be treated?
Although we struggle with uncertainty on a daily basis, many authors for many years
have spent a great deal of time and energy on ignoring uncertainty and still some others
try to avoid the third-degree of uncertainty (deep uncertainty). However, the reality
is that researchers will have to face this challenge eventually. Some of the traditional
applied scientific works in the engineering, social, and natural sciences have been built
on the supposition that the existing uncertainties are caused by a lack of information,
which has led to an emphasis on uncertainty reduction through ever-increasing informa-
tion seeking and processing [McDaniel and Driebe, 2005], or caused by random variation,
which has concentrated efforts on stochastic processes and statistical analysis. Never-
theless, some of the vital strategic planning problems currently faced by decision makers
are characterised by deep uncertainty(e.g. uncertainties about the future) that may not
be reduced by gathering more information, nor are they statistical in nature. Accord-
ingly, many decision makers in different fields of study are facing uncertain changing
conditions with the third degree uncertainty. Under such circumstances, a decision is
not only one that is able to seize objectives related to society, economy, and environ-
ment; it also requires sustainable planning that robust and adaptable, meaning that
the decision must perform satisfactorily under a broad variety of futures (robust) and
it can be adapted to changing unpredictable future conditions [Haasnoot et al., 2011].
Therefore, a major challenge in dealing with uncertainty is the requirement to accept,
understand, and manage uncertainty, mainly due to the fact that:
1. Not all uncertainties about the future or human behaviour can be eliminated;
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2. Ignoring uncertainty could mean that we limit our ability to make corrective action
in the future and result in positions that could have been avoided;
3. Ignoring uncertainty can throw away the opportunity of studying real-world prob-
lems, and/or lead to get some unsustainable approaches.
Some authors argue that third-degree uncertainty does not exist while decades of
practical experience prove otherwise. It is important to consider the conditions of deep
uncertainty in real problems. This is because the causes of deep uncertainty are prag-
matic limitations in our capability to utilise the representative formalisms of statistical
decision theory as well as limitations in our ability to display our knowledge about com-
plex adaptive systems and their relates policy issues. Several reasons can be found to
show the fact that, in a real problem, probability and statistics are not sufficient to
represent our entire knowledge and, therefore, some supplementary tools should be used
in addition to probabilistic methods[Bankes, 2002].
2.2.3.2 How can we deal with uncertainty?
Typically, there are two general approaches to deal with uncertainty ([Marchau et al.,
2010]):
1. The predict and act approach, which assumes that we can predict the future well
enough to create a static policy generating reasonable outcomes in most plausible
future worlds.
2. The monitor and adapt or dynamic approach, which assumes that the future
cannot be predicted. Dynamic adaptive policies are implemented.
The first approach is currently utilised in some policy-making. This approach limits
handling of uncertainty and can lead to policy failures[Marchau et al., 2010]. McInerney
et al. [2012] liken this to “dancing on the tip of a needle”. Although the presence
of deep uncertainty in real problems, as well as the inability to treat them by utilising
the probabilities or getting more knowledge, is not deniable, some strategic planners and
policy makers tend to expand their plans through predictive models. Furthermore, time
passes quickly and everything in the world changes continuously. Accordingly, there is a
need to apply these changes to long-term plans and adapt them continuously. However,
such adaptations are seldom planned in advance[Walker et al., 2013b].
From another point of view, Walker et al. [2013b], identified four, not mutually
exclusive, methods to treat the higher degrees of uncertainty that have been used by
some DMs to make a sustainable plan. These approaches have been summarised as the
following:
1. Resistance: Plan for the worst plausible scenario in the future.
2. Resilience: Concentrate on recovering the system quickly without considering
possible future events.
3. Static robustness: Decrease vulnerability in the widest possible range of different
futures.
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4. Dynamic robustness (or flexibility): Plan for continuous change and adaptation
regarding upcoming situations.
The first approach, resistance planning, may well cost too much as it plans for
the worst case scenario that rarely happens. On the other hand, because of surprises,
or painful events, which are called “Black Swans” by Taleb [2007] and seem to be
occurring more often[Walker et al., 2013b], there is no guarantee that this approach
will work well in all cases. Taleb [2007] defines the Black Swan event as an unexpected
scenario that extremely impacts on the plan. This event can be explained only after
scenario realisation. Negative system performances (or short-term pains) are acceptable
in the resilience approach; however, they concentrate on recovery.
Instead of producing the forecasts, the last two approaches identify the best predictive
models that will be solved for an optimal plan, although this action weakly depend on
assumptions. Alternatives with robust actions seem more reasonable in the case of higher
degrees of uncertainty. In a robust plan, the outcomes are supposed to be satisfied by
some evaluation criteria in terms of a broad range of plausible futures[Rosenhead and
Mingers, 2001]. It is in contrast to the optimality definition in which the best results
should be provided by the plan; nevertheless, there is no guarantee of doing so outside
of the restricted circumstances. Lempert and Collins [2007] argue that analytic methods
which include robust decisions are more appropriate than the others under conditions of
deep uncertainty and provide DMs with an extensive array of options.
In the case of the second degree of uncertainty, to identify static robust policies, we
should focus on exploring how different assumptions about the future values of the un-
certain parameters would affect the decisions actually being faced [Walker et al., 2013a].
Scenario planning and Exploratory Modelling and Analysis (EMA) can be useful to iden-
tify static robust policies. Scenario planning assumes that, although the probabilities
are not specific, a range of alternatives can be specified well enough to identify a static
policy [Van der Heijden, 1996]. EMA considers what one would need to believe was true
to discard one possible policy in favour of another[Walker et al., 2013a].
Handling the third degree of uncertainty (deep uncertainty) and making policies in
this situation, generally, need to utilise dynamic adaptive policies which are able to adapt
to changing conditions over time and/or in the case of facing surprises or Black Swans. A
dynamic adaptive policy is developed over time when new information becomes available
or surprises/Black Swans manifest themselves. Eriksson and Weber [2008] proposed an
adaptive foresight approach in which they suggested that some strategic decisions should
be deferred until more information is available. We should also invest in real options
which would facilitate the implementation of such decisions if taken some future time.
Various approaches can be found in the literature and these attempt to treat the higher
degrees of uncertainty. For instance, Walker et al. [2001] proposed an approach for
developing adaptive policies, called Dynamic Adaptive Policy-making (DAP). Robust
Decision Making (RDM) is a similar approach introducing by Lempert et al. [2003,
2006] which leads a vulnerability and response option analysis. This approach utilises
the EMA to compare and determine robust strategies.
To sum up, it seems that mild uncertainty (the first degree of uncertainty), which
is commonly encountered by decision makers in short-term planning, is mostly treated
by statistical approaches and probability theory while long-term programming, which
largely involves deeper uncertainties (second and third degree of uncertainty), cannot
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deal with regular probability models and regular statistic approaches. We need to use
some approaches which could be more robust, adaptive and dynamic.
Furthermore, most problems in nature have multiple objectives with conflicting cri-
teria which create another area of complexity which DMs need to deal with. The next
section briefly introduces multi-objective optimisation which is followed by a more de-
tailed review of Goal Programming methods with uncertain parameters.
2.3 Multi-Objective Optimisation
From the simplest daily decisions, such as finding the shortest path to work or buying the
cheapest products whilst ensuring quality, to the most complex space projects, decision
makers (DMs) always seek to make better decisions or optimise their decisions. In other
words, in optimisation problems, we are looking for the best, or near best, solution(s)
for minimising/maximising some particular objectives subject to satisfying certain con-
ditions and limitations of the problem. Optimisation is an interesting topic in almost
every field of study; for example, most business decisions, almost all engineering design
and much of data analysis involves optimisation.
In some problems, only one objective/criterion is considered which usually produces
a single optimal solution. This optimal solution provides us with the best perfor-
mance based on the given criteria/objective while simultaneously satisfies all the con-
straints/limitations of the problem. However, most problems by nature have several,
possibly conflicting, objectives to be satisfied at the same time which leads us to multi-
objective optimisation (MOO) problems. The existing conflicts between the various
criteria/objectives in these problems usually prevent us from obtaining a single optimal
solution which works well in all objectives. Therefore, instead of a single optimal so-
lution, the multi-objective problems have several, usually infinitely many, alternatives,
called Pareto optimal (or non-dominated) solutions, with various trade-offs among ob-
jectives. The existence of these multiple alternatives means that there is a need to
choose one solution among the others. This choice is made by decision maker or an
informed expert, referred to as the DM(s), and is based on their preferences. Therefore,
multi-objective optimisation problems include two important parts; (a) identifying
the Pareto optimal solutions (optimisation part), and (b) determining the most
preferred solution (decision-making part).
Multi-Criteria Decision-Making (MCDM) is the field of research which studies de-
cision problems, and covers both discrete and continuous problems with multiple con-
flicting criteria/objectives. Discrete problems contain an infinite, usually predefined, set
of solutions while the set of feasible solutions to continuous problems (known as multi-
criteria/multi-objective optimisation) is not completely pre-identified and only limited
by some constraints. Accordingly, the DM becomes involved in solution process to find
the best-preferred solution by applying his/her preferences into the optimisation model.
This involvement can be applied before (known as “priori” methods) or after (called
“posteriori” methods) the solution process. In some other methods, the DM iteratively
modifies his/her preferences during the solution process. In these so-called “interac-
tive” methods, the DM can learn about the relations between the objectives/criteria
through an analysis of the Pareto solutions and their trade-offs, as well as from a range
of achievable solutions in different criteria and balanced solutions. More information
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about different approaches in MCDM can be found in [Belton and Stewart, 2002, Deb
and Miettinen, 2008, Hwang and Masud, 2012, Miettinen, 2012].
Over the years, multi-criteria optimisation problems have been solved by a wide range
of various solution approaches mainly based on a problem’s nature and the domain of
application, such as Multi-Attribute Utility Theory (MAUT), Goal Programming (GP),
Analytical Hierarchy Process(AHP)([Saaty, 1980]), Technique for Order of Preference by
Similarity to Ideal Solution (TOPSIS), and Data Envelopment Analysis (DEA). Amongst
them, the GP approach is one of the most well-known and flexible techniques in multi-
criteria optimisation problems. It applies the DM preferences through a set of goals
or aspiration levels for criteria in the GP model that tries to minimise the deviations
between the objectives and these goals. Applying the DM’s preferences prior to solving
the model puts the standard GP approach in the priori group, although several inter-
active GP models are also proposed in the literature, such as Goal Programming model
of the Reference Point Method([Ogryczak, 1994]). It is also possible to combine GP
with another technique, such as discrete-event or Monte-Carlo simulation, for symbiotic
advantage ([Oddoye et al., 2009] and [Kosmidou and Zopounidis, 2004]). A broad va-
riety of GP applications can be found in different fields of study from engineering and
management to social sciences. A state-of-the-art review of the GP and its applications
can be found in [Tamiz et al., 1998] and [Colapinto et al., 2015], respectively.
Although the classical GP approaches are widely applied in deterministic problems,
several methods can be found in the literature that successfully expand GP to problems
with uncertain parameters (e.g. Stochastic(SGP) and Fuzzy goal programming (FGP)).
Overall, as mentioned above, Goal Programming (GP) is a popular and powerful
methodology for multiple objective decision-making, especially during the design and
screening stages of strategy analysis. When decision makers face conflicting objectives
in a context of substantial uncertainty, the complexity becomes much more extreme.
Although a few GP-based approaches, such as stochastic goal programming, fuzzy goal
programming and dynamic goal programming, have been proposed for addressing such
complex problems, many of them are limited to the less deep areas of uncertainty. The
following section will review different developments of GP under uncertainty and will
highlight the advantages and/or shortcomings of these methods.
2.4 Goal Programming under uncertainty
2.4.1 General formulation
In the literature dedicated to multi-objective optimisation, especially when the goals are
conflicting, the Goal Programming (GP) approach, developed by Charnes et al. [1955], is
one of the most popular and oldest Multi-Criteria Decision Analysis (MCDA), also known
as Multi-Criteria Decision Making (MCDM), technique. The GP model is a distance
function; it can be a vector or a weighted sum dependent on the goal programming
variant used, where the deviations (δi) between the achievement and aspiration levels are
to be minimised. The standard mathematical formulation of the GP model introduced
first time by Charnes and Cooper (see [Charnes and Cooper, 1952, Charnes et al., 1955,
Charnes and Cooper, 1959]) is as follows (in a linear programming context):
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Since then, GP has been frequently developed and applied by many authors in a
wide variety of real-world applications such as financial management, human resources,
marketing, agriculture, transport, quality control, allocation problems, and production.
(e.g. [Ijiri, 1965, Lee and Clayton, 1972, Lee, 1973, Ignizio, 1976, Lee et al., 1981,
Goicoechea et al., 1982, White, 1982, Lee and Olson, 1985, Sawaragi et al., 1985, Romero,
1991, Martel and Aouni, 1998, Lee and Olson, 1999, Aouni et al., 2005, El-Wahed and
Lee, 2006, Kharrat et al., 2007, Aouni et al., 2014]). More information about the history
of GP and its applications can be found in [Jones and Tamiz, 2002, Caballero et al.,
2009, Jones and Tamiz, 2010, Aouni et al., 2014, Colapinto et al., 2015].
The literature on goal programming under uncertainty is less popular than certain
GP but several approaches could be found in the literature which developed GP models
in an uncertain environment. To contrast the GP model with uncertain parameters, it
is sufficient to consider model 2.1 (or 2.2) with some uncertain parameters in objective
and/or constraints. These approaches have been reviewed in the next sections.
1In most cases, a one-sided deviation may be important in which the positive deviations in Maxi-
mization and the negative deviations in Minimization problems would be an advantage. However, for
general formulation here, the two-side deviation is considered and both positive and negative deviations
are undesirable.
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2.4.2 Stochastic Goal Programming (SGP)
[Caballero et al., 2001] defined Stochastic programming problems as follows:
“If in a problem some parameters take unknown values at the time of making a
decision, and these parameters are random variables, then the resulting problem is called
a stochastic programming problem”.
Therefore, the Stochastic Goal Programming (SGP) approach developed GP models
in the presence of random parameters with a known or unknown probability distribu-
tion. In many situations, suppose that the probability distribution is known or can be
approximated via sampling, tests, experiences and expertises, etc. Note that these meth-
ods may fail in determining accurate values for the probability distribution [Abdelaziz
and Masri, 2005]. However, existing uncertainty in these problems is classified as the
first degree of uncertainty (mild uncertainty). In many other situations, the probability
distribution is unknown and information about possible outcomes is limited. If plausible
futures (alternatives) can be enumerated and the probability space is finite, these prob-
lems have a second-degree uncertainty (moderate uncertainty). Otherwise, if counting
alternatives is difficult or impossible and the probability space is infinite, the problems
are classified as a third-degree uncertainty (deep uncertainty).
Optimisation of conflicting random objectives leads us to solve Multi-Objective
Stochastic Programs (MOSP) in which objectives and/or constraints contain random
parameters. The general formulation of the MOSP can be formulated as follows:
Max F̃ (x) = (f̃1(x), f̃2(x), ..., f̃m(x))
s.t. B̃r(x) ≤ b̃r, r = 1, · · · , R;
x ∈ E.
(2.3)
where, F̃ (x) = (f̃1(x), f̃2(x), ..., f̃m(x)) is a vector of m random objectives, B̃r(x) and b̃r
(r = 1, · · · , R;) describe the random constraints (defined on a probability space (Ω,Ξ, p)),
and the convex set E is deterministic. The linear form of 2.3, in which both constraints
and objectives have a linear form, can be written as follows:
Max
∑n
j=1 c̃ijxj i = 1, · · · ,m;
s.t.
∑n
j=1 ãrjxj ≤ b̃r, r = 1, · · · , R;
xj ≥ 0, j = 1, · · · , n.
(2.4)
where b̃ = [b1, b2, ..., bR]
T
R×1 is a random vector and C̃ = [cij ]m×n and Ã = [arj ]R×m
are the random matrices defined on a probability space (Ω,Ξ, p). The notation “∼”
represents the uncertain/random parameters and does not consider any specification in
the corresponding states of nature in their distributions.
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This problem (model 2.4) is equivalent to minimising the distances between achieve-
ments (
∑n
j=1 cijxj) and the aspiration levels (goals) (gi). These deviations are shown
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The basic idea used in stochastic optimisation is to convert the stochastic model to
an equivalent deterministic model. The resulting model is then solved by standard linear
or non-linear programming methods. In 1968, Contini [1968] made the first formulation
of the Stochastic Goal Programming (SGP) model which includes the assumption of a
stochastic relation between the goals (g = [gi]m×1, i = 1, · · · ,m) and decision variables,
g̃i =
∑n
j=1 cijxj + δ̃i, i = 1, · · · ,m; where δ̃ is a random variable vector with a normal
distribution with mean vector ‘0’ and known non-singular variance-covariance matrix
Σ. So, g̃ is a normally distributed vector with known means (
∑n
j=1 cijxj) and variance-
covariance matrix. He also assumed that both matrices C and A, as well as vector b, are
fixed and known. Then Contini sets G as a well defined region in Em such that g ∈ G
and maximised the probability that this random vector of goals (g̃ = Cx + δ̃) will lie
inside the G (i.e. the probability that the consequence of the decision belongs to a region
containing the uncertain goals is maximised [Abdelaziz, 2012]). The following quadratic
programming problem is proposed by [Contini, 1968] as an equivalent program to the
SGP (2.5):
Min [K + x · L · x́ + 2ρ́ · x]
s.t. A · x ≤ b
x ≥ 0.
(2.6)
where Ln×n = Ć.Σ
−1.C is positive-definite if m ≥ n, and is positive-semidefinite in
otherwise. K = ǵ.Σ−1.g is a constant which is independent of decision variable x,
ρn×1 = −Ć.Σ−1.g = −ǵ.Σ−1.C, and the variance-covariance matrix Σm×m. Cm×n,
Ar×n, xn×1, gm×1 and br×1 are the matrix form of cij , arj , xj , gi and br, respectively.
In this model, the random distance from an arbitrary neighbourhood of the optimal
solution is minimised. Since [Contini, 1968] showed that the SGP is equivalent to a
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quadratic programming problem in standard form, model 2.6 can be solved by any of
the existing algorithms. Finally, the effectiveness of this approach is evaluated by the
concept of confidence region.
Then, after 1968, SGP models were developed and solved by many authors over time
(e.g.[Stancu-Minasian, 1984], [Keown, 1978, Keown and III, 1980, Lee and Olson, 1985],
[Martinez and Aguado, 1998], [Ballestero, 2001, Sahoo and Biswal, 2005] and [Aouni
et al., 2012]). Ballestero [2001], for instance, utilised an Absolute Risk Aversion (ARA)
approach based on standard expected utility theory to propose a mean-variance model
of stochastic weighted GP under uncertainty, as follows:
Min
∑m
i=1wi ·RAi · σ2i
s.t. E(
∑m
i=1 c̃ijxj) ≥ γi i = 1, · · · ,m;∑n
j=1 arjxj ≤ br, r = 1, · · · , R;
wi, xj ≥ 0, i = 1, · · · ,m; j = 1, · · · , n.
(2.7)
where wi is the importance weight for the i
th deviation variable, δ−i = (1/2)RAi · σ2i (i =
1, ...,m) are the only undesirable variables mainly due to the assumption that every goal
behaves such that more is better, and the worse is better goal can be converted to
more is better goal. γi is the i
th goals or aspiration level for the normalised expected
utility of the g̃i. g̃i =
∑n
j=1 c̃ijxj , i = 1, ...,m; xj is the decision variable and E(g̃i) =
E(
∑m
i=1 c̃ijxj) is the mean value of g̃i. RAi = (−1)[Üi/U̇i] is Arrow’s absolute risk
aversion coefficient for random changes in the goal level at point E(g̃i). Ui is the decision
maker’s utility corresponding to each random value of g̃i which satisfies the standard
properties of increasing utility and decreasing marginal utility. U̇i and Üi are the first
and second derivative at point E(g̃i). σ
2
i is the variance of the i
th goal. This model only
can be applied in problems with the first degree of uncertainty or mild uncertainty.
Later, [Ballestero, 2005] extended this approach by considering the combination of
both random and non-random goals and utilising the SGP with a lexicographic achieve-
ment function. This author also applied his proposed approach to solve various practi-
cal problems. More developments of this mean-variance approach were carried out by
[Ballestero and Garcia-Bernabeu, 2012] to portfolio selection with multiple time hori-
zons.
[Aouni et al., 2005, 2013] used the satisfaction functions, which defined on the interval
[0, 1], number ‘1’ shows the total DM’s satisfaction and decreasing monotonically until
‘0’ that describes their unsatisfaction before veto threshold, to explicitly integrate pref-
erences into GP in an uncertain environment. Consider model 2.5 while g̃i ∈ N(µi, σ2i),
µi and σ
2
i are known (mild uncertainty). By adding the satisfaction functions (Fi(δi))
their SGP model can be formulated as follows:
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) are satisfaction functions which have thresholds. The wi
+
and wi
− represent the intrinsic components of the objective relative importance and
αiv
+ and αiv
− are the veto thresholds determining by the DM. The general shape of the
satisfaction function Fi(δi) associated with the deviation δi is shown in figure 2.3.
Figure 2.3: The general shape of the satisfaction functions: Fi(δi) is the satisfaction
function associated with the deviation δi); αid describes the indifference threshold; αio
expresses the dissatisfaction threshold and αiv represents the veto threshold. (Source:
[Aouni et al., 2005])
The literature contains various SPG models which deal with uncertainty in differ-
ent applications, such as farm management [Ballestero, 2001], water management [Al-
Zahrani and Ahmad, 2004, Bravo and Gonzalez, 2009], portfolio selection [Abdelaziz
et al., 2007, Ben Abdelaziz et al., 2009, Aouni et al., 2005, Aouni, 2010a], risk man-
agement [Maggis and La Torre, 2012], textile industry [Ballestero, 2005], and resource
allocation [Martel and Price, 1981, Abdelaziz and Mejri, 2001, Jayaraman et al., 2016].
Two popular solution methods which are frequently used to solve the SGP problems
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are: (a) Chance Constrained Programming(CCP) developed by Charnes and Cooper
([Charnes and Cooper, 1952, 1959, 1963]) and, (b) stochastic programming with re-
course (e.g. [Dantzig and Medansky, 1961, Dantzig, 1963, Van Slyke and Wets, 1969,
Wets, 1983, Ermoliev, 1988, Kall and Wallace, 1994, Dupačová, 1995, Dantzig, 1998,
Martinez and Aguado, 1998, Shapiro and Homem-de Mello, 1998]).
2.4.2.1 Chance Constrained Programming (CCP) and Chance Constrained
Goal Programming (CCGP)
The Chance Constrained Programming (CCP) technique, developed by Charnes and
Cooper ([Charnes and Cooper, 1952, 1959, 1963]), can be used to solve problems involv-
ing chance/probabilistic constraints. Charnes and Cooper [1963] proposed a determin-
istic equivalent model of 2.4, while matrices C and A are deterministic and the only
random variables are in the resources vector b̃.
The chance constrained approach is frequently used to solve stochastic problems
when the feasible solution satisfies the uncertain constraints. This approach supposes
that the probability of the constraints is known. The CCP approach converts the above-
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j=1 c̃ijxj) is the vector of expected value of the objectives function with
regards to the random state of nature. ηr(ηr ∈ [0, 1], r = 1, · · · , R; ) are threshold values
of constraints that are determined by the DM.
Integration of SGP and CCP was first proposed by [Keown and Martin, 1977] for
working capital management. They utilised the lexicographic form of stochastic goal
programming which could be formulated as follows:
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(2.10)
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i describes the positive and the negative deviations with respect to
the aspiration level (goals) gi, respectively.
Most applications of the probabilistic models assume a normal distribution for model
coefficients [Sahoo and Biswal, 2005]. However, other distributions have been considered
for model coefficients [Goicoechea et al., 1982, Infanger, 1994]. The Chance Constrained
Goal Programming (CCGP) model was developed and applied in different fields of study
such as finance [Keown, 1978, Muhlemann et al., 1978, Keown and III, 1980, P. K. De and
Sahu, 1982, Brockett et al., 1992], optimal utilisation of resources and the reservoir op-
eration problem [Helm et al., 1984, Changchit and Terrell, 1993, Nembou and Murtagh,
1996, Abdelaziz and Mejri, 2001], and scheduling problem [Easton and Rossin, 1996].
In conclusion, although it seems that the CCGP can be utilised as an efficient tech-
nique to deal with uncertainty, the treatment of some complex problems by CCP be-
comes cumbersome mainly due to some disadvantages of the CCP approach, such as
the difficulty in computing the probability in CCP models. The CCP utilises the most
probable scenario to reduce the set of random constraints and this has been enumerated
as a main advantage of the CCP approach, while this assumption limits the capability
of this approach to treat mild uncertainty. Much worse, the probabilistic constraints
of CCP models are generally non-convex. Furthermore, Martinez and Aguado [1998]
shows that, in general, CCGP or other GP models with probability constraints may not
be compatible with Utility Theory and Bayesian Decision Theory. Furthermore, because
of the presence of probabilities in CCGP models, they only would be applied under mild
uncertainty situations.
2.4.2.2 Stochastic Goal Programming (SGP) with recourse
Generally, to deal with uncertainty about the future the Here-and-Now decision prob-
lems are faced and the decision must be taken before some parameters are known. It
seems logical that corrective action, named recourse, should be taken once the un-
known parameters are known, meaning that some penalties must be paid for any short-
falls (deviation from the goals). The stochastic programming with recourse, first con-
sidered by Beale [1955], Dantzig [1955], Dantzig and Medansky [1961], Dantzig [1963]
under the name of two-stage linear programs under uncertainty, can be summarised in
three sections Linderoth [2003]:
1. Basic decision is made. (The decision maker (DM) makes a basic decision (re-
ferred to Here-and-know decision)).
2. Nature decision is made (Black Swan or Surprise events may be revealed, it
seems that uncertainty can be moderate or deep).
3. Corrective decision is made. (The DM makes a corrective decision-referred to
as a Wait-and-See decision- that attempts to renovate the ruins by nature in (2)
by paying some penalties) (Recourse).
The basic formulation of a two-stage stochastic linear programming problem can be
found as follows [Shapiro et al., 2009]:
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Minx∈<n c
T · x + E[Q(x, θ)]
s.t. A · x ≤ b,
x ≥ 0.
(2.11)
where Q(x, θ) is the optimal value of the second-stage problem (some named the recourse
function) and E(x) is the expected value of x:
Miny∈<m q
T · y
s.t. T · x + W · y = h,
y ≥ 0.
(2.12)
where θ = (q,h,T,W) are data of the second-stage problem, some or all elements of
vector θ are random and the expectation operator at the first-stage problem (2.11) is
taken with respect to the probability distribution of θ. The recourse decision is presented
by vector y while W shows the matrix of recourse variables. This two-stage problem is
said to have fixed recourse if the matrix W is not random (fixed). More information
about the stochastic programming, its stability and solving approaches can be found
in [Van Slyke and Wets, 1969, Olsen, 1976a,b, Kall and Stoyan, 1982, Dupacov, 1984,
1986, Kall and Wallace, 1994, Shapiro and Homem-de Mello, 1998, Shapiro et al., 2009].
Moreover, several applications of Stochastic Programming with recourse can be found in
the literature such as petroleum refinery planning [Khor et al., 2008], developing regional
economic-ecological sustainability [Li et al., 2011], a collection of test problem [Shapiro
and Homem-de Mello, 1998], transportation planning [Barbarosoglu and Arda, 2004],
and agriculture [K. Darby-Dowman and Parsons, 2000].
Several alternative formulations for Stochastic Goal Programming are discussed by
Martinez and Aguado [1998]. These authors showed that only one of their models,
which is a particular case of the Stochastic Linear Programs with Recourse (consider
programs 2.11 and 2.12 when c = 0 and W = I), is compatible with the Utility theory
and Bayesian Decision Theory under certain conditions. This feature implies that DM’s
preferences agree with the axioms of the rationality of Utility Theory2. Moreover, all
Bayesian decision-making techniques (such as measuring techniques of the value of new
information) could be utilised in this context ([Martinez and Aguado, 1998]). Their
model can be formulated as follows:
2The utility function can be defined over the possible consequences of the DM’s decisions if his/her
preferences are consistent with certain axioms of rational behaviour. Therefore, one feasible decision will
be preferred to another if, and only if, the expected utility of the possible consequences is larger for the
first decision than it is for the second([Martinez and Aguado, 1998] and [DeGroot, 2005]).
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Minx∈<n Eθ[Q(x, θ)]
s.t. A · x = b,
x ≥ 0.
(2.13)
where Q(x, θ) = {Miny∈<m qT · y; T · x + y = h, y ≥ 0}.
Masmoudi and Abdelaziz [2012] utilised a recourse goal programming approach for
a portfolio selection problem. They optimised the risk and the return by modelling a bi-
objective stochastic problem and transferred this stochastic problem to the deterministic
equivalent problem using the goal programming and recourse approach. They applied a
similar approach to a hospital bed planning problem in Ben Abdelaziz and Masmoudi
[2012] in which they utilised a mixture of the recourse approach, GP, and CCP to
transfer the multi-objective problem to the deterministic equivalent one. Masri et al.
[2016] applied a recourse stochastic goal programming approach to a vehicle routeing
problem in which the demands and travel durations are uncertain.
Overall, although it seems that integrating the goal programming and stochastic
programming with recourse, i.e. Stochastic Goal Programming with recourse, gives the
DM an opportunity to react in an intelligent/optimal way. This could also be useful
to treat the second or third degree of uncertainty if we can find an alternative for
expectation which is limited to mild uncertainty. However, to the best of our knowledge,
there is not any scientific work in the literature in which the recourse goal programming
approach is utilised to treat the second and/or third degrees of uncertainty. Only a few
authors have tried to use this context while all of them limited their problems to the first
degree of uncertainty. It seems that the concept of two-stage stochastic programming
or, more general, multi-stage stochastic programming in which decisions should be made
sequentially at certain periods of time based on available information at each time period,
together with recourse actions could be a useful direction for future work. It could also
pave a way for us to find a suitable dynamic long-term programming approach to handle
the second and third-degree uncertainty.
2.4.3 Scenario-based Goal programming
There are several approaches in the literature that somehow combine the term “scenario”
and goal programming. Most of them utilised the GP to compare different alternatives
and select a preferable one amongst different criteria. For example, Kim et al. [1999]
utilised the combination of the goal programming and the Analytical Hierarchy Process
(AHP) to choose the best nuclear fuel scenario in Korea. In addition, Diaz-Balteiro and
Romero [2004] introduced a general procedure based on discrete goal programming to
determine the system with a higher level of achievement.
Scenario-Based Goal Programming (SBGP) methodology for discrete decision-making
problems was well described and structured by Durbach and Stewart [2003] and used to
an assess alternatives and select a preferable one over the uncertainty of plausible sce-
narios. These authors provided a simple SBGP model based on the decomposition of the
decision problem into some scenario-specific goal programming problems, one for each
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scenario. This scenario-specific problems were used to rank the alternatives. Suppose
that there are J criteria and K scenarios and goals can be set for each criterion-scenario
combination. The goal programming formulation to evaluate I discrete alternatives can
be found as follows:
Min ∆ik = [
∑J
j=1(wjkδijk)
p]1/p, i = 1, ..., I; k = 1, ...,K.
(2.14)
where wjk is the cumulative weight of deviations δijk from goal gjk for each criterion j
and scenario k. p denotes the choice of norm. Durbach and Stewart [2003] examined two
famous norms, (p = 1) and (p = ∞), and discussed different types of decision-making
strategies. Tchebycheff aggregation (L∞) ought to be used when the DM considers
robust behaviour over criteria/scenarios more desirable. The other norm (i.e. L1) is
suitable for compensatory behaviour. The Super-GP formulation has also been pro-
posed by these authors to aggregation purpose as follows:





p]1/p)q]1/q, i = 1, ..., I.
(2.15)
where p and q are selected metrics for the individual and super problems, respectively.
There is not any scenario probability that can be found in these formulations. However,
these formulations can be easily modified when the DM prefers to make some judgements
regarding the probability of each scenario. Although their model does not generate the
solutions, their methodology has great potential to deal with the deeper uncertainties.
On the other hand, some of the studies which have been carried out in an uncertain
world include multi-objective or multi-stage stochastic programming which are somehow
integrated with scenarios; some are named scenario-based models ([Watkins et al., 2000,
Ahmed et al., 2003, Alonso-Ayuso et al., 2003, Abdelaziz and Masri, 2005, Ji et al.,
2005, Azaron et al., 2008, Ballestero et al., 2009, Aouni, 2010b,a, Li et al., 2011, Stoyan
and Kwon, 2011, Aouni et al., 2013]). For example, Aouni [2010a], Aouni et al. [2010]
proposed a different SGP model with a random solution vector x. They assumed the
finite probability space (Ω,=, P ), where Ω = {ω1, · · · , ωK} is the sample space of all
possible events or scenarios with known associated probabilities p(ωk) = pk, = is a σ-
algebra on Ω and P is a probability measure (which refers to mild uncertainty). If
zijk = zi(x, ωk) =
∑n
j=1 cij(ωk)xj(ωk), i = 1, · · · ,m; are the ith objective function with
the corresponding goal gi which depends on scenario ωk, the Scenario-Based Stochastic
Goal Programming model (for a particular k) can be formulated as follows:














i (ωk) = gi(ωk), i = 1, · · · ,m;∑n
j=1 arj(ωk)xj(ωk) ≤ br(ωk), r = 1, · · · , R;
δ+i (ωk), δ
−
i (ωk), xj(ωk) ≥ 0, ∀i, j.
(2.16)
Although Aouni [2010a], Aouni et al. [2010] suggested that this model must run for
all K scenarios to find K solutions and the optimal solution will correspond to the one
which shows the highest probability, these authors did not prove whether or not this
optimal solution would be a feasible solution in other scenarios (one can easily find a
counterexample to show in-feasibility in this problem). This is an important gap in their
work which needs more discussion and debate. However, Aouni et al. [2013] added the
satisfaction functions to this model and applied a Scenario-Based SGP with satisfaction
functions for venture capital investment decision-making.
2.4.4 Fuzzy Goal Programming (FGP)
At the beginning of the 21st century, Fuzzy sets and theory, introduced by Zadeh [1965]
and Bellman and Zadeh [1970], had turned into a popular approach to handle impre-
cise data amongst a vast majority of authors. It is not surprising that many authors
have been found to use and apply the fuzzy logic in their works. Zimmermann [1978]
introduced fuzzy mathematical programming for dealing with multi-objective problems.
A few years later, the Fuzzy Goal Programming (FGP) was introduced by Narasimhan
[1980] to specify imprecise aspiration levels of the goals in a fuzzy environment. Fuzzy
goal programming was developed by [Narasimhan, 1981, Hannan, 1981a,b,c, 1982, Ig-
nizio, 1982a,b, Tiwari et al., 1986, 1987]. Since then, as Aouni et al. [2009] confirmed,
there is no fundamental scientific contribution related to the FGP and most of the pub-
lished papers try to either ameliorate the efficiency of Hannan’s FGP formulation ([Han-
nan, 1981a,b,c]) by developing some different algorithms or utilise the FGP approach in
different applications.
Let us consider a GP problem in which objectives with imprecise aspiration levels can
be treated as fuzzy goals. The FGP formulation of Hannan [1981a] can be formulated
as follows:











, i = 1, · · · ,m;
λ+ δ−i + δ
+
i ≤ 1, i = 1, · · · ,m;∑n
j=1 arjxj ≤ br, r = 1, · · · , R;
λ, δ+i , δ
−
i , xj ≥ 0, ∀i, j.
(2.17)
By simple replacements in the objective function and the second pack of constraints,


















, i = 1, · · · ,m;∑n
j=1 arjxj ≤ br, r = 1, · · · , R;
δ+i , δ
−
i , xj ≥ 0, ∀i, j.
(2.18)
where ∆i, which is specified by the DM, is the constant of deviation of the aspiration
levels gi.
The FGP formulations utilise the concept of membership functions to deal with
the fuzziness of the goals. The concept of membership functions, based on the fuzzy
set theory, has been introduced and used by Zimmermann [1976, 1978, 1983, 1996] and
Freeling [1980] for modelling the fuzziness related to decision-making context parameters.
Triangular membership functions of the solution set (0 ≤ µi(x) ≤ 1, i = 1, · · · ,m;) are


















j=1 cijxj ≤ (gi + ∆i)
0 if
∑n
j=1 cijxj ≥ (gi + ∆i)
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The FGP formulations of Dhingra et al. [1992] and Zimmermann [1978] have devel-
oped an approximation procedure for the non-linear membership functions. Moreover,
the FGP models have frequently been developed by many authors (e.g. [Rubin and
Narasimhan, 1984, Yang et al., 1991, Rao et al., 1992, Gen et al., 1993, Wang and Fu,
1997, Liu and Iwamura, 1998, Kim and Whang, 1998, Mohammed, 2000, Ramik, 2000,
Parra et al., 2001, Chen and Tsai, 2001, El-Wahed and Abo-Sinna, 2001, Rasmy et al.,
2002, Pal and Moitra, 2003, Pal et al., 2003, Lin, 2004, Xu, 2004, Saad, 2005, Wang
et al., 2005, Akz and Petrovic, 2007, Chang, 2007, Hu et al., 2007, Pramanik and Roy,
2007, Yaghoobi and Tamiz, 2007, Yaghoobi et al., 2008, Arora and Gupta, 2009, Baky,
2009, Jana and Sharma, 2010, Kara et al., 2009, Khalili-Damghani et al., 2013, Mouslim
et al., 2014, Chen, 1994]).
Aouni et al. [2009] classified the different FGP formulations into four categories: (i)
Lexicographic FGP, (ii) Weighted FGP, (iii) Fuzzy MINMAX Goal Programming and
(iv) Interactive FGP. More information of different types of FGP can be found in [Aouni
et al., 2009, Mohamed, 1997, Li, 2012].
The FGP also has a wide variety of applications in the literature such as supply
chain management [Kumar et al., 2004, Selim and Ozkarahan, 2008, Selim et al., 2008,
Torabi1 and Hassini, 2009, Tsai and Hung, 2009], waste management systems [Chang
and Wang, 1997], water quality management [Lee and Wen, 1997], project networking
[Arkan and Gngr, 2001], agricultural planning [Sinha et al., 1988, Biswas and Pal, 2005,
Sharma and Jana, 2009], forestry [Pickens and Hof, 1991], energy planning [Jinturkar and
Deshmukh, 2011], engineering design in Quality Function Deployment (QFD) processes
[Chen and Weng, 2006], portfolio selection [Watada, 1997, Parra et al., 2001, Wang and
Zhu, 2002, Bilbao et al., 2007, Mansour et al., 2007, Azmi and Tamiz, 2010, Bilbao-Terol
et al., 2012] and management [Sharma et al., 2009], investment management [Gupta and
Bhattacharjee, 2010, Gupta and Bhattacharya, 2010], transportation problems [Chalam,
1994, El-Wahed and Lee, 2006, Pramanik and Roy, 2008, Giri et al., 2014], machine tool
selection [Rai et al., 2002, Chan et al., 2005, Mishra et al., 2006], production planning
[Chan and Swarnkar, 2006, Javadi et al., 2008, Belmokaddem et al., 2009, Jamalnia and
Soukhakian, 2009, Kara et al., 2009, Özcan and Toklu, 2009, Mkidiche et al., 2013], nurse
scheduling [Tamiz and Yaghoobi, 2010], demand coverage [Giannikos, 2010] etc.
Abdelaziz and Masri [2005] introduced stochastic programming with an imprecise
(fuzzy linear partial information) probability distribution. They supposed that the prob-
ability distribution of random data exists but its exact value is not reachable. Two
cases for partial information are considered by these authors: (1) statistical tools fail
to determine the exact values of probabilities (for example, the probability value lies
between two fixed numbers), (2) the probability distribution was approximated (for
example, the probability value is a fixed number). Then their problem transfers to a
stochastic linear program where the probability distribution is known to belong to the






j=1 pj = 1, pj ≥ 0, j = 1, ..., n.}. They proposed a
two-step solution strategy in which the first step is allocated to transferring the fuzzy
problem to an equivalent deterministic one (they used the α-cut technique). The ran-
domness of the parameters is then solved by a stochastic programming approach in the
second step.
Although it seems that their approach may be able to handle moderate uncertainty,
it still supposes that there is a finite probability space includes some vague probability
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values. This is closer to the definition of mild uncertainty.
2.4.5 Robust Goal Programming (RGP)
Robust optimisation (RO) is one of the more recent approaches to treat uncertainty
in optimisation problems. However, its origin goes back to the use of worst-case analysis
to deal with uncertainty in the foundation of the modern decision theory in the 1950s
and has been developed and applied in several fields of study over the years. Recently,
with the advent of super-fast computers and after some works of Bental and Nemirovski
in the late 1990s and early 2000s (ex. [Ben-Tal and Nemirovski, 1997, 1998, 1999,
2000b]), a new wave of the tendency in Robust Optimisation (RO) has been observed
amongst a vast majority of authors in many fields of study. Robust optimization
(RO), generally, includes several methods to help DMs in dealing with two different
types of uncertainty: (a) the uncertainty of feasibility (i.e. the feasibility of a solution
is affected by uncertainty) or (b) the uncertainty of optimality (i.e. the optimality
of a solution is affected by uncertainty). In RO, mainly based on the worst case 3,
the DM attempts to capture a solution that will be feasible (robust feasible solution) or
optimal (robust optimal solution) for any realisation of the uncertainty in a given set.
Generally, this means that a robust feasible/optimal solution is a solution which retains
its feasibility/optimality even if some of the decision parameters are changed. Gabrel
et al. [2014] and Bertsimas et al. [2011] provide information about RO and its value.
The literature contains examples of various RO models which treat uncertainty (e.g.
[Soyster, 1973, Ben-Tal and Nemirovski, 2000a, Bertsimas and Sim, 2004]). Amongst
them, Bertsimas and Sim [2004] proposed a linear robust optimisation programming
approach in which the DM can control the conservatism of solution. Kuchta [2004]
was first adopted the Bertisimas and Sim’s RO method to introduce a robust optimal
solution of a goal programming problem with negative variations in the left-hand sides of
the goals. Later, Ghahtarani and Najafi [2013] developed this approach to find a robust






















i = gi, i = 1, · · · ,m;∑n
j=1 arjxj ≤ br, r = 1, · · · , R;
δ+i , δ
−
i , xj ≥ 0, ∀i, j.
(2.19)
where coefficients cij ∈ [cij , c̄ij ], (i = 1, ..., n; j = 1, ...,m) represent the uncertainty
which impresses the attainment of goals in a negative way. cij may well take on a
normal (most possible) value (i.e. cij) for all i and j, but it is possible that they take on
any value from the interval [cij , c̄ij ]. |Si| denotes the power of set Si, θij = c̄ij − cij , (i =
1, ..., n; j = 1, ...,m) and ti, (i = 1, ...,m) is an integer number (≤ n) which is given by
3The most unfavourable realisation of uncertainty is used to evaluate a solution.
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the DM to indicate how many coefficients can be changed at the most in constraint i.
The normal optimal solution (optimistic solution) is obtained when ti = 0, (i = 1, ...,m)
and it means that nothing will go wrong, while the pessimistic solution will be reached
if ti = n, (i = 1, ...,m). In other words, ti shows the DM’s degree of pessimism with
respect to each goal.
If, in each gi, (i = 1, ...,m), the coefficients cij are taken from the least favourable
values, the optimal values of the objective function are the worst optimal value of total
deviation. The optimal value of the total deviation is extremely sensitive to changes in
values of ti.
The worst possible optimal (pessimistic optimal) value of the total deviation from
the goals according to the worst scenario can be seized by this pessimistic approach.
By changing one parameter per goal, different solutions for various degrees of the DM’s
pessimism or uncertainty can be reached. However, this may not necessarily be what
the DMs want. In general, it seems that the solutions of robust goal programming could
be an unsatisfactory solution which is too risk averse (conservative) and/or dominated
by one bad scenario.
2.4.6 Dynamic Goal Programming
Generally, multi-objective dynamic programming treats multi-period decision processes.
Two main approaches to multi-objective dynamic problems can be found in the liter-
ature, namely vector dynamic and scalarization. Brown and Strauch [1965] intro-
duced the Vector Dynamic approach (VD) as a version of the fundamental functional
equation of dynamic programming for a group of problems in which the return space
is only partially ordered. The purpose of solving VD programming problems is to find
a set of efficient solutions and Pareto-optimal vectors in the criterion space [Klotzler,
1978]. Scalarization methods transformed the multi-objective dynamic problem into
an equivalent single objective dynamic problem based on the DM’s preference. Levary
[1984] first utilised the goal programming approach as a scalarization method to solve a
multi-objective dynamic program.
Charnes et al. [1989] proposed a dynamic goal programming model as a framework
for planning joint investment in agriculture to achieve self-sufficiency in food production
in the Middle East and the fair allocation of the returns. Their linear goal programming
formulation assumed the penalty cost, which is taken as the import price, was constant
for each period and the sensitivity analysis was performed to assess the model solution
in each period. Game theory (synthesise a game in chance-constrained characteristic
function from the optimal solution to their goal programming model) was utilised as
well.
A few dynamic GP models were described by Trzaskalik [1997] to discuss different
aspects of the goal programming approach in multiple objective dynamic programming.
These approaches have been listed as follows:
1. Dynamic Goal Programming Model. This method considers values of multi-
period criteria and multi-period goals and looks for the nearest solution while
utilising weight coefficients to set different importances of deviations from multi-
period goals.
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2. Dynamic Hierarchical Goal Programming Model. Weight coefficients are
not used in this method. Instead, a hierarchy is set for deviations from the DM’s
goals.
3. Dynamic Period Goal Programming Model. Multi-period criteria’s values
are set by DM and deviations from given target period are measured by using
weight coefficients. The nearest solution is looked for again.
4. Dynamic Hierarchical Period Goal Programming Model. In this approach,
the hierarchy of deviations from period target values is set by the DM.
To sum up, dynamic GP approach has potential to cope with higher degrees of uncer-
tainty, but it needs to more development, robustness and some real-world applications.
Also, as discussed in Section 2.2.3, dynamic robustness is the most suggestible approach
to handling the higher degrees of uncertainty in long-term strategic planning. Therefore,
we have integrated the concepts of robustness and dynamic multi-stage programming to
propose a dynamic robust multi-objective optimisation structure which is able to treat
the higher degrees of uncertainty in complex MCDM/MOO problems (such as long-term
strategic planning) in this thesis.
2.5 Conclusion
This review has described the definition of uncertainty and has shown that it can be
studied from different dimensions such as nature, location and degrees of uncertainty. It
is contended by many authors that uncertainty takes on different meanings in various
fields, which means that it needs different classifications. Therefore, the classification of
different degrees of uncertainty, which could be useful in the structuring of multi-criteria
decision making (MCDM) and optimisation problems, has been introduced and com-
pared with some other classifications in the literature. Throughout this study, the term
deep uncertainty refers to the third degree of uncertainty. This term has a different
meaning in comparison with previous definitions of deep uncertainty. For example, as
seen in Table 2.2, deep uncertainty (level 3) of Kwakkel et al. [2010] is classified as a sec-
ond degree of uncertainty in our definition. The importance of accepting the uncertainty
in real-world problems and different suggestions to handle higher degrees of uncertainty
have also been reviewed.
As discussed in section 2.2.3, dynamic robustness is the most suggestible approach to
handle the higher degrees of uncertainty in long-term planning. However, to the best of
our knowledge, there is a paucity of studies which have utilised this approach (dynamics
robustness) to handle uncertainty in multi-objective optimisation (see [Ahmed et al.,
2003, Ji et al., 2005, Dupacov et al., 2000, Watkins et al., 2000]). Nonetheless, it is
frequently applied as a powerful tool to treat the higher degrees of uncertainty in several
fields of study. Utilising this approach in MCDM and optimisation problems under
higher degrees of uncertainty could be an interesting direction for research. Nevertheless,
a high level of complexity has prevented authors from working on these kind of problems.
Modelling these kinds of problems need to be well structured and carefully developed.
In the second part of this review, goal programming as one of the most popular and
well established multi-objective optimisation approaches, as well as its developments in
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dealing with uncertainty, has been reviewed with details. Stochastic Goal Programming,
Fuzzy Goal Programming, Scenario-Based Goal Programming, Robust Goal Program-
ming and Dynamic Goal Programming are reviewed. The advantages and disadvantages
of each approach are highlighted and some possible directions for future research are
noted as well. We believe that the limitation of GP to modelling uncertainty relating to
future states of the world can be rectified by scenario planning. Integrating the scenario
planning and goal programming, if well structured and defined, could be helpful in this
complex multi-criteria decision-making problems. Furthermore, amongst different kinds
of Stochastic Goal Programming (SGP), the SGP with recourse seems able to match
with the concept of dynamic robustness and deep uncertainty if we can find a way to
avoid using the probabilities and expectations in Stochastic Programming.
Therefore, it seems that integrating these different concepts (i.e. dynamic robustness,
SGP with recourse, and scenario planning) can be an effective approach to handle deep
uncertainty in MCDM/MOO. thus, as one of our initial purposes in this thesis, we tried
to find a way to integrate these different concepts in one suitable framework that could
help us deal with deep uncertainty in MCDM/MOO problems.
At the end of this review, a quick overview of the literature has been provided in
Tables 2.3 and 2.4 which indicates different goal programming approaches under uncer-
tainty. Table 2.3 reviewed some recent applications of GP under uncertainty. Different
degrees of uncertainty that are able to be dealt with, the methodology which was used to
treat the uncertainty, and the number of objectives that were considered by the authors
in these applications have been described in this table. As seen in Table 2.3, none of
them are designed to treat deep uncertainty.
A 3-dimensional matrix including the nature and degrees of uncertainty as well as
the number of objectives and different applications, have been portrayed in Table 2.4.
As described in this table, similar to the previous table, none of the previous scientific
works can deal with deep uncertainty in multi-objective optimisation (MOO) problems
neither in internal nor in external uncertainty. This is an important gap in the literature
and is the basis of our research (i.e. dealing with deep uncertainty in MCDM/MOO).
Table 2.4 also shows that only a few authors have attempted to treat the second degree of
uncertainty in this area. Therefore, further development of some real-world applications
in multi-objective optimisation problems is necessary.
Hence, as mentioned in this review, many real-world applications involve multi-
objective optimisation under conditions of deep uncertainty. However, most of the
previous works in this field of study ignore deep uncertainty because of its complex-
ity, and are limited to a low level of uncertainty with known probability distributions
(namely mild uncertainty). To the best of our knowledge, there is limited or no literature
or scientific work concerning deep uncertainty in MCDM/MOO and how these problems
can be addressed.
Ignorance of deep uncertainty in decision-making problems can lead us to make an
improper decision and waste a vast majority of our limited and valuable resources. In the
current fast-growing and highly competitive world, all companies and policy-makers pay
a lot of money for a only little improvement in their performances. Therefore, considering
the deep uncertainty can help them to tremendously improve their sustainability and
performances. This thesis tried to provide a way forward as well as further understanding
of the complex problems associated with deep uncertainty in MCDM/MOO.
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To attain this purpose, as mentioned in Chapter 1, this thesis first defined and
developed some necessary concepts and structures, then introduced a generic model to
deal with deep uncertainty in MCDM/MOO problems. Dynamic robustness, SGP with
recourse, and scenario planning are contributed in motivating our proposed methodology.
Further discussion, examples, and expansions are also provided in this thesis, as well as
a real case study to examine the reliability and validity of the proposed methodology in
practice.
Methodology Authors
Degree of uncertainty Number of objectives
Application
1st 2nd 3rd 1 2 or 3 >3
Resilience
Aouni et al. (2005) ? ? Finance (Portfolio selection) (Tunisian stock exchange)
Aouni et al. (2013) ? ? Finance (Italian venture capital fund)
Abdelaziz et al. (2007) ? ? Finance (portfolio management)
Abdelaziz and Masri (2005) ? ? -
AL-ZAHRANI and AHMAD (2004) ? ? Manage domestic water supply
Aouni and Torre (2010) ? ? -
Ballestero (2001) ? ? Farm management
Ballestero (2005) ? ? Textile industry
Bravo and Gonzalez (2009) ? ? Water use planning
Bravo et al. (2010) ? ? Finance
Li et al. (2011) ? ? Planning of resources management
Martinez (1998) ? ? -
Muoz and Ruiz (2009) ? ? -
Sahoo and Biswal (2005) ? ? -
Steuer et al. (2005) ? ? -
Stoyan and Kwon (2011) ? ? Finance
ALONSO-AYUSO ET AL. (2003) ? ? A sample of Strategic Supply Chain Planning
Static robustness
Kuchta 2004) ? ? -
Ghahtarani and Najafi (2013) ? ? Portfolio selection
Malcolm and Zenios (1994) ? ? Power system planning
Khor et al. (2008) ? ? Midterm refinery planning problem
Azaron et al. (2008) ? ? A sample of wine company is willing to design its Supply Chain.
Dynamic robustness
SHABBIR AHMED et al. (2003) ? ? -
Xiao-Dong Ji et al. (2005) ? ? Finance (portfolio management)
DUPACOV ET AL. (2000) ? ? -
Watkins Jr et al. (2000) ? ? Management of the Highland Lakes
Table 2.3: Some applications of GP under uncertainty, degrees of uncertainties and the methodologies that used by their authors to
treat these uncertainties over the last years.
Nature/Sources of Uncertainty Authors
Degree of uncertainty Number of objectives
Application
1st (Mild) 2nd (Moderate) 3rd (Deep) 1 2 or 3 > 3
Variability (Objective/External)
Xiao-Dong Ji et al. (2005) ? ? Finance (portfolio management)
Stoyan and Kwon (2011) ? ? Finance
Abdelaziz et al. (2007) ? ? Finance (portfolio management)
Abdelaziz and Masri (2005) ? ? -
Ballestero (2001) ? ? Farm management
Ballestero (2005) ? ? Textile industry
Sahoo and Biswal (2005) ? ? -
Muoz and Ruiz (2009) ? ? -
Bravo and Gonzalez (2009) ? ? Water use planning
Aouni et al. (2005) ? ? Finance (Portfolio selection)
AL-ZAHRANI and AHMAD (2004) ? ? Manage domestic water supply
Azaron et al. (2008) ? ? A sample of wine company is willing to design its Supply Chain.
Aouni et al. (2013) ? ? Finance (Italian venture capital fund)
Aouni and Torre (2010) ? ? -
Bravo et al. (2010) ? ? Finance
Steuer et al. (2005) ? ? -
SHABBIR AHMED et al. (2003) ? ? -
ALONSO-AYUSO ET AL. (2003) ? ? A sample of Strategic Supply Chain Planning
Khor et al. (2008) ? ? mMidterm refinery planning problem
Watkins Jr et al. (2000) ? ? Management of the Highland Lakes
Li et al. (2011) ? ? Planning of resources management
Abdelaziz (2012) ? ? Six different samples
DUPACOV ET AL. (2000) ? ? -
Abbas and Bellahcene (2006) ? ? -
Malcolm and Zenios (1994) ? ? Power system planning
Martinez (1998) ? ? -
Kuchta 2004) ? ? -
Ghahtarani and Najafi (2013) ? ? Portfolio selection
Limited knowledge (Subjective/Internal)
Charnes et al. (1989) ? ? Planning joint investments
Bordley and Kirkwood (2004) ? ? New Product Development and decision making
Durbach and Stewart (2003) ? ? ? -
Hannan (1981) ? ? ? -
Sharma and Jana (2009) ? ? Rice Crop Planning
Arora and Gupta (2009) ? ?
Jinturkar and Deshmukh (2011) ? ? Rural cooking and heating energy planning
Jamalnia and Soukhakian (2009) ? ? Aggregate production planning
Saad (2005) ? ? ?
Chang (2007) ? ? Establishing E-learning web servers
Tamiz and Yaghoobi (2010) ? ? Nurse Scheduling
Silva and Marins (2014) ? ? Brazilian Sugar mill
Shahrezaie et al. (2014) ? ? Sample of man power scheduling
Table 2.4: 3-dimensional matrix includes nature and degrees of uncertainty as well as number of objectives and different applications







The primary motivation for writing this thesis was that we were concerned that many
optimisation models do not treat the higher degrees of uncertainty and risk observing
many real-world problems, especially, with long-term decision-making processes such
as strategic planning problems. We were exclusively interested in the multi-objective
optimisation problems under deep uncertainty as most real-life problems, by nature,
have several (possibly conflicting) objectives to be satisfied. In order to address these
problems, a number of decisions need to be made, and one alternative/solution must be
chosen before one can begin to explore the consequences of the decision or gain sufficient
awareness of all other options.
In other words, some of the fundamental strategic planning problems currently faced
by policy makers are characterised by uncertainties about the future, classified as deep
uncertainty, which is unpredictable. These uncertainties are almost impossible to reduce
by gathering more information and are not statistical in nature. Therefore, in dealing
with such a problem, a decision is not only one that can seize different conflicting ob-
jectives; it also relies sustainable planning that should be robust and adaptable. This
means that the decision should perform satisfactorily under a broad variety of futures
(it is robust) and it can be adapted to changing variable future conditions [Haasnoot
et al., 2011].
Classical approaches, such as stochastic goal programming, are probability based and
such mean/variance models require a correctly-defined complete sample space, strong as-
sumptions (e.g. normality), or both. They have circumvented the variability by utilising
a mean/approximated/fixed value of the parameters, thus losing the valuable information
about the variability in the final optimised solution. However, amongst them, stochas-
tic programming with recourse, which is a two-stage approach, can make sense but the
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calculating expectation in this model is still difficult and prevents us from dealing with
deep uncertainty.
Moreover, under conditions of the deep uncertainty, qualitative components in com-
plex problems are incompletely understood and potential outcomes not enumerable. In
such situations, it becomes useful to utilise the concept of scenarios to representations
of coherent futures as a framework for thought and critical conversation [Durbach and
Stewart, 2012]. The term scenario is used in this study as “logical descriptions of possi-
ble futures in which the outcomes of decisions will emerge”. In Multi-Criteria Decision
Making(MCDM), the performance of decision regarding each criterion under conditions
of each scenario is a valid dimension of preference, for which the term meta-criteria was
introduced by Stewart et al. [2013]. This term has been used to evaluate and compare
different decisions concerning all criteria-scenario combinations.
Therefore, in this thesis, we extend the meta-criteria concept, and utilise scenarios as
a dimension of preference (a component of the meta-criteria) to avoid problems relating
to the assessment and use of probabilities under deep uncertainty. These concepts pro-
moted our motivation to adopt a scenario-based multi-objective optimisation approach
under deep uncertainty.
In this regard, robust decision-making seeks good performance under each scenario
(especially the worst case scenario) where performance is typically based on multiple
criteria. It seems that robust goal programming may solve the problem. Nevertheless,
sometimes the robust solution may be an unsatisfactory solution which is too risk-averse
(conservative), dominated by a bad scenario, or both. Extending the concept of robust-
ness, in a way that a less risk-averse solution can be reached, enhances an extraordinary
motivation to our study. Also, as discussed in Chapter 2, dynamic robustness is the
most suggestible approach to handling the higher degrees of uncertainty in long-term
strategic planning. However, to the best of our knowledge, this approach has never been
used to treat the deep uncertainty in multi-objective optimisation. It can be an exciting
direction and extra motivation for use in this thesis.
In this chapter, we aimed to introduce a two-stage scenario-based structure to dealing
with the higher degrees of uncertainty (moderate and deep) in multi-criteria decision-
making problems. The main idea was to extend the concept of two-stage stochastic
programming with recourse to address the capability of dealing with deep uncertainty
through the use of scenario planning rather than statistical expectation. Such scenario-
based thinking involved a multi-objective representation of performance under different
future conditions as an alternative to expectation, which fitted naturally into the broader
multi-objective problem context. This dynamic robust multi-objective optimisation struc-
ture which could pave the way for us to handle moderate and deep uncertainty in complex
long-term strategic planning was introduced and formulated in Section 3.2. Section 3.3
applied the Generalised Goal Programming (Wierzbicki reference point model) to solve
the linear form of the proposed two-stage model. In the Following Section (3.4), a sim-
ple farming example is presented and followed by discussion on results, contribute to
planning and understanding. Section 3.5 utilised another example to further illustrate
the proposed two-stage approach. This section also provided a comparison between the
proposed framework and popular existing methods, such as single scenario optimisa-
tion and robust optimisation. It further highlighted some superiorities of the proposed
framework. Finally, this chapter will be summarised and concluded in Section 3.6.
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3.2 Proposed two-stage approach
The simplest recourse model is two-stage (i.e. a set of recourse variables to be applied
after that scenario is fully revealed only). Consider a two-stage decision-making process
as shown in figure 3.1. Suppose that the decision maker (DM) makes and implements an
initial decision (x0 ∈ X0, X0 is a feasible set of the initial decisions) at stage ‘0’ which is
a scenario free decision. Then we will wait and see what happens in the future. Suppose
p scenarios (sk ∈ {s1, ..., sp}) are defined to describe the plausible future space. The
subsequent decision will be taken by DM, as a recourse, if scenario k occurs at stage ‘1’
(x1k ∈ X1(x0, k), k = 1, ..., p;). Therefore, p contingent decisions will be identified, one
for each scenario. The union of the initial decision and the relevant contingent decision
will constitute the full decision of the problem. In the proposed structure, we suggest
p different decisions - one for each plausible scenario. However, only one contingent













Figure 3.1: Two-stage decision-making process with p scenarios
In this structure, we try to optimise the aggregation of the initial decision (x0) and
dependent (recourse) decisions (x1k, k = 1, ..., p) which should be defined for each and
every plausible scenario. In fact, we are looking for a robust initial decision which does
not need to be feasible for every single scenario, but the aggregation of the initial decision
(x0) and the subsequent scenario-dependent decision (x1k, k = 1, ..., p) must be feasible for
every scenario k (k = 1, ..., p). In other words, DM makes an initial scenario-free decision.
Then, after scenario revelation, he/she has a chance to adapt his/her decision, if it is
necessary, by a subsequent scenario-dependent decision (recourse) while may well pay
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some penalties for any deviation from initial goals. Figure 3.2 provides the schematic of
the proposed two-stage approach. In this structure, we do not utilise models to produce
forecasts but try instead to identify the reasonable initial decision (which is compensable,
whatever happens in the future) and a suitable contingent scenario-dependent decision
for every single plausible scenario, implemented after scenario revelation. This process
can be summarised as follows:
Two-stage decision-making process
Stage 0: An initial decision is made before any scenario revelation (Scenario free decision).






















Figure 3.2: The schematic of two-stage decision-making process
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3.2.1 Mathematical Formulation
As mentioned earlier, in the realm of multi-criteria decision making, decisions in a
scenario-based model needs to be evaluated in terms of all criteria under conditions
of each scenario as a dimension of preferences. Stewart et al. [2013] introduced the term
“meta-criteria” and used this to assess and compare different alternatives regarding a
two-dimensional (m × p) array of performance measures (all criteria-scenario combina-
tions). Moreover, to avoid challenges of considering probabilities under deep uncertainty,
we utilise scenarios as a dimension of preference (a component of the meta-criteria) and,
to some extent, extend the meta-criteria concept to find a robust decision and adopt a
scenario-based multi-criteria structure under deep uncertainty that can provide us with
a robust decision.
Moreover, the decisions/solutions need to be evaluated and compared (on the basis of
performance) in terms of each criterion under conditions of an uncertain (or a random)
scenario. Therefore, the main purpose of this section is to introduce a model to find
the best possible decision/solution by which the performance measures regarding each
criterion i (i = 1, ...,m) under conditions of an uncertain (or a random) scenario k
(k = 1, ..., p) must be optimised. These performance measures can be modelled as
objective functions/meta-criteria which represent different dimension of preferences. In
other words, each objective function/meta-criterion represents preferences in terms of
a criterion under conditions of a scenario. In fact, each meta-criterion (performance
measure under a particular scenario) is treated as an objective or dimension of preference.
In the proposed two-stage structure, we break the decision into two parts and defer
one part of the decision long enough to realise the uncertain parameter(s). In other
words, in the two-stage structure, we are looking one step ahead, postpone part of the
decision and leave room for possible adaptation later (after scenario realisation). We
identified suitable adaptive plans for every plausible scenario in advance. A robust de-
cision in our philosophy (let us call it a dynamic-robust decision) is a split decision
containing two subgroups of decisions: the initial decision(s) followed by recourse deci-
sion(s), in which the full decision is robust across scenarios. Unlike the regular robust
solution, the initial decision does not need to be optimal or even feasible under conditions
of all scenarios. Instead, it must be good enough, with beneficial foresight, to lead us to
the optimal aggregations of this initial decision(s) and the following recourse decisions.
Furthermore, the full decision does not necessarily include both initial and contingent
decisions for every scenario, and it may need no recourse action under conditions of some
scenarios(as you will see later in an example). In such a situation the problem reached
its optimality by applying the initial decision(s), and no more optimisation is possible
under conditions of that particular scenario(s).
As mentioned in the previous section, we need to formulate an optimisation model
that evaluates the overall performances for all m criteria in the conditions of all p sce-
narios. Each overall performance must include the performances of the initial decision
(x0) and one recourse decision (x1k, k = 1, ..., p) related to scenario k. The initial deci-
sion is common amongst all scenarios while recourse decisions particularly identify for a
relevant scenario.
In other words, by applying the concept of meta-criteria, we are seeking an aggre-
gation of the above decisions that provides us with the best performance measure in
all m × p meta-criteria. Therefore, a multi-criteria two-stage model includes optimisa-
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tion of the m×p meta-criteria/objectives under conditions of some problem constraints.
Hence, generally, the two-stage multi-objective optimisation problem under uncertainty,
in general form, can be formulated as follows:
Opt(x0,x1k)
F = f1ik(x
0,x1k); k = 1, ..., p; i = 1, ...,m;
s.t. u0r(x
0) ≤ 0, r = 1, ..., R0;
u1r(x
0,x1k) ≤ 0, k = 1, ..., p;
r = R0 + 1, ..., R0 + ...+Rk−1 +Rk;
(3.1)
where x0 = (x01, ..., x
0
n) ∈ X0 is an n-dimensional initial scenario-free decision variable






nk) ∈ X1(x0, k), (k = 1, ..., p); is an n-dimensional contingent scenario-
dependent decision vector which is taken in stage ‘1’ if scenario k is revealed and
X1(x0, k) is a contingent decision space when scenario k is unfolded.
f1ik(x
0,x1k), (k = 1, ..., p; i = 1, ...,m), is i
th meta-criterion/objective includes scenario-
free performances, if scenario k is revealed. In fact, they indicate preferences regarding
criterion i under conditions of scenario k.
u0r(x
0) is the set of inequality constraints in stage ‘0’.
u1r(x
0,x1k) is the set of inequality constraints in stage ‘1’.
The problem consists in optimising m × p objectives under (R0 + R1 + ... + Rp)
constraints. Both objectives and constraints can be linear or non-linear. However, this
thesis focuses on the linear problems.
Moreover, to make the model more general, some initial objectives could be con-
sidered for stage ‘0’ (i.e. before any uncertainty(f0i0(x
0), (i0 = 1, ...,m0)), In this case,
the model contains optimisation of F = [f0i0(x
0); f1ik(x
0,x1k)]. Then, the total number of
objectives equals to m0 + (m× p) (if m0 = m, then the total is equal to m× (p+ 1)).
It is also possible that a different number of objectives is considered in each scenario
which could lead us to model the higher levels of uncertainty. In this situation, the
problem consists in Optimising (m0 + (m1 + ...+mp)) objectives.
3.2.1.1 Two-stage Multi-Objective Linear Programming (MOLP)
Without loss of generality, It can be assumed that the objectives are to be minimised
(maximisation of f(x) is equivalent to minimising −f(x)). If the objectives and con-
straints are linear and each decision evaluated on m criteria denoted by C = {C1, ..., Cm},
problem 3.1 is a Multi-Objective Linear Programming (MOLP) with m × p objectives
which can be formulated as follows:






































jk ≤ b1rk, k = 1, ..., p;
r = R0 + 1, ..., R0 + ...+Rk;
x0j , x
1
jk ≥ 0. j = 1, ..., n; k = 1, ..., p.
(3.2)
where Zik describe the i
th linear meta-criterion/objective function representing prefer-
ences in terms of criterion i under conditions pertaining to scenario k, and includes




















jk). The sets of linear inequalities for the first and the sec-
ond stage are respectively described in the constraints as well as the non-negativity
constraints.
3.3 Solving by Generalised Goal Programming (GGP)
The Goal Programming (GP) approach, introduced by Charnes et al. [1955] and Charnes
et al. [1961], is one of the most popular and oldest Multi-Criteria Decision Analysis
(MCDA) techniques. The most appealing idea about GP is that, firstly, the goals are set
by DM in objective space then try to come close to it through minimising the deviation
or distance measure (this deviation represents by a norm) between this specific goal
vector (or aspiration levels) and the decision outcome (obtainable objective vector).
However, without some extra assumptions, there is no norm minimization can gener-
ate efficient/vector-optimal solutions. Then, the above-mentioned idea(coming close to
a goal) is mathematically contradictory to the concept of efficiency (vector optimality)
[Wierzbicki, 1998]. Therefore, this idea can lead to dominated solutions in the standard
form of goal programming approach. This represents the main shortcoming of the typ-
ical goal programming approach [Wierzbicki, 1998, Ogryczak, 1994]. Hence, in regular
goal programming, a distance function is utilised to evaluate the performances. If the
distance function is zero, then there is no more optimisation possible. That is mainly
due to the fact that we cannot get a negative value for a distance function and so the
optimisation process is stopped [Wierzbicki, 1998].
Amongst different GP models, it has been shown by Ogryczak [1994] that the solu-
tions of the Generalised Goal Programming (GGP) (also called Reference Point Method
(RPM)) are always Pareto efficient. Although methods exist to correct standard GP for
non-efficiency (see [Jones and Tamiz, 2010] and [Romero, 1991]), the reference point ap-
proach is a direct and simple approach to achieve this end. The Reference Point Method
(RPM) uses the so-called quasi-satisficing decisions introduced by Wierzbicki [1982]. In
this approach, optimisation is carried out (even after reaching the desirable goals) and
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the goals/reference points are interpreted consistently, based on the vector optimisation
(Pareto efficiency) concept. Therefore, the solutions/decisions can be improved beyond
the primary targets, and aspiration levels/reference points are obtainable with some
surplus (i.e. the achievements are beyond our ideal expectations, surplus achievements
compared to the ideal). Therefore, unlike the standard goal programming, GGP con-
tinues searching for better points even if the predetermined goals/reference points have
already been obtained. In fact, the RPM uses the underlying optimisation philosophy
instead of the underlying satisfying philosophy which is utilised in typical GP.
The efficient/Pareto solutions in RPM are generated by minimising some so-called
scalarization achievement functions (which are a kind of utility or value functions) in-
stead of minimising the distance measures (norm) which is a strategy used in regular
GP methods. In other words, the RPM utilises the reference levels (instead of aspiration
levels in GP) to control and lead the parameters. This change in philosophy provides
the ability for the model to accept negative weights regarding the negative deviations
in the models. Therefore, the RPM continues searching for better points (even if the
predetermined reference levels have already been obtained) and, therefore, generates the
efficient/optimal solution.
These scalarization functions utilise an arbitrary small positive scalar ε to keep
searching for better solutions (even after obtaining the reference levels). This scalar
(ε) guarantee efficiency/optimality in the case of multiple optimal solutions which is a
normal outcome in MCDM problems. Different scalarization functions have been intro-
duced in the literature. One of the simplest forms of scalarization achievement function





where ωi > 0 (i = 1, ...,m) are scaling factors, gi explain reference levels, and ε is an
arbitrary small positive number.
Minimising this scalarization achievement function (3.3) over the feasible set of a
decision problem can produce an efficient solution. By defining δi (i = 1, ...,m) for rep-
resenting the goal deviations, we will have fi(x)− gi = δi. Therefore, the corresponding
GGP model can be formulated as follows:
Min ψ = ϕ+ ε
∑m
i=1(ωiδi)
s.t. ωiδi ≤ ϕ i = 1, ...,m,
fi(x)− δi = gi i = 1, ...,m,
x ∈ X
(3.4)
where ϕ = Max1≤i≤m{ωiδi}, x is the vector of decision variables, and X is the set of
feasible solutions of the problem.
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The RPM is an interactive technique and the DM preferences/expectations will be
reflected by the reference levels which are determined by the DM (similar to the typical
GP). The optimal/efficient solution could be compared with previous/other solutions by
the DM, and could be modified (via some changes in the reference levels) if necessary.
Furthermore, the GGP is significantly useful in the proposed framework as it can eas-
ily handle large numbers of objective functions/criteria. Identifying the goals for each
criterion is the only action that the DM needs to carry out in the GP approach. This,
as pointed out by Belton and Stewart [2002],“facilitates the formal incorporation of the
treatment of uncertainty through use of scenarios”. The two-stage structure needs to
evaluate and compare alternatives/solutions taking into account all meta-criteria (all
criteria-scenario combinations) that, especially in a real-world problem, may give rise
to dealing with very large numbers of meta-criteria. Therefore, the DMs need only to
set their desirable goals for each meta-criterion without trade-off assessments or further
calculations. This can markedly reduce computation which would make the process of
setting goals easier and help us gain robust solutions which perform satisfactorily on all
meta-criteria. We may need to note that, although utilising the L1 based model is more
common in GP, it requires consideration of trade-offs, whereas the L∞ based model fo-
cusses more on worst-case performance which is more robust in our context of including
deep not always measurable uncertainties. Furthermore, the use of GGP could also be
effective in strategic planning problems that might have some unknown consequences
and in which identifying the suitable set of goals is much more challenging. In such a
scenario, GGP could assist at the elementary level of screening to produce a short-list
of possible solutions [Belton and Stewart, 2002].
In the two-stage structure proposed in the current study, reference points represent
aspiration levels/goals for each meta-criterion by which the DMs’ preferences apply in
the evaluation process and lead the model to construct an efficient solution which is
the “closest or better” to the preferred reference points. Moreover, each meta-criterion
associates with a measurable attribute value(goal/reference point) which represents a
natural interplay between meta-criteria and the reference point mode of value elicitation.
Accordingly, all the above reasons motivate us to utilise the generalised goal pro-
gramming (GGP) to solve the multi-objective models. In such models, we would seek
to minimise all m× p objective functions (or performance measures (Zik)). If we define
m × p goals gik for all meta-criteria corresponding to deviation variables δik and, then
consider the generalised Goal Programming approach, the associated constraints can be
formulated as follows:


















jk)− δik = gik, i = 1, ..,m, k = 1, ..., p;
(3.5)
So, the equivalent GGP model can be formulated as follows:
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jk ≤ b1rk, k = 1, ..., p;
r = R0 + 1, ..., R0 + ...+Rk;
x0j , x
1
jk ≥ 0, ∀i, j, k, r,
δik free of sign. ∀i, k.
(3.6)
where ωik ≥ 0, (i = 1, ..,m, k = 1, ..., p); are the importance weighting of deviations which set by
DM. ε is an arbitrarily small positive number.
Moreover, by setting φ = Maxi,k{ωikδik}, the linear form can be formulated as follows:


































jk ≤ b1rk, k = 1, ..., p;
r = R0 + 1, ..., R0 + ...+Rk;
x0j , x
1
jk ≥ 0, ∀i, j, k, r,
φ, δik free of sign. ∀i, k.
(3.7)
3.4 Simple farming example
In this section, we show that how the proposed two-stage model works under deep uncertainty
using a simple farming example 1. We will explain how this structure can be modelled, imple-
mented, and solved by Goal Programming. Further discussion and sensitivity analysis of the
variations in goals and importance weights will be presented at the final part of this section.
Example 3.4.1. Assume that a farmer can organically grow wheat, corn or soy-beans on the
entirety of his 1000 hectare plot. From this land, he needs to produce 400 tonnes of wheat and
440 tonnes of corn to feed his cattle. If the farmer fails to produce enough feed, the shortfall
must be bought from a wholesaler at the cost of R2000/tonne of wheat and R1600/tonne of
corn. However, if he produces an excess of feed, this can be sold for R 1850/tonne of wheat and
R 1450/tonne of corn.
1The idea has been taken from Linderoth [2003]
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Wheat Corn Soy-beans
s1 s2 s3 s1 s2 s3 s1 s2 s3
Yield (Tonnes/hectare) 4 3.6 3.3 9 6 5 2.2 2 1.5
Planting Cost (R/hectare) 2400 2500 2750 4300 4500 4750 2900 3400 3900
Selling Price (R/tonnes) 1600 1850 2100 1250 1450 1650 3050 3300 3500
Environmental benefit coefficient (percent) 14 13 12 12 13 14 22 24 25
Purchase Price (R/tonnes) 1800 2000 2300 1400 1600 1800 N/A N/A N/A
Minimum Requirement (tonnes) 400 400 400 440 440 440 N/A N/A N/A
Table 3.1: Farming data set
The farmer can also grow soy-beans which sell for R3300/tonne. He knows well enough that
his yields are not always precise. As the yields are highly dependant on weather, he decides
to consider three different scenarios for weather conditions. Assume three scenarios: good (s1),
average (s2) and bad (s3) weather. All data have been described in table 3.1.
Furthermore, the farmer is an advocate for organic farming practices which promote certain
environmental benefits such as sustainable soil and climate, as well as negligible impact on
ecosystems. As a result of this, the farmer benefits from reduced taxes which are calculated
by an environmental benefit coefficient that is specific each product and affected by a range
of different factors. Related environmental benefit coefficients for each product under various
scenarios are described in Table 3.1. The farmer also needs to consider planting costs which
for wheat, corn and soy-beans are R2400, R4300, and R2900, respectively. He has to pay these
minimum costs at the beginning of the year. In addition these costs, extra charges may need to
paid depending on scenario revelation-that is, if scenario 2 or 3 happen. To further clarify, this
means that the farmer will have to pay extra if (and only if) one of the scenarios 2 or 3 unfold.
These extra costs would be payable after scenario realisation. It must be noted that there is
a recourse/adaptation option at the second stage of the decision-making process. This means
that, just after observing weather conditions (and in the second stage of decision-making), the
farmer would have a chance to decide how much of each crop to purchase or sell. It may need
to be noted that in this stage(second stage) the farmer has enough knowledge about the current
weather conditions (the scenario that unfolded). This information can help him to estimate his
yields at the end of the period and adapt his initial decision(s).
To formulate the model, let us set the following variables:
Setting variables
x0i , i = 1, 2, 3 : Hectares of Wheat, Corn,and Soy-beans Planted (initial decision), respectively.
x1ik, i = 1, 2, 3 : Tonnes of Wheat, Corn, and Soy-beans sold if scenario k (k=1,2,3) unfolded, respectively.
x14k;x
1
5k : Tonnes of Wheat and Corn purchased if scenario k (k=1,2,3) revealed, respectively.
Suppose that there are three criteria (Ci, i = 1, 2, 3;) which define as follows:
Criteria/Objectives
C1: Minimising the sum of current investment costs.
C2: Maximising the liquidity at the end of the year which earn from selling crops.
C3: Maximising the environmental benefits.
Then, the objectives have been formulated in equations 3.8-3.10.
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Objectives
Investment costs





















3, k = 3.
(3.8)
Liquidity





















33 − 2300x143 − 1800x153, k = 3.
(3.9)
Environmental benefits





















3, k = 3.
(3.10)
It is important to note at this stage that the model is not unit-invariant. Therefore, if various
units exist for different objectives, to getting the best result, it is better to normalise the data
before running the model. For instance, dividing by the maximum or utilising some weights can
make the model unit-invariant (a review of some normalisation methods can be found in [Tamiz
et al., 1998]).
Also, the problem’s constraints would be written as follows (equations 3.11-3.14):
Problem Constraints





3 = 1000 (Land limitation) (3.11)
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Contingent constraints (scenario dependent constraints)
Wheat requirement
4x01 − x111 + x141 = 400
(3.6)x01 − x112 + x142 = 400
(3.3)x01 − x113 + x143 = 400
(3.12)
Corn requirement
9x02 − x121 + x151 = 440
6x02 − x122 + x152 = 440
5x02 − x123 + x153 = 440
(3.13)
Soy-bean balance
(2.2)x03 − x131 = 0
2x03 − x132 = 0
(1.5)x03 − x133 = 0
(3.14)
Moreover, by appending non-negative constraints the two-stage multi-objective optimisation
model of this problem can be formulated (see model 3.16 in chapter Appendix 3.7.1).
To solve this problem using the generalised goal programming (GGP) approach, the farmer
is asked to set his goals for each objective, as well as some weights for deviations from these
goals. This information has been portrayed in Table 3.2, and the GGP model of this problem is
formulated as model 3.17 in chapter Appendix 3.7.2.
After normalising units, the final linear model (model 3.17 in chapter Appendix 3.7.2) was
coded in Matlab and the result, as well as the optimal values of objectives that can be reached
from the results/solutions, are presented in Table 3.3. Furthermore, the initial decision X0,
second decision (recourse) X1k and the deviations from the initial goals ∆ for k different scenarios
(k = 1, 2, 3) together with the current costs, total earning (liquidity) and environmental benefits
for these three plausible scenarios have been presented in this table. Table 3.3 also compare
the results when the importance weights are changed and this data will be used for further
discussions in the next sections.
The aspiration levels and importance weights identified by DM(here the farmer is the DM)
can add respectively the first and second order of his/her preferences into the model and generate
the solutions as close as possible to what the DM(farmer) likes the most. For example, as seen
in Table 3.2, more weights have been allocated to the last two criteria in all scenarios that surely
will lead us to the solutions with more goal achievements for these objectives. Analysis of these
Scenario/(Goals,weights) g1k g2k g3k ω1k ω2k ω3k
k = 1 R 1 400 000 R 10 000 000 160 1 4 7
k = 2 R 1 550 000 R 8 000 000 165 1 3.5 7
k = 3 R 1 750 000 R 6 500 000 170 1.5 5 8




































5k) (Z1k) (Z2k) benefits(Z3k)
scenario free X0 = (148.2, 779.4, 72.4) - - - -
ω11 = 1 ω12 = 1 ω13 = 1.5 k = 1 X
1
1 = (192.8, 6574.8, 159.2, 0, 0) 3 917 093 9 012 636 130.2 (529.91, 207.87, 119.19)
ω21 = 4 ω22 = 3.5 ω23 = 5 k = 2 X
1
2 = (133.5, 4236.5, 144.8, 0, 0) 4 123 988 6 867 679 138 (541.89, 238.38, 108.15)
ω31 = 7 ω32 = 7 ω33 = 8 k = 3 X
1
3 = (89, 3457.5, 108.2, 0, 0) 4 392 083 6 271 172 145 (556.23, 48.17, 100)
scenario free X0 = (446.7, 553.3, 0) - - - -
ω11 = 1 ω12 = 1 ω13 = 1 k = 1 X
1
1 = (1386.9, 4539.6, 0, 0, 0) 3 452 241 7 893 431 128.9 (431.84, 443.49, 124.26)
ω21 = 1 ω22 = 1 ω23 = 1 k = 2 X
1
2 = (1208.2, 2879.7, 0, 0, 0) 3 606 569 6 409 805 130 (432.96, 334.78, 140)
ω31 = 1 ω32 = 1 ω33 = 1 k = 3 X
1
3 = (1074.2, 2326.5, 0, 0, 0) 3 856 693 6 093 716 131 (443.49, 85.53, 155.74)
scenario free X0 = (1000, 0, 0) - - - -
ω11 = 20 ω12 = 20 ω13 = 20 k = 1 X
1
1 = (3600, 0, 0, 0, 440) 2 400 000 5 135 605 140 (210.53, 1 024, 80)
ω21 = 4 ω22 = 3.5 ω23 = 5 k = 2 X
1
2 = (3200, 0, 0, 0, 440) 2 500 000 5 215 845 130 (200, 586.14, 140)
ω31 = 7 ω32 = 7 ω33 = 8 k = 3 X
1
3 = (2900, 0, 0, 0, 440) 2 750 000 5 297 611 120 (210.53, 253.14, 200)
scenario free X0 = (0, 1000, 0) - - - -
ω11 = 1 ω12 = 1 ω13 = 1.5 k = 1 X
1
1 = (0, 8560, 0, 400, 0) 4 300 000 9 980 000 120 (610.52, 42.11, 160)
ω21 = 9 ω22 = 9 ω23 = 9 k = 2 X
1
2 = (0, 5560, 0, 400, 0) 4 500 000 7 262 000 130 (621, 155.37, 140)
ω31 = 7 ω32 = 7 ω33 = 8 k = 3 X
1
3 = (0, 4560, 0, 400, 0) 4 750 000 6 604 000 140 (631.58, -21.9, 120)
scenario free X0 = (0, 600.5, 399.5) - - - -
ω11 = 1 ω12 = 1 ω13 = 1.5 k = 1 X
1
1 = (0, 4965, 878.8, 400, 0) 3 740 772 8 166 503 159.95 (492.8, 386, 0.22)
ω21 = 4 ω22 = 3.5 ω23 = 5 k = 2 X
1
2 = (0, 3169, 798.9, 400, 0) 4 060 606 6 422 317 173.94 (528.55, 332.14, -35.75)
ω31 = 7000 ω32 = 7000 ω33 = 8000 k = 3 X
1
3 = (0, 2563, 599.2, 400, 0) 4 410 469 5 405 604 183.94 (560, 230.4, -55.75)
Table 3.3: The result of the proposed two-stage MOLP for farming example
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factors can clearly show this fact, and this will be performed in the next sections.
3.4.1 Discussion of contributions to planning and understanding
There are three criteria/objectives that need to be considered in this example. Also, three sce-
narios are identified. Therefore, the decisions must be evaluated and compared in all criterion-
scenario combinations, called meta-criteria. Here, these combinations are represented by Zik, i =
1, 2, 3; k = 1, 2, 3; and can be found in equations 3.8-3.10, followed by scenario-free (fundamen-
tal limitations) and scenario-dependent constraints (uncertain upcoming restrictions) that com-
pletely constitute the proposed two-stage scenario-based multi-objective optimisation model for
this example. To solve this multi-objective model with Generalised Goal Programming, the DM
defined his/her goals and importance weights, and the final results have been described in Table
3.3.
The DM (farmer here) has to make his initial decision (that is how to allocate different parts
of the land to planting various types of crops) at the beginning of the period/year before he has
any information about the future events (uncertain weather in this particular example). These
uncertain events will have an effect on the outcomes of the initial decision. For example, effects
could be in terms of yield, expenses, selling prices, and environmental benefits in the current
example. Moreover, the DM (farmer) only can make the recourse decisions (sales and purchase
decisions) after scenario realisations (seeing his yield). Clearly, it is not possible to find a perfect
decision that keeps its optimality in all scenarios, even in this simple example.
The first criterion is minimising the planting costs, if we take a glance over the expenses
of planting different crops in Table 3.1. It is evident that growing wheat is the least expensive
activity in all scenarios, and the differences between the plausible scenarios are not significant(the
maximum difference is less than 15% per hectare i.e. between R2400 and R2750). However,
the selling price, as an effective factor for the second criteria, will be increased from the first
scenario(good weather) to the last one(bad weather). Then, following a simple calculation, which
is dependent on the different yields in each scenario, it will be apparent that the farmer can
earn greater profits following bad weather than following good weather. The profit for planting
a hectare of wheat in different scenarios s1, s2, and s3 will be R4000, R4160, and R4180),
respectively. Furthermore, the profit values for planting corn in a hectare of land under these
scenarios are R6950, R4200, and R3500, respectively while those of growing soy-beans will be
R3810, R3200, and R1350, respectively. Although by planting wheat the farmer may meet the
minimum costs and the average profit in all plausible scenarios, one might not be able to forego
the attractive profit that would be made by growing corn if scenario s1 unfolds-that is, if there is
bad weather. Therefore, it seems that growing soy-bean does not make sense from an economical
standpoint because this crop would yield the lowest profit under all conditions, whilst also being
the more expensive crop compared to wheat. The only favourable factor that might encourage
the farmer to grow soy-bean is its environmental benefits (considered as the third criterion).
That is, the values for soy-bean are almost double the environmental benefits of the other crops.
This concept is clearly visible in Table 3.3. As defined in 3.4.1, x03 represents hectares of land that
are allocated to planting soy-bean. Comparing suggested values for this variable in various cases
at Table 3.3 indicates that only the first and the last cases suggest planting soy-bean in some
parts of the land. In both cases, the farmer’s(DM’s) tended to apply further weights on the third
criterion (i.e. environmental benefits) by increasing related importance weights. Therefore, it is
sensible that the model allocated parts of the land to planting soy-bean when assigning greater
importance to environmental benefits than the other criteria.
However, the proposed two-stage framework looks for the best initial decision that, together
with the subsequent recourse decisions, provide us with the best possible performances under all
circumstances. It is worth remembering at this stage that the initial decision is common among all
scenarios while recourse decisions offer specific contingent decisions for the relevant scenario. In
other words, we are simultaneously optimising the aggregation of an initial decision (i.e. allocate
land for various crops), which is common for all scenarios, and the contingent decisions (i.e. the
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sell and/or purchase decisions) in all plausible scenarios, viz. one initial decision (or one group
of decisions) aggregates with k different (groups of) recourse/contingent decisions. Therefore, in
total, we will face k joint decisions for k plausible scenarios (one particular joint decision for each
scenario). In practice, at the first, the initial decision is implemented before scenario realisation.
After getting information about the scenario, the relevant recourse decision will be implemented
to complete the two-stage decision-making process. This framework helps us make a reasonable
initial decision that can constitute the best possible aggregation with the recourse decisions of
all plausible scenarios while considering the DM’s preferences. In fact, in the proposed two-stage
structure, the DMs(farmer) make(s) and implement(s) the best possible initial decision(s) today
while looking one step ahead, evaluating the consequences of this decision, and preparing well for
all plausible futures/scenarios. Finally, once new information has been received, and a specific
scenario has unfolded, they can simply implement the appropriate recourse decision(s) that was
previously planned.
As it could be expected, satisfying the animal feeds requirements by growing wheat and corn
on some parts of the land is economically optimal. This is because costs associated with the
production of these commodities is less than if they purchased from the market. As it could be
expected, satisfying the animal feeds requirements by growing wheat and corn on some parts
of the land is economically optimal. This is because costs associated with the production of
these commodities is less than if they purchased from the market. However, sometimes, other
criteria may be more important than economics, or other attractive products can provide the
farmer(DM) with further profits than what he needs to pay for his animal feeds.
These results also described in the Table 3.3. As shown in this table, the model tends to
provide solutions in which all requirements to wheat and corn can be satisfied from farming rather
than through the purchase of these commodities from the other growers (follow the purchasing
portion of wheat and corn presented respectively by x14k and x
1
5k in solutions). However, there
is an exception to this. In the last three cases, the model is led to take more advantages of some
preferred meta-criteria by setting large importance weights to them.
It will be shown (later in Sections 3.5.1 and 3.5.2) that the proposed two-stage model can
provide us with an optimal solution when no common feasible solution can be found by other
models, such as the single-scenario and robust models. In fact, the aggregation of the solu-
tions/decisions which is provided by the proposed two-stage model guarantees the feasibility and
overall optimality if the feasible region under conditions of any scenario is not empty (i.e. for
each scenario, at least one point can be found satisfying all restrictions).
3.4.2 Analysis of the variations in importance weights
By changing the importance weight, different solutions can be generated and trade-offs between
the objectives can be observed. We may need to note that, in this study, we do not focus on the
system of goal and weight choice. As we believe, because of existing too many goals/weights,
elicitation of the DM preferences is hardly possible in practice and needs a separate study which
lies in our future directions of research. Therefore, here, we only use some different weights(and
goals) to show some specific situations or cover a wide range of possible consequences. If the
same weights are assumed for all meta-criteria (namely, all weights set at 1) then the goal
achievements in the second and the third objectives would be decreased. As expected, these
reductions are caused by setting fewer importance weights (compared to the previous weighting)
for the above-mentioned criteria. This weighting also provides better achievement in the first
three meta-criteria (i.e. current costs in three plausible scenarios). Therefore, it can be clearly
seen that the DM’s preferences, which act as importance weights, affect the solutions in such a
way that the model will generate solutions that satisfy his/her preferences the most.
As the planting costs of wheat are the lowest compared to the two other crops, it is expected
that the lowest overall costs would be reached when all the land is allocated to growing wheat.
In this case, which could be gained by increasing the importance weights of the first objective
(Min costs) to ‘20’(ω11 = ω12 = ω13 = 20), the lower bonds (ideal values) for the first criteria
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in each scenario would be equal to 2.4, 2.5, and 2.75 million Rands, respectively. These solu-
tions will completely satisfy the DM in this criteria. However, achievements in the second and
third objective functions will decrease sharply by these variations that made them unbalanced
solutions, particularly for the last scenario in which the lowest amount of environmental benefits
(pessimistic amount) would be reached at 120 units. Also, one of the lowest values will be gained
by the second objective at 5.55 million Rands. Therefore, the ideal values in the first three
meta-criteria conflict with the others which highlights the trade-offs between the goals.
Putting more weights on the second criteria, for instance set ω21 = ω22 = ω23 = 9, while
keeping the others at their initial values, as defined in Table 3.2, would lead us to obtain the
pessimistic values of the first three meta-criteria. Simultaneously, this would provide the ideal
amounts for the second criterion in all scenarios by dedicating the entire land to corn. These
weights, on the one hand, show the worst plausible (pessimistic) values for the costs for all
three plausible scenarios (4.3, 4.5, and 4.75 million Rands, respectively). Conversely, utilising
these weights leads the model to generate the best possible(ideal) amounts for liquidity under
circumstances of all scenarios - 9.98, 7.262, and 6.604 million Rands, respectively. The third
criterion also presents the pessimistic values under conditions of the first two scenarios (120 and
130 units, respectively) and almost the worst amount for the last scenario(140 units). Thus, in
this case, the second objective can reach its maximum values for all scenarios while the other
two objectives get their worst amount under conditions of all plausible scenarios.
Furthermore, increasing the third criterion’s importance weights would obtain the ideal
amounts for the environmental objective for different scenarios at 159.945, 173.939, and 183.939
(against the goals of 160, 165, and 170). Therefore, the last two meta-criteria not only meet the
DM’s initial preferences but also provide some over-achievements for them. The achievement of
the third objective under conditions of the first scenario also almost be met by only 0.055(δ31)
difference. However, the goal achievements for other meta-criteria are distant from their initial
aspiration levels because of the immense conflict between the objectives(see Table 3.4 for detail
results and comparison).
More importantly, the solutions change much more quickly when the weights of the second
criteria change, and the slope of variations in the last group (third criterion) is not as sharp
as the others. The improvement in the last goal achievements slowly continues as the weights
increase and these finally converge to 160, 174, and 184 in scenario s1, s2, and s3, respectively.
Table 3.4 represents achievement changes while the weights are raising in different objectives. As
seen in this table, increasing the importance weights of the first criterion is effective until these
weights have grown 20 times and, after that, no changes are possible by raising them. The most
changes in the second objective function Z2k occur when its relevant importance weights were
doubled(see the third row in the second part of Table 3.4. Conversely, as shown in the last part
of the table, enhancement in weights related to the last(third) criterion still affected the results
(even after they were raised one thousand times), although their effects would not extensive after
100 times increase. Therefore, importance weights for the first objective and, specifically, for the
second criterion are more sensitive and a slight variation in the weights can give rise to extensive
changes in solutions. Nevertheless, this is different in the third criterion’s importance weights in
which the solution is less sensitive to the variations in this objective. This fact also can be seen
by comparing the range of changes in achievements represented in Table 3.4.
3.4.3 Analysis of the variations in goal levels
It is also useful to study sensitivity to changes in the aspiration levels identified. Determining
the aspiration levels is the first order of applying the DM’s preferences to the model in goal
programming approaches, while identifying the importance weights is the second order. In fact,
in generalised GP, the DM preferences are largely modelled by choice of goals. The weights
are primarily used to achieve a comparative scaling on each objective and the use of the term
“importance weights” in GP is arguable. In other words, in GP, the importance of a criterion
(or meta-criterion in our definitions) is mostly dependent on the goals (that determined by the
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DM) and, the weight parameters play a different role. Nevertheless, as an effect, a re-scaling of
the objective values is presented by the weights to certify suitable levels of the trade-off between
objective functions in the presence of the goals.
Here, goal variations have been investigated. Accordingly, any variations in g11 and g12 have
almost no effect on the solutions; while changes in g13 have a direct impact on the solution. In
particular, increasing or decreasing g13 raises or reduces all the achievements except g23 which
would decrease or increase slightly. An individual reduction or increase in any g2k has no effect on
the solution while a joint decrease or increase (e.g. in two of them) affects the solutions.Finally,
the most sensitive goals of the third group belong to the first scenario(g31), while the other two
scenarios are affected the solutions only when raising. More variations have been examined and
the results are indicated in Table 3.5.
Changing the values of the goals on the first criterion, while keeping the initial values of the
other criteria, changes the objective values with a direct relationship. For instance, as shown in
the sixth row of Table 3.5, increasing g11 to 3.4, g22 to 3.55, and g23 to 3.75, slightly boost all
objective functions, while any reduction in these goals declines the objective values(see row three
and four in Table 3.5). However, the goal of the other functions prevents more variations in this
case and we could not reach the pessimistic nor the optimistic values. In other words, the goals
that were set on the other meta-criteria could not be reached by the current maximum deviation.
This, then, prevents the model from allocating any more reduction to the first objective values
in the final solution. In this example, growing wheat has the minimum costs, however, if the
model allocated more land than what is assign in the second row (324 hectares, Table 3.5) it
would not end with an optimal solution as it will decrease the revenue sharply.
Planting corn provides us with the highest tonnage of yield and, therefore, would provide the
highest revenue compared to the other two crops. Therefore, it is expected that the maximum
revenue and then maximum liquidity would be reached when all the land is dedicated to growing
Importance weights Z1k (million Rands) Z2k (million Rands) Z3k (Units)
ω11 ω12 ω13 s1 s2 s3 s1 s2 s3 s1 s2 s3
1 1 1 3.451 3.607 3.857 7.89 6.410 6.094 128.9 130 131
1 1 1.5 3.917 4.124 4.392 9.013 6.868 6.271 130 138 145
1× 2 1× 2 1.5× 2 3.609 3.772 4.022 8.296 6.58 6.204 127.28 130 132.72
1× 5 1× 5 1.5× 5 3.044 3.178 3.4278 6.854 5.973 5.811 133.22 130 126.78
1× 10 1× 10 1.5× 10 2.560 2.668 2.918 5.618 5.454 5.471 138.32 130 121.68
1× 20 1× 20 1.5× 20 2.4 2.5 2.75 5.137 5.185 5.296 140 130 120
1× 100 1× 100 1.5× 100 2.4 2.5 2.75 5.139 5.214 5.298 140 130 120
ω21 ω22 ω23 s1 s2 s3 s1 s2 s3 s1 s2 s3
1 1 1 3.451 3.607 3.857 7.89 6.410 6.094 128.9 130 131
4 3.5 5 3.917 4.124 4.392 9.013 6.868 6.271 130 138 145
4× 2 3.5× 2 5× 2 4.292 4.494 4.745 9.955 7.25 6.587 120.55 130.6 140.6
4× 2.5 3.5× 2.5 5× 2.5 4.3 4.5 4.75 9.98 7.262 6.604 120 130 140
4× 5 3.5× 5 5× 5 4.3 4.5 4.75 9.98 7.262 6.604 120 130 140
ω31 ω32 ω33 s1 s2 s3 s1 s2 s3 s1 s2 s3
1 1 1 3.451 3.607 3.857 7.89 6.410 6.094 128.9 130 131
7 7 8 3.917 4.124 4.392 9.013 6.868 6.271 130 138 145
7× 2 7× 2 8× 2 3.97 4.241 4.549 8.909 6.76 5.896 143.6 155.95 165.95
7× 5 7× 5 8× 5 3.861 4.155 4.484 8.558 6.604 5.664 151.3 164.46 174.46
7× 10 7× 10 8× 10 3.808 4.113 4.451 8.385 6.524 5.55 155.14 168.65 178.65
7× 20 7× 20 8× 20 3.776 4.088 4.432 8.281 6.475 5.481 157.4 171.1 181.1
7× 100 7× 100 8× 100 3.748 4.066 4.415 8.189 6.433 5.420 159.45 173.4 183.4
7× 1000 7× 1000 8× 1000 3.74 4.061 4.411 8.16 6.422 5.406 159.95 173.94 183.94
Table 3.4: Goal achievements variations in different importance weights
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corn. In this case, which could be gained by doubling the goals in the second criterion (Max
liquidity) and keeping the other criteria at their initial values, the pessimistic values (anti-ideal) of
the first three meta-criteria will be obtained while simultaneously providing the ideal amounts of
objective for the second criterion in all scenarios. Therefore, on the one hand, the worst plausible
(pessimistic) values for the first objective function (costs) in all three plausible scenarios will be
obtained (4.3, 4.5, and 4.75 million Rands, respectively). On the other hand, the best possible
amounts for liquidity (second criterion) under circumstances of all scenarios could be generated,
that is 9.98, 7.262, and 6.604 million Rands, respectively. These amounts highlight the existing
conflict between different criteria and the trade-offs between the goals.
The third criterion also presents the pessimistic values under conditions of the first two
scenarios (120 and 130 units, respectively) and near the worst amount for the last scenario(140
units). Thus, in this case, the second objective can reach its maximum values for all scenarios
while the other two objectives get their worst amount under conditions of all plausible scenarios.
Contrary results would be reached when these goals, in the second group, have been reduced. In
this case, objective values in both costs and liquidity will be decrease to near their worst case,
while objectives related to the third criterion rise dramatically (see rows 12 and 13 in Table 3.5).
Finally, conflicts between the third criteria and the other two have been recognised by con-
sidering the last part of the Table in which in the values of the last criterion in all scenarios
increase when their goals increase, and vice versa. The best plausible values for the third objec-
tive are reachable when the land is completely dedicated to growing soy-beans which provide the
highest rate of the environmental benefits. This rise in environmental benefits is accompanied
by a reduction in other objective values (costs and liquidities) that will experience one of their
worst cases. Also, the opposite results could be observed by decreasing the goals related to the
third criterion (see Table 3.5 for detail results and comparison).




3) Z1k (million Rands) Z2k (million Rands) Z3k (Units)
g11 g12 g13 (Wheat, Corn, Soyb) s1 s2 s3 s1 s2 s3 s1 s2 s3
0.04 0.055 0.075 (324,676,0) 3.68 3.85 4.10 8.49 6.66 6.26 126.5 130 133.5
0.4 0.55 0.75 (268,720,12) 3.77 3.95 4.20 8.70 6.75 6.29 126.5 131.3 136
1.4 1.55 1.75(*) (148,780,72) 3.917 4.124 4.392 9.013 6.868 6.271 130 138 145
3.4 3.55 3.75 (0,867,133) 4.11 4.35 4.64 9.38 6.98 6.21 133.3 144.6 154.6
6.4 6.55 6.75 (0,867,133) 4.11 4.35 4.64 9.38 6.98 6.21 133.3 144.6 154.6
g21 g22 g23 (,,) s1 s2 s3 s1 s2 s3 s1 s2 s3
10× 0.02 8× 0.02 6.5× 0.02 (716,0,284) 2.54 2.76 3.08 5.23 5.20 4.82 162.7 161.2 156.9
10× 0.2 8× 0.2 6.5× 0.2 (716,0,284) 2.54 2.76 3.08 5.23 5.20 4.82 162.7 161.2 156.9
10 8 6.5(*) (148,780,72) 3.917 4.124 4.392 9.013 6.868 6.271 130 138 145
10× 2 8× 2 6.5× 2 (0,1000,0) 4.3 4.5 4.75 9.98 7.24 6.6 120 130 140
10× 300 8× 300 6.5× 300 (0,1000,0) 4.3 4.5 4.75 9.98 7.24 6.6 120 130 140
g31 g32 g33 (,,) s1 s2 s3 s1 s2 s3 s1 s2 s3
160× 0.02 165× 0.02 170× 0.02 (210,790,0) 3.9 4.08 4.33 9.04 6.89 6.41 124.2 130 135.8
160× 0.2 165× 0.2 170× 0.2 (210,790,0) 3.9 4.08 4.33 9.04 6.89 6.41 124.2 130 135.8
160 165 170(*) (148,780,72) 3.451 3.607 3.857 7.89 6.410 6.094 128.9 130 131
160× 2 165× 2 170× 2 (0,130,870) 3.08 3.54 4.01 6.03 5.44 4.0 206.9 225.6 236.6
160× 5 165× 5 170× 5 (0,0,1000) 2.9 3.4 3.9 5.35 5.08 3.54 220 240 250
160× 50 165× 50 170× 50 (0,0,1000) 2.9 3.4 3.9 5.37 5.09 3.54 220 240 250
Table 3.5: Goal achievements variations in different goal levels
3.5 Example illustrating scenario effects
The aim of this example is to provide comparison with some popular existing scenario-based goal
programming methods, specifically the single-scenario models and the robust GP. The purpose
is to highlight the superiorities of the proposed two-stage structure in comparison with these
approaches. Especially, this superiority is crucial when the intersection of the constraints of all
scenarios is empty (i.e. the integrated problem has no feasible solution). Furthermore, it will
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be shown that, even if (after the revelation of scenarios) we have a chance to adapt the decision
in corresponding single-scenario optimisation models, their solutions could not be as good as
the solutions to the proposed two-stage approach which considers the required adaptations in
advance (before scenario realisation).
Example 3.5.1. Let us consider the following model:























k ≤ b1rk, r = 1, 2, 3; k = 1, ..., 5;
x0j , x
1
k ≥ 0. j = 1, 2; k = 1, ..., 5.
(3.15)
where the coefficients of the model in the case of five different scenarios have been shown in Table
3.6.
To solve a problem using the goal programming approach, we need to set some goals (gik)
for each objective which could be established by DM or we may use the optimum solution of the
specific problem when there is not any uncertainty in the model. For example, if it is known
that scenario ‘1’ will unfold we could solve two simple single objective models, related to two
objectives, and subject to specific constraints of scenario ‘1’. These goals, which are obtained by
solving two single objective problems subjected to specific constraints of scenario k, (k = 1, .., 5),
have also been demonstrated in Table 3.6.
If c1ijk = 1, and a
1
rk = −1, for all i, j, r, and k, then the proposed two-stage model for example
3.5.1 can be formulated (see model 3.18 in Chapter Appendix 3.7.3). By solving this linear model
the following solution, which shown in Table 3.7, can be found.
As shown in Table 3.7, the proposed 2-stage model suggests that X0 = (x01, x
0
2) = (2.62, 1.32)
(the solutions have been rounded off to two decimal places) as an initial decision. The contingent
(recourse) decisions (x1k, k = 1, .., 5), which will be implemented after scenario realisation, have
been presented in column three of Table 3.7. Number ‘0’ for scenarios ‘1’ and ‘2’ describe that


























K=1 -5 4 -15 1 2 0 1 1 4 1 0 3 0 1 3
K=2 -3 1.5 -9 2 3 2 -1 -1 -1 1 0 3 0 1 3
K=3 0.5 9 28 2 1 7 1 1 5 -1 0 -2 0 -1 -3
K=4 0.7 7 16.1 2.2 1.3 9.2 -1 -1 -2 -1 0 -3 0 -1 -2
K=5 -7 4 -12 1.5 2.5 13 -1 -1 -6 1 0 4 0 -1 -4
Table 3.6: The amount of the coefficients of the model in the case of five different
scenarios.




k F = (f1k, f2k) G = (g1k, g2k) ∆ = (δ1k, δ2k) ϕ
k = 1 (2.62, 1.32) 0 (-7.8, 5.25) (-15,0) (7.2, 5.25) 7.2
k = 2 (2.62, 1.32) 0 (-5.87, 9.2) (-9, 2) (3.13, 7.2) 7.2
k = 3 (2.62, 1.32) 7.64 (20.8, 14.2) (28, 7) (-7.2, 7.2) 7.2
k = 4 (2.62, 1.32) 3.94 (15, 11.4) (16.1, 9.2) (-1.1, 2.2) 2.2
k = 5 (2.62, 1.32) 4.55 (-8.5, 11.78) (-12, 13) (3.5, -1.22) 3.5
Table 3.7: The result of the proposed two-stage MOLP for example 3.5.1
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of these two scenarios is revealed. There would be a corrective decision for any other scenario
realisation. The value of objective functions (achievements) (F = (f1k, f2k)) and their goals
have been presented in columns 4 and 5, respectively. The column 6 of Table 3.7 shows the
deviations(δik) from the initial goals. Positive and negative signs represent the positive and
negative deviations from the goals 2. Finally, the maximum deviations from the goals (ϕ) are
demonstrated in the last column of the Table. For example, consider the last row where scenario
‘5’ occurred. If the suggested initial decision (X0 = (x01, x
0
2) = (2.62, 1.32)) was applied, now and
after the revelation of scenario ‘5’, the contingent decision (x15 = 4.55) needs to be implemented
as a recourse in which the values of ‘−8.5‘ and ‘11.78’ could be reached for the first and the second
objectives, respectively. The goals were ‘−12’ and ‘13’ so, in comparison with our achievements
(‘−8.5’ and ‘11.78’), these show ‘3.5’ units positive deviation from the first goal and ‘1.22’ units
negative deviation from g25 that represent over achievement in this meta-criteria. Obviously, the
maximum deviation in this scenario is ‘ϕ = 3.5’. More discussion on results of example 3.5.1 and
comparison with other approaches can be found in the next subsection.
3.5.1 Comparison with single-scenario models
In this section, example 3.5.1 is revisited and solved by some single-scenario models. In these
models, we assume that the future scenario is known and the problem is solved for this specific
scenario. Therefore, the problem needs to be solved under the conditions of every plausible
scenario.
Example 3.5.2. Consider example 3.5.1 for which five single-scenario models need to be run
(see models 3.19-3.23 in Chapter Appendix 3.7.4.1-3.7.4.5). By solving these five specific models,
five different solutions can be reached which have been portrayed in Table 3.8 together with the
proposed two-stage solution.
At first, the feasibility of these solutions in every single scenario has been checked, and the
result has been presented in Table 3.9. Check marks indicate that the solution is feasible for
that specific scenario realisation, and the cross marks represent the infeasibility of the related
solutions under conditions of that scenario.
It can be clearly seen that, except for the solution of the proposed two-stage model, none of
the solutions of the five single-scenario models is feasible in all scenarios. In fact, the intersection
2Sometimes, a one-side deviation may be considered in which the positive deviations in Maximisation
problem, and the negative deviations in Minimisation problem would be an advantage. However, for
this specific example, the two-sided deviation is considered and both positive and negative deviations
are undesirable.
Scenario/goals S1 S2 S3 S4 S5 proposed 2-stage model
X0 = (x01, x
0
2) (2.5, 0) (2.2, 0) (2, 3) (3, 2) (3.65, 4) (2.62, 1.32) +x
1
k
Table 3.8: Comparing different solutions of various models
Scenario/models S1 S2 S3 S4 S5 proposed 2-stage model
s1 X X × × × X
s2 X X X X × X
s3 × × X × × X
s4 × × × X X X
s5 × × × × X X
Table 3.9: Comparing the feasibility of each solution in different scenario realisations
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of the constraints of these five scenarios is empty, and it is impossible to find a feasible solution
that satisfies all constraints. However, by utilising the proposed two-stage approach the initial
solution together with a recourse action could solve this problem. These results present the power
of our proposed approach in comparison with existing single scenario-based goal programming
methods, especially when the intersection of the constraints of all scenarios is empty, and the
integrated problem has no feasible solution. The question that may raise here is: what if it is
possible to correct the solutions of these five single scenario models after scenario realisation? It
should be quite clear that the solution of the proposed two-stage approach must perform equally
or better than the other approaches because it is an optimal solution. However, to further
illustration this, these solutions have been applied to a two-stage structure (Tables 3.10-3.14).
In this case, suppose that there is a possibility of adapting the first decision after scenario
revelation 3. This means that one of the solutions of these five single scenario optimisation
models is applied and then, after scenario revelation, we will try to adapt the decision to the
extent possible, if there is a need for such a correction. Therefore, we consider a two-stage process
in which the initial decision referred to the solution of the single-scenario optimisation models,
and the contingent solutions for every single scenario revelation are what we are looking for.
Tables 3.10-3.14 in page 59 describe and compare the contingent solutions, objective functions,
goals, deviations and maximum deviation from the goals for every single scenario realisation.
In all these tables (Tables 3.10-3.14), the initial and contingent decisions have been presented
in the second and third columns, respectively. Columns 4-6 have respectively described the
achievements (values of the objective functions), goals and the deviations from the goals. Finally,
the last column shows the maximum deviations from the goals that would be obtained if scenario
k(k = 1, 2, 3, 4, 5; ) is revealed. By taking a glance over these five tables and comparing them
to Table 3.7, which indicates the result of our proposed two-stage model, it is clear that the
proposed two-stage approach has the minimum of maximum deviations from goals (Min−Max
δ(2stage) = 7.2) in comparison with single-scenario models (Min − Max δ(single−scenarios) =
12.375, 12.15, 18, 10 and 18.03, respectively). So, it vividly demonstrates the optimality of the
proposed model as it is expected, mainly due to the fact it is looking ahead, and must, therefore,
find better goal achievement than the single-scenario models. For example, let us compare the
proposed solution to the solution which was obtained from the single-scenario model related to
the forth scenario, which has the least difference compared to the proposed model. This solution
is the best solution, if and only if, scenario ‘4’ manifested in which all goals would be reached
completely. Otherwise, except for scenario ‘5’, the proposed two-stage model provides us with
better performance than this solution.
A summary of differences between the objective function (ϕ) of the proposed two-stage model
and the others in various scenarios has been recorded in Table 3.15(see page 60). Negative num-
bers describe the advantages of the objective function (ϕ) of the proposed model in comparison
with the single-scenario models. As shown in the last row of this Table, the aggregation of these
differences over all scenarios is a negative number in all columns which highlights the optimality
of the solutions of the proposed two-stage model.
As shown in the above example, the proposed two-stage model can provide us with an optimal
solution when no common feasible solution can be found by the single-scenario models and the
intersection of the combined constraints is empty. In fact, by applying the proposed two-stage
structure, we are always able to find a feasible solution if, at least, one feasible solution can
be found for every single-scenario model. We need to note that this feasible solution is not
necessarily feasible in all single-scenario models. In other words, the necessary and sufficient
condition for the feasibility of the full solution(union of initial and recourse solutions) in the
proposed two-stage model is the feasibility of the particular single-scenario models(i.e. each
single-scenario model is feasible and can provide at least one feasible solution that satisfies its
3More often, in real situations, there is not enough time to correct the decisions if there is not any
preparation.
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k F = (f1k, f2k) G = (g1k, g2k) ∆ = (δ1k, δ2k) ϕ
k = 1 (2.5, 0) 0 (-15, 3) (-15,0) (2.5, 2.5) 2.5
k = 2 (2.5, 0) 0 (-9, 6) (-9, 2) (1.5, 3) 3
k = 3 (2.5, 0) 14.375 (15.25, 19.75) (28, 7) (-12.375, 12.375) 12.375
k = 4 (2.5, 0) 10.743 (12.08, 16.68) (16.1, 9.2) (-3.61, 7.48) 7.48
k = 5 (2.5, 0) 8.031 (-12.4, 13.1) (-12, 13) (2.53, -1.22) 2.53
Table 3.10: Achievements which could be reached by applying the solution of scenario 1
model as an initial solution together with the possible recourse action in example 3.5.1




k F = (f1k, f2k) G = (g1k, g2k) ∆ = (δ1k, δ2k) ϕ
k = 1 (2.2, 0) 0 (-15, 3) (-15,0) (4, 2.2) 4
k = 2 (2.2, 0) 0 (-9, 6) (-9, 2) (2.4, 2.4) 2.4
k = 3 (2.2, 0) 14.75 (15.25, 19.75) (28, 7) (-12.15, 12.15) 12.15
k = 4 (2.2, 0) 10.93 (12.08, 16.68) (16.1, 9.2) (-3.63, 6.57) 6.57
k = 5 (2.2, 0) 8.03 (-12.4, 13.1) (-12, 13) (4.9, -1.4) 4.9
Table 3.11: Achievements which could be reached by applying the solution of scenario 2
model as an initial solution together with the possible recourse action in example 3.5.1




k F = (f1k, f2k) G = (g1k, g2k) ∆ = (δ1k, δ2k) ϕ
k = 1 (2, 3) 1 (3, 9) (-15,0) (18, 9) 18
k = 2 (2, 3) 0 (-1.5, 13) (-9, 2) (7.5, 11) 11
k = 3 (2, 3) 0 (28, 7) (28, 7) (0, 0) 0
k = 4 (2, 3) 1 (23.4, 9.3) (16.1, 9.2) (7.3, 0.1) 7.3
k = 5 (2, 3) 2.04 (0.04, 12.54) (-12, 13) (12.04, -0.46) 12.04
Table 3.12: Achievements which could be reached by applying the solution of scenario 3
model as an initial solution together with the possible recourse action in example 3.5.1




k F = (f1k, f2k) G = (g1k, g2k) ∆ = (δ1k, δ2k) ϕ
k = 1 (3, 2) 1 (-6, 8) (-15,0) (9, 8) 9
k = 2 (3, 2) 0 (-6, 12) (-9, 2) (3, 10) 10
k = 3 (3, 2) 6.36 (25.86, 14.36) (28, 7) (-2.14, 7.36) 7.36
k = 4 (3, 2) 0 (16.1, 9.2) (16.1, 9.2) (0, 0) 0
k = 5 (3, 2) 2.84 (-10.16, 12.44) (-12, 13) (1.84, -0.66) 1.84
Table 3.13: Achievements which could be reached by applying the solution of scenario 4
model as an initial solution together with the possible recourse action in example 3.5.1




k F = (f1k, f2k) G = (g1k, g2k) ∆ = (δ1k, δ2k) ϕ
k = 1 (3.65, 4) 3.65 (8, 12) (-15,0) (16.4, 15.3) 16.4
k = 2 (3.65, 4) 1 (1, 17) (-9, 2) (5.05, 18.03) 18.03
k = 3 (3.65, 4) 2.65 (38, 9) (28, 7) (12.475, 6.96) 12.475
k = 4 (3.65, 4) 0 (30.4, 10.6) (16.1, 9.2) (14.46, 4.03) 14.46
k = 5 (3.65, 4) 0 (2, 13) (-12, 13) (2.45, 2.475) 2.475
Table 3.14: Achievements which could be reached by applying the solution of scenario 5
model as an initial solution together with the possible recourse action in example 3.5.1
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constraints). Then, if that decision could not meet the limitations of the other models, the
scenario-related recourse arrangements, with appropriate coefficients, help to compensate for the
differences.
Obviously, if the feasible region under conditions of any scenario is not empty(i.e. for each
scenario, at least one point can be found satisfying all restrictions), we are able to construct
some feasible solutions for the proposed two-stage model by setting appropriate coefficients for
the recourse decisions. This feature indicates the natural superiority of generating the dynamic-
robust solutions in the proposed two-stage structure that highly motivated our study in complex
MCDA problems. This superiority will be further highlighted in the next section, where it is
compared to the regular robust goal programming approaches.
Scenario
Differences of ϕ’s
2stage− s1 2stage− s2 2stage− s3 2stage− s4 2stage− s5
k = 1 4.7 3.2 -10.8 -1.8 -9.2
k = 2 4.2 4.8 -3.8 -2.8 -10.83
k = 3 -5.175 -4.95 7.2 -0.16 -5.275
k = 4 -5.28 -4.38 -5.1 2.2 -12.26
k = 5 0.97 -1.9 -8.54 1.66 1.025
Total -0.585 -3.22 -21.04 -0.9 -36.54
Table 3.15: A summary of differences between the objective function (ϕ) of the proposed
two-stage model and the others in various scenarios
3.5.2 Comparison with Robust Goal Programming
As seen in the previous section, the intersection of the constraints of plausible scenarios is empty,
in example 3.5.2, and it is impossible to find a feasible solution nor a robust one, which satisfies
all constraints. Therefore, none of the single-scenario or robust approaches can solve the gen-
erated example but the proposed two-stage framework can. In fact, in the proposed two-stage
framework, there is no need to find a common feasible initial solution that works for all scenarios,
including the worst scenario. Rather, it is sufficient to be good enough as a starting point that
enables the construction of the best possible combined decisions, together with scenario-related
recourse decisions, in every single plausible scenario. This feature expands the robust decisions
philosophy in our context and methodology by introducing and applying the concept of dynamic-
robust decisions by which the limitation of the regular robust strategy (i.e. a risk-averse solution
because of a bad scenario) is also reduced, its advantages are developed, and an extra motivation
is appended to our study.
Therefore, for further illustration, let us make a comparison between the proposed two-stage
structure and the robust goal programming approach, which was introduced by [Kuchta, 2004].
Accordingly, we changed some coefficients in this example to find a non-empty intersection in
which we can find a robust solution. Now we can compare this robust decision with the decision
suggested by the proposed Two-stage structure.
Example 3.5.3. To reach this goal, it is sufficient to change b111 from ‘4’ to ‘6’ and b
1
13 from
‘5’ to ‘6’ in example 3.5.1. Then, X0 = (x01, x
0
2) = (3, 3) would be a robust solution, and the
solution of the proposed two-stage model remained Pareto optimum with no change ((2.61, 1.32)).
Results and comparison between the two, have been shown in Table 3.16. It can be clearly seen
that except for the realisation of scenario ‘3’ in which the robust solution will provide a better
performance, implementing the proposed two-stage solution has a minimum deviations (Minϕ)
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from the goals if scenario ‘1’, ‘2’ or ‘4’ unfolded. In the case of the last scenario, both approaches
have almost the same results with slight advantages for the robust solution in comparison with
the proposed two-stage solution. Overall, it is evident that the proposed two-stage solution can




F = (f1k, f2k) ∆ = (δ1k, δ2k) ϕ G = (g1k, g2k) F = (f1k, f2k) ∆ = (δ1k, δ2k) ϕ
k = 1 (-3, 9) (12, 9) 12 (-15,0) (-7.8, 5.25) (7.2, 5.25) 7.2
k = 2 (-4.5, 15) (4.5, 13) 13 (-9, 2) (-5.87, 9.2) (3.13, 7.2) 7.2
k = 3 (28.5, 9) (0.5, 2) 2 (28, 7) (20.8, 14.2) (-7.2, 7.2) 7.2
k = 4 (23.1, 10.5) (7, 1.3) 7 (16.1, 9.2) (15, 11.4) (-1.1, 2.2) 2.2
k = 5 (-9, 12) (3, 1) 3 (-12, 13) (-8.5, 11.78) (3.5, -1.22) 3.5
Table 3.16: The proposed Two-Stage approach in comparison with the Robust GP
Note that the solution of the robust model is dominated by the solution of the proposed two-
stage model mainly due to the fact it is searching in the same feasible region as the robust model,
plus it leaves room for the possibility of adaptation. If there is no more improvement possible
by any contingent decisions in any scenario, the solutions of both approaches are expected to be
equal. However, remember that the two-stage structure can provide a meaningful solution even
if no “robust” solution exists.
3.6 Conclusion
The focus and primary motivation throughout this chapter have been on dealing with deep
uncertainty and risk observing in many multi-criteria decision-making problems, especially, with
long-term decision-making processes such as strategic planning problems in which the decision
needs to be made (and one alternative must be chosen) before getting enough knowledge about
consequences of the decision or even sufficient awareness of all other options.
Therefore, this chapter introduced a novel robust-dynamic optimisation approach, named the
scenario-based two-stage framework, to deal with multi-objective optimisation problems under
deep uncertainty. The main idea was extended by the two-stage stochastic programming with
recourse to address the capability of dealing with deep uncertainty through the use of scenario
planning rather than statistical expectation. Scenarios are utilised as a dimension of preference (a
component of the meta-criteria) to avoid problems of evaluating probabilities under deep uncer-
tainty. Moreover, to some extent, the meta-criteria concept is extended to find a robust decision.
Such scenario-based thinking involves a multi-objective representation of performance under dif-
ferent future conditions as an alternative to expectation, which fits naturally into the broader
multi-objective problem context. This dynamic-robust multi-objective optimisation structure can
help us handle moderate and deep uncertainty in complex MCDA problems. A dynamic-robust
decision in our philosophy is a split decision and contains two subgroups of decisions, the initial
decision(s) followed by recourse decision(s), in which the full decision is robust across scenarios.
In the proposed two-stage structure, we do not utilise models to produce forecasts but try
instead identify the reasonable initial decision (which is compensable, whatever happens in the
future) and an appropriate scenario-dependent recourse decision for every single plausible sce-
nario, implemented after scenario revelation. In fact, we break the decision into two parts and
defer one part of the decision long enough to realise the uncertain parameter(s). In other words,
in the two-stage structure, we are looking one step ahead postpone part of the decision and
leave room for possible adaptation later (after scenario realisation), while we identified suitable
adaptive plans for every plausible scenario in advance.
It is shown that the proposed two-stage structure not only helps us cope with higher degrees
of uncertainty but also can contribute to solving the scenario-based problems without a feasible
62 3.6. Conclusion
nor robust solution. This approach does not look for a solution that could be feasible in every
single scenario. Such a solution, if it exists, may well cost too much as it needs to satisfy all
constraints of all plausible scenarios, while only one scenario will happen. Sometimes, as seen
in example 3.5.1, the intersection of the constraints of all scenarios is empty, and no feasible
solution can be found for the problem. In general, a few scenarios, which may never unfold, may
promote a conservative solution that often does not satisfy DM when another possible scenario
manifested. Moreover, these scenarios cannot be ignored or eliminated due to the fact they exist
and may happen. Furthermore, waiting for scenario realisation without suitable preparations
may neglect the opportunity for possible adaptations.
To deal with these issues, the proposed approach tries to make a reasonable decision at the
first stage, as an initial decision that is made in the absence of any knowledge about scenarios,
followed by a subsequent decision stage after gaining information (scenario revelation). In other
words, our first aim is to avoid choosing an irrecoverable decision at the first stage. Secondly,
we want to look for a convenient contingent decision for each and every plausible scenario at the
next stage. The aggregation of the decisions in both stages provide us with the overall optimality
to the two-stage problem. Therefore, by using the proposed method, any specific cost would be
postponed to the second stage and after scenario realisation. Thus, there is no need to pay some
costs for some scenarios that would never be revealed.
Furthermore, by applying the proposed two-stage structure, we are always able to find a
feasible solution if, at least, one feasible solution can be found for every single-scenario model.
We need to note that this feasible solution is not necessarily feasible in all single-scenario models.
The necessary and sufficient condition for the feasibility of the full solution(union of initial and
recourse solutions) in the proposed two-stage model is the feasibility of the particular single-
scenario models(i.e. each single-scenario model is feasible and can provide at least one feasible
solution that satisfies its constraints). If that decision could not meet the limitations of the other
models, then the scenario-related recourse arrangements, with appropriate coefficients, help to
compensate the differences.
Robust Optimisation (RO) approaches are helpful to improve system robustness by optimis-
ing the problem under worst case scenarios. Nevertheless, the solutions of RO approaches are
often considered to be very conservative (risk averse), and the total charge tends to be signifi-
cantly high. However, the proposed two-stage approach avoids over conservatism by providing a
chance for modification after the revelation of scenario. Furthermore, because of the complexity
of multi-objective optimisation problems with higher degrees of uncertainty, identifying the worst
case is hardly possible (if ever possible).
However, the proposed two-stage structure does not look for an initial decision that satisfies
the conditions of all scenarios. Instead, it looks for a suitable initial decision as a starting point
that provides us with the best possible overall performances if followed by a convenient recourse
decision for all plausible scenarios. In fact, the proposed methodology introduces the concept of
dynamic-robust decisions by extending the robust decision philosophy. These kinds of decisions,
reduce the shortcoming of the regular robust strategies such as generating a risk-averse solution
because of a bad scenario. Also, the advantages of the robust solutions are developed. All the
above-mentioned features motivated us to pursue our study of the proposed two-stage structure.
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3.7 Appendix: Model formulations for case studies





































































4x01 − x111 + x141 = 400
(3.6)x01 − x112 + x142 = 400
(3.3)x01 − x113 + x143 = 400
9x02 − x121 + x151 = 440
6x02 − x122 + x152 = 440
5x02 − x123 + x153 = 440
(2.2)x03 − x131 = 0
2x03 − x132 = 0















5k ≥ 0 k = 1, 2, 3.
(3.16)
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3.7.2 The equivalent GP formulated model of example 3.4 (after nor-
malising)
Min φ+ 0.0001(δ11 + δ12 + (1.5)δ13 + 4δ21 + (3.5)δ22 + 5δ23 + 7δ31 + 7δ32 + 8δ33)
s.t δ11 − φ ≤ 0; δ12 − φ ≤ 0; (1.5)δ13 − φ ≤ 0;
4δ21 − φ ≤ 0; (3.5)δ22 − φ ≤ 0; 5δ23 − φ ≤ 0;







































































































































4x01 − x111 + x141 = 400; (3.6)x01 − x112 + x142 = 400; (3.3)x01 − x113 + x143 = 400;
9x02 − x121 + x151 = 440; 6x02 − x122 + x152 = 440; 5x02 − x123 + x153 = 440;















5k ≥ 0 k = 1, 2, 3;
δik free of sign k = i = 1, 2, 3.
(3.17)
Note that the coefficients in some constraints divided by some numbers(4750 or 0.25) to normalising
different units.
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3.7.3 The GP model for 3.5.1
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4 − δ+24 + δ
−
24 = 9.2












2 − x11 ≤ 4
x01 − x11 ≤ 3
x02 − x11 ≤ 3
−x01 − x02 − x12 ≤ −1
x01 − x12 ≤ 3
x02 − x12 ≤ 3
x01 + x
0
2 − x13 ≤ 5
−x01 − x13 ≤ −2
−x02 − x13 ≤ −3
−x01 − x02 − x14 ≤ −2
−x01 − x14 ≤ −3
−x02 − x14 ≤ −2
−x01 − x02 − x15 ≤ −6
x01 − x15 ≤ 4
−x02 − x15 ≤ −4
(δ+ik + δ
−







k ≥ 0, ∀i, j, k.
(3.18)
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3.7.4 Single-scenario models for example 3.5.2
3.7.4.1 Scenario 1 model for example 3.5.2

























j ≥ 0, i = j = 2.
(3.19)
3.7.4.2 Scenario 2 model for example 3.5.2












2 − δ+22 + δ
−
22 = 2
−x01 − x02 ≤ −1
x01 ≤ 3
x02 ≤ 3





j ≥ 0, i = j = 2.
(3.20)
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3.7.4.3 Scenario 3 model for example 3.5.2







s.t. (0.5)x01 + 9x
0


















j ≥ 0, i = j = 2.
(3.21)
3.7.4.4 Scenario 4 model for example 3.5.2







s.t. (0.7)x01 + 7x
0





2 − δ+24 + δ
−
24 = 9.2
−x01 − x02 ≤ −2
−x01 ≤ −3
−x02 ≤ −2





j ≥ 0, i = j = 2.
(3.22)
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3.7.4.5 Scenario 5 model for example 3.5.2












2 − δ+25 + δ
−
25 = 13
−x01 − x02 ≤ −6
x01 ≤ 4
−x02 ≤ −4












As discussed in the previous chapter, our main aim for this study was to deal with deep un-
certainty in multi-criteria decision analytic models, especially in long-term strategic planning
problems. Moreover, integrating performances under different scenarios with the extended con-
cept of the meta-criteria is also used to motivate for a scenario-based two-stage structure for
multi-criteria decision making under deep uncertainty. Utilising scenarios, as a dimension of
preference (a component of the meta-criteria) to avoid problems of evaluating probabilities un-
der deep uncertainty was an additional motivation to propose this structure. Scenarios, in this
thesis, are utilised to structure and organise the present uncertainty by defining different plausi-
ble scenarios for uncertain statements of the problem. Using scenarios as a tool for representing
uncertainty in a problem can allow for the DM to think, discuss, and plan for that uncertainty.
In the proposed two-stage structure, the decision-making process has been divided into two
parts/stages: In the first part, knowledge about some states of the problem is lacking and this
is the initial decision. The second part occurs after unfolding the uncertain states, as an adap-
tation/recourse decision. Therefore, a more reasonable initial decision, which is common among
all plausible scenarios, together with a set of contingent decisions relating to different scenarios,
one for every single plausible scenario, is made. However, only the initial decision will be imple-
mented at the first stage while the implementation of the recourse decision is postponed to the
second stage, after scenario realisation. Then, the relevant recourse decision, which depends on
the unfolded scenario, would be implemented.
As mentioned previously, the proposed two-stage framework can help us reach some parts of
our primary purposes. In the two-stage structure, we are looking one step ahead, and postponing
part of the decision, which allows for possible adaptation after scenario realisation, if it is ever
possible or optimum. The successful experience in applying this scenario-based two-stage struc-
ture in dealing with deep uncertainty, by which we get rid of the probabilities’ conditions and
calculation, motivates us to extend the proposed two-stage structure to longer period problems.
Furthermore, in the proposed two-stage structure, we are also capable of evaluating the conse-
quences of the initial decision after the achievement of every plausible scenario. Nevertheless,
the effects of the first decision after a longer period, as well as the outcomes of the recourse
decisions, need to be investigated in a longer structure.
On the other hand, to deal with deep uncertainty in strategic planning problems, as one of
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our first themes, more than two stages would be needed. Moreover, real processes are continuous
in which scenarios are not independent events by stages and continuously unfold, generally with
some depending. Note that “stages” here, are artificial to structure thinking of an indefinite
future.
In the proposed two-stage framework, as seen in the last section of the previous chapter, there
is no need to find a common feasible initial solution that works for all scenarios, including the
worst scenario. Rather, it is sufficient for the solution to be “good enough” as a start point that
would enable us to construct the best possible combined decisions, together with scenario-related
recourse decisions, in every single plausible scenario. Applying this dynamic-robust philosophy
to long-term strategic planning problems and finding a less risk-averse robust solution boost our
motivations for this chapter.
All the above-mentioned reasons, motivated us to take a step forward, in this infinite future,
and extend this methodology to the problems with a longer horizon and provide the capability
of dealing with more uncertainty. We were also interested in examining the suitable length of
the planning window and stages that could be investigated in this structure. Accordingly, the
original purpose of this chapter, and the next one, is to answer the following question: How many
stages is it worth looking ahead if the DM is proposed to think of discrete stages (t = 1, 2, ...).
To develop a robust strategy, the following options might be used:
• Purely myopic: Forget future contingencies.
• One step moving horizon: Always plan as if it is a two-stage horizon.
• Multi-step moving horizon: Always plan as if it is a T-stage horizon.
The first option is not logical, and has been rejected by several policy-makers. Furthermore,
it is entirely out of the scope of this dissertation. A comparison of the other two options could
begin the process of achieving our primary objective which was mentioned above. To avoid too
many complexities and to gain better insights into the context without loss of generality, we focus
on the three-stage structure and examined it in detail (it can be simply extended to more than
three stages by adding more stages if necessary). Therefore, two alternatives that may extend
the two-stage structure to a three-stage horizon can be described as follows:
1. Applying another two-stage structure at the end of the first period, i.e. the second two-
stage structure starting at the end of the first two-stage structure 2× two−stage. In other
words, we can roll the two-stage structure continuously.
2. Extend to a three-stage structure in which the consequences of the first stage recourse
decisions, as well as the outcomes of the initial decision after two consecutive periods, are
evaluated (looking two steps ahead).
The next section (4.2) introduces in detail a three-stage scenario-based multi-criteria decision-
making structure as an extension of the proposed two-stage structure. Some essential concepts,
such as stages, planning horizon, scenarios, and meta-criteria, have been reviewed, extended,
or defined and the mathematical formulations are fully expanded while presenting the solution
procedure. In section 4.3, the proposed three-stage structure and its solutions are compared,
mathematically and philosophically, while some advantages, disadvantages and the suitable con-
ditions in which these structures should be utilised will be highlighted and discussed. The
two-stage moving horizon model concepts, mathematical formulations, some properties, the cost
of robustness and comparison with the three-stage structure are all fully debated in section 4.4,
which is followed by a sensitivity analysis of a numerical example. The next section (4.5) provides
an illustrative example by which the solutions of the full three-stage model is compared with the
solutions of the two-stage models. Finally, before the conclusion section in 4.7, the possibility of
any improvement in the robustness of the proposed two-stage moving horizon structure is high-
lighted, and some initial ideas that may help us reach this purpose are provided, as a direction
of future study, in section 4.6.
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4.2 Proposed three-stage structure
In the three-stage structure, the decision process is divided into three parts/stages during the
time horizon which is arbitrarily chosen depending on the problem 1. These parts/stages can help
us discuss, think about, and formulate the model. The stages do not show some specific points in
the time horizon and could be adapted to different conditions, as scenarios unfold continuously
and the real problems are continuous as well. We use stages to distinguish separate periods of the
decision-making process and scenario realisation, i.e. the time that one/some uncertain state(s)
of the problem is/are unfolded and the consequences of our previous decision(s) manifest(s)
themselves by then.
In other words, each stage demonstrates the time when the uncertain states that could af-
fect the decision-making process are unfolded. At this point, the DM has just obtained enough
information about some previously unknown/unsure states and the outcomes of the prior deci-
sion(s). Then, he/she can either do something to recover the prior decisions or make/implement
another decision(s) while still having no idea about some other states for the next period. In the
three-stage structure, two periods of unfolding scenarios are considered during the chosen/given
planning horizon which, together with the initial decision, will draw the three-stage structure of
decision-making.
Consider a three-stage decision-making process as shown in Figure 4.1. Suppose that an
initial decision(x0 ∈ X0) has been made and implemented, firstly at stage ‘0’ which is the scenario
free decision. Then, we need to wait and see what will happen in the future. Suppose p1 scenarios
(sk(1) ∈ {s1, ..., sp(1)}) are defined to represent the plausible future space that can be revealed in
stage ‘1’. As soon as knowledge about the uncertain states in the first period (say scenario k(1)
unfold) has been obtained, the first contingent decision(x1k(1) ∈ X
1(x0, k(1)), k(1) = 1, ..., p(1);)
can be implemented. This may include the recourse/adaptation decision to recover the initial
decision, in the condition of relevant scenarios, and/or another decision that may count as a new
initial decision for the next period. Afterwards, we need to wait again and observe the nature
decision (what will happen), about the unknown states (say scenario k(2) revealed in this stage
subject to ´sk(2) ∈ {ś1, ..., ´sp(2)}), in the second period of scenario realisation(stage ‘2’). Finally,
the last decision, which is dependent upon new information that has just been received as well
as what was revealed in prior stage, can be implemented (x2k(1),k(2) ∈ X
2(x0,x1k(1), k(2)), k(1) =
1, ..., p(1), k(2) = 1, ..., p(2);).
Definition 4.2.1. Meta-decision: In the three-stage structure, we are looking to evaluate and
compare some aggregation of the initial decision and two more consecutive decisions concerning
all performance measures. From now on, we utilise the term “meta-decision” to indicate that
aggregation. In other words, a meta-decision represents a chain of some consecutive decisions
(related to different stages of the decision-making process) regarding each meta-criterion. For
example, in three-stage structure a meta-decision will be indicated by X = (x0,x1k(1),x
2
k(1)k(2)).
Moreover, each scenario includes the realisation of scenario k(1) in stage ‘1’ and the revelation
of scenario k(2) in stage ‘2’. Therefore, for enumerating all scenarios, we need to count all
combinations of scenario realisation over both stages (i.e. p(1) × p(2)). However, it could be
natural that some scenarios in two consecutive periods of scenario realisation may be dependent
on the previous scenario, i.e. related to the scenario which was revealed in the last stage, one
specific group of plausible scenarios will be considered. Therefore, the total number of plausible
combinations could be less than p(1)× p(2), where p(1) and p(2) are the maximum numbers of
plausible scenarios in stage ‘1’ and ‘2’, respectively.
Definition 4.2.2. Meta-scenario: The term ”meta-scenario” is utilised to describe a plausible
combination of scenarios in two scenario realisation stages (it may be showed by paths in a
1Note that real processes are continuous, and by the time horizon, we try to structure and model a
specific part of an infinite future.
























Figure 4.1: Three-stage decision-making process with p(1)× p(2) scenarios
scenario tree). Then, the number of meta-scenarios, in three-stage structure would be p ≤
p(1)× p(2).
Here, we try to optimise meta-decisions(the aggregation of the initial decision (x0) and two
dependent (recourse) decisions (i.e. x1k(1), k(1) = 1, ..., p(1) after the revelation of scenario k(1)
in stage ‘1’ and x2k(1),k(2), k(1) = 1, ..., p(1), k(2) = 1, ..., p(2) after k(2) realisation) which would
be defined for each and every plausible meta-scenario (combination of scenarios of these two
stages). In fact, we are looking for a dynamic-robust meta-decision in which an initial decision
does not need to be feasible for every single meta-scenario, but any meta-decision must be
feasible in a relevant meta-scenario. In other words, the DM makes an initial decision then,
after scenario revelation in each stage, he/she has a chance to adapt his/her decision, if it is
necessary, by a subsequent scenario-dependent decision (recourse). In this structure, we do not
utilise models to produce forecasts but try instead identify a reasonable initial decision (which is
compensable, whatever happens in the future) and two contingent scenario-dependent decisions
for every single meta-scenario that may occur, which is implemented after scenario revelation in
the relevant stage (see the schematic of the proposed three-stage approach in Figure 4.2). This
process can be summarised as follows:
1. Stage 0: An initial decision is made before any scenario revelation (scenario-free deci-
sion).
2. Stage 1: The first contingent/recourse decision is made, which is dependent on
scenario k(1) which was revealed in stage ‘1’(scenario-dependent decision).
3. Stage 2: The second contingent/recourse decision is made, which is dependent on
scenario k(1) which unfolded at stage ‘1’ and the one (k(2)) which manifested in stage ‘2’
(scenario-dependent decision).
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Figure 4.2: the schematic of three-stage decision making process
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4.2.1 Extension of the concept of meta-criterion in the three-stage
structure
Before formulating the model, the concept of meta-criterion in a three-stage process should be
discussed. As mentioned earlier, Stewart et al. [2013] introduced the term “meta-criterion”
(criterion-scenario combination) as a dimension of preference in a scenario-based MCDA struc-
ture. That is, the performance of each decision regarding each criterion under conditions of each
scenario is evaluated and compared. In our three-stage framework, each meta-decision is related
to a meta-scenario for which an evaluation needs to be done to find out how well a meta-decision
performs concerning each criterion under the conditions of each meta-scenario. It means that
each meta-criterion, in the proposed three-stage structure, represents preferences concerning a
criterion under conditions relating to a meta-scenario. Therefore, meta-criterion here is defined
as the combination of each criterion and meta-scenario in which the number of all meta-criteria is
equal to m× p (m and p describe the total number of criteria and meta-scenarios, respectively).
Also, meta-scenarios, as a component of the meta-criteria, represent a valid dimension of
preference and are utilised to avoid problems of assessing and using probabilities under deep
uncertainty. Furthermore, this motivates for the use of a scenario-based three-stage (multi-stage)
multi-criteria decision-making framework.
4.2.2 Mathematical Formulation
In this section, we use the extended concept of the meta-criteria to formulate a mathematical
model that is able to find the optimum set of meta-decisions and expand the concept of robustness
and dynamic-robust decision/solution in a three-stage structure.
In the proposed three-stage structure, we break the meta-decision into three parts and defer
two parts of the decision long enough to allow for the unfolding of the uncertain parameter(s)
(one part after each stage of scenario realisation). A dynamic-robust decision in this three-
stage structure is a divided decision which contains three subgroups of decisions: the initial
decision(s) followed by two other contingent recourse decision(s), in which the meta-decisions
are robust across meta-scenarios. Similar to the two-stage decisions, the initial and the first
recourse decisions do not need to be optimal or even feasible under conditions of all meta-
scenarios. Instead, they must be good enough, with beneficial foresight, to lead us to the optimal
meta-decisions (aggregations of the initial decision(s) and the two future recourse decisions).
According to definitions 4.2.1 and 4.2.2, in a multi-criteria three-stage structure, there are
m × p meta-criteria 2 that must be optimised, while some uncertainties will unfold after the
decision-making step. Therefore, the model includes m×p objectives in which the performance of
the meta-decisions are compared and evaluated subject to the satisfaction of some conditions that
could be stage-oriented. Each meta-decision contains an initial decision (x0), which is common
amongst all p meta-decisions, a first contingent decision(x1k(1)), which is scenario-dependent and
shared among all meta-decisions referring to k(1), and the second contingent decision(x2k(1)k(2))
which is unique for any particular meta-scenario. Hence, there is a meta-decision for each and
every meta-scenario that gives us a less risk-averse Pareto optimal dynamic-robust decision,
but which is not necessarily optimal for all meta-scenarios, mainly because of the trade-offs
between the different meta-scenarios (remember that meta-scenarios are used as a dimension of
preferences).
Furthermore, some separate objectives (m1) may be considered for the first stage. Then, the
number of objectives, in comparison with the two-stage model, will increase to (m1 × p(1)) +
(m×p). Thus, the proposed three-stage multi-objective optimisation problem under uncertainty,
which treats each meta-criteria in stage ‘1’ and stage ‘2’, can be formulated as follows:
2Without loss of generality, to simplify models and readability, in all models suppose that p =
p(1)× p(2).













k(1)k(2))]; i1 = 1, ...,m1; i = 1, ...,m;
k(1) = 1, ..., p(1); k(2) = 1, ..., p(2);
s.t. u0r(x
0) ≤ 0, r = 1, ..., R0;
u1r(x
0,x1k(1)) ≤ 0, k(1) = 1, ..., p(1);




k(1)k(2)) ≤ 0, k(1) = 1, ..., p(1); k(2) = 1, ..., p(2);
r = R0 + 1, ..., R0 +Rk(1).k(2);
(4.1)
where x0 = (x01, ..., x
0
n) ∈ X0 is an n-dimensional initial decision variable vector which is common
among all meta-decisions and implemented in stage ‘0’ before scenario k(1) is revealed and X0






1(x0, k(1)), (k(1) = 1, ..., p(1)); is an n-dimensional contingent
decision vector which is taken and implemented in stage ‘1’ if scenario k(1) unfolded and






2(x0,x1k(1), k(2)), (k(1) = 1, ..., p(1); k(2) = 1, ..., p(2)); is
an n-dimensional contingent decision vector which is taken in stage ‘2’ if meta-scenario k(1)k(2)
is revealed. Therefore, X2(x0,x1k(1), k(2)) is a contingent decision space when meta-scenario





0,x1k(1)), (k(1) = 1, ..., p(1); i1 = 1, ...,m1), is i
th
1 objective of stage ‘1’, if scenario k(1)
unfolded. These objectives represent the exclusive preferences of the first stage regarding crite-




k(1)k(2)), (k(1) = 1, ..., p(1); k(2) = 1, ..., p(2); i = 1, ...,m), is i
th meta-criterion/objective
function, if meta-scenario k(1)k(2) is revealed. These meta-criteria demonstrate the i th linear
objective function indicating preferences concerning criterion i under conditions pertaining to
meta-scenario k(1)k(2).
u0r(x
0) is the set of inequality constraints in stage ‘0’.
u1r(x




k(1)k(2)) is the set of inequality constraints in stage ‘2’.
The problem consists in optimising [(m1× p(1)) + (m× p(1)× p(2))] objectives under (R0 +
Rp(1) +Rp(1)×p(2)) constraints. Both objectives and constraints can be linear or non-linear; but,
in this thesis, we are focusing on the linear problems.
Moreover, to make the model more general, some initial objectives could be considered for
stage ‘0’ (i.e. before the advent of any uncertain parameter (f0i0(x
0), (i0 = 1, ...,m0)), In this case,








Then, the total number of objectives would be equal to m0 + (m1 × p(1)) + (m× p(1)× p(2)).
It is also possible that a different number of objectives could be considered in each scenario
which could lead us to model the higher levels of uncertainty. In this situation, the problem
consists in optimising (m0 + (m1 + ...+mp(1)) + (m11 +m12 + ...+mp(1)p(2))) objectives.
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4.2.2.1 Three-stage Multi-Objective Linear Programming (3ST MOLP)
Without loss of generality, it can be assumed that the objectives are to be minimised. If the
objectives and constraints are linear and each decision is evaluated on m1 criteria in the first
period and m criteria in the second one, then the problem (4.1) is a Multi-Objective Linear
















x1jk(1)), i1 = 1, ...,m1;
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rk(1), k(1) = 1, ..., p(1);












jk(1) k(1) = 1, ..., p(1);









rk(1)k(2), r = R0 + ...+Rp(1) + 1,





jk(1)k(2) ≥ 0. j = 1, ..., n;
k(1) = 1, ..., p(1);
k(2) = 1, ..., p(2).
(4.2)
where Zi1k(1) represents the exclusive preferences of the first stage regarding criterion i1 under
conditions of scenario k(1). Zik(1)k(2) demonstrates the i
th linear meta-criterion/objective func-
tion indicating preferences concerning criterion i under conditions pertaining to meta-scenario
k(1)k(2). The latter group (Zik(1)k(2)) contains some initial goals (scenario-free) which will be
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jk(1)) in the second stage if scenario k(1) is revealed. Furthermore, the conse-
quences of the initial decision and the first contingent decision in the third stage under condi-
tions of meta-scenario k(1)k(2), together with the consequences of the last contingent decision



















jk(1)k(2) in the above
formulation.
4.2.2.2 Solving three-stage multi-objective programming by generalized goal
programming (Wierzbicki reference point model)
As mentioned in the previous chapter, we are using the Generalised Goal Programming (GGP),
based on Wierzbicki’s works on reference point method ([Wierzbicki, 1982] and [Wierzbicki,
1998]), in which our aim is to minimise the m1 × p(1) performance measures of the first stage
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(Zi1k(1)) plus (m× p1 × p2) performance measures (Zik(1)k(2)). If we define m × p1 × p2
goals/aspiration levels (gik(1)k(2)) for all meta-criteria (corresponding to deviation variables
δik(1)k(2)), and m1 × p(1) goals (gi1k(1)) for the deviations from the first-stage objectives, by
considering the Generalised Goal Programming approach, associated constraints can be formu-
lated as follows:















x1jk(1))− δi1k(1) = gi1k(1),
i1 = 1, ..,m1, k(1) = 1, ..., p(1)
(4.3)





































jk(1)k(2))− δik(1)k(2) = gik(1)k(2),
i = 1, ..,m, k(1) = 1, ..., p(1); k(2) = 1, ..., p(2);
(4.4)
Also, the equivalent generalised goal programming model can be formulated as follows:














Zi1k(1) − δi1k(1) = gi1k(1), i1 = 1, ..,m1,
k(1) = 1, ..., p(1);
Zik(1)k(2) − δik(1)k(2) = gik(1)k(2), i = 1, ..,m,
k(1) = 1, ..., p(1);


















rk(1), k(1) = 1, ..., p(1);











jk(1) k(1) = 1, ..., p(1);















jk(1)k(2) ≥ 0, j = 1, ..., n;
k(1) = 1, ..., p(1);
δi1k(1), δik(1)k(2) free of sign. ∀i, i1, k(1), k(2).
(4.5)
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where δ1 = Maxi1,k(1){ωi1k(1)δi1k(1)}, δ2 = Maxi,k(1),k(2){ωik(1)k(2)δik(1)k(2)},
ωi1k(1) ≥ 0, (i1 = 1, ..,m1; k(1) = 1, ..., p(1), and ωik(1)k(2) ≥ 0, (i = 1, ..,m; k(1) = 1, ..., p(1); k(2) =
1, ..., p(2)); are the importance weighting of deviations set by the DM. ε is an arbitrarily small
positive number.
Moreover, by setting φ = Max{δ1, δ2}, the linear form can be formulated as follows:













ωi1k(1)δi1k(1) − φ ≤ 0, i1 = 1, ..,m1, k(1) = 1, ..., p(1);
ωik(1)k(2)δik(1)k(2) − φ ≤ 0, i = 1, ..,m, k(1) = 1, ..., p(1);
k(2) = 1, ..., p(2);
Zi1k(1) − δi1k(1) = gi1k(1), i1 = 1, ..,m1, k(1) = 1, ..., p(1);
Zik(1)k(2) − δik(1)k(2) = gik(1)k(2), i = 1, ..,m, k(1) = 1, ..., p(1);


















rk(1), k(1) = 1, ..., p(1);


















rk(1)k(2), k(1) = 1, ..., p(1); k(2) = 1, ..., p(2);





jk(1)k(2) ≥ 0, j = 1, ..., n; k(1) = 1, ..., p(1);
k(2) = 1, ..., p(2);
φ, δi1k(1), δik(1)k(2) free of sign. ∀i, i1, k(1), k(2).
(4.6)
4.3 Two-stage vs. Three-stage structure
In the previous chapter, a scenario-based two-stage structure has been introduced to deal with
deep uncertainty in an MCDM problem. The successful experience in applying scenarios to treat
the deep uncertainty in the proposed two-stage framework and the dynamic-robust decisions that
were reached from this approach motivate us to extend the proposed methodology to a longer
horizon structure, three-stage, in this chapter. Here, we shall compare these two structures to
highlight their similarity and differences, and find out whether there is any merit in going beyond
two stages.
In this comparison, there is a fundamental problem with comparability of the two methods
because of the different time horizons, as the two-stage model is ignorant of the third stage.
This difference is an issue of future flows of objective function performance. Therefore, we need
to compare these methods in the same period; then, one may think of two ways of comparison.
These two ways are as follows:
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• Comparison between the first stage (initial) solutions
• Iterate the two-stage model starting at the end of the first stage to compare the whole
period of the three stages.
Thus, as mentioned above, to be able to compare the results of these two methods, the
same time horizon must be considered. Therefore, in this section, the full solution of the three-
stage model is compared, conceptually and mathematically, with the first stage decisions from a
two-stage analysis concentrating on the robustness of the solutions.
On the other hand, comparing the result of the three-stage model with the results of two
sequential two-stage models, in a three stage horizon, would be an interesting comparison that
led us to introduce “moving horizon models” later in this chapter (see section 4.4) and also will
be the basis for Chapter 5. As will be discussed later, the initial decision of the two-stage model
will be implemented first. Then, after scenario realisation, another two-stage model will be run,
which can cover the decisions of the second and third stage.
4.3.1 Mathematical distinctions
We may need to note that, according to the way that we defined, structured, and formulated
the two proposed frameworks, the two-stage structure is a part of the three-stage structure, and
the three-stage structure extends the two-stage structure for one more stage/period. Therefore,
it should be clear that the first part of the optimal solution of the three-stage model must be
feasible for the two-stage model.
Theorem 4.3.1. Each feasible solution of the three-stage model (4.2) corresponds to a feasible
solution to the two-stage model(3.2).
Proof. Mathematical proof can be simply concluded as the three-stage model includes all the
constraints of the two-stage model together with some other restrictions. So, the feasible region
of the two-stage model involves the image of the feasible region of the three-stage model in this
dimension. Therefore, the relevant part of any feasible solution, and also the related part of the
optimal solution, of the three-stage model can satisfy all constraints of the two-stage model and
then corresponds to a feasible solution in the two-stage model (Suppose that X = (x0,x1,x2) is
a feasible solution for the three-stage model, then X′ = (x0,x1) will be feasible in the two-stage
model).
Corollary 4.3.1.1. The converse is not always true; that is, the feasibility of a solution in the
two-stage model does not guarantee the feasibility of the corresponding solution in the three-stage
model.
Proof. Obviously, the two-stage solution may not satisfy the additional constraints of the three-
stage model.
This theorem and corollary indicate the fact that although the initial solutions of the two-
stage model are the optimal initial solutions of the problem in the first period, the consequences
of the plausible scenarios in the following phase can play a fundamental role in the optimality,
or the feasibility, of the meta-decision in the combined problem. In other words, although the
solution of the two-stage model provides us with the optimality under the uncertain conditions
of the first period, it may not be even feasible and recoverable under additional uncertainties and
circumstances of the new phase that would be appended in the three-stage structure. Moreover,
the three-stage structure, by a more futuristic vision, may suggest a suboptimal initial decision
that could make feasible robust meta-decisions for each and every plausible meta-scenarios. This
property automatically expands, one more time3, the concept of the dynamic-robust solutions for
3It is worth being reminded here that the proposed two-stage structure is naturally robust-oriented
since it looks one step ahead, chooses suboptimal initial decisions, and leaves room for recourse decisions.
In this way, it is able to find a dynamic-robust decision under conditions of each plausible scenario.
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the three-stage framework that naturally existed in the proposed two-stage structure. Thus, the
three-stage model provides us with a more robust initial solution than the two-stage structure.
Of course, it may not be optimal in the first stage, but the full dynamic-robust meta-decisions
will be both feasible and optimal in the three-stage model.
4.3.2 Philosophical distinctions
Philosophically, the proposed two-stage structure always plans and looks one step ahead while
the three-stage structure considers the conditions and consequences of two upcoming steps in
advance. In the two-stage structure, it does not matter what may happen after the following
stage and the model concentrates only on the conditions of the next stage, initial decision’s
consequences in the next stage and the contingent decisions that must be made at the following
stage depend on the unfolding scenario.
On the other hand, the three-stage structure looks further ahead than the two-stage structure
and considers, in addition to the above, the consequences of the initial and the first contingent
decisions in the last stage as well as the second contingent decisions, depending on the unfolding
meta-scenario.
To sum up, ignoring the consequences and likely conditions of long-term decisions cannot
be a robust strategic strategy. Therefore, generally, by utilising the three-stage structure, we
may expect a more robust/provident decision. This robustness, of course, is dependent upon
the complexity of the problem and the possibility of considering more stages. However, more
uncertain statements bring more complexity to the problem and boost the computation that
may make the efficiency of using the three-stage structure unclear. It is worth explaining here
that by the “efficiency” of the three-stage framework in our context, we want to know whether
utilising this approach and its solutions can justify the expense of the additional complexity and
computation.
In fact, the ability to model more uncertainty, make more robust decisions and consider the
longer term consequences of the decisions can be counted as the advantages of the three-stage
approach, if it is parsimonious. Since the number of meta-scenarios increases exponentially by
considering more stages, using an approach with more stages could result in a model that is too
complex, computationally expensive and difficult to solve simply. The two questions we face here
are: (1)“Is the dynamic-robust solution using the three-stage model significant enough to warrant
the added computation?” (2) “Are there variations to the two-stage model which may work better
as the first step analysis and enhance its robustness? ”
In section 4.5, these concepts will be reviewed, tested and illustrated using a simple, but not
trivial, example. Before defining the example, the next section is dedicated to explaining the
two-stage moving horizon model in detail. Mathematical formulations will be provided, and some
properties and comparison with the three-stage structure will be illustrated with an example by
a sensitivity analysis in 4.5.2. Overall, these comparisons and analyses may help to find the
answers to the above questions.
4.4 Two-stage moving horizon model
Consider a decision-making problem with three-stage planning horizon that includes three stages
of decision-making and two steps of scenario realisation, as shown on the top of Figure 4.3.
Suppose that x0, x1, and x2 present the decision vectors related to each stage, respectively.
S(k1) and S(k2) indicate the scenario spaces regarding the first and the second steps of scenario
revelation, respectively. In a one-step moving horizon model we always plan as if it is a two-stage
horizon. This means that, at first, the proposed two-stage model (model 3.2) is used to get the
first stage decisions (x0), that could be immediately implemented; then we need to wait and see
which scenario from S(k1) will unfold. After that, another two-stage model (model 4.7) starting
at the second stage is applied to reach the contingent decisions (x1 and x2). That is, the second
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two-stage structure starts at the end of the first two-stage structure (2× two− stage). In other
words, we roll the two-stage structure continuously.
Note that the recourse decisions (x1) provided by the first two-stage model are not imple-
mented, and they may be used as an approximation that will substitute with the initial decisions
gained from the new two-stage model applying after scenario realisation in the first period. In
other words, the first recourse decisions that have no idea about the next period are not con-
sidered. Instead, after iteration of the two-stage model (while the current stage (i.e. stage ‘0’)
moves one step ahead), the recourse decisions change their role and act as the initial decisions of
the second two-stage model. This can help us to adapt the decision with new plausible scenarios
in the next stage.
We also need to mention that, for sensitivity analysis of all plausible meta-scenarios and
to compare the solutions of these two following two-stage models with the three-stage model’s
solutions, the second two-stage model needs to be run for all plausible scenarios of S(k1) (one
for each plausible scenario in S(k1)) to gain all meta-decisions. Figure 4.3 demonstrates how to
apply the two-stage moving horizon models and their solutions in comparison with the three-stage
model.
X0 Sk(1) X1 Sk(2) X2
X0 Sk(1) X1
X1 Sk(2) X2
Figure 4.3: Rolling two-stage structure compared to three-stage structure
The formulation of the first two-stage model is similar to the original two-stage model formu-
lation in the last chapter(model 3.2)4. The second two-stage models, corresponding to scenario
k(1), can be formulated by eliminating the previous stage’s variables from the objective functions
and their related constraints from the three-stage model (4.2). Furthermore, in some constraints,
there might be a need for moving of the previous stage’s variables, which are determined by the
first two-stage models, from the left side of constraints to the right side with the identified values.
Therefore, if scenario k(1) manifested itself at the first step of scenario realisation, the second
two-stage model related to this scenario can be formulated as follows:
4Note that k in model 3.2 corresponds to k1 in model 4.7 and the other patterns in this chapter.



































rk(1)k(2), k(2) = 1, ..., p(2);
r = Rk(1) + 1, ..., Rk(1) + ...+Rk(1).k(2);
x1jk(1), x
2
jk(1)k(2) ≥ 0. j = 1, ..., n; k(1) = 1, ..., p(1),
k(2) = 1, ..., p(2).
(4.7)




















j , (j =
1, ..., n); is the optimal solution given from the first two-stage model(model 3.2).
Definition 4.4.1. (Feasible solutions in a two-stage moving horizon model). Vector
X = (x0 ,x1k(1),x
2
k(1)k(2)) is feasible for a two-stage moving horizon model if it simultaneously
satisfies the constrains in both two-stage models(3.2 and 4.7), and also ∀k = k(1 ) ∈ S1 , and




k(1)k(2)), s.t. X and X are feasible for the
first(4.17) and the second(4.13) two-stage models, respectively.
Theorem 4.4.1. Any feasible solution (and hence the optimal one) of the two-stage moving
horizon model (models 3.2 and 4.7) in a three-stage planning window is a feasible solution for
the corresponding three-stage model (model 4.2) and vice versa (i.e. the two-stage moving
horizon model is feasible iff the three-stage model is feasible).
Proof. The proof of this theorem can be found in chapter Appendix (see section 4.8.1).
Theorem 4.4.1 shows that any feasible solution to the two-stage moving horizon model is a
feasible solution to the three-stage model and vice versa. However, in the first two-stage model,
we are not able to consider the consequences of the initial decisions and the conditions of the
scenarios in the third stage. Therefore, it is possible that, although there is a feasible solution for
both three-stage and two-stage moving horizon models, the optimal initial decisions (x0) provided
by the first two-stage model may give rise to a situation in which, for some meta-scenarios in the
next two-stage model, we cannot find any feasible combination of this initial decision and the two
contingent decisions. i.e. although any feasible solution for the 2 × two-stage structure is also
feasible for the three-stage structure, there may in fact be no feasible solution found at the second
two-stage optimisation. However, this issue will not occur if the three-stage model is applied.
This highlights the robustness of the decisions in the proposed three-stage structure and confirms
that the initial solutions provided by the proposed three-stage structure are more robust than
initial solutions of the two-stage model. For further illustration, let us mathematically describe
this specific situation in a simple example.
Example 4.4.1. Suppose that the following constraints indicate the feasible region for the first
two-stage optimisation model of a three-stage planning horizon.
x0 ≤ 1,
x0 − x1 ≤ 1,
x0, x1 ≥ 0,
(4.8)
CHAPTER 4. THREE-STAGE SCENARIO-BASED MULTI-CRITERIA DECISION MAKING STRUCTURE 83
Moreover, the limitations of the second two-stage optimisation model for the appropriate
two-stage moving horizon model under conditions of a scenario have been explained in 4.9.
x1 ≤ 1− x0∗,
x1 + x2 ≤ 1
2
− x0∗,
x1, x2 ≥ 0,
(4.9)
where x0∗ is an optimal solution to the first two-stage optimisation model (model 4.8).
Let consider X = (x0,x1) = (1, 0), as a feasible solution for 4.8. If we substitute x0∗ = 1
into 4.9, then no feasible solution can be found.
x1 ≤ 1− 1 = 0 → x1 ≤ 0 (*) and x1, x2 ≥ 0 (**)




−→ x2 ≤ −1
2
“Contradiction!”.
The feasible region for the corresponding three-stage model can be described by equations
in 4.10 which includes simultaneous satisfaction of all the constraints in the first and second
two-stage optimisation models (models 4.8 and 4.9).
x0 ≤ 1,
x0 − x1 ≤ 1,
x0 + x1 + x2 ≤ 1
2
,
x0, x1, x2 ≥ 0,
(4.10)
In contrast to the 2 × two-stage models, too many feasible solutions can be found for the
corresponding three-stage model in the same scenario, such as x0 = x1 = x2 =
1
n
,∀n > 6. For





























As discussed in this section, any feasible solution, and thus the optimal one, to the two-stage
moving horizon model is a feasible solution to the three-stage model. Also, since the three-stage
model is looking further ahead than the two-stage model in each stage, and the constraints in
the three-stage model are simultaneously satisfied, then the optimal solution of the three-stage
model is no worse than the optimal solution of the two-stage moving horizon model. Therefore,
the three-stage models must find a better, or at least the same, goal achievement compared to
the two-stage model.
Overall it is shown that the decisions provided by the three-stage model are more robust than
those gained from the two-stage moving horizon model, as the three-stage structure considers the
consequences of the decisions of the initial stages and the conditions of different meta-scenarios
with a longer future vision. Furthermore, by applying the three-stage model, we can expect
better goal achievements in comparison with the two consecutive two-stage models. Although
these advantages may be enough for some decision makers to utilise the three or even the extended
multi-stage structure of the proposed framework, we are still concerned about the challenges of
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computationally expensive situations that may arise in some real-life problems. We are still
looking for an answer to our initial question about the cost of these superiorities (the efficiency
of the three-stage structure). To investigate this possible issue, in section 4.5.2, a sensitivity
analysis has been carried out in example 4.5.1.
4.5 Illustrative example (Sequential Investment).
Example 4.5.1. Here, a simple, but not trivial, hypothetical example is presented that will be
used for some comparisons in this and following chapters. We believe that this simple example
could be a suitable example for illustration and comparison of the different aspects of the proposed
two- and three-stage structures.
Suppose that there are five investment options I1, ..., I5 (for example, Gold, Equities, Bonds,
US Dollar, and Property)which differ in terms both of risk and of growth of funds. Furthermore,
suppose that an amount of R1 000 000 is available for each investment.
Assume that there are five states S1, ..., S5 (high inflation, stagflation, baseline inflation,
deflation, and low inflation) in any one stage which represent the set of plausible scenarios5
which depend on the scenario in previous stage, with the following transition possibilities:
Previous stage State at next stage
State S1 S2 S3 S4 S5
S1 X X
S2 X X X
S3 X X X
S4 X X X
S5 X X
Table 4.1: Possible transition between different scenarios
The anticipated growth in funds over each state have been portrayed in Table 4.2. For
each investment option, there is an opportunity to withdraw part of the investment as cash
in each stage which could be spent for current costs or this money could be transferred to
another investment option for re-investment, but some percentages of the total fund will be lost
upon transfer between investments, and this loss could be state-related as shown in tables 4.3-
4.7. Otherwise, the money remains until the next investment maturity at the next stage. No
switching of funds between investment options is ever possible between stages.
Growth under scenario
Investment S1 S2 S3 S4 S5
I1 −20% +4% +16% +20% +50%
I2 −2% +8% +11.5% +20% +30%
I3 +8% +8.5% +9% +9.5% +10%
I4 +4% +7% +12% +16% +20%
I5 −15% +6% +15% +20% +35%
Table 4.2: Percentage growths for each investment under each scenario
5Note that to simulate deep uncertainty we shall not specify scenario’s probabilities
Transfer to
from I1 I2 I3 I4 I5 Withdrawal
I1 0 −2.5% −3% −3% −2% −3%
I2 −0.05% 0 −1% −0.1% −0.1% −0.3%
I3 −0.01% −0.1% 0 −0.01% −0.01% −0.1%
I4 −0.01% −0.01% −0.8% 0 −0.01% −0.2%
I5 −0.1% −2.5% −3% −3% 0 −2.5%
Table 4.3: Percentage of loss of funds (penalty cost) for transferring between each pair
of investment and withdrawal in state S1
Transfer to
from I1 I2 I3 I4 I5 Withdrawal
I1 0 −1% −1.2% −1.0% −0.7% −2%
I2 −0.5% 0 −1.0% −0.5% −0.3% −0.4%
I3 −0.7% −0.2% 0 −0.01% −0.2% −0.3%
I4 −0.5% −1% −1.5% 0 −0.1% −0.4%
I5 −0.2% −1% −1.5% −0.1% 0 −1.5%
Table 4.4: Percentage of loss of funds (penalty cost) for transferring between each pair
of investment and withdrawal in state S2
Transfer to
from I1 I2 I3 I4 I5 Withdrawal
I1 0 −0.4% −0.5% −0.3% −1.0% −1.0%
I2 −1.1% 0 −0.2% −0.01% −1.1% −1.2%
I3 −1.2% −1% 0 −0.3% −1.0% −2%
I4 −1.1% −1.5% −0.7% 0 −1.0% −2%
I5 −0.8% −0.3% −0.3% −0.2% 0 −0.8%
Table 4.5: Percentage of loss of funds (penalty cost) for transferring between each pair
of investment and withdrawal in state S3
Transfer to
from I1 I2 I3 I4 I5 Withdrawal
I1 0 −0.01% −0.01% −0.01% −0.5% −0.1%
I2 −2% 0 −0.1% −0.1% −2% −1.5%
I3 −3% −2.5% 0 −0.7% −3% −2.5%
I4 −3% −2% −0.1% 0 −3% −2.5%
I5 −5% −0.01% −0.01% −0.01% 0 −0.1%
Table 4.6: Percentage of loss of funds (penalty cost) for transferring between each pair
of investment and withdrawal in state S4
Transfer to
from I1 I2 I3 I4 I5 Withdrawal
I1 0 −0.01% −0.01% −0.01% −1.5% −0.2%
I2 −1.5% 0 −0.05% −0.1% −2.5% −1.5%
I3 −3% −2.5% 0 −1% −3% −2.5%
I4 −2.5% −2% −0.1% 0 −3% −2.5%
I5 −0.01% −0.01% −0.01% −0.01% 0 −0.1%
Table 4.7: Percentage of loss of funds (penalty cost) for transferring between each pair
of investment and withdrawal in state S5
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Moreover, two criteria (Cn, n = 1, 2;) have been considered as follows:
1. C1: Maximising the desirable level of total funds available after withdrawals.
2. C2: Maximising the consumption at each stage (i.e. at the end of the stage) between an
absolute minimum and a desirable maximum, with goals that may be state-dependent.
Also, the goals depend on different states, and stages are represented in Table 4.8.
Plausible states (scenarios)
Goals S1 S2 S3 S4 S5
Stage ‘0’
g01 5 5.25 5.5 6 7
g02 0.5 0.5 0.75 1 1.5
Stage ‘1’
g11 6 6.5 7 7.5 9
g12 0.5 0.5 0.75 1 1.5
Stage ‘2’
g21 7 7.5 8 9 11
g22 0.5 0.5 0.75 1 1.5
Table 4.8: Desirable levels of total remained funds(million Rands) after consumption in
each state
Suppose that, currently, we are facing the economic situation of baseline inflation (i.e. state
S3). Then, in the two-stage structure scenarios are collected from K1 = {S2, S3, S4}. However,
in the three-stage structure, meta-scenarios can be set as follows: k(1) ∈ K1 = {S2, S3, S4}
and k(2) ∈ K2 but K2 would be dependent upon K1. If K1 = S2 then K2 = {S1, S2, S3} and
for K1 = S3 and K1 = S4, K2 would be respectively equal to {S2, S3, S4} and {S3, S4, S5}.
Figure 4.4 describes and compares scenarios of the two-stage structure and meta-scenarios of the
three-stage structure as well as their stages and solutions.
Figure 4.4: Scenarios of the two-stage structure in comparison with meta-scenarios of
the three-stage structure
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Accordingly, there are three scenarios in a two-stage structure that could establish six meta-
criteria in combination with two existing criteria. In a three-stage structure, each of these three
scenarios would be followed by a different group of three plausible scenarios that will construct
nine meta-scenarios in which the performance measures must be evaluated and compared re-
garding the two criteria. In other words, alternative decisions must be evaluated in terms of all
eighteen (six, in two-stage structure) meta-criteria which will give us nine(three) meta-decisions.
Although finding the best group of nine (three) meta-decisions that simultaneously satisfy all
eighteen(six) meta-criteria is, generally, impossible6, a Pareto-optimum decision would be reached
by solving the three-stage(two-stage) model. Therefore, the three-stage multi-objective optimi-



































































i7k(1)k(2) ≥ 0. i = 1, ..., 5; j = 1, ..., 6;
∀k(1), k(2).
(4.11)
Note that, in this example, no separate goals are assumed for the initial and middle stages,
and only the overall targets have been considered. This means that only the overall/final results
are important for the DM and he/she must accept some suboptimal values for the initial and
6This is mainly due to the conditions of multi-criteria decision-making problems in which any meta-
decision has better efficiency/performance on some meta-criteria while reflecting a lesser efficiency on
the others that represent the trade-offs between performances on each meta-criteria.
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middle stages of the process if it can help to improve the final achievements. In other words, this
three-stage model naturally puts more weight on the latter stages. More discussions concerning
the differences and effects of setting specific goals for different stages will be presented later.
By eliminating the third stage and its relevant states and variables from the three-stage
model, the two-stage multi-objective optimisation model for the given example can be formulated
(see model 4.15 in Chapter Appendix 4.8.2). Parameters and decision variables that are utilised
to formulate the two- and three-stage models are listed in the Chapter Appendix 4.18 as well as
the relevant GP model for both (see 4.16 and 4.18 in Chapter Appendix 4.8.3 and 4.8.5).
It can be clearly seen that, by comparing the two- and three-stage models, any variation of
states in the third stage will have no effect on the two-stage initial decision mainly because there
is not any third stage’s variable in the two-stage model. For example, the two-stage model has
no idea about state S1 and S5 and the initial decision on this model, in some cases, may not
work well enough in the future if one of those states unfolded. Such a variation may have some
influences in the initial decision of the three-stage model. As propounded in 4.3.1, the future
decisions might be affected by current decisions in a continues problem. Therefore, considering
different plausible futures and consequences of current decisions on each future that could be
provided by the three-stage structure seems helpful in such a problem. This also generates a
more robust initial solution than the two-stage structure. Of course, it may not be optimal in
the first stage, but the full dynamic-robust meta-decisions will be both feasible and optimal to
the three-stage model. Therefore, with no doubt, it must find better, or at least the same, goal
achievement compared to the two-stage model. The next section is allocated to more numerical
comparison to illustrate these concepts.
4.5.1 Numerical comparison of two-stage model approximation and
full three-stage solution
As mentioned in section 4.3, to be able to compare the results of these two methods, the same
time horizon must be considered. The results of the two-stage model would surely be on the
Pareto-frontier at this stage, which leaves us no choice of any comparison. However, comparing
the result of the three-stage model with the results of the two following two-stage models, in a
three stage horizon, would be an interesting comparison. To do this, firstly, the initial decision of
the two-stage model is implemented. Then, after scenario realisation, another two-stage model
will be run, which can cover the decisions of the second and third stage. To evaluate and compare
the solutions of these two following two-stage models with three-stage model’s solutions, we need
to run the second two-stage model three times, one for each plausible scenario, to produce nine
meta-decisions for nine meta-scenarios.
In other words, we will suppose that one scenario revealed in the first scenario realisation sec-
tion; say, for example, Sk(1) unfolded. Then, the consequences of the initial decision under condi-
tions of state Sk(1) are simulated and the second two-stage model with the new amount of money
in each investment will be considered. Therefore, the model will provide us with a particular
investment decision for each plausible scenario in this stage (stage ‘1’). Thus, there are three dif-
ferent investment suggestions depending on three plausible scenarios (Sk(1); k(1) = {S2, S3, S4})
in this stage where the relevant decision will be implemented after scenario realisation. There-
after, a new two-stage model needs to be run for each of them. The initial decisions of these
new two-stage models will consider as the first contingent decision (X12 , X
1
3 , and X
1
4 ), while the
contingent decisions of these two-stage models will represent the second contingent decisions in
the three-stage structure (X221, ..., X
2
45 in figure 4.5).
Accordingly, as shown in figure 4.5 in example 4.5.1, if S2 is revealed then solution X
1
2 will
implemented and then the set of plausible scenarios in the next period starting at this stage
will be {S1, S2, S3}. {S2, S3, S4} determines the set of plausible scenarios in the next stage if
S3 unfolds and X
1
3 is executed. Also, in the case of S4 realisation, X
1
4 will be performed and
the plausible scenarios can be presented by {S3, S4, S5}. Thus, by solving these three two-stage
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Figure 4.5: Scenarios of the 2 × two-stage structure
models comparable solutions would be gained which are described in the third part of the Table
4.9.
Hence, example 4.5.1 has been solved by the proposed three-stage model (model 4.18) and
the results are portrayed in the first part of Table 4.9, while the results of the two-stage model
(model 4.16) are described in the second part. The third part of Table 4.9 shows the suggested
decisions of example 4.5.1 from the two-stage moving horizon approach, as well as the final
results.
As shown in Table 4.9, the second column indicates the suggested amount of investment
for each investment option at the beginning of the horizon relating to the initial decision (X0).
The first recourse action, that will be implemented at the end of the second stage, has been
described in the third column. As seen in this table, the two-stage model cannot determine
any amount of reinvestment in this stage as it will end at this stage and does not continue in
the third stage, while the other models provide three different solutions, one for each plausible
scenario(X1k(1), k(1) ∈ {S2, S3, S4}). Available capital at the end of the related time horizon in
each structure has been portrayed in the fourth column. Clearly, the length of the two-stage
framework is two stages in which three plausible scenarios may be realised while the others have
a three-stage planning horizon and then contain 3 × 3 = 9 meta-scenarios. Finally, the last
column includes the other recourse actions (i.e. withdrawal) at each stage, together with the
total withdrawal at the end of the relevant window. The withdrawal in the first, second, and
the third stage are demonstrated by X06 , X
1
6 , and X
2
6 , respectively. Again, it is evident that no
value has been provided for the third stage in the two-stage structure.
Figure 4.6 compares the objective functions of these two methods. As seen in this figure,
the three-stage model provides better achievements for the second objective (total withdrawals)
while the two-stage model contains better achievements for the first objective (available funds).
However, because the three-stage model is looking further ahead than the two-stage model, the
three-stage model is expected to find better goal achievement than the two-stage model7. It is
difficult to identify this superiority (better achievements of the three-stage model) in this example.
In the meantime, we need to note that, in this example, assigning more budget to consumption
(withdrawal), by itself, gives rise to obtaining less interest in the next stages. Therefore, the less
available fund for investment in the three-stage solutions could be the cause of the fewer capital
for this model that were allocated further withdrawals, in comparison with the two-stage model.
7It will show that, in Theorem 4.4.1, the optimal solution to the two-stage moving horizon model is



























Initial decision First recourse Total worth of investment Withdrawal
X0 = (I1, I2, I3, I4, I5) X
1







3-stage (1 000 000, 1 000 000, 0, 0, 2 728 200)




1 357 300 1 857 300
4 127 600 985 500 1 485 600
4 791 900 366 600 866 700
(1 205 900, 953 300, 93 300, 242 400, 2 650 000)
4 521 000
250 150
924 700 1 424 800
4 944 700 927 900 1 428 000
5 352 800 797 800 1 297 900
(5 172 200, 0, 0, 0, 0)
5 123 500
500 000
867 600 1 617 600
5 583 700 622 300 1 372 300
7 507 800 250 000 1 000 000
Structure
Initial decision - Total worth of investment Withdrawal





2-stage (1 000 000, 1 584 010, 0, 0, 2 144 190) -
4 357 400
250 000
657 870 - 907 870
4 829 700 556 780 - 806 780
5 173 300 500 000 - 750 000
Structure
Initial decision First recourse Total worth of investment Withdrawal
X0 = (I1, I2, I3, I4, I5) X
1







2 × 2-stage (1 000 000, 1 584 010, 0, 0, 2 144 190)




250 000 750 000
4 759 800 289 930 789 930
5 172 400 250 000 750 000
(1 160 000, 1 766 200, 0, 0, 2 213 800)
4 668 200
250 000
782 250 1 282 200
5 092 100 761 110 1 312 180
5 667 500 500 000 1 000 000
(5 037 300, 0, 0, 0, 0)
4 653 700
500 000
1 177 800 1 927 800
5 366 900 677 300 1 427 300
7 305 600 250 000 1 000 000
Table 4.9: Result of three-stage, two-stage, and 2 × two-stage model
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Figure 4.6: Results of the 2 × two-stage structure in comparison with the three-stage
structure
Due to the multi-objective orientation of the problem, higher performance in one objec-
tive/criterion and a lower performance in the other means that comparing separate objectives
may not be useful, and a different measure should be utilised to evaluate and compare the results.
Here, we are using the total profit over the given horizon as a measure to compare the results of
these two approaches. Although this criterion is not added to the model directly, as an objective
or a constraint, it will always remain an important hidden goal of all policy-makers.
Table 4.10 and graphs in Figure 4.7 evaluate the benefits that could obtained by utilising each
approach after two periods of investment. The profit on investments is computed by subtracting
the summation of all withdrawals and remaining money in investments at the end of the horizon
from our initial capital (i.e. 5 million Rands).
Overall, as shown in Table 4.10, the total differences between the two approaches describe
better achievements for the three-stage approach with R953 370 difference to the achievements
compared to the two-stage approach. Except for the third, fourth, and the sixth meta-scenario
which are shown in the rows in Table 4.10) the profits that may be reached by using the suggested
meta-decisions of the three-stage model in most of the meta-scenarios are more desirable if the
total profit is the measure. The differences between the profit of these two methods are very
close in the fourth and sixth meta-scenarios, unlike in the third meta-scenario in which the two
two-stage approach is the winner of the comparison by R263 860 more than the profit of the three-
Structure 3-stage 2× 2-stage Difference
Meta-scenario Remained fund Withdrawal Profit Remained fund Withdrawal Profit (3S-2S)
k(1) = S2
k(2) = S1 3 697 200 1 857 300 554 600 4 172 400 750 000 -77 640 632 240
k(2) = S2 4 127 600 1 485 600 613 200 4 759 800 789 930 549 710 63 490
k(2) = S3 4 791 900 866 700 658 500 5 172 400 750 000 922 360 -263 860
k(1) = S3
k(2) = S2 4 521 000 1 424 800 945 800 4 668 200 1 282 200 950 500 -4 700
k(2) = S3 4 944 700 1 428 000 1 372 700 5 092 100 1 312 180 1 353 200 19 500
k(2) = S4 5 352 800 1 297 900 1 650 700 5 667 500 1 000 000 1 667 500 -16 800
k(1) = S4
k(2) = S3 5 123 500 1 617 600 1 741 100 4 653 700 1 927 800 1 581 600 159 500
k(2) = S4 5 583 700 1 372 300 1 956 000 5 366 900 1 427 300 1 794 200 161 800
k(2) = S5 7 507 800 1 000 000 3 507 800 7 305 600 1 000 000 3 305 600 202 200
Total 953 370
Table 4.10: Results comparison between three-stage and 2× two-stage models
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Figure 4.7: Results of the 2 × two-stage structure in comparison with the three-stage
structure.
stage model. The differences between the two methods in the fourth and sixth meta-scenarios
are R4 700 and R195 000, respectively.
Furthermore, the superior feature of the three-stage model in comparison with the two two-
stage approach, in this example, has appeared in the first meta-scenario where utilising two
following two-stage models end with the negative profit in this meta-scenario which may not
satisfy the DM. This result clearly shows the cost of ignoring the consequences of the initial
decision on the two following two-stage approach that may terminate to an irrecoverable decision,
or even infeasible solution, in some meta-scenarios. This issue also highlights the robustness of
the three-stage approach, compared to the two consecutive two-stage model.
Therefore, the above example confirms our expectations and demonstrates that the three-
stage approach might be preferable compared to the two consecutive two-stage models. Surely,
looking at more stages must improve the solution. However, does the robustness of the three-
stage structure have no cost or is it always parsimonious? Is the better performance utilising
a three-stage model good enough to warrant the added calculations? Remember, adding more
stages would exponentially increase the size of the model. This would be a major limitation to
appending more stages to the model and, in practice, we may not be able to run a model with
more than two or three stages. Then, proving the efficiency of using the three-stage model rather
than the two successive two-stage models is necessary.
In the next section, by sensitivity analysis and changing some data in the example 4.5.1, we
will show that, despite all the excellences mentioned above, sometimes, utilising the three-stage
structure with more calculations may not be preferable compared to using the two successive
two-stage models. Therefore, the efficiency of the solutions to the three-stage model needs to be
considered.
4.5.2 Sensitivity analysis
Example 4.5.2. Consider example 4.5.1 with different investment’s growth as described in Table
4.11.
Table 4.12 compares the results of applying the three-stage model and the two-stage moving
horizon pattern. As shown in the last column of Table 4.12, except the first meta-scenario in
which the profit of the three-stage model has a higher value than the profit reaching from the
two successive two-stage models by the difference of R279 600, the superiority of the three-stage
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Growth under scenario
Investment S1 S2 S3 S4 S5
I1 −5% +5% +16% +20% +30%
I2 +4% +8% +11.5% +15% +20%
I3 +8% +8.5% +8.7% +9% +10%
I4 +7% +7% +8% +10% +11%
I5 −3% +7% +15% +22% +35%
Table 4.11: Percentage growths for each investment under each scenario
Structure 3-stage 2× 2-stage Difference
Meta-scenario Remained fund Withdrawal Profit Remained fund Withdrawal Profit (3S-2S)
k(1) = S2
k(2) = S1 2 881 400 2 442 300 323 600 4 287 700 756 310 44 000 279 600
k(2) = S2 3 261 700 2 298 400 560 100 4 774 700 750 000 524 700 35 400
k(2) = S3 3 674 400 2 102 300 776 800 5 274 700 750 000 1 024 700 -247 900
k(1) = S3
k(2) = S2 3 436 900 2 557 100 994 000 4 607 300 1 407 600 1 014 900 -20 900
k(2) = S3 3 841 300 2 401 000 1 242 200 5 099 700 1 355 400 1 455 100 -212 900
k(2) = S4 4 676 200 1 755 000 1 431 200 5 806 000 1 000 000 1 806 000 -374 800
k(1) = S4
k(2) = S3 4 294 800 2 473 100 1 767 900 4 436 100 2 324 000 1 760 100 7 800
k(2) = S4 5 314 900 1 832 800 2 147 700 5 061 600 2 076 400 2 137 900 9 800
k(2) = S5 6 830 400 1 000 000 2 830 400 6 819 800 1 000 000 2 819 800 10 600
Total -513 300
Table 4.12: Results comparison between three-stage and 2× two-stage models
approach is insignificant for the rest of the meta-scenarios. The differences between the profits
of the two methods for the second meta-scenario is just R35 400, and it is less than R11 000 for
the last three. However, this difference in three of four meta-scenarios is less than R− 200 000.
These negative values present further profits that are provided by the two following two-stage
models compared to the three-stage structure. Furthermore, in these nine meta-scenarios, these
differences (3S − 2S) have a sum of −513 300 which may show the superiority of the two-stage
moving horizon approach.
We may, nonetheless, need to be reminded that, as discussed in this chapter, without any
doubt, the solution of the three-stage model must find better goal achievement (Min-Max de-
viation from the goals on GP) than the two-stage moving horizon model. This is because, as
proved in Theorem 4.4.1, the optimal solution to the two-stage moving horizon model is a feasible
solution of the three-stage model so that if the three-stage model selects anything else, it must be
better in goal achievement(less Max deviation). The cause of the above result may back to the
trade-offs between the Pareto optimal solutions in the three-stage model. A comparison of the
objectives in Table 4.12 indicate that the solutions in the three-stage model suggested the higher
amount of withdrawal (and thus, fewer funds will remain at the end of each stage) than what was
provided by the other method, which clearly gives rise to higher benefits for the latter model. As
briefly mentioned in section 4.5.1, only the overall goals have been assumed for the three-stage
model in the above example that inherently lead to putting more weight on the last stages. So,
we cannot say that the solutions of the 2×two-stage model are better than the solutions of the
three-stage model. Instead, we shall say that the first one is preferred by the DM if the benefit
is the base of the comparison. However, this issue in the three-stage model might be solved
by adding some extra goals for achievements in the initial and/or middle stages. In fact, by
appending objectives, equal weights will be considered in both stages. Then, to study this idea,
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let us append some other specific goals for maximisation of the level of the available fund at the
end of the first stage and after consumption, plus maximising the consumption(withdrawal) at
the end of stage ‘1’. These objectives that represent the particular preferences of the first stage



















Thus, by defining some relevant variables for deviations from the goals of these objectives,
δ′nk(1), (n = 1, 2; k(1) = 1, 2, 3), and solving the related GP model, the results presented in Table
4.13 can be reached.
As described in Table 4.13, by appending some separate goals on achievements in stage
‘1’, the DM is able to apply more preferences for this middle stage that gives rise to generate
different solutions. In these solutions, more amounts are allocated to the first group of objectives
(remained fund) that, by nature, boost the benefits. The positive number for summation of
differences between the solutions of this new three-stage model and the two-stage moving horizon
pattern in the last column of Table 4.13 confirm this increase in profits if the solutions of the
new three-stage model are utilised. However, despite the first meta-scenario, the differences
are not remarkable and do not seem to warrant the additional computation of the three-stage
model in comparison with the 2×two-stage structure. It is worth remembering that both of
these solutions are Pareto optimal and the differences explain the trade-offs between the goals.
Therefore, if the benefit is the basis of the DM’s judgement, as supposed in this example, adding
some more goals for the initial stages may help us reach our purposes. Note that we also assumed
equal importance weights for all meta-criteria in this example. Nonetheless, the DM can easily
apply various weights to exert his/her secondarily preferences, as the primary preferences have
already been applied by goal selection, and a more preferred Pareto optimum solution has been
generated.
To sum up, on the one hand, ignoring the consequences of current decisions in a far future,
which occurs by utilising the two-stage moving horizon structure, could lead to an unsatisfactory
situation that costs too much, and may even lead to an irrecoverable situation under conditions
of some meta-scenarios. On the other hand, although the three-stage structure may prepare
more robust solutions than the 2×two-stage, the differences between the results of these two
approaches would vary in different problems, and the efficiency of the three-stage approach should
Structure modified 3-stage 2× 2-stage Difference
Meta-scenario Remained fund Withdrawal Profit Remained fund Withdrawal Profit (3S-2S)
k(1) = S2
k(2) = S1 3 844 100 1 642 600 493 800 4 287 700 756 310 44 000 395 800
k(2) = S2 3 958 800 1 645 300 611 600 4 774 700 750 000 524 700 86 900
k(2) = S3 4 134 500 1 569 500 719 100 5 274 700 750 000 1 024 700 -305 600
k(1) = S3
k(2) = S2 4 519 400 1 477 400 1 008 200 4 607 300 1 407 600 1 014 900 -6 700
k(2) = S3 4 866 400 1 523 500 1 401 000 5 099 700 1 355 400 1 455 100 -54 100
k(2) = S4 5 086 200 1 638 100 1 730 200 5 806 000 1 000 000 1 806 000 -75 800
k(1) = S4
k(2) = S3 5 173 000 1 601 900 1 781 700 4 436 100 2 324 000 1 760 100 21 600
k(2) = S4 5 374 200 1 773 600 2 148 800 5 061 600 2 076 400 2 137 900 10 900
k(2) = S5 6 830 400 1 000 000 2 830 600 6 819 800 1 000 000 2 819 800 10 800
Total +83 800
Table 4.13: Results comparison between three-stage and 2× two-stage models
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be considered in any problem. Nevertheless, the future vision of the three-stage structure may
sometimes lead to unsatisfactory solutions. In this circumstances, putting separate aspiration
levels on initial stages and the use of various weights may help the DM add more preferences
into the model and detect a more preferred solution from the Pareto frontier. Nonetheless, as
seen in the previous example, the cost of robustness in the modified solutions may still not be
worth enough for additional calculation caused, in some cases, by handling more uncertainty in
the three-stage structure.
However, the DM is the one who must choose the preferred approach by considering the cost
of robustness, depending on his/her needs and priorities. Therefore, the cost of robustness in a
three-stage structure and the differences of results that can be reached by utilising this structure,
in comparison to the two-stage moving horizon approach, should be considered in advance. Then,
the DM can make his/her preferred decision of the model that he/she wants to apply to solve
the problem.
The last section of this chapter is allocated to the examination of some simple, but useful,
ideas that may help us boost the robustness of the initial decisions provided by the two-stage
moving horizon model. This improvement would assist in the case when applying the three-stage
model is not parsimonious.
4.6 Two-stage robustness
As discussed in the previous sections, although the decisions provided by the two-stage moving
horizon model would be a less conservative and, in the same time, a robust decision for a single
two-stage horizon, the robustness of these decisions in longer horizons, as seen in the example
4.5.1, could not be guaranteed. In this situation, a three-stage (or more) structure would return a
more robust initial decision, although it may not be a Pareto-optimum solution for the first stage.
This is because, like any other robust solution, this sub-optimal initial solution together with
the other two recourse decisions could construct a Pareto-optimum solution for the three-stage
structure.
In this section, we seek to find a way to reach a more robust initial decision from a two-
stage structure without utilising the three-stage approach. Our motivation for this could be the
situations in which use of the three-stage model is not parsimonious, and/or when the results
of the three-stage approach do not satisfy the DM (such as what happened in example 4.5.2).
Moreover, using a three-stage structure would be too complex to be modelled or computationally
too expensive to be solved, because of many meta-scenarios (and hence too many meta-criteria),
or the higher degrees of uncertainty that even scenario space cannot completely determine before
the next stage. It is also possible that, in some problems, recognising the plausible scenarios of
the future stages are strictly dependent on some unexpectable outcomes of the following stage(s)
that are completely unknown at the time of initial decision-making. In these circumstances, the
outcomes of the problem would be out of imagination, and DMs are not able to look more than
one (a few) step(s) ahead. This condition would be led us to treat that kind of deep uncertainty
in which enumerating the whole set of the problem’s outcomes is impossible.
Accordingly, the aim of this section is to find a way to get a more robust solution from the
two-stage moving horizon model in some situations, such as what we saw in the previous example
(negative profit). It will be shown that some variations in the two-stage parameters (for instance,
various weights on the second stage in the first two-stage model) can help us reach this purpose.
However, it must be noted that the way of setting the weights may be ad hoc (i.e. different
problems may need specific weight selection), but the idea would still be useful. Therefore, let
us make some sensitivity analysis in a new example to examine this idea.
Example 4.6.1. Consider the example 4.5.1 with different investment growths that are described
in Table 4.14. For simplicity purposes, only one penalty cost table applies in all states (as shown
in Table 4.15). Table 4.16 compares the results of solving this problem by the two approaches.
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Growth under scenario
Investment S1 S2 S3 S4 S5
I1 −20% −10% +10% +20% +50%
I2 −5% +12% +17% +16% +10%
I3 +12% +10.5% +12% +15% +30%
I4 −30% +10% +20% +14% +20%
I5 +15% +10% +17% +13% +45%
Table 4.14: Percentage growths for each investment under each scenario
Transfer to
from I1 I2 I3 I4 I5 Withdrawal
I1 0 −2% −15.1% −1.9% −25% −1.5%
I2 −5% 0 −20.1% −5.4% −20% −5%
I3 −0.01% −0.51% 0 −0.41% −1.01% −0.01%
I4 −0.6% −1.1% −0.61% 0 −1.6% −0.6%
I5 −1% −1.5% −1.01% −1.4% 0 −1%
Table 4.15: Percentage of loss of funds (penalty cost) for transferring between each pair
of investment and withdrawal
Structure 3-stage 2× 2-stage Difference
Meta-scenario Remained fund Withdrawal Profit Remained fund Withdrawal Profit (3S-2S)
k(1) = S2
k(2) = S1 4 826 100 750 000 576 100 4 105 200 750 000 -144 750 720 850
k(2) = S2 4 826 100 750 000 576 100 4 105 200 750 000 -144 750 720 850
k(2) = S3 4 921 400 952 000 873 400 4 248 600 978 520 227 090 646 310
k(1) = S3
k(2) = S2 4 816 300 929 800 746 200 4 921 800 750 000 671 800 74 400
k(2) = S3 5 294 400 750 000 1 044 400 5 109 900 1 149 000 1 258 900 -214 500
k(2) = S4 4 994 400 1 000 000 994 400 5 461 800 1 000 000 1 461 800 -467 400
k(1) = S4
k(2) = S3 5 137 300 1 029 500 1 166 900 5 115 300 1 273 800 1 389 300 -222 400
k(2) = S4 5 406 400 1 250 000 1 656 400 5 526 300 1 250 000 1 776 300 -119 900
k(2) = S5 5 973 200 2 148 200 3 121 400 5 645 800 2 204 400 2 850 500 270 900
Total 1 409 110
Table 4.16: Results comparison between three-stage and 2× two-stage models
Here, we are using different importance weights for the first two-stage, and comparing the re-
sults in Table 4.17. The current set of importance weights is (1, 1, 1, 1, 1, 1). Table 4.17 compares
benefits that could be reached by utilising the three-stage model and two following two-stage
models, while different sets of importance weights are applied in the first two-stage model.
As seen in Table 4.17, by increasing the importance weight of scenario S2 or S3 at the first
two-stage model and implementing its initial solution that followed by the second two-stage
model (the importance weights of scenarios in the second stage had no change and remained at
their first values (1, 1, 1, 1, 1, 1)), then the differences between the solutions of the three-stage
model (which also has no changes in its importance weight) and these two following models
have decreased significantly (see columns 7-9 in Table 4.17). With these importance weights, the
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negative values of the profits (which are presented in the first two meta-scenarios in the eighth
column of Table4.16) have turned into the positive values. Furthermore, the total differences of
these profits and the profits of the three-stage model change into R − 18 340 and R − 1456200,
respectively. These amounts, especially the last one, can probably assure the DM that utilising
the two-stage moving horizon models with these importance weights is preferable to the three-
stage structure.
Nevertheless, reverse results are reached by applying the third importance weights. As
described in the fourth column of Table 4.17, less desirable values would be gained in this
problem, especially in the first three meta-scenarios. Therefore, increasing the priority of some
objectives in the first two-stage may help us obtain a more desirable initial solution and improve
the robustness of the two-stage moving horizon approach. However, this enhancement might
produce the worse solution, as explained earlier.
To sum up, as mentioned earlier, various combinations of weights may be needed in different
problems and we may not be able to apply a constant set of weights for all problems. Nonetheless,
the idea of utilising different weights/parameters can still useful and applicable in most processes.
Furthermore, in the next chapter, we will expand this idea to explain some interesting subjects
such as time preferences and differential weighing in multi-stage moving horizon models that
may help us obtain more desirable decisions.
Structure 2×2-S with different importance weights 3S Difference(3S-2S)
Meta-scenario (2, 1, 1, 1, 1, 1) (1, 2, 1, 1, 1, 1) (1, 1, 2, 1, 1, 1) (1, 1, 1, 1, 1, 1) 1 2 3
k(1) = S2
k(2) = S1 529 520 822 500 -551 900 576 100 46 580 -246 400 1 128 000
k(2) = S2 529 520 822 500 -551 900 576 100 46 580 -246 400 1 128 000
k(2) = S3 805 600 1 020 400 -279 030 873 400 67 800 -147 000 1 152 430
k(1) = S3
k(2) = S2 958 500 955 400 585 700 746 200 -212 300 -209 200 160 500
k(2) = S3 1 540 000 1 573 600 1 160 300 1 044 400 -495 600 -529 200 -115 900
k(2) = S4 1 714 500 1 745 400 1 375 700 994 400 -720 100 -751 000 -381 300
k(1) = S4
k(2) = S3 1 357 500 1 173 300 1 460 200 1 166 900 -190 600 -6 400 -293 300
k(2) = S4 1 513 800 1 540 700 1 856 100 1 656 400 142 600 115 700 -199 700
k(2) = S5 1 824 700 2 557 700 2 947 400 3 121 400 1 296 700 563 700 174 000
Total -18 340 -1 456 200 1 737 530
Table 4.17: Results comparison between three-stage and 2× two-stage models
4.7 Conclusion
In the previous chapter, we introduced a scenario-based two-stage structure for multi-criteria
decision making under deep uncertainty. The proposed two-stage framework reaps benefits from
the concept of meta-criteria to integrate performances under different scenarios. Scenarios are
utilised as a dimension of preference to avoid problems of evaluating probabilities under deep
uncertainty. Using scenarios as a tool for representing uncertainty in a problem can pave the
way for the DM to think, discuss, and plan for that uncertainty. The successful experience in
applying this scenario-based two-stage structure in dealing with deep uncertainty, by which we
get rid of the probabilities conditions and calculations, motivates us to extend the proposed two-
stage structure to longer period problems. Furthermore, in the proposed two-stage structure, we
are also capable of evaluating the consequences of the initial decision after the achievement of
every plausible scenario. Nevertheless, measuring the effects of the first decision after a longer
period, as well as the outcomes of the recourse decisions, need to be investigated in a longer
structure. On the other hand, to deal with the deep uncertainty in strategic planning problems,
as one of our first themes, more than two stages would be needed. In the two-stage structure, we
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are looking one step ahead, and postponing part of the decision, which leaves room for possible
adaptation after scenario realisation, if it is ever possible or optimum. However, real processes
always face an indefinite future in which scenarios are not independent events by stages and
continuously unfold. We have used some artificial stages to be able to discuss, think about, and
formulate the model in these problems. Therefore, the central question that is raised in this work
is: If we proposed to think of discrete stages, how many steps is it worth looking ahead? To begin
to answer this question, this chapter has introduced the three-stage scenario-based multi-criteria
decision-making structure as an extension of the proposed two-stage structure and compared it
with the two-stage moving horizon structure.
Philosophically, the proposed two-stage structure always plans and looks one step ahead
while the three-stage structure considers the conditions and consequences of two upcoming steps
in advance, which fits well with our primary objective. Ignoring long-term decisions consequences
and likely conditions could not be a robust strategic strategy. Therefore, generally, by utilising
the three-stage structure, we may expect a more robust/provident decision. It is shown that,
although the solution of the two-stage model provides us with the optimality under the uncer-
tain conditions of the first period, it may not be even feasible and recoverable under additional
uncertainties and circumstances of the new phase that would be appended in the three-stage
structure. However, the three-stage structure, by a more futuristic vision, may suggest a subop-
timal initial decision that could make feasible robust meta-decisions for each and every plausible
meta-scenario. This property automatically expands the concept of the dynamic-robust solutions
for the three-stage framework.
In comparing the two-stage versus the three-stage structure, the fundamental problem is the
comparability of the two methods because of the different time horizons, as the two-stage model
is ignorant of the third stage. Therefore, we need to compare these methods in the same period.
For this, the two-stage moving horizon approach was introduced in which another two-stage
model, starting at the end of the first stage, was iterated to cover the entire period of three
stages. In comparing the two-stage moving horizon model with the three-stage pattern, it was
shown that any feasible solution, and thus the optimal one, to the two-stage moving horizon
model, is a feasible solution to the three-stage structure. Also, since the three-stage model is
looking further ahead than the two-stage model in each stage, and the constraints in the three-
stage model are simultaneously satisfied, then the optimal solution of the three-stage model is
no worse than the optimal solution of the two-stage moving horizon model. So, with no doubt,
the three-stage model must find a better, or at least the same, goal achievement compared to
the two-stage model.
Obviously, the ability to model more uncertainty, produce more robust decisions and con-
sider the longer term consequences of the decisions are the main advantages of the three-stage
approach. However, more uncertain statements bring more complexity to the problem, since
the number of meta-scenarios is raised exponentially by considering more stages. Furthermore,
using an approach with more stages could lead to a model that is too complex and which is
computationally expensive and may not be solved simply. Therefore, we needed to indicate
whether the better performance using a three-stage model is significant enough to warrant the
added computation. A sensitivity analysis in an example showed that, despite all the excel-
lences mentioned above, the three-stage structure may not always be preferable compared to the
two successive two-stage models. Dynamic-robust decisions of the proposed three-stage model,
in some cases, may end up with an unsatisfactory solution, as a cost of robustness. Also, the
three-stage structure naturally puts more weights on the latter stages that may lead to some
undesirable solutions. In these circumstances, putting separate aspiration levels on initial stages
and the use of various weights may help the DM add more preferences into the model and obtain
a more preferred solution from the Pareto frontier. Nonetheless, the modified solutions may
still not be worth enough to warrant additional calculation, in some cases, caused by handling
more uncertainty in the three-stage structure. Therefore, the efficiency of the solutions of the
three-stage model needs to be considered. More discussions will be presented for this issue in
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the next chapter.
Finally, in the last section of the current chapter, we described that some variations in the
priority of certain objectives in the first two-stage can help us obtain a more desirable initial
solution and improve the robustness of the two-stage moving horizon approach. However, these
alternations might be ad hoc (i.e. various combinations of weights may be needed in different
problems). Nonetheless, the idea of utilising different weights/parameters can still useful and
applicable in most processes.
To sum up, the scenario-based three-stage structure provides us with dynamic-robust deci-
sions in dealing with deep uncertainty in MCDM problems with a three-stage planning horizon.
These decisions are more robust than the solutions of the two-stage moving horizon models and,
certainly, must find better goal achievement/Min-Max deviation by looking further ahead than
the 2 × two-stage models. Nevertheless, the differences between the results of these two ap-
proaches would vary in different problems, and the efficiency of the three-stage approach should
be considered in any problem. It is also possible to boost the robustness of the initial decisions
provided by the two-stage moving horizon model in cases when the application of the three-stage
model is not efficient and/or the solutions of the rolling two-stage models are not robust enough
to cover all plausible meta-scenarios or satisfy the DM’s goals.
Therefore, looking further ahead can help us improve the robustness but it may have some
costs such as expensive computation or unfavourable solutions. Accordingly, the DM is the one
who must choose the preferred approach by considering the cost of robustness, depending on
his/her needs and priorities. Thus, the cost of robustness in a three-stage structure and the
differences of results that can be reached by utilising this structure, in comparison to the two-
stage moving horizon approach, should be considered in advance. Thereafter, the DM can make
his/her preferred decision in terms of which model he/she wants to apply to solve the problem.
The successful experience of dealing with deep uncertainty in the two- and three-stage models
motivated us to extend these structures to problems with a longer planning horizon. However, the
high level of complexity and expensive computation may prevent us from applying four- or five-
stage models. Even if we are able to apply the proposed methodology to problems with more than
three stages, the resultant solutions might not be efficient. Nevertheless, according to the positive
results from rolling the two-stage model in a three-stage horizon in this chapter, utilising the
moving horizon models seems more reasonable in long-term decision-making problems. Therefore,
the next chapter will introduce, examine, and compare the two- and three-stage moving horizon
models in a T-stage planning window. Moreover, as we saw in the last parts of this chapter, some
variations in the first stage parameters, in both approaches, may enhance the robustness in the
moving horizon models or generate a more preferred Pareto-optimal solution in the three-stage
model. This idea will be expanded in the next chapter to express some interesting subjects such
as time preferences and differential weighing in multi-stage moving horizon models that may help
us obtain more desirable decisions. More comparison of these two methods in longer horizons
will be made, by a simulation study, and some other issues, such as the effects of horizon length
in moving horizon models, will also be investigated.
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4.8 Appendix
4.8.1 Proof of Theorem 4.4.1
Theorem 4.4.1. Any feasible solution (and hence the optimal one) of the two-stage moving
horizon model (models 3.2 and 4.7) in a three-stage planning window is a feasible solution for
the corresponding three-stage model (model 4.2) and vice versa (i.e. the two-stage moving
horizon model is feasible iff the three-stage model is feasible).
Proof. Let us, for simplicity, consider the vector form of the models. Model 4.17 utilise for the
first two-stage model and getting the initial solution(x0). The vector form of the model 4.7 as
the second two-stage model providing us with the recourse solutions can be rewritten as follows:





























0∗, k(2) = 1, ..., p(2),
x1k(1),x
2
k(1)k(2) ≥ 0, k(2) = 1, ..., p(2).
(4.13)
Also, the vector form of the three-stage model (4.2) is set down as the following:




k(1) k(1) = 1, ..., p(1);














k(1)k(2); k(2) = 1, ..., p(2);
















k(1)k(2), (∗ ∗ ∗) k(1) = 1, ..., p(1);
k(2) = 1, ..., p(2);
x0,x1k(1),x
2
k(1)k(2) ≥ 0, k(1) = 1, ..., p(1);
k(2) = 1, ..., p(2).
(4.14)
⇒) Now, due to the assumption, suppose that the two-stage moving horizon model is feasible,





and X, are, respectively, the vectors of feasible solutions for the first(4.17) and the second(4.13)
two-stage models. Therefore, X = (x0,x1k(1),x
2
k(1)k(2)) is a vector of feasible solutions for the
two-stage moving horizon model that satisfies its constraints, then, we have
(1) x0,x1k(1),x
2
k(1) ≥ 0, ∀k(1), k(2);
(2) A0x0 ≤ b0,⇒ (∗) is satisfied.
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(3) ∀k(1), A1k(1)x
1







k(1) ≤ b1k(1) ⇒ (∗∗), is satisfied.

















k(1)k(2) ≤ b2k(1)k(2) ⇒ (∗ ∗ ∗), is satisfied. Thus,
X is a feasible solution for the three-stage model.
⇐) Suppose that the 3-stage model is feasible, then,
∀k = k(1) ∈ S1, and ∀k(2) ∈ S2, ∃X ′ = (x̂0, x̂1k(1), x̂
2
k(1)k(2)), subject to:
(i) x̂0, x̂1k(1), x̂
2
k(1)k(2) ≥ 0, ∀k(1), k(2);

















(i), (ii), and (iii), satisfy the constraints of the first two-stage model in 4.17, while (i), (iii),
and (iv), convince the limitations of the model 4.13. Therefore, the two-stage moving horizon
model is feasible, and the proof is complete.
102 4.8. Appendix

















































i7k(1) ≥ 0. i = 1, ..., 5; j = 1, ..., 5;∀k(1);
(4.15)
4.8.3 Two-stage GP model for example 4.5.1





s.t. δnk(1) − φ ≤ 0, n = 1, 2, k(1) ∈ K1;






























i7k(1) ≥ 0. i = 1, ..., 5; j = 1, ..., 5;∀k(1);
φ, δnk(1) free of sign. ∀n, k(1).
(4.16)
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4.8.4 Two-stage model




k); k = 1, ..., p;




k ≤ b1k, k = 1, ..., p;
x0,x1k ≥ 0. k = 1, ..., p.
(4.17)
4.8.5 Three-stage GP model for example 4.5.1







s.t. δnk(1)k(2) − φ ≤ 0, n = 1, 2,∀k(1), k(2);













































i7k(1)k(2) ≥ 0. i = 1, ..., 5; j = 1, ..., 6;
∀k(1), k(2).
φ, δnk(1)k(2) free of sign. ∀n, k(1), k(2).
(4.18)
4.8.6 Notations for example 4.5.1
Notation
I; I = 1, 2, 3, 4, 5 : Set of investment options.
Decision variables (stage ‘0’)
x0ij ∈ < : Amount of fund transferring from investment option i ∈ I to
investment option j ∈ I in stage ‘0’.
x0i6 ∈ < : Amount of fund withdrawing from investment option i ∈ I to
consumption expenditure in stage ‘0’.
Decision variables (stage ‘1’)
2-stage model
x1i6k(1) ∈ < : Amount of fund withdrawing from investment option i ∈ I
if scenario Sk(1) revealed (Sk(1) ∈ S2, S3, S4).
x1i7k(1) ∈ < : Amount of fund available in investment option i ∈ I
if scenario Sk(1) revealed (Sk(1) ∈ S2, S3, S4).
3-stage model
x1ijk(1) ∈ < : Amount of fund transferring from investment option i ∈ I to
investment option j ∈ I in stage ‘1’,
if state Sk(1) revealed (Sk(1) ∈ S2, S3, S4).
Decision variables (stage ‘2’)
x2i6k(1)k(2) ∈ < : Amount of fund withdrawing from investment option i ∈ I
if meta-scenario Sk(1)k(2) revealed (Sk(1)k(2) ∈ S1, S2, S3, S4, S5).
x2i7k(1)k(2) ∈ < : Amount of fund available in investment option i ∈ I
if meta-scenario Sk(1)k(2) revealed (Sk(1)k(2) ∈ S1, S2, S3, S4, S5).
Parameters
cjk(1): The percentage of the growth of investment option j ∈ I,
if state Sk(1) revealed (Sk(1) ∈ S2, S3, S4).
cjk(1)k(2): The percentage of the growth of investment option j ∈ I
if meta-scenario Sk(1)k(2) revealed (Sk(1)k(2) ∈ S1, S2, S3, S4, S5).
pij : Percentage of loss of funds (penalty cost) for transferring
between each pair of investment(i, j).
pi6: Percentage of loss of funds (penalty cost) for withdrawal money
from investment i ∈ I.
b0i : Available funds in investment options i ∈ I.
b06: Minimum required fund to withdrawal at stage ‘0’.
b16k(1): Minimum required fund to withdrawal at stage ‘1’.
if state Sk(1) revealed (Sk(1) ∈ S2, S3, S4).
b16k(1)k(2): Minimum required fund to withdrawal at stage ‘1’.
if meta-scenario Sk(1)k(2) revealed (Sk(1)k(2) ∈ S1, S2, S3, S4, S5).
gnk(1) ∈ <, : Goal n in scenario k(1) in 2-stage model.
δnk(1) ∈ <, : Deviations from the goal n in scenario k(1) in 2-stage model.
gnk(1)k(2) ∈ <, : Goal n in meta-scenario k(1)k(2) in 3-stage model.
δnk(1)k(2) ∈ <, : Deviations from the goal n in meta-scenario k(1)k(2) in 3-stage model.
Table 4.18: Variables notation
Chapter 5
A Simulation-Optimisation Study
on Moving Horizon Structure
under Deep Uncertainty
5.1 Introduction
Indefinite real world problems need an indeterminate planning horizon and infinite horizon mod-
els. However, handling this level of uncertainty is almost impossible with the current technologies
and knowledge. Therefore, we have to limit the endless real horizon into a restricted perspective,
then rolling this bounded horizon may help us portray that infinite horizon problem as we move
ahead into the future. Integrating the proposed structures, moving horizon models, and deep
uncertainty seem to be perfectly matched with this concept. Meta-scenarios and stages fit well
in this case as well as the concept of deep uncertainty that naturally exists in the long-term
horizons. Also, the successful results from rolling the two-stage model in a three-stage horizon
in the previous chapter boost our motivation to extend these concepts to the long-term planning
horizon problems. Moreover, identifying plausible meta-scenarios and their conditions for twenty,
ten, or even five stages, is not simply possible and some surprises may arise over the extended
period and affect the future. The application of moving horizon models gives us an opportunity
to make modifications during the planning horizon if new information brings some unexpected
surprises that were not considered in advance. This adaptability will be useful and meaningful
for long-term strategic decision-making problems in our fast growing world. For example, imag-
ine one is running a company in which he/she uses a technology to produce some products. In
the event of the emergence of a new technology that suddenly takes control of the market, this
company would need to develop the current technology immediately, redesign the planning and
determine new scenarios and their conditions so all these modifications can perform simply in
the proposed structure. This feature (versatility of the proposed approach) increases our moti-
vation to extend the proposed structures to these kinds of problems. However, the important
question concerns the most valuable length of the decision-making process (two or three stages)
for a long-term moving horizon structure in practice (i.e. how many stages should we look ahead
at each stage? ).
As discussed in the previous chapter, we used some artificial stages to delineate the planning
horizon into different periods that were separated by the time of various scenario realisations
in which we will get new knowledge by unfolding an unknown scenario. In the proposed two-
stage structure we always plan for the next stage, while the three-stage structure looks two steps
ahead. The previous chapter also indicated the fact that, although the solution of the two-stage
model provides us with the optimality under the uncertain conditions of the first period, it
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may not be even feasible and recoverable under additional uncertainties and circumstances of
the new phase that would be appended in the three-stage structure. However, the three-stage
structure, by a more futuristic vision, may suggest a suboptimal initial decision that could make
feasible robust meta-decisions for each and every plausible meta-scenario. This property extends
the dynamic-robust solution concept for the three-stage framework that naturally existed in the
proposed two-stage structure. Thus, the three-stage model provides us with a more robust initial
decision than the two-stage approach. Of course, this robust decision may not be optimal in the
first stage, but the full dynamic-robust meta-decisions will be both feasible and optimal to the
three-stage model. Furthermore, it was shown that the optimal solution to the two-stage moving
horizon model is a feasible solution to the three-stage model. Therefore, applying the solutions of
the three-stage model must give rise to better, or at least the same, goal achievement (Min-Max
deviation from the goals on GP) than the other decisions.
All the above advantages of the three-stage structure confirm the superiority of utilising this
approach. However, sensitivity analysis and more comparison between these patterns in a three-
stage horizon in the previous chapter described that, despite some advantages of the three-stage
structure, in some cases, it may not be preferable compared to the two successive two-stage
models. Moreover, it was shown in the previous chapter that there is a fundamental problem of
comparability between the two methods because of the different time horizons. This is because
the solution to the three-stage structure, by nature, has a robust orientation that manifests
itself by choosing a sub-optimal initial solution and postpones some parts of the decision until
after the scenario realisation steps in the distant future. This property has no place in the two-
stage moving horizon models that are ignorant of the third stage conditions. This difference
is an issue of future flows of objective function performance. Therefore, we need to compare
these methods in the same period for which the two-stage moving horizon model has been
introduced. The three-stage model naturally puts more weights on the posterior targets as the
model considers all consequences of the initial decisions on the latter stages. Also, this model
tries to satisfy all following limitations under all scenarios as well as the conditions of the next
stage, especially when no specific condition has been considered for the first and/or intermediate
stages. However, as demonstrated briefly in Chapter 3, appending some additional objectives
that act as the particular preferences of the first stage concerning all meta-criteria, and the use
of various weights for different stages, may help the DM obtain a more preferred solution from
the Pareto frontier and makes the two and three-stage approaches more directly comparable.
These issues motivated us to introduce modelling of time preferences in multi-stage problems in
the current chapter.
On the other hand, adding more stages would exponentially increase the size of the model,
and this would be a major limitation. In practice, for real world applications with multiple
uncertain parameters, even modelling a problem with three stages would be too complex and
solving that model, if ever possible, is computationally expensive. Therefore, considering more
than four or five stages in real problems may not be practical.
5.1.1 Chapter Motivations Summary
According to the above discussion, the main motivations for extending our proposed structure
to the moving horizon models in the current chapter can be summarised as follows:
1 The main motivation was dealing with deep uncertainty in multi-criteria decision analytic
models/multi-objective optimisation in long-term strategic planning problems. Introduc-
ing the two-stage model and extending it to three-stage (multi-stage) successfully led us
to handle deep uncertainty in MCDM problems with a short-term (two and three stages)
planning horizon. However, we still need to conclude how many stages we should consider
in advance in an infinite horizon.
2 Dynamic-robust solutions are adaptable (i.e. they look some steps ahead, postpone part
of the decision and leave room for possible adaptation later after scenario realisation) and
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seem remarkably attractive and meaningful in this concept and may satisfy the DM.
3 The proposed scenario-based framework works naturally with the moving horizons models,
because there is no need to find a common feasible initial solution that works for all
scenarios. It is sufficient for the solution to be good enough as a starting point and have
a feasible union with the recourse decisions in every plausible scenario.
4 Drawing a horizon that is too long would not be an exact plan, as nothing in nature is
predictable, and we are always surprised by new events. Therefore, beyond the expen-
sive computation in a multi-stage structure for more than three stages, defining plausible
scenarios for far stages is not logical nor even possible. However, identifying plausible sce-
narios for the next two stages (near future) is much easier and acceptable. These are also
entirely matched with the dynamic nature of the proposed frameworks which motivated
us to extend the concept to a moving horizon structure.
5 The difference between the solutions to the two and three-stage structure is an issue
of future flows of objective function performances, and time plays an important role in
these kinds of problems. Applying time preferences in multi-stage problems would be an
interesting idea to explore.
Therefore, in this chapter, we will extend and compare the two proposed models to investigate
the length of horizon needed in a moving horizon structure for an unlimited horizon. We also
consider the following questions:
• How many scenarios can be handled by the proposed structures?
• In examining the effect of horizon length in moving horizon models, can we draw conclu-
sions as to the optimum length of the planning horizon to use in practice?
Then, suppose that T (T ∈ N, T ≥ 3) is the number of stages that construct the whole period
of study or planning horizon. Two algorithms, based on the proposed two-stage and three-stage
models will be used to form the moving horizon models and their results can be compared. The
question, still, is: “ How many stages, one or two, should we look ahead in a moving horizon
structure?”.
To understand this, we need to analyse a vast majority of decisions generated by various
models under different conditions that, even for five or six stages, requires hundreds and thou-
sands of multi-objective comparisons that are not easily conceivable, if ever possible. This issue,
that will be explained later (section 5.2.3), motivated us to conduct a Simulation-Optimisation
study to be able to evaluate, compare and analyse these methods for problems with a T-stage
planning horizon.
In this simulation study, we will attempt to answer the following questions:
• How do we generate random scenarios for the simulation?
• How do we compare the results of the simulations?
• How many simulations need to be run?
• How large should the length of horizon be?
Structuring of the moving horizon models in a T-stage planning window, as well as their
mathematical formulations, have been fully described and compared in Section 5.2. Modelling
of time preferences in multi-objective multi-stage models has been introduced in Section 5.3.
Section 5.4 is dedicated to introducing a simulation optimisation approach and two algorithms
that can help us carry out our study and compare the proposed moving horizon structures in
a T-stage planning horizon. In Section 5.5, these concepts and structures will be illustrated in
detail through a simple but non-trivial problem (sequential investments) in which the proposed
structures and algorithms are applied and the results are compared and interpreted. In Section
5.6, the length of the planning horizon and its effects on the solutions to the proposed frameworks
will be examined and this will be followed by the conclusion in 5.7.
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5.2 Moving horizon models in a T-stage planning window
In a T-stage decision-making structure, the decision process is divided into T stages, from X0
to X(T−1), during the time horizon. Horizons are arbitrarily chosen depending on the problem
as real processes are continuous, and by the time horizon, we try to structure and model a
specific part of an infinite future. Stages and time horizons can help us talk, think about, and
formulate the model. Real problems are continuous, and scenarios are unfolding continuously.
Also, the stages are utilised to distinguish separate periods of the decision-making process and
scenario realisation, viz. the time that some uncertain states of the problem are unfolded and the
consequences of our previous decisions manifest themselves. In other words, each stage points
out to an artificial time when the uncertain states are expected to be recognised. In fact, by this
time, the DM will have received enough information about some previously unknown states and
the outcomes of the prior decision(s). Then, the recourse action can be implemented to recover
from the prior decisions, while the next states are still unknown.
Consider a decision-making problem with a T-stage planning horizon including T stages of
decision-making and T-1 steps of scenario realisation, as shown at the top of Figure 5.1. Suppose
that x0, x1, ..., and xT−1 present the decision vectors related to each stage, respectively. S(k1),
S(k2), ..., and S(kT−1) indicate the scenario spaces regarding the first, second, and (T − 1)th
steps of scenario revelation, respectively. In a one-step moving horizon model we always plan
as if it is a two-stage horizon, while the two-step moving horizon model acts as a three-stage
model. Note that in both structures, at each stage only the first initial decision is implemented
after running the model (red dashed circles, in Figure 5.1, demonstrate the decisions that will
be implemented), except the last series in which we reach the end of the planning horizon and
all decisions will be executed.








X0 Sk(1) X1 Sk(2) X2
X1 Sk(2) X2 Sk(3) X3
...
XT−4 Sk(T−3) XT−3 Sk(T−2) XT−2
XT−3 Sk(T−2) XT−2 Sk(T−1) XT−1
Figure 5.1: Rolling T−1 consecutive two-stage and T-2 following three-stage in a T-stage
horizon
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Definition 5.2.1. Meta-decision: In a T-stage structure, a “meta-decision”, shown by X =
(x0,x1k(1), ...,x
T−1
k(1)k(2)...k(T−1)), including a chain of some consecutive decisions which are made
in different stages of the decision-making process regarding each meta-criterion. In other words,
meta-decisions contain the initial decision and (T − 1) more consecutive decisions concerning all
performance measures.
Definition 5.2.2. Meta-scenario: The term “meta-scenario” in a T-stage planning window
describes a plausible combination of scenarios in all (T − 1) scenario realisation stages (it may
be shown by paths in a scenario tree).
Each scenario includes the realisation of scenario k(1) in stage ‘1’, the revelation of scenario
k(2) in stage ‘2’, ..., scenario k(T − 1) unfolding in the last stage((T − 1)). Depending on the
number of plausible scenarios in each stage, the total number of possible combinations would be
equal or less than p(1)×p(2)× ...×p(T −1), where p(1), p(2), ..., and p(T −1) are the maximum
numbers of plausible scenarios in each relevant stage.
Furthermore, similar to the three-stage framework, in a T-stage structure, each meta-decision
is related to a meta-scenario for which an evaluation needs to be done to find out how well a meta-
decision performs regarding each criterion under conditions of each meta-scenario. This means
that each meta-criterion, in a T-stage structure, represents preferences in terms of a criterion
under conditions relating to a meta-scenario. Therefore, “meta-criterion” here is defined as
the combination of each criterion and meta-scenario in which the number of all meta-criteria is
equal to m× p (m and p describe, respectively, the total number of criteria and meta-scenarios).
Furthermore, in a scenario-based moving horizon multi-criteria decision-making framework under
deep uncertainty, meta-scenarios (as a component of the meta-criteria) express a true dimension
of preferences and are utilised to avoid problems of assessing and using probabilities under deep
uncertainty.
5.2.1 Rolling two-stage structure
A two-stage moving horizon model in a three-stage planning window has been fully described in
the previous chapter. Therefore, for a T-stage horizon, a two-stage model can be simply iterated
until we reach the end of the planning horizon. This means that, at first, the proposed two-stage
model (model 3.2) is used to obtain the first stage decisions (x0), that could be immediately
implemented. Then, we need to wait and see which scenario from S(k1) will unfold. After
recognising the uncertain states in the first stage, another two-stage model (model 4.7) starting
at the second stage is applied to reach the decisions (x1) that must be executed in the second
stage. This process is iterated continuously until the two-stage model starting at the (T-2)-th
stage runs and generates the last two decisions (xT−2 and xT−1), i.e. (T − 1)× two− stage.
It is worth remembering at this point that the recourse decisions provided by the intermediate
two-stage models are not implemented, and they may be used as an approximation that will
substitute with the initial decisions gained from the next two-stage model applied after the first
scenario realisation of the current model. In other words, after applying the next two-stage model
(while the current stage is moved one step ahead), the recourse decisions of the first model are
substituted with the initial decisions of the second two-stage model. The last run would be
slightly different because, in this stage, we may implement both initial and recourse decisions
of the last model.This movement can help us to adapt the decision continuously with the new
plausible scenarios in the next stages.
5.2.1.1 Mathematical formulations
The formulation of the first two-stage model is similar to the original two-stage model(model
3.2)1). The second two-stage model, corresponding to scenario k(1), is also formulated in 4.7.
1Note that k in model 3.2 corresponds to k1 in model 4.7.
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The following two-stage models can also be formulated, similar to the second one, by eliminating
the previous stages’ variables from the objective functions and their related constraints, as well as
by moving of the identified variables (by all previous two-stage models) from the left to the right
side of some constraints. Generally, the Lth(L = 2, ..., (T − 1)) two-stage model, corresponding




































rk(1)..k(L), r = 1, ..., Rl;





jk(1)..k(l) ≥ 0. j = 1, ..., n;
k(l) = 1, ..., p(l);



























































ijk(1)..k(L−1) explains initial goals and conse-
quences of the previous decisions if meta-scenario k(1)k(2)..k(L− 1) is revealed.
Zik(L) describes the i
th linear meta-criterion/objective function representing preferences regard-
ing criterion i under conditions pertaining to scenario k(L), and includes some initial goals and
consequences of the previous decisions if meta-scenario k(1)k(2)..k(L− 1) is revealed, before any






jk(1)..k(L−1)), and the recourse decisions for







By determining m×p(L−1) aspiration levels for the (L−1)th stage and solving the equivalent
Generalised GP model, as performed in the previous chapters, the solutions to the Lth two-stage
model(XL−1andXL) can be reached. Therefore, rolling the T − 1 two-stage model in a T-stage
horizon provides us with a set of decisions for the two-stage moving horizon model.
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Definition 5.2.3. (Feasible solutions to the two-stage moving horizon model).
Vector X = (x0〈1〉,x1〈2〉k(1),x
2〈3〉







is feasible for a two-stage moving horizon model in the T-stage planning window if it
simultaneously satisfies the constrains in all (T − 1 ) consecutive two-stage models(5.1), also,









X〈1〉,X〈2〉, · · · , and X〈T−1〉 are, respectively, feasible for the first, second, ..., (T−1)-th two-stage
models.
5.2.2 Rolling three-stage structure
Consider, again, the decision-making problem with a T-stage planning horizon described in
Figure 5.1. As shown at the bottom of this figure, in a three-stage moving horizon model in a
T-stage planning window, firstly, the proposed three-stage model (model 4.2) is used to obtain
the first stage decisions (x0), which could be immediately executed. Then, we need to wait and
see which scenario from S(k1) will unfold. After that, another three-stage model starting at the
second stage is applied to reach the second group of decisions (x1) that must be implemented
at the second stage. This process is iterated continuously until the three-stage model, starting
at the (T-3)-th stage, runs and produces the last three decisions(xT−3, xT−2 and xT−1), i.e.
(T −2)×three-stage models rolling continuously over the planning horizon. Therefore, except for
the last run, we always implement the initial decisions in each iteration while looking two steps
ahead and evaluate the consequences of these early decisions on different plausible scenarios of
the two next stages. However, the recourse decisions of the models in intermediate iterations
are not executed. They play their role as an approximation that will substitute with the initial
decisions obtained from the next following three-stage models applied after the first scenario
realisation of the current model. This movement can help us to adapt the decision continuously
with the new plausible scenarios in the next stages.
5.2.2.1 Mathematical formulation
The formulation of the first three-stage model is equivalent to the original three-stage model
(model 4.2). The following three-stage models are also formulated similarly to the two-stage
moving horizon models. In these models, variables of the previous stages are eliminated from the
objective functions and their related constraints. Also, the values for some variables are solved
by the previous three-stage models. Therefore, these values now need to be substituted into
the model. These variables are then transferred to the right side of the constraints as constant
numbers. Generally, the Lth(L = 2, ..., (T −2)) three-stage model, which corresponds to scenario
k(L), can be formulated as follows:







jk(1)..k(L−2) i1 = 1, ...,m1;















































jk(1)..k(L−1) k(l) = 1, ..., p(l);
l = 1, ..., (T − 1);











jk(1)..k(L−1) k(l) = 1, ..., p(l);














jk(1)..k(L) ≥ 0. j = 1, ..., n;
k(l) = 1, ..., p(l);





































































describe the constraints relating to the (L− 2)th, (L− 1)th, and the Lth stages, respectively.
Zi1k(L−1) represent the exclusive preferences of the (L − 1)th stage regarding criterion i1 un-
















goals, consequences of the prior decisions under conditions of meta-scenario k(1)k(2)..k(L − 1)
in stage ‘(L− 1)’, and meta-scenario k(1)k(2)..k(L) in stage ‘L’.













ijk(1)..k(L−2) presents outcomes in stage ‘(L−1)’,
and consequences of the recourse decisions at this stage, under conditions of meta-scenario
k(1)k(2)..k(L− 1).
Zik(1)..k(L) demonstrate the i
th linear meta-criterion/objective function indicating preferences
concerning criterion i under conditions pertaining to meta-scenario k(1)k(2)..k(L).
If m × p(L − 1) × p(L − 2) aspiration levels are identified (by the DM) for the Lth stage,
by solving the equivalent Generalised GP model the solutions to the Lth three-stage model
(XL−2,XL−1, andXL) will be obtained. Therefore, a set of decisions for the three-stage moving
horizon model can be reached by rolling the T − 2 three-stage model in a T-stage planning
horizon.
Definition 5.2.4. (Feasible solutions to the three-stage moving horizon model).
Vector X = (x0〈1〉,x1〈2〉k(1),x
2〈3〉







is feasible for a three-stage moving horizon model in the T-stage planning window if it
simultaneously satisfies the constrains in all (T − 2 ) consecutive three-stage models(5.2). Also,















X〈1〉,X〈2〉, · · · , and X〈T−2〉 are, respectively, feasible for the first, second, ..., (T − 2)-th three-
stage models.
5.2.3 Comparing the rolling two-stage pattern with the three-stage
framework in a moving horizon structure
he previous sections introduced and formulated the rolling two- and the three-stage moving hori-
zon in a longer planning window. These models can help us reach our primary aim of dealing with
deep uncertainty in long-term strategic planning problems. However, the important question,
which we will attempt to answer in the current chapter, concerns the most valuable length of the
decision-making process(two or three stages) for a long-term moving horizon structure in practice
(i.e. how many stages should be look ahead at each stage? ). In this section, and throughout the
rest of the chapter, these structures and their concepts, solutions, and formulations are evaluated
and compared to investigate and highlight their advantages and disadvantages.
Lemma 5.2.1. Any feasible solution (and hence the optimal one) of any pair of two successive
two-stage models (model 5.1) is a feasible solution for the corresponding three-stage model (model
5.2) and vice versa (i.e. the two-stage moving horizon model is feasible iff the three-stage model
is feasible).
Proof. The proof of this theorem will be simply concluded by replacing any three successive
stages (e.g. replace stages 0, 1, and 2 by (L − 2), (L − 1), and L) and the related patterns in
proof of Theorem 4.4.1 in 4.8.1.
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Theorem 5.2.2. Any feasible (and hence the optimal) solution to the two-stage moving horizon
model in a T-stage(T ∈ N, T ≥ 3) horizon is a feasible solution for the corresponding three-stage
moving horizon model.
Proof. The proof will be simply concluded by using the principle of mathematical induction.
The theorem 4.4.1 states that the above statement is true for T=3. Then, we can assume that
the statement is true for (T-1)-stage horizon. Therefore, by utilising the induction assumption,
and applying the Lemma 5.2.1 for the two last stages (i.e. for (T-1)-th and T-th stages), clearly,
the statement is true for the T-stage horizon.
Corollary 5.2.2.1. The optimal solution to the three-stage moving horizon model in a problem
with T-stage planning window is not dominated by any solution of the corresponding two-stage
moving horizon model.
Proof. The proof is directly concluded from Theorem 5.2.2.
The three-stage model is looking further ahead than the two-stage model in each stage, and
the constraints in the three-stage model, including all the limitations of the corresponding two-
stage model, are simultaneously satisfied. Furthermore, the above corollary confirms that the
optimal solution to the three-stage moving horizon model is not dominated by any solutions of
the other model. So, with no doubt, it must find a better, or at least the same, goal achievement
compared to the two-stage moving horizon model. Also, it was indicated in the previous chapter
that the three-stage structure provides more robust solutions than the two-stage pattern, because
the three-stage structure considers the consequences of the decisions of the initial stages and the
conditions of different meta-scenarios with a longer future vision. Accordingly, the three-stage
moving horizon model evaluates and compares the optimal solution of the corresponding two-
stage moving horizon model to the other feasible solutions. Then, if it selects anything else,
it must either be better in goal achievement or be robust in some future scenarios, or have a
combination of both these features.
To sum up, the superiority of the three-stage moving horizon model has been proven. How-
ever, as discussed in the previous chapter, the cost of these supremacies must be considered
(as it may lead us to a computationally expensive problem), and the efficiency of applying this
structure still needs to be proved.
It must be mentioned at this point that, for the analysis of all plausible meta-scenarios and
comparison of the solutions to these two moving horizon models in a T-stage planning window,
too many models would need to be run. In fact, after the performance of the first stage in the
first model which generates the initial decisions, we would need to run pt different models for
each scenario at each subsequent stage, where pt is the total number of plausible scenarios in
that stage (stage‘t’,t = 0, .., (T −1)). Therefore, the total number of two- and three-stage models
that needs to be run in a T-stage problem (present by p) can be calculated as follows:
p〈2−stage〉 = 1 + p1 + p1 × p2 + p1 × p2 × p3 + · · ·+ p1 × p2 × ...× pT−1.
p〈3−stage〉 = 1 + p1 + p1 × p2 + p1 × p2 × p3 + · · ·+ p1 × p2 × ...× pT−2.
If we assume that pt for all scenarios in all stages are the same and equal to ρ, then the total
number of models that need to be run to cover all plausible scenarios in the whole period can be
computed by the following geometric series:
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Accordingly, for instance, if pt = ρ = 3 for all scenarios in all stages in a problem with























= 29 524 two-stage models (for three-stage










= 9 841, respectively).
Therefore, carrying an analysis of the solutions of these numbers of models, even for five or
six stages, requires hundreds and thousands of multi-objective comparisons that are not easily
conceivable, if ever possible. This issue motivated us to perform a simulation study to evaluate,
compare and analyse these methods for problems with a T-stage planning horizon. Section 5.4 is
dedicated to introducing a simulation optimisation approach that can help us compare the two-
and three-stage moving horizon models structures in a T-stage planning window. However, before
that, we need to discuss the comparability between the proposed two- and three-stage moving
horizon models with different planning windows. Thus, let us first talk about this problem and
present a solution. This issue will be solved by identifying some proper weights in the equivalence
Goal Programming models that lead us to introduce the “time preferences” in multi-objective
multi-stage problems in the next section.
5.3 Modelling of Time Preferences in Multi-Objective Multi-
stage Models
As mentioned in the previous chapter, there is a fundamental problem of comparability between
the two methods because of the different time horizons. In turn, these different time horizons
emerge because the two-stage model is ignorant of the third stage. This difference is an issue of
future flows of objective function performance. Therefore, we need to compare these methods
in the same period. To reach this purpose the two-stage moving horizon models have been
introduced. Accordingly, as an extension of the two-stage moving horizon models, the two- and
three-stage moving horizon models in a T-stage planning window have been proposed in this
chapter. The main purpose of this chapter is to compare these two methods and provide some
visual signs of the superiority of them. Thus, a meaningful comparison is necessary.
Moreover, it was shown in the previous chapter that the three-stage model naturally puts
more weights on the posterior targets because it considers all consequences of the initial decisions
on the latter stages. Also, the three-stage model tries to satisfy all following limitations under
all scenarios as well as the conditions of the next stage, especially when no specific condition has
been considered for the first and/or intermediate stages. On the other hand, the solutions to the
three-stage structure, by nature, have a robust orientation that manifests themselves by choosing
a sub-optimal initial solution and postponing some parts of the decision until after scenario
realisation steps in the distant future. This property has no place in the two-stage moving
horizon models that is ignorant of the third stage conditions. However, as demonstrated briefly
in Chapter 3, some variations in importance weights, and of the equivalent Goal Programming
models, can help us make the two and three-stage approaches more directly comparable. These
issues motivated us to investigate the “modelling of time preferences in multi-stage problems” in
this section.
Note that the terms “time preferences” or “time discounting” have a different meaning and
definition in economics and psychology. Here, the term “time preferences” is utilised to classify
the relative importance of the stages and the activities that related to them.
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As frequently mentioned before, the Generalised Goal Programming approach has been
utilised in this study to solve the multi-objective problems. Determining the aspiration lev-
els is the first order of the DM’s preferences in GP approaches, while identifying the importance
weights is the second order. In fact, in generalised GP, the DM’s preferences are largely modelled
by choice of goals. The weights are primarily to achieve a comparative scaling on each objective.
In other words, as the importance of a criterion (or meta-criterion in our definitions) is displayed
greatly by the goals which are identified by the DM, while the weight parameters (in GP) play a
different role as the target values. Nevertheless, as an effect, a re-scaling of the objective values
is presented by the weights to certify suitable levels of the trade-off between objective functions
in the presence of the goals.
We suggest the use of importance weights to make the two and three-stage solutions com-
parable. This will be done by assigning various weights for different activities in some specific
stages(time) and these weights will represent the priority of the stages (some specific time during
the planning horizon) for the DM in multi-stage decision making. To reach this purpose, two
ways of weighting as “differential weighting” and “discounting weights” will be introduced in the
following sections.
5.3.1 Differential Weighting
As mentioned above, the three-stage model has a natural tendency to put more weights on future
events and tries to satisfy them as much as possible. However, as discussed in the previous
chapter, adding some particular constraints for the first and middle stages can help to balance
the solutions and obtain more reasonable decisions for the three-stage structure. Furthermore,
in a complex multi-criteria problem with an infinite planning horizon under deep uncertainty,
while the future parameters are changing and updating continuously, putting more weights on
the unknown future and concentrating on satisfying all the expectations, does not seem to be a
robust strategy. Therefore, it would be more meaningful if more weights are applied on the first
stage of the three-stage structure than the second and the third stages. This weighting could
lead the model to generate balanced solutions whilst also applying the DM’s time preferences in
the presence of the preferred goals.
On the other hand, the two-stage framework does not consider the third stage’s conditions at
all and this would lead us to some dis-satisfactory or even infeasible solutions in the next stages.
This shortcoming, as discussed in Chapter 3, can improve when some weights are applied to this
model which would help to produce more robust initial decisions than the equal weighting. These
weights would also make much more sense if more weights are applied on the outcomes of the
model in the second stage. This weighting can present the fact that the outcomes of the second
stage in a two-stage moving horizon structure are a substitute for all the future returns rather
than a single stage, although it may, in some cases, need separate definitions of the objectives
for each stage rather than the overall goals.
Hence, we utilise the weights primarily to make these models (the two- and three-stage
models) more directly comparable. Remember that we are using the GP to solving the models in
our study by which the DM’s preferences have been largely applied to the model via determining
the goals/aspiration levels as the first-order preferences, and the weights are primarily to achieve
a comparative scaling on each objective. To reach this aim, according to the above arguments,
we suggest two ways of weighting as follows:
• Up-weight the second stage’s outcomes in a two-stage model to reflect the fact that the
second stage is, in a sense, a surrogate for all future returns rather than just a single stage.
• Apply some sort of discounting to future objective function values in the proposed three-
stage model.
Differential weighting on various stages (i.e. putting more weights on the first stage while
applying fewer weights on the following stages) of each run in a moving horizon model seems
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meaningful and can help us obtain balanced solutions. By applying fewer weights on the late
stages, we are able to apply the second-order of preferences (remember that the first-order
preferences in the GP-based models were applied by identifying the goals) which lead the model
to focus on the first stages while still considering the future to avoid infeasible solutions and
provide robustness. Moreover, putting some importance weights into a two-stage model might
help us produce more robust initial decisions than the equal weighting. These various weights,
applied in a manner of up-weighting the outcomes of the second stage in the two-stage structure,
can also help the two-stage framework to provide more sound solutions, and both approaches
can benefit from this differential weighting. These ideas will be examined and illustrated more
by applying this differential weighting on simulations in the form of some examples in Section
5.5.
5.3.2 Discounted Weights
As an extension of the differential weighting scheme, in problems with longer planning horizons it
would be more interesting and also meaningful to apply the differential weighting in a discounting
manner, viz. put the heaviest weight on the first stage, then decrease the weights for the second
stage and so on. For example, for a problem with a five-stage planning horizon, we can put on the
weights of 5, 4, 3, 2, 1 from the first stage to the fifth. Descending weighting in long-term problems
seems more meaningful because, in most real-life problems, our predictions and evaluations for a
far, unknown future regularly fail. We always need to update and adapt the decisions as we are
moving ahead. Therefore, the most attention should be dedicated to the near future. However,
to keep the robustness and to avoid (or at least reduce) some difficulties that may be predictable,
we should not forget the distant future. Thus, decreasing the weights, as we are considering,
in the next stages would be logical and meaningful. Furthermore, this concept also completely
matches with the dynamic-robust orientation of the proposed structures in which we generate a
robust initial solution in each stage and always adapt the information and decisions, if necessary,
as we move forward in the planning horizon. These ideas will be examined and illustrated more
by using simulations later in this chapter (see sections 5.5.1.2 and 5.5.1.3).
The next section is allocated to introducing a Simulation-Optimisation approach in Multi-
Criteria Decision-Making problems with a T-stage planning horizon under deep uncertainty.
5.4 Simulation-Optimisation study
To be able to run and evaluate the proposed two- and three-stage moving horizon frameworks in
longer horizons, we need to identify all plausible meta-scenarios. However, with the assumption
of deep uncertainty, this identification is almost impossible. On the other hand, even with a
finite set of plausible meta-scenarios, comparing and computing the results in all plausible meta-
scenarios are hardly possible because of the fact that the size of the model grows exponentially
by increasing the length of the planning horizon. Furthermore, as seen in Section 5.2.3, analysis
of the solutions requires hundreds or thousands of multi-objective comparisons that are not
easily conceivable, if ever possible. These issues motivated us to perform a simulation study
to simulate the reasonable number of meta-scenarios and to evaluate, compare and analyse the
proposed methods for the problems with T-stage planning horizon.
In this simulation study, we will start by setting the current scenario (i.e. the scenario that
we are currently facing); then, the optimisation model will be run to obtain the first stage de-
cisions which can be implemented immediately. Afterwards, the next scenario will be randomly
generated by using the Monte Carlo simulation method. As mentioned earlier, in deep uncer-
tainty, we do not have enough knowledge about the likelihood of plausible scenarios nor the
probability space; therefore, to be able to simulate deep uncertainty we shall not use anything
of scenario likelihoods. Accordingly, in each stage, we consider the set of plausible scenarios
of that stage(S = {s(1), s(2), ..., s(p)}), then randomly choose one scenario from the list (say,











Figure 5.2: Optimisation and Simulation process
s(k), k ∈ {1, .., p}) as the next stage scenario. Thereafter, we set the generated scenario as the
current scenario and rerun the optimisation model one more time to gain the next stage decisions.
This cycle, which is portrayed in Figure 5.2, is iterated until we reach the end of the planning
horizon.
The two- and three-stage Simulation-Optimisation algorithms used in this study have been
proposed in Sections 5.4.1 and 5.4.2, respectively, which is followed by a brief debate on the
number of plausible meta-scenarios and required simulations in Section 5.4.3. Some illustrative
examples and more discussion on theses results are also presented in Section 5.5.
5.4.1 Simulating the two-stage moving horizon structure in a T-stage
planning horizon
Firstly, the two-stage model is used to obtain the first stage decisions (X0). These decisions
represent the initial decisions which will be implemented immediately after the decision-making
process and before scenario realisation. Then the next stage’s scenario is randomly generated
(one of the identified plausible scenarios for the next stage is randomly chosen using the Monte
Carlo method). Thereafter, without utilising the contingent/recourse decisions produced by the
Algorithm 5.4.1 (Rolling two-stage model)
Step 1 : Identify the current state (or randomly generate it).
Step 2 : Use the two-stage structure to obtain the first stage initial decision (X0).
Step 3 : Randomly generate the t-th stage scenarios (e.g. Monte Carlo method).
Step 4 : Set the last-generated scenario as the current state.
Step 5 : If this state completes the planning horizon (t=T), then go to 7.
Step 6 : Apply the contingent decisions of the last two-stage model which is dependent on the scenario which is generated in 3.
Step 7 : Apply another two-stage model starting at the current stage to obtain the decision of this stage, then proceed to step 3.
Step 8 : Stop.
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first two-stage model, this randomly-generated scenario will be set as the current scenario and
another two-stage model will be run which is started from the second stage and cover the third
stage. The initial decisions which are obtained from the second model contain both recourse
decisions to the previous decisions as well as the initial decisions for the next stages. Then,
the second stage scenario is randomly generated, and the algorithm is iterated until the entire
horizon is covered. Finally, for the last two-stage model, the contingent decisions may also be
considered. Figure 5.1 describes how to utilise these T − 1 consecutive two-stage models in a
T -stage problem. Moreover, Algorithm 5.4.1 describes more details and provides a step-by-step
manuals of this moving horizon approach.
5.4.2 Simulating three-stage moving horizon structure in a T-stage
planning horizon
In this structure, similar to the rolling two-stage models, the three-stage model is run to obtain
the first stage decisions (X0) then the scenario for the next stage is randomly generated or just
used if it has already been generated, and another three-stage model starting at second stage is
applied, second stage scenario is randomly generated, and so on. The first and second contingent
decisions of the last three-stage model may also be considered. Figure 5.1 and Algorithm 5.4.2
explain how to use these T − 2 successive three-stage models in a T -stage problem.
These algorithms help us to simulate the plausible meta-scenarios, suggested solutions and the
outcomes. However, because the results need to be compared and analysed for both approaches,
the number of required simulations is important. Accordingly, this issue has been investigated
in the next section.
Algorithm 5.4.2 (Rolling three-stage model)
Step 1 : Identify the current state (or randomly generate it).
Step 2 : Use the three-stage structure to obtain the first stage initial decision (X0).
Step 3 : Randomly generate the t-th stage scenarios (e.g. Monte Carlo method).
Step 4 : Set the last-generated scenario as the current state.
Step 5 : If next state completes the planning horizon (t=T-1), then go to 7.
Step 6 : Apply another three-stage model starting at the current stage (the second stage of the previous three-stage structure)
to obtain the decision of this stage, then proceed to step 3.
Step 7 : Apply the first and second contingent decisions, relevant to scenario which is generated in 3.
Step 8 : Stop.
5.4.3 How many simulations need to be run?
The total number of different meta-scenarios is a subset of the combinations of all plausible
scenarios in each stage and can be calculated as follows:
p ≤ p1 × p2 × ...× pT−1 ≤ pT−1Max
where p is the total number of meta-scenarios, pt(t = 1, 2, ..., T − 1), is the maximum number of
plausible scenarios in the next stage (t+1) for the scenarios in stage t, pmax = Maximum{p1, p2, ..., pT−1}.
For example, if three, at the most, different plausible scenarios exist for any plausible scenario
at the last stage, then, the total number of meta-scenarios would be less than or equal to 35 = 243,
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36 = 729 and 310 = 59 049 in a horizon of 5,6, and 10 stages.
Therefore, even if we suppose that all generated meta-scenarios would be monopolised, to
produce all meta-scenarios we need to perform around 60 000 simulations in a ten-stage hori-
zon with only three particular plausible scenarios in each stage. Based on our experiences in
some examples, this number would triple to 180 000. A problem like this would require sev-
eral hours/days of computer computation, depending on the problem. Accordingly, applying
a ten-stage horizon, especially in real problems, would be computationally expensive and may
need several supercomputers to run for several hours/days. Alternatively, we have to reduce the
number of simulations and iterate them for only a few times or more. Then, we may be able to
simulate most of the plausible meta-scenarios and hope that they sufficiently cover a wide range
of plausible meta-scenarios. However, this reduction may provide us with some surprises later.
Nonetheless, with the proposed frameworks we can split the horizon and run the simulations
for a shorter period- perhaps five stages of a ten-stage planning horizon, for instance. Then, after
the realisation of scenarios in these five stages, we would run the model for the next five stages
to cover the planning window (i.e. all the ten stages). Since we are rolling the two or three-
stage model during the horizon, the length of the planning horizon does not affect the decisions.
Therefore, instead of the analysing all plausible meta-scenarios for a planning horizon that is
too long, we can divide the whole period into some shorter windows in which we can simply
simulate and analyse all the meta-scenarios. Nevertheless, we are always able to simulate some
meta-scenarios of the entire planning horizon and compare the consequences of the decisions over
these meta-scenarios.
Finally, we may, nonetheless, need to note that the aim of simulation for the long-term
horizons in this study is not to cover and analyse all plausible meta-scenarios in that window.
Instead, we are attempting to illustrate how the proposed methods work and compare the results
of that part of the simulated meta-scenarios (i.e. only some meta-scenarios have been simulated
not all of them). However, by rolling the two or three-stage structure during the planning window,
the number of comparisons are substantially reduced because only the effective meta-scenarios
are compared not all of them (viz. at each stage only the next effective scenario is randomly
generated and the calculations, comparisons, and analyses are limited to this scenario in this
stage, not all meta-scenarios in the entire planning horizon).
5.5 Illustrative example
The primary aim of this section is to examine the efficiency of the proposed moving horizon
approaches, with different length of future vision (two and three stages). Also, this section will
explore the robustness of these approaches in a longer planning window. It will be demonstrated
how the proposed models, algorithms, and structures are applied and how to compare the results.
Then, a discussion on the trade-offs and Pareto front will be discussed to show that there is a
need to find a combined picture of the results to be able to truly compare the performances.
However, drawing the Pareto front for such a high dimensional problem is almost impossible.
Therefore, we will start by looking at performance under conditions of some different meta-
scenarios and, thereafter, try to simulate a 2D image of the Pareto frontier for both proposed
frameworks that can provide us with a logical comparison. This will be followed by a description
of the advantages of applying the proposed differential weighting, in Sections 5.3.1 and 5.3.2, as
well as the robustness of the results in relation to the choice of weights. We may need to mention
that, because the differences of the time processing between the two approaches for this example
in a 5-stage horizon is less than 100 seconds, we are not going to present and discuss that in
this section. However, as will be seen later, the information of the total processing time of the
algorithms for this example in longer horizons have been compared in the next section.
Example 5.5.1. In this section, example 4.5.1 is revisited while the planning horizon includes
five stages. We will roll the two-stage (Algorithm 1) and the three-stage (Algorithm 2) moving
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horizon models in this five-stage planning windows. According to the calculation in Section
5.4.3, there are 243 plausible meta-scenarios in a five-stage planning horizon that needs triple
simulations to cover a wide range of these meta-scenarios. Therefore, seven hundred simulations
have been run for both proposed algorithms, and the results have been described in Table 5.1
in which the means and standard deviations for the objective functions (available fund and
withdrawal) of these two different approaches are compared and evaluated in the given planning
horizon (T=6). Also, a more vivid picture of these results is portrayed in Figure 5.3. The mean
of cash flow and withdrawal of the two proposed structures at the end of each period (just after
scenario realisation) have been respectively compared from left to the right in this figure. It can
be clearly seen that rolling the two-stage model provides us with more cash flow, on average, at
the end of the stages in comparison with rolling the three-stage model, while the latter tends to
provide more amount of withdrawal in each stage.
By comparing the results of the two proposed approaches in the last row of Table 5.1, it
can be seen that the three-stage model results in 3 million less for available funds relative to
the two-stage model, but only a 2.1 advantage in terms of withdrawals. To explain this, it must
be noted that there is not any constraint in the model to optimise the average of objectives
in all meta-scenarios. Also, no tendency has been applied to the model for optimising the
aggregations of objectives over all plausible meta-scenarios. Therefore, as will be shown later in
this chapter, the solutions to the two-stage framework may provide better achievements in a few
meta-scenarios than the three-stage structure. However, the two-stage moving horizon approach
generates fewer achievements for the others that contain most of the plausible meta-scenarios.
Furthermore, the two-stage approach may fail to find a feasible solution for some meta-scenarios.
Therefore, it is possible that large negative differences between the solutions (3s-2s) in those few
meta-scenarios (that two-stage had better achievements than the three-stage) cannot undo the
small positive differences in the rest of the meta-scenarios. Therefore, the total differences will be
demonstrated by a negative number. In other words, the two-stage structure may provide some
extreme achievements for only a few meta-scenarios while the three-stage structure, with a further
future view, generates more balanced solutions that will have better achievements in most of the
meta-scenarios, but not necessarily all, compared to the two-stage. Furthermore, the three-stage
provides more robust solutions related to the two-stage, so, it guarantees better achievements in
the worst cases. However, it may sacrifice higher achievements in a few meta-scenarios to provide
better attainments in a vast majority of meta-scenarios. Therefore, the average of achievements
over the plausible meta-scenarios may not provide a valid base for comparison between these
models.
5.5.1 Discussion on trade-offs and Pareto Front
The trade-offs between the objectives can be clearly highlighted in Figure 5.3. As seen in Figure
5.3 and Table 5.1, the available fund at the beginning is five million Rands (one million in each
Stages
Available Fund(million Rands) Withdrawal(million Rands)
Rolling 3s Rolling 2s Rolling 3s Rolling 2s
Mean Std Mean Std Mean Std Mean Std
0 5.00 0.00 5.00 0.00 0.25 0.00 0.25 0.00
1 5.35 0.27 5.34 0.27 1.09 0.59 0.33 0.12
2 4.87 0.94 5.72 0.78 0.79 0.60 0.31 0.10
3 4.69 1.50 6.25 1.47 0.85 0.60 0.42 0.28
4 4.46 1.87 6.85 2.14 0.62 0.48 0.54 0.53
5 4.45 2.43 7.45 2.80 0.99 0.39 0.64 0.46
Total 4.45 2.43 7.45 2.80 4.59 0.95 2.49 0.80
Table 5.1: E3 Comparison results of 700 simulation runs in a five-stage horizon
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Figure 5.3: Mean of cash flow and withdrawal at the end of the stages in 700 simulation runs (T = 6),
comparison of rolling two-stage and the three-stage structures.
investment option). The first initial decisions distribute this amount of capital into different
investment options and withdrawal for consumption. Both approaches allocated exactly the
minimum amount i.e. 250 thousand Rands (mean 250 with STD zero) of withdrawal. At the
first stage, the available fund in both structures is almost the same while the consumption in the
three-stage model is tripled. For the next steps, the total available fund in the three-stage model
has decreased continuously while the opposite pattern has been formed in the two-stage model.
Except for the fourth stage where the difference between the consumption’s dedicated funds
between the two methods is not too much, this difference is largely indicated better achievements
which were obtained by applying the solutions of the three-stage model in the other stages.
Comparing the total amount of withdrawal at the end of the given period shows that the three-
stage solutions provide 84% more achievement (on average) in this objective, while comparing the
mean of total achievement of the first goal (available capital) described 67% more attainment in
that goal for the two-stage solutions. Therefore, both approaches provide more achievement for
one objective function and the less for the other but in an opposite manner. Although one may
say that the three-stage solutions are preferred if the preferences of both criteria are assumed to
be the same, we need a combined picture to be able to compare these solutions.
The best way to compare the results of these two frameworks in their multi-criteria structure
is to draw the Pareto frontier of the solutions to these methods. However, identifying the
hyperplane equations of the Pareto optimal solutions, or even the approximation one, needs
a separate study because their structure may not be simply doable, and will lie in the future
directions. Remember that we used scenarios as an additional dimension of preferences in the
proposed structures which expanded the dimensions of the multifaceted surface of Pareto frontier.
Therefore, the trade-offs must be evaluated and compared between all meta-criteria which would
be too complex. For example, in a problem with only two criteria and three scenarios in each
stage, there will be six meta-criteria for a one-stage problem, viz, the solutions need to be
evaluated and compared for all of these six criteria. Even worse, for a planning horizon of five
stages, 364 meta-scenario multiplied by two objectives (i.e. 728 meta-criteria) must be considered.
Obviously, plotting all information in a 2D or 3D graph is impossible. Nevertheless, we may be
able to sketch the results in a two-dimensional diagram for each meta-scenario, although it may
not be widely useful. Still, it can help to illustrate the proposed structures and simulations. This
diagram can also provide us with a vivid image of the Pareto frontier under conditions of any
meta-scenario. Therefore, in the next section, we will introduce a procedure to approximate the
Pareto front in each meta-scenario and this will be extended later to simulate a 2D image of the
Pareto frontier representing a comparable part of performances.
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5.5.1.1 Single-Scenario Pareto Frontier Approximation
As seen in Chapter 3, we can generate various solutions on the Pareto frontier and observe
the existing trade-offs by changing the values of the importance weights. Therefore, here, this
property has been used to generate different Pareto solutions and approximate the Pareto front for
a single meta-scenario in multi-stage multi-objective problems. In fact, various weights have been
used to generate different solutions and simulate some parts of the Pareto front in the conditions
of a single meta-scenario. Actually, we utilise a simulated meta-scenario and apply another
simulation to approximate various solutions by changing the importance weights. Moreover, the
differential weighting and discounted weights are examined. Their effects on generating solutions
of the proposed models have been illustrated and analysed in some cases as well.
To reach this purpose, the intended meta-scenario is chosen and the two- and three-stage
moving horizon models are run to obtain the solutions and related performances in each cri-
terion. Then, new weights are set/generated and the proposed structures are rerun to create
new solutions. After obtaining a suitable number of solutions, the values of the objectives for
all generated solutions in a 2D or 3D plot can show the image of some points in the Pareto
Front under conditions of the selected meta-scenario. This procedure has been summarised by
Algorithm 5.5.1.1.
In the three-stage moving horizon model, the first stage’s weights are randomly multiplied
(using the Monte Carlo method) by a number between 1 and 30 in such a way that the simulated
scenarios cover a broad range of solutions to demonstrate a wide range of trade-offs between
different optimal solutions (1000 simulations have been done). Furthermore, discounted weights,
in order of 5,4,3,2,1 on the existing five stages, have been applied over the planning horizon to
exert time preferences on the models. The importance weights related to the next stages are
also reduced in a discounting manner. Note that, although we use the Monte Carlo method to
randomly generate different weights for the first stage, this weighting still follows the rules which
were already defined for discounted weights in Section 5.3.2, i.e. more weights on the first and
less on the last stage. Multiplying the first stage weights by a number greater than one raises
the weights for the first stage which, together with applying discounted weights for the stages,
exerts some sort of reduction to the future events in comparison with the first stage.
The opposite framework is applied to the proposed two-stage moving horizon model to apply
time preferences that would be helpful to develop the comparability of the solutions between the
two and three-stage structures. In fact, both frameworks, defined in Section 5.3, are simultane-
Algorithm 5.5.1.1 (Single-Scenario Pareto Front)
Step 1 : Choose a meta-scenario.
Step 2 : Determine the number of iterations(can follow the discussion in 5.4.3).
Step 3 : Run the the two- and three-stage moving horizon models for the chosen/generated meta-scenario to produce
a solution and obtain relevant objective functions values.
Step 4 : Change the importance weights(following the differential weighting rules) and
repeat the algorithm to generate a different solution.
Step 5 : If the number of iterations reaches its pre-identified amount, then go to 6;
otherwise, go back to step 4 and repeat the iteration.
Step 6 : Draw all the generated objective values1 in one plot.
Step 7 : Stop.
1 Note that, in the case of problems with more than three objectives, we need to choose two or three criteria to be
compared. Otherwise, we cannot sketch the graph.
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ously applied in this study.
Therefore, to examine this method, let us start with the worst plausible meta-scenario in a
five-stage planning horizon of the example. i.e. a situation in which the current economics falls in
each stage until they reach the worst scenario (s1); then keep the recession and stay on this worst
scenario (s1) for the rest stages. Meta-scenario s3−s2−s1−s1−s1−s1 represents this situation.
This meta-scenario could be an interesting case, and perhaps the most important one for the
DM in some instances because some policy-makers are considerably interested in observing the
results and analysis in this case and even make their decision depending on the outcomes of the
worst case scenario. Then, comparing the Pareto front to the proposed models, in this particular
case, would be interesting and may even be crucial for some DMs. Therefore, the solutions of the
two proposed methods are examined and the differences between them have been compared in
the worst case. Figure 5.4 compared the estimated Pareto frontiers of the two proposed methods
in example 5.5.1 under conditions of the worst meta-scenario of 364 plausible meta-scenarios.
As seen in this graph, the Pareto Front drawn for the three-stage model dominates the two-
stage frontier as expected. Moreover, according to the large differences in this meta-scenario,
the efficiency of the three-stage model seems to be satisfactory. So, the efficiency of the three-
stage moving horizon model compared to the two-stage structure, in one of the most important
scenario, is clearly seen in this picture.
However, to convince the rest of management who are looking for the overall performances
over all plausible meta-scenarios, and to be able to generalise this conclusion, the efficiency of the
three-stage moving horizon approach must also be proved for all the other meta-scenarios. Thus,
we will examine the test for a few more meta-scenarios and the results will be shown in Figures
Figure 5.4: Simulated Pareto frontiers of rolling two-stage and the three-stage structures in the worst
case meta-scenario (3-2-1-1-1-1) (1000 simulation runs with random weights between 1 and 30 in a
discounting manner for 5-stage planning horizon(T = 6)).
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5.5 and 5.6 for four other meta-scenarios. The first picture, in Figure 5.5, also demonstrates
another interesting situation in which the current economics falls until they reach the worst case;
then, after a short stay, the economics rise to their first condition at the beginning of the period.
Both recession and expansion with equal magnitude can be observed over the horizon of this
situation which is represented by meta-scenario s3− s2− s1− s1− s2− s3. As seen in this graph,
the Pareto frontiers to the two-stage model are, again, dominated by the Pareto Front of the
solutions to the three-stage structure.
The opposite situation has been indicated in the second picture (s3 − s4 − s5 − s5 − s4 − s3)
in which the current economics grows until reaching the best case; then, after a short stay,
the economics fell down to the initial situation. In this meta-scenario, the three-stage Pareto
frontier is dominated by the Pareto front of the two-stage structure. It must be noted that, as
discussed earlier, the three-stage model should be somewhat dominant over most meta-scenarios,
but not necessarily all, as we observed in some meta-scenarios here. However, the solutions to
the three-stage structure dominate the corresponding solutions to the two-stage framework in
the worst case meta-scenarios, as with as all the robust solutions, although it is dominated in a
few non-extreme meta-scenarios.
The plot at the top of Figure 5.6 indicates the Pareto front for the most stable meta-scenario.
In this meta-scenario, current economics has no change and is stable during the given planning
window. Meta-scenario s3 − s3 − s3 − s3 − s3 − s3 represents this situation. This meta-scenario
could be an interesting case for comparison purposes as it is the most stable meta-scenario with
no exchange penalties and the same conditions in each stage. As seen in this graph, no dominance
relation could be found between the two proposed methods in this meta-scenario.
Finally, the best plausible meta-scenario has been portrayed in the second picture in Figure
5.6 (s3 − s4 − s5 − s5 − s5 − s5). In this situation, the current economics situation grows and
keeps expanding for the next stages until they reach the best case scenario (s5), then they remain
stable for the remaining stages. Comparing Pareto frontiers in this chart explains no dominance
relations between the objectives, although the two-stage solutions are so close to the solutions of
the three-stage pattern, and even tend to be better in some senses. It is worth remembering, once
again, that the solutions to the two-stage model are feasible to the three-stage model. One reason
to choose different solutions by the three-stage structure, beyond getting better achievements for
objectives, is to provide the more robust solutions for all other meta-scenarios that may end with
the fewer achievements in some other meta-scenarios. The cause of choosing these sub-optimal
solutions is that the feasibility of the solutions in all meta-scenarios over the three stages has
higher priority than better accomplishments because of some sever constraints in the model.
These reasons will justify the above-mentioned results of the Pareto frontiers in the last two
plots.
A comparison between the performances of the two proposed approaches indicates that the
efficiency of the three-stage structure in some meta-scenarios is represented by a large difference
between the Pareto front of the three-stage and the two-stage frontier. However, this difference is
not big enough to conclude the efficiency of the three-stage moving horizon model in some other
meta-scenarios. Moreover, no dominance relations could be found between the two methods in
some meta-scenarios. In other words, it seems that the three-stage model has advantages, but
these are not considerable relative to the two-stage model. This needs to be contrasted with the
greater computational and data collection demands. However, we need to perform this kind of
Pareto frontier simulation for all plausible meta-scenarios and compare them all which will be
complex work even for a simple example. Hence, simulating a single-scenario Pareto front, in
practice, would not be widely useful and the comparison based on that would not be practical.
Therefore, even if we can generalise the results in this experimental setup to wider classes of
problems, we still need a combined picture of objectives under conditions of all meta-scenarios to
compare these two methods. In the next section, we will suggest a combined picture that helps
us compare the overall performances between the two proposed structures. Further discussions
are also presented after introducing this picture.
Figure 5.5: Simulated Pareto frontiers of rolling two-stage and the three-stage structures in some
specific meta-scenarios (1000 simulation runs with random weights between 1 and 30 in a discounting
manner for 5-stage planning horizon(T = 6)).
Figure 5.6: Simulated Pareto frontiers of rolling two-stage and the three-stage structures in some
specific meta-scenarios (1000 simulation runs with random weights between 1 and 30 in a discounting
manner for 5-stage planning horizon(T = 6)).
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5.5.1.2 A Combined Picture of Performances
As discussed above, single-scenario Pareto fronts are suitable to compare some specific meta-
scenarios; for example, in the case that some particular meta-scenarios are considerably important
to the DM (e.g. the worst case meta-scenario). In these cases, comparing the outcomes and
performances in few meta-scenarios might be enough to convince the DM about the choice of
methodology. It also would be enough to observe the effects of various weights in different meta-
scenarios and find a set of suitable weights. However, comparing the overall performance of the
two proposed methods with the single-scenario Pareto fronts is almost impossible and we need
to show all the performances in a combined picture for a trustworthy comparison.
According to the high dimensional aspect of the problem, plotting a two or three-dimensional
picture of the results is impossible and, as mentioned before, we are able to sketch the Pareto
front for only a single scenario. This cannot provide us with an overall performance comparison.
Therefore, instead of drawing the Pareto front, we suggest sketching one ordered pair (or triple)
of performances/objective functions for a simulated meta-scenario; then simulate another meta-
scenarios and add the new point (solution) to the plot while the set of weights is the same for all
of them. In fact, we are plotting and comparing the ordered multi-sets of performances, provided
by the proposed methods, in terms of these two(or three) criteria under conditions pertaining
to the simulated meta-scenario. Algorithm 5.5.1.2 describes the suggested procedure in more
detail. This algorithm is also applicable for all plausible meta-scenarios, if they are enumerable,
to cover all the meta-criteria. The result will be a plot representing all the performances of
different criteria under conditions of all meta-scenarios. It is also possible to use the mean of the
performances from the simulated single-scenario Pareto front in the previous section.
Therefore, this algorithm is utilised to exhibit the performances of example 5.5 and the
results will be compared while different sets of weights have been chosen to highlight the effects
of applying time preferences and choice of weights on solutions.
Accordingly, Figure 5.7 portrays two separate combined pictures of the final solutions of the
two structures(rolling the two- and three-stage) in which each point represents a pair of the goal
achievements of the two objectives in simulated meta-scenarios. i.e. each point represents the
goal achievements of the two criteria regarding one of the 1000 simulated meta-scenarios. Note
that all 1000 simulated meta-scenarios utilised in both approaches are the same. To highlight
the effects of applying time preferences on the solutions, the first graph shows the results without
Algorithm 5.5.1.2 (Performances in different meta-scenarios)
Step 1 : Determine the set of weights.
Step 2 : Identify the number of simulations(can follow the discussion in 5.4.3).
Step 3 : Run the Simulation-Optimisation algorithms(algorithms 5.4.1 and 5.4.2) to generate the
solutions and obtain the relevant objective functions values.
Step 4 : Sketch the generated objective values1 at the plot.
Step 5 : If the number of simulations reaches its pre-identified amount, then go to 6, Otherwise,
go back to step 3.
Step 6 : Stop.
1 Note that presenting the results is limited to two or three criteria. Then, for problems with more than
three criteria, it is impossible to display all performances in one picture. However, in this case, we can
choose two or three criteria and sketch the relevant graph.
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applying the time preferences while the time preferences are applied to the second plot, in which
the importance weights follow the rule of discounted weights in both approaches, as mentioned
in the previous section.
As seen in the first graph, the solutions to the three-stage model (indicated by blue triangles)
strictly tend to provide more achievements in the second objective (withdrawals) and fewer
attainments for the first one (cash flow/available fund). However, the opposite pattern has
been obtained for the two-stage structure (shown by red squares), viz. more in cash flow and
less in withdrawals. Then, neither of these models represents the balance between the meta-
criteria. Also, the dominated areas by the solutions of both methods have been shown in these
Figure 5.7: Combined picture of cash flow and total withdrawal at the end of the fifth stage in 1000
simulation runs (T = 6), showing a comparison between the rolling two- and the three-stage structures
with and without applying time preferences.
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plots (Figure 5.7). The solid lines describe the area dominated by the solutions of the three-
stage model, while the dominated area for the two-stage approach is indicated by the dash-dot.
Obviously, no dominance relation between the solutions of the two structures, in the first graph,
can be imagined for this case. Therefore, without applying time preferences, the models lead us
to some unbalanced solutions with no dominance relations.
Now, let us describe the second graph and compare the effects of applying time preferences
on results. As mentioned earlier, time preferences have been applied in a discounting manner,
viz. 5,4,3,2,1 on the existing five stages, by using the differential weighting in various stages
of the planning horizon in example 5.5.1. A relevant combined picture of the results has been
presented in the second graph of Figure 5.7.
As clearly seen in this plot, by applying the time preferences to the models, the solutions of
the simulated meta-scenarios are more balanced and the overall shape seems to come closer to
the midpoint line(bisector of the first quarter) in both approaches. Furthermore, the dominance
area of the solutions to the two-stage model has been dominated by the dominance area created
by the solutions to the three-stage model. Thus, as expected, the solutions to the three-stage
model dominate the solutions to the two-stage model. Although the differences in most meta-
scenarios may not be practical important, these variations for some other meta-scenarios may not
be negligible and might persuade the DM to utilise the three-stage model, despite its complexity
and requirement for greater computation.
Then, the application of the time preferences in the problem helps to make the solutions
to the two proposed models directly comparable, and also leads it to generate more preferred
solutions. Furthermore, the application of time preferences can also provide us with balanced
solutions in both structures. It also makes more sense to focus on the first stage circumstances
while still considering the future and consequences of the current decisions on every plausible
meta-scenario.
Moreover, the differences between the solutions to these models are not the issues of risk
aversion but of future flows. These differences are affected by using the different length of future
vision (two or three) in these structures. In fact, there are some trade-offs between the short-
and long-term objectives because of the difference of time modelling that affects the solutions to
the models with various time windows. In other words, when a problem includes the element of
time, then the term risk-averse decisions does not make sense. In this case, the most effective
factor is time, not the risk measures. In fact, the risk-aversion decision is better matched with
the once off decision-making problems in which time is not involved as a vital factor. This result
has been pointed out in some other studies (see Stewart [1988], and Mardle and Pascoe [2002]
for more details). Therefore, it seems that this result can be generalised to wider classes of
decision-making problems with long-term planning horizons. Accordingly, we recommend that
future research should consider the consequences of this effective factor (time) in modelling and
analysing the results.
The next section is allocated to a sensitivity analysis which investigates the robustness of
the results generated under various weights.
5.5.1.3 Analysis of various weights
In this section, the robustness of the proposed approaches to the variations in weights for the
previous example will be investigated. This will be achieved via a sensitivity analysis on im-
portance weights2, and the results of the two proposed structures will be compared. It will be
shown, as expected, that the solutions to the three-stage structure are more robust to variations
in weights than the two-stage models.
2As mentioned earlier, in this study, we do not focus on the system of goal and weight choice. As we
believe, because of existing too many goals/weights, elicitation of the DM preferences is hardly possible.
Therefore, here, we only use some different weights(and goals) to show some specific situations or cover
a wide range of possible consequences.
CHAPTER 5. A SIMULATION-OPTIMISATION STUDY ON MOVING HORIZON STRUCTURE UNDER DEEP
UNCERTAINTY 131
Consider the five-stage planning horizon of the example 5.5.1. One thousand simulations have
been run for the two- and three-stage moving horizon algorithms while the time preferences, in
the form of discounted weights, are also applied at different stages (5, 4, 3, 2, 1). This simulation
is repeated using various weights to study the robustness of the results when the importance
weights of any particular criterion, scenario, or meta-criterion are increased. Note that time
preferences have been applied in the form of discounted weights (5, 4, 3, 2, 1)at all stages, viz. the
first stage has the weight of ‘5’ and the weight decreases to ‘4’, ‘3’, ‘2’, and ‘1’ at the second, third,
fourth and fifth stage, respectively. These weights will be multiplied by wik to construct the final
importance weights. Therefore, even if equal numbers are considered for wik(e.g. ‘wik = 1’),
final weights follow the identified discount rate over the stages.
Table 5.2 compares the mean of cash-flow, total withdrawals, and net profit for both ap-
proaches in various weights of any particular criterion, scenario, or meta-criterion of the second
stage. The differences between the achievements of the two models are described in the fourth,
seventh, and the last column of the table as well. To start the sensitivity analysis of varia-
tions in importance weights, the first case is allocated to presenting the neutral preferences on
meta-criteria, viz. the equal preferences of the DM on all meta-criteria in the next stage.3. The
second and third cases evaluate the effects of increasing the importance weights regarding each
criterion (i, i = 1, 2) in all scenarios (k, k = 1, 2, 3). In each case, the importance weights re-
lating to one criterion for all three scenarios is raised to fifteen and the other weights are kept
at their initial values. Cash-flow and total withdrawals are, respectively, indicated by the first
(i = 1) and second(i = 2) criterion in this example. The next three rows of Table 5.2 are allo-
cated to different scenarios in which the importance weights to the objective functions, related
to the determined scenario (k, k = 1, 2, 3), are raised (×15) while these weights for the other
scenarios have no changes. Finally, the comparison has been continued for each meta-criterion
(ik, i = 1, 2; k = 1, 2, 3), which is described in the last six rows. In each case, only the impor-
tance weight relating to one determined meta-criteria was enhanced while no variations have
been experienced by the others. The relevant situation, which is explained by meta-criteria ik,
have been defined in Table 5.3.
Comparing the results in Table 5.2 indicates that no substantial changes between different
parts could be found and the conclusions seem robust despite the weight variations, especially in
the three-stage moving horizon models. If we evaluate the different amounts of cash-flow in the
second and third columns of the Table 5.2, it can be seen that this value changes between ‘7.18’
3Remember that the first-order preferences of the DM have been applied to the model by choosing
the goals. The importance weights (as the second order) only exert the time preferences in this case.
Weights(wik) Cash-Flow(million Rands) Withdrawal(million Rands) Net Profit(million Rands)
(w11, w12, w13, w21, w22, w23) 3s
1 2s2 Diff3 3s 2s Diff 3s 2s Diff
(1,1,1,1,1,1) 7.46 7.83 -0.37 2.76 2.49 0.27 5.22 5.32 -0.10
(15,15,15,1,1,1) 7.65 7.62 0.03 2.91 2.56 0.35 5.56 5.18 0.38
(1,1,1,15,15,15) 7.29 8.36 -1.07 3.16 2.21 0.95 5.45 5.57 -0.12
(15,1,1,15,1,1) 7.22 6.74 0.48 2.86 2.16 0.70 5.08 3.90 1.18
(1,15,1,1,15,1) 7.80 8.09 -0.29 3.11 2.51 0.60 5.91 5.60 0.31
(1,1,15,1,1,15) 7.31 7.47 -0.16 2.80 2.38 0.42 5.11 4.85 0.26
(15,1,1,1,1,1) 7.18 6.41 0.77 2.81 2.15 0.66 4.99 3.56 1.43
(1,15,1,1,1,1) 7.93 8.31 -0.38 3.11 2.39 0.72 6.04 5.70 0.34
(1,1,15,1,1,1) 7.65 7.81 -0.16 2.96 2.50 0.46 5.61 5.31 0.30
(1,1,1,15,1,1) 7.47 7.78 -0.31 2.81 2.30 0.51 5.28 5.08 0.20
(1,1,1,1,15,1) 7.20 7.60 -0.40 3.05 2.41 0.64 5.25 5.01 0.24
(1,1,1,1,1,15) 7.25 8.20 -0.95 3.16 2.32 0.84 5.41 5.52 -0.09
1 Three-stage moving horizon model.
2 Two-stage moving horizon model.
3 Three-stage minus two-stage.
Table 5.2: Analysis of various weights
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and ‘7.93’ in the three-stage moving horizon models with a maximum difference of ‘0.75’ million
Rands, while the corresponding difference in rolling the two-stage structure is ‘1.95’ million
Rands. This represents a very large difference. The same analysis for the second criteria, i.e.
total withdrawals, reveals only a small difference of 0.4, after five stages, for both approaches.
Moreover, the variation between the mean of net profit for these two frameworks is double in the
two-stage moving horizon model.Therefore, rolling the three-stage models provided us with more
robust solutions to choice of weights than the two-stage moving horizon model in this example.
This result can be generalised to all problems because of the natural robust orientation of
the three-stage structure and the broader range of meta-scenarios it considers compared to the
two-stage framework. It is important to see that the conclusions are robust to choice of weights,
because this robustness can satisfy a wide range of preferences of the DM(s) or various parties
with specific preferences. Therefore, the three-stage moving horizon structure works better than
the other models in terms of generating the solutions which are robust to choice of weights.
Existing Meta-criteria in the second stage in example 5.5.1
MC1 : Available amount of funds at the end of the second stage after subtracting the withdrawals,
if current economics faces a recession scenario.
MC2 : Available amount of funds at the end of the second stage after subtracting the withdrawals,
if current economics stay the same.
MC3 : Available amount of funds at the end of the second stage after subtracting the withdrawals,
if current economics face an expansion scenario.
MC4 : Total withdrawals in the first two stages, if current economics face a recession scenario.
MC5 : Total withdrawals in the first two stages, if current economics stay the same.
MC6 : Total withdrawals in the first two stages, if current economics face an expansion scenario.
Table 5.3: Meta-criteria of the second stage in a two or three-stage model.
5.6 Effects of the Length of Planning Horizon
As seen in the previous chapter, although the superiority of the three-stage structure in compar-
ison with the two-stage moving horizon models is observed in some meta-scenarios, the superior-
ity/efficiency of utilising the three-stage model needs qualification, as it is not clearly apparent
in some other meta-scenario. i.e., the differences between the solutions to the two- and three-
stage structures are not always substantial which cannot justify the additional complexity and
calculations which appear when the three-stage framework is used. As described in previous
sections, this issue is frequently observed when comparing these methods in problems with a
short-term(less than five stages) planning window. Nevertheless, the efficiency of the three-stage
framework is a little more visible in comparisons between the rolling two- and three-stage struc-
tures which have been used in problems with a planning window of five stages. It seems that
utilising the three-stage model is more efficient for longer periods, because the differences be-
tween the solutions of the two proposed structures increase with every iteration of the algorithm
in moving horizon models. Then, if the planning window is long enough (say more than ten
stages), it is possible that the efficiency of the three-stage manifests itself more clearly.
Therefore, in this section, the length of the planning horizon, and its effects on the solutions
generated by the proposed frameworks, will be examined and the above arguments will be illus-
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trated by an example. An attempt will be made to answer the following two questions: Which
structure works better in longer horizons? How large should the length of the horizon be?
We examined the two proposed structures and changed the duration of the horizon to find the
answers to these questions. Accordingly, 300 simulations were carried out for various planning
horizons of 10, 15, 20, 25, and 30 stages, and discounted weights are used to apply time preferences
in the models. Note that, because the number of scenarios increases remarkably by appending
the stages, running 1000 simulations in a long-term period (which includes many stages) greatly
increases the time and memory required to these simulations. So, to do the study with limited
available memory in a reasonable time, we can decrease the number of simulations to 300 in this
example. To reach this purpose, the relevant program has been written in Matlab2015a and run
on a MacBook Pro which has a 2.5 GHz Intel Core i5 processor and 4GB RAM. The results have
been presented in Table 5.4 as well as in Figures 5.8. The mean of cash-flow, total withdrawals,
and net profit for both approaches with varying planning horizons (5, 10, 15, 20, 25, and 30)
have been compared in Table 5.4. The differences between the achievements of the two models
(3S-2S) are also described in the fourth, seventh, and the tenth column of the table. Processing
times are also described in the last column.
As seen in Table 5.4 and Figure 5.8, the differences between the solutions to the two proposed
models in a moving horizon structure, in all categories, increase as the length of the planning
horizon is raised. For instance, the differences between the mean of cash-flow, provided by the
solutions to the three-stage and the two-stage frameworks, grow from −370 000 Rands at the
end of the five stages to the +150.26 million Rands after thirty stages. Also, comparing the
dominance area of the two proposed methods in all graphs of Figure 5.8 confirms the superiority
of the three-stage structure.
On the other hand, during the long-term calculations, we noticed that the two-stage algorithm
failed to find the optimal solutions for some iterations while the three-stage algorithm finds the
optimal value in all stages. We may also need to note that the constraints in the proposed
example do not severely restrict the problems over different meta-scenarios and will be fixed by
some financial penalties. Therefore, this example is hardly infeasible because of the consequences
of the previous decisions (i.e. choosing improper decisions in previous stages). However, in
many problems, especially in real-life problems, we may face severe limitations caused by prior
decisions which can considerably affect the feasibility of the solutions in the next stages. This
infeasibility may not be able to recover from this with a reasonable financial penalty. Therefore,
in such a problem we recommend utilising the three-stage structure if the DM accepts the cost
of additional complexity and computations for the quite modest improvements. Utilising the
three-stage structure seems to be more efficient in problems with a long-term planning horizon
(particularly for more than ten stages) if the complexity of the problem is not too computationally
expensive. Nonetheless, expensive computations and extreme complexity that could be faced in
real problems may well prevent us from considering more than three stages. Our experiences in
using the proposed methodology in real-world applications, such as one that will be explained
in the next chapter, indicates that, even in a three-stage structure, this issue may occur in some
complex problems, especially with more than two or three uncertain parameters.
Length of Cash-Flow(million Rands) Withdrawal(million Rands) Net Profit(million Rands) Processing
horizon 3s 2s Diff 3s 2s Diff 3s 2s Diff time(sec)
5 7.46 7.83 -0.37 2.76 2.49 0.27 5.22 5.32 -0.10 160
10 12.10 11.39 0.71 6.86 6.00 0.87 12.86 11.62 1.24 500
15 20.03 16.18 3.85 11.24 10.31 0.93 25.21 20.76 4.45 734
20 46.98 32.75 14.23 15.61 14.45 1.15 56.48 41.55 14.93 1040
25 151.05 94.55 56.50 21.16 20.10 1.06 166.18 109.05 57.13 1307
30 247.09 150.26 96.83 26.23 25.28 0.95 267.34 169.96 97.38 1661
Table 5.4: Comparison results of 300 simulations in long-term horizons(5, 10, 15, 20, 25, and 30 stages)
Figure 5.8: Combined picture of cash flow and total withdrawal at the end of the different stages with
discounted weights in 300 simulation runs (T = 11, 16, 21), to compare the rolling two-stage and the
three-stage structures.
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Overall, as seen in this chapter and the previous one, in problems with a shorter planning
window (e.g. five stages or less), the differences between the solutions to the two- and three-stage
models is small, and the improvement that is gained by utilising the three-stage approach may
not be efficient. It must be noted that by the “efficiency” of the three-stage framework in our
context, we want to know if utilising this approach and its solutions is worth the additional
complexity and computation. Remember that the solutions to the three-stage pattern must be
better in goal achievements, but not much better than the other solutions in short-term horizons.
The solutions of the three-stage model also provided more robustness than the solution generated
by the two-stage model. This difference between the solutions to these models is not an issue of
risk aversion but of future flows of objective function performance that is mostly affected by the
element of time which is typically involved in these kinds of problems. These differences represent
trade-offs between the short and long-term objectives. On the other hand, a substantial problem
was comparability of these methods. This can be solved by modelling time preferences in multi-
stage problems. Therefore, importance weights have been utilised to apply time preferences in
the proposed methodology. These weights, then, primarily use to make the two- and three-stage
models more directly comparable, and only secondarily as a measure of risk preference. Thus, a
comparison of the results of the proposed methods highlights certain features. In particular, at
the beginning of the project (or in a short term window) the solutions to the two-stage model
are very similar to the solutions of the three-stage method, or are better in some cases. However,
over a longer period, utilising the solutions which were generated by a model with an extended
future vision (such as the three-stage model) can justify the additional complexity and more
computations. Then, the differences between the solutions of the two proposed methods, in
long-term windows, increase remarkably, which confirms the efficiency of using the three-stage
moving horizon structure in these problems. Therefore, it seems that if the planning horizon
is long enough (especially for more than ten stages), the efficiency of the three-stage model is
worth the additional complexity and computation. Nevertheless, if the DM prefers to not use
the three-stage structure because of the complexity and/or expensive calculations, the two-stage
moving horizon model can still provide some reasonable solutions, although they might not as
good as the solutions generated by a three-stage framework.
5.7 Conclusion
As mentioned in the previous chapters, the main aim for this thesis was to find a way of dealing
with deep uncertainty in multi-criteria decision analytic models/multi-objective optimisation in
long-term strategic planning problems. To reach our purposes, we first utilised scenarios as
a dimension of preferences (a component of the meta-criteria) to avoid problems of evaluating
probabilities under deep uncertainty. Then, we introduced the two-stage structure that looks one
step ahead, postpones part of the decision and leaves room for possible adaptation later after
scenario realisation. This interesting framework not only matches well enough with scenarios
and the concept of meta-criteria in MCDM problems but also, by nature, provides us with some
dynamic-robust decisions for every plausible scenario. After constructing this powerful structure
to treat deep uncertainty in MCDM problems, the proposed structure has been successfully
extended to the three-stage (multi-stage in general) structure, in the previous chapter, to act in
problems with a three-stage planning horizon.
However, expanding the proposed structure to problems with more than three stages which
usually have too many meta-scenarios may lead us to a computationally expensive model that
cannot be easily solved, if it all. Moreover, drawing a horizon that is too long could not be
an exact plan, as nothing in nature is predictable, and we are always surprised by new events.
Therefore, beyond the expensive computation in a multi-stage structure for more than three
stages, defining plausible scenarios for far stages is not logical or even possible. However, guess-
ing plausible scenarios for the next two stages is easier and more acceptable. Therefore, to solve
the last part of the puzzle, we needed to extend this structure to longer periods. In the proposed
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frameworks, stages are artificial to structure thinking of an indefinite future. They distinguish
the planning horizon (which includes T-stages) into different periods that are separated by the
time of various scenario realisations in which we will get new knowledge by unfolding an un-
known scenario. This structuring, together with the dynamic nature of the decisions, inherently
matches with the moving horizon models (rolling two- or three-stage models in a T-stage plan-
ning window). This motivated us to extend our proposed philosophy and context to a moving
horizon structure. Nevertheless, the important question is: How many stages we should consider
in advance (two or three) in an infinite horizon?
Therefore, in this chapter, we introduced the moving horizon models in a T-stage planning
window and two rolling frameworks (two- and three-stage model) have been proposed. A com-
parison of these methods has shown that the solutions of the two-stage model are feasible in
the other pattern (three-stage). Also, the optimal solution of the three-stage model is not dom-
inated by any solutions of the two-stage model. So, with no doubt, the three-stage model must
find better, or at least the same, goal achievement compared to the two-stage model. On the
other hand, in the previous chapter, we indicated that the three-stage structure provides more
robust solutions than the two-stage pattern, because the three-stage structure considers the con-
sequences of the decisions of the initial stages and the conditions of different meta-scenarios with
a longer future vision. Accordingly, the three-stage model evaluates and compares the optimal
solution of the corresponding two-stage model to the other feasible solutions. Then, if it selects
anything else, it must either be better in goal achievement or be robust in some future scenarios,
or provide a combination of both. Thus, the superiority of rolling the three-stage model in a
T-stage planning horizon would be expected. However, the cost of these supremacies must be
considered (as it may lead us to a computationally expensive problem), and the efficiency of
applying this structure still needs qualification. The experiments in this chapter showed that
the three-stage model has advantages under most circumstances (meta-scenarios), but that the
gains are quite modest.
Modelling time preferences in multi-stage problems has been introduced to solve the funda-
mental problem of comparability of the two proposed methodologies by applying a differential
weighting strategy. Importance weights, then, are used, primarily, to make the two- and three-
stage models more directly comparable, and only secondarily as a measure of risk preference.
Differential weighting can help us apply more preferences on the model and lead it to generate
more preferred solutions. It also makes more sense to focus on the first stage circumstances while
still being mindful of the future and considering the consequences of the current decisions on every
plausible meta-scenario. Furthermore, by utilising the differential weighting, we could expect the
solutions for both approaches (two- and three-stage) to be balanced between the meta-criteria.
As an interesting extension to the differential weighting, it would be more meaningful to apply
the differential weighting in a discounting manner, i.e. put the most weight on the first stage,
then decrease the weights for the second stage and so on. Descending weighting in long-term
problems seems more meaningful as some surprising outcomes may arise when considering a far
unknown future. We always need to update and adopt the decisions as we are moving ahead.
Therefore, most concentration should be placed on the near future whilst still looking further
ahead to avoid, or at least reduce, some difficulties that may be predictable. This concept also
matches with the dynamic-robust orientation of the proposed structures.
To analyse all plausible meta-scenarios and compare the solutions to these two moving horizon
models in a T-stage planning window, too many models need to be run. Even for five or six
stages, hundreds and thousands of multi-objective comparisons are required and this is not
easily conceivable, if ever possible. This issue motivated us to perform a simulation study so
that we could evaluate, compare and analyse these methods for problems with the T-stage
planning horizon. Accordingly, a simulation-optimisation approach was introduced in Section
5.4 to compare the proposed structures in a T-stage planning horizon. After that, the investment
example 4.5.1 was revisited to examine the proposed structures and algorithms. This was followed
by a detailed discussion on trade-offs and Pareto frontiers in Section 5.5.1. The best way of
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comparing the results of these two frameworks in their multi-criteria structure is to draw the
Pareto frontier of the solutions to these methods. However, in this problem, the trade-offs must
be evaluated and compared between all meta-criteria which would be too complex. Obviously,
plotting all information in a 2D or 3D graph is impossible. Nevertheless, we can sketch the
results in a two-dimensional diagram for each meta-scenario. Although this may not widely
useful, this picture can still help to illustrate the proposed structures and simulations. It can
also provide us with a vivid image of the Pareto frontier under conditions of any meta-scenario.
This procedure, introduced as the single-scenario Pareto front approximation algorithm, can
approximate the Pareto front in each meta-scenario. These plots are suitable to compare some
important meta-scenarios, such as the worst case, in more detail.It also helps to observe the
effects of various weights in different meta-scenarios and find a set of suitable weights. However,
comparing overall performance of the two proposed methods with the single-scenario Pareto
fronts is almost impossible and we need to show all the performances in a combined picture for
a trustworthy comparison.
However, according to the high dimensional aspect of the problem, plotting a two- or three-
dimensional picture of the results is impossible. To draw a combined picture of performances,
an algorithm has been suggested in Section 5.5.1.2 in which, instead of drawing the Pareto
front, we suggest sketching and comparing the ordered multi-sets of performances, provided by
the proposed methods, in terms of two (or three) criteria under conditions of the simulated
meta-scenarios. This algorithm can also be applied for all plausible meta-scenarios, if they
are enumerable, to cover all the meta-criteria. The result will be a plot representing all the
performances of different criteria under conditions of all meta-scenarios. Comparing the results
of our example in a relevant combined picture highlighted the fact that applying time preferences
in the problem helps to make the solutions to the two proposed models directly comparable, and
allows for the inclusion of more preferences in the model to generate more preferred solutions. In
addition, applying time preferences can also provide us with balanced solutions in both structures.
The differences between the solutions to these models are not the issues of risk aversion but
of future flows and are affected by using the different lengths of future vision (two or three) in
these structures. In fact, there are some trade-offs between the short- and long-term objectives,
because the difference of time modelling affects the solutions to the models with various time
windows. Therefore, when the element of the time is involved in a problem, the term “risk-averse
decisions” does not make sense. In this case, the most effective factor is time. The risk-aversion
decision matches with the once off decision-making problems in which time is not involved as a
vital factor.
Furthermore, from an analysis of various weights we concluded that the solutions to the three-
stage structure are more robust to variations in weights compared to the two-stage models. Then,
the use of the three-stage moving horizon structure better satisfies a wide range of preferences
of the DM(s) or various parties with specific preferences.
Nevertheless, analysis of the length of the planning horizon and its effects on the solutions
to the proposed frameworks, in the final section of this chapter, indicates that utilising the
three-stage models is more efficient for longer periods (say more than ten stages) because every
time the the algorithms in moving horizon models are run, the difference between the solutions
increases. Moreover, during the long-term calculations, we noticed that the two-stage algorithm
failed to find the optimal solutions for some iterations while the three-stage algorithm found the
optimal value in all cases.
Thus, it seems that for a planning horizon with more than ten stages, the efficiency of the
three-stage model may be worth the additional complexity and computation. Nevertheless, if the
DM prefers to not use the three-stage structure because of the complexity and/or calculations,
the two-stage moving horizon model can provide us with some reasonable solutions, although
they might not be as good as the solutions generated by a three-stage framework. Furthermore,
expensive computations and the extreme complexity that will be faced in real problems may
well prevent us from applying more than three stages. Our experiences in using the proposed
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methodology in real-world applications, such as one that will be explained in the next chapter,
indicate that, even in a three-stage structure, this issue may occur in some complex problems,
especially with more than two or three uncertain parameters. Therefore, to apply the proposed
methodology in a complex strategic design of sugar-bioethanol supply chains under deep uncer-




the Sugar and Bioethanol Supply
Chain under Deep Uncertainty
6.1 Introduction
Nowadays, environmental problems such as pollution, global warming, ozone layer depletion,
climate change, and public health issues represent some of the most controversial matters facing
modern society. One of the main driving factors behind these problems is the large volume of
Green House Gas (GHG) emissions that is produced from burning the fossil-related sources of
energy. Various international agreements such as the Kyoto Protocol 1 show the widespread
commitment to reducing GHG and a number of internationally mandatory GHG reduction goals
have been set.
One of the successful goals has been to drive a shift away from the use of fossil-fuels towards
biofuels and, especially, the use of bioethanol which is suitable for spark-ignition engines [Awudu
and Zhang, 2012]. Utilising ethanol or blending ethanol with regular fuel, such as petrol, can
significantly reduce carbon dioxide (CO2) emissions and and this has led to an increased demand
for ethanol in recent years [Kostin et al., 2012].
Currently, more than 72% of all bioethanol is produced from the fermentation of sugarcane,
mainly in Brasil, or corn, mainly in the US. However, sugarcane-based ethanol is known as one
of the most energy-efficient and sustainable products [Goldemberg et al., 2008].
However, the advent of biofuel and other renewable sources of energy need adapted design
of the old systems within the supply chain. This modification needs decision-support tools
to ensure the satisfaction of different stakeholders in terms of the possibility and profitability
of new designs. For biofuels and bioethanol to be considered feasible alternatives to current
fuels, there is a need to show that utilising these kinds of fuels can reduce the GHG and other
environmental effects that may arise along the supply chain. Therefore, the optimisation of the
bioethanol supply chain is an important and interesting problem and this has been studied by
several researchers. Therefore, mathematical programming, particularly linear(LP) and mixed-
integer linear programming(MILP), has been recognised as the most suitable strategy to handle
and find solutions for such a complex problem. Different models have been suggested to optimise
various parts such as transportations([Ioannou, 2005, Kawamura et al., 2006, Milan et al., 2006,
Dunnett et al., 2008], distributions([Yoshizaki et al., 1996]), scheduling([Grunow et al., 2007,
Colin, 2009]), and production planning([Paiva and Morabito, 2009]) in the bioethanol/biofuel
1An international agreement (named the Kyoto Protocol) that adopted in Kyoto, Japan, on 11




As mentioned above, the most important and interesting aspect of utilising biofuel and
bioethanol is their potential to reduce the environmental issues and mainly the GHG emis-
sions associated with the fossil-fuel industry. Nonetheless, the profitability of the projects is the
only(or the most) important part for almost all investors. These two objectives/criteria (i.e. en-
vironmental and economic benefits) are conflicting goals (at least with the current technologies).
Therefore, the use of a multi-objective optimisation programming approach could be useful (or
even be necessary) to solve these kinds of problems. Accordingly, several multi-objective op-
timisation models have been proposed and they mainly focus on these two major criteria of
economics and environmental benefits (see, for example, [Zamboni et al., 2009, de Vries et al.,
2010, Mele et al., 2011, Giarola et al., 2011]). Most other strategies have considered only the
certain parameters which are known in advance. Nevertheless, as discussed in this thesis, such
strategies cannot be applied to real-world problems which face a lot of uncertainty. Optimisation
models considering uncertain parameters have also been introduced by some authors (see an
informative review in [Sahinidis, 2004]). However, as discussed in Chapter 2, none of them are
able to handle deep uncertainty faced in real problems. In these previous studies, uncertainty is
treated by utilising the two-stage stochastic models ([Liu and Sahinidis, 1996]), robust stochastic
formulations ([Li et al., 2008]), or Fuzzy programming ([Zimmermann, 1991]).
To the best of our knowledge, very little published research has investigated the biofuel
Supply Chains (SCs) and infrastructure optimisation under uncertainty. Furthermore, only two
studies have used multi-objective optimisation ([Dal-Mas et al., 2011], and [Osmani and Zhang,
2014]). Some recent research which has proposed various models for optimising biofuel SCs
under uncertainty have been cited in Table 6.1 which details the objective(s), the uncertain
parameter(s), application, and methodology used in each study. As seen in the last column of
Table 6.1, almost all of these studies utilised the two-stage stochastic models. These models are
able to cope with only mild uncertainty and not deep (or even moderate) uncertainty. Therefore,
it would interesting to apply the two-stage structure (proposed in the current study) to treat the
deep uncertainty in this biofuel supply-chain problem.
Therefore, the main purpose of this chapter was to concentrate on applying the introduced
definitions and concepts in a two-stage structure (as the simplest form of our methodology),
as well as to examine the reliability and validity of the proposed methodology in a real-world
problem. We limited this example to the two-stage structure to avoid extreme complexity and
expensive computation. For purposes of demonstrating our approach, there is no immediate
necessity to apply the three-stage or moving horizon models in this study, although consideration
Author(s) Objective(s) Uncertainty case study Method
Dal-Mas et al. [2011]
Max Expected Profit Biomass production cost Corn to ethanol Dynamic, spatially explicit
Min Financial Risk Product selling price production SC and multi-echelon
in Northern Italy MILP modelling
Kim et al. [2011]
Max Expected Profit 14 Parameters such as Biomass supply chain Two-stage
demand, sale price, etc. network for biofuel stochastic model
Kostin et al. [2012]
Max Expected Net Demand Bioethanol and sugar Two-stage
present value production supply chain stochastic model
Osmani and Zhang [2013]
Switch-grass Yield Bioethanol SC Two-stage
Max Profit Crop residue purchase price North Dakota stochastic model
Bioethanol demand state
Sales price in the US
Osmani and Zhang [2014]
Supply biomass Two-stage
Max Profit Purchase price Bioethanol SC stochastic
Min Carbon Emissions Bioethanol demand MILP model
Sale price
Awudu and Zhang [2013] Max Profit
Price Biofuel SC stochastic
demand North Dakota, USA model
Table 6.1: Some recent related works proposing models for optimising biofuel SCs under
uncertainty
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of these models would an interesting direction for future research. Finally, this chapter also aims
to investigate the possibility of utilising the proposed structure as a decision support tool in
MCDA problems.
In a biofuel supply system, the design and planning decisions, such as refinery and terminal
locations and sizes, need to be made before the uncertainty is unfolded (scenario-free decisions).
These decisions cannot be simply adapted at a later stage. However, operational decisions
such as raw material procurement, ethanol production, and transportation can be adjusted with
some penalties (scenario dependent or recourse decisions). Therefore, in the proposed two-stage
structure, the former decisions (scenario free) are classified as the initial decisions at the first
stage (stage ‘0’). While the latter decisions will be counted as the contingent (recourse) decisions
that can be implemented after scenario realisation in the second stage (stage ‘1’).
In this chapter, the strategic planning of sugar-bioethanol supply chains (SCs) under deep
uncertainty has been addressed by applying the two-stage methodology that was proposed in
Chapter 3. In this study, we analysed the whole infrastructure of the sugar-bioethanol supply
chain in such a way that all economic, environmental and social aspects could be optimised.
We were also interested to find the best place(s) to build the ethanol plant(s) amongst available
areas. The problem is formulated as a scenario-based mixed-integer two-stage multi-objective
optimisation problem and is solved by utilising the Generalised goal programming approach.
Three objectives (Max profit, Min CO2 -emissions, and Max job-creation) are considered in this
problem under six uncertain parameters (sugarcane yield, ethanol and refined sugar demands and
prices, and the exchange rate). The South African sugarcane industry is utilised to study and
examine the proposed methodology. Unfortunately, some real data were highly classified by the
South African Sugar Association (SASA) so we decided to make this study slightly hypothetical
and used some approximation for some data. The problem is still is real and valid.
The next section, Section 6.2, details a general sugar-ethanol Supply Chain (SC) infrastruc-
ture and provides some key assumptions, such as existing uncertainties, which exist for this
problem. In Section 6.3, the proposed two-stage scenario-based model for this general problem
is structured. Stages, scenarios, and variables which are matched with this two-stage structure
are also fully described, and the objective functions and constraints are also formulated. The
solution method is also explained in this section. A real case-study, based on the South African
sugarcane industry, is used to represent the capability of the proposed structure in real problems
and this is elaborated on in Section 6.4. In Section 7.2, the case-study results are described,
interpreted, and discussed, in terms of the valuable insights obtained, by a sensitivity analysis
of various goals. Finally, in the last section (Section 6.6), the conclusions of the work and future
directions are presented.
6.2 Problem description
The sugar and bioethanol supply chain (SC) structure used in this study is motivated by previous
literature studies. This structure is portrayed in Figure 6.1. Generating ethanol from sugar cane
and its productions is closely linked with the sugar industry and some parts of their respective
infrastructure are common to both industries. This study includes an analysis of the possibility of
providing suitable infrastructures for generating ethanol and integrating these with the existing
sugar production system. Ethanol, raw and refined(white) sugar, as well as some by-products, are
the final products of the system. They may be sent either directly to the central depot/terminal
for delivery to the market or may be converted to other products (depend on the product,
possibility and requirements) after being delivered to the existing refineries or ethanol plant(s)
that will be set up in the future.
Suppose that l ∈ L suitable areas of land are available that could be used to cultivate sugar
cane. Harvested sugarcane is transport to the nearest mill, in the same area, where it could be
either converted to raw sugar or sent to the ethanol plant r ∈ L which has the relevant technology
to produce ethanol. L is the set of all sites (areas of land), l and r indices representing specific














Figure 6.1: Sugar and Bioethanol SC
sites. It is important to note that harvested sugarcane stalks cannot be stored for more than a
few days, so transporting sugarcane to far areas is almost impossible and the stalks decay fast.
In this study, only one production technology has been considered in each mill. This tech-
nology uses sugar cane stalks as feedstock to generate raw sugar and molasses as by-products.
This is a basic technology which is used in some countries such as South Africa ([SASAwebsite,
2017]). Figure 6.2 shows this technology, as well as the technology of the refineries, including
relevant coefficients in detail. Different technologies can also be simply appended to the model.
Furthermore, sugarcane and its products (such as sugar and fermented products) have been util-
ising in making and preserving various kind of food and medicines like sugarcane juice, syrup,
molasses, jaggery, falernum, rum, rock candy, ethyl and butyl alcohol, and capsules. However,
in this study, we are not going to consider all of them. There are also some fibrous residues
(known as bagasse) which are produced during the processing of sugar cane to sugar. Bagasse
is mostly used for packaging and heating2. Recently, with new technologies, it is possible to
generate biofuel from bagasse which makes the process more profitable. However, this study
does not consider this technology which may be too expensive, and which needs further research
to confirm its feasibility. Nevertheless, it would be an interesting direction for our future work
to extend our proposed methodology.
Three destinations are imagined for the produced raw sugar. They could be sent either
directly to the depot, forwarded to the ethanol plant r, or transported to refinery p ∈ P to
generate white(refined) sugar. Molasses is sent either to the ethanol plant r to generate bioethanol
2Note that bagasse is known as a sustainable and renewable by-product that can use for packaging,
tree-free paper, composts. Most importantly, it can be utilised as a biofuel and in the manufacture of
pulp and building materials.
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Figure 6.2: Sugar and ethanol production technologies used in mills and refineries
or transported to the depot. Refinery-produced white(refined) sugar would be transport to the
depot. No more molasses production is considered in this step.
There are four technologies that would be deemed suitable to produce bioethanol from sug-
arcane, molasses, raw sugar and refined sugar, respectively. Here, due to the similar processes of
bioethanol conversion from raw/refined sugar and molasses, we consider two different technolo-
gies (see Figure 6.3. One technology, refers to q=1, and this produces ethanol from sugarcane
stalks. The second technology (q=2) generates ethanol and a by-product during the ethanol
production process from sugar (raw/white) and molasses. Converting refined sugar to ethanol
is the most expensive way of producing ethanol; therefore, we will not consider this technology
unless we have to perform a recourse action. Finally, the produced bioethanol is transported
from an ethanol plant r to the terminal/depot in which bioethanol could be sold locally, by
blending it with petrol, used directly as a biofuel, or could be exported.
In this study, we analysed the whole infrastructure of the sugar and bioethanol supply chain
in such a way that all economics, environmental and social aspects could be optimised. We also
searched for the best place(s) to build the ethanol plant(s) amongst existing areas which leads
us to a Multi-Objective Mixed Integer Linear Programming (MOMILP) model.
Furthermore, the literature review demonstrated that most of the key parameters of the
study would be uncertain at the time of decision-making and, specifically, most of them are
beyond all expectations and have a deep uncertain nature. To the best of our knowledge, there
appear to be no published studies that deal with deep uncertainty, not only in the biofuel supply
chain literature but also in the literature concerning MCDM. Most of the previous work has been
limited to probabilistic and stochastic programming which is classified as mild uncertainty. The
next section will describe the deeply uncertain parameters that were considered in this study.
6.2.1 Existing Uncertainties
As mentioned earlier, different kinds of uncertainty can be found in the biofuel SC literature.
These uncertainties include, but are not limited to, uncertainty in sugar and ethanol production
costs, demand and prices that largely depend on oil prices, uncertain sugarcane yields that would
be weather dependent, currency fluctuations that have been highly volatile recently mainly due
to global economic crises, and uncertainty in new technologies in our fast growing world. In this
study, six key uncertain parameters have been considered: 1)sugarcane yield; 2)ethanol demand;
3)sugar demand; 4)ethanol sale price; 5)sugar sale price, and 6)currency fluctuations.
3As mentioned earlier, the US and Brazil are the world leaders in ethanol production from corn and
sugar, respectively. Therefore, most of the international deals in stock markets perform in US gallons
and existing prices deal in USD. Thus, this thesis uses US gallons for ethanol and USD for prices which
are converted to South African Rand in models by multiplication with the relevant conversion factor.

































Figure 6.3: Set of production technologies in an ethanol plant
6.2.1.1 Sugarcane Yields
Crop annual yields are always affected by weather conditions such as rainfall level, global warming
and climate changes. This uncertainty can affect the decision of how many hectares of arable
land should be utilised to grow sugarcane in each region. This decision is an initial decision that
needs to be made before scenario realisation, and hence it is common among all plausible yield
scenarios. Sugar and ethanol productions are also dependent on the sugarcane yields. We define
s(k1) to present plausible scenarios of sugarcane yields.
6.2.1.2 Ethanol and Sugar Demand
The uncertainty in product demand has been known as one of the principal sources of uncer-
tainty in any SC [Kostin et al., 2012]. A manager always aims to avoid both excess production
and failure to satisfy customer demand. Sugar and ethanol consumptions as a result of human
behaviour are not deterministic and vary in different years. Although governments usually ap-
prove a certain percentage of ethanol blending to petrol in advance, petrol consumption is also
uncertain and, as a result, makes ethanol demand uncertain too. s(k2) represent the different
scenarios of ethanol demand.
In this study, to reduce the independent uncertain parameters that can increase the size
of our model, we assume that the demand for raw and refined(white) sugar have a relative
correlation(raw demand = ϑ× white demand). Therefore, various scenarios of refined sugar
(and hence raw sugar) are explained by s(k3). It is always possible to separate these two by
defining a new uncertain variable for raw sugar demand. However, it will raise the model’s size
exponentially.
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6.2.1.3 Ethanol and Sugar Price
Another important source of uncertainty is the uncertainty in the product selling price that has
a major impact on the financial part of the system and, specifically, on the final revenue. Oil
price largely determines biofuel, and hence ethanol, demand and price. The oil price fluctuated
extensively over the last decade (US$ 30 − 140 for a barrel) which led to fluctuations in the
ethanol price. So, the fourth independent uncertain parameter which is considered in this study
is the world ethanol price, and its randomness is represented by different plausible scenarios
s(k4).
In the sugar industry, in addition to local demand and weather dependent yields affecting
the local prices, world sugar prices significantly depend on Brasil sugar production because this
country contributes to around 40 percent of global sugar production. Thus, another independent
uncertain parameter is the price of white sugar which is dictated by the selling price of sugar.
Here, we suppose that the world price of raw sugar can be calculated as a correlated function of
the world white sugar price. Moreover, the local prices for raw and white sugar and molasses are
computed by multiplying the relevant conversion factor to the world price of the white(refined)
sugar in each and every plausible scenario s(k5).
6.2.1.4 Exchange rate
Recently, the global economics crisis has caused extensive fluctuations in most currencies. For
example, in South Africa, the US dollar to ZAR exchange rate increased sharply from 6.6 in 2012
to 16.8 in 2016 and this has had a massive impact on all commodity prices in SA. Therefore, the
sixth independent uncertain element considered in this study is currency fluctuations. Different
plausible scenarios for currency have been determined by s(k6).
6.3 Model structure and formulation
This section is allocated to matching the problem in the proposed two-stage structure, defining
stages, scenarios, and variables matching this two-stage structure, as well as formulating the
objective functions and constraints.
6.3.1 Two-stage structure
In a two-stage decision-making process, decisions are divided into two different groups. The first
group is known as a “here-and-now” decision which is made under conditions of uncertainty.
The second group is called “wait-and-see” decision which is undertaken by the DM after the
unfolding of scenarios. This delayed decision-making allows the DM to modify his/her previous
decisions by paying some penalties and this corresponds to the recourse variables in Chapter
3. These two groups and the relevant variables that lie on each division, in our problem, are
described below:
6.3.1.1 Initial decisions (Stage ‘0’):
As discussed earlier, these decisions must be made before scenario realisation. In this problem,
the following decisions must be made and implemented at the beginning as the initial decisions:
• Hectares of land that should be utilised to grow sugarcane in each region.
• Number, technology, and location of ethanol plants that should be set up.
• The volume of the sugarcane converted to raw sugar and the optimal amount of sugarcane
that should be sent to the ethanol plants for ethanol production.
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• The portion of generated raw sugar that should be transported from each mill to every
refinery, ethanol plant and the depot.
• The amount of generated molasses in each mill that must be sent to each ethanol plant
and the depot.
Although it may possible to adapt the last two decisions later, these decisions still need to
be made before scenario realisation and at the beginning of the period.
6.3.1.2 Contingent/recourse decisions (Stage ‘1):
After scenario realisation and obtaining new information in stage ‘1’, a group of contingent/recourse
decisions relevant to the scenario which has unfolded must be implemented in the second stage
(stage ‘1’). These decisions have been identified previously but not implemented because of the
uncertain scenarios. In this problem, the following recourse decisions must be implemented in
the second stage:
• The volume of raw sugar, white sugar, molasses, by-products, and ethanol that needs to
be sold locally, exported, or imported in each scenario
• The amount of raw sugar, white sugar, and molasses that must be transported from depot
to ethanol plants for extra ethanol production
• The portion of extra sugarcane yield in each region that should be sent to the mill for
more raw sugar generation
After obtaining information about the uncertain parameters, the above actions could be im-
plemented as contingent/recourse steps to recover the unsatisfied initial goals as much as possible.
Of course, there may be some penalties such as more transportation costs and emissions, higher
importation costs and emissions, wasted crops, loss of market share, and additional production
processes. For instance, the excess amount of sugarcane which is harvested and transported later
(as a recourse decision) only can be utilised to produce raw sugar. In this production, molasses
is also generated as a by-product, but both raw sugar and molasses are generated by 50 percent
less than the regular conversion factor. In other words, the volume production of the raw sugar
and molasses are half of the regular production. This happens mainly due to the late harvesting
time and the resultant loss of sugarcane quality. This is the penalty that must be paid for this
recourse decision. No further ethanol generation is possible from this poor quality sugarcane.
In fact, at the first stage, we make and implement the above-mentioned initial decisions
before having any idea about what may happen in the future. Then, we wait and observe which
scenario will unfold for each of the uncertain parameters. After obtaining information about the
unfolding meta-scenario s(k), k ∈ S1, the relevant decisions from the second list(second stage)
can be implemented.
6.3.2 Objective functions
It is important to remember that, in this section, we attempted to formulate the general model of
the problems, which are presented in section 6.2, based on our proposed methodology. A similar
pattern can be used in modelling similar problems. Therefore, no specific numerical values have
been considered at this point. Later, in Section 6.4, this general model will be utilised to model
a case study based on the South African sugar-bioethanol supply chains. Then, relevant values
will be substituted with the general variables in this model. Table 6.8 in Section 6.7 is allocated
to the definition and notation of these general variables.
As discussed in previous chapters, different performances would be reached if various sce-
narios are revealed and different objective functions need to be evaluated in the conditions of
each and every single scenario. In other words, in a scenario-based multi-criteria decision-making
problem, performances should be assessed under conditions of all meta-criteria.
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As mentioned earlier, the performances in this study will be evaluated with three crite-
ria/objectives classified as economic, environmental, and social benefits.
We also consider six uncertain parameters that are completely independent from each other.
So, if different scenarios (kt, t = 1, .., 6) are determined for each parameter, there will be k =
k1 × k2 × k3 × k4 × k5 × k6 meta-scenarios that can construct i × k meta-criteria. Suppose
that the scenario space is S1 including all meta-scenarios showing by s(k), k ∈ S1. Therefore,
depending on model 3.2 in 3, there will be i × k objective functions described by Zik which
represent preferences in terms of criterion i under conditions pertaining to scenario k ∈ S1.
These objective functions for our biofuel SC problem have been formulated in the next sections.
6.3.2.1 Economic objectives
In terms of the economics objective, we are looking to maximise the profit which equates to
maximising the difference between revenue and cost of the entire SC. These objectives are shown
by Z1k, k ∈ S1, and is formulated as follows:
(Total Profit)(ZAR)
Max Z1k = Rev(local − sale)k +Rev(int− sale)k +Rev(Tax− exemption)− Cost(Agri)k
−Cost(production)k − Cost(EPlant)k − Cost(transport)k − Cost(import)k; k ∈ S1
(6.1)
The total income includes the total sales of raw sugar, white(refined) sugar, molasses, ethanol
and its by-product in the local and international markets as well as the tax exemption from selling
ethanol locally. All products would be sold in the local market while only raw sugar, refined
sugar, and ethanol would be exported after satisfying local demands. The international prices of
refined sugar (PS1k) and ethanol (PE
1




uncertain in scenario k. The local prices of products are calculated by multiplying the relevant
coefficients in international price. Therefore, the local and international revenue in scenario k
can be formulated as follows:
Rev(local − sale)k = ξ.PS1k.R1k(X111k + µX112k + ιX121k) + ρPE1k.R1k(X113k + νX117k); k ∈ S1
(6.2)
Rev(int− sale)k = PS1k.R1k(X114k + µX115k) + PE1k.R1kX116k; k ∈ S1 (6.3)
where ξ and ρ represent the conversion factors for local price of refined sugar and ethanol,
respectively. µ, ι, and ν are the conversion factor for prices of raw sugar, molasses and ethanol’s
by-product, respectively.
Tax exemption is allocated to the amount of ethanol that will be sold in the local market as
a blend with fuel. τ shows the tax of ethanol that would be applied to the volume of ethanol
selling in the local market (X113k) in each meta-scenario k ∈ S1. This revenue is calculated by
equation 6.4.
4In this study, we are using the conversion rate of US Dollar to South African Rand that could be
replaced by any other rates.
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Rev(Tax− exemption) = τ.ρ.PE1k.R1kX113k k ∈ S1 (6.4)
The following equations compute the different type of costs that must be considered in this
study. The agricultural costs include the cost of cultivating, harvesting and transporting to the
relevant mill. These costs can be calculated, as described in equation 6.5, by multiplying the









1l k ∈ S1
(6.5)
Note that, alternatively, the agricultural costs may be replaced by the cost of buying the
sugarcane stalks from farmers.
Equations in 6.6 describe the production costs in each scenario k ∈ S1 that contain raw and
white sugar production costs plus the expenses/costs of generating ethanol and its by-product.
Ethanol and its by-product can be produced directly from sugarcane or can be generated from
the produced raw and white sugar, or molasses in an ethanol plant. The potential costs of the











































































18rk)]) k ∈ S1
(6.6)
The cost of transporting products/feedstocks between mills, refineries, ethanol plant(s) (al-
ready installed), and the depot (for both initial and recourse decisions) in each plausible meta-
scenario can be calculated by 6.7. This cost includes transportation of sugarcane stalks, raw
sugar, and molasses from a mill to an ethanol plant (with relevant technology for each), raw
sugar from a mill to a refinery or the depot, molasses from a mill to the depot, white/refined
sugar from a refinery to the depot, ethanol and its by-product from an ethanol plant (to be set
up in future) to the terminal/depot. The cost of sending molasses, raw and white sugar back
to an ethanol plant as a recourse decision is also computed. Note that two different types of





























































































22rk k ∈ S1
(6.7)
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Finally, equations 6.8 and 6.9 represent, respectively, the expenses of constructing an ethanol
plant with technology q in each area, and the charge of imported ethanol, raw and white sugar


































10k k ∈ S1 (6.9)
6.3.2.2 Environmental objectives
As the environmental objective, we are looking to minimise the total CO2 emissions from the
entire SC. These emissions include total CO2 emissions of agricultural, productions, transporta-
tions, construction of ethanol plant(s), and importations in each scenario. We also seek to
maximise total saving in CO2 emissions which would be reached by consuming bioethanol as
a fuel (i.e. further reducing CO2 emissions if bioethanol is used instead of fossil fuels). These
objectives are shown by Z2k, k ∈ S1 and formulated as follows:
(Total CO2 emissions))
Min Z2k = CO2Emissions(Agri)k + CO2Emissions(production)k + CO2Emissions(EPlant)k
+CO2Emissions(transport)k + CO2Emissions(import)k − CO2saving(biofuel)k k ∈ S1
(6.10)




























































































rq r ∈ L; q = 1, 2, 3; (6.13)








































































































10k k ∈ S1 (6.15)
Moreover, 6.16 displays the total saving in CO2 emissions that would be reached by blending
fuel with ethanol in meta-scenario k ∈ S1 and this is calculated from the product of factor e0
and the amount of ethanol sold locally for this purpose.
CO2saving(biofuel)k = e
0X113k k ∈ S1 (6.16)
6.3.2.3 Social benefit objectives
Maximising employment is considered as the social benefit objective which includes permanent
and seasonal employees at the agricultural level as well as construction and operational workers
of ethanol plant(s) and production lines in each meta-scenario. These objectives are shown by
Z3k, k ∈ S1 and are formulated as follows:
(Total number of employees))







































































































































































































22rk k ∈ S1
(6.21)
6.3.3 Constraints
All constraints considered in this study, including land availability, sugar and ethanol demands,
sale/production constraints, and capacity limitations, can be divided into two broader groups
of scenario-free and scenario-dependant constraints, as well as binary and non-negativity con-
straints. These have been described as follows:
6.3.3.1 Scenario-free constraints:
Land availability
X01l ≤ b01l, l ∈ L (6.22)
Equations 6.22 assure that the hectares of land allocated to sugarcane cultivation are less than





















2j , j ∈ L (6.24)
In every single mill j ∈ L, the volume of raw sugar that is sent to the depot plus that which
is transported to all refineries and ethanol plants must be equal to total raw sugar output(6.23).
Equations 6.24 ensures that the entire amount of molasses sent out from each mill j to all
refineries and the depot is the same as its production.
Capacity
Minimum and maximum levels of the white/refined sugar production in refinery r ∈ P , and
ethanol output from sugarcane in ethanol plant with technology q = 1, have been guaranteed in
equations 6.26 and 6.25, respectively.
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4jp ≤ %maxp p ∈ P ; (6.26)





rq ≤ 1; r ∈ L; q = 1, 2, 3; (6.27)
6.3.3.2 Scenario-dependant constraints:












k, k ∈ S1; (6.30)
Furthermore, the mass balance of white and raw sugar, molasses, ethanol, and by-product











































































10k, k ∈ S1;
(6.34)


























18rk), k ∈ S1;
(6.35)
Capacity












1l, l = j ∈ L; k ∈ S1; (6.36)
Ethanol and production limitations via technology number two(q = 2), and mill restrictions
of generating raw sugar are guaranteed by equations in 6.37 and 6.38, respectively.














18rk ≤ ςmax2 (Γr2 + Γr3) r ∈ L; k ∈ S1;
(6.37)
$minj ≤ α(X02j +X123jk) ≤ $maxj j ∈ L; k ∈ S1; (6.38)
6.3.3.3 Binary and non-negativity constraints:
Binary



























23jk ≥ 0. n ∈ {8, 9, ..., 17, 21};
r ∈ L; k ∈ S1;
q = 1, 2, 3.
(6.40)
6.3.4 Solving by Generalised Goal Programming (GGP)
If the goals of each objective in each scenario are determined by g1ik and all weights are set by 1,
the goal programming model of the above model can be formulated as follows:
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δik ≤ φ, ∀i, k




φ, δik free of sign ∀i, k
(6.41)
6.4 Case study (SA sugar-ethanol supply chain)
In this section, the proposed scenario-based mixed-integer two-stage multi-objective optimisation
model for strategic planning of sugar-bioethanol supply chains (SC) under deep uncertainty
has been examined in the South African sugarcane industry to represent the capability of the
proposed structure in real problems. Unfortunately, some real data were highly classified by the
South African Sugar Association (SASA), so we decided to make this study slightly hypothetical
and approximated some data. Nevertheless, the problem remains a real problem that can be
addressed by the proposed framework.
The sugar industry in South Africa has been producing sugar for more than 100 years. There
are about 50 000 cane growers in SA and statistics show that, out of 29 130 registered sugarcane
growers, 22 500 of these operate in KwaZulu-Natal. Unofficial statistics show that South Africa
produces 20 million tonnes of sugarcane annually [SASAwebsite, 2017]. Currently, about 371 662
hectares of arable land is dedicated to grow sugarcane in SA, while the suitable land for additional
farms is estimated to be more than 4 million hectares. However, the ability to successfully grow
sugarcane on all of this land is limited due to water scarcity.
Six companies with 14 sugar mills manufacture 2.2 million tonnes of sugar seasonally. South-
ern African Customs Union (SACU) has about 60% of the market share, while the rest has been
exported to markets outside the country. The sugar industry in SA contributes to R 8 billion to
the country’s annual income and about 79 000 direct and 350 000 indirect employment makes a
significant contribution to the national economy [SASAwebsite, 2017].
The South African sugar industry is highly dependent on the world sugar price mainly
because sugar is its only significant commercial product, although it has some other by-products
[Letete, 2009]. Germinshuis [2006] pointed out in its first national biofuels report that ethanol
production from sugarcane “has the potential to enhance the sustainability of the sugar industry
in South Africa and to stimulate growth both industrially and agriculturally in the areas where
the industry operates”. SA’s Department of Minerals and Energy approved 2% level of biofuels
in national liquid fuel supply in 2007 [Website, 2017]. However, it still not implemented mainly
due to the fact that sugar companies, which are an important stakeholder, doubt the profitability
of the project. In terms of government strategies, sugarcane and sugar beet are the two targeted
crops to drive the bioethanol industry in South Africa, and a 100% fuel tax exemption is proposed
for bioethanol as it can also be used in markets other than petrol (For example, ethanol gels
[Website, 2017]). Possible issues that ought to be considered in the government’s plan are food
security, animal feed, land issue, and water resources.
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In this section, the capabilities of the proposed two-stage framework are examined through a
case study based on the South African Sugar Industry. We are considering the integrated South
African infrastructures for joint productions of sugar and ethanol in a way that all economics
(mainly producer company goal), environmental (the world unions agreements), and social bene-
fits (government target) are optimised while key uncertainties have also been considered. Overall,
the potential profitability of the project, as the most important result of this study, could en-
courage the SA’s sugar companies to operate this project in South Africa.
6.4.1 Modelling assumptions
The different assumptions applied to proposed Mixed Integer two-stage model are reviewed below.
The uncertain parameters are explained in the next section, while the other parameters are either
described in chapter or thesis Appendix. Note that, because we did not have access to all real
data, some of them are real (most of the real data extract from SASA website in [SASAwebsite,
2017]), some are estimated, and some are guessed.
Figure 6.4: SA sugar Mills and the central refinery locations
1. As stated earlier, 14 sugar mills are operating in SA and these are situated in an agricultural
belt extending from the Eastern Cape to Mpumalanga. There is also a central sugar
refinery located in Durban, KwaZulu-Natal, which produces white/refined sugar. There
are also three other white end refineries placing in Umzimkulu, Sezela (both in KwaZulu-
Natal) and Komati (in Mpumalanga) [SASAwebsite, 2017]. Figure 6.4 shows the location
of these 15 points and their surroundings. Each sugar mill is located in a region that is
specifically utilised for cultivating sugarcane in that area. Therefore, we consider L = 15
different regions that, in the exception of Durban, all available arable lands for growing
sugarcane are located in these regions. Table 6.9 (in chapter Appendix) describes the
estimated arable lands (in the areas mentioned above) that can be considered to growing
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sugarcane5.
2. Assume that all sugarcane growing in region j is directly transported to the sugar mill that
is located in the same area. Then, after the preparation step in the mill, the product can
either be consumed as feedstock for the production of raw sugar or be sent to the ethanol
plant r ∈ L in surrounding area (less than 100 km drive), if its setup is complete and has
a relevant technology, to produce ethanol. Table 6.10, in chapter Appendix, portrays the
distances between these 15 regions. These distances were calculated as the road distance
between two points in Google Maps ([googlemap, 2017]).
3. All 14 sugar mills are raw sugar ended (i.e. only produce raw sugar from sugarcane).
The production capacities of these mills, as well as the capacities of the four operating
refineries and potential ethanol plants in the different regions, are shown in Table 6.11, in
chapter Appendix. These capacities are guessed by comparing them with similar options
worldwide.
4. No limitations have been considered for the depot/terminal capacity.
5. All demands must be completely met in every scenario and only the excess volume of
productions, if any, can be exported. Nevertheless, the amount of exported ethanol does
not qualify for tax exemption.
6. There are some (artificial) taxes on sugar and ethanol importations which have been ap-
proved to support the local sugar companies (150% on ethanol and 400% on sugar impor-
tations, respectively).
7. No further direct job creation has been supposed for exportations/importations.
8. No specific demand for molasses and ethanol by-product has been considered and we
assume that all product (i.e. molasses and by-product) would be sold on the market.
6.4.2 Uncertainties and scenarios
As discussed earlier in section 6.2.1.3, the prices of ethanol and white sugar have been set as
independent uncertain parameters and the rest can be determined as a correlated function of
them. These functions have been described as follows:
Raw sugar price = µ×White sugar price(µ = 0.75),
Molasses price = ι×White sugar price(ι = 0.55),
By − product price = ν × Ethanol price(ν = 5.5),
Local white sugarprice = ξ ×White sugar price(ξ = 0.96),
Local ethanol price = ρ× Ethanol price(ρ = 1).
Except for sugar demands and prices for which two plausible scenarios are considered, three
plausible scenarios (Low, Normal, and High) are determined for the other uncertain parameters.
Tables 6.2 and 6.3 show the demand and selling prices for all products in every plausible sce-
nario, respectively. Sugarcane yields in three plausible scenarios (poor, normal, and good) are
respectively equal to 50, 60, 70 tonnes per hectare. Also, three levels of 10, 14, and 17 are set
for the exchange rate of US dollar to ZAR. Table 6.4 summarises these amounts.
Accordingly, k1 = k2 = k4 = k6 = 3 and k3 = k5 = 2. Therefore, the total number of
meta-scenarios(k) is equals to k = 3× 3× 2× 3× 2× 3 = 324.
5As noted earlier the available arable lands are more than what is showed in Table 6.9 in chapter
Appendix. However, it is impossible to expand sugarcane growing to more than 50% of the currently
underutilised lands




White sugar 150 - 250
Raw sugar 225 - 375
Ethanol 350 400 450




White sugar($/t) 300 - 600
Raw sugar($/t) 225 - 375
Molasses($/gal) 165 - 330
Ethanol($/gal) 1.3 1.7 3.5
By-product($/gal) 7.15 9.35 19.25







Table 6.4: Sugarcane yields and exchange rate in different scenarios (estimated from last
30 years statistics)
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6.4.3 Solution procedure and goals
To be able to solve our Multi-Objective Mixed Integer problem which includes 972(3×324) meta-
criteria/objectives, the Generalised Goal Programming (GGP) is applied(model 6.41). Therefore,
the DM needs to set 972 goals (one for each meta-criterion/objective) which would be significantly
confusing, especially with this size of the model. Generally, to specify the goal levels, the following
options might be used by the DM(s):
• The DM determines the goals from his/her experience, expectations and preferences.
• Solve the single objective models (one for each meta-scenario/objective) and utilise the
optimal solutions as the goal of that meta-scenario.
• Set one goal for each criterion (not each meta-criterion) and apply it to all scenarios.
• A combination of the above options.
The first option above might best describe the real preferences of the DM. However, in
the problems with too many plausible meta-scenarios, identifying all the goal levels for every
meta-scenario will be an exhausting and non-effective venture. The second option could be a
suggestible choice, although this may not reflect all the DM(s) preferences, especially in some
meta-scenarios where the DM preferred some specific goals (not the optimum). In this case,
the last option could be helpful. The third option could be utilised in the case where the DM
only looks for particular goals for each criterion in all meta-scenarios. This option may largely
simplify the process of identifying the goal levels, although it may limit or completely ignore the
chance of applying all preferences in the model. Nevertheless, as we will discuss later in Section
6.5.4, further preferences can be appended later by a sensitive analysis of the goals level.
With this option (the third one), the goals of this problem can be divided into three groups
(economics, environmental, and social benefit) that are shown in Table 6.5. More discussion on
various goals and their effects on the final results will be presented later through a sensitivity
analysis in Section 6.5.4.
These goals, together with the other parameters(summarised in Table 1 in thesis Appendix
A), have been utilised in model 6.41. The 342 meta-scenarios used in this MILP model possess
24 396 continues variables, 45 binary variables, and 27 945 constrains (19 817 inequity + 8 128
equity).
The model 6.41 is coded in Matlab2015b and solved by MILP solver intlinprog(Optimality
tolerance gap ) on a MacBook Pro with 2,5 GHz Intel Core i5 and 4 GB of RAM. The final
results have been described in the next section.
Objectives Goals
Economic g1k = 0(break-even point
a)
Environmental g1k = 750 (million kg)
Jobs g1k = 400 (million man/hrs)
Table 6.5: Sugarcane yields and exchange rate in different scenarios
aBreak-Even Point (BEF), in economics and finance, is the point at which revenue is equal to the cost
and there is neither no profit nor net loss [Boldrin and Levine, 2008]. Here, the DM would be satisfied if
the capital invested has returned in one year after operating the installed ethanol plant(s).
6.5 Case study results and discussion
This section is allocated to representing the results that were obtained by applying the proposed
two-stage structure in the South African sugar-ethanol SC. The decisions have been divided into
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two major groups related to each stage of the two-stage model.
6.5.1 First-stage/initial decisions
The first-stage (initial) decisions, made before scenario realisations, include design and planning
decisions. Design decisions in our problem are dedicated to finding the optimal number and the
best place(s) for setting up the ethanol plant(s). There is no limitation on the number, or places
have been assumed in this study. Figure 6.5 shows the locations of the four ethanol plants that
could be constructed in the future. Two factories will be operated with the first technology, and
will use sugarcane as feedstock(q=1). These would be installed in Noodsberg and Darnall (both
in KwaZulu-Natal). Another two factories will be operated with the second technology (q=2),
and would be setup in Komati (in Mpumalanga) and Durban (in KwaZulu-Natal).
Figure 6.5: Ethanol plants locations
A summary of the land-use planning decisions, as one of the planning decisions in this study,
has been described in Table 6.6. Results showed that by applying the solutions which were
obtained by solving the proposed two-stage model for this problem (i.e. model 6.41), 377 803
hectares of arable lands would be cultivated by sugarcane. Therefore, depending on the weather
(and the particular scenario that will eventually unfold) we could harvest 18 890 143, 22 668 172,
and 26 446 200 tonnes of sugarcane in various scenarios.
Another planning decision is allocated to the distribution of raw materials. In total, 13 million
tonnes of sugarcane yields are assigned to producing raw sugar in all fourteen mills which could
generate 1.57 million tonnes of raw sugar together with 87.22 million gallons of molasses (See
Table 2 in 7.2). While the total amount of sugarcane transported to ethanol plants is only 5.89
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Table 6.6: Land use
million tonnes, this produces 110.329 million gallons of ethanol in two brand-new cane-to-ethanol
plants during the first operating year).
At this stage, 930 550 tonnes of produced raw sugar, as well as 63.593 million gallons of
molasses, could be sent to the depot. Ethanol production from raw sugar and molasses, at this
time, equates to 29.571 and 9.763 million gallons, respectively (see Table 2 in 7.2).
Each of four refineries generates their minimum capacity of 100 000 tonnes of white/refined
sugar (400 000 tonnes in total) which is transported to the depot.
6.5.2 Second-stage/recourse decisions
There is no need to import white sugar in any scenario, and there is also no need to import raw
sugar except in scenario 152 and 1696 in which, respectively, 17 711 tonnes and 14 685 tonnes of
raw sugar would need to be imported.
Ethanol importation in various scenarios is recorded between 0 to 300.340 million gallons.
More details can be found in Figure 1, in thesis Appendix B, as well as in Table 3 in thesis
Appendix C.
All demands have been satisfied completely in each and every scenario that is equal to the
local sale. The amounts of by-product and molasses that are sold are portrayed in Figures 2 and
3. Figures 7 and 8, in thesis Appendix B, are explained the different volume of exportations of
white and raw sugar in various scenarios, respectively. There would be no more ethanol left to
export under any circumstances.
The volume of molasses, white and raw sugar that is transported back to ethanol plants
(with q=2) to generate more ethanol can be found in Table 4 in thesis Appendix C or Figures
4-5 in thesis Appendix B. More raw sugar and molasses could be produced as a recourse option
if there is an extra amount of sugarcane in some scenarios that have been shown in Table 4 in
thesis Appendix C or Figures 9 and 10 in thesis Appendix B.
6Scenario 152 : k1 = 2, k2 = 2, k3 = 1, k4 = 2, k5 = 1, k6 = 2.
Scenario 169 : k1 = 2, k2 = 2, k3 = 2, k4 = 2, k5 = 1, k6 = 1.
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6.5.3 Objective functions and achievements
Figure 6.6 represents a combined picture of the three objective values in different scenarios from
two various angles. As seen in these pictures, these objective values lay on three groups with
major differences of job creation. These differences are related to various plausible levels of yield.
To get more details, let us study these values separately in each criterion. The trade-offs between
these three criteria will be investigated later in the next section.
As described in Figure 6.7, economic objective functions are partly satisfied, and this satis-
Figure 6.6: A combined picture of objectives in different scenarios(from two various
angles)
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Figure 6.7: Economics objective in different scenarios(Z1k)
faction assures the DMs that, in more than 300 plausible scenarios(95%), they can get back their
initial investment within a year after operating the ethanol plants. Furthermore, in the worst
case, they may lose 179 million Rands in the first year but this definitely will be compensated
in the second year of operating the project. They also can make money up to 2.75 billion SA
Rands for the best scenario. The profit would likely increase over the following years because
further construction capital would not be needed for the next periods’ operations. This economic
achievement proves the economic profitability and sustainability of the project (see more discus-
sions on the economic justification of the project in Section 6.5.4). Moreover, the last three
factors of uncertainty, i.e. ethanol(k4) and sugar(k5) prices as well as the exchange rate(k6),
have more effects on the economic objectives. This effects can be followed up by tracking the
fluctuations of the graph in Figure 6.7.
By taking a look at the other objectives in Figures 6.8 and 6.9, it can be clearly seen that
the uncertainty relating to sugarcane yields has the most significant influence on both of these
objectives. Ethanol and sugar demand uncertainties (k2andk3) impose two other major impacts
on CO2 emissions. The variations in the lowest level of sugarcane yields scenario (k1 = 1) belong
to the interval [560, 630] thousand tonnes of CO2. This interval for k1 = 2 and k1 = 3 has been
recorded as [720, 820] and [870, 930] million kg of CO2, respectively.
Figure 6.8: Environmental objective in different scenarios(Z2k)
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The total number of jobs created will have no change if scenario s(k1) = 1 unfolds and keeps
its value of 110 000 direct job (220 million hours a year7) opportunities over all other parameter
variations. In a normal yields scenario(s(k1) = 2), the amount of the third objective function
fluctuated slightly between 127 000 and 130 000 employment, while this interval for the high
yield scenario (s(k1) = 3) fluctuates between 146 000 and 149 000 jobs. Therefore, even in the
worst case scenario, about 31 000 new jobs will be created(38% grows) and this would still satisfy
the DM’s preferences in this criterion.
More discussion and comparison between different criteria and their trade-offs will be pre-
sented in the next section.
Figure 6.9: Social benefits objective in different scenarios(Z3k)
6.5.4 Sensitivity analysis on various goals
As mentioned in earlier chapters, identifying the goals in our proposed GP-based methodology
is reflected by the first-order preferences of the DM(s) in models. However, a large number of
scenarios in the proposed structure may prevent the DMs from choosing a suitable set of goals
for the model. Analysis of variations in goals could be useful as we attempt to reach this purpose.
Moreover, this kind of analysis helps us to observe the trade-offs between different meta-criteria
and to evaluate the costs of improvements in one objective, compared to the others, that would be
significantly advantageous in the process of decision-making in such a high dimensional problem.
Accordingly, in this section, we analysed the variations of goals in our real-world application that
was utilised to understand the value of the proposed two-stage model. Table 6.7 portrays the
results of nine different cases from a sensitivity analysis executing on various aspirations levels.
As seen in the previous section, sugarcane yield is the most effective factor in the second
and third criteria (CO2 emissions and job creation); therefore, it would be logical to set different
weights on various scenarios of sugarcane yield. Therefore, we considered three different groups
of low, normal, and high yield in each case and tried various amount of goals regarding these
groups. More diversity is also applied in the third and fifth case in which ‘EP’ and ‘SP’ described
ethanol and sugar prices while ‘R’ shows the exchange rate of ZAR in comparison with USD. As
expected, comparing the first five cases in Table 6.7 indicates that the economic profits will grow
by increasing the initial goals on this criteria, while the other goals remain fixed at the same
values. This increase also affected the other two criteria and boosted their values, although this
improvement in the second criterion is on the contrary to optimality of this objective function
(minimising CO2 emissions) and would not satisfy the DMs. In other words, if the initial goals
7Each 20 000 hours considered as one full-year job.
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for the first criteria (economics) increase enough, then the optimistic values could be reached for
the first and the third criteria while, at the same time, an evaluation of the solutions shows the
pessimistic values for the second objective function/criterion under conditions of most plausible
scenarios. This represents a direct relationship between the first and the third criteria, as well
as an inverse correlation between these two objectives/criteria and the second criterion.
However, the ideal values for CO2 emissions can be obtained under conditions of a few
particular scenarios of the 324 plausible scenarios. Negative values in the amount of the second
objective function, in case ‘5’, represent that saving CO2 emissions in blending ethanol and petrol
is greater than the rate of this emission in all other parts of the project. Although this situation,
which occurs in some scenarios, would completely satisfy the environmental stakeholders, the
large amount of emissions in most of the other scenarios could not satisfy the DMs. In the worst
case scenario 1.4 billion kg of CO2, on average, would be recorded which is double compared to
the initial goals for this objective.
Therefore, this analysis can help to investigate the effects and consequences of applying
different goals and identify the correlation between different criteria in all plausible scenarios.
Furthermore, it is also possible to trace the trade-offs between the optimistic and pessimistic
values for different criteria in various scenarios. Overall, all these features would help the DM(s)
in making better decisions.
By taking a second look at this example and analysing the information in Table 6.7 further
discussion is warranted. If the environmental criterion was not important at all or all the stake-
holders accepted an unsatisfactory amount of CO2 emissions in some plausible meta-scenarios,
then case ‘5’ could be the ideal case in which a considerable financial profit (of at least 2.8 billion
Rands) and acceptable job creation (at least 168 thousand jobs (336 million hours)) would be
guaranteed in the worst case. Ideally, in the best scenario, these objectives would provide some
remarkable values (in this example, the profit would be about 49 billion Rands and also 232 000
jobs would be created). Unfortunately, the high level of pollution generated in this case (with
a mean of 1.4 billion kilogrammes CO2 emission) may cause certain policy-makers to stop the
project. Nevertheless, the ability to make this large profit, within one year after the opening of
new factories, can fully justify the project from an economical standpoint and might encourage
sugar companies to execute this project, if the green party (environmentally friendly organisa-
tions) accepts the risk of that amount of emissions in the worst case scenario. If this example
were a real project, the conclusion could assure the sugar companies about the profitability of
the project and could economically support the decision of producing ethanol from sugarcane
in South Africa. In the past, uncertainty about the economic implications of such a venture
has thwarted the implementation of this project for more than 10 years. Finally, to convince
the environmental stakeholders, similar analyses can be helpful and this will be described in the
the next paragraphs. These analyses show how the sensitivity analysis can help in the decision
support structure.
As seen in this hypothetical example, the proposed two-stage structure has a strong potential
to be used as a Decision Support System (DSS) in decision-making, especially in MCDM problems
under deep uncertainty which could be an interesting direction for future research. Moreover, the
sensitivity analysis can help to analyse different aspects of the decisions in various (and perhaps
conflicting) criteria of stakeholders under conditions of all plausible scenarios. This analysis is
well fitted in the decision support structure.
Moreover, analysis of the goal levels can also help to investigate the impacts of different pa-
rameters in each criterion/meta-criterion. For example, in this bioethanol supply chain problem,
the most effective factor in job creation is land use because planting cane in additional hectares
of land, together with harvesting the sugarcane yield, needs more workers than constructing the
ethanol plants and productions. Jobs created by building ethanol plants is the second effective
factor. It can be clearly seen that, as expected, by increasing the third criteria (job creation)
all available land would be used and ethanol plants with both technologies would be constructed




















































































Setting Goals Objective Functions Ethanol Plant(s) Land Used Sugar Productions Ethanol Production
Yield g1k g2k g3k Intervals(Z1, Z2, Z3) Mean Number Place(s)[Tech] (hectares) White Raw Molasses Cane Raw Molasses
Case 1
Poor 0 7.5× 108 4× 108 Z1 = [−179, 27 445]× 106 7.9× 109
4
(4[1])
377 803 400 000 1 570 000 87 220 110 587 33 072 6 657Normal 0 7.5× 108 4× 108 Z2 = [562, 929]× 106 764.4× 106 (8[1], 13[2])
Good 0 7.5× 108 4× 108 Z3 = [220, 299]× 106 257.4× 106 (15[2])
Case 2
Poor 0 5× 108 2.5× 108 Z1 = [−84, 24 153]× 106 7.5× 109
5
(2[1], 8[1])
345 800 400 000 1 570 000 87 220 79 926 104 792 18 824Normal 0 6.5× 108 3× 108 Z2 = [416, 867]× 106 701.8× 106 (10[3])
Good 0 8× 108 3.5× 108 Z3 = [193, 267]× 106 229.8× 106 (13[2], 15[2])
Case 3
Poor 0 5× 108 2.5× 108
7 385 884 400 000 1 570 000 87 220 118 000 109 597 19 938
If EP high, g1k = 1× 109; Z1 = [−145, 28 342]× 106 8.8× 109 (2[1])
If SP high, g1k = 2× 109; If R Low, g1k = 3× 109 (3[1])
Normal 0 6.5× 108 3× 108 (4[1])
If EP high, g1k = 1× 109; Z2 = [362, 945]× 106 767× 106 (8[1])
If SP high, g1k = 2× 109; If R Low, g1k = 3× 109 (10[2])
Good 0 8× 108 3.5× 108 (14[2])
If EP high, g1k = 1× 109; Z3 = [223, 305]× 106 264× 106 (15[3])
If SP high, g1k = 2× 109; If R Low, g1k = 3× 109
Case 4
Poor 0 5× 108 2.5× 108 Z1 = [194, 35 070]× 106 12.44× 109
1 456 125 400 000 1 570 000 87 220 184 735 129 605 2 915Normal 1× 109 6.5× 108 3× 108 Z2 = [270, 1 106]× 106 898× 106 (7[3])
Good 2× 109 8× 108 3.5× 108 Z3 = [245, 340]× 106 292× 106
Case 5
Poor 1× 109 5× 108 2.5× 108
4 619 162 1 000 000 1 580 000 87 777 338 037 0 3 627
If EP high, g1k = 2× 109; Z1 = [2.8, 49]× 109 19.3× 109
If SP high, g1k = 4× 109; If R Low, g1k = 8× 109
Normal 3× 109 6.5× 108 3× 108 (2[1])
If EP high, g1k = 5× 109; Z2 = [−176, 1 712]× 106 1 406× 106 (6[3], 10[1])
If SP high, g1k = 7× 109; If R Low, g1k = 10× 109 (14[1])
Good 6× 109 8× 108 3.5× 108
If EP high, g1k = 8× 109; Z3 = [336, 464]× 106 400× 106
If SP high, g1k = 10× 109; If R Low, g1k = 15× 109
Case 6
Poor 0 5× 108 12.5× 108 Z1 = [−4 479, 43 655]× 106 12.9× 109
15
(1,2,3,4,5)[3]
627 495 1 000 000 1 817 006 100 940 308 427 0 9 070Normal 0 6.5× 108 30× 108 Z2 = [731, 1 971]× 106 1 508× 106 (6,7,8,9,10)[3]
Good 0 8× 108 50× 108 Z3 = [382, 520]× 106 451× 106 (11,12,13,14,15)[3]
Case 7
Poor 0 5× 108 2500× 108 Z1 = [−1 111 057, 41 837]× 106 −185× 109
12
(2,4,5,6)[3]
627 495 1 000 000 1 570 000 87 220 347 537 7 276 1 712Normal 0 6.5× 108 6000× 108 Z2 = [708, 16 717]× 106 6 333× 106 (7,8,10,11)[3]
Good 0 8× 108 150000× 108 Z3 = [383, 628]× 106 487× 106 (12,13,14,15)[3]
Case 8
Poor 0 3× 108 2.5× 108 Z1 = [−220, 16 373]× 106 5.4× 109
1 290 724 400 000 1 570 000 87 220 27 604 104 792 36 042Normal 0 5× 108 3× 108 Z2 = [79.5, 780]× 106 620× 106 (6[3])
Good 0 6× 108 3.5× 108 Z3 = [156, 217]× 106 186× 106
Case 9
Poor 0 0 2.5× 108 Z1 = [−700, 14 307]× 106 4× 109
2
(6[2])
261 666 400 000 1 570 000 87 220 0 109 576 36 042Normal 0 0 3× 108 Z2 = [−490, 700]× 106 573× 106
Good 0 0 3.5× 108 Z3 = [141, 197]× 106 168× 106 (13[2])
Table 6.7: Sensitivity analysis on various goals
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(see cases ‘6’ and ‘7’ in which the aspiration levels related to the third criteria have been raised
while the others keep their previous values). Therefore, by changing the goal levels and tracking
the trade-offs between the criteria/objectives, the most suitable decisions can be made by the
DM(s) to satisfy all the stakeholders as much as possible.
In contrast, the last two cases, especially the ninth case, are the most environmentally-
friendly cases (the maximum emissions, in the worst-case scenario, would be less than ‘780 000’
and ‘700 000’ tonnes of CO2, respectively). However, in the worst-case scenario of the last case,
we may also face a financial loss of ‘700’ million Rands, while job creation would be between
‘70’ and ‘100’ thousand jobs. This amount of jobs (70 000) will be even less than the current
number of jobs available within the sugar industry. Thus, if the aspiration levels of the second
criteria are decreased too much, then some non-reasonable solutions, including severe economic
and social effects, will emerge.
Overall, it seems that setting the goals in the fourth case could be the most reasonable choice
since this provides us with some balanced solutions which not only guarantee the profitability of
the project, but also create a considerable number of jobs and produce limited CO2 emissions
(that will be less than ‘900 000’ tonnes in average).
Therefore, sensitivity analysis on various goals represents different trade-offs between the
meta-criteria and helps DMs to study and interpret the results that can lead them to choose a
more suitable strategy. Such analysis will also provide the DMs with a complete analysis which
highlights the consequences of changes in their initial goals and the effects of these variations in
result. This can help us discuss the management insights that are generated, and on how the
sensitivity analysis needs to fit into the decision support structure.
Another important factor that we need to consider is the water consumption for planting
too many hectares of the land, which is a real issue for the future of this project. This issue
can be classified as an environmental criterion or could be applied as a completely separate
criterion/objective. Nonetheless, we are not going to consider this issue in this study, but it
would be an interesting direction for future work.
6.6 Conclusions
The first aim of this chapter was to examine the simplest form of the proposed methodology
(i.e. two-stage structure) and check its reliability and validity in a real-life problem. The second
aim was to investigate the possibility of utilising the proposed structure as a decision support
tool in MCDA problems. Thirdly, we looked to provide a general model to that considers deep
uncertainty in multi-objective optimisation problems in biofuel supply chains management.
In this chapter, the capability of the proposed two-stage framework to provide solutions
for real world problems was investigated by applying the proposed methodology to a strategic
planning problem involving sugar-bioethanol supply chains (SCs) under deep uncertainty. The
infrastructure of the entire sugar-bioethanol supply chains was analysed in such a way that all
economics (max profit), environmental (min CO2 ), and social benefits (max job creation) were
optimised under six key uncertainties, sugarcane yield, ethanol and refined sugar demands and
prices, and the exchange rate. Moreover, one of the critical design questions, designing the
optimal number and technologies as well as the best place(s) for setting up the ethanol plant(s),
is also addressed in this study. Furthermore, a case study based on the South African Sugar
Industry is also utilised to study and examine the proposed methodology. We have considered
the integrated South African infrastructures for joint productions of sugar and ethanol under
deep uncertainty. This problem was formulated as a scenario-based mixed-integer two-stage
multi-objective optimisation problem and solved by utilising the Generalised Goal Programming
approach.
The first-stage (initial) decisions, made before scenario realisation, included design and plan-
ning decisions such as finding the optimal number, technologies, and the best place(s) for setting
up the ethanol plant(s), hectares of cultivated lands, and the volume of feedstock to be used for
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every production. Moreover, after scenario realisation, the unfilled ethanol demand could now
be recovered by the importation of ethanol or by sending back some stored sugar/molasses from
the depot to ethanol plants for more ethanol generation. These decisions, together with some
other recourse decisions (such as the amount of each product that should be sold, or extra raw
sugar production from excess sugarcane yields), made the second-stage/recourse decisions of the
proposed two-stage structure. In fact, these recourse decisions can be described as “contingency
plans”8. In other words, the initial decision(s) are made and implemented immediately at the
beginning of the project, and one group of recourse decisions is identified for each plausible
scenario as a contingency plan. Then, after scenario realisation, the relevant plan will be im-
plemented. These contingency plans and relevant scenarios can be stored in a tabular form for
better explanation and comparisons.
Fourteen sugar mills and four refineries are operating in SA. Except for sugar demands
and prices for which two plausible scenarios (low and high) were considered, three plausible
scenarios (low, normal, and high) were determined for the other uncertain parameters that
construct 324 meta-scenarios. Therefore, by setting some goals, the Multi-Objective Mixed
Integer problem including 972 meta-criteria/objectives was solved by applying the Generalised
Goal Programming.
The results included the suggestion to build four new ethanol plants. Two factories with the
first technology that utilises sugarcane as feedstock(q=1) that would be installed in Noodsberg
and Darnall (in KwaZulu-Natal). The other two plants would operate with the second technol-
ogy(q=2), and would be set up in Komati (in Mpumalanga) and Durban (in KwaZulu-Natal).
Cultivating sugar cane in 377 803 hectares of arable lands would give rise to harvesting
18 890 143, 22 668 172, and 26 446 200 tonnes of sugarcane depending on the weather in
various scenarios. An interesting observation was that currently almost the same hectares of
land are underutilised of sugar cane. This means that this project can be simply executed
without any significant extension of land-use and/or further sugarcane production (and hence
water consumption). That is, by only constructing the four suggested ethanol plants and re-
allocation in sources, this project can be simply operated.
Furthermore, almost no sugar importation is needed, and all demands are fully satisfied with
local sugar production which maintains the economic self-sufficiency of the sugar industry. There
is still enough sugars for exportation. However, we may need some ethanol importation in some
scenarios.
Tracking the fluctuations in achievements in different criteria shows that the uncertainty in
ethanol and sugar demands plus currency volatility have significant influences on the economic
objectives. However, the most effective uncertain parameter in both environmental and social
objectives is sugarcane yields. Environmental target is also more or less affected by existing un-
certainty in ethanol and sugar demands and these variations are more visible in certain scenarios
including the low sugarcane yield scenario.
Analysis of variations in goals can help to find a suitable set of aspiration levels that gives
rise to balanced solutions; furthermore, this analysis helps us to observe the trade-offs between
different meta-criteria and evaluate the costs of improvements in one objective, compared to the
others, that would be beneficial in the process of decision-making.
It is also shown that by setting some suitable goals some balanced solutions would be reached.
These balance solutions provide satisfactory performances for almost all meta-criteria and can be
recognised from the deviations between the goals and achievements. By utilising these balanced
solutions, the profitability of the project will be guaranteed, a remarkable number of jobs will be
created, and a more reasonable amount of CO2 emissions will be produced. Therefore, sensitivity
analysis on various goals represents different trade-offs between the meta-criteria and helps the
DMs to study and interpret the results. This can lead them to choose a more suitable strategy.
The first-order preferences of the DM(s) have been applied to the model by choosing the
8A plan (Plan B) that is usually utilised for risk management and would be implemented in the case
of surprises when the original plan (Plan A) is no longer working well.
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initial goals for the relevant GP model which were used to solve the proposed two-stage model.
After obtaining the solutions, the second-order preferences can be exerted by a sensitivity analysis
on variations in goals (such as one we have been performing in this section). In fact, at this stage,
the DM(s) can observe the solutions which were generated in terms of their first-order preferences.
Furthermore, the sensitivity analysis can provide the opportunity for the DM(s) to compare the
trade-offs between different criteria under conditions of all plausible scenarios. Therefore, they
have a chance to modify their initial goals and improve the decisions regarding their preferences
(i.e. they are interactively involved during all steps of the decision-making process and generating
the solutions). This is the golden opportunity that the proposed two-stage model, together with
the sensitivity analysis, can provide for the DM(s).
The most important concepts and insights that could be extracted from using the proposed
two-stage structure to model and solve this real-world problem can be summarised as follows:
• The possibility of analysing the effects and consequences of applying different goals which
could help the DM(s) to improve the decisions.
• The possibility of analysing the correlation between different criteria and observing the
variations in all plausible scenarios.
• The possibility of improvements in results by observing the trade-offs between different
criteria in various scenarios.
• The possibility of observing and analysing the trade-offs between the optimistic and pes-
simistic values for different criteria in various scenarios.
• Identifying the balanced solutions for all meta-criteria.
• The possibility of analysing the solutions in the case of eliminating one (or more) criterion
from the problem.
• Identifying the impacts of different parameters in each criterion/meta-criterion.
• The probabilistic and stochastic methods may only be able to demonstrate the trade-
offs between the criteria in a possible scenario. However, with the proposed two-stage
structure we can observe and analyse the trade-offs between all meta-criteria (i.e. the
trade-offs between different criteria in all plausible scenarios). This highlights one of the
most important superiorities of the proposed two-stage structure compared to probabilistic
and stochastic methods.
• The possibility of using as a Decision Support Tool (DST) (or Decision Support System
(DSS)) by providing an analysis of effects of various decisions in a broad range of plausible
scenarios.
Finally, during the modelling and coding of the two-stage structure, we faced some compu-
tation difficulties (such as an “out of memory” error) because of the complexity of dealing with
deep uncertainty and handling many meta-criteria. Thus, this chapter is limited to the two-stage
structure to avoid extreme complexity and expensive computation. However, by applying the
three-stage or moving horizon models we can investigate the results of the problem in longer
planning periods if the computations are efficient. In a longer planning horizon we may expect
to achieve more clear justification for supporting the decision of producing bioethanol and blend
with oil fuels. Such expansion would be an interesting direction for future study. Considering
other uncertain factors such as water consumption would also be another interesting direction for
future work. The methodology could also be applied to other supply chain problems under deep
uncertainty. Furthermore, only the first generation of biofuel SCs is investigated in this study.
The second generation, or even the third generation that will be able to operate in a near future,
could be an interesting and useful area to extend the proposed methodology in the future.
6.7 Notation
Table 6.8: Variables notation
Notations
Sets:
L: The set of different areas.
P : The set of working refineries locating in different areas P ⊆ L.
Nj : The set of lands locating in the neighbourhood of the Land j ∈ L.
Indexes:
i, (i ∈ {1, 2, 3}): represent the objective function i.
j, (j ∈ L): represent the Mill j.
k ∈ S1: represent the scenario that revealed.
l, (l ∈ L): represent the land area l.
p, (p ∈ P ): represent the refinery p.
q, (q ∈ {1, 2, 3}): represent the division/technology q utilizing to produce ethanol.
r, (r ∈ L): represent the ethanol plant/biorefinery r.
Decision Variables
Stage 0:
X01l ∈ < : Hectares of land used for cane in area l ∈ L.
X02j ∈ <, : Tonnage of sugar cane turned into raw sugar in Mill j ∈ L.
X03jr ∈ <, : Tonnage of sugar cane transport from Mill j ∈ L to ethanol plant r ∈ Nj (with technology q, q = 1, 3) to produce ethanol.
X04jp ∈ <, : Tonnage of raw sugar transport from Mill j ∈ L to refinery p ∈ P to produce white sugar.
X05j ∈ <, : Tonnage of raw sugar transport from Mill j ∈ L to depot to sale.
X06jr ∈ <, : Tonnage of raw sugar transport from Mill j ∈ L to ethanol plant r ∈ L (with technology q, q = 2, 3) to produce ethanol.
X07jr ∈ <, : A thousand gallons of molasses transport from Mill j ∈ L to ethanol plant r ∈ L (with technology q, q = 2, 3)
to produce ethanol.
X020j ∈ <, : A thousand gallons of molasses transport from Mill j ∈ L to Depot to sale locally as animal feeds.
Γ0rq ∈ {0, 1}(binary): { 1: if ethanol plant with conversion technology q, q = 1, 2, 3; installed in area r;
0: otherwise.}
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Stage 1:
X18k ∈ <, : Tonnage of refined sugar to import if scenario k, k ∈ S1 revealed.
X19k ∈ <, : Tonnage of raw sugar to import if scenario k, k ∈ S1 revealed.
X110k ∈ <, : A thousand gallons of ethanol to import if scenario k, k ∈ S1 revealed.
X111k ∈ <, : Tonnage of refined sugar to sale locally if scenario k, k ∈ S1 revealed.
X112k ∈ <, : Tonnage of raw sugar to sale locally if scenario k, k ∈ S1 revealed.
X113k ∈ <, : A thousand gallons of ethanol to sale locally if scenario k, k ∈ S1 revealed.
X114k ∈ <, : Tonnage of refined sugar to export if scenario k, k ∈ S1 revealed.
X115k ∈ <, : Tonnage of raw sugar to export if scenario k, k ∈ S1 revealed.
X116k ∈ <, : A thousand gallons of ethanol to export if scenario k, k ∈ S1 revealed.
X117k ∈ <, : A thousand gallons of by-product produced by technology q, q = 1, 2, 3; to sale (locally/internationally),
if scenario k, k ∈ S1 revealed.
X121k ∈ <, : A thousand gallons of molasses to sale (locally/internationally), if scenario k, k ∈ S1 revealed.
X118rk ∈ <, : Tonnage of refined sugar to transport from depot to ethanol plant r ∈ L to produce more ethanol,
if scenario k, k ∈ S1 revealed.
X119rk ∈ <, : Tonnage of raw sugar to transport from depot to ethanol plant r ∈ L to produce more ethanol,
if scenario k, k ∈ S1 revealed.
X122rk ∈ <, : A thousand gallons of molasses to transport from depot to ethanol plant r ∈ L to produce more ethanol,
if scenario k, k ∈ S1 revealed.
X123jk ∈ <, : Tonnage of sugarcane to transport from Mill j ∈ L to depot, if scenario k, k ∈ S1 revealed.
Uncertain Parameters
Y 0k ∈ <, : Tonnage of sugar cane yield from a hectare if scenario k, kinS1 revealed.
DE1k ∈ <, : Ethanol demand if scenario k, k ∈ S1 revealed.
DS1k ∈ <, : Refined sugar demand if scenario k, k ∈ S1 revealed.
PE1k ∈ <, : Ethanol Price if scenario k, k ∈ S1 revealed.
PS1k ∈ <, : Refined sugar Price if scenario k, kinS1 revealed.
R1k ∈ <, : Exchange rate of Dollar to Rand.
Certain Parameters
α ∈ <, : Conversion factor for cane to raw sugar.
β ∈ <, : Conversion factor for cane to ethanol.
γ ∈ <, : Conversion factor for raw sugar to refined sugar.
ζ ∈ <, : Conversion factor for raw sugar to molasses.
θ ∈ <, : Conversion factor for raw sugar to ethanol.
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λ ∈ <, : Conversion factor for refined sugar to ethanol.
σ ∈ <, : Conversion factor for molasses to ethanol.
µ ∈ <, : Conversion factor for price of raw sugar(compare to refined sugar price).
ν ∈ <, : Conversion factor for price of by-product of ethanol(compare to ethanol price).
ι ∈ <, : Conversion factor for price of molasses(compare to refined sugar price).
ξ ∈ <, : Conversion factor for local price of refined sugar.
ρ ∈ <, : Conversion factor for local price of ethanol.
κq ∈ <, : Conversion factor for produce by-product with technology q, q ∈ {1, 2, 3}.
τ ∈ <, : Tax exemption factor for local sale of ethanol.
$minj ∈ <, : Minimum capacity of raw sugar production in Mill j ∈ L.
$maxj ∈ <, : Maximum capacity of raw sugar production in Mill j ∈ L.
%minp ∈ <, : Minimum capacity of refined sugar production in refinery p ∈ P .
%maxp ∈ <, : Maximum capacity of refined sugar production in refinery p ∈ P .
ςminq ∈ <, : Minimum capacity of ethanol production in ethanol plant with technology q, (q = 1, 2, 3) if installed.
ςmaxq ∈ <, : Maximum capacity of ethanol production in ethanol plant with technology q, (q = 1, 2, 3) if installed.
b01l ∈ <, : Available hectare of land in area l ∈ L.
c01 ∈ <, : Cost of renting, growing, harvesting and transporting a tonne of sugar cane to the Mill in area l.
c02 ∈ <, : Cost of producing a tonne of raw sugar.
c03 ∈ <, : Cost of producing a thousand gallons of ethanol from cane.
c04 ∈ <, : Cost of producing a thousand gallons of ethanol from molasses.
c05 ∈ <, : Cost of producing a thousand gallons of ethanol from raw sugar.
c06 ∈ <, : Cost of producing a tonne of refined sugar from raw sugar.
c07 ∈ <, : Cost of producing a thousand gallons of by-product.
c08rq ∈ <, : Cost of installation and operation of an ethanol plant with division/technology q, (q = 1, 2, 3) in area r ∈ L.
c09jr ∈ <, : Cost of transporting a tonne of cane from Mill j ∈ L to plant r ∈ Nj(with division/technology q = 1, 3).
c010jr ∈ <, : Cost of transporting a tonne of raw sugar from Mill j ∈ L to plant r ∈ L(with division/technology q = 2, 3).
c011jp ∈ <, : Cost of transporting a tonne of raw sugar from Mill j ∈ L to refinery p ∈ P .
c012j ∈ <, : Cost of transporting a tonne of raw sugar from Mill j ∈ L to depot.
c013r ∈ <, : Cost of transporting a thousand gallons of ethanol/molasses/by-product between plant r ∈ L and depot.
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c014p ∈ <, : Cost of transporting a tonne of refined sugar from refinery p ∈ P to depot.
c015jr ∈ <, : Cost of transporting a thousand gallons of molasses from Mill j ∈ L to plant r ∈ L(with technology q = 2, 3).
c016r ∈ <, : Cost of transporting a tonne of raw/refined sugar from depot to plant r ∈ L
(with division/technology q, (q = 2, 3))(as recourse decision).
c117 ∈ <, : Cost of importing and transporting a tonne of raw sugar
c118 ∈ <, : Cost of importing and transporting a tonne of refined sugar
c119 ∈ <, : Cost of importing and transporting a thousand gallons of ethanol
c120 ∈ <, : Cost of producing a thousand gallons of ethanol from refined sugar
c021j ∈ <, : Cost of transporting a thousand gallons of molasses from Mill j ∈ L to depot(Recourse).
d01 ∈ <, : Total CO2 emissions of growing, harvesting and transporting a tonne of sugar cane to the Mill in area l ∈ L.
d02 ∈ <, : Total CO2 emissions in producing a tonne of raw sugar.
d03 ∈ <, : Total CO2 emissions in producing a thousand gallons of ethanol from cane.
d04 ∈ <, : Total CO2 emissions in producing a thousand gallons of ethanol from molasses.
d05 ∈ <, : Total CO2 emissions in producing a thousand gallons of ethanol from raw sugar.
d06 ∈ <, : Total CO2 emissions in producing a thousand gallons of refined sugar from raw sugar.
d07 ∈ <, : Total CO2 emissions in producing a thousand gallons of of by-product.
d08rq ∈ <, : Total CO2 emissions in installing and operating of ethanol plant with technology q, (q = 1, 2, 3) in area r ∈ L.
d09jr ∈ <, : Total CO2 emissions in transporting a tonne of cane from Mill j ∈ L to plant r ∈ Nj(with technology q = 1, 3).
d010jr ∈ <, : Total CO2 emissions in transporting a tonne of raw sugar from Mill j ∈ L to plant r(with technology q = 2, 3).
d011jp ∈ <, : Total CO2 emissions in transporting a tonne of raw sugar from Mill j ∈ L to refinery p.
d012j ∈ <, : Total CO2 emissions in transporting a tonne of raw sugar from Mill j ∈ L to depot.
d013r ∈ <, : Total CO2 emissions in transporting a thousand gallons of ethanol from plant r (with technology q, q = 1, 2, 3) to depot.
d014p ∈ <, : Total CO2 emissions in transporting a tonne of refined sugar from refinery p to depot.
d015jr ∈ <, : Total CO2 emissions in transporting a thousand gallons of molasses from Mill j to plant r (with technology q = 2, 3).
d016r ∈ <, : Total CO2 emissions in transporting a tonne of raw/refined sugar from depot to plant r
(with division/technology q = 2, 3)(as recourse decision).
d117 ∈ <, : Total CO2 emissions in importing and transporting a tonne of raw sugar
d118 ∈ <, : Total CO2 emissions in importing and transporting a tonne of refined sugar
d119 ∈ <, : Total CO2 emissions in importing and transporting a thousand gallons of ethanol
d120 ∈ <, : Total CO2 emissions in producing a thousand gallons of ethanol from refined sugar
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d021j ∈ <, : Total CO2 emissions in transporting a thousand gallons of molasses from Mill j ∈ L to depot.
e0 ∈ <, : Total CO2 saving in blending a thousand gallons of ethanol in petrol.
h01 ∈W , : Total number of permanent jobs that secured/created per hectare of cultivated land.
h02 ∈W , : Total number of seasonal jobs that secured/created per hectare of cultivated land.
h03 ∈W , : Total number of permanent jobs that secured/created to producing a tonne of raw sugar at a Mill.
h04 ∈W , : Total number of permanent jobs that secured/created to producing a tonne of refined sugar at a refinery.
h05q ∈W , : Total number of permanent jobs that created to producing a thousand gallons of ethanol in plant
with division/technology q.
h06q ∈W , : Total number of permanent jobs that created to producing a thousand gallons of by-product in plant
with division/technology q.
h07q ∈W , : Total number of temporary jobs that created to constructing an ethanol plant with division/technology q.
h08q ∈W , : Total number of permanent jobs that created to operating an ethanol plant with
division/technology q (exclude production jobs).
h09jr ∈ <, : Total number of permanent jobs that secured/created to transporting a tonne of
cane from Mill j ∈ L to plant r ∈ Nj(with division/technology q = 1, 3).
h010jr ∈ <, : Total number of permanent jobs that secured/created to transporting a tonne of
raw sugar from Mill j ∈ L to plant r(with division/technology q = 2, 3).
h011jp ∈ <, : Total number of permanent jobs that created to transporting a tonne of raw sugar from Mill j ∈ L to refinery p ∈ P .
h012j ∈ <, : Total number of permanent jobs that secured/created to transporting a tonne of raw sugar from Mill j ∈ L to depot.
h013r ∈ <, : Total number of permanent jobs that created to transporting a thousand gallons of ethanol
from plant r ∈ L (with division/technology q, q = 1, 2, 3) to depot.
h014p ∈ <, : Total number of permanent jobs that created to transporting a tonne of refined sugar from refinery p ∈ P to depot.
h015jr ∈ <, : Total number of permanent jobs that created to transporting a thousand gallons of molasses from Mill j ∈ L
to plant r ∈ L (with division/technology q = 2, 3).
h016r ∈ <, : Total number of permanent jobs that created to transporting a tonne of raw/refined sugar from depot
to plant r ∈ L (with division/technology q = 2, 3)(as recourse decision).
h021j ∈ <, : Total number of permanent jobs that created to transporting a thousand gallons of molasses
from Mill j ∈ L to depot.
gik ∈ <, : Goal i in scenario k.
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Areas Umzimkulu Sezela Eston Noodsberg Union Coop Maidstone Gledhow Darnall Amatikulu Felixton Umfolozi Pongola Komati Malelane Durban
Umzimkulu 0 52.5 141 212 220 163 195 204 245 280 329 489 907 847 122
Sezela 52.5 0 97 190 198 119 150 160 201 235 285 522 863 810 77
Eston 141 97 0 85 93 111 142 152 193 227 277 436 755 708 76
Noodsberg 212 190 85 0 8 72 92 111 152 186 236 396 694 634 122
Union Coop 220 198 93 8 0 78 99 118 158 193 243 402 680 626 124
Maidstone 163 119 111 72 78 0 40 48 89 123 173 332 742 689 49
Gledhow 195 150 142 92 99 40 0 21 62 96 146 305 715 662 73
Darnall 204 160 152 111 118 48 21 0 42 83 133 292 702 648 90
Amatikulu 245 201 193 152 158 89 62 42 0 51 111 271 668 615 124
Felixton 280 235 227 186 193 123 96 83 51 0 59 218 681 628 158
Umfolozi 329 285 277 236 243 173 146 133 111 59 0 208 625 573 208
Pongola 489 522 436 396 402 332 305 292 271 218 208 0 466 413 374
Komati 907 863 755 694 680 742 715 702 668 681 625 466 0 57 785
Malelane 847 810 708 634 626 689 662 648 615 628 573 413 57 0 741
Durban 122 77 76 122 124 49 73 90 124 158 208 374 785 741 0
Table 6.10: Distances between land areas(km)(calculated from roads in google map)
Regions
Sugar production capacity(Thousand Tonnes) Ethanol production capacity(Thousand Tonnes)
Raw sugar White sugar From Cane(q=1) From sugar(Raw/white)(q=2) Both Technologies(q=3)
Minimum Maximum Minimum Maximum Minimum Maximum Minimum Maximum Minimum Maximum
Umzimkulu 100 160 100 250 2 300 2 300 3 600
Sezela 200 290 100 250 2 300 2 300 3 600
Eston 100 175 0 0 2 300 2 300 3 600
Noodsberg 100 200 0 0 2 300 2 300 3 600
Union-Coop 80 100 0 0 2 300 2 300 3 600
Maidstone 150 235 0 0 2 300 2 300 3 600
Gledhow 100 175 0 0 2 300 2 300 3 600
Darnall 100 175 0 0 2 300 2 300 3 600
Amatikulu 100 200 0 0 2 300 2 300 3 600
Felixton 150 250 0 0 2 300 2 300 3 600
Umfolozi 100 140 0 0 2 300 2 300 3 600
Pongola 90 120 0 0 2 300 2 300 3 600
Komati 100 150 0 0 2 300 2 300 3 600
Malelane 100 200 100 250 2 300 2 300 3 600
Durban 0 0 100 250 2 300 2 300 3 600
Total 1570 2570 400 1000 30 4500 30 4500 45 9000





7.1 Summary and Conclusions
The first and the main motivating factor for embarking on this research project was that we were
concerned about dealing with higher degrees of uncertainty in multi-criteria decision-making
(MCDM) problems. This issue has been frequently observed in many real-world processes such
as strategic planning. In many real-life problems, policy-makers must be able to satisfy several
conflicting criteria/objectives. Moreover, in most of these problems, the decisions must be made
before one can begin to explore the consequences of the decision or gain sufficient awareness of
all other options. In our fast-growing and highly competitive world, ignoring the consequences
of our decisions over the uncertain future could lead us to some devastating penalties and, in
some cases, the losses may not be recoverable at all. Reducing or predicting this so-called deep
uncertainty is almost impossible. Deep uncertainty is also not statistical in nature. Therefore,
all statistical and predictive modelling will fail to deal with deep uncertainty. However, most
of the previous works in this field of study ignore deep uncertainty because of its complexity,
and are limited to a low level of uncertainty with known probability distributions (namely mild
uncertainty). To the best of our knowledge, there is limited or no literature or scientific work
concerning deep uncertainty in MCDM/Multi-Objective Optimisation (MOO) problems and how
these problems can be addressed. This is a crucial gap in the literature and the DMs must face
it one way or another. Therefore, this thesis tried to provide a way forward as well as further
understanding of the complex problems associated with deep uncertainty in MCDM/MOO.
The literature review (Chapter 2) on uncertainty indicated that different dimensions of un-
certainty (such as nature, location and degrees/levels of uncertainty) can be studied. However, it
seems that the degrees of uncertainty have a crucial role in modelling the multi-criteria decision-
making and optimisation problems. We defined three intermediate uncertainties between com-
plete certainty and total ignorance as mild, moderate, and deep uncertainty. In this study, the
term deep uncertainty refers to a situation in which “outcomes cannot be completely enu-
merated, so that, probabilities are not definable”. We believe that this classification can help
us to choose the most suitable strategy and improve the decision-making process in real-world
problems.
To deal with this kind of uncertainty, especially in problems with a long-term planning
window, we need planning strategies that are both robust (can perform satisfactorily under a
wide variety of plausible futures) and dynamic (can be adapted to changing variable future
conditions). The review of optimisation problems in the literature review revealed only a few
publications which utilise this so-called dynamics robustness approach to handle the uncertainty
in multi-objective optimisation, but none of them can deal with deep uncertainty. This was
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identified as an important gap in the literature and was an interesting direction for our research.
Nevertheless, a high level of complexity has prevented other authors from working on this kind
of problem. Therefore, our study needed to be well structured and carefully developed.
To achieve this purpose, this thesis (in Chapter 3) introduced a novel robust-dynamic opti-
misation approach, named the scenario-based two-stage framework, to deal with multi-objective
optimisation problems under deep uncertainty. The main idea was extended by the two-stage
stochastic programming with recourse to address the capability of dealing with deep uncertainty
through the use of scenario planning rather than statistical expectation. Scenarios are utilised
as a dimension of preference (a component of the meta-criteria) to avoid problems of evaluat-
ing probabilities under deep uncertainty. Moreover, to some extent, the meta-criteria concept
is extended to find a robust decision. Such scenario-based thinking involves a multi-objective
representation of performance under different future conditions as an alternative to expectation,
which fits naturally into the broader multi-objective problem context. This dynamic-robust multi-
objective optimisation structure can help us handle moderate and deep uncertainty in complex
MCDA problems. The proposed methodology introduces the concept of dynamic-robust decisions
by extending the robust decision philosophy. These kinds of decisions reduce the shortcoming
of the regular robust strategies such as generating a risk-averse solution because of a bad sce-
nario. Also, the advantages of the robust solutions are developed. A dynamic-robust decision
in our philosophy is a split decision and contains two subgroups of decisions, namely the initial
decision(s) followed by recourse decision(s), in which the full decision is robust across scenarios.
It is shown that the proposed two-stage structure not only helps us cope with higher degrees
of uncertainty but also can contribute to solving the scenario-based problems without a feasible
nor robust solution. This approach does not look for a solution that could be feasible in every
single scenario. Such a solution, if it exists, may cost too much as it needs to satisfy all constraints
of all plausible scenarios, while only one scenario will happen.
In the proposed two-stage structure, rather than formulating a predictive model, we try to
identify a reasonable initial decision (which is compensable, whatever happens in the future)
together with an appropriate scenario-dependent recourse decision for every single plausible
scenario, implemented after scenario realisation. In fact, we break the decision into two parts
and defer one part of the decision long enough to realise the uncertain parameter(s). In other
words, in the two-stage structure, we look one step ahead, postpone part of the decision and
leave room for possible adaptation later (after scenario realisation), while we identified suitable
adaptive plans for every plausible scenario in advance. The aggregation of the decisions in both
stages provides us with the overall optimality to the two-stage problem. Therefore, by using the
proposed method, any specific cost would be postponed to the second stage and after scenario
realisation. Thus, there is no need to pay costs for some scenarios that would never be revealed.
To be able to deal with the deep uncertainty in strategic planning problems, which regu-
larly have more than two stages, the three-stage structure and moving horizon algorithms were
also introduced as extensions of the two-stage framework (Chapter 4). “Stages”, in this study,
are artificial constructs to structure thinking of an indefinite future in which scenarios are not
independent events by stages and continuously unfold, generally with some depending.
Philosophically, the proposed two-stage structure always plans and looks one step ahead
while the three-stage structure considers the conditions and consequences of two upcoming steps
in advance. Ignoring long-term consequences of decisions, as well as likely conditions, could not
be a robust strategic approach. Therefore, generally, by utilising the three-stage structure, we
may expect a more robust decision than with a two-stage representation.
In comparing the two-stage versus the three-stage structure, the fundamental problem was
comparability of the two methods because of the different time horizon, as the two-stage model
is ignorant of the third stage. We needed to compare these methods in the same period, for
which a two-stage moving horizon approach is introduced. In the two-stage moving horizon
model, we iterate a two-stage structure twice. i.e. at the first iteration, one two-stage model
is applied which covers the first two stages (stages 1 and 2). Then, another (second) two-stage
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model starting at the end of the first stage, is re-iterated to cover the entire period of three stages
(stages 2 and 3).
Modelling time preferences in multi-stage problems was also introduced to solve the funda-
mental problem of comparability of the two proposed methodologies because of the different time
horizon (the two-stage model is ignorant of the third stage). This concept has been applied by
differential weighting in the models. Importance weights, then, are primarily used to make the
two- and three-stage models more directly comparable, and only secondarily as a measure of risk
preference. Differential weighting can help us apply further preferences in the model and lead it
to generate more preferred solutions.
The problem with having more than three stages is that this will generate too many meta-
scenarios which would lead us to a computationally expensive model that cannot easily be solved,
if it all. Furthermore, identifying the plausible meta-scenarios would be challenging if the length
of the planning window increases. Therefore, the two- and three-stage moving horizon models in a
T-stage planning window was introduced (Chapter 5. Due to the large number of plausible meta-
scenarios, it is hardly possible to analyse and evaluate the proposed moving horizon algorithms in
problems with more than five stages. Therefore, a Simulation-Optimisation study was performed
to simulate the reasonable number of meta-scenarios and enable evaluation, comparison and
analysis of the proposed methods for the problems with a T-stage planning horizon. In this
Simulation-Optimisation study, we started by setting the current scenario, the scenario that we
were facing at the beginning of the period. Then, the optimisation model was run to get the
first-stage decisions which can be implemented immediately. Thereafter, the next scenario was
randomly generated by using Monte Carlo simulation methods. In deep uncertainty, we do not
have enough knowledge about the likelihood of plausible scenarios nor the probability space;
therefore, to simulate the deep uncertainty we did not use anything of scenario likelihoods in
the decision models. The two- and three-stage Simulation-Optimisation algorithms were also
proposed.
A comparison of these algorithms showed that the solutions to the two-stage moving horizon
model are feasible when compared to the three-stage model. Also, the optimal solution to the
three-stage moving horizon model is not dominated by any solutions of the other model. So,
with no doubt, it must find better, or at least the same, goal achievement compared to the two-
stage moving horizon model. Accordingly, the three-stage moving horizon model evaluates and
compares the optimal solution of the corresponding two-stage moving horizon model to the other
feasible solutions. Then, if it selects anything else, it must either be better in goal achievement
or be robust in some future scenarios or a combination of both. However, the cost of these
supremacies must be considered (as it may lead us to a computationally expensive problem),
and the efficiency of applying this structure needs to be approved.
Obviously, using the three-stage structure in comparison with the two-stage approach brings
more complexity and calculations to the models. It was also shown that the solutions to the
three-stage model would be preferred to the solutions provided by the two-stage model under
most circumstances. However, by the “efficiency” of the three-stage framework in our context,
we wanted to know whether utilising this approach and its solutions is worth the expense of the
additional complexity and computation.
The experiments in this study showed that the three-stage model has advantages under most
circumstances(meta-scenarios), but that the gains are quite modest. This issue is frequently
observed when comparing these methods in problems with a short-term (say less than five stages)
planning window. Nevertheless, analysis of the length of the planning horizon and its effects on
the solutions to the proposed frameworks indicate that utilising the three-stage models is more
efficient for longer periods because the differences between the solutions of the two proposed
structures increase with every iteration of the algorithm in moving horizon models. Moreover,
during the long-term calculations, we noticed that the two-stage algorithm failed to find the
optimal solutions for some iterations while the three-stage algorithm found the optimal value in
all cases.
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Thus, it seems that for the planning horizons with more than ten stages, the efficiency of
the three-stage model may be worth the expenses associated with additional complexity and
computation. Nevertheless, if the DM prefers to not use the three-stage structure because of
the complexity and/or calculations, the two-stage moving horizon model can provide us with
some reasonable solutions, although they might not be as good as the solutions generated by a
three-stage framework.
Finally, in Chapter 6, the power of the proposed methodology when applied to real cases was
examined. The proposed two-stage structure was applied in the sugarcane industry to analyse
the whole infrastructure of the sugar and bioethanol Supply Chain (SC) in such a way that
all economics (max profit), environmental (min CO2 ), and social benefits (max job-creation)
were optimised under six key uncertainties, namely sugarcane yield, ethanol and refined sugar
demands and prices, and the exchange rate. Moreover, one of the critical design questions -
that is, to design the optimal number and technologies as well as the best place(s) for setting
up the ethanol plant(s) - was also addressed in this study. The general model for the strategic
planning of sugar-bioethanol supply chains (SC) under deep uncertainty was formulated and also
examined in a case study based on the South African Sugar Industry. This problem is formulated
as a Scenario-Based Mixed-Integer Two-Stage Multi-Objective Optimisation problem and solved
by utilising the Generalised Goal Programming Approach.
In conclusion, the traditional MCDM approaches involving uncertainty about the future
are usually divided into two groups: 1) probabilistic and stochastic approaches, 2) predictive
models. Predictive models are usually failed by surprises, as nothing is completely predictable in
real life. Furthermore, probabilistic methods struggle with setting probabilities and distributions
which are not only difficult to compute, but also limited the real problems with some artificial
assumptions that may not really exist in these problems. Therefore, the outcomes of the decisions
may not fit well in reality.
The proposed scenario-based methodology brings novel insight for decision makers, provides a
number of important advantages and opens a new viewpoint in decision-making problems. In this
structure, we do not use the models to predict the future; instead, we are utilising the predictions
to improve the robustness without getting involved in identifying the inaccurate probabilities
which increase the vagueness and calculations. In fact, in the proposed methodology, the DMs
can freely think about plausible scenarios without getting stuck in the probabilities trap.
Moreover, long-term decision-making has a dynamic environment and thus needs dynamic
planning. In such a problem, decisions need to be adaptable in the case of surprises; therefore,
dynamic decision-making is necessary. Furthermore, decisions need to be robust to provide a
sustainable plan that works well in a broad range of variations/scenarios. However, in typical
robust approaches, the robust decision usually plans to work reasonably in the worst case. This
insight can be too costly and too risk-averse which would waste a lot of resources if any other
scenario unfolded.
In contrast, the proposed scenario-based decision-making structure is not focused on the
worst, best, or the most plausible scenario. Instead, it provides a dynamic environment for
decision-making by dividing the entire decision into some contingent decisions depending on
what may happen in the future. In other words, we provide some contingency plans (one for
each plausible scenario) in each stage. After scenario realisation the relevant plan/decision will be
implemented immediately. The aggregation of these contingency plans (which were implemented
in different stages of the planning horizon of a problem relevant to the unfolded scenarios),
together with the initial decision(s) (which were implemented at the beginning of the planning
window), will make the optimal overall decision. In fact, we do not change our initial plan;
instead, in each stage we choose the relevant contingency plan (depending on what happens
during the project) from the plans which were already identified. However, at the end of the
planning horizon, the aggregation of all the implemented decisions will be optimal. The proposed
methodology in this thesis has changed the old insight of decision-making from finding the best
decision that works well in an unknown future (perhaps with some variations), to the insight of
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dynamic decision-making which includes a series of some consecutive decisions.
Therefore, the proposed methodology is, to the best of our knowledge, the only approach
that can successfully handle deep uncertainty in MCDM/MOO problems with both short- and
long-term planning horizons. It is generic enough to be used in all MCDM problems under deep
uncertainty. The two- or three-stage structures can be used properly in the MCDM/Decision
Support problems with a planning window of two or three stages. Furthermore, moving horizon
models are recommended to be utilised in problems with more than three stages such as strategic
planning. Depending on the complexity of the problem and the efficiency of moving the two- or
three-stage structure in a T-stage planning window, the DM(s) can choose one of the proposed
moving horizon algorithms. Modelling time preferences can help the DM(s) to apply further
preferences in the model and improves the solutions.
However, there remain many theoretical and applicational challenges which need to be ad-
dressed. The next section points out some of these challenges, and provides some other interesting
directions for future research.
7.2 Future Directions
The concepts, structures, and methodology that were introduced in this thesis were generic and
there will be various opportunities for further examination and improvements. Moreover, some
challenges in theory and/or applications still need to be considered and addressed. Some of these
challenges and the most interesting topics for future research can be listed as follows:
1. Handling a large number of scenarios: The most challenging issue on this method-
ology is the limited number of scenarios that can be handled. Further study on this issue
seems to be necessary and would improve the structure. Some scenario reduction algorithm
or utilising a novel solution method may help to achieve this purpose.
2. Surprises are out of our expectations: This thesis considers the surprises as plausible
scenarios; however, it is possible that some surprises come from outside of the considered
scenarios. Dealing with these kinds of uncertainty could be challenging and may need
some changes in structuring.
3. Non-linear Problems: In this thesis, the proposed structure is applied in only Linear
Problems (LP). Non-linear problems would be an important direction for future research.
Different solution methods may also need to be examined to solve the non-linear problems.
4. Examine different solution methods: The generalised goal programming approach is
used, in this study, to solve the MOLP and MILP problems. There are some other inter-
esting methods, such as NAUTILUS and NIMBUS, that could contribute to the proposed
methodology, and also some multi-objective evolutionary algorithms, such as NSGA.
5. Finding the Pareto hyperplanes in moving horizon methods: Identifying (or even
the approximating) the hyperplane equations of the Pareto optimal solutions would be
useful and interesting. However, because of the complexity of the problem, the required
computation may expensive and hardly possible. Nonetheless, it could be an interesting
subject for future research.
6. Comparing with dynamic programming: Although this framework has a dynamic
nature, it is different to dynamic programming. For example, the stages in dynamic
programming must be the same (eg. annually) while there is no limitation for this in the
proposed methodology (i.e. each stage can have its own distance). Therefore, a complete
comparison (mathematically and conceptually) could be interesting and educational.
7. Improving the robustness of the proposed methodology: Finding a generalised
robust two- and three-stage moving horizon model needs to pass many tests on different
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real-world problems, and maybe a classification of the involved problems is required. In
this thesis, some simple (but useful) ideas have been raised that could be used as a starting
point in future work.
8. Expansion on Sugar-bioethanol supply chains: This study considers the infras-
tructures of the sugar-ethanol SCs. Other biofuel SCs such as corn-ethanol can also be
considered by applying the proposed methodology. Considering other uncertain factors,
such as water consumption, would also be another interesting direction for future work.
It is likely that this method can be applied to all other supply chain problems under deep
uncertainty. Furthermore, only the first generation of biofuel SCs was investigated in this
study. The second generation, or even the third generation that will be able to operate in
a near future, could be an interesting and useful area to extend the proposed methodology
in the future. More importantly, applying the three-stage and moving horizon models in
SC problems can be considered as one of the most interesting directions for our future
work.
9. Real-life applications: As the proposed methodology has a very generic structure, it
can be easily utilised in various real-world problems that face deep uncertainty and which
include several conflicting criteria/objectives, such as socio-economic risks, environmental
risk, climate change, portfolio management, scheduling, energy saving, power systems,
water management, supply chain network design, energy retrofits, and decision support
systems. However, some new application areas could be challenging and could require
some restructuring of the model.
10. Application for basic OR problems: Expand and examine the proposed methodology
in some basic OR problems such as multi-objective knapsack, assignment, and minimum
cost/maximum flow problems under conditions of deep uncertainty. Applying the pro-
posed methodology in these basic problems could be an interesting direction that may be
challenging in a different way.
11. Comparing with other approaches: Using other GP variants such as extended, meta or
multi-choice GP as a comparison with GGP would be an interesting study. Moreover, com-
paring these models with stochastic (probability-based) models to examine effect/benefit
of knowing the probability would also be interesting.
12. Setting too many goals and weights by the DM: As mentioned earlier, this study
does not concentrate on the system of goal (and weight) choice. Considering all the meta-
criteria in the proposed framework may lead us to solve problems with too many objectives.
Therefore, the DM needs to set too many goals (and importance weights). In practice,
eliciting much information from the DM is hardly possible, if ever. Accordingly, further
study on this issue seems to be necessary and very interesting.
13. New visualisation: It is clear that drawing the Pareto front for a high dimensional
problem such as what we are facing in scenario-based approaches is almost impossible.
Although a few ways for comparing the results and visualisation of them are suggested in
this thesis, still a more clear visualisation seems to be necessary for better comparisons,
analysis and decision-making in multi-objective scenario-based methods.
Appendix A: Case study data
Table 1: SA sugar-ethanol SC data
Uncertain Parameters
Y 0k = [50, 60, 70]; : SugarCane Yield (T/ha),if s(k1) unfolded, k1=[Poor Normal Good]
DE1k = 10
5 ∗ [3.5, 4, 4.5]; Ethanol demand (1000 gal) if s(k2) revealed, k2=[Low Normal High]
DS1k = 10
5 ∗ [1.5, 2.6]; Refined sugar demand (Tonnes) if s(k3) revealed, k3=[Low High]
PE1k = 10
3 ∗ [1.3, 1.7, 3.5]; Ethanol price ($/1000ga), if s(k4) revealed, k4=[Low Normal High]
PS1k[300, 600]; Refined sugar price ($/Ton), if s(k5) revealed, k5=[Low High]
R1k = [10, 14, 17]; : Exchange rate of US Dollar to Rand.
Certain Parameters
(Conversion factors)
α = 0.12; Cane to Raw sugar
β = 0.019; Raw sugar to Refined sugar
ζ = (0.04 ∗ 166.66)/1000; Cane to Molasses (1000 ga of molasses)
θ = 0.1354; Raw sugar to Ethanol (1 Ton of raw sugar yields 135.4 gallons of ethanol)
λ = 0.141; Refined sugar to Ethanol (1 Ton of refined sugar yields 141 gallons of ethanol)
σ = 0.41324; Raw sugar price compare to Refined sugar price
ν = 5.5; By-product of Ethanol price compare to Ethanol price
ι = 0.55; Molasses price compare to Refined sugar price
ξ = 0.96; Local price of Refined sugar
ρ = 1; Local price of Ethanol
Continued on next page
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ϑ = 1.5; Raw sugar demand compare to Refined sugar demand
κq = [0.002, 0.003]; Produce by-product with technology q=1,2
τ = 0.2; Tax exemption factor for local sell of Ethanol (20%)
Costs
c01 = 225, : Cost of renting, growing, harvesting and transporting a tonne of sugar cane to the Mill.
c02 = 50, : Cost of producing a tonne of raw sugar.
c03 = 300, : Cost of producing a thousand gallons of ethanol from cane.
c04 = 410, : Cost of producing a thousand gallons of ethanol from molasses.
c05 = 350, : Cost of producing a thousand gallons of ethanol from raw sugar.
c06 = 80, : Cost of producing a tonne of refined sugar from raw sugar.
c07 = 400, : Cost of producing a thousand gallons of by-product.
c120 = 330, : Cost of producing a thousand gallons of ethanol from refined sugar
c08rq = 10
6 ∗ [150, 160, 240], : Cost of installation and operation of an ethanol plant with technology q, (q = 1, 2, 3).
c17
1 = 4, Cost of importing a tonne of raw sugar (200% tax)
c18
1 = 4, Cost of importing a tonne of refined sugar(200% tax)
c19
1 = 1.5, Cost of importing a thousand gallons of ethanol(50% tax)
0.5, The cost of transporting a tonne of any product for a Km.
0.5, The cost of transporting 1000 gallons of any liquid product for a Km.
CO2 emissions
d01 = 26.5, : kg CO2 emissions of renting, growing, harvesting and transporting a tonne of sugarcane to the Mill.
d02 = 135, : kg CO2 emissions of producing a tonne of raw sugar.
d03 = 211, : kg CO2 emissions of producing a thousand gallons of ethanol from cane.
d04 = 211, : kg CO2 emissions of producing a thousand gallons of ethanol from molasses.
d05 = 211, : kg CO2 emissions of producing a thousand gallons of ethanol from raw sugar.
d06 = 382, : kg CO2 emissions of producing a tonne of refined sugar from raw sugar.
d07 = 500, : kg CO2 emissions of producing a thousand gallons of by-product.
d120 = 211, : kg CO2 emissions of producing a thousand gallons of ethanol from refined sugar
d08rq = 10
3 ∗ [150380450], : kg CO2 emissions of installation and operation of an ethanol plant with technology q.
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d17 = 435, kg CO2 emissions of importing a tonne of raw sugar
d18 = 682, kg CO2 emissions of importing a tonne of refined sugar
d19 = 451, kg CO2 emissions of importing a thousand gallons of ethanol
0.01072, The kg CO2 emissions of transporting a tonne of any product for a Km.
0.00846, The kg CO2 emissions of transporting 1000 gallons of any liquid product for a Km.
e0 = 996, : Total kg CO2 saving in blending a thousand gallons of ethanol in petrol.
Jobs
h01 = 0.08, : Total number of permanent jobs that created per hectare of cultivated land.
h02 = 121/12, : Total number of seasonal jobs that created per hectare of cultivated land.
h03 = 0.1964, : Total number of permanent jobs that created to producing a tonne of raw sugar at a Mill.
h04 = 0.2143, : Total number of permanent jobs that created to producing a tonne of white sugar at a refinery.
h05q = [22.82, 22.82], : Total number of permanent jobs that created to producing a thousand gallons of ethanol in plant
with division/technology q.
h06q = [0, 0], : Total number of permanent jobs that created to producing a thousand gallons of by-product in plant
with division/technology q.
h07q = 2000 ∗ [1000, 1000, 1500], : Total number of temporary jobs that created to constructing an ethanol plant with technology q.
h08q = 2000 ∗ [100, 100, 175], : Total number of permanent jobs that created to operating an ethanol plant with
division/technology q (exclude production jobs).
0.002, Jobs (man-hrs/t) created to transporting a tonne of any product for a Km.
0.002, Jobs (man-hrs/t) created to transporting 1000 gallons of any liquid product for a Km.
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Appendix B: Case study results
(Figures)
Figure 1: Ethanol importation in different meta-scenarios
Figure 2: By-product Sale in different meta-scenarios
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188 APPENDIX . APPENDIX B: CASE STUDY RESULTS (FIGURES)
Figure 3: Molasses Sale in different meta-scenarios
Figure 4: Molasses send back to ethanol plants (Recourse decision) in different meta-
scenarios
Figure 5: Raw sugar send back to ethanol plants (Recourse decision) in different meta-
scenarios
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Figure 6: White sugar send back to ethanol plants (Recourse decision) in different meta-
scenarios
Figure 7: White sugar Exportation in different meta-scenarios
Figure 8: Raw sugar Exportation in different meta-scenarios
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Figure 9: Total Molasses Production Recourse in different meta-scenarios
Figure 10: Total Raw sugar Production Recourse in different meta-scenarios
Appendix C: Case study results
(Tables)
Table 2: Mills Operations
Number Mills
Cane converted to Productions Transported from mill j to the Depot
raw sugar in mill j Raw sugar(t) Molasses(m ga) Raw sugar(t) Molasses(m ga)
1 Umzimkulu 833 333 100 000 5.55 0 5.555
2 Sezela 1 666 667 200 000 11.11 89 470 11.111
3 Eston 833 333 100 000 5.55 100 000 5.555
4 Noodsberg 833 333 100 000 5.55 0 5.555
5 Union-Coop 666 667 80 000 4.44 80 000 4.444
6 Maidstone 1 250 000 150 000 8.33 126 340 8.333
7 Gledhow 833 333 100 000 5.555 100 000 5.555
8 Darnall 833 333 100 000 5.55 100 000 5.555
9 Amatikulu 833 333 100 000 5.55 100 000 5.555
10 Felixton 1 250 000 150 000 8.33 144 740 1.374
11 Umfolozi 833 333 100 000 5.55 0 0
12 Pongola 750 000 90 000 4.99 90 000 5
13 Komati 833 333 100 000 5.55 0 0
14 Malelane 833 333 100 000 5.55 0 0
Total - 13 083 333 1 570 000 87.15 930 550 63.592
Table 3: Recourse decisions part 1
Meta-scenario
Importation Sale Exportation
Ethanol By-product(×10) Molasses(×10) White(×105) Raw(×106)
1 0.4328 1.5397 0 0 0
2 0.4328 1.5397 0 0 0
3 0.4328 1.5397 0 0 0
4 0.4328 1.5397 0 0 0
5 0.4328 1.5397 0 0 0
6 0.4328 1.5397 0 0 0
7 0.4328 1.5397 0 0 0
8 0.4328 1.5397 0 0 0
9 0.4731 1.5368 0.9754 0 0
10 0.4328 1.5397 0 0 0
11 0.4328 1.5397 0 0 0
12 0.4328 1.5397 0 0 0
13 0.4328 1.5397 0 0 0
14 0.4328 1.5397 0 0 0
15 0.4731 1.5368 0.9754 0 0
16 0.4328 1.5397 0 0 0
Continued on next page
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Meta-scenario
Importation Sale Exportation
Ethanol By-product(×10) Molasses(×10) White(×105) Raw(×106)
17 0.4328 1.5397 0 0 0
18 0.4731 1.5368 0.9754 0 0
19 0.8178 1.4567 0.1584 0 0
20 0.8178 1.4567 0.1584 0 0
21 0.8178 1.4567 0.1584 0 0
22 0.8178 1.4567 0.1584 0 0
23 0.8178 1.4567 0.1584 0 0
24 0.8178 1.4567 0.1584 0 0
25 0.8178 1.4567 0.1584 0 0
26 0.8178 1.4567 0.1584 0 0
27 0.8178 1.4567 0.1584 0 0
28 0.8178 1.4567 0.1584 0 0
29 0.8178 1.4567 0.1584 0 0
30 0.8178 1.4567 0.1584 0 0
31 0.8178 1.4567 0.1584 0 0
32 0.8178 1.4567 0.1584 0 0
33 0.8178 1.4567 0.1584 0 0
34 0.8178 1.4567 0.1584 0 0
35 0.8178 1.4567 0.1584 0 0
36 0.8178 1.4567 0.1584 0 0
37 0.9328 1.5397 0 0 0
38 0.9328 1.5397 0 0 0
39 0.9328 1.5397 0 0 0
40 0.9731 1.5368 0.9754 0 0
41 0.9328 1.5397 0 0 0
42 0.9328 1.5397 0 0 0
43 0.9328 1.5397 0 0 0
44 0.9328 1.5397 0 0 0
45 0.9328 1.5397 0 0 0
46 0.9328 1.5397 0 0 0
47 0.9328 1.5397 0 0 0
48 0.9328 1.5397 0 0 0
49 0.9328 1.5397 0 0 0
50 0.9328 1.5397 0 0 0
51 0.9731 1.5368 0.9754 0 0
52 0.9731 1.5368 0.9754 0 0
53 0.9328 1.5397 0 0 0
54 0.9731 1.5368 0.9754 0 0
55 1.3178 1.4567 0.1584 0 0
56 1.3178 1.4567 0.1584 0 0
57 1.3178 1.4567 0.1584 0 0
58 1.3178 1.4567 0.1584 0 0
59 1.3178 1.4567 0.1584 0 0
60 1.3178 1.4567 0.1584 0 0
61 1.3178 1.4567 0.1584 0 0
62 1.3178 1.4567 0.1584 0 0
63 1.3178 1.4567 0.1584 0 0
64 1.3178 1.4567 0.1584 0 0
65 1.3178 1.4567 0.1584 0 0
66 1.3178 1.4567 0.1584 0 0
67 1.3178 1.4567 0.1584 0 0
68 1.3178 1.4567 0.1584 0 0
69 1.3178 1.4567 0.1584 0 0
70 1.3178 1.4567 0.1584 0 0
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71 1.3178 1.4567 0.1584 0 0
72 1.3178 1.4567 0.1584 0 0
73 1.4328 1.5397 0 0 0
74 1.4328 1.5397 0 0 0
75 1.4328 1.5397 0 0 0
76 1.4328 1.5397 0 0 0
77 1.4328 1.5397 0 0 0
78 1.4328 1.5397 0 0 0
79 1.4328 1.5397 0 0 0
80 1.4328 1.5397 0 0 0
81 1.4328 1.5397 0 0 0
82 1.4328 1.5397 0 0 0
83 1.4328 1.5397 0 0 0
84 1.4731 1.5368 0.9754 0 0
85 1.4328 1.5397 0 0 0
86 1.4328 1.5397 0 0 0
87 1.4328 1.5397 0 0 0
88 1.4328 1.5397 0 0 0
89 1.4328 1.5397 0 0 0
90 1.4328 1.5397 0 0 0
91 1.8113 1.4572 0 0 0
92 1.8178 1.4567 0.1584 0 0
93 1.8178 1.4567 0.1584 0 0
94 1.8178 1.4567 0.1584 0 0
95 1.8178 1.4567 0.1584 0 0
96 1.8178 1.4567 0.1584 0 0
97 1.8178 1.4567 0.1584 0 0
98 1.8178 1.4567 0.1584 0 0
99 1.8178 1.4567 0.1584 0 0
100 1.8178 1.4567 0.1584 0 0
101 1.8178 1.4567 0.1584 0 0
102 1.8178 1.4567 0.1584 0 0
103 1.8178 1.4567 0.1584 0 0
104 1.8178 1.4567 0.1584 0 0
105 1.8178 1.4567 0.1584 0 0
106 1.8178 1.4567 0.1584 0 0
107 1.8178 1.4567 0.1584 0 0
108 1.8178 1.4567 0.1584 0 0
109 1.7940 1.2492 2.5516 2.5000 0.9322
110 2.0034 1.2340 7.6186 2.5000 0.9322
111 2.0034 1.2340 7.6186 2.5000 0.9322
112 2.0034 1.2340 7.6186 2.5000 0.9322
113 2.0034 1.2340 7.6186 2.5000 0.9322
114 2.0034 1.2340 7.6186 2.5000 0.9322
115 2.0034 1.2340 7.6186 2.5000 0.9322
116 2.0034 1.2340 7.6186 2.5000 0.9322
117 2.0034 1.2340 7.6186 2.5000 0.9322
118 2.0034 1.2340 7.6186 2.5000 0.9322
119 2.0034 1.2340 7.6186 2.5000 0.9322
120 2.0034 1.2340 7.6186 2.5000 0.9322
121 2.0034 1.2340 7.6186 2.5000 0.9322
122 1.6509 1.3090 7.6186 0 0.9322
123 2.0034 1.2340 7.6186 2.5000 0.9322
124 2.0034 1.2340 7.6186 2.5000 0.9322
Continued on next page
194
Table 3 – Continued from previous page
Meta-scenario
Importation Sale Exportation
Ethanol By-product(×10) Molasses(×10) White(×105) Raw(×106)
125 0.0738 1.6115 0 0 0
126 0.0738 1.6115 0 0 0
127 1.7762 1.2505 2.1213 1.4000 0.7672
128 2.0034 1.2340 7.6186 1.4000 0.7672
129 2.0034 1.2340 7.6186 1.4000 0.7672
130 2.0034 1.2340 7.6186 1.4000 0.7672
131 2.0034 1.2340 7.6186 1.4000 0.7672
132 2.0034 1.2340 7.6186 1.4000 0.7672
133 2.0034 1.2340 7.6186 1.4000 0.7672
134 2.0034 1.2340 7.6186 1.4000 0.7672
135 2.0034 1.2340 7.6186 1.4000 0.7672
136 2.0034 1.2340 7.6186 1.4000 0.7672
137 1.8060 1.2760 7.6186 0 0.7672
138 1.8060 1.2760 7.6186 0 0.7672
139 2.0034 1.2340 7.6186 1.4000 0.7672
140 2.0034 1.2340 7.6186 1.4000 0.7672
141 2.0034 1.2340 7.6186 1.4000 0.7672
142 2.0034 1.2340 7.6186 1.4000 0.7672
143 0.4523 1.5290 0 0 0
144 0.4523 1.5290 0 0 0
145 2.1187 1.2723 0 2.5000 0.8807
146 2.5034 1.2340 7.6186 2.5000 0.9322
147 2.5034 1.2340 7.6186 2.5000 0.9322
148 2.5034 1.2340 7.6186 2.5000 0.9322
149 2.1509 1.3090 7.6186 0 0.9322
150 2.5034 1.2340 7.6186 2.5000 0.9322
151 2.5034 1.2340 7.6186 2.5000 0.9499
152 2.5034 1.2340 7.6186 2.5000 0.9322
153 2.5034 1.2340 7.6186 2.5000 0.9322
154 2.1509 1.3090 7.6186 0 0.9322
155 0.8886 1.5886 7.6186 0 0
156 2.1509 1.3090 7.6186 0 0.9322
157 2.5034 1.2340 7.6186 2.5000 0.9322
158 0.8886 1.5886 7.6186 0 0
159 1.8360 1.3318 0 0 0.9322
160 2.1509 1.3090 7.6186 0 0.9322
161 2.1509 1.3090 7.6186 0 0.9322
162 0.5738 1.6115 0 0 0
163 2.0504 1.2874 0 1.4000 0.6652
164 2.5034 1.2340 7.6186 1.4000 0.7672
165 1.2671 1.5061 7.6186 0 0
166 2.5034 1.2340 7.6186 1.4000 0.7672
167 2.3060 1.2760 7.6186 0 0.7672
168 2.5034 1.2340 7.6186 1.4000 0.7672
169 2.5034 1.2340 7.6186 1.4000 0.7819
170 2.3060 1.2760 7.6186 0 0.7672
171 2.5034 1.2340 7.6186 1.4000 0.7672
172 2.3060 1.2760 7.6186 0 0.7672
173 2.3060 1.2760 7.6186 0 0.7672
174 2.5034 1.2340 7.6186 1.4000 0.7672
175 2.5034 1.2340 7.6186 1.4000 0.7672
176 0.9523 1.5290 0 0 0
177 0.9523 1.5290 0 0 0
178 2.3060 1.2760 7.6186 0 0.7672
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179 2.5034 1.2340 7.6186 1.4000 0.7672
180 1.9911 1.2988 0 0 0.7672
181 2.1440 1.3775 0 2.5000 0.5301
182 3.0034 1.2340 7.6186 2.5000 0.9322
183 3.0034 1.2340 7.6186 2.5000 0.9322
184 3.0034 1.2340 7.6186 2.5000 0.9322
185 3.0034 1.2340 7.6186 2.5000 0.9322
186 3.0034 1.2340 7.6186 2.5000 0.9322
187 2.9620 1.2370 6.6166 2.5000 0.9322
188 2.3360 1.3318 0 0 0.9322
189 3.0034 1.2340 7.6186 2.5000 0.9322
190 3.0034 1.2340 7.6186 2.5000 0.9322
191 2.6509 1.3090 7.6186 0 0.9322
192 1.0738 1.6115 0 0 0
193 1.0738 1.6115 0 0 0
194 3.0034 1.2340 7.6186 2.5000 0.9322
195 2.3360 1.3318 0 0 0.9322
196 3.0034 1.2340 7.6186 2.5000 0.9322
197 1.3886 1.5886 7.6186 0 0
198 1.3886 1.5886 7.6186 0 0
199 2.0757 1.3926 0 1.4000 0.3146
200 3.0034 1.2340 7.6186 1.4000 0.7672
201 3.0034 1.2340 7.6186 1.4000 0.7672
202 3.0034 1.2340 7.6186 1.4000 0.7672
203 3.0034 1.2340 7.6186 1.4000 0.7672
204 2.8060 1.2760 7.6186 0 0.7672
205 2.8046 1.2761 7.5865 0 0.7672
206 3.0034 1.2340 7.6186 1.4000 0.7672
207 3.0034 1.2340 7.6186 1.4000 0.7672
208 3.0034 1.2340 7.6186 1.4000 0.7672
209 2.8060 1.2760 7.6186 0 0.7672
210 2.8060 1.2760 7.6186 0 0.7672
211 3.0034 1.2340 7.6186 1.4000 0.7672
212 3.0034 1.2340 7.6186 1.4000 0.7672
213 1.4523 1.5290 0 0 0
214 2.8060 1.2760 7.6186 0 0.7672
215 1.4523 1.5290 0 0 0
216 2.8060 1.2760 7.6186 0 0.7672
217 0.0936 1.5993 0 0 0.2798
218 0.0936 1.5993 0 0 0.2798
219 0.0936 1.5993 0 0 0.2798
220 0.0817 1.6566 8.8779 0 0
221 0.0936 1.5993 0 0 0.2798
222 0.0817 1.6566 8.8779 0 0
223 0.0936 1.5993 0 0 0.2798
224 0.0936 1.5993 0 0 0.2798
225 0.0936 1.5993 0 0 0.2798
226 0.0936 1.5993 0 0 0.2798
227 0.0936 1.5993 0 0 0.2798
228 0 1.6626 6.9009 0 0
229 0.0936 1.5993 0 0 0.2798
230 0.0936 1.5993 0 0 0.2798
231 0 1.6201 0 0 0.2106
232 0.0936 1.5993 0 0 0.2798
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233 0.0936 1.5993 0 0 0.2798
234 0.0817 1.6566 8.8779 0 0
235 0.0933 1.6008 0 0 -0.0000
236 0.0933 1.6008 0 0 0
237 0.0933 1.6008 0 0 -0.0000
238 0.0933 1.6008 0 0 0
239 0.0933 1.6008 0 0 0
240 0.0933 1.6008 0 0 0
241 0.0933 1.6008 0 0 -0.0000
242 0.0933 1.6008 0 0 0
243 0.0933 1.6008 0 0 0
244 0.0933 1.6008 0 0 0
245 0.0933 1.6008 0 0 0
246 0.0933 1.6008 0 0 0
247 0.0933 1.6008 0 0 -0.0000
248 0.0933 1.6008 0 0 0
249 0.0933 1.6008 0 0 0
250 0.0933 1.6008 0 0 0
251 0.0933 1.6008 0 0 0
252 0.0933 1.6008 0 0 0
253 1.3414 1.4368 0 2.5000 0.5717
254 1.7840 1.3356 0 0 1.1589
255 1.7840 1.3356 0 0 1.1589
256 1.7840 1.3356 0 0 1.1589
257 1.7840 1.3356 0 0 1.1589
258 1.7840 1.3356 0 0 1.1589
259 1.7840 1.3356 0 0 1.1589
260 1.7840 1.3356 0 0 1.1589
261 1.7840 1.3356 0 0 1.1589
262 1.7840 1.3356 0.0000 0 1.1589
263 1.7721 1.3929 8.8779 0 0.8791
264 1.7721 1.3929 8.8779 0 0.8791
265 1.7840 1.3356 0 0 1.1589
266 1.7840 1.3356 0 0 1.1589
267 1.7840 1.3356 0 0 1.1589
268 1.7840 1.3356 0 0 1.1589
269 1.7721 1.3929 8.8779 0 0.8791
270 0.2148 1.6833 0 0 0
271 1.2732 1.4519 0 1.4000 0.3563
272 1.7718 1.3943 8.8779 0 0.5994
273 1.7718 1.3943 8.8779 0 0.5994
274 1.7837 1.3370 0 0 0.8791
275 0.9602 1.5741 8.8779 0 0
276 1.7837 1.3370 0 0 0.8791
277 1.7837 1.3370 0 0 0.8791
278 1.7837 1.3370 0 0 0.8791
279 1.7837 1.3370 0 0 0.8791
280 1.7718 1.3943 8.8779 0 0.5994
281 1.7718 1.3943 8.8779 0 0.5994
282 1.7718 1.3943 8.8779 0 0.5994
283 1.7837 1.3370 0 0 0.8791
284 1.7837 1.3370 0 0 0.8791
285 1.7837 1.3370 0 0 0.8791
286 0.5933 1.6008 0 0 0
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287 1.7718 1.3943 8.8779 0 0.5994
288 0.5933 1.6008 0 0 0
289 1.3667 1.5419 0 2.5000 0.2211
290 3.0034 1.2340 8.8779 2.5000 1.1589
291 3.0034 1.2340 8.8779 2.5000 1.1589
292 3.0034 1.2340 8.8779 2.5000 1.1589
293 2.6509 1.3090 8.8779 0 1.1589
294 3.0034 1.2340 8.8779 2.5000 1.1589
295 2.7887 1.2496 3.6832 2.5000 1.1589
296 3.0034 1.2340 8.8779 2.5000 1.1589
297 0.7148 1.6833 0 0 0
298 3.0034 1.2340 8.8779 2.5000 1.1589
299 3.0034 1.2340 8.8779 2.5000 1.1589
300 2.6509 1.3090 8.8779 0 1.1589
301 3.0034 1.2340 8.8779 2.5000 1.1589
302 2.6509 1.3090 8.8779 0 1.1589
303 2.2840 1.3356 0 0 1.1589
304 1.0817 1.6566 8.8779 0 0
305 2.6509 1.3090 8.8779 0 1.1589
306 2.6509 1.3090 8.8779 0 1.1589
307 1.2927 1.5586 0.0486 1.4000 0
308 3.0034 1.2340 8.8779 1.4000 0.9939
309 3.0034 1.2340 8.8779 1.4000 0.9939
310 3.0034 1.2340 8.8779 1.4000 0.9939
311 2.8060 1.2760 8.8779 0 0.9939
312 2.8060 1.2760 8.8779 0 0.9939
313 2.7759 1.2505 3.3737 1.4000 0.9939
314 3.0034 1.2340 8.8779 1.4000 0.9939
315 3.0034 1.2340 8.8779 1.4000 0.9939
316 3.0034 1.2340 8.8779 1.4000 0.9939
317 3.0034 1.2340 8.8779 1.4000 0.9939
318 1.0933 1.6008 0 0 0
319 3.0034 1.2340 8.8779 1.4000 0.9939
320 1.0933 1.6008 0 0 0
321 1.0933 1.6008 0 0 0
322 3.0034 1.2340 8.8779 1.4000 0.9939
323 2.8060 1.2760 8.8779 0 0.9939
324 1.0933 1.6008 0 0 0
Table 4: Recourse decisions part 2
Meta-scenario
Recourse(send back to more ethanol production) Recourse(extra sugarcane)
White(×105) Raw(×106) Molasses(×10) Raw(×106) Molasses(×10)
1 2.5000 0.7056 6.3593 0 0
2 2.5000 0.7056 6.3593 0 0
3 2.5000 0.7056 6.3593 0 0
4 2.5000 0.7056 6.3593 0 0
5 2.5000 0.7056 6.3593 0 0
6 2.5000 0.7056 6.3593 0 0
7 2.5000 0.7056 6.3593 0 0
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8 2.5000 0.7056 6.3593 0 0
9 2.5000 0.7056 5.3840 0 0
10 2.5000 0.7056 6.3593 0 0
11 2.5000 0.7056 6.3593 0 0
12 2.5000 0.7056 6.3593 0 0
13 2.5000 0.7056 6.3593 0 0
14 2.5000 0.7056 6.3593 0 0
15 2.5000 0.7056 5.3840 0 0
16 2.5000 0.7056 6.3593 0 0
17 2.5000 0.7056 6.3593 0 0
18 2.5000 0.7056 5.3840 0 0
19 1.4000 0.5406 6.2009 0 0
20 1.4000 0.5406 6.2009 0 0
21 1.4000 0.5406 6.2009 0 0
22 1.4000 0.5406 6.2009 0 0
23 1.4000 0.5406 6.2009 0 0
24 1.4000 0.5406 6.2009 0 0
25 1.4000 0.5406 6.2009 0 0
26 1.4000 0.5406 6.2009 0 0
27 1.4000 0.5406 6.2009 0 0
28 1.4000 0.5406 6.2009 0 0
29 1.4000 0.5406 6.2009 0 0
30 1.4000 0.5406 6.2009 0 0
31 1.4000 0.5406 6.2009 0 0
32 1.4000 0.5406 6.2009 0 0
33 1.4000 0.5406 6.2009 0 0
34 1.4000 0.5406 6.2009 0 0
35 1.4000 0.5406 6.2009 0 0
36 1.4000 0.5406 6.2009 0 0
37 2.5000 0.7056 6.3593 0 0
38 2.5000 0.7056 6.3593 0 0
39 2.5000 0.7056 6.3593 0 0
40 2.5000 0.7056 5.3840 0 0
41 2.5000 0.7056 6.3593 0 0
42 2.5000 0.7056 6.3593 0 0
43 2.5000 0.7056 6.3593 0 0
44 2.5000 0.7056 6.3593 0 0
45 2.5000 0.7056 6.3593 0 0
46 2.5000 0.7056 6.3593 0 0
47 2.5000 0.7056 6.3593 0 0
48 2.5000 0.7056 6.3593 0 0
49 2.5000 0.7056 6.3593 0 0
50 2.5000 0.7056 6.3593 0 0
51 2.5000 0.7056 5.3840 0 0
52 2.5000 0.7056 5.3840 0 0
53 2.5000 0.7056 6.3593 0 0
54 2.5000 0.7056 5.3840 0 0
55 1.4000 0.5406 6.2009 0 0
56 1.4000 0.5406 6.2009 0 0
57 1.4000 0.5406 6.2009 0 0
58 1.4000 0.5406 6.2009 0 0
59 1.4000 0.5406 6.2009 0 0
60 1.4000 0.5406 6.2009 0 0
61 1.4000 0.5406 6.2009 0 0
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62 1.4000 0.5406 6.2009 0 0
63 1.4000 0.5406 6.2009 0 0
64 1.4000 0.5406 6.2009 0 0
65 1.4000 0.5406 6.2009 0 0
66 1.4000 0.5406 6.2009 0 0
67 1.4000 0.5406 6.2009 0 0
68 1.4000 0.5406 6.2009 0 0
69 1.4000 0.5406 6.2009 0 0
70 1.4000 0.5406 6.2009 0 0
71 1.4000 0.5406 6.2009 0 0
72 1.4000 0.5406 6.2009 0 0
73 2.5000 0.7056 6.3593 0 0
74 2.5000 0.7056 6.3593 0 0
75 2.5000 0.7056 6.3593 0 0
76 2.5000 0.7056 6.3593 0 0
77 2.5000 0.7056 6.3593 0 0
78 2.5000 0.7056 6.3593 0 0
79 2.5000 0.7056 6.3593 0 0
80 2.5000 0.7056 6.3593 0 0
81 2.5000 0.7056 6.3593 0 0
82 2.5000 0.7056 6.3593 0 0
83 2.5000 0.7056 6.3593 0 0
84 2.5000 0.7056 5.3840 0 0
85 2.5000 0.7056 6.3593 0 0
86 2.5000 0.7056 6.3593 0 0
87 2.5000 0.7056 6.3593 0 0
88 2.5000 0.7056 6.3593 0 0
89 2.5000 0.7056 6.3593 0 0
90 2.5000 0.7056 6.3593 0 0
91 1.4000 0.5406 6.3593 0 0
92 1.4000 0.5406 6.2009 0 0
93 1.4000 0.5406 6.2009 0 0
94 1.4000 0.5406 6.2009 0 0
95 1.4000 0.5406 6.2009 0 0
96 1.4000 0.5406 6.2009 0 0
97 1.4000 0.5406 6.2009 0 0
98 1.4000 0.5406 6.2009 0 0
99 1.4000 0.5406 6.2009 0 0
100 1.4000 0.5406 6.2009 0 0
101 1.4000 0.5406 6.2009 0 0
102 1.4000 0.5406 6.2009 0 0
103 1.4000 0.5406 6.2009 0 0
104 1.4000 0.5406 6.2009 0 0
105 1.4000 0.5406 6.2009 0 0
106 1.4000 0.5406 6.2009 0 0
107 1.4000 0.5406 6.2009 0 0
108 1.4000 0.5406 6.2009 0 0
109 0 0 5.0670 2.2668 1.2593
110 0 0 0 2.2668 1.2593
111 0 0 0 2.2668 1.2593
112 0 0 0 2.2668 1.2593
113 0 0 0 2.2668 1.2593
114 0 0 0 2.2668 1.2593
115 0 0 0 2.2668 1.2593
Continued on next page
200
Table 4 – Continued from previous page
Meta-scenario
Recourse(send back to more ethanol production) Recourse(extra sugarcane)
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116 0 0 0 2.2668 1.2593
117 0 0 0 2.2668 1.2593
118 0 0 0 2.2668 1.2593
119 0 0 0 2.2668 1.2593
120 0 0 0 2.2668 1.2593
121 0 0 0 2.2668 1.2593
122 2.5000 0 0 2.2668 1.2593
123 0 0 0 2.2668 1.2593
124 0 0 0 2.2668 1.2593
125 2.5000 0.9322 7.6186 2.2668 1.2593
126 2.5000 0.9322 7.6186 2.2668 1.2593
127 0 0 5.4973 2.2668 1.2593
128 0 0 0 2.2668 1.2593
129 0 0 0 2.2668 1.2593
130 0 0 0 2.2668 1.2593
131 0 0 0 2.2668 1.2593
132 0 0 0 2.2668 1.2593
133 0 0 0 2.2668 1.2593
134 0 0 0 2.2668 1.2593
135 0 0 0 2.2668 1.2593
136 0 0 0 2.2668 1.2593
137 1.4000 0 0 2.2668 1.2593
138 1.4000 0 0 2.2668 1.2593
139 0 0 0 2.2668 1.2593
140 0 0 0 2.2668 1.2593
141 0 0 0 2.2668 1.2593
142 0 0 0 2.2668 1.2593
143 1.4000 0.7672 7.6186 2.2668 1.2593
144 1.4000 0.7672 7.6186 2.2668 1.2593
145 0 0.0516 7.6186 2.2668 1.2593
146 0 0 0 2.2668 1.2593
147 0 0 0 2.2668 1.2593
148 0 0 0 2.2668 1.2593
149 2.5000 0 0 2.2668 1.2593
150 0 0 0 2.2668 1.2593
151 0 0 0 2.2668 1.2593
152 0 0 0 2.2668 1.2593
153 0 0 0 2.2668 1.2593
154 2.5000 0 0 2.2668 1.2593
155 2.5000 0.9322 0 2.2668 1.2593
156 2.5000 0 0 2.2668 1.2593
157 0 0 0 2.2668 1.2593
158 2.5000 0.9322 0 2.2668 1.2593
159 2.5000 0 7.6186 2.2668 1.2593
160 2.5000 0 0 2.2668 1.2593
161 2.5000 0 0 2.2668 1.2593
162 2.5000 0.9322 7.6186 2.2668 1.2593
163 0 0.1020 7.6186 2.2668 1.2593
164 0 0 0 2.2668 1.2593
165 1.4000 0.7672 0 2.2668 1.2593
166 0 0 0 2.2668 1.2593
167 1.4000 0 0 2.2668 1.2593
168 0 0 0 2.2668 1.2593
169 0 0 0 2.2668 1.2593
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Recourse(send back to more ethanol production) Recourse(extra sugarcane)
White(×105) Raw(×106) Molasses(×10) Raw(×106) Molasses(×10)
170 1.4000 0 0 2.2668 1.2593
171 0 0 0 2.2668 1.2593
172 1.4000 0 0 2.2668 1.2593
173 1.4000 0 0 2.2668 1.2593
174 0 0 0 2.2668 1.2593
175 0 0 0 2.2668 1.2593
176 1.4000 0.7672 7.6186 2.2668 1.2593
177 1.4000 0.7672 7.6186 2.2668 1.2593
178 1.4000 0 0 2.2668 1.2593
179 0 0 0 2.2668 1.2593
180 1.4000 0 7.6186 2.2668 1.2593
181 0 0.4022 7.6186 2.2668 1.2593
182 0 0 0 2.2668 1.2593
183 0 0 0 2.2668 1.2593
184 0 0 0 2.2668 1.2593
185 0 0 0 2.2668 1.2593
186 0 0 0 2.2668 1.2593
187 0 0 1.0020 2.2668 1.2593
188 2.5000 0 7.6186 2.2668 1.2593
189 0 0 0 2.2668 1.2593
190 0 0 0 2.2668 1.2593
191 2.5000 0 0 2.2668 1.2593
192 2.5000 0.9322 7.6186 2.2668 1.2593
193 2.5000 0.9322 7.6186 2.2668 1.2593
194 0 0 0 2.2668 1.2593
195 2.5000 0 7.6186 2.2668 1.2593
196 0 0 0 2.2668 1.2593
197 2.5000 0.9322 0 2.2668 1.2593
198 2.5000 0.9322 0 2.2668 1.2593
199 0 0.4526 7.6186 2.2668 1.2593
200 0 0 0 2.2668 1.2593
201 0 0 0 2.2668 1.2593
202 0 0 0 2.2668 1.2593
203 0 0 0 2.2668 1.2593
204 1.4000 0 0 2.2668 1.2593
205 1.4000 0 0.0321 2.2668 1.2593
206 0 0 0 2.2668 1.2593
207 0 0 0 2.2668 1.2593
208 0 0 0 2.2668 1.2593
209 1.4000 0 0 2.2668 1.2593
210 1.4000 0 0 2.2668 1.2593
211 0 0 0 2.2668 1.2593
212 0 0 0 2.2668 1.2593
213 1.4000 0.7672 7.6186 2.2668 1.2593
214 1.4000 0 0 2.2668 1.2593
215 1.4000 0.7672 7.6186 2.2668 1.2593
216 1.4000 0 0 2.2668 1.2593
217 2.5000 0.8791 8.8779 4.5336 2.5186
218 2.5000 0.8791 8.8779 4.5336 2.5186
219 2.5000 0.8791 8.8779 4.5336 2.5186
220 2.5000 1.1589 0.0000 4.5336 2.5186
221 2.5000 0.8791 8.8779 4.5336 2.5186
222 2.5000 1.1589 -0.0000 4.5336 2.5186
223 2.5000 0.8791 8.8779 4.5336 2.5186
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Meta-scenario
Recourse(send back to more ethanol production) Recourse(extra sugarcane)
White(×105) Raw(×106) Molasses(×10) Raw(×106) Molasses(×10)
224 2.5000 0.8791 8.8779 4.5336 2.5186
225 2.5000 0.8791 8.8779 4.5336 2.5186
226 2.5000 0.8791 8.8779 4.5336 2.5186
227 2.5000 0.8791 8.8779 4.5336 2.5186
228 2.5000 1.1589 1.9770 4.5336 2.5186
229 2.5000 0.8791 8.8779 4.5336 2.5186
230 2.5000 0.8791 8.8779 4.5336 2.5186
231 2.5000 0.9483 8.8779 4.5336 2.5186
232 2.5000 0.8791 8.8779 4.5336 2.5186
233 2.5000 0.8791 8.8779 4.5336 2.5186
234 2.5000 1.1589 0 4.5336 2.5186
235 1.4000 0.9939 8.8779 4.5336 2.5186
236 1.4000 0.9939 8.8779 4.5336 2.5186
237 1.4000 0.9939 8.8779 4.5336 2.5186
238 1.4000 0.9939 8.8779 4.5336 2.5186
239 1.4000 0.9939 8.8779 4.5336 2.5186
240 1.4000 0.9939 8.8779 4.5336 2.5186
241 1.4000 0.9939 8.8779 4.5336 2.5186
242 1.4000 0.9939 8.8779 4.5336 2.5186
243 1.4000 0.9939 8.8779 4.5336 2.5186
244 1.4000 0.9939 8.8779 4.5336 2.5186
245 1.4000 0.9939 8.8779 4.5336 2.5186
246 1.4000 0.9939 8.8779 4.5336 2.5186
247 1.4000 0.9939 8.8779 4.5336 2.5186
248 1.4000 0.9939 8.8779 4.5336 2.5186
249 1.4000 0.9939 8.8779 4.5336 2.5186
250 1.4000 0.9939 8.8779 4.5336 2.5186
251 1.4000 0.9939 8.8779 4.5336 2.5186
252 1.4000 0.9939 8.8779 4.5336 2.5186
253 0 0.5872 8.8779 4.5336 2.5186
254 2.5000 0 8.8779 4.5336 2.5186
255 2.5000 0 8.8779 4.5336 2.5186
256 2.5000 0 8.8779 4.5336 2.5186
257 2.5000 0 8.8779 4.5336 2.5186
258 2.5000 0 8.8779 4.5336 2.5186
259 2.5000 0 8.8779 4.5336 2.5186
260 2.5000 0 8.8779 4.5336 2.5186
261 2.5000 0 8.8779 4.5336 2.5186
262 2.5000 0 8.8779 4.5336 2.5186
263 2.5000 0.2798 0 4.5336 2.5186
264 2.5000 0.2798 0 4.5336 2.5186
265 2.5000 0 8.8779 4.5336 2.5186
266 2.5000 0 8.8779 4.5336 2.5186
267 2.5000 0 8.8779 4.5336 2.5186
268 2.5000 0 8.8779 4.5336 2.5186
269 2.5000 0.2798 0 4.5336 2.5186
270 2.5000 1.1589 8.8779 4.5336 2.5186
271 0 0.6376 8.8779 4.5336 2.5186
272 1.4000 0.3945 0 4.5336 2.5186
273 1.4000 0.3945 0 4.5336 2.5186
274 1.4000 0.1148 8.8779 4.5336 2.5186
275 1.4000 0.9939 0 4.5336 2.5186
276 1.4000 0.1148 8.8779 4.5336 2.5186
277 1.4000 0.1148 8.8779 4.5336 2.5186
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Meta-scenario
Recourse(send back to more ethanol production) Recourse(extra sugarcane)
White(×105) Raw(×106) Molasses(×10) Raw(×106) Molasses(×10)
278 1.4000 0.1148 8.8779 4.5336 2.5186
279 1.4000 0.1148 8.8779 4.5336 2.5186
280 1.4000 0.3945 0 4.5336 2.5186
281 1.4000 0.3945 0 4.5336 2.5186
282 1.4000 0.3945 0 4.5336 2.5186
283 1.4000 0.1148 8.8779 4.5336 2.5186
284 1.4000 0.1148 8.8779 4.5336 2.5186
285 1.4000 0.1148 8.8779 4.5336 2.5186
286 1.4000 0.9939 8.8779 4.5336 2.5186
287 1.4000 0.3945 0 4.5336 2.5186
288 1.4000 0.9939 8.8779 4.5336 2.5186
289 0 0.9378 8.8779 4.5336 2.5186
290 0 0 0 4.5336 2.5186
291 0 0 0 4.5336 2.5186
292 0 0 0 4.5336 2.5186
293 2.5000 0 0 4.5336 2.5186
294 0 0 0 4.5336 2.5186
295 0 0 5.1947 4.5336 2.5186
296 0 0 0 4.5336 2.5186
297 2.5000 1.1589 8.8779 4.5336 2.5186
298 0 0 0 4.5336 2.5186
299 0 0 0 4.5336 2.5186
300 2.5000 0 0 4.5336 2.5186
301 0 0 0 4.5336 2.5186
302 2.5000 0 0 4.5336 2.5186
303 2.5000 0 8.8779 4.5336 2.5186
304 2.5000 1.1589 0 4.5336 2.5186
305 2.5000 0 0 4.5336 2.5186
306 2.5000 0 0 4.5336 2.5186
307 0 0.9939 8.8293 4.5336 2.5186
308 0 0 0 4.5336 2.5186
309 0 0 0 4.5336 2.5186
310 0 0 0 4.5336 2.5186
311 1.4000 0 0 4.5336 2.5186
312 1.4000 0 0 4.5336 2.5186
313 0 0 5.5042 4.5336 2.5186
314 0 0 0 4.5336 2.5186
315 0 0 0 4.5336 2.5186
316 0 0 0 4.5336 2.5186
317 0 0 0 4.5336 2.5186
318 1.4000 0.9939 8.8779 4.5336 2.5186
319 0 0 0 4.5336 2.5186
320 1.4000 0.9939 8.8779 4.5336 2.5186
321 1.4000 0.9939 8.8779 4.5336 2.5186
322 0 0 0 4.5336 2.5186
323 1.4000 0 0 4.5336 2.5186
324 1.4000 0.9939 8.8779 4.5336 2.5186
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