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Abstract
Let $Y$ be a smooth Calabi-Yau complete intersection in a weighted projective
space. We show that the space of quadratic invariants of the hypergeometric group
associated with the mirror manifold $X_{t}$ of $Y$ in the sense of Batyrev and Borisov
is one-dimensional and spanned by the Gram matrix of a classical generator of the
derived category of coherent sheaves on $Y$ with respect to the Euler form. This is
a part of collaboration with Kazushi Ueda.
1 Introduction
Let $(q_{0}, \ldots , q_{N})$ and $(d_{1}, \ldots, d_{r})$ be sequences of positive integers such that
$Q:=q_{0}+\cdots+q_{N}=d_{1}+\cdots+d_{r}$ ,
and consider a smooth complete intersection $Y$ of degree $(d_{1}, \ldots, d_{r})$ in the weighted
projective space $P=P(q_{0}, \ldots, q_{N})$ . It is a Calabi-Yau manifold of dimension $n=N-r\geq$
1. The derived category $D^{b}$ coh IP of coherent sheaves is known [2, 1] to have a full strong
exceptional collection
$(\tilde{\mathcal{E}_{i}})_{i=Q}^{1}=(\mathcal{O}_{P}, \mathcal{O}_{\mathbb{P}}(1), \ldots, \mathcal{O}_{F}(Q))$ .
Let $(\overline{\mathcal{F}}_{i})_{i=1}^{Q}$ be the full exceptional collection dual to $(\tilde{\mathcal{E}_{i}})_{1}!_{=Q}$ so that
$\chi(\tilde{\mathcal{E}_{1}},\tilde{\mathcal{F}}_{j})=\overline{\delta}_{ij}$ ,
where
$\chi(\mathcal{E}_{:}\mathcal{F})=\sum_{k}(-1)^{k}$ dim Ext $k(\mathcal{E}.\mathcal{F})$ ,
is the Euler form.
A set $\{\mathcal{F}_{i}\}_{i=1}^{Q}$ of objects in a triangulated category $D$ is said to be a classical generator
if $D$ is the smallest subcategory containing $\{\mathcal{F}_{i}\}_{i=1}^{Q}$ which is closed under shifts, cones and
direct summands [5]. When $\mathcal{D}$ is the derived category $D^{b}$ coh $Y$ of coherent sheaves on
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$Y$ , the set $\{\overline{\mathcal{F}}_{j}\}_{i=1}^{Q}$ of restrictions $\overline{\mathcal{F}}_{i}$ of $\tilde{\mathcal{F}}_{i}$ to $Y$ is a classical generator by Kontsevich, as
explained in Seidel [18. Lemma 5.4].
The mirror of $Y$ is identified by Batyrev and Borisov [3] as a toric complete intersection
whose affine part is given by





for $1\leq k\leq r$ . Here
$\{0,1,$ $\ldots.N\}=S_{1}$ . . . $LIS_{r}$




$I(t)= \int\frac{x_{0}^{q_{0}}..\cdot.\cdot.x_{N}^{q_{N}}dx_{0}}{df_{0}\wedge\wedge df_{r}x_{0}}\wedge\cdots\wedge\frac{dx_{n}}{x_{n}}$ (2)
of the holomorphic volume form on $X_{t}$ for a middle-dimensional (vanishing) cycle $\gamma\in$
$H_{n}(X_{t}),$ $q=(q_{0}, q_{2}, \cdots, q_{N})$ and $1=(1,1, \cdots, 1)$ satisfies the hypergeometric differential
equation
$[(1\nu\cdot$ (3)
where $\theta_{t}=t\frac{\mathfrak{c}\prime}{\partial^{t}t}$ . We remark that the submodule of $H_{n}(X_{t})$ consisting of its vanishing cycles
has rank $Q$ . Define the hypergeometric group $H(q_{0}, \ldots , q_{N}:d_{1}, \ldots, t)$ as the subgroup of
$GL(Q, Z)$ generated by
$h_{0}=(\begin{array}{lllll}0 0 \cdots 0 -d4_{Q}11 0 \cdots 0 -A_{Q-1}0 1 \cdots 0 -A_{Q-2}\vdots . \vdots \vdots 0 0 \cdots 1 -A_{1}\end{array})$ (4)
and






are characteristic polynomial of the monodromv at zero and infinity. When the mon-
odromy representation of a Pochhammer hvpergeometric equation is irreducible, Lev-
elt [15] shows that the monodromy group is conjugate to the hypergeometric group
$(H(q_{0}, \ldots, q_{N};d_{1}, \ldots, d_{r})$ . Especially when the roots of the characteristic polynomial at
$t=0$ and $t=\infty$ are mutually distinct, the irreducibilitv of the monodromv is ensured
[4, Theorem 3.5]. Although the monodromy representation of (3) is reducible, we show
in section 2 that the monodromy group of (3) coincides with $H(q_{0}, \ldots , q_{N};d_{1}, \ldots, d_{r})$ :
Theorem 1. For any sequences $(d_{1}, \ldots, d.)$ and $(q_{0}\ldots., q_{N})$ of positive integers such that
$Q:=q_{0}+\cdots+q_{N}=d_{1}+\cdots+d_{r}$
and $N-r\geq 1$ , the monodromy group of (3) is given by the hypergeometric group
$H(q_{0}, \ldots,q_{N};d_{1}, \ldots, d_{r})$ .
An element $h\in H(q_{0}, \ldots, q_{N};d_{1}, \ldots, d_{r})$ acts naturally on the space of $Q\cross Q$ matrices
by
$H(q_{0}, \ldots, q_{N};d_{1}, \ldots, d_{r})\ni h$ : $X\mapsto h$ . $X$ . $h^{T}$ ,
where $h^{T}$ is the transpose of $h$ . We prove the following in sections 3 and 4:
Theorem 2. The space of matrices invariant under the action of $H(q_{0}, \ldots, q_{N};d_{1}, \ldots, t)$
is one-dimensional and spanned by the Gram matrix
$(\lambda(\overline{\mathcal{F}}_{i},\overline{\mathcal{F}}_{j}))_{i.j=1}^{Q}$
of the classical generator $\{\overline{\mathcal{F}}_{i}\}_{i=1}^{Q}$ with respect to the Euler $f_{07}m$ .
This theorem is a variation of theorems of Horja [11, Theorem 4.9], which he attributes
to Kontsevich, and of Golyshev [9, \S 3.5]. Tlie main difference betwecn tlieir result and
ours is in the rank of the hypergeometric differential equation, which is $Q$ in our case and
$n+1<Q$ in their case, that corresponds to the rank of the submodule of vanishing cycles
of $X_{t}$ that survive after its compactification.
2 Monodromy of hypergeometric equation
Let $h_{0},$ $h_{1}$ and $h_{\infty}$ be the global $\iota non((1_{IOtf1\backslash }11^{\cdot}1j\downarrow tl\cdot ix$ of tti $(\backslash$. bypergeoinetric differential
equation (3) around the origin. one and infinity with respect to some basis of solutions.
Recall that a vector $v\in \mathbb{C}^{Q}$ is said to be cyclic with respect to $h\in GL(Q, \mathbb{C})$ if the
set $\{h^{i}\cdot v\}_{\dot{\iota}=0}^{Q-1}$ spans $\mathbb{C}^{Q}$ . The following lemma is used by Levelt [15] to compute the
monodromy of hypergeometric functions (see also Beukers and Heckman [4, Theorem
3.5] $)$ .
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Lemma 3. Assume that there exists a vector satisfying
$h_{0}^{i}\iota=h_{\infty}^{-i}v$ , $i=0.1,$ $\ldots,$ $Q-2$ , (8)
which is cyclic with respect to $h_{0}$ . Then the monodromy group of (3) $\dot{u}$ isomorphic to
$H(q_{0}, \ldots, q_{N}:d_{1}\ldots., d_{r})$ .
Proof. The condition (8) shows that the action of $h_{0}$ and $h_{\infty}^{-1}$ with respect to the basis
$\{h_{\infty}^{-i}v\}_{i=0}^{Q-1}$ of $\mathbb{C}^{Q}$ is given by
$(\begin{array}{llll}0 0 \cdots\vdots 0*1 0 \cdots\vdots 0*0 1 \cdots\vdots 0*\vdots \vdots \vdots \vdots 0 0 \vdots l*\end{array})$ .




Hence the proof of Theorem 1 is reduced to the following:
Proposition 4. There exists a vector $v$ in the space of solutions of (3) which is cyclic
with respect to $h_{0}$ and satisfies (8).
The rest of this section is devoted to the proof of Proposition 4. The hypergeometric
differential equation (3) has regular singularities at $t=0,$ $\infty$ and $\lambda=\prod_{i=0}^{N}q_{i}^{q_{i}}/\prod_{k=1}^{r}d_{k}^{k}$ .
To simplify notations, we introduce another variable $z$ by $t=\lambda z$ . Then the local exponents
are given by
$\frac{b}{d_{k}}$ , $k=1,$ $\ldots,$ $r$, $b=1,$ $\ldots,$ $d_{\text{ }}$ at $z=\infty$ ,
$\frac{a}{q_{\nu}}$ , $\nu=1,$ $\ldots,$ $N$, $a=0,$ $\ldots,$ $q_{\nu}-1$ at $z=0$ , and (9)
$0,1,2,$ $\ldots,$ $Q-2_{:} \frac{n-1}{2}$ at $z=1$ .
Let
$1>\rho_{1}>\rho_{2}>\cdots>\rho_{p}=0$
be the characteristic exponents of (3) at $z=0$ so that
$\{\rho_{1}, \cdots, p_{p}\}=\bigcup_{0\leq\nu\leq N}\{0,$ $\frac{1}{q_{\nu}},$ $\ldots,$
$\frac{q_{\nu}-1}{q_{\nu}}\}$ .
Let further
$\mu_{\alpha}=\#\{(q_{\nu}, a)|p_{\alpha}=\frac{a}{q_{\nu}}$ , $0\leq a\leq q_{\nu}-1$ , $0\leq\nu\leq N\}$
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be the multiplicity of the exponent $p_{\alpha}$ and put
$e_{\alpha}=\exp(2\pi\sqrt{-1}\rho_{\alpha})$ . $1\leq n\leq p$ .
Introduce the matrices
$\ovalbox{\tt\small REJECT}=(\begin{array}{lllllllll}\rho_{1}id_{\mu_{1}} +J_{\mu_{1},-} 0 .\cdot 0 0 \rho_{2}id_{l2} +J_{r2} - 0 \vdots \vdots . \vdots 0 0 \cdots p_{p}id_{\mu_{\rho}} +J_{\mu_{p}} -\end{array})$
$E_{0}=(\begin{array}{lllllllll}e_{1}id_{\mu_{1}}+J_{\mu\iota} - 0 .\cdot 0 0 e_{2}id_{\mu_{2}} +J_{\mu_{2}} - 0 \vdots \vdots . \vdots 0 0 \cdots \cdots e_{p}id_{\mu_{p}} +J_{\mu_{p}} -\end{array})$
where $J_{i}$,-is a $i\cross i$ matrix defined by
$J_{i.-=}(\begin{array}{lllll}0 0 \cdots 0 0l 0 \cdots 0 00 1 \cdots 0 0\vdots \vdots \ddots \vdots \vdots 0 0 \cdots l 0\end{array})\cdot$
$\cdot$
As the two matrices $e^{2\pi\sqrt{-}1A\prime I_{0}}$ and $E_{0}$ have the same Jordan normal form, we see easily
the following statement:
Corollary 5. There is a basis
$X(z)=(X_{1}(z), \ldots\lambda_{Q}’(\sim\vee))$
of solutions to (3) such that the monodromy around $z=0$ is giv’en by
$X(z)arrow X(z)\cdot E_{0}$ .
Define $\sigma_{\alpha}$ by
$\sigma_{i}=\sum_{\alpha=1}^{i}\mu_{a}$
for $i=1,$ $\ldots,p$ . Here we remark that we have $c\cdot hosen$ the above basis in such a way that
$z^{-\rho:}X_{\sigma:}(z)$ were holomorphic at $z=0$ .
Lemma 6. $X_{\sigma:}(z)$ is singular at $z=1$ for any $1\leq i\leq p$ .
Proof. Assume that $X_{\sigma_{i}}(z)$ is holomorphic at $z=1$ . Since $X_{\sigma i}(z)$ is a solution to (3),
its only possible singular points on $\mathbb{C}$ are $z=0$ and 1, so that $z^{-\beta i}X_{\sigma_{i}}(z)$ in fact turns
out to be an entire function. Since (3) has a regular singularity at infinity. $X_{\sigma}:(z)$ has at
most polynomial growth at infinity. Tliis implics tiiat $z^{-p_{j}}X_{\sigma_{i}}(z)$ is a polynomial, which
cannot be the case since the series defining $X_{\sigma}:(z)$ around the origin is infinite. This is
a direct consequence of the fact that none of the expressions $b/d_{k}$ in (9) coincides with a
negative integer.
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Lemma 7. There is a fundamental solution $Y(\sim\forall)=(Y_{1}(z), \ldots, Y_{Q}(z))$ with $X_{Q}(z)=$
$Y_{Q}(z)$ of (3) around $z=1$ such that $Y_{i}(z)$ is holomorphic for $i=1,$ $\ldots$ , $Q-1$ .
Proof. $Y_{Q}(z)$ has the series $expansio_{\wedge}\eta$
$Y_{Q}(z)=(z-1)^{\frac{n- 1}{2}}\sum_{m\geq 0}G_{m}’(z-1)^{m}+\sum_{m\geq 0}G_{m}’’(z-1)^{m}$ .
when $n$ is even, and
$Y_{Q}(z)=(z-1) F\log(z-1)\underline{n}-\underline{1}(\sum_{m\geq 0}G_{m}’(z-1)^{m})+\sum_{m\geq 0}G_{m}’’(z-1)^{m}$ .
when $n$ is odd. These expressions together with local exponents (9) show the statement.
Lemma 6 and Lemma 7 iniplies the following:
Lemma 8. One can choose a fundamental solution $Y(z)=(Y_{1}(z), \ldots, Y_{Q}(z))$ , around
$z=1$ so that the connection matrix
$X(z)=Y(z)\cdot L_{1}$ (10)
is given by
$L_{1}=(\begin{array}{lllll}1 0 \cdots 0 00 1 \cdots 0 0\vdots \vdots \ddots \vdots \vdots 0 0 \cdots 1 0c_{l} c_{2} \cdots c_{Q-1} l\end{array})$ (11)
where $c_{\sigma_{i}}\neq 0$ for any $i=1,$ $\ldots,p$ .
When $n$ is odd, the monodroymy of $Y_{Q}$ around $s=1$ is given by
$Y_{Q}(z) arrow Y_{Q}(z)+2\pi\sqrt{-1}(z-1)^{(n-1)/2}\sum_{m=0}^{\infty}G_{m}’(z-1)^{m}$ .
The second term is holomorphic at $z=1$ and can be expressed as a linear combination
of the components of $Y_{1}(z)$ . Hence the monodromy $z=1$ is given by
$Y(z)arrow Y(z)\cdot E_{1}$
where
$E_{1}=(\begin{array}{lllll}l 0 \cdots 0 d_{1}0 1 \cdots 0 c_{2}’\vdots \vdots \ddots \vdots \vdots 0 0 \cdots l c_{Q-l}’0 0 \cdots 0 l\end{array})$
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When $n$ is even,
$Y_{Q}(z) arrow-Y_{Q}(\approx)+2\sum_{m=0}^{\infty}G_{m}’(z-1)^{m}$ .
so that the monodroymy around $z=1$ is given by
$Y(z)arrow Y(\approx)\cdot E_{1}$ .
where
$E_{1}=(\begin{array}{lllll}l 0 .0 c_{1}’0 l .0 \phi\vdots \vdots \ddots \vdots \vdots 0 0 \cdots l d_{Q-1}0 0 \cdots 0 -1\end{array})$ .
Note that the monodromy of $Y(z)$ around $z=0$ is given by
$Y(z)=X(z)\cdot L_{1}^{-1}$
$arrow X(z)\cdot E_{0}\cdot L_{1}^{-1}=Y(z)\cdot L_{1}\cdot E_{0}\cdot L_{1}^{-1}$ .
By a straightforward calculation, we have the following:
Proposition 9. The monodromy matrices $h_{0},$ $h_{1}$ and $h_{\infty}$ around $z=0,1$ and $\infty$ with
respec$t$ to the solution basis $Y(z)$ of (3) are given by
$h_{0}=E_{0}+(\begin{array}{lllll}0 0 \cdots 0 0\vdots \vdots . \vdots \vdots 0 0 \cdots 0 0\gamma_{1} \gamma_{2} .1 0\end{array})$ ,
$\cdot$
$(\gamma_{1}, \cdots, \gamma_{Q-2},1,0)=(c_{1}, \cdots, c_{Q-1},1)(E_{0}-id_{Q})$ ,
$h_{1}=(\begin{array}{lllll}l 0 .0 g_{1}0 1 \cdots 0 g_{2}\vdots \vdots \ddots \vdots \vdots 0 0 \cdots l g_{Q-1}0 0 \cdots 0 (-l)^{n-1}\end{array})$ ,
$h_{\infty}^{-1}=h_{0}+(\begin{array}{lllll}0 0 .0 \delta_{1}0 0 \cdots 0 \tilde{\delta}_{2}\vdots \vdots . \vdots \vdots 0 0 \cdots 0 \delta_{Q}\end{array})$
$(\delta_{1}, \cdots, \delta_{Q})=(g_{1}, \cdots,g_{Q-1}. (-1)^{n-1})h_{0}^{T}+(0, \cdots\prime 0.-1)$ .
Lemma 10. Let $v=$ $(v_{1}, \ldots , t^{1Q})^{T}$ be a column vector and define a $Q\cross Q$ matrix by
$T=(v.h\cdot\iota’\ldots. ,h_{0}^{Q-1}\cdot v)$ .
Then one has
$\det T=\prod_{1\leq\beta<\alpha\leq p}(e_{\alpha}-e_{\mathcal{B}})^{\mu_{a}\cdot\mu_{3}}\cdot\prod_{\alpha=1}^{p}(v_{\sigma_{c\ell-1}+1})^{\mu_{a}}$ .
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Proof. First we introduce a $i\cross i$ matrix defined $b)^{r}$
$J_{i.+}=(\begin{array}{lllll}0 1 0 \cdots 00 0 1 \cdots 0\vdots \vdots \vdots \vdots 0 0 0 \cdots 10 0 0 \cdots 0\end{array})$ .




$T\cdot T(1, Q-1)\cdot T(1, Q-2)\cdots\cdot\cdot T(1, Q-\mu_{1})$
. $T(2, Q-\mu_{1}-1)\cdots\cdot\cdot T(2, Q-\cdot\mu_{1}-\mu_{2})$
. $T(p, Q-\sigma_{p-1}-1)\cdots\cdot\cdot T(p, 1)$
is a lower-triangular matrix whose i-th diagonal component for $\sigma_{\alpha-1}<i\leq\sigma_{\alpha}$ is given by
$\prod_{\beta<\alpha}(e_{\alpha}-e_{\beta})^{\mu_{\beta}}\cdot v_{\sigma_{a-1}+1}$
.




Lemma 12. If $v\in \mathbb{C}^{Q}$ satisfies
$h_{\infty}^{-i}\cdot v=h_{0}^{i}v$ , (13)
then (12) holds.
Proof. Since the cokemel of $h_{\infty}^{-1}-h_{0}$ is spanned bv the last coordinate vector $(0, \ldots, 0,1)\in$
$\mathbb{C}^{Q}$ , the equations (13) for $v=(v, 0)$ where $v=(t_{1}^{\{}, \cdots, 1_{Q-1}^{1})$ can be rewritten as
$\Sigma\cdot v=0$
where $\Sigma$ is a $(Q-1)\cross(Q-1)$ matrix whose j-th row vector is given by the first $Q-1$
component vector of the following
$(\gamma_{1,},1,\cdot 0)(h_{0})^{j-1}$ .
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Define a block diagonal $(Q-1)\cross(Q-1)$ matrix by
$S(\alpha,j)=(\begin{array}{ll}id_{Q-j-2} 00 S’\end{array})$
where $S’\in SL_{j+1}(\mathbb{C})$ is given by
$S’=(\begin{array}{lllll}1 0 \ldots 0 0-e_{\alpha} l 0 0\vdots \vdots \ddots \vdots \vdots 0 0 \cdots l 00 0 .\cdot -e_{\alpha} 1\end{array})$ .
Then the components of the matrix
$\tilde{\Sigma}=S(1,1)\cdots S(1, \mu_{1}-1)\cdot S(2, \mu_{1})\cdots S(2.\sigma_{2}-1)\cdot S(3, \sigma_{2})\cdots S(3, \sigma_{3}-1)$
. . . $S(p,\sigma_{p-1})\cdots S(p, \sigma_{p}-2)\cdot\Sigma$
are zero below the anti-diagonal $(i.e., \overline{\Sigma}_{ij}=0 if i+j>Q)$ and the i-th anti-diagonal
component $\overline{\Sigma}_{i_{2}Q-i-1}$ for $\sigma_{\alpha-1}<i\leq\sigma_{\alpha}$ is given by
$\prod_{\beta>\alpha}(e_{\alpha}-e_{\beta})^{\mu s_{C_{\sigma_{\alpha}}}}$
.
The $(Q-1)- st$ equation
(const)
$\cdot v_{1}+\prod_{\beta>1}(e_{1}-e_{\beta})^{\mu\rho}c_{\mu_{1}}v_{2}$
together with Lemma 8 implies that $v_{2}=0$ if $v_{1}=0$ . By repeating this type of argument,
one shows that $v_{1}=0$ implies $v=0$. $L\cdot Ioreover$ , one can run the same argument by
interchanging the role of $(x_{1}, e_{1}, c_{\mu_{1}})$ with $(t_{\sigma_{\alpha}-1+1}, e_{\alpha}, c_{\sigma_{0}})$ to show that $v_{\sigma_{\alpha-1}+1}=0$
implies $v=0$ . Hence a non-trivial solution to (13) must satisfy (12). $\square$
3 Invariants of the hypergeometric group
We prove the following in this section:
Proposition 13. Let $(q_{0}, \ldots , q_{N})$ and $(d_{1}\ldots. . d_{r})$ be sequences of positive integers such
that $Q$ $:= \sum_{i=0}^{N}q_{i}=\sum_{k=1}^{r}d_{r}$ . Then the space of $Q\cross Q$ matri ces invariant under the
action
$H(q_{0}, \ldots.q_{N};d_{1}, \ldots.d_{r})\ni h$ : $X\mapsto h\cdot X\cdot h^{T}$
is at most one-dimensional.




for any $h\in H$ . Let $e_{1}=(1.0, \ldots.0)$ be the first coordinate vector. Since $\{(h_{0}^{T})^{i}e_{1}\}_{i=0}^{Q}$
spans $\mathbb{C}^{Q},$ $X_{ij}$ is determined by the H-invariance once we know $X_{i1}$ for $i=1,$ $\ldots,$ $Q$ .
Consider the relation
$X=h_{1}\cdot X\cdot h_{1}^{T}$ . (14)
Since




the first column of the above equation reduces to
$(-1)^{N+r+1}((h_{1})_{i1}X_{11}+X_{i1})=X_{i1}$
for $2\leq i\leq Q$ . This equation implies
$X_{i1}=- \frac{1}{2}(h_{1})_{i1}X_{11}$
if $N+r$ is even, and
$X_{11}=0$
if $N+r$ is odd. In the latter case, fix $j\neq 1$ such that $(h_{1})_{j1}=(-1)$‘ $(B_{Q-j+1}-A_{Q-j+1})\neq 0$
and consider the j-th row of (14). Since





the second column of (14) reduces to
$(h_{1})_{i1}X_{1j}+(h_{1})_{j1}X_{i1}=0$
for $2\leq i\leq Q$ . Since $(h_{1})_{j1}\neq 0$ , the solution to the above equation is given by
$X_{i1}=- \frac{(h_{1})_{1i}}{(h_{1})_{j1}}X_{1j}$
for 2 $\leq i\leq N$ . This shows that the space of H-invariant matrices is at most one-
dimensional.
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4Coherent sheaves on Calabi-Yau complete inter-
sections in weighted projective spaces (by Kazushi
Ueda)
The results of this section belong to Kazushi Ueda. Here we describe an invariant bilinear
form of the hypergeometric group in terms of Euler characteristic of coherent sheaves on
Calabi-Yau complete intersections in weighted projective spaces.
Let $Y$ be a smooth complete intersection of degree $(d_{1}\ldots., d_{r})$ in $P(q_{0}\ldots., q_{N})$ . We
have the Koszul resolution
$0 arrow \mathcal{O}(-d_{1}-\cdots-d_{r})arrow\bigoplus_{i=1}^{r}\mathcal{O}(-d_{1}-\cdots-\hat{d_{i}}-\cdots-d_{r})$
$arrow\cdotsarrow\bigoplus_{1\leq i<j\leq r}O(-d_{i}-d_{j})arrow\bigoplus_{i=1}^{r}O(-d_{i})arrow \mathcal{O}arrow O_{Y}arrow 0$
of the structure sheaf $O_{Y}$ of $Y$ . By tensoring this sequence with $O(i)$ , we obtain a
locally-free resolution of $\mathcal{O}_{Y}(i)$ for any $i\in$ Z. By Kontsevich (cf. Seidel [18, Lemma
5.4] $)$ , $\{O_{Y}, O_{Y}(1), \ldots, O_{Y}(N)\}$ is a classical generator of the bounded derived category
$D^{b}$ coh $Y$ of coherent sheaves on $Y$ .
Let $(\tilde{\mathcal{E}:})_{i=Q}^{1}$ be the full strong exceptional collection on $D^{b}$ coh $\mathbb{P}(q_{0}, \ldots , q_{N})$ given as
$(\overline{\mathcal{E}}_{Q}, \ldots,\tilde{\mathcal{E}}_{1})=(\mathcal{O}, \ldots.O(Q-1))$ ,
and $(\tilde{\mathcal{F}}_{1}, \ldots , \tilde{\mathcal{F}}_{Q})$ be its right dual exceptional collection so that
$Ext^{k}(\tilde{\mathcal{E}_{i}},\tilde{\mathcal{F}}_{j})=\{\begin{array}{ll}\mathbb{C} i=j, and k=00 otherwise.\end{array}$
Equip the Grothendieck group $K(\mathbb{P}(q_{1}, \ldots.q_{N}))$ with the Euler form
$\chi(\tilde{\mathcal{E}}_{\dagger}\overline{\mathcal{F}})=\sum_{i}(-1)^{i}\dim Ext^{i}(\overline{\mathcal{E}},\tilde{\mathcal{F}})$
.
Note that the Euler form on $K(\mathbb{P}(q_{1}, \ldots.q_{N}))$ is neither symmetric nor anti-symmetric,
whereas that on $K(Y)$ is either symmetric or anti-symmetric depending on the dimension
of $Y$ . The bases $\{[\tilde{\mathcal{E}_{i}}]\}_{1=1}^{Q}$ and $\{[\tilde{\mathcal{F}}_{i}]\}_{i=1}^{Q}$ of $K(\mathbb{P}(q_{1}, \ldots , q_{N}))$ are dual to each other in the
sense that
$\chi(\tilde{\mathcal{E}_{i}},\tilde{\mathcal{F}}_{j})=\tilde{\delta}_{1j}$.
We will write the restrictions of $\tilde{\mathcal{E}_{i}}$ and $\tilde{\mathcal{F}}_{i}$ to $Y$ as $\overline{\mathcal{E}}_{i}$. and $\overline{\mathcal{F}}_{i}$ respectively. Unlike $\{[\tilde{\mathcal{E}_{i}}]\}_{i=1}^{Q}$
and $\{[\tilde{\mathcal{F}}_{1}]\}_{i=1}^{Q},$ $\{[\overline{\mathcal{E}}_{i}]\}_{\dot{\iota}=1}^{Q}$ and $\{[\overline{\mathcal{F}}_{i}]\}_{i=1}^{Q}$ are not bases of $K(Y)$ . Put
$\overline{X}_{ij}=\chi([\overline{\mathcal{F}}_{i}], [\overline{\mathcal{F}}_{j}])$
and let $(a_{1j})_{i,j=1}^{Q}$ be the transformation matrix between two bases $\{[\overline{\mathcal{E}_{i}}]\}_{i=1}^{Q}$ and $\{[\tilde{\mathcal{F}}_{l}]\}_{=1}^{Q}$
so that
$[ \tilde{\mathcal{F}}_{i}]=\sum_{j=1}^{Q}[\tilde{\mathcal{E}_{j}}]a_{ji}$ .
The following is the main result in this section:
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Theorem 14. $\overline{X}$ is an invariant of the hypergeometric group $H(q_{0}, \ldots, q_{N};d_{1}, \ldots , d_{r})$ .
We divide the proof into three steps.
Lemma 15. Let $\Phi$ be an autoequivalence of $D^{b}$ coh $Y$ such that its action on $\{[\overline{\mathcal{F}}_{i}]\}_{i=1}^{Q}$ is
given by
$[ \overline{\mathcal{F}}_{i}]\mapsto\sum_{j=1}^{Q}h_{ij}[\overline{\mathcal{F}}_{j}]$.
Then $\overline{X}$ is $invar^{i}iant$ under the action of $h=(h_{ij})_{i,j=1}^{Q}$ ;
$\overline{X}=h\cdot\overline{X}\cdot h^{T}$.





for any $1\leq i,j\leq Q$ . $\square$
Remark 16. Since $\{[\overline{\mathcal{F}}_{i}]\}_{i=1}^{Q}$ are not linearly independent, the choice of $h$ in Lemma 15
is not unique.
Lemma 17. The action of the autoequivalence of $D^{b}$ coh $Y$ defined by the tensor product
with $\mathcal{O}_{Y}(-1)$ on $\{\overline{\mathcal{F}}_{i}\}_{i=1}^{Q}$ is given by $h_{\infty}$ ;
$[ \overline{\mathcal{F}}_{i}\otimes O_{Y}(-1)]=\sum_{i=1}^{Q}(h_{\infty})_{ij}[\overline{\mathcal{F}}_{j}]$ .
Proof. Since tensor product with $\mathcal{O}(-1)$ commutes with restriction, it suffices to show
$[ \tilde{\mathcal{F}}_{i}\otimes O(-1)]=\sum_{i=1}^{Q}(h_{\infty})_{ij}[\tilde{\mathcal{F}}_{j}]$ .
Since $\{[\overline{\mathcal{E}_{i}}]\}_{i=1}^{Q}$ and $\{[\overline{\mathcal{F}}_{i}]\}_{i=1}^{Q}$ are dual bases, this is equivalent to
$[ \overline{\mathcal{E}_{i}}\otimes O(-1)]=\sum_{i=1}^{Q}[\tilde{\mathcal{E}_{j}}](h_{\infty}^{-1})_{ji}$ ,
which follows from the exact sequence on $\mathbb{P}(q_{0}, \ldots\dot{/}q_{N})$ obtained by sheafifying the Koszul
resolution
$0arrow\Lambda^{N}V\otimes$ Sym$*V^{*}arrow\cdotsarrow\Lambda^{2}V\otimes$ Sym$*V^{*}$
$arrow V\otimes$ Sym$*V^{*}arrow Sym^{*}V^{*}arrow \mathbb{C}arrow 0$ ,
where $V$ is a graded vector space such that $\mathbb{P}(q_{0}\ldots.:q_{\wedge}v)=$ Proj (Sym’ $V^{*}$ ). Here, one has
to be careful with our choice $\tilde{\mathcal{E}_{i}}=O(Q-i)$ of numbering on $\mathcal{E}_{i}$ .
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Lemma 18. The action of the autoequivalence of $D^{b}$ coh $Ygiv$en by the spherical twist
$T \frac{\vee}{F}1$ along $\overline{\mathcal{F}}_{1}$ is given on $\{\overline{\mathcal{F}}_{i}\}_{i=1}^{Q}$ by $h_{1}$ ;
$[T \frac{\vee}{F}1(\overline{\mathcal{F}}_{i})]=\sum_{i=1}^{Q}(h_{1})_{ij}[\overline{\mathcal{F}}_{j}]$ .
Proof. Recall that for a spherical object $\mathcal{E}$ and an object $\mathcal{F}$ . the twist $T_{\mathcal{E}}^{\vee}\mathcal{F}$ of $\mathcal{F}$ along $\mathcal{E}$
is defined as the mapping cone
$T_{\mathcal{E}}^{\vee}\mathcal{F}=\{Farrow hom(\mathcal{F}.\mathcal{E})^{\vee}S\mathcal{F}\}$
of the dual evaluation map. Since the induced action of the twist functor $T_{\mathcal{E}}^{\vee}$ on the
Grothendieck group is given by the reflection
$[T_{\mathcal{E}}^{\vee}(\mathcal{F})]=[\mathcal{F}]-\chi(\mathcal{F},\mathcal{E})[\mathcal{E}]$ ,
it suffices to show that







$= \chi(\overline{\mathcal{F}}_{i}(1))-\sum_{k=1}^{r}\chi(\overline{\mathcal{F}}_{i}(1-d_{k}))+\sum_{1\leq k<\downarrow\leq r}\chi(\tilde{\mathcal{F}}_{i}(1-d_{k}-d_{l}))$





for $-Q+1\leq j\leq 0$ and
$\prod_{k=1}^{r}(t^{d_{k}}-1)=t^{Q}-\sum_{k=1}^{r}t^{Q-d_{A}}$
.






and hence $\overline{X}_{i1}=-(h_{1}-$ id $)_{i1}$ .
Theorem 14 immediately follows from Lemmas 15. 17 and 18.
5 The Mellin transform of the period integrals
In this section we show that tn$(^{1}$ period integral (2) satisfies the hypergeometric equation
(3). First of all we recall the notion of the Leray coboundary cycle $\Gamma\in H_{N+1}(lr^{N+1}\backslash X_{t})$
constmcted as a $(r+1)$times successive $S^{1}$ -bundle over a cycle $\gamma\in H_{n}(X_{t})$ . It is a cycle
that avoids all the hypersurfaces $f_{0}(x)+t=0$ and $f_{1}(x)+1=0,$ $\cdots,$ $f_{r}(x)+1=0$
[7, Theorem 2]. Without loss of generalit.’. we can assume that $\Re\iota(f_{0}(x)+t)|_{\Gamma}<0$,
$\Re e(f_{k}(x)+1)|_{\Gamma}<0,1\leq k\leq r$ out of a compact set
Theorem 19. For a Leray coboundary cycle $\Gamma\in H_{N+1}(T^{N+1}\backslash X_{t})$ we consider the
following residue integral:
$I_{x}^{(v)}:,r^{(t)=}J_{\Gamma}^{r_{x^{i+1}(f_{0}(x)+t)^{-v0}\prod_{k=1}^{f}(f_{k}(x)+1)^{-v}\frac{dx}{x^{1}}}}k$, (15)
with the monomial $x^{i}$ $:=x_{0^{0}}^{i}\cdot\cdot x_{N}^{i_{N}},$ $x^{1}$ $:=x_{0}\cdots x_{N},$ $v=(v_{0}, v_{1}, \cdots, v_{r})$ . Then the integral
$I_{x^{i},\Gamma}^{(v)}(t)$ satisfies the following hypergeometnc differential equation
$[P^{(i)}(-\theta_{t})-tQ^{(:)}(-\theta_{t})]I_{x^{i},\Gamma}^{(v)}(t)=0$ , (16)
for
$P^{(i)}(- \theta_{t})=\prod_{k=1}^{r}\prod_{p=0}^{d_{k}’-\iota q_{\lambda_{k}}}\prod_{a=0}^{+n^{-1}}(-q_{\lambda_{k-\iota+p}}\theta_{t}+i_{\lambda_{h-1}+p}-a)-1$ , (17)
$Q^{(i)}(- \theta_{t})=\prod_{\prime\cdot=1}^{r}\prod_{b=1}^{d_{k}}(-d_{k}\theta_{t}-d_{k}+\sum_{p=0}^{d_{k}’-1}(i_{\lambda_{k-1}+p}+1)-b)$ (18)
with $\theta_{t}=t\frac{\partial}{\partial t}$ . Here we used the notation $\lambda_{k}=\sum_{i=1}^{k}\#(S_{i})$ and $d_{k}’=\#(S_{k})$ .
Proof. Let us consider the MMellin transform of the fibre integral (15)
$1 1_{i,\Gamma}^{(v)}(\approx):=/\Pi t^{z}I_{x^{l},\Gamma}^{(v)}(t)\frac{dt}{t}$ , (19)





with $g(z)$ a rational function in $e^{2\pi i\approx}$ . As the period integral $I_{x^{1},\Gamma}^{(v)}(t)$ can be expressed by
the inverse Mellin transform,
$I_{x\Gamma}^{(v)}:,(t)= \int_{n}t^{-*}\Lambda I_{i_{1}\Gamma}^{(v)}(z)dz$ ,
for some cycle $\check{\Pi}$ encircling the poles of $\Gamma$ function factors, the equation (16) immediately
follows from (20).
To show (20) we make use of the so called Cayley trick. Namely we transform the
integral (19) into the following form.
$M_{:_{I}r}^{(v)}(z)= \int_{\Pi xR_{+}^{r+1}xr^{x^{:+1}e^{yo(f_{0}(x)+t)+\Sigma_{k\approx 1}^{r}y_{k}(f_{k}\langle x)+1)}\prod_{k=0}^{r}y_{k}^{\iota\iota}t^{z}\frac{dx}{x^{1}}\frac{dy}{y^{1}}\frac{dt}{t}}’}’.\cdot$ (21)
with $\mathbb{R}_{+}$ the positive real axis in $\mathbb{C}_{y_{P}}$ for $p=0$. $\cdots,$ $r$ . Here we introduce new variables
$T_{0},$ $\cdots T_{N+r+2}$ ,
$T_{0}=y_{0}f_{0}(x),$ $T_{1}=y_{0}t,$ $T_{2}=y_{0}x_{0}^{q0},$ $T_{3}=y_{0}x_{1}^{q_{1}},$ $\cdots$ , $T_{N+r+2}=y_{r}$ ,
in such a way that the phase function of the right hand side of (21) becomes
$y_{0}(f_{0}(x)+s)+ \sum_{i=1}^{r}y_{k}(f_{k}(x)+1)=T_{0}+T_{1}+\cdots+T_{N+r+2}$ .
If we introduce the following notation,
$LogT:=^{t}(logT_{0}, \cdots, logT_{N+r+2})$
$—:=^{t}(x_{0}, \cdots, x_{N}, t, y_{0}, \cdots, y_{r})$




for the following non-singular matrix $L$ ,
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The above relation is equivalent to
$L^{-1}\cdot LogT=Log$ :
for a non-singular matrix $L^{-1}$ which has the following form;
If we set
$(’(\mathcal{L}_{0}(i, z, v),$ $\cdots,$ $\mathcal{L}_{N+r+2}(i, z, v))$ , (25)
then we can see that
$M_{i_{t}\Gamma}^{(v)}(z)= \int_{\Pi xN_{+}^{r+1}x\Gamma}x^{:+1}e^{\tau_{0+\cdots+T_{N+r+2}}}y_{0^{0}}^{v}\cdots y_{r}^{v_{r}}t^{z}\frac{dx}{x^{1}}\frac{dy}{y^{1}}\frac{dt}{t}$
$=(\det L)^{-1}./L_{*}(\cap x\mathbb{R}_{+}^{r+1}x\ulcorner)^{e^{T_{0}+\cdots+T_{N+r+2}}\prod_{0\leq a\leq N+r+2}T_{a}^{\mathcal{L}_{a}(i_{2}z,v)}\bigwedge_{0\leq a\leq N+r+2}\frac{dT_{a}}{T_{a}}}$ .
(26)
Here $L_{*}(\Pi\cross \mathbb{R}_{+}^{r+1}\cross\Gamma)$ denotes a $(N+r+3)$ -chain in $T_{0}\cdots T_{N+r+2}\neq 0$ that obtained
as a image of $\Pi\cross \mathbb{R}_{+}^{r+1}\cross\Gamma$ under the transformation induced by L. In view of the choice
of the cycle $\Gamma$ , we can apply the formula to calculate Gamma function to our situation:
$\int_{C}e^{-T}T^{\sigma}\frac{dT}{T}=(1-e^{2\pi i\sigma})\Gamma(\sigma)$ ,
for the unique nontrivial cycle $C$ turning around $T=0$ that begins and retums to
$\Re cTarrow+\infty$ . Here one can consider the natural action $\lambda$ : $C_{a}arrow\lambda(C_{a})$ defined by the
relation,
$\int_{\lambda(C_{a})}e^{-T_{1}}T_{a}^{\sigma_{a}}\frac{dT_{a}}{T_{a}}=\int_{(C_{a})}e^{-T_{a}}(e^{2\pi\sqrt{-1}}T_{a})^{\sigma_{a}}\frac{dT_{a}}{T_{a}}$ .
In terms of this action, $L_{*}(\Pi\cross \mathbb{R}_{+}^{r+1}\cross\Gamma)$ is shown to be homologous to a chain
$(j_{0’\cdots.J_{N+}^{(\rho)}}^{(\rho)}r+2 \sum_{\prime ,)\in[0_{2}Q]^{:\backslash +r+3}}m_{j_{0}^{(\rho)},\cdots j_{V+’\cdot+2}^{\langle\rho)}}.\prod_{a=0}^{r-1}\lambda^{j_{a}^{(\rho)}}(\mathbb{R}_{+})\prod_{a=r}^{N+r+2}\lambda^{j_{a}^{\langle\rho)}}’(C_{a’})$ ,
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with $m_{j_{0}^{(\rho)},\cdots,j_{N+r+2}^{(\rho)}}\in Z$ . This explains the appearance of the factor $g(z)$ in front of the $\Gamma$
function factors in (20).
The direct calculation of (25) shows that
$\mathcal{L}_{0}(i.\approx.v)=-z+\iota_{0}:,$ $\mathcal{L}_{1}(i, z, v)=z$ .
$\mathcal{L}_{\lambda_{k-1}+p+k+1}(i, z, v)=q_{\lambda_{k-1}+p}(z-\iota_{0})+i_{\lambda_{k-1}+p}+1.0\leq j\leq\ell_{k}-1$.
$\mathcal{L}_{\lambda_{k}+k+1}(i, z, v)=-d_{k}(z-u_{0})-\sum_{p=0}^{d_{k}’-1}(i_{\lambda_{k-1}+\rho}+1)+v_{k},$ $1\leq k\leq r$ .
We remark here that $\sum_{0\leq a\leq N+r+2}\mathcal{L}_{a}(i, z.v)=\sum_{k=0}^{r}v_{k}$ and the variable change $T_{a}arrow$
$-T_{a}$ in the integration of (26) would cause only multiplication by the factor $(-1)^{\Sigma_{k=0}^{r}v_{k}}$ .
This shows the formula (20) and consequently (16) by virtue of the fact that the
periodic function $g(z)$ plays no r\^ole in establishment of the differential equation satisfied
by its Mellin inverse transform.
As a result we get the Mellin transofrm $4\mathfrak{h}f_{l1\gamma}^{(v)}(z)$ . Especially
$\Lambda I_{q-1.\gamma}^{(1)}(z)=\frac{\prod_{\nu=1}^{r}\Gamma(q_{\nu\sim})}{\prod_{k=}^{r}\iota^{\Gamma(\vee)}d_{k\sim}}$ . (27)
always up to a periodic function factor. This formula has already been claimed in [8]
(resp. [11]) in the case when $q=1$ (resp. $q$ general).
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