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Recent experiments have shown intriguing regions of intense luminescence or “hot spots”
in the vicinity of triple point shear-layers in propagating gaseous detonation waves. Lo-
calized explosions have also been observed to develop in these fronts. These features were
observed in higher effective activation energy mixtures, but not in lower effective activation
energy mixtures. We investigate the possibility that the increased lead shock oscillation
through a cell cycle in higher activation energy mixtures may result in a significantly
increased disparity in the induction time on either side on the triple point shear-layer,
increasing the probability that shear-layer instability may develop between reacted and
unreacted gas streams. We carry out two-dimensional simulations with detailed chemical
kinetics to examine the nature of the triple point shear-layer in three mixtures with differ-
ent effective activation energy. In the low activation energy mixture, large scale vortical
structures are observed to occur downstream of the ignition distance; these structures do
not have a noticeable effect on the reaction. In higher effective activation energy mixtures,
a transverse ignition front develops near the interface between the two gas streams and
results in a rapidly propagating reaction front. The transverse ignition front develops due
to molecular diffusion across the shear-layer between hot and cold gas streams.
I. Introduction
A detonation front propagating through a premixed combustible gas can be modeled as a one-dimensional,
steady wave in which the dominant mechanism is shock-induced chemical-thermal branching. However, the
reaction rate behind the shock is extremely sensitive to perturbations in the post-shock temperature and
as a result gaseous detonation waves are always unstable. Past work1–6 has revealed an extremely complex
structure: the front is unstable in three-dimensions and also highly unsteady. The strength of the lead
shock oscillates periodically in time and in space and detonations exhibit systems of counter-propagating
transverse shock waves, Fig. 1. Triple points are formed at the intersection of the lead shock and transverse
wave system. The triple-point shear-layer separates premixed gas streams that have passed through portions
of the lead shock with different strength.
Regions of intense chemiluminescence, for example Fig. 2 (a), and localized explosions have recently been
experimentally observed in detonation fronts propagating in highly unstable mixtures with high effective
activation energy.7, 9 From corresponding schlieren images, it appears the “hotspots” occur in the vicinity
of the triple point shear-layers in the latter portion of the detonation cell, prior to the triple point collision.7
Such local hotspots were not observed in modest effective activation energy mixtures.
The magnitude of the lead shock oscillation through the cell cycle has been found to increase with increas-
ing activation energy8, 10 while the transverse wave strength is calculated to remain relatively constant.7, 11, 12
In high activation energy mixtures, a significant difference in the lead shock strength might therefore be ex-
pected at the triple point, resulting in a considerable disparity in the induction time across the shear-layer.
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(a) (b) (c)
Figure 1: Schlieren images of detonation front propagating in the three mixtures considered in this study a)
2H2-O2-17Ar, b) 2H2-O2-5.6N2 c) C3H8-5O2-9N2, all at initial pressure of 20kPa. Detonations propagated
left to right in a 152x18 mm cross-section channel.7, 8
Any local decoupling of the detonation front near the end of the cell cycle increases the induction time dif-
ference even more significantly.6, 8, 13 Thus in high activation energy mixtures, there is increased probability
of shear-layer instabilities occurring between gas streams of different degree of reaction. Recent experiments
have observed Kelvin-Helmholtz type instability between gas streams with different reactivity in detonation
waves,6, 7 Fig. 2 (a). It is possible that molecular mixing of hot products and cold reactants may lead to
hot spot formation and local explosions, critically augmenting the fundamental shock-induced combustion
mechanism in the detonation front.
Motivated by these experiments, we examine the nature of the triple-point shear-layer in a gaseous
detonation wave. The shear-layer consists of two premixed gas streams: one supersonic, unreacted stream
that has passed through the incident and transverse waves, and one subsonic, reacted stream that has
passed through the Mach stem, Fig 2 (c). Three mixtures are chosen to match experimental conditions.7
We find that the system has two ignition fronts, one perpendicular to the flow and associated with the
thermal runaway, the other parallel to the stream and driven by molecular heating across the thermal layer.
The physics underlying the second combustion is dominated by diffusion effects. The role of this second,
diffusion controlled, front in the developing shear-layer system is of particular interest since diffusive processes
are commonly thought to occur on time scales that are too long to be of relevance to detonations. This
investigation focuses on the relation between reactivity of the system and the shear-layer instability. One of
the main objectives is to elucidate the effect of the shear-layer instability in producing localized explosions or
“hot spots” in the fresh gas stream. Since the induction distances are short, the linear stability characteristics
of the shear-layer are considered for three mixtures with markedly different effective activation energies. The
results of the linear analysis are elaborated on with two dimensional Navier-Stokes simulations with detailed
chemistry and transport.
The possible role of diffusion in detonation waves has been previously addressed in several papers. Gamezo
et al.14 speculate on the importance of diffusion in consuming unreacted gas pockets some distance down-
stream of the lead shock. Singh et al.15 showed that molecular and thermal transport effects are negligible
in one-dimensional detonation waves. Arienti and Shepherd16 extended this work to evaluate the role of
diffusion in triple point shear-layers in one-dimensional model problems. Time-resolved species evolution
calculations using detailed chemical kinetics and simplified mixing models showed that the effect of diffusion
depends on the mixture activation energy. Diffusion was negligible for modest activation energy mixtures,
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Figure 2: a) Regions of high fluorescence intensity or “hot spots” propagating gaseous detonation wave in
a high effective activation energy mixture, C3H8-5O2-9N2, P1=20 kPa.
7, 8 Image height is 65 mm. Simulta-
neous schlieren images indicate the hot spots occur in the vicinity of triple-point shear-layers near the end
of the cell cycle but prior to the triple point collision.7 b) OH Planar laser-induced fluorescence image of a
portion of a detonation front propagating in 2H2-O2-7.7N2, P1=20 kPa.
7 Kelvin-Helmholtz instabilities are
evident between gases of different degree of OH number density. c) Schematic of a calculated triple point
configuration with incident wave velocity 0.9UCJ and inflow angle 33
◦, corresponding to conditions near the
end of the cell cycle.6 Grey shading indicates reacted gas. The triple point shear-layer separates gas which
has passed through the incident and transverse waves (state 3), and gas which has passed through the Mach
stem (state 4’). For the simulations, gas at state 4’ is assumed to undergo a constant pressure reaction to
state 4.
but decreased the induction time in high activation energy mixtures. A temperature bulge followed by a
laminar diffusion flame appeared in high activation energy mixtures when thermal and mass diffusion was
included in the numerical calculation. We build on this existing work with two-dimensional simulations of
the triple point shear-layer.
This article is organized as follows. First we present the initial conditions for the two gas streams in
the three mixtures considered in this study. A linear stability analysis is carried out next, including an
examination of the effects of finite chemistry, followed by a nonlinear analysis through numerical simulations
of the two-dimensional Navier-Stokes equations with a detailed chemical kinetics mechanism.
II. Initial conditions: Triple point calculation
The initial conditions for the two streams on either side of the shear-layer are calculated using nonreactive
shock polars. Shock polar calculations have been successfully used to analyze detonation triple points by
several previous researchers.6, 11, 13, 17 The flow is assumed to be steady in the triple point frame. Two
parameters must be specified to close the calculation for conditions on either side of the contact surface.
For all mixtures, the incoming velocity is taken to be 0.9 UCJ , where UCJ is the Chapman-Jouguet velocity.
0.9 UCJ is representative of the incident wave velocity near the end of the cell cycle.
2, 8, 18 The incoming flow
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angle is taken to be 33◦, a reasonable value based on soot foil track angles. More details on the triple point
calculation procedure can be found in.7
Calculations show the triple point shear-layer separates a supersonic, relatively cold, gas stream and a
subsonic, relatively hot, gas stream, states 3 and 4’ respectively in Fig. 2 (c). In order to examine the role of
mixing between unreacted and reacted gas streams as a potential mechanism for hot spot formation, we allow
the subsonic stream to undergo constant pressure reaction from the chemically frozen post-shock state (state
4’) to state 4. This results in the initial conditions listed in Table 1. Three mixture with different effective
activation energy were considered. The mixtures were chosen to correspond to experimental conditions.7
In the paper, we will denote the mixture 2H2-O2-17Ar as hydrogen-oxygen-argon system, the 2H2-O2-5.6N2
mixture as hydrogen-oxygen-nitrogen system, and the C3H8-5O2-9N2 mixture as propane system.
Mixture ρ3 ρ4 u3 u4 T3 T4
kg/m3 kg/m3 m/s m/s K K
2H2-O2-17Ar 1.228 0.78 1107.5 568.4 1682.2 2760.7
2H2-O2-5.6N2 1.124 0.577 1160.9 506.6 1301.8 2827.7
C3H8-5O2-9N2 2.08 0.8671 1030 553.7 1522 3275.9
a3 θeff Mc
m/s −
“
dln τi
dln T
”
vN
19
2H2-O2-17Ar 784.4 5.4 0.307
2H2-O2-5.6N2 800.3 6.9 0.346
C3H8-5O2-9N2 711.2 12.7 0.256
Table 1: Calculated properties at the triple point contact surface for the three mixtures considered in this
study. State 3 is behind the incident and transverse waves and state 4 is after reaction from state 4’ behind
the Mach stem (Schematic is shown in Fig. 1). The triple point configuration is calculated using unreactive
shock polars, as discussed in the text. θeff is the effective activation energy of the mixture, based upon
change in the induction time, τi, in response to a change in the lead shock velocity. θeff is calculated using
the Konnov kinetics mechanism20 as discussed in.21 Mc is the convective Mach number. Velocities u3, u4
and the speed of sound, a3, are in the triple point frame.
III. Chemistry Model
Detailed chemistry deals with a large number of single step reversible reactions; each reaction is char-
acterized by an Arrhenius law correlating its rate of progress to the local thermodynamic state. Each rate
expression is an optimized curve fit of a set of experimental data. In a computational analysis, the choice of
the chemistry model is based on a trade-off between computational efficiency and accuracy. The chemistry
model used in this study is the GRI model.22 The most recent release of the GRI model, version 3.0, includes
325 elementary chemical reactions and 53 species. In the latest version, propane and C2 oxidation products
have been added. Given that the optimization of the parameters does not target fuels other than natural gas,
the accuracy of the mechanism in predicting detonation wave characteristics is analyzed in this section by
means of a comparison with another combustion mechanism for small hydrocarbons combustion, the Konnov
mechanism.20 The Konnov mechanism includes a considerably larger number of species and reactions, 127
species and 1207 reactions. Therefore, the mechanism is optimized for a larger class of mixtures and the ap-
plication target is wider. The Konnov mechanism has been previously validated for detonation temperatures
and pressures by comparing the calculated ignition delay time with available shock tube data.21
The GRI mechanism is validated by comparison with the Konnov mechanism. The problem on which the
GRI and Konnov mechanism are compared is a Zel’dovich-von Neumann-Do¨ring (ZND) detonation structure
supported by the hot stream injection flow of the propane system shear-layer. The results of the comparison
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are shown in Fig. 3.
The GRI and Konnov mechanisms predictions for thermo-fluid variables and species mass fractions are
in reasonable agreement. Given the smaller size of the GRI 3.0 mechanism, it has been chosen for the
simulations performed for this research.
IV. Linear Analysis
The objective of the analysis presented in this section is to determine the relation between mixture
type and the Kelvin-Helmholtz instability. The merit of the linear analysis in describing mixing layer
instability has been shown in recent years by comparing full Navier-Stokes and linear perturbation results
to experimental measurements.23 The linear analysis is relevant to this study because, due to the short
induction times, any interaction between mixing and gas ignition will occur close to the triple point. The
analysis here presented will focus on the relation between the chemistry and the eigenvalue growth rate.
In this analysis the mixtures, Table 1, are characterized on the basis of their effective activation energy,
and are denoted as low, the hydrogen-oxygen-argon system, medium, the hydrogen-oxygen-nitrogen system,
and high, the propane system, reactivity mixtures. The effective activation energy is defined as the scaled
activation energy of a reduced one step mechanism associated with the post shock conditions. The correla-
tion between transversal ignition and activation energy was suggested by Arienti and Shepherd.16 Such a
categorization has the drawback of not including the effects of molecular diffusion. Mixture characterization
on the basis of free (adiabatic) burning velocity rather than mixture activation energy might be considered.
However, Singh et al.,15 have reported about the difficulty of uniquely defining a free burning velocity for
the shocked reactant, due to its high temperature. The simulations of Arienti and Shepherd16 have shown
that the propagation speed of the transversal ignition front increases with the mixture activation energy for
similar mixtures and conditions to those considered in this investigation.
A linear analysis of a reacting mixing layer was performed in24 for a constant caloric properties system
with simplified one step kinetics. The approach adopted in the present research is to preserve the caloric
and chemical complexity of the system offering a realistic insight into the development of the instabilities.
A. Mean-flow
The mean-flow is defined by the two dimensional compressible Navier Stokes equation in the boundary layer
form which neglects the pressure gradients, retains only the mixed σxy component of the shear stress, and
considers only the y component of the heat flux and species diffusive fluxes. In what follows Ns represents
the number of species in the model and Nel is the number of atomic elements. In dimensional form:
∂ρu
∂x
+
∂ρv
∂y
= 0
ρu
∂u
∂x
+ ρv
∂u
∂y
=
∂
∂y
(
µ
∂u
∂y
)
ρu
∂h
∂x
+ ρv
∂h
∂y
=
∂
∂y
(
λ
∂T
∂y
)
+ µ
(
∂u
∂y
)2
(1)
ρu
∂Yj
∂x
+ ρv
∂Yj
∂y
=
Ns∑
k=1
∂
∂y
(
νj,k
∂Yk
∂y
)
+ ρΩj , j = 1, . . . , Ns
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Figure 3: A comparison between two chemistry models. Prediction of the ZND detonation profile for C3H8-
5O2-9N2, initial pressure 20kPa. Solid line, Konnov chemistry model, dashed line GRI chemistry model.
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the previous set of equations is completed by the thermal and caloric equations of state, the imposition of
the constant pressure and the rate term Arrhenius approximations, ω˙j,
P = Po
T = T (P, h, Yj)
ρ = P/
(
T
∑Ns
k=1 RkYk
)
Ωj ≡ ω˙j/ρ = Ωj(P, h, Yk), j = 1, . . . , Ns.
(2)
A solution of the mean flow equation is carried out by first introducing the Howarth-Dorodnitzyn transfor-
mation,
y˜ =
∫ y
0
ρdt
v˜ = ρv + u
∫ y
0
ρxdt
(3)
which transforms the equations to
∂u
∂x
+
∂v˜
∂y˜
= 0
u
∂u
∂x
+ v˜
∂u
∂y˜
=
∂
∂y˜
(
ρµ
∂u
∂y˜
)
u
∂h
∂x
+ v˜
∂h
∂y˜
=
∂
∂y˜
(
ρλ
∂T
∂y˜
)
+ µρ
(
∂u
∂y˜
)2
(4)
u
∂Yj
∂x
+ v˜
∂Yj
∂y˜
=
Ns∑
k=1
∂
∂y˜
(
ρνj,k
∂Yk
∂y˜
)
+Ωj , j = 1, . . . , Ns. (5)
Here νi,k are the effective ordinary multicomponent diffusion coefficients. The word effective symbolize the
fact that they directly multiply the mass fraction gradients. They are related to the ordinary multicomponent
diffusion coefficients, ν˜j,l, by
νj,l = ρmj
(
Ns∑
k=1
ν˜j,k
ml
− ν˜j,l
mˆ
)
, j = 1, . . . , Ns, l = 1, . . . , Ns, (6)
with mj and mˆ the species and mixture mean molecular weights. The ordinary diffusion coefficients are
obtained from the binary diffusion coefficients using the “extended” Chapman-Enskog procedure of Dixon-
Lewis.25 Likewise, the other transport coefficients, which include the mixture average thermal conductivity,
λ, are based on kinetic theory approximate solutions and are determined using a CHEMKIN based multi-
component transport package.26, 27
In this form, the only difference between the system composed by the momentum and continuity equation
and its incompressible nonreactive analog is the dependence of the product ρµ on the species mass fractions
and temperature. To simplify the analysis, we assume that the product is constant and equal to its freestream
value,
ρµ = (ρµ)
∞
, (7)
see Lock.28 This approximation leads to the solution of the velocity components in terms of the similarity
variable,
η =
(
u
2ρµ
)
∞
y˜√
x
(8)
by seeking a similarity solution for which the zero (stemming from the point of initial contact) streamline is
horizontal,
u = F ′(η)u∞. (9)
7 of 33
American Institute of Aeronautics and Astronautics
D
ow
nl
oa
de
d 
by
 B
en
jam
in 
Pe
rez
 on
 Se
pte
mb
er 
29
, 2
01
4 | 
htt
p:/
/ar
c.a
iaa
.or
g | 
DO
I: 1
0.2
514
/6.
200
6-5
275
 
The similarity equation is
F ′′′ + FF ′′ = 0, (10)
with boundary conditions:
F ′(∞) = 1
F (0) = 0
F ′(−∞) = βu ≡ u−∞/u∞
(11)
The species and temperature equations are solved numerically by means of a pseudo-time marching
algorithm, using the self similar velocity field previously evaluated at the mesh points. The computa-
tional mesh used for the mean flow computation is of size [200× 500], and the solution domain is the box
{(x, η) | x− x0 ∈ [0, 0.5], η ∈ [−20, 20]}. Here, x0 is the distance between the inflow boundary and the det-
onation triple point; we take x0 = 0.1cm. For this distance, the term
√
Re x/L
2
takes values 270 for the
propane system, 175 for the hydrogen-oxygen-argon system, and 214 for the hydrogen-oxygen-nitrogen sys-
tem. The boundary conditions for the temperature and species fields are zero gradient boundary conditions
in the cross flow direction, while the inflow boundary condition is determined by solving the nonreactive
equation with constant caloric properties and unitary Prandtl and Schmidt numbers. Thermal and mass
diffusivities are related to the viscosity by
ρλ
cp
= (ρµ)
∞
, ρνi,k = (ρµ)∞ δi,k, (12)
where δ is the Kronecker symbol. The following injection conditions are obtained:
T/ (T )
∞
= K1,0F
′ +K2,0 − (γ)∞ − 1
2
M2(F ′)2
Yi = K1,iF
′ +K2,i (13)
where the constants Kj,i are obtained by satisfying the conditions at η = ±∞. Zero gradient boundary
conditions are used for the outflow boundary.
B. Mean-flow results
The mean-flow results are shown in Fig. 4 for a distance x−x0 = 0.25cm, approximately half of the minimum
value of the constant volume induction distance for the three systems, (τiu3)min = 0.58cm, which corresponds
to the low activation energy case. The solid curves in each subfigure represent the ratios T/T∞, while lines
of other type represent selected species mass fractions that are normalized using the values on the hot side
of the shear-layer, η = −∞. The size of the region where molecular diffusion is significant is of similar
magnitude for the three mixtures and it extends to cover η ∈ [−5, 5]. The location of the transversal ignition
front is clear only for the high activation energy mixture, while for the others the region of chemical activity
is spread over the mixing region. The mean-flow analysis leads to the identification of a region of dynamic
shear, associated with the maximum velocity gradient and located around η = 0, and a region of thermal
shear associated with the temperature and species gradients and located in proximity of the transversal
ignition front. A decoupling between dynamic shear region and thermal shear region is evident only for the
propane system. The propane system is the only one that shows a temperature undershoot on the cold side
of the shear-layer, while the two other mixtures show a temperature overshoot on the hot side of the mixing
layer. In the two lower activation mixtures, there is a distinguishable overshoot in the OH mass fraction.
The overshoot is always positioned around the origin and is a consequence of the viscous heating. The
associated bulge in OH concentration is in agreement with what was shown by the computations of Arienti
and Shepherd,16 but here the peak increases in magnitude for the low activation energy mixture and totally
disappears for the high activation energy case. The overshoot is associated with the dynamic shear rather
than the ignition front and therefore it is not a factor in controlling the flame spread in the fresh mixture.
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Figure 4: Mean flow at a location x − x0 = 0.25cm, note, the mass fractions are normalized by the values
on the hot side of the layer.
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C. Inviscid perturbation
The mean-flow profiles previously computed are used in an inviscid perturbation analysis by considering
a parallel flow in chemical equilibrium and the perturbations to such equilibrium. In the reminder of this
section, the variables are non-dimensionalized using as length scale, Ls =
√
x (2µ/(ρu))
∞
. The velocity,
pressure, density and temperature are non-dimensionalized by the corresponding values at η = +∞, the
enthalpy by the term (cpT )∞, where cp is the mixture averaged specific heat. The species gas constants,
Rj and the specific heats are non-dimensionalized by the mixture average specific heat at plus infinity, and
the ratio between velocity scale and length scale,(u)
∞
/Ls, is used for the reaction rates Ωj . The following
expansions are considered:
[u, v, p, h, ρ, Yj,Ωj] =
[
u¯, 0, 1, h¯, ρ¯, Y¯j , Ω¯j
]
+ [f, αφ,Π, θ, r, zj , wj ] exp (iα(x− ct)). (14)
Noticing that the prime denotes differentiation with respect to the shear-layer variable η, the equations for
the perturbations are written as:
i
(u¯− c)
ρ¯
r + if + (ρ¯φ)
′
= 0 (15)
ρ¯ [i(u¯− c)f + u¯′ρ¯φ] + iΠ
γ∞M2
= 0 (16)
iα2(u¯− c)φ+ Π
′
γ∞M2
= 0 (17)
ρ¯
[
i(u¯− c)θ + h¯′ρ¯φ]− iγ∞ − 1
γ∞
(u¯− c)Π = 0 (18)
iα(u¯− c)zj + Y¯j ′ρ¯φα = wj , j = 1, . . . , Ns (19)
The perturbations are correlated through a set of algebraic relations dependent on the chemistry model,
r = ρΠ+ ρ2
γ∞
γ∞ − 1
Ns∑
k=1
(
R
cp
h¯k −RkT
)
zk − ρ
cpT
θ (20)
[w1, w2, . . . , wNs−1, wNs ]
T
= ΩpΠ+Ωhθ +Ωy[z1, z2, . . . , zNs−1, zNs ]
T
(21)
where Ωp and Ωh are vectors of size Ns, while Ωy is a Jacobian matrix of size Ns × Ns all of which are
obtained using the GRI chemistry mechanism.
D. Solution of the perturbation equation
As in the case of a non-reactive mixture, the eigenvalue problem associated with the amplification of inviscid
perturbations leads to a second order homogeneous equation for the pressure perturbation,
Π′′ +BΠ′ + CΠ = 0 (22)
The coefficients are described in terms of the vectors:
S1 = [iα(u¯− c)I − Ωy]−1
(
−α[Y¯ ′1 , Y¯ ′2 , . . . , Y¯ ′Ns−1, Y¯ ′Ns]T) (23)
S2 = [iα(u¯− c)I − Ωy]−1Ωp (24)
S3 = [iα(u¯− c)I − Ωy]−1Ωh (25)
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and the coefficients
sj = ρ
2 γ∞
γ∞ − 1
Ns∑
k=1
(
R
cp
h¯k −RkT
)
Sj,k + tj ; j = 1, 2, 3 (26)
t =


0
ρ¯
− ρ¯
cpT¯

, (27)
where I is the identity matrix. Thus,
B = −
[
s3h¯
′ − ρ¯′
ρ¯
+ 2
u¯′
u¯− c − is1
u¯− c
ρ¯
]
(28)
C = −α
2
ρ¯2
[
1−M2(u¯− c)2
(
s2γ∞ +
s3
ρ¯
(γ∞ − 1)
)]
. (29)
Introducing the Riccati variable
G ≡ Π
′
ΠαT¯
, (30)
the second order equation is reduced to a first order non-linear equation
G′ + αT¯G2 +
(
T¯ ′
T¯
+B
)
G+
C
αT¯
= 0. (31)
The boundary conditions are obtained by analyzing the asymptotic trend of Π in the freestream. Noting
that the coefficient B vanishes in either sides of the freestream, appropriate boundary conditions for the
pressure perturbation are:
η → ±∞, Π→ K±∞ exp
(
∓
√
−Cη
)
. (32)
Boundary conditions for G on both sides of the free-stream are obtained by using equations (32) and (30).
1. Numerical algorithm
The Riccati equation is integrated in the interval η ∈ [−20, 20], using a (7,8) order variable step (adaptive)
Runge Kutta method, with an error tolerance of 1 ×10−10.29 A sensitivity study to the size of the domain
reveals that doubling the solution interval yields a maximum change of the “normalized” pressure pertur-
bation eigenfunction lower than 1 × 10−9 for η ∈ [−20, 20], and for all the cases discusses in the following
sections. A quintic natural spline representation of the mean-flow is used, so that locally in the interval
between the knots i and i+1 a mean flow variable v¯ is related to p ≡ η− ηi through the quintic polynomial:
v¯ − v¯i = ((((Fip+ Ei)p+Di)p+ Ci)p+Bi)p (33)
where the coefficients Bi, Ci, Di, Ei, Fi are obtained enforcing continuity in the derivatives (up to the fourth
order) at the knots. With the grid considered in this study, the error associated with the spline representation
of the mean flow was shown to be small when the algorithm was tested on a mean profile where the velocity
is defined by a hyperbolic tangent relation and the temperature and species by equation (13). The complex
Muller method is used to find the zero of the matching condition resulting by integrating the equation (31)
between η ∈ [−20, 0] and η ∈ [20, 0]. A spatial stability study is pursued so that perturbation are allowed to
grow in space but not in time. The eigenvalues are found for time frequencies ω = αc on the real axis.
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Figure 5: Spatial growth rate of inviscid perturbation to the mean flow for the three systems.
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E. Spatial growth rate
Only one unstable eigenmode was found for each of the three mixtures considered. The non-dimensional
growth rate, −αi is plotted versus ω for the three mixtures in Fig. 5. The set of figures shows that
the disturbance growth rate is smallest for the propane system and largest for the hydrogen-oxygen-argon
system. To isolate the consequences of changing the caloric versus chemical characteristics of the system,
the effects of non-chemistry-related variables, such as the convective Mach number and the velocity and
temperature ratios across the layer, are taken into account by comparing the growth rate to that of a frozen
flow shear-layer with the chemical composition of the fresh mixture. For this comparison, the frozen mean
velocity is found using the Blasius profile, while a self-similar relation is used for the mean temperature,
equation (13). The caloric and thermal properties of the mixture are kept constant and identical to their
frozen state. Note that Jackson and Grosch30 have proven that the use of a rheological equation other than
the Lock approximation equation (7), has a negligible effect on the normalized growth rate. Analogously,
based upon frozen flow eigenvalues computations, the effect of the Prandtl number is assumed not important
for the range of values that correspond to the three systems here described: The frozen flow stability is
carried with Pr = 1 for all the mixtures. The growth rate for the reactive computations is scaled by the
corresponding maximum value for frozen chemistry, (−αi,0)max, and plotted versus the ratio ω/ωN , where
ωN represents the neutral frequency of the frozen modes. The results are shown in Fig. 6. The growth
rates show that chemistry has a strong effect in reducing the instability in reactive computations, both as
it regards the maximum growth rate and the range of frequency of the unstable modes, when compared to
the corresponding frozen case. In the next section the eigenfunctions will be presented, then, the relation
between chemistry and modes spatial growth will be further elucidated by looking at the effect of finite rate
chemistry in the perturbation equation.
F. Eigenfunctions
The eigenfunctions for the most unstable modes, maximum value of −αi, are plotted in this section for the
three mixture. The eigenfunctions are normalized according to the condition, Π(0) = 1. Fig. 7 shows the
eigenfunctions for the three mixtures in terms of Π and αφ. An increase in mixture activation leads to
noticeable changes in the eigenfunction behavior. The eigenfunctions for the low activation energy system
differ slightly from those for a frozen flow. The increase in activation energy causes the real part of the
pressure perturbation to become asymmetric with the cold side becoming the stronger side. In the same
way, the magnitude of the normal velocity perturbation increases with an increase in activation energy. The
low and medium activation energy cases differ slightly. The fresh side, η > 0, eigenfunctions for the high
activation energy case differ significantly from the two other cases. The region where anomalous behavior
is observed centers around η = 5, such a location corresponds to the transversal ignition front position, as
shown in Fig. 4(c).
G. Finite rate chemistry effect
The importance of the finite rate chemistry in the perturbation equation are determined by investigating the
growth rate and the eigenfunctions for spatial evolution controlled by the frozen flow perturbation equations,
and a mean flow defined by the reactive Navier-Stokes equations, equation (2). This analysis is restricted to
the propane system. For frozen flow, the pressure perturbation equation coefficients analogous to those in
equation (29) are:
B = −2 u¯
′
u¯− c
C = −α2T¯ 2
[
1−M2(u¯− c)2/T¯
]
. (34)
A comparison between the growth rate for nonreactive and reactive perturbation is shown in Fig. 8(a). The
figure shows that chemical reaction in the perturbation evolution equation has a negligible effect on the
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Figure 6: Comparison of the spatial stability eigenvalue with that of frozen systems having comparable
fluid-dynamic parameters.
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Figure 7: Pressure and velocity eigenfunctions.
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Figure 8: Solutions of frozen and reactive perturbation evolution equations for a given mean flow. The
solid line is the reactive case while the dashed line is the frozen case. The vertical dash-dotted line in the
eigenfunctions subfigure represents the location of the maximum mean-flow temperature derivative, located
at η = 3.82.
16 of 33
American Institute of Aeronautics and Astronautics
D
ow
nl
oa
de
d 
by
 B
en
jam
in 
Pe
rez
 on
 Se
pte
mb
er 
29
, 2
01
4 | 
htt
p:/
/ar
c.a
iaa
.or
g | 
DO
I: 1
0.2
514
/6.
200
6-5
275
 
growth rate. This observation leaves the mean-flow as the principal factor in determining the linear growth
rate attenuation linked to an increase in effective activation energy.
The eigenfunctions that correspond to the maximum growth rate are shown in Fig. 8(b). Frozen and
reactive eigenfunctions are compared. The location of the ignition front is identified as that of the maximum
mean-flow temperature derivative and is shown by the dash-dotted vertical lines in the four panels of Fig. 8(b).
The frozen eigenfunctions are similar to those for the hydrogen-oxygen-nitrogen system shown in Fig. 7(b).
In the propane systemmixture, chemistry effects have a strong influence on the eigenfunctions. The behavior
near the ignition front, η ≈ 5, characteristic of the high activation energy system in Fig. 7(c), disappears in
the frozen case. Moreover, the eigenfunctions for the frozen and reactive cases are almost indistinguishable in
the hot side of the shear-layer, where chemical equilibrium is reached. Due to the large degree of separation
of time-scale in hydrocarbon detonation systems,31 the extra dimensions of the perturbation solution for a
chemical reacting system are important only in the narrow region across the ignition front. The effect of
varying caloric properties of the mixture, such as the specific heats, is found to be much smaller than the
contribution of the chemical source terms.
The real part of the velocity fluctuation is considerably larger in the cold (fresh) stream for the reactive
calculation as compared to the frozen chemistry calculation. The real part of the pressure fluctuation show
that the asymmetric pressure perturbation profile is maintained by the frozen dynamics, suggesting that this
effect is also associated with the mean flow.
The linear analysis leads us to the conclusion that the correlation between growth rate reduction and
effective activation energy centers around the decoupling between dynamic shear and thermal gradient in the
mean profile. Such decoupling is associated with the transversal ignition front propagation in the premixed
mixture, so that, for highly reactive mixtures, the region of high thermal gradient is significantly displaced
towards the cold stream. Overall this effect should be associated with both diffusion and mixture effective
activation energy.
Day et al.,32 related the attenuation of the disturbance growth in diffusion controlled, reactive mixing
layers to the reduction of the density weighted vorticity, ρ¯du¯/dη|η=0. It should be noted that Day et al.32
used a flame sheet model so that the effect of the reactivity was not included. For the triple point shear-
layer, the value of density weighted vorticity is decreased by an increase in the steepness of the ignition
front and therefore, for the cases examined here, a correlation between ρ¯du¯/dη|η=0 and mixture activation
energy can be established. Thus, the mechanism of spatial growth attenuation in triple point detonation
shear-layers is similar to those described in earlier work on diffusion limited combustion systems, but here
the mixture activation energy is a controlling factor. A decoupling between dynamic and thermal gradients
is achieved only for high activation energy mixture; the medium and low reactivity cases have very similar
shear-layer characteristics even though their mixture properties are very different. These concepts will be
elaborated on by performing 2-dimensional Navier-Stokes simulations of the systems, where the relation
between shear-layer instability and thermal runaway in the premixed streams will be the focal point. The
goal is to investigate the cause of the localized explosions noted in the experiments.
V. Non linear numerical analysis
The non linear analysis is carried out through numerical solutions of the two-dimensional Navier-Stokes
equation. The goal of the analysis is to determine the role of the Kelvin-Helmholtz instability and the
diffusion controlled combustion wave in the formation of localized explosion in the fresh mixtures.
The set of governing equations is
∂ ~U
∂t
+
∂ ~F
∂x
+
∂ ~G
∂y
= ω˙ (35)
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where:
~U =


ρ
ρu
ρv
ρe0
ρYi

,
~F =


ρu
ρu2 − σxx
ρuv − σyx
(ρe0 − σxx)u− σxyv − λ∂T∂x
ρuYi +
∑
k νi,k
∂Yk
∂x

,
~G =


ρv
ρuv − σxy
ρv2 − σyy
(ρe0 − σyy)v − σyxu− λ∂T∂y
ρvYi −
∑
k νi,k
∂Yk
∂y .


. (36)
Here σ is the viscous stress tensor. Unlike in the linear analysis, the mixture average shear viscosity is found
by using kinetic theory approximate solution as for the other transport coefficients.
The Navier-Stokes equation are discretized using a third order in time, fourth order in space Rusanov
Kutler Lomax and Warming (RKLW) scheme described in Kennedy and Carpenter.33, 34 The fourth order
scheme is stable with a maximum CFL condition of 1.34 for linear constant coefficients scalar equations
in one dimension. The RKLW is not monotone or total variation diminishing (TVD), thus in order to
preserve stability for non linear or variable coefficient equations, linear filtering is used to damp out spurious
oscillations. A fourth order explicit filter, also discussed by Kennedy and Carpenter,33 is used.
Stiff chemistry is handled using a fractional step splitting technique. The splitting considers the time
integration of the transport and kinetic parts of the NS equations separately. The splitting scheme preserves
the spatial order of the discretization, but lower the temporal order of the RKLW producing a second order
time discretization. The system of governing equations is written in the operator form,
∂ ~Q
∂t
= T ~Q+K ~Q (37)
where the field variable is ~Q, and T and K are the transport and kinetic operators, respectively. Consider
the two discrete solution operators, T n(∆t) and Kn(∆t) which approximate the solutions at time t0+∆t to
the problems in which only one operator at the time is considered. The overall update is
~Qn+1 = T n
(
∆t
2
)
Kn+1/2(∆t)T n+1
(
∆t
2
)
~Qn. (38)
Assuming that both T n(∆t) and Kn(∆t) yield an approximation of order (2, 4) to the partial problems,
the numerical solution to the Navier-Stokes equations is accurate of order (2, 4). The kinetic update is a
point-implicit operation and is discretized using the Crank-Nicholson formula. The kinetic update involves
progress along the reaction paths as well as the imposition of elemental mass conservation. Given that
the latter constitutes a linear time-independent coefficient system, the associated matrix is inverted as a
pre-process step. Chemistry update via the Crank-Nicholson method involves, therefore, the solution of a
Nsp −Nel system of equations, where Nel is the number of atomic elements.
A. Boundary conditions
Inflow boundary conditions for the non linear analysis are found from the exact solution for the nonreactive
boundary layer equations in self similar form, equation (13). The separation distance from the point of first
mixing is assumed to be x0 = 0.1cm. The boundary conditions are enforced in the form of characteristic
variable boundary conditions, based on the approach detailed by Poinsot and Lele.35 Boundary conditions
are imposed on the primitive variable vector ~P = [P, u, v, T, Yi]
T in the form
∂ ~P
∂t
= P ∂
~Q
∂t
= kb
(
~Pb(t)− ~P
)
(39)
where the matrix P is a rectangular matrix of size [m×Nsp + 4] having as rows those of the Jacobian ∂ ~P∂ ~Q
corresponding to the m imposed primitive variables ~Pb. Considering a boundary with constant streamwise
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coordinate, x, multiplying the Navier Stokes equations by P , one gets
kb
(
~Pb − ~P
)
= −P
(
∂ ~F
∂x
+
∂ ~G
∂y
− ω˙
)
(40)
and neglecting the viscous fluxes in the direction normal to the boundary, a spectral decomposition of the
flux Jacobian yields
∂ ~F
∂x
= R−1ΛR
∂ ~Q
∂x
= R−1L. (41)
Substituting equation (41) into equation (40) one obtains a linear system with associated coefficient matrix
of size m × Nsp + 4 in the unknown vector L. The coefficient matrix is M = PR−1. This system is
augmented with the evaluation of the wave amplitudes, elements of L, associated with outgoing waves using
one sided third order finite difference approximation about the boundary point. Once the wave amplitudes
are solved for, equation (41) is used to evaluate the fluxes normal to the boundary. For non-reflecting
boundary conditions the columns of M corresponding to the outgoing waves are zeroed.
For the simulations presented below, reflecting boundary conditions are applied to the inflow, where all the
primitive variables except pressure on the subsonic side are imposed, and non reflecting boundary conditions
with imposed pressure applied to the outflow boundaries and the side boundaries. The injection conditions
are perturbed by adding a white noise, uniformly random and uncorrelated disturbance, on the imposed
streamwise velocity. The magnitude of the disturbance has been selected at 4% of the nominal injection
value. A set of runs with different values of white noise magnitude have revealed negligible differences in the
results presented at the end of this section.
For a non reflective boundary condition, the constant kb in equation (40), represents an elastic response
of the outside system to perturbation of the boundary values. The term non-reflective indicates that the
response of the system to outgoing waves is neglected. When the constant kb is set equal to zero a perfectly
non reflective boundary conditions in the sense of Poinsot and Lele,35 is recovered.
B. One-dimensional analysis of the cold/supersonic stream
An Euler 1D reactive analysis for the cold stream is of interest because the associated injection conditions
are supersonic and therefore a classical ZND detonation structure is not supported. A ZND analysis leads
to the singular condition Mach = 1 in the cold stream before equilibrium is reached. This outcome is a
necessary consequence of the nonexistence of equilibrium solutions for the given (injection) values of mass
flow, momentum flux, total enthalpy and atomic fluxes, (ρu)0, (p+ ρu
2)0, h
o
0 and N˙O,H,C,N ≡ ρuNO,H,C,N .
Equilibrium one-dimensional non-diffusive solutions are determined from the relations,
ho = (ho)0
ρu = (ρu)0
P + ρu2 = (P + ρu2)0
N˙O,H,C,N =
(
N˙O,H,C,N
)
0
(42)
w˙i=1:Ns−Nel = 0.
In Fig. 9(a,c,e) the equilibrium values for pressure and Mach number are plotted against the momentum
flux for the three mixtures. The lines correspond to the case for which the total enthalpy, mass flux and
the molar atomic fluxes are equal to their nominal (experiment/shock-polar) values, referred to as “State
3” as in the triple point shock-polar. The vertical dashed lines indicate the nominal momentum flux. The
lack of an equilibrium solution is associated with the presence of a turning point in correspondence of
the sonic conditiona, so that a limiting value of the momentum flux is defined for each system. A similar
aThe turning point is not located exactly at the sonic point, indeed this would be true for a frozen flow configuration. For
a reactive flow the species mass fraction differential are proportional to the pressure differential and the Mach = 1 condition
does not exactly define the turning point.
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argument is provided by the P −V diagrams presented in Fig. 9(b,d,f). In these subfigures the Rayleigh lines
emanating from “State 3”, P − P3 = (ρu)20(V3 − V ), and the Hugoniot curve for the equilibrium products,
h − h3 = 1/2(P − P3)(V + V3), are shown. The lack of an equilibrium point is demonstrated by the two
curves not having an intersection point.
It is remarked that this conclusion is valid only for a one-dimensional problem, which is relevant to the
shear-layer system if the curvature of the leading shock can be neglected. Experimental schlieren images
show that the curvature of the leading shocks in the vicinity of the triple point is quite small near the end of
the cell cycle. If the curvature is neglected and in absence of normal expansion of the stream, the large time
solution away from the mixing region is a steady one-dimensional combustion wave. Stream tube divergence
can facilitate the formation of stationary solutions in the natural (shock) reference frame. Assuming a
quasi-one-dimensional flow, the pressure differential is given by
dp =
ρu2
1−M2
[
d(logA) +
Ns∑
i
(
hi
cpT
− Ri
R
)
dYi
]
, (43)
from which it is seen that stream tube divergence represented by the term d(logA) can make the pressure
derivative finite even when the thermicity, the second term in the square brackets, does not vanish at the
sonic condition.
For a free shear-layer, expansion of the stream-tubes has to be considered. The relation between volume
dilatation and stream-tube section expansion in the region of high chemical activity is of key importance in
the context of premixed streams shear-layers. For a constant pressure analysis, the area expansion and the
dilatation field are of the same order of magnitude. In order to account for the stress-free nature of the side
wall boundaries, the parameter kb in equation (39) for the side boundary conditions has been increased from
zero in order to simulate the response of the outer system to explosion in the streams. A value of kb = 100 is
sufficient for the hydrogen-oxygen-argon system shear-layer to reach a quasi steady 2D solution in the region
away from the mixing. For the two other systems it is not possible to stabilize the flow by choosing the value
of kb.
Although the interaction between the shear-layer and the outer-system is likely to be more complex when
the entire detonation structure is considered, the simple boundary condition model provides a way to quantify
the level of interaction between free-stream and core flow. The fact that only for the hydrogen-oxygen-argon
system the flow can be stabilized to form a regular explosion profile offers an explanation for the formation
of localized, two-dimensional explosions structures observed in high θeff mixtures. The explanation centers
around the impossibility of obtaining an equilibrium solution in the shock frame. Experiments and large scale
simulations, discussed in the next section, have shown “hot spot” formation for the high effective activation
energy mixtures. The one dimensional analysis links this outcome to the inability of the stream-tube cross-
sectional area dilatation to overcome the large volume increase due to reaction.
Another possible explanation for the localized luminescent regions observed in the experiments is the
interaction between the chemical processes and the fluid-dynamic instability based on the convective thermal
transport due to roll-ups. The contribution of fluid entrainment to the “hot spot” formation will be analyzed
in the next section.
C. Results
1. Computational mesh
The 2 dimensional computational meshes are uniformly spaced in the streamwise direction with spacing
dx = 12.5 µm and exponentially spaced in the direction perpendicular to the flow with minimum spacing
dymin = 1.7 µm and average spacing dyavg = 20 µm. Using the length scale defined in the linear analysis
section with x = 0.5cm, the minimum spacing for the hydrogen-oxygen-argon system is, in non-dimensional
units, dy¯min = 7× 10−2.
A grid convergence study was performed by decreasing the spacings in both direction by a factor 1.5.
The results of the grid refinement study are shown in Fig. 10. The grid on which numerical experiments
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(c) hydrogen-oxygen-nitrogen system, solutions.
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6
7
8
9
10
V, m3/Kg
P,
 M
Pa
 
State 3
(d) same as (c), P − V plane.
3 5 7
0
1
2
3
4
5
6
7
8
9
10
P
o
 + (ρ u2)
o
, MPa
P,
 M
Pa
0
1
2
3
4
5
M
ac
h 
N
um
be
r
(e) propane system, solutions.
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Figure 9: Equilibrium solutions for the three mixtures. In panels (a,c,e), the dashed line shows pressure
and the solid line Mach number. The vertical dashed lines are the shock-polar momentum fluxes. In panels
(b,d,f), the solid line is the products Hugoniot curve and the dashed line is the Rayleigh line.
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are performed is here denoted as coarse. The figure refers to the hydrogen-oxygen-argon system and the
comparison was performed by starting from the same interpolated condition at t = 150 µs, and integrating
in time up to t = 250 µs. The vortical structures shown in the two subfigures have the same shape and
X
Y
0.5 1 1.5
−0.1
−0.05
0
0.05
0.1
(a) Coarse grid
X
Y
0.5 1 1.5
−0.1
−0.05
0
0.05
0.1
(b) Fine grid
Figure 10: Resolution study. Vorticity, 30 contours in [−3, 0.01] µs. The grids have a total number of mesh
points of 827, 576 and 1, 865, 065.
location, with the highest vorticity contours slightly under-resolved by the coarse grid computations. It is
remarked here that a possible source of disagreement between coarse and fine predictions can also be the
randomness in the injection boundary velocity.
2. Numerical experiments
Numerical results are presented for the three mixtures. In all the 2-dimensional plots the spatial dimensions
are expressed in cm. A snap shot of the solution field for the hydrogen-oxygen-argon system at time 30 µs
is presented in Fig. 11. This time scale corresponds approximately to the detonation cell cycle period for
this mixture. The spatial development of the instability match well with experiments. Fig. 11(b) shows
that ignition occurs at a distance of approximately 0.5cm from the injection. Large scale vortical structures
develop beyond the ignition distance, so that the instability does not have a noticeable effect on the thermal
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runaway. On the other hand, the ignition of the cold stream appears to slow down the formation and growth
of vorticity structures. Fig. 11(d) shows the Mach number, M . The single contour shows that in the cold
streamM approaches unity at two locations, but the flow never passes through the sonic line; the hot stream
is always subsonic. The outcome that the sonic condition is never reached, in contrast to the one dimensional
result, can be attributed to stream tube divergence or unsteadiness or both. The stream tube divergence
can be associated to the cross area dilatation,
δa =
1
A
DA
Dt
,
which in 2 dimension is evaluated as
δa =
∂vn
∂n
= (∇~v · ~n) · ~n,
where ~n = (−v, u)/ ||~v|| is the normal to the streamline. Contour values of the area dilatation are shown
in Fig. 11(e), for two positive values of the variable. The locations of the two regions of large dilatation
correspond to the regions of high temperature gradient, Fig. 11(a), and regions of high OH concentration,
Fig. 11(b). Moreover, the values of area dilatation in these regions are comparable to those of the vol-
ume dilatation field. Therefore, Fig. 11(e) demonstrates a non-negligible contribution by the stream-tube
divergence to the dilatation where chemical activity is pronounced.
The two other systems do not support a regular combustion structure, but localized explosion patterns
develop in the cold stream. This result is in agreement with the experimental observations of Austin,7
and large scale simulations by Khokhlov et al.,36 who showed that the explosions are associated with large
localized pressure gradients. The explosions are unsteady and two-dimensional in nature, and produce shock
waves in the supersonic stream that propagate up to the inflow boundary. The simulations are stopped
when the shock reaches the inflow boundary. Pressure and vorticity contours for the hydrogen-oxygen-
nitrogen system are shown in Fig. 12. The same quantities for the propane system are shown in Fig. 13. The
thick dashed line represents the locus where the temperature has reached 90% of the burnt equilibrium value.
Therefore, this locus roughly represents the position of the transversal ignition front as it propagates in the
fresh mixture due to molecular diffusion. A comparison between Fig. 12(b) and Fig. 13(b) reveals that, for
the high activation energy case, the burning front has totally covered the region of high vorticity. The high
propagation speed of the ignition front causes entrainment of high temperature gas in the cold stream to be
negligible. An antithetical observation is valid for the medium activation energy mixture, where entrainment
is important and the ignition front interacts with the fluid-dynamic instability.
Figs. 12(a) and 13(a) also show that the explosion are much weaker in the hydrogen-oxygen-nitrogen
system than in the propane system. In the latter case, the pressure shock waves spread across the boundary
layer reaching the hot stream, while in the medium activation energy case they are confined to the cold stream
and propagate one-dimensionally. Vortical structures are markedly more pronounced in the hydrogen-oxygen-
nitrogen system than in the propane system. This is in agreement with the results of the linear analysis.
Figs. 12 and 13 show that explosions develop near the transversal ignition front. The relation between the
transversal ignition front and the Kelvin-Helmholtz instability is analyzed by seeking a statistical description
of the entrainment process in the time leading to explosion. Entrainment is associated with large scale
mixing as it transports particles across the stream layer. Given the equal premixed composition nature of
the streams, the entrainment will be characterized with respect to temperature mixing and transport, as
this process has the potential to create localized ignition fronts and favor the formation of localized thermal
runaway. The magnitude of the entrainment can be analyzed by looking at the probability density function
(PDF) for the time sequences defined by the thermal history at fixed locations. The local probability density
function, Ψ(x, y, T ) are taken over the time interval [7, 10] µs and the temperature is non-dimensionalized
using the temperature difference across the mixing layer,
Tˆ =
T − T−∞
T∞ − T−∞ . (44)
The time interval was selected on the basis of the time frame over which ignition occurs for the three mixtures.
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Figure 11: Numerical simulation of the hydrogen-oxygen-argon system shear-layer.
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Figure 11: Numerical simulation of the hydrogen-oxygen-argon system shear-layer.
In this context it is useful to provide a statistical description of entrainment by considering 80% confidence
intervals, defined as the minimum interval of values of a random variable that contains 80% of the data. In
this analysis each location in the flowfield is considered separately as a random variable. More specifically
the following quantity is considered,
∆T80 = min
{
∆T
∣∣∣∣∣
∫ Tˆ+∆T
Tˆ
Ψ(x, y, T ) > 0.8
}
. (45)
The confidence interval is plotted versus the crosswise coordinate in Fig. 14 for two axial locations and for
the three mixtures considered.
Fig. 14 shows that the hot fluid entrainment is almost absent in the propane system. The spikes in
∆T80 seen in Figs. 14(b) and 14(c) are due to fluctuation of the transversal ignition front, the one that
separates reacted from unreacted gas. The large spike in the propane system is caused by the steepness of its
ignition front, a consequence of its high effective activation energy. The levels of entrainment for the small
and medium activation energy mixtures are comparable. The hydrogen-oxygen-argon system has a larger
maximum value of ∆T80 than hydrogen-oxygen-nitrogen system. The difference between maximum ∆T80
values for the medium and low activation energy cases increases with the axial distance in favor of the low
θeff case. This phenomenon is linked to the difference in propagation speed of transversal ignition front as it
moves into the fresh mixture. The location of the ignition front controls the effective temperature difference
available for large scale mixing across the shear-layer. The link between ignition front propagation speed
and mixture activation energy is considered valid based upon the numerical simulations.
These concepts can be substantiated by looking at the probability density functions for the scaled tem-
perature at x − x0 = 0.5cm, and at the maximum ∆T80 crosswise coordinate location. The PDFs for the
three mixtures are shown in Fig. 15. The figure represents a situation typical in large scale mixing, where
the PDF has peaks at the two extrema of the temperature interval: the peaks correspond to the temperature
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Figure 12: Numerical simulation of the hydrogen-oxygen-nitrogen system shear-layer. The thick dashed line
in both panels represents the locus where the temperature has reached 90% of its equilibrium value.
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Figure 13: Numerical simulation of the propane system shear-layer. The thick dashed line in both panels
represents the locus where the temperature has reached 90% of its equilibrium value.
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Figure 14: 80 % confidence intervals for the scaled temperature. The solid line is taken at x − x0 = 0.5cm
while the dashed line at x− x0 = 0.6cm.
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Figure 15: PDF of the scaled temperature taken at x− x0 = 0.5cm and at a y location which correspond to
the maximum value of ∆T80. Note that the slight region of negative values for panel (c) is due to the fact
that the gas temperature drops lower than the cold stream value for the hydrocarbon mixture.
29 of 33
American Institute of Aeronautics and Astronautics
D
ow
nl
oa
de
d 
by
 B
en
jam
in 
Pe
rez
 on
 Se
pte
mb
er 
29
, 2
01
4 | 
htt
p:/
/ar
c.a
iaa
.or
g | 
DO
I: 1
0.2
514
/6.
200
6-5
275
 
of the two mixed fluids. It must be recognized in Fig. 15(c) that entrainment mixing is responsible for
temperature observations in the interval [0.5, 1], while the lower part of the PDF is due to fluctuation of the
transversal injection front. Note the negative values of ∆T80 in Fig. 15(c). They can be explained by noting
that the gas temperature falls below the cold stream value for the hydrocarbon mixture at the edges of the
mixing region, a phenomenon associated with the early stages of reaction in the propane system mixture.
VI. Conclusions
The analysis presented in this paper was motivated by the experimental observations of localized ex-
plosions, and local regions of intense luminescence in the region of triple point shear-layers in propagating
gaseous detonation waves. These features were only observed in mixtures with higher effective activation
energy. The correlation between mixture activation energy and the appearance of localized “hot spots” has
been examined by performing linear stability analysis of the shear-layers and 2D Navier Stokes calculations
with detailed chemical kinetics and transport. The inflow conditions for the simulations are based on shock
polar calculations for conditions on either side of the triple point contact surface in three mixtures char-
acterized by a ratio in effective activation energy θeff,max/θeff,min ≈ 2.35. These mixtures are chosen to
correspond to the experimental conditions.
The linear analysis has shown that the large effective activation energy mixtures have lower spatial growth
rates than low activation counterparts, and that the mean profile is mostly responsible for the growth rate
attenuation. It is concluded that the decoupling between velocity gradient and thermal gradient is the
underlying mechanism. This observation establishes a correlation between activation energy and stability,
but one that excludes the possibility that the localized ignition fronts are associated with an enhanced shear
layer instability for the high activation energy systems.
A set of two dimensional simulations predict localized ignition fronts for the high activation energy case.
These localized explosions are unsteady and two-dimensional, originate close to the transversal ignition front
and rapidly propagate through the mixture. The advection of the localized ignition fronts in the fresh
mixture is through shock waves. The “hot spots” are characterized by large pressure peaks, the temperature
is well above that of the constant pressure equilibrium, and a high concentration of OH mass fraction is
observed. All these facts are consistent with the experiments.
The interaction between mixture ignition and the development of the instability has been analyzed by
considering the entrainment of high temperature gas in the mixing region. The simulations have shown
that the level of entrainment diminishes with an increase in effective activation energy, and it is almost
absent in the highest activation energy mixture. This outcome is agreement with the linear analysis but also
shows that, for the high activation energy mixtures, the high speed of propagation of the transversal ignition
front causes the high temperature/reacted gas region to completely consume the high vorticity region. The
realization that the propagation speed of the transversal front is diffusion controlled points to the importance
of diffusion effects in detonation systems.
In conclusion, shear layer instability appears to play no role in the formation of localized explosions.
Molecular diffusion heating is responsible for the fact that high reactivity pockets originate close to the
transversal ignition front. The explosions are instead associated with the impossibility of reaching a 1D
equilibrium state in the cold stream in the shock frame. Such a lack of equilibrium is at the basis of the
localized and multidimensional nature of the ignition for the high activation energy case. The low activation
energy system supports a regular solution devoid of localized ignition fronts, even though equilibrium 1D
states do not exist in the natural shock frame. The stream-tube cross-section area expansion is the key factor
in the stabilization of the flow. The reason why the higher activation energy mixtures are not stabilized is
probably related to the much faster volume build-up at ignition.
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