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The precise description of quantum nuclear fluctuations in atomistic modelling is possible by employing
path integral techniques, which involve a considerable computational overhead due to the need of simulating
multiple replicas of the system. Many approaches have been suggested to reduce the required number of
replicas. Among these, high-order factorizations of the Boltzmann operator are particularly attractive for
high-precision and low-temperature scenarios. Unfortunately, to date several technical challenges have pre-
vented a widespread use of these approaches to study nuclear quantum effects in condensed-phase systems.
Here we introduce an inexpensive molecular dynamics scheme that overcomes these limitations, thus making
it possible to exploit the improved convergence of high-order path integrals without having to sacrifice the
stability, convenience and flexibility of conventional second-order techniques. The capabilities of the method
are demonstrated by simulations of liquid water and ice, as described by a neural-network potential fitted to
dispersion-corrected hybrid density functional theory calculations.
I. INTRODUCTION
Molecules and materials that contain light nuclei -
most notably hydrogen - exhibit considerable deviations
from classical behavior, which are most pronounced at
cryogenic temperatures but extend up to and even above
room temperature1–3. Examples of such nuclear quan-
tum effects (NQEs) include a heat capacity that deviates
dramatically from the Dulong-Petit limit4, equilibrium
fractionation of isotopomers between different phases of
a given compound5 or different molecular sites6, non-
Maxwell-Boltzmann distribution of particle velocities7 as
well as dynamical properties that differ from the predic-
tions obtained from classical molecular mechanics8.
The interest in modelling NQEs in atomistic simula-
tions has been growing constantly over the past years –
not only because faster computers and more efficient al-
gorithms have made such tasks more accessible, but also
because of a paradigm change regarding the employed
inter-atomic potentials. In particular, ab initio simula-
tions solving explicitly the electronic structure problem
at increasingly accurate levels of theory “on-the-fly”9 as
well as next-generation potentials10–12, that are designed
to reproduce ab initio reference data rather than exper-
iments, have made the need of modelling NQEs an ur-
gent matter. This is because in the absence of empiri-
cal fitting parameters, which is a mandatory condition
for predictive simulations, these ab initio studies employ
the Born-Oppenheimer energy surface, without any term
that could implicitly compensate for the lack of zero-
point energy and tunnelling. Therefore, for predictive
simulations it is insufficient to focus on the inter-atomic
forces alone. NQEs also need to be included explicitly
on a sound physical basis to achieve the highest possible
accuracy.
a)Electronic mail: michele.ceriotti@epfl.ch
The techniques of choice for treating the quantum
nature of nuclei are path integral molecular dynamics
(PIMD), and path integral Monte Carlo (PIMC) sim-
ulations13. Using an elegant mapping of the quantum
mechanical partition function onto the classical parti-
tion function of an extended system composed of sev-
eral replicas of the atomic configuration, path integral
methods make it possible to treat exactly the quantum
statistics of distinguishable14 (and indistinguishable13,15)
particles, however at a much larger cost compared to a
classical simulation.
In the past few years, several approaches have been
proposed to reduce the overhead of such simulations by
accelerating the convergence with the number of repli-
cas. This goal has been achieved by computing ex-
pensive parts of the potential on a reduced number of
replicas16,17, by using a thermostat described by a gen-
eralized Langevin equation (GLE) to artificially gener-
ate the proper quantum fluctuations18–20, or by using a
higher-order expansion of the quantum partition function
– so-called “high-order path integral techniques”21–24.
This latter approach is very appealing, particularly if
low-temperature or high-accuracy are sought, since the
convergence improves with the number of replicas P
from P−2 of traditional methods to P−4. Unfortunately,
the higher order expansion introduces some cumbersome
terms in the forces that depend formally on the Hessian of
the physical potential. Therefore, rather than integrat-
ing the high-order PIMD equations of motion directly,
research has focused on re-weighting schemes25–27, which
are however affected by statistical inefficiency that wors-
ens as system size increases28. A truncated cumulant
expansion has recently shown considerable promise, al-
though ad hoc estimators need to be devised specifically
for different system properties29.
In the present work we will demonstrate that perform-
ing full high-order PIMD can be achieved using a sym-
plectic finite-difference integrator. In this approach there
is only a modest computational overhead, that is quickly
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2paid off when high-accuracy or low-temperature simula-
tions are to be performed. Moreover, we will show that
it is possible to combine high-order path integrals with
colored-noise acceleration techniques, although in prac-
tice there is only a small advantage relative to GLE tech-
niques applied on top of second-order PIMD. We will
demonstrate the capabilities of the method using liquid
water described by a neural network (NN) potential10,30
as an example.
II. METHODS
A. Second-order and fourth-order path integrals
The most effective framework for treating the quantum
mechanical behavior of distinguishable particles is based
on the path integral formalism, that maps the quantum
mechanical partition function Z = tr[e−βHˆ ] at the inverse
temperature β = 1kBT , onto a classical partition func-
tion in an extended “ring polymer” phase space. This
mapping corresponds to the application of the identity
e−βHˆ =
[
e−βHˆ/P
]P
, followed by a high-temperature ex-
pansion of the Boltzmann operator e−βP Hˆ – where we
have introduced the shorthand notation βP = β/P . The
most commonly used approach relies on a Trotter de-
composition in terms of the potential operator Vˆ and
the kinetic energy operator Tˆ ,
e−βHˆ ≈ [e−βP Vˆ2 e−βP Tˆ e−βP Vˆ2 ]P , (1)
which leads to an expansion of the (low temperature)
Boltzmann operator that is accurate up to second order
in βP . It is easy to show that the application of the
Trotter splitting yields a classical-like partition function.
For a system of N distinguishable particles with masses
{mi} evolving under a potential V (q1, . . . ,qP ) at an in-
verse temperature of β, the ring polymer Hamiltonian
reads HtrP (p,q) = H0P (p,q) + VP (q). Here, the free ring
polymer Hamiltonian is
H0P (p,q) =
N−1∑
i=0
P−1∑
j=0
(
[p
(j)
i ]
2
2mi
+
1
2
miω
2
P [q
(j)
i − q(j+1)i ]2
)
(2)
and the physical potential term VP (q) is just a sum over
the potential V evaluated for the various replicas
VP (q) =
P−1∑
j=0
V (q
(j)
1 , ...,q
(j)
N ). (3)
The “beads” in the ring polymer are connected cycli-
cally (i.e. j + P ≡ j in Eq. (2)) by springs of frequency
ωP = 1/βP . Sampling has to be performed at the inverse
temperature βP .
High-order path integral schemes rely on a more accu-
rate decomposition of the density matrix than in Eq. (1),
which however requires including terms that depend on
the commutator between Vˆ and Tˆ . Several of these
schemes have been proposed21, all however having similar
advantages and shortcomings. We will focus in particu-
lar on the Suzuki-Chin (SC) decomposition22,23, that is
accurate up to fourth order in βP , and reads
e−βHˆ ≈ [e−βP Vˆe3 e−βP Tˆ e−βP 4Vˆo3 e−βP Tˆ e−βP Vˆe3 ]P2 , (4)
where
Vˆe = Vˆ +
α
6
β2P [Vˆ , [Tˆ , Vˆ ]], (5)
Vˆo = Vˆ +
(1− α)
12
β2P [Vˆ , [Tˆ , Vˆ ]]. (6)
α ∈ [0, 1] is an arbitrary parameter and can be adjusted
to improve the convergence for a given problem. It seems,
however, that no generally-applicable prescription for its
choice can be obtained. In the present study, for rea-
sons that will become apparent later on, we always used
α = 0. The main advantage of the SC scheme is that
any structural observable can be computed seamlessly
by averaging over the even beads in the path, without
the complex correction terms that often enter estimators
in other high-order schemes.
Following the same procedure as in the Trotter case,
one can obtain a classical partition function based on the
splitting (4), which is accurate up to fourth order in βP .
The Suzuki-Chin ring-polymer Hamiltonian HscP (p,q) =
H0P +VscP (q) contains a modified potential term that acts
differently on odd and even beads,
VscP (q) =
P−1∑
j=0
(
wjV
(
q(j)
)
+
N−1∑
i=0
wjdj
miω2P
∣∣∣f (j)i ∣∣∣2
)
, (7)
where f
(j)
i = −∂V
(
q(j)
)
/∂q
(j)
i is the physical force act-
ing on the i-th atom in the j-th replica, and the scaling
factors for odd and even beads are given by
wj = 2/3, dj = α/6 j is even,
wj = 4/3, dj = (1− α)/12 j is odd. (8)
Estimators for the Suzuki-Chin propagator can be de-
rived by two routes. “Thermodynamic” (TD) estimators
are obtained by applying thermodynamics identities to
the SC ring polymer partition function, while “operator”
(OP) estimators result from carrying out the splitting op-
eration on an expression that already contains the quan-
tum mechanical operator. The latter class of estimators
is generally simpler to derive and evaluate, but in the
present manuscript we will compare potential and kinetic
energy operators computed using both routes. Expres-
sions for both TD and OP-method estimators have been
derived and reported several times25,31, but we also list
them in Appendix C for the sake of completeness.
Evaluating the modified potential (7) only requires
knowledge of the first derivative of the physical poten-
tial, which in a PIMD simulation has to be computed to
3evolve the dynamics. However, evaluating the force as-
sociated with VscP is not so trivial, as it contains second
derivatives of the potential,
f
sc,(j)
i = wj(f
(j)
i +
2dj
ω2P
f˜
(j)
i ) =
= wjf
(j)
i +
2wjdj
ω2P
N−1∑
k=0
∂2V (q(j))
∂q
(j)
i ∂q
(j)
k
f
(j)
k
mk
.
(9)
B. Finite-differences Suzuki-Chin PIMD
One should notice, however, that the expression for f˜
involves the second derivative of V projected on the mass-
scaled force. As it has been recognized in the context of
high-order path integral Monte Carlo32,33, and similarly
to what has been done for instance in electronic structure
theory34, it is possible to evaluate this kind of projected
second derivatives by finite differences (FD), using either
a symmetric estimator
f˜
(j)
i = lim→0
1
2δ
[
f
(j)
i
(
q(j) + δ u(j)
)
− f (j)i
(
q(j) − δ u(j)
)]
(10)
or an asymmetric FD formula
f˜
(j)
i = lim→0
1
δ
[
f
(j)
i
(
q(j) + δ u(j)
)
− f (j)i
(
q(j)
)]
, (11)
where
u
(j)
i =
f
(j)
i
mi
, δ =
[
1
NP
∑
k
f
(j)
k · f (j)k
m2k
]−1/2
(12)
indicate a displacement that is parallel to the mass-scaled
force, and a normalization coefficient so that  corre-
sponds to the root mean square displacement applied on
each atom when computing the derivative.
The expression in Eq. (10) can be used seamlessly
to propagate the equations of motion and to evaluate
the estimators for thermodynamic and structural prop-
erties listed in Appendix C. The crucial aspect that
makes this procedure viable is that using any of the two
finite-difference estimators for the derivative yields a rig-
orously time-reversible and symplectic integrator, when
combined with a symmetric Trotter split velocity-Verlet
integrator (see Appendix A). As a result, the scheme
is stable even for relatively large values of the finite-
difference step, which is advantageous e.g. when eval-
uating the forces in ab initio calculations, where residual
errors in the convergence of the self-consistent solution to
the electronic structure problem inevitably lead to noisy
forces. It is also important to note that, when setting
α = 0, f˜ (j) only needs to be evaluated for odd beads,
so that in practice the forward-backward evaluation of
the derivatives costs as much as one full force evaluation,
making this approach twice as expensive as a Trotter
PIMD simulation with the same number of beads. As
we will show later, the asymmetric finite-difference esti-
mator appears to be only marginally less stable than its
symmetric counterpart, which means that with a judi-
cious choice of  one can reduce the number of force eval-
uations by 50%.35 This relatively small overhead can
be reduced even further by using a multiple-time step
(MTS) integrator for f˜ (see Appendix B), and is quickly
compensated by the much faster asymptotic convergence.
Our finite-difference Suzuki-Chin scheme is already ad-
vantageous at room temperature, and its lead becomes
substantial for low-temperature or high-accuracy studies.
Similar expressions can be easily derived in the context
of other high-order factorizations such as that introduced
by Takahashi and Imada21, and it is possible that per-
turbed path estimators29 could be derived on top of a full
fourth-order path integral Hamiltonian, providing even
faster convergence to quantum expectation values. The
availability of projected force derivatives also facilitates
the implementation of the fourth-order version of esti-
mators for the heat capacity26 and for isotope fractiona-
tion ratios36. Finally, further dramatic speed-ups can be
obtained whenever one can apply range-separation tech-
niques such as ring-polymer contraction16, since we have
made sure that our implementation in i-PI37 is fully com-
patible with that of conventional real and imaginary-time
multiple time stepping38.
C. A generalized Langevin equation for high-order path
integrals
Having access to direct sampling of HscP opens up the
possibility of combining high-order path integrals with a
generalized Langevin equation acceleration. In the Trot-
ter case, the normals mode (NM) eigenvectors of the
Hamiltonian for a harmonic potential V (q) = mω2q2/2
do not depend on the frequency ω itself, that only leads
to a shift to the NM frequencies. This makes it pos-
sible to apply sophisticated thermostatting strategies,
with different GLEs applied to individual NM coordi-
nates – all without the need of knowing the NM decom-
position of the physical potential20. Unfortunately, this
is not the case for the Suzuki-Chin Hamiltonian. How-
ever, since the NM transformation remains an orthogo-
nal transformation, it is possible to apply a single GLE
to all Cartesian (or Trotter NM) coordinates which gives
the same effect as applying such GLE onto the proper
SC NMs. Starting from this observation, one can – with
considerable effort, see Appendix D – derive a frequency-
dependent effective temperature T ?(ω), that enforces dif-
ferent fluctuations on different ring-polymer vibrations so
as to obtain converged quantum expectation values for
any OP-method estimator of position-dependent proper-
ties in the harmonic limit, and for any number of beads.
Contrary to the Trotter case, where one can further tune
ring-polymer fluctuations to accelerate the convergence
of the centroid-virial kinetic energy estimator, this is not
possible here, so we can expect that the convergence of
4the quantum kinetic energy will be less efficient than
with the PIGLET approach20. GLE parameters enforc-
ing the desired temperature curve for this Suzuki-Chin
GLE (SC+GLE) approach have been obtained following
the fitting protocol discussed in Ref.39, and are available
for download from an on-line repository40.
III. NEURAL NETWORK WATER: A BENCHMARK
For a comprehensive benchmark study of the methods
discussed in the previous section we will use simulations
of water, a prototypical system for the investigation of
nuclear quantum effects. For this purpose we use a neu-
ral network (NN) potential fitted to ab initio calculations
performed with the B3LYP hybrid density functional41
and the D3 dispersion corrections by Grimme42, as imple-
mented in CP2K43. The potential is fully reactive, i.e. it
allows for the possibility of bond breaking and formation,
and has recently been shown to provide an excellent de-
scription of nuclear quantum effects in water, as probed
by isotope fractionation and the nuclear quantum kinetic
energy44, at the same time allowing us to obtain thorough
sampling. The potential was evaluated using a NN imple-
mentation45 for LAMMPS46. Unless otherwise specified,
each result we report involved a trajectory of at least
200 ps for a supercell containing 128 molecules at the ex-
perimental density. We enforced constant-temperature
sampling at T = 300 K using a PILE-G scheme47 with
γk = ωk/2, and a weak, global thermostat on the centroid
– so that effectively canonical-sampling runs correspond
to the thermostatted ring-polymer molecular dynamics
(TRPMD) protocol 48 suitable to discuss quantum dy-
namical properties. In order to probe the behavior of
our approach in a lower-temperature regime, we also per-
formed simulations of a 96-molecules box of hexagonal ice
at T = 100 K. For colored-noise simulations we used the
PIGLET thermostat20 for Trotter PI, and the SC+GLE
strategy discussed above for SC PIMD. These calcula-
tions will be a challenging test case for our techniques,
because the reactive nature of the NN potential allows
for quantum fluctuations of the hydrogen bond probing
the strongly anharmonic regions in the potential energy
surface of water49.
A. Stability of the finite-difference scheme
A possible problem that one has to be aware of when
using force evaluation schemes based on discrete approx-
imations of the derivatives is that in many cases – most
notably for ab initio simulations – imperfect conver-
gence of self-consistency schemes can introduce numeri-
cal noise. In particular, when using a small displacement
in a finite difference scheme, the signal-to-noise ratio de-
grades, which can lead to instabilities in the integration of
the equations of motion. Therefore it is important to test
how sensitive are the results to the specific value of the
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FIG. 1. Expectation values of the quantum contributions per
molecule to the potential energy V as well as to the kinetic
energy T , as a function of the finite-difference displacement ,
for a SC-PIMD simulation of liquid water at 300 K performed
with 16 beads. The two sets of points correspond to the
symmetric (blue) and the asymmetric (red) finite-difference
integrators. Error bars indicate the statistical error, which
is of the order of 1% for the potential and of the order of
0.1% for the kinetic energy. The superscript “cl” indicates
the classical component. Note that given the definition of the
displacement vector u in Eq. (12), the finite-difference step
 indicates the root-mean-squared displacement of an atom
during the evaluation of the derivative.
atomic displacement. Figure 1 shows that the SC inte-
grators we introduce here, due to their time-reversibility
and symplectic properties, show exceptionally good sta-
bility, with no appreciable effect of the root mean squared
atomic displacement on the quantum expectation values
of the potential and kinetic energies for  . 0.1A˚. Over
this broad range of displacements there is no appreciable
difference between the symmetric and the forward FD
estimator, so that the latter should be used whenever
one does not parallelize fully the calculation over the P
beads.
B. Convergence of energy estimators
The most straightforward measure for the convergence
of a PIMD method to the quantum limit is given by the
potential and kinetic energy estimators. Figure 2 shows
such convergence tests, comparing Trotter and SC path
integrals with and without colored noise. Results are in
line with the expectations. Fourth-order PIMD gives a
much improved asymptotic convergence, without the sta-
tistical instabilities observed in re-weighting strategies28
and giving with P = 16 results that are superior to Trot-
ter PI with P = 32. The number of evaluation of f˜
(j)
i can
be reduced with a MTS scheme (see Appendix B). Even
by computing the SC force as often as every M = 2 steps,
it can be clearly seen that also at room temperature our
finite-differences implementation of high-order path in-
tegrals provides higher accuracy at a smaller cost than
Trotter PIMD. As shown in figure 3, the improvement
becomes even more significant as the temperature is low-
ered. In a simulation of hexagonal ice at T = 100K, SC
PIMD reaches an error of a few meV per molecule when
P = 48. When using Trotter PIMD, one would need to
use more than 128 beads to obtain a similar accuracy.
GLEs improve significantly the convergence of both
standard and fourth-order PIMD, giving potential ener-
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FIG. 2. Error per molecule on the value of the potential
energy V as well as the kinetic energy T , as a function of the
number of beads P , for a simulation of liquid water at 300 K
performed with second and fourth-order PIMD, and with the
corresponding colored-noise methods, namely PIGLET (sec-
ond order) and SC+GLE (fourth order). We only report here
the OP-method estimators – see Figure 8 for a comparison
with the TD estimators. The fully-converged value is taken
to be SC PIMD with P = 48, and errors are plotted on a log-
log scale to highlight the faster convergence of fourth-order
methods.
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FIG. 3. Error per molecule on the value of the potential
energy V as well as the kinetic energy T , as a function of
the number of beads P , for a simulation of ice at 100 K per-
formed with second and fourth-order PIMD, and with the
corresponding colored-noise methods, namely PIGLET (sec-
ond order) and SC+GLE (fourth order). We only report here
the OP-method estimators – see Figure 8 for a comparison
with the TD estimators. The fully-converged value is taken
to be SC PIMD with P = 128, and errors are plotted on
a log-log scale to highlight the faster convergence of fourth-
order methods.
gies that are within a few percent of the converged results
with as few as 4-6 beads for water, and 16-24 beads for
ice. Although the GLE-thermostatted results are better
than the canonically sampled PI simulations for all values
of P , we observe that the convergence of GLE techniques
is non-monotonic, similar to what was observed in sim-
ulations of small molecules at ultra-low temperature50.
It appears that the convergence of SC+GLE is not bet-
ter than that obtained by PIGLET, which underscores
the fact that the limiting factor for convergence of GLE
schemes has more to do with zero-point energy leakage
between different modes than with the asymptotic con-
vergence of the PI section of the method. SC+GLE re-
sults are more sensitive to the coupling strength of the
colored noise than in the case of PIGLET, probably due
to the more complex form of the full path integral Hes-
sian in the harmonic limit (see Appendix D).
Although the possibility of combining high-order path
integrals with correlated noise sampling might be ben-
eficial in some specific cases – for instance when com-
puting structural properties at ultra-low temperature –
it seems that the best course of action should be to use
PIGLET whenever an accuracy of a few percent is suf-
ficient, and resort to SC PIMD with conventional ther-
mostatting whenever one wants (a) to reach the ultimate
level of convergence, (b) to use sampling techniques (e.g.
replica exchange) for which it is necessary to have a well-
defined functional form for the phase-space density, or (c)
to compute complicated estimators whose convergence is
not accelerated by GLEs.
C. Radial distribution functions
The radial pair correlation functions g(r) represent the
most frequently used indicators of the structure of water.
Figure 4 shows the convergence of a few key features in
the O-O, O-H and H-H correlation functions. As it has
already been noted51, for Trotter PIMD there is an in-
teresting non-monotonic convergence behavior of the gOO
distribution function, that gets less structured when go-
ing from classical to 2 and 4 beads, and then becomes
more structured when it approaches convergence. Such a
trend can be seen as a manifestation of the competition
between quantum effects in different vibrational modes,
that progressively converge as the number of replicas is
increased. Overall, the convergence of the radial distri-
bution functions with P is fully consistent with what is
observed for the energy estimators. The more strongly
quantized degrees of freedom – such as the O-H stretch
– show the slowest convergence, and the most dramatic
improvements with SC path integrals and colored-noise
techniques. GLE methods give very good agreement with
6-8 beads, but if a very high accuracy is required – as it is
often needed in case of radial distribution functions, for
which changes in the peak shapes of a few percent can
be significant – SC PIMD with 16 beads gives the best
performance/cost ratio.
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FIG. 4. The top panels show the radial distribution functions for O-O (left), O-H (center), and H-H (right) for the classical
simulations along with some characteristic points whose convergence as a function of the number of replicas P is plotted in the
four lower panels for each case. The red arrows show the corresponding values for a purely classical simulation.
D. H-bond fluctuations
One of the most remarkable effects of quantum fluc-
tuations in room-temperature water is the occurrence
of transient self-dissociation events, in which a quantum
fluctuation momentarily brings a proton closer to the ac-
ceptor oxygen atom than to the oxygen it is covalently
bound to49. The extent of these fluctuations is a partic-
ularly challenging quantity to compute, because of the
small fraction of particles that undergo such broad ex-
cursions at any given time, the strong anharmonicity of
the potential in this region, and the dependence on the
level of electronic structure theory52. Figure 5 shows
the probability of having a proton mid-way between the
donor and acceptor oxygen relative to the probability of
the most common value of the proton transfer coordi-
nate ν. The convergence is very slow for all methods,
with the exception of SC PIMD - although for P ≤ 4
fourth-order methods give dramatic over-estimation of
these fluctuations. Colored-noise methods do acceler-
ate convergence, but tend to yield too high fluctuations.
For P = 6, PIMD would underestimate the fluctuations
by a factor of 5, whereas PIGLET provides a too high
value by a factor of 2. SC+GLE improves the conver-
gence relative to PIGLET – an advantage that is how-
ever less significant when one considers the increase in
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FIG. 5. Relative probability for observing proton delocal-
ization over a H-bond. p(ν) is the probability density relative
to the proton-transfer coordinate ν, and the plot reports the
ratio between p(0) and the most likely H-bond configuration
p(max), as a function of the number of replicas P . Note the
the convergence is slower than for the energy in Fig. 2.
computational cost. Even when predicting strongly an-
harmonic fluctuations, GLE techniques make it possible
to reach semi-quantitative accuracy quickly, and fourth-
order path integrals are useful to reach full convergence
in the asymptotic regime.
E. Vibrational density of states
This far we have focused exclusively on static, time-
independent properties. The path integral formalism is of
a statistical mechanical nature, and strictly speaking no
dynamical observable can be inferred. That said, several
methods inspired by PIMD (such as centroid molecular
dynamics, CMD53,54 and ring polymer molecular dynam-
ics, RPMD8,55) have been proposed to approximately
estimate diffusion coefficients, vibrational spectra and
other time-dependent quantities. For these benchmarks
we will focus on thermostatted RPMD (TRPMD)48, a
simple approach that can be seen as combining elements
of CMD and RPMD, alleviating some of their most severe
artifacts56, at the price however of a broadening of high-
frequency peaks57. The idea is just to attach a Langevin
thermostat to ring-polymer modes, with a damping co-
efficient adjusted to be proportional to the frequency of
the mode in the free-particle limit. For V = 0 there is no
difference between the second and fourth-order Hamilto-
nians, and consequently the TRPMD approach can be
applied in exactly the same way to a fourth-order simu-
lation.
Generally, one performs (T)RPMD using a number of
replicas that is sufficient to converge satisfactorily the
static properties to their quantum values. In Figure 6
we investigate the convergence of the vibrational den-
sity of states (velocity-velocity correlation spectrum) of
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FIG. 6. Vibrational densities of states (Fourier-transforms of
the velocity-velocity correlation functions) for TRPMD simu-
lations of liquid water at 300 K, using a second-order Hamil-
tonian (lower panel) and a fourth-order Hamiltonian (upper
panel). Simulations with P = 4, 16, 32 (green, blue, red) are
compared with a fully-converged Trotter TRPMD simulation
(gray, shaded).
water with increasing numbers of replicas. Interestingly,
the cvv(ω) converges faster than structural properties.
When using HtrP , P = 16 is sufficient to obtain a vibra-
tional spectrum that is indistinguishable from the fully-
converged limit. On the other hand, convergence for
HscP is dramatically slowed down. This is consistent with
what observed in Ref.31 for a harmonic potential and the
closely-related case of Takahashi-Imada path integrals:
the physical vibration is shifted to higher values, and the
discrepancy decays slowly, as 1/P 2. Even at P = 32
one can observe a significant blue shift and broadening
of the OH stretch peak relative to fully converged Trot-
ter TRPMD. Although TRPMD based on fourth-order
path integrals eventually converges to the same spectrum
as conventional Trotter TRPMD, it does so very slowly,
and so there is no advantage in applying fourth-order fac-
torizations to approximate quantum dynamics. The SC
scheme could however be used to accelerate the conver-
gence of the mean field centroid force in the case of fully
adiabatic centroid molecular dynamics.25
IV. CONCLUSIONS
In the present work we have shown that high-order
path integral partition functions can be sampled effi-
8ciently by molecular dynamics using a finite-differences
evaluation of the second derivatives of the potential en-
ergy. This approach makes it possible to use these meth-
ods without incurring sampling problems that are asso-
ciated with statistical reweighting.
We benchmarked our method for the paradigmatic
example of liquid water, using a Neural Network po-
tential to model inter-atomic forces at the DFT level,
that can also describe extreme anharmonicities in the
stretch mode of a H-bonded OH. We show that our
finite-differences SC integrator is indeed extremely sta-
ble, and that, even in a room temperature regime, it
enables computational savings – particularly when com-
bined with a multiple time stepping scheme. An explicit
MD integrator for high-order PIMD makes it possible to
combine a Suzuki-Chin factorization with colored noise,
and approximate quantum dynamics schemes. Unfor-
tunately, we find that a combined SC+GLE approach
does not lead to significant improvements over its Trotter
(PIGLET) counterpart in this temperature regime, due
to the stronger coupling between different ring polymer
vibrations in the full SC Hamiltonian, and that a “fourth-
order RPMD” scheme has poor performances for dynam-
ical properties. The possibility of performing molecular
dynamics with fourth order path integrals, with arbitrary
potentials and a moderate computational overhead, pro-
vides an additional tool for assessing accurately the im-
pact of quantum fluctuations of nuclei in the condensed
phase, and might open the way to new approaches to re-
duce even further the computational cost of this kind of
simulations at and below room temperature.
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Appendix A: Symplectic behavior of the finite-differences
SC integrator
One of the crucial properties that make the scheme we
introduce in this work viable is the fact that the velocity-
Verlet integrator remains symplectic even when using a
finite-differences scheme to compute the SC forces. To il-
lustrate this, let us consider a simplified one-dimensional
example that captures the essence of the method. The
propagation over a time step ∆t of the SC force alone
corresponds to the steps
p˜ =p− Φ(q)
q′ =q + ∆tp˜
p′ =p˜− Φ(q′),
(A1)
where we introduced the shorthand
Φ(q) =
∆t
2
[
c1V (q) + c2
V (q + f(q))− V (q − f(q))
2
]
.
(A2)
The expression (A1) (as well as the corresponding ex-
pression for the forward FD integrator) is clearly time-
reversible due to the fact that Φ only depends on the
instantaneous value of q. For the same reason, the inte-
grator is symplectic, i.e. the determinant of the Jacobian
of the propagator |J | = ∂q′/∂q ∂p′/∂p − ∂q′/∂p ∂p′/∂q has a
unit value. It is straightforward to see that this is the
case, by noting that
∂q′
∂q
=1−∆tΦ′(q)
∂p′
∂p
=1−∆tΦ′(q′)
∂q′
∂p
=∆t
∂p′
∂q
=− Φ′(q)− Φ′(q′) [1−∆tΦ′(q)]
(A3)
Appendix B: Multiple-time step Suzuki-Chin PIMD
Applying a multiple time step (MTS) procedure to a
SC PIMD simulation is not completely trivial. In the
presence of a splitting of the physical potential V into
a short-range (cheap) Vsr and long-range (expensive) Vlr
potential, the forces arising from the two terms get non-
linearly coupled. Differentiating the |fsr + flr|2 term leads
to mixed-derivatives containing the short-range Hessian
projected on the long-range force and the long-range Hes-
sian projected on the slow force. In order to obtain signif-
icant savings, one would have to keep in the outer loop all
the terms that contain long-range forces, including those
mixed with the short-range Hessian. These terms would
fluctuate on a fast time scale, thus reducing the stability
range of the outer time step and limiting the achievable
computational savings.
There is however another aspect for which a MTS pro-
cedure can be beneficial in the context of SC PIMD. The
force-dependent term in the SC Hamiltonian is scaled by
a pre-factor that becomes smaller as P is increased. One
can then apply a MTS splitting in which the (weighted)
Trotter force wjf
(j) is applied in the inner loop, and the
hard-to-compute wjdj f˜
(j) term is applied in the outer
loop, every M steps. As shown in Figure 7, this method
becomes more and more accurate as SC-PI approaches
full convergence – which is the regime in which high-
order path integrals give the greatest advantage. Up to
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FIG. 7. Convergence of the quantum kinetic energy
per molecule for a simulation of liquid water at 300K as a
function of P , using a finite-difference SC integrator and a
MTS scheme. The first derivatives of the physical potential
have been evaluated every ∆t = 0.25fs, whereas the finite-
difference term has been evaluated once M time steps.
an outer time step of about 1fs (corresponding to an over-
head of about 10% relative to Trotter PI with the same
number of beads, when using a forward-FD scheme) the
inaccuracy due to the MTS splitting is smaller than the
residual finite-P convergence error. Pushing M to even
higher values leads to more pronounced errors, without
significantly reducing the computational cost.
Appendix C: Estimation of equilibrium averages
Let us first consider the thermodynamic expression for
position-dependent operators, that can be derived using
the identity
〈X〉 = − 1
βZsc
∂Zsc (V + λX)
∂λ
|λ=1 (C1)
which in case of the potential energy gives
VTDP (q) =
1
P
P−1∑
j=0
wjV
(
q(j)
)
+
2
P
P−1∑
j=0
N−1∑
i=0
wjdj
miω2P
∣∣∣f (j)i ∣∣∣2 .
(C2)
Note that this is very similar, but not identical, to the
potential term VscP entering the SC Hamiltonian. OP-
method estimators exploit the fact that the SC factoriza-
tion can be seen as an imaginary-time propagator that
goes over two replicas at a time – so that even beads
sample the proper quantum mechanical distribution of
q. As a consequence, position-dependent OP estimators
are very simple, and take the general form
XOPP (q) =
2
P
∑
j∈even
X
(
q(j)
)
. (C3)
For instance, for the potential this yields
VOPP (q) =
2
P
∑
j∈even
V
(
q(j)
)
. (C4)
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FIG. 8. Difference between the TD and OP fourth-order
estimators of the potential and kinetic energy per molecule for
a simulation of room-temperature liquid water, as a function
of the number of replicas.
Moving on to the case of the kinetic energy estimators,
for the TD-method the identity we obtain is
〈T 〉 = 1
βZsc
N∑
i=1
mi
∂Zsc
∂mi
, (C5)
which can be written as
T TDP (q) =
3N
2β
+
1
2P
P−1∑
j=0
N−1∑
i=0
(
q
(j)
i − q¯i
)
· f sc,(j)i
+
1
P
P−1∑
j=0
N∑
i=0
wjdj
miω2P
∣∣∣f (j)i ∣∣∣2 .
(C6)
where
q¯(j) =
1
P
P−1∑
j=0
q
(j)
i (C7)
is the centroid of the ring polymer. The second-derivative
component within the SC force f
sc,(j)
i can be computed
using the same finite-difference expression (10) that is
used to propagate the dynamics. The OP estimator for
the kinetic energy is effectively equivalent to the usual
centroid virial kinetic energy estimator, evaluated on just
the even beads:
T OPP (q) =
3N
2β
+
1
P
∑
j∈even
N−1∑
i=0
(
q
(j)
i − q¯(j)
)
· f (j)i , (C8)
Note that in general the possibility of computing OP es-
timators, that do not contain f
sc,(j)
i , is an important fea-
ture of SC path integrals, as that avoids computing sec-
ond derivatives of the potential in re-weighted schemes.
As we have seen, the finite-difference approach we use
here makes it trivial to compute the TD estimators, so
one can verify which flavor converges more rapidly to the
quantum limit and/or cross-validate simulation results.
In the case of room-temperature liquid water, we find
that there is little difference between the convergence of
TD and OP, and that the two estimators become indis-
tinguishable by the time full convergence is achieved (see
Figure 8).
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Appendix D: Effective temperature curves for SC+GLE
In the harmonic limit, for a physical potential of fre-
quency ω, the frequencies ωk(ω), and the eigenvectors
u(k)(ω) of the SC Hamiltonian can be obtained by diag-
onalizing the dynamical matrix Djj′ , that reads
Djj′ =

2ω2P + ω
2wj
(
1 + 2dj
(
ω
ωP
)2)
j = j′
−ω2P j = j′ ± 1
0 otherwise
where the cyclic boundary conditions j + P ≡ j are im-
plied. The dynamical matrix, and as a consequence the
derivations that follow, depend on the choice of the pa-
rameter α (see Eq. (8)). We will continue from here on
assuming α = 0, but the generalization to an arbitrary α
is straightforward.
A further complication stems from the fact that the
estimator for the fluctuations of q is not just an average
over the coordinates of all beads. In fact, one has to
choose whether to design the GLE so as to speed up
the convergence of either the TD or the OP estimator
for
〈
q2
〉
. Given its simplicity, and the direct connection
with all structural observables, we opted for the latter
choice, that gives〈
q2
〉
=
2
P
∑
j∈even
〈[
q(j)
]2〉
=
1
P
∑
k
Uk
〈[
q˜(k)
]2〉
(D1)
where
Uk = 2
∑
j∈even
∣∣∣u(k)j ∣∣∣2 (D2)
gives the weight of the k-th mode on the displacement of
the even beads.
The design of the effective-temperature curve T ?(ω)
can then proceed in a similar way to what was done
in Refs.19,20: considering that for a classical oscillator〈
q2
〉
= 1/mβω2 one can write the functional equation
~
2ωkB
coth
~ωβ
2
=
1
P
∑
k
Uk(ω)
T ?(ωk(ω))
ωk(ω)2
. (D3)
Here we made explicit the dependence of the eigenvector
coefficients and of the normal modes frequencies on the
physical frequency of the underlying potential. Solution
of Eq. (D3) can be obtained by singling out the lowest-
lying NM, obtaining the iteration
T ?(ω0) =
ω20
U0
[
P~
2ω(ω0)kB
coth
~ω(ω0)β
2
−
∑
k>0
Uk(ω0)
T ?(ωk(ω0))
ωk(ω0)2
] (D4)
that can be made to converge with an appropriate mixing
scheme19 and with the starting condition
T ?(ω0) =
~ω0√
6kB
coth
(
β~ω0√
6P
)
(D5)
Yet another complication associated with using a GLE
in connection with SC path integrals is that the lowest
normal-mode frequency is not equal to the physical fre-
quency, as in Trotter PIMD. For this reason, one needs
to invert the ω0(ω) relation to find what is the physical
frequency that corresponds to the argument of T ? we are
solving for. In a similar way, one can then obtain the
frequencies of the higher NMs as a function of the lower
frequency ω0, which eventually makes it possible to solve
numerically the iteration in Eq. D4. In fact, it is possible
to give a closed (albeit cumbersome) expression for such
inverse relation58
ω(ω0) =
22/3A2/3 + 3
√
A
(
4x20 − 6P 2
)
+ 4 3
√
2x20
(
3P 2 + 2x20
)
8β~ 3
√
A
A =27P 6 − 72P 2x40 + 16x60 + 3
[
81P 12 − 432P 8x40+
+ 384P 4x80 − 384P 2x100
]1/2
x0 =β~ω0.
(D6)
Appendix E: Accuracy of the neural-network fit
The high-dimensional neural-network potential we use
in the present work employs the framework developed by
Behler and Parrinello10,59,60. Our fit, which follows the
NN water potential reported by Morawietz et al. for the
case of generalized gradient approximation energetics30,
has already been shown to provide excellent agreement
with both the underlying B3LYP+D3 data it has been
fitted to and with experimental quantities, when comput-
ing quantum mechanical observables such as the nuclear
kinetic energy and isotope fractionation ratios44. Here we
will just present a few additional diagnostics to demon-
strate that it is similarly accurate when it comes to struc-
tural and dynamical observables. We used classical MD
simulations, for which we could accumulate more than
60 ps of ab initio trajectory (4 independent runs of 15 ps
each) with 64 water molecules at constant temperature
and volume conditions, so we can perform a statistically
meaningful comparison. We applied a weak global ther-
mostat61, so as to also be able to extract information on
dynamical properties.
As it can be seen in Figure 9, radial distribution func-
tions (RDF) obtained from NN runs are completely in-
distinguishable from the reference ab initio simulation.
It ought to be noted that although pair correlation func-
tions are often used to demonstrate the reliability of an
approximate simulation protocol, they constitute a very
integrated measure, and success in reproducing RDFs is
a necessary but not sufficient criterion to establish the
equivalence of two inter-atomic potentials. The lower
panels in Figure 9 show two more challenging tests: the
histogram of potential energy (that also directly relates
to the - classical - heat capacity) and the density of states,
as given by the velocity-velocity correlation spectrum.
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FIG. 9. Comparison between structural and dynamical properties from a NVT simulation of 64 water molecules at 300K using
B3LYP+D3 (black) and the NN fit (red). The top panels show the pair correlation functions, the bottom-left panel shows the
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Although in these cases one can appreciate differences
between the ab initio reference and the NN fit (with the
latter showing slightly larger energy fluctuations, and a
noticeably broader bend peak), the agreement is excel-
lent. Together with the accurate reproduction of quan-
tum kinetic energy and isotope fractionation ratios, these
results give us great confidence in the quality of the NN
potential. The possibility of studying larger boxes for
longer simulation times outweighs by far the minute dis-
crepancies that are seen for the most stringent tests of
Fig. 9.
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