In this paper, regularity properties, Strichartz type estimates to solutions of multipoınt Cauchy problem for linear and nonlinear abstract wave equations in vector-valued function spaces are obtained. The equation includes a linear operator A defined in a Hilbert space H, in which by choosing H and A we can obtain numerous classis of nonlocal initial value problems for wave equations which occur in a wide variety of physical systems.
Consider the multipoint Cauchy problem for nonlinear abstract wave equations (NLAWE) α k u (λ k , x) , for a.e. x ∈ R n , (1.2)
β k u t (λ k , x) , for a.e. x ∈ R n , (
where m is a positive integer, α k , β k are complex numbers, λ k ∈ (0, T ] , A is a linear and F is a nonlinear operators in a Hilbert space E, ∆ denotes the Laplace operator in R n , u = u(t, x) is the E-valued unknown function and ϕ, ψ are data functions.
If we put F (u) = λ |u| p u in (1.1) we get the multipoint initial value problem for the following NLAWE α k u (λ k , x) , for a.e. x ∈ R n , u t (0, x) = ψ (x) + m k=1 β k u t (λ k , x) , for a.e. x ∈ R n , where p ∈ (1, ∞), λ is a real number. Let N, R and C denote the sets of all natural, real and complex numbers, respectively. For E = C, α k = β k = 0 and A = 0 the problem (1.4) become the classical Cauchy problem for nonlinear wave equation (NWE) 5) u (0, x) = ϕ (x) , u t (0, x) = ψ (x) for a.e. x ∈ R n .
The existence of solutions and regularity properties of Cauchy problem for NWE studied e.g in [4] , [6] , [9] , [14] , [17] , [19 − 22] , [24] , [27] , [30 − 31] , [35, 37] , [39 − 42] and the referances therein. In contrast, to the mentioned above results we will study the regularity properties of the abstract Cauchy problem (1.1). Abstract differential equations studied e.g. in [1 − 3] , [7 − 8] , [11] , [13] , [15 − 16] , [18] , [25] , [28 − 29] , [32 − 34] , [41] and [43] . Since the Hilbert space H is arbitrary and A is a possible linear operator, by choosing H and A we can obtain numerous classes of wave equations and its systems which occur in a wide variety of physical systems.
Our main goal is to obtain the exsistence, uniquness and Strichartz type estimates, i.e. estimates in the form of space time integrability to solution of (1.1) − (1.3) . Strichartz type estimates to solutions of Cauchy problem for wave equations studied e.g in [10] , [14] , [20] , [22] , [24] , [35] , [37] . If we choose H a concrete space, for example H = L 2 (Ω), A = L, where Ω is a domin in R d with sufficiently smooth boundary, in variables y = (y 1 , y 2 , ...y d ) and L is an elliptic operator in L 2 (Ω) in (1.2) , then we obtain exsistence, uniquness and the regularity properties of the mixed problem for linear wave equation ∂ 2 t u − ∆u + Lu = F (t, x, y) , t ∈ [0, T ] , x ∈ R n , y ∈ Ω, (1.6) and for the NLS equation
where u = u (t, x, y) . Moreover, let we choose E = L 2 (0, 1) and A to be differential operator with generalized Wentzell-Robin boundary condition defined by D (A) = u ∈ W 2,2 (0, 1) , B j u = Au (j) = 0, j = 0, 1 , Au = au (2) + bu (1) where a = a (y) and b = b (y) are complex-valued functions. Then, from the main our theorem we get the exsistence, uniqueness and regularity properties of multipoint Wentzell-Robin type mixed problem for the following wave equation α k u (λ k , x, y) , for a.e. x ∈ R n , y ∈ (0, 1) , (1.9) u t (0, x, y) = ψ (x, y) + m k=1 β k u t (λ k , x, y) , for a.e. x ∈ R n , y ∈ (0, 1) and the same mixed problem for the following NWE where u = u (t, x, y) , t ∈ [0, T ] , x ∈ R n , y ∈ (0, 1) .
Note that, the regularity properties of Wentzell-Robin type BVP for elliptic equations were studied e.g. in [12, 23 ] and the references therein. Moreover, if put E = l 2 and choose A as a infinite matrix [a mj ], m, j = 1, 2, ..., ∞, then from our results we obtain the exsistence, uniquness and regularity properties of multipoint Cauchy problem for infinity many system of linear wave equations
, for a.e. x ∈ R n and the same problem for infinity many system of NWE equation
where a mj are complex numbers, u j = u j (t, x) .
Definitions and Background
Let E be a Banach space. L p (Ω; E) denotes the space of strongly measurable E-valued functions that are defined on the measurable subset Ω ⊂ R n with the norm
Let H be a Hilbert space. For p = 2 and E = H the space L p (Ω; E) become the H-valued functions space L 2 (Ω; H) with inner product:
denotes the space of strongly measurable E-valued functions that are defined on the measurable set (a, b) × Ω with the norm
Let C (Ω; E) denote the space of E−valued, bounded strongly continious functions on Ω with norm
C m (Ω; E) will denote the spaces of E-valued bounded strongly continuous and m-times continuously differentiable functions on Ω with norm
Let E 1 and E 2 be two Banach spaces. B (E 1 , E 2 ) will denote the space of all bounded linear operators from E 1 to E 2 . For E 1 = E 2 = E it will be denoted by B (E) .
A closed densely defined linear operator A is said to be absulute positive in a Banach space E (see [11] , § 11.2) if D (A) is dense on E, the resolvent A − λ 2 I −1 exists for Re λ > ω and
It is known [38, §1.15.1] that there exist fractional powers A θ of a absolute positive operator A. Let E A θ denote the space D A θ with the graphical norm
For case of Hilber space H and p = 2, E A θ will be denoted by H A θ . Remark 1.1. It is known that if the operator A is absolute positive in a Banach space E and 0 ≤ α < 1 then it is an infinitesimal generator of group of bounded linear operator U A (t) satisfying
(see e.g. [29, § 1.6], Theorem 6.3). Let E be a Banach space. S = S(R n ; E) denotes E-valed Schwartz class, i.e. the space of all E -valued rapidly decreasing smooth functions on R n equipped with its usual topology generated by seminorms. S(R n ; C) denoted by S. Let S ′ (R n ; E) denote the space of all continuous linear operators, L : S → E, equipped with the bounded convergence topology. Recall S(R n ; E) is norm dense in L p (R n ; E) when 1 < p < ∞. Let F denotes the Fourier trasformation,û = F u and
Consider the E−valued Sobolev space W s,p (R n ; E) and homogeneous Sobolev spacesW s,p (R n ; E) defined by respectively,
For Ω = R n ×G, p = (p 1 , p 2 ) , s ∈ R and l ∈ N we define the E-valud anisotropic Sobolev space W s,l,p (Ω; E) by
The similar way, we define homogeneous anisotropic Sobolev spacesW s,l,p (Ω; E) as:
Let A be a linear operator in a Banach space E. Consider Sobolev-Lions type homogeneous and inhomogeneous abstract spaces, respectivelẙ
Sometimes we use one and the same symbol C without distinction in order to denote positive constants which may differ from each other even in a single context. When we want to specify the dependence of such a constant on a parameter, say α, we write C α .
for all t ∈ (0, T ) , where U A+∆ (t) is a cosine,Ũ A+∆ (t) is a sine operatorfunctions (see e.g. [11] ) with generatr of A + ∆, i.e.
3)
We say that u is a global solution if T = ∞. We write a b to indicate that a ≤ Cb for some constant C, which is permitted to depend on some parameters.
3. The exsistence of solution to multipoint Cauchy problem for linear wave equation
Consider the abstract Schrödinger equation
where A is a linear operator in a Hilber space H. It can be shown that the fundamental solutions of the free abstract Schrödinger equation (3.1) can be exspressed as
where C (t, A) is a cosine, S (t, A) is a sine operator-functions (see e.g. [11] ) with generator of A, i.e. .
and U ∆ (t) (x, y) = e ∆t (x, y) is a fundamental solution of the free wave equation:
f (y) dy.
Lemma 3.1. Let A be an absolute positive operator in a Banach space E and 0 ≤ α < 1. Then the following dispersive inequalites hold
Proof. By using (3.3) and Young's integral inequality we have
By using then the properties of U ∆+A (t) = U ∆ (t) U A (t), the estimates (3.7) and (3.6) we obtain (3.4) and (3.5) .
In this section, we make the necessary estimates to solution of the following Cauchy problem for the linear abstract wave equation
where A is a linear operator in a Hilbert space H. Condition 3.1. Assume:
(2) E is a Banach space; (3) A is absulute positive operator in a Banach space E and γ ≥
First we need the following lemma:
2) has a unique generalized solution.
Proof. By using of the Fourier transform we get from (3.1) :
whereû (t, ξ) is a Fourier transform of u (t, x) with respect to x and
Consider the problemû
where u 0 (ξ), u 1 (ξ) ∈ D (A) and for ξ ∈ R n . By virtue of [11, §11.2, 11.4] we obtain that A ξ is a generator of a strongly continuous cosine operator function and the Cauchy problem (3.11) has a unique solution for all ξ ∈ R n , moreover, the solution can be expressed aŝ
where C (t, ξ, A) is a cosine and S (t, ξ, A) is a sine operator-functions generated by A ξ , i.e.
Using the formula (3.12) and the condition (3.10) we get
Then,
Differentiating both sides of formula (3.12) we obtain
Using the above formula and the condition
we obtain
Thus,
Now, we consider the system of equations (3.13) and (3.14) in u 0 (ξ) and u 1 (ξ). The determinant of this system is
where
We find the determinant of the system (3.13)-(3.14) :
By properties of operator functions C (λ, ξ, A) and S (λ, ξ, A) we get D (ξ) = 0. Solving the system (3.13) − (3.14), by using the property of sine and cosine operator function [11, §11.2, 11.4] we get
From (3.12) , (3.15) and (3.16) we get that the solution of (3.10) can be expressed asû
We obtain from (3.17) that there is a generalized solution of (3.7) − (3.9) given by
where S 1 (t, A) and S 2 (t, A) are linear operator functions in E defined by
Strichartz inequalities for linear wave equation
The proof of Strichartz type estimates involves basically two type ingredients. The first one consists of specific estimates, in particular stationary phase estimates, on evolution groups associated with homogenous equations. The second one consists of abstract arguments, not specific to the wave equations. This is mainly duality argument and were first applied in [37] .
Condition 4.1. Assume n > 1, is called sharp admissible.
For a space-time slab [0, T ] × R n , we define the E−valued Strichartz norm
is the closure of all E−valued test functions under this norm and
. Assume H is an abstract Hilbert space and Q is a H−valued Hilbert space of function. Suppose for each t ∈ R an operator U (t): Q → L 2 (Ω; E) obeys the following estimates:
for all t, Ω ⊂ R n and all f ∈ Q. Moreover,
for all t = s and all g ∈ L 1
x (Ω; H) . For proving the main theorem of this section, we will use the following bilinear interpolation result (see [5] , Section 3.13.5(b)).
and θ = θ 0 + θ 1 , the operator is bounded from
By following [22, Theorem 1.2] we have:
. Let U (t) generates absolute positive infinitesimal generator operator A and 0 ≤ α < 1. Then the following estimates are hold and will show firstly, the estimates (4.4), (4.5) . By duality, (4.4) is equivalent to (4.5) . By the T T * method, (4.6) is in turn equivalent to the bilinear form estimate
.
By symmetry it suffices to show to the retarded version of (4.7)
where T (F, G) is the bilinear form defined by
By real interpolation between the bilinear form of (4.1) and due to estimate (1.10) we get
By using the bilinear form of (4.2) and (1.10) we have
. In a similar way, we obtain
, where β(r,r) is given by
It is clear that β(r, r) ≤ 0 when n > 2. In the sharp admissible case we have
and (4.8) follows from (4.10) and the Hardy-Littlewood-Sobolev inequality ( [20] ) when q > q ′ . If we are assuming the truncated decay (4.3), then (4.10) can be improved to A
and now Young's inequality gives (4.8) when
i.e. (q, r) is nonsharp admissible. This concludes the proof of (4.4) and (4.5) for nonendpoint case. The second step; It remains to prove (4.4) and (4.5) for the endpoint case, i.e. when (q, r) = 2, 2 (n − 1) n − 3 , n > 2.
It suffices to show (4.8). By decomposing T (F, G) dyadically as
where the summation is over the integers Z and
we see that it suffices to prove the estimate
For this aim, before we will show the following estimate
for all j ∈ Z and all 
By (4.16) the estimate (4.15) can be rewritten as
where T = {T j } is the vector-valued bilinear operator corresponding to the T j . We apply Lemma 3.2 to (4.17) with r = 1, p = q = 2 and arbitrary exponents
Using the real interpolation space identities we obtain
for all (a, b) in a neighbourhood of (r, r). Applying this to a = b = r and using the fact that L
which implies (4.15) .
We are now ready to state the Strichartz estimates to solution (3.7) − (3.9). Theorem 4.2. Assume the Conditions 3.1 and 4.1 are satisfied and
Proof. By (3.18) − (3.20) the solution of (3.7 − 3.9) can be expressed as .
here
By the usual reduction using Littlewood-Paley theory we may assume that the spatial Fourier transform of ϕ, ψ, F and u are all localized in the annulus |ξ| ∼ 2 j for some j in a similar way as scular case (see Corollary 1.3 in [22] and Lemma 5.1 of [30] and the subsequent discussion). The cases r = ∞ orr = ∞ can also be treated by this argument, but the H−valued Lebesgue spaces L r x , Lr ′ x must be replaced by their H−valued Besov space counterparts. By the gap condition, the estimate is scale invariant, and so we may assume j = 0. Now that frequency is localized, (−∆ + A) 1 2 becomes an invertible smoothing operator, and we may replace the Sobolev normsW 2,γ (R n ; H),W 2,γ−1 (R n ; H) with the L 2 (R n ; H) norm. Combining these reductions with (4.19) − (4.21), we see that (4.18) will follow from the estimates
where the truncated wave evolution operators S i± (t, x, A) are given bŷ
for some Littlewood-Paley cutoff function β supported on {|ξ| ∼ 1}. Apply Theorem 4.1 with all of the above estimates (4.22) will follow from Theorem 4.1 with Ω = R n , Q = L 2 (R n ; H), once we show that operator functions S i± (t, x, A) obey the energy estimate (4.1) and the truncated decay estimate (4.3). Consider first, the nonendpoint case. By the method of T T * and in view of (4.20)− (4.21) it will follow once we prove
The energy estiamate (3.4):
follows from Plancherel's theorem, the untruncated decay estimate
the explicit representation of the wave evolution operator
f (y) dy and from the estimate (3.5). Due to properties of the operator A, grops U ∆+A (t) , by (4.20) − (4.21) and by the dispersive estimate (3.4) we have
Moreover, from above estimate by the Hardy-Littlewood-Sobolev inequality, we get
The argument just presented also covers (4.24) in the case q =q, r =r. It allows to consider the estimate in dualized form:
The caseq = ∞,r = 2 follows from (4.25). Now, consider the endpoint case,
i.e. (q, r) = 2, 2n n−2 . It is suffices to show the following estimates
Indeed, applying Theorem 4.1 with the energy estimate
which follows from Plancherel's theorem, the untruncated decay estimate (4.3) and by using of Lemma 4.1 we obtain the estimates (4.27) and (4.28) . Let us temporarily replace the C x (H) . Then, all of the above the estimates will follow from Theorem 4.1, once we show that S i± (t, x, A) obey the energy estimate (4.1) and the truncated decay estimate (4.2). The estimate (4.1) is obtain immediate from Plancherel's theorem, and (4.2) follows in a similar way as in [31, p. 223-224] . To show that the quantity
is continuous in L 2 (R n ; H) , we use the the identity
the continuity of S i± (ε, x, A) as an operator on L 2 (R n ; H), and the fact that
From the estimates (4.26) − (4.29) we obtain (4.18) for endpoint case.
Strichartz type estimates for solution to nonlinear wave equation
For the Cauchy problem for scalar wave equation
where nonlinearity F ∈ C 1 satisfies
The question of how much regularity γ = γ (k, n) is needed to insure local wellposedness of this problem was addressed for higher dimensions and nonlinearities in [20] ; and then almost completely answered in [24] . Let 
Consider the multipoint initial-value problem (1. 
for some k > 1, where F u (u) denotes the derivative of operator function F with respect to u ∈ H and here u = u H ;
and a unique weak solution u to (1.1) − (1.3) with
In addition, the solution satisfies
and depends continuously on the data. Proof. We apply the standard fixed point argument in the space
with T and M to be determined. Then we will used the estimate (4.18). By (4.19), the problem of finding a solution u of (1.1)− (1.3) is equivalent to finding a fixed point of the mapping 
Accordingly, we will find M, T so that S is a contraction on V (T, M ). It will suffice to show that for all M there is a T > 0 so that
By (3.20) we get G (F (0)) = 0. It implies
So S (0) is finite by (4.18) applied to the homogeneous problem and by using the properties of functions S 1 , S 2 with relation of the operator A, i.e., the fact that S: V → V follows by picking M large enough so
Again in view of (4.18) we have
The assumptions (5.2) give
Using this in (5.8) gives
Moreover, by the generalized Hölder inequality we have
, where 1 ≤ p < ∞ is chosen so that
By the assumptions on u, υ the estimate (5.10) simplifies to
Thus if we choose T so that T 1 p M k−1 < 1, then (5.9) and (5.11) give the desired contraction (5.6) .
To obtain the regularity (5.3) for u we apply (5.11) with υ = 0 to obtain
and (5.3) follows from (4.18). Finally, we need to show uniqueness. Suppose that we have two solutions u, υ to (
By the above arguments (5.6) holds, which implies that u = υ for time [0, T ]. Since T depends only on M , we may iterate this argument and obtain u = υ for all times [0, T * ].
6.The exsistence and uniquness for the system of wave equation
Consider at first, the multipoint Cauchy problem for linear system of wave equations
It is clear that for N = m < ∞ the space l 2 (N ) conside with the finite dimensional vector space C m . From Theorem 4.2 we obtain the following result 
Suppose n ≥ 1 and
Proof. It is easy to see that A is a symmetric operator in l 2 (N ) and other conditions of Theorem 4.2 are satisfied. Hence, from Theorem 4.2 we obtain the conculision.
Consider now, the Cauchy problem (1.10). Let A be the operator in l 2 (N ) defined by 
So, it can be shown that
We obtain from Theorem 5.1 the following result Theorem 6.2. Assume: (1) the function F : l s/4 2 (N ) → l 2 (N ) is continuously differentiable and obeys the power type estimates 
Then there is a T > 0 depending only on
and a unique weak solution u to (1.12) − (1.9) with
and depends continuously on the data. Proof. It is easy to see that A is a symmetric operator in l 2 and other conditions of Theorem 5.1 are satisfied. Hence, from Teorem 5.1 we obtain the conculision.
7.The exsistence and uniquness of solution to anisotropic wave equation
Consider at first, the multipoint mixed problem for the following wave equation
where u = u (t, x, y) is a solution, a α , b jβ are the complex valued functions,
For Ω = R n × G, s ∈ R and l ∈ N letW s,l,p (Ω) =W s,l,p (Ω; C) . From Theorem 4.2 we obtain the following result Theorem 7.1. Assume the following conditions be satisfied:
(1) G ∈ C 2 , a α ∈ C Ḡ for each |α| = 2l and a α ∈ L ∞ (G) for each |α| < 2l;
(2) b jβ ∈ C 2l−lj (∂G) for each j, β and l j < 2l,
(4) for each y 0 ∈ ∂G local BVP in local coordinates corresponding to y 0 : 
(6) n ≥ 1 and
Proof. Let us consider the operator A in H = L 2 (G) that are defined by
Then the problem (7.1) − (7.3) can be rewritten as the problem (3.7) − (3.9), where u (x) = u (x, .) , f (x) = f (x, .), x ∈ R n are the functions with values in H = L 2 (G). Consider now, the multipoint mixed problem for nonlinear wave equation
From Theorem 5.1 we obtain Theorem 7.2. Assume the following conditions be satisfied:
(1) G ∈ C 2 , a α ∈ C Ḡ for each |α| = 2l and a α ∈ L ∞ (G) for each |α| < 2m; (2) b jβ ∈ C 2m−mj (∂G) for each j, β and m j < 2l,
(4) for each y 0 ∈ ∂G local BVP in local coordinates corresponding to y 0 :
(5) assume the Condition 4.1 are hold and and
is continuously differentiable and obeys the power type estimates
for some k > 1;
; (8) ϕ ∈W 2,γ R n ; W 2l,2 (G) and ψ ∈W 2,γ−1 R n ; W 2l,2 (G) .
Then there is a T > 0 depending only on ϕ W 2,γ (R n ;W 2l,2 (G)) + ψ W 2,γ−1 (R n ;W 2l,2 (G)) and a unique weak solution u to (7.4.1) − (7.6) with u ∈ L q0 [0, T ] ; L r0 R n ; W 2l,2 (G) , where q 0 = 2 (n + 1) n − 3 , r 0 = 2 n 2 − 1 (n 2 − 1) + 4 .
and depends continuously on the data. Proof. The problem (7.4) − (7.6) can be rewritten as the problem (1.1), where u (x) = u (x, .) , f (x) = f (x, .), x ∈ R n are the functions with values in H = L 2 (G). By virtue of [8, Theorem 8.2] , operator A + µ is absolute positive in L 2 (G) for sufficiently large µ > 0. Moreover, in view of (1)- (8) α k β j = 0, 0 ≤ α < 1,
Let n ≥ 1 and ϕ ∈W γ,2 R n ; W 2,p (0, 1) , ψ ∈W γ−1,2 R n ; W 2,p (0, 1) , Proof. Let H = L 2 (0, 1) and A is a operator defined by (4.1) . Then the problem (1.7)− (1.9) can be rewritten as the problem (1.2). By virtue of [12, 23] the operator A generates analytic semigroup in L 2 (0, 1). Hence, by virtue of (1)-(2) all conditons of Theorem 4.2 are satisfied. Then Theorem 4.2 implies the assertion.
Consider now, the problem (1.10) − (1.8) − (1.9). In this section, from Theorem 5.1 we obtain the following result: 
