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RANDOM WALKS ON
RAMANUJAN COMPLEXES AND DIGRAPHS
E. LUBETZKY, A. LUBOTZKY, AND O. PARZANCHEVSKI
Abstract. The cutoff phenomenon was recently confirmed for random walks
on Ramanujan graphs by the first author and Peres. In this work, we obtain
analogs in higher dimensions, for random walk operators on any Ramanujan
complex associated with a simple group G over a local field F . We show
that if T is any k-regular G-equivariant operator on the Bruhat–Tits building
with a simple combinatorial property (collision-free), the associated random
walk on the n-vertex Ramanujan complex has cutoff at time logk n. The high
dimensional case, unlike that of graphs, requires tools from non-commutative
harmonic analysis and the infinite-dimensional representation theory of G. Via
these, we show that operators T as above on Ramanujan complexes give rise
to Ramanujan digraphs with a special property (r-normal), implying cutoff.
Applications include geodesic flow operators, geometric implications, and a
confirmation of the Riemann Hypothesis for the associated zeta functions over
every group G, previously known for groups of type A˜n and C˜2.
1. Introduction
A finite connected k-regular graph G is Ramanujan (as defined in [34]) if every
eigenvalue λ ∈ R of its adjacency matrix satisfies either |λ| ≤ 2√k − 1 or |λ| = k.
In [31], the cutoff phenomenon was verified for simple random walk on such graphs:
the total variation distance of the walk from its stationary distribution exhibits a
sharp transition at time kk−2 logk−1 n, whereby it drops from near the maximum
to near zero along an interval of o(log n) steps. One of the consequences of that
analysis was that the typical distance between vertices in G is (1 + o(1)) logk−1 n.
Our goal is to establish analogous results in higher dimensions, for a broad class
of random walk operators on Ramanujan complexes, as defined next.
Let G be a simple algebraic group of rank d, defined over a non-Archimedean
local field F , with residue field of order q. LetG = G (F ), and let B = B (G) be the
associated Bruhat–Tits building, which is a d-dimensional contractible simplicial
complex. Fix a d-dimensional cell σ0 of B (a “chamber”) and let I denote the
Iwahori subgroup of G, which is the (point-wise) stabilizer of σ0 in G, uniquely
determined up to conjugation (as G acts transitively on the chambers). Let Γ
be a torsion-free cocompact discrete subgroup of G. The quotient X = Γ\B is a
finite d-dimensional simplicial complex, and we say it is a Ramanujan complex 1 iff
every irreducible I-spherical infinite-dimensional
G-subrepresentation of L2 (Γ\G) is tempered , (1.1)
where a representation is tempered if it is weakly-contained in L2 (G), and it is
I-spherical if it contains an I-fixed vector.
1The definition given here slightly differs from the one first given in [36]; see the discussion in §4.
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A k-branching operator T on a subset of cells C ⊂ B is a map from C to (Ck),
the k-element subsets of C; one can identify T with the adjacency matrix of YT,C,
the k-out-regular digraph on the vertex set C, where (x, y) is an edge iff y ∈ T (x).
When YT,C is also k-in-regular, we say that T is a k-regular branching operator.
We focus on C that is G-invariant, and furthermore T that is G-equivariant (that
is, T (gx) = gT (x) for all x ∈ C and g ∈ G). In this case, the k-branching operator
T on C ⊂ B induces such an operator on the finite subset of cells X = Γ\C ⊂ X.
We will study the mixing time of the random walk on X associated with T .
Let ‖µ−ν‖tv = supA[µ(A)−ν(A)] = 12‖µ−ν‖L1 denote total-variation distance
on a countable state space. The L1 mixing time of a finite ergodic Markov chain
with transition kernel P , stationary distribution π and a worst initial state, is
tmix(ε) = min{t : Dtv(t) ≤ ε} where Dtv(t) = max
x
‖P t(x, ·) − π‖tv .
A sequence of finite ergodic Markov chains is said to exhibit the cutoff phenomenon
if its total-variation distance from stationarity drops abruptly, over a period of
time referred to as the cutoff window, from near 1 to near 0; that is, there is
cutoff iff tmix(ε) = (1+o(1))tmix(ε
′) for any fixed 0 < ε, ε′ < 1. This phenomenon,
discovered by Aldous and Diaconis in the early 1980’s (see [1,2,9,11]), was verified
only in relatively few cases, though believed to be widespread (cf. [29, §18]).
Peres conjectured in 2004 that simple random walk (SRW) on every family of
transitive expanders exhibits cutoff, yet there was not a single example of such a
family prior to the result on Ramanujan graphs in [31]. The main step there was
to show, via spectral analysis, that the nonbacktracking random walk (NBRW) —
that does not traverse the same edge twice in a row — has cutoff at time logk−1 n
on any k-regular n-vertex Ramanujan graph. As it turns out, spectral analysis of
the SRW does not directly establish L1-cutoff, as the SRW has L1 and L2 cutoffs
at different times. On the other hand, for the NBRW — which may be viewed as
the version of SRW that, on the universal cover of the graph (the k-regular tree),
never creates cycles — the locations of the L1 and L2 cutoffs do coincide.
The analog of this phenomenon in higher dimensions would say that if the
random walk operator T satisfies a combinatorial property on the building B
(generalizing the notion of avoiding cycles on the universal cover) then it should
exhibit cutoff on any Ramanujan complex X = Γ\B as defined above. For the
NBRW, the digraph YT,C associated with the corresponding operator T on the
universal cover is nothing more than the infinite directed (away from the root)
k-regular tree. The combinatorial criterion defined next broadens the permissible
digraphs YT,C supporting cutoff for T on any Ramanujan complex X.
Call a k-branching operator T collision-free if its associated digraph YT,C has
at most one (directed) path from x to y for every x, y ∈ C. Our main result is
that this combinatorial criterion implies cutoff for all Ramanujan complexes.
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Theorem 1. Let B be the Bruhat–Tits building associated with a simple algebraic
group G of rank d ≥ 1 over a locally compact non-Archimedean field. Let T
be a G-equivariant and collision-free k-regular branching operator on a subset of
cells C ⊆ B. Let X = Γ\B be any Ramanujan complex as defined in (1.1), let
X = Γ\C ⊆ X, and set n = |X|. Let ρ(x, y) = min{ℓ : y ∈ T ℓ(x)} for x, y ∈ X
(shortest-path metric in YT,X), and w.l.o.g. assume maxx,y ρ(x, y) <∞.
(i) There exist cG,MG > 0 depending only on G, such that the following holds.
If Yt is the random walk associated with T on X, modified in its first step
to perform U0 ∼ Uniform({1, . . . ,MG}) steps instead of one, then for every
fixed 0 < δ < 1 and n large enough,
|tmix(δ) − logk n| ≤ cG logk log n .
In particular, Yt exhibits worst-case total-variation cutoff at time logk n.
(ii) There exists cG > 0, depending only on G, such that for every x ∈ X,
# {y ∈ X : |ρ(x, y)− logk n| > cG logk log n} = o(n) .
Representation theory has been used to show cutoff for random walks on groups,
notably in the pioneering work of Diaconis and Shahshahani [11] (for more on this,
see [10], the monograph by Diaconis [8] and survey by Saloff-Coste [37]); however,
this is perhaps the first case where the infinite dimensional representation theory
of locally compact groups is used to study such problems.
In §5.2, we show that operators such as T above, acting on the chambers of the
building, are parameterized as T = Tw0 , where w0 is an element of the affine Weyl
groupW of G. In Theorem 5.6, we give a simple necessary and sufficient condition
on w0 ∈ W for Tw0 to be collision-free. Moreover, we show that various geodesic
flow operators on cells of all dimensions (see Definition 5.1) are collision-free.
Example 1.1. For d = 2, one has j-dimensional geodesic flow operators (j = 1, 2)
on tripartite Ramanujan complexes, with the color of a vertex x denoted by col(x):
j k-branching geodesic flow operator T k cutoff location
1
X = {(x, y) ∈ X : col(y) ≡ col(x) + 1}
T (x, y) = {(y, z) ∈ X : {x, y, z} /∈ X} ×
x y z
q2 12 logq n
2
X =
{
(x, y, z) ∈ X : col(y) ≡ col(x) + 1
col(z) ≡ col(y) + 1
}
T (x, y, z) = {(y, z, w) ∈ X , w 6= x} x y
z w
q logq n
See §5.1 for the general case, where the j-dimensional geodesic flow (1 ≤ j ≤ d)
has cutoff at time (d+ 1− j)−1 logq n.
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The cutoff locations and shortest-path lengths in Theorem 1 are optimal among
any operator with maximal out-degree k: the walk cannot reach a linear number
of vertices, let alone mix, by time (1−ε) logk n. This shows the extremality of such
walks on Ramanujan complexes vs. any k-out-regular walk on an n-element set.
Let us stress another interesting point: in recent years, Ramanujan complexes
have been instrumental in tackling several open problems (see, e.g., [13,14,17,26]).
In all these applications, one could settle for less than the Ramanujan property,
and in fact, a quantitative version of Kazhdan’s Property (T) would suffice (see
for instance [12]). In this work, on the other hand, the Ramanujan property is
crucial for the analysis of the walk operators on the complexes to be sharp.
An important tool in this work is the directed analog of Ramanujan graphs.
We define a finite k-out-regular digraph Y to be Ramanujan if the following holds:
every eigenvalue λ ∈ C of the adjacency matrix
of Y satisfies either |λ| ≤ √k or |λ| = k . (1.2)
In these terms, the fundamental result of Hashimoto [19] which characterized
the spectrum of the NBRW operator on a graph, shows that if G is a k-regular
undirected Ramanujan graph, then the digraph YT,G corresponding to the NBRW
operator T on G is a Ramanujan digraph. This spectral property was one of
two key ingredients in the mixing time analysis of the NBRW in [31]; the other
— an algebraic property (established in that work for any graph) — was that
the adjacency matrix of YT,G is unitarily similar to a block-diagonal matrix with
blocks of size at most 2 and bounded entries.
Generalizing this notion, we call a matrix r-normal if it is unitarily similar to
a block-diagonal matrix where each of the blocks has size at most r, and say that
an operator T on X ⊂ X is r-normal if the adjacency matrix of YT,X is r-normal.
We further call T irreducible if YT,X is strongly-connected, and then say its period
is the gcd of all directed cycles in YT,X.
To prove the main theorem, we show that under its hypotheses, T is r-normal
for some r = r(G); furthermore, its corresponding digraph YT,X is Ramanujan.
Proposition 3.1, which is of independent interest, establishes total-variation cutoff
for such digraphs by following the argument of [31, Theorem 3.5], extending to
general r what was proved there for r = 2. As shown in that work for graphs
(see [31, Corollaries 2 and 3]; also see [38, Theorem 1.3] for an alternative proof,
discovered independently, of the result on typical distances in Ramanujan graphs),
this allows one to estimate key geometric features of Ramanujan digraphs:
Theorem 2. For fixed k,M, r ≥ 1, let Y denote a k-regular strongly-connected
Ramanujan digraph on n vertices, and suppose that its adjacency matrix AY has
period M and is r-normal. For every x ∈ V (Y), there is a directed path of length at
most logk n+(2r−1+o(1)) logk log n from x to y, and such a path from y to x, for
all but o(n) of the vertices y ∈ V (Y). In particular, diam(Y) ≤ (2 + o(1)) logk n.
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Theorem 1 is deduced from Proposition 3.1 and Theorem 2 using the following
result, which reduces branching operators on Ramanujan complexes to digraphs.
Theorem 3. Let T denote a collision-free, G-equivariant, k-regular branching
operator on C ⊆ B, let X = Γ\B be a Ramanujan complex as defined in (1.1), and
let X = Γ\C. Then the digraph YT,X is Ramanujan and r-normal for r = r(G).
Remark 1.2. We stress that r cannot be bounded as a function of k. Such
is the case for the geodesic flow operators mentioned in Example 1.1 in general
dimension (see Propositions 5.3 and 5.4).
Remark 1.3. Passing from Ramanujan complexes to Ramanujan digraphs is by
no means a tautology; e.g., neither the graphs nor digraphs associated with SRW
on the 1-skeleton/chambers of a Ramanujan complex are Ramanujan (cf. [36]).
The reduction step from Ramanujan complexes to Ramanujan digraphs uses
representation theory and harmonic analysis of G: If λ is an eigenvalue of the
digraph induced by T on X = Γ\C, with an eigenfunction f , then f induces a
matrix coefficient ϕf on G, which is a λ-eigenfunction of T on C. If X = Γ\B
is Ramanujan, then ϕf is a matrix coefficient of a tempered representation. A
general result on semisimple groups in [6] ensures that ϕf is in L
2+ε for all ε > 0.
We then show that an L2+ε eigenvalue λ of a collision-free k-regular operator T
satisfies |λ| ≤ √k, which implies that YT,X is a Ramanujan digraph. Using that
the space L2 (Γ\G/P ), when P is a parahoric subgroup, is decomposed as a direct
sum of irreducible representations of the Hecke–Iwahori algebra, whose irreducible
representations are all of bounded dimension, we deduce that it is also r-normal
for some r (see §4).
Finally, our analysis of random walk operators also implies a result on the
zeta functions of Ramanujan complexes. Recall (see §6 for further details) that
Ihara [20] and Hashimoto [19] associated zeta functions with k-regular (di)graphs,
and showed that the graph is Ramanujan iff the zeta function satisfies the Riemann
hypothesis (R.H.). The zeta function of a digraph Y is ZY (u) =
∏
[γ]
1
1−uℓ(γ)
,
where [γ] runs over equivalence classes of primitive directed cycles of Y (see §6).
We say that it satisfies the R.H. if ZY (k
−s) =∞ implies |s| = 1 or ℜ (s) ≤ 12 .
Following W. Li, various authors have defined zeta functions associated with
Ramanujan complexes, and verified the R.H. for them over groups of type A˜n
and C˜2 (cf. [15, 22–25]). These can all be described in our notation as ZYT,X (u)
for suitable collision-free branching operators T on B (see §6). As a corollary of
Theorem 3, we thus have a far reaching generalization of all of these results:
Corollary 4. Let X be a Ramanujan complex as in (1.1), and let ZYT,X(u) be the
zeta function associated with a G-equivariant, collision-free, k-regular branching
operator T on B = B (G). Then ZYT,X(u) satisfies the Riemann Hypothesis; that
is, if ZYT,X (u) has a pole at k
−s then |s| = 1 or ℜ (s) ≤ 12 .
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We should mention that Kang [22] (and the other references mentioned above)
obtained more detailed information about the location of the poles, by carefully
examining the representations appearing in these cases.
Note that Corollary 4 is only part of the story; as asked explicitly by Kang [22],
one would like to have the converse, i.e., that the R.H. implies the Ramanujan
property. This (and much more) has been established recently by Kamber [21].
The reader is referred to his paper for a wealth of interesting related results.
2. Spectrum of branching operators
Let X be a countable set and, as usual, let Lp = Lp (X) for 1 ≤ p ≤ ∞ denote
its complex Lp-space. Every k-branching operator T on X gives rise to a bounded
linear map A = AYT,X : L
p (X) → Lp (X) for every p, where AYT,X corresponds
to the adjacency matrix of YT,X , the digraph associated with T ; namely,
(Af) (x) =
∑
y∈T (x)
f (y) .
We are mostly interested in the spectrum of A on L2, but our analysis will also
consider it as acting on Lp for p 6= 2.
Definition 2.1. Let A be the map associated with a k-branching operator T .
(1) The spectrum of A (on L2) is
spec (A) =
{
λ ∈ C : (λI −A) ∣∣
L2
does not have a bounded inverse
}
,
and the spectral radius of A is ρ (A) = max {|λ| : λ ∈ spec (A)}.
(2) The p-point spectrum of A is
Pspecp (A) =
{
λ ∈ C : ∃f ∈ Lp such that Af = λf
}
.
(3) The 2+-point spectrum of A is
Pspec2+ (A) =
{
λ ∈ C : ∃f ∈
⋂
ε>0
L2+ε such that Af = λf
}
.
(4) The approximate point spectrum of A is
APspec (A) =
{
λ ∈ C : ∃fn ∈ L2 such that ‖Afn − λfn‖‖fn‖ → 0
}
.
For finite X, all these definitions are equivalent, but otherwise they may differ.
In particular, while APspec (A) = spec (A) holds for a normal operator A, this
may not hold in general; in this work we will (mainly) consider operators that are
not normal, so this distinction is significant for us. We start with a trivial bound:
Proposition 2.2. If T : X → 2X is a branching operator with in-degrees and
out-degrees bounded by k, then ρ (AYT ) ≤ ‖AYT ‖2 ≤ k .
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Proof. The bound ρ (AYT ) ≤ ‖AYT ‖2 holds for any bounded operator, and if
f ∈ L2 (X) with ‖f‖2 = 1 then
‖AYT f‖22 =
∑
x∈X
∣∣∣ ∑
y∈T (x)
f (y)
∣∣∣2 ≤ k∑
x∈X
∑
y∈T (x)
|f (y)|2 ≤ k2
∑
y∈X
|f (y)|2 = k2 ,
where the first inequality is by Cauchy–Schwarz. 
Clearly, if T is a k-branching collision-free operator, then the associated digraph
YT must be infinite. Such a digraph looks like a tree from the point of view of
each y0 ∈ Y. Still we should warn that, once the orientation is ignored, it may
have non-trivial closed paths. Moreover, its spectrum can be very different from
that of a tree — see Example 2.4 for an “amenable” collision-free digraph. Still,
the 2+-point spectrum of such a graph is very limited.
Proposition 2.3. Let Y = YT for a k-branching collision-free operator T . Then
every λ ∈ PSpec2+(AY) satisfies |λ| ≤
√
k.
Proof. Let f ∈ L∞ (Y) be an eigenfunction of AY with eigenvalue λ. Scale f so
that f (v) = 1 for some v, and fix ε > 0. Let us show that T j (v), the j-th level
in the subtree of Y emanating from v, satisfies∑
w∈T j(v)
|f (w)|2+ε ≥
∣∣∣∣λ2+εk1+ε
∣∣∣∣j .
This indeed holds for j = 0. Notice that if w,w′ are different vertices in T j (v),
then T (w) and T (w′) are disjoint, since Y is collision-free. This allows us to
proceed by induction:∑
w∈T j+1(v)
|f (w)|2+ε =
∑
u∈T j(v)
∑
w∈T (u)
|f (w)|2+ε ≥ 1
k1+ε
∑
u∈T j(v)
( ∑
w∈T (u)
|f (w)|
)2+ε
,
where the last inequality is a consequence of Ho¨lder’s inequality, since for every
Ho¨lder conjugates p, q one has
∑k
i=1 |ai|p ≥ k−p/q(
∑k
i=1 |ai|)p. The right-hand of
the last display is, in turn, at least
1
k1+ε
∑
u∈T j(v)
|λf (u)|2+ε = |λ|
2+ε
k1+ε
∑
u∈T j(v)
|f (u)|2+ε ≥
∣∣∣∣λ2+εk1+ε
∣∣∣∣j+1 .
Since Y is collision-free, the levels T j (v) are disjoint for different j’s, so that
‖f‖2+ε2+ε ≥
∞∑
j=0
∑
w∈T j(v)
|f (w)|2+ε ≥
∞∑
j=0
∣∣∣∣λ2+εk1+ε
∣∣∣∣j ,
which is finite iff |λ| < k 1+ε2+ε . Thus if, f ∈ ⋂ε>0 L2+ε (Y), then |λ| ≤ √k. 
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However, it is not necessarily the case that an arbitrary λ in the spectrum of
AY on L
2 (Y) has |λ| ≤ √k, and so Y is not necessarily Ramanujan; indeed, the
following example shows that the situation for the full spectrum of a collision-free
digraph can be drastically different from the 2+-point spectrum.
Example 2.4 (Amenable collision-free digraph). Let V = N×(Z/kZ [x]) with each
(n, p (x)) connected into the k vertices (n+ 1, p (x) + a · xn) with a ∈ Z/kZ. This
digraph is k-out-regular, and for any m ∈ N, one can take
f = 1{(0,p(x)) : deg p(x)<m} ,
for which Tmf = km · 1{(m,p(x)) : deg p(x)<m} , implying
‖Tm‖ ≥ ‖T
mf‖
‖f‖ =
k3m/2
km/2
= km .
This gives ρ (T ) = k, since ρ (T ) ≤ k by Proposition 2.2 and in general one has
ρ (T ) = limm→∞
m
√‖Tm‖. In fact, k is even in the approximate point spectrum
of T , since, for fm = 1{(j,p(x)) : j<m,deg p(x)<m},
T (fm) = k · 1{(j,p(x)) : 1≤j≤m,deg p(x)<m} ,
and hence ‖(T − k) fm‖ / ‖fm‖ m→∞−→ 0.
In §4 we will show that in the cases we focus on — affine buildings associated
with simple groups — spectral behaviors as in the example above cannot occur.
3. Random walks on Ramanujan digraphs
The goal of this section is to establish the following cutoff result for Ramanujan
digraphs, generalizing [31, Theorem 3.5] from r = 2 to any fixed r.
In what follows, say that a matrix A indexed by V × V is r-normal w.r.t. a
distribution π on V if there exists a block-diagonal matrix Λ, whose blocks are
each of size at most r, and a basis {wi}i∈V of CV , such that AW = WΛ for the
matrix W which has the wi’s as its columns, and the wi’s form an orthonormal
system w.r.t. the inner product 〈f, g〉L2(π) :=
∑
x∈V f(x)g(x)π(x). We will look at
distributions π where the ratio between the maximum and minimum probabilities
is at most logα |V | for some α ≥ 0 (in our main result π is uniform, i.e., α = 0).
Proposition 3.1. Fix k, b,M, r ≥ 1, α ≥ 0, and let Y be a k-out-regular n-vertex
strongly-connected digraph, with all in-degrees at most b, and a period dividing M .
Let Yt be SRW on Y, modified to make U0 ∼ Uniform({1, . . . ,M}) steps in its first
move, let π be its stationary distribution, and suppose ‖π‖∞/‖π−1‖∞ ≤ logα n.
If Y is Ramanujan and its adjacency matrix AY is r-normal w.r.t. π, then
|tmix(δ) − logk n| ≤ (2r − 1 + α+ o(1)) logk log n for every fixed 0 < δ < 1 .
In particular, Yt exhibits worst-case total-variation cutoff at time logk n.
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Proof. The lower bound on tmix(δ) will follow immediately from the following
elementary lower bound on the mixing time of random walk (cf. [32, Claim 4.8]).
Observation 3.2. Let (Yt) be simple random walk on a digraph Y with n vertices
and maximum out-degree k ≥ 2, and suppose that its stationary distribution π
satisfies ‖π‖∞ ≤ (log n)α/n for some α > 0. Then
Dtv(T ) ≥ 1− 1/ log n at T = ⌊logk n− (α+ 1) logk log n⌉ . (3.1)
Indeed, for any initial vertex x0 ∈ V (Y), if S is the set of vertices supporting the
distribution of YT then |S| ≤ kT ≤ n/(log n)α+1 gives π(S) ≤ ‖π‖∞|S| ≤ 1/ log n.
For a matching upper bound, first consider the aperiodic case M = 1. Since
Y is strongly-connected, this corresponds to the case where the only eigenvalue λ
with |λ| = k is k itself, which appears with multiplicity 1. We will show that if
νx0t = Px0(Yt ∈ ·) is the distribution of (Yt) starting from X0 = x0, then
max
x0∈V (Y)
∥∥νx0t⋆ /π − 1∥∥2L2(π) ≤ ( r3br−1(log k)2r−2 + o(1)
)
1
log n
(3.2)
at
t⋆ = ⌈logk n+ (2r − 1 + α) logk log n⌉ . (3.3)
In particular, this will imply that maxx0 ‖νx0t⋆ /π − 1‖L1(π) = O(1/
√
log n), and so
tmix(δ) ≤ t⋆ for every fixed δ > 0 and large enough n, concluding the case M = 1.
Let AYW = WΛ be the matrices per the r-normal decomposition of A. That
is, Λ = diag(B1, . . . , Bm), where Bl (l = 1, . . . ,m) is an sl × sl upper triangular
matrix with sl ≤ r, andW is a matrix whose columns, denoted (wl,i)1≤l≤m, 1≤i≤sl ,
form an orthonormal system w.r.t. 〈·, ·〉L2(π).
Since k−1AY has π as a left eigenvector with eigenvalue 1 (by definition of π),
it follows that every right eigenvector v of AY with eigenvalue λ 6= k is orthogonal
to π w.r.t. the standard complex inner product. Equivalently, every such vector
v satisfies 〈v, 1〉L2(π) = 0, and in particular, since the eigenvalue λ = k is simple,
we can assume w.l.o.g. that w1,1 = 1, corresponding to s1 = 1 and B1 = (k) in Λ,
while each Bl for l > 1 has diagonal entries (λl,1, . . . , λl,sl) satisfying |λl,i| ≤
√
k
for all 1 ≤ i ≤ sl.
We claim that, with this notation,
max
i,j
|Bl(i, j)| ≤
√
kb and ‖Bl‖F ≤
√
rkb , (3.4)
where ‖ · ‖F is the Frobenius norm. Indeed,
‖AY‖22 = ρ
(
AYA
∗
Y
) ≤ ∥∥AYA∗Y∥∥∞ ≤ ‖AY‖∞ ∥∥A∗Y∥∥∞ = ‖AY‖∞ ‖AY‖1 = kb .
In particular, for every 1 ≤ j ≤ sl, the left-hand of the identity
AY wl,j =
∑
i≤j
Bl(i, j)wl,i
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has ‖AYwl,j‖22 ≤ ‖AY‖22 ≤ kb, and so applying Parseval’s identity to its right-hand
yields
kb ≥ max
1≤j≤sl
∥∥∥∑
i≤j
Bl(i, j)wl,i
∥∥∥2
2
= max
1≤j≤sl
∑
i≤j
|Bl(i, j)|2 ,
thus implying (3.4).
For l ≥ 2, every Bl may be written as Dl +Nl, where Dl = diag(λl,1, . . . , λl,sl)
and Nl is a nilpotent matrix of index at most r. We can therefore infer from (3.4)
and the bound maxj |λl,j | ≤
√
k that, for all l ≥ 2 and every t,
max
i,j
∣∣Btl (i, j)∣∣ ≤ r−1∑
h=0
(
t
h
)
k(t−h)/2(kb)h/2 ≤ r(t√b)r−1kt/2 . (3.5)
This bound will allow us to bound the L2-distance of νx0t from equilibrium.
Recall that νxt (y) = k
−tAtY(x, y); as AYW =WΛ, it follows that for every l, j, t,
AtYwl,j =WΛ
tW−1wl,j =
sl∑
i=1
Btl (i, j)wl,i .
Combined with the decomposition δy =
∑
l,j wl,j(y)π(y)wl,j , this implies that
νx0t (y) = k
−t
m∑
l=1
sl∑
i=1
sl∑
j=i
wl,i(x0)B
t
l (i, j)wl,j(y)π(y) ,
and plugging in the fact that for l = 1 we have w1,1 = 1 and B1 = (k) then yields
νx0t /π = 1 + k
−t
m∑
l=2
sl∑
i=1
sl∑
j=i
wl,i(x0)B
t
l (i, j)wl,j .
Since the wl,i’s form an orthonormal basis w.r.t. 〈·, ·〉L2(π), we get that∥∥νx0t /π − 1∥∥2L2(π) = k−2t m∑
l=2
sl∑
j=1
∣∣∣ j∑
i=1
wl,i(x0)B
t
l (i, j)
∣∣∣2
≤ k−2t
m∑
l=2
sl∑
j=1
j
j∑
i=1
|wl,i(x0)|2
∣∣Btl (i, j)∣∣2 ≤ r3br−1t2(r−1)k−t∑
l,i
|wl,i(x0)|2 ,
where the first inequality in the second line is by Cauchy–Schwarz, and the last one
used (3.5) and that sl ≤ r for all l. Finally, by Parseval’s identity,
∑
l,i |wl,i(x0)|2
is equal to π(x0)
−2‖δx0‖2L2(π) = π(x0)−1, and therefore we conclude that
‖νx0t /π − 1‖2L2(π) ≤ r3br−1t2(r−1)π(x0)−1k−t . (3.6)
Plugging in t = t⋆ from (3.3) in (3.6) establishes (3.2), as desired.
It remains to treat the case M ≥ 2, allowing periodicity. Denote by m the
period of AY (so that m | M by assumption), let V (Y) = V0 ∪ . . . ∪ Vm−1 be
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an m-partition of Y such that all the out-neighbors of a vertex x ∈ Vj belong to
Vj+1(mod m), and let πj denote the uniform distribution over Vj.
We claim that, analogous to the bound (3.2), we have for every j = 0, . . . ,M−1,
max
x0∈Vj
∥∥νx0t⋆+M/πj − 1∥∥2L2(πj) ≤
(
r3br−1
(log k)2r−2
+ o(1)
)
1
log n
. (3.7)
To see this, recall that by the Perron–Frobenius Theorem for irreducible matrices
and our hypothesis on Y, all eigenvalues of AY either lie within the ball of radius√
k, or they are the of the form exp(2πij/m)k for j = 0, . . . ,m−1 (each appearing
with multiplicity 1). In particular, as m | M , the digraph Y ′j corresponding to
the M -th power of Y restricted to Vj for a given j (that is, AY ′j = AMY ↾Vj ) has
a single multiplicity for the Perron eigenvalue k′ = kM (the out-degree) and all
of its other eigenvalues lie within the ball of radius kM/2 =
√
k′. Therefore, the
inequality (3.2) is valid for the digraph Y ′ at t′⋆ given by
t′⋆ = ⌈logk′ n+(2r−1+α) logk′ log n⌉ =
⌈
M−1 logk n+M
−1(2r−1+α) logk log n
⌉
.
The proof of (3.7) now follows from the fact that t′⋆ steps in Y ′ correspond to
Mt′⋆ ≤ t⋆ + M steps of the random walk in the original digraph Y, and the
L2-distance is monotone non-increasing. Consequently, recalling that (Yt) is the
random walk that is modified in its first step to walk according to AjY where j
is uniformly chosen over 1, . . . ,M , its distance from the uniform distribution at
time t⋆ +M = logk n+ (2r − 1 + α+ o(1)) logk log n is o(1), as claimed. 
Proof of Theorem 2. Fix ε > 0. By Proposition 3.1, the simple random walk Yt
on the digraph Y, modified in its first steps to perform U0 ∼ Uniform({1, . . . ,M})
steps instead of a single one, satisfies that maxx0 ‖Px0(Yt⋆ ∈ ·)− π‖tv = o(1) at t⋆
from (3.3) (see (3.2)). In particular, for every initial vertex x0, there is a directed
path of length at most t⋆ + M from x0 to all but at most o(n) vertices of Y.
Applying the same argument on the reverse digraph — the one whose adjacency
matrix is AtY = A
∗
Y , which is again k-regular, r-normal and Ramanujan — shows
that for every x0, there is a directed path of length at most t⋆+M to x0 from all
but o(n) vertices of Y. Altogether, the diameter of Y is at most 2(t⋆ +M). 
4. Random walks on Ramanujan complexes
In this section we establish Theorem 3, showing that collision-free operators
on affine buildings induce r-normal Ramanujan digraphs on their Ramanujan
quotients; this will be achieved by Propositions 4.1, 4.3 and 4.5. We will then
combine these results with Proposition 3.1 to conclude the proof of Theorem 1.
Recalling the definition of a Ramanujan complex in (1.1), let us mention that for
the special case where G is of type A˜n the definition here is a priori stronger than
the one given in [30,36]. There the authors used a maximal compact subgroup K
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— a stabilizer of a vertex — instead of I. As K contains I, the definition here
may be stronger. But as observed in [16], the explicit examples constructed in [35]
are Ramanujan also with this stronger definition, since the work of Lafforgue [28],
upon which [35] is based, is valid for L-spherical representations for every compact
open subgroup L. In fact, we do not know any example of X which is Ramanujan
in one sense and not in the other (and for A˜d, d = 1, 2 these notions are indeed
known to be equivalent — see [24]). Anyway, the stronger definition we use here
seems to be the “right” one (see [16] for a thorough discussion) and certainly the
one which makes sense for all simple groups G; Note that for all G’s as above,
the Iwahori subgroups are uniquely determined up to conjugacy, but the maximal
compact subgroups are not.
This stronger definition allows us to deduce bounds on the norms of essentially
all the combinatorial/geometric operators acting on X, not only those defined in
terms of its 1-skeleton, as done in [36]. Sometimes, [13, 17] are good examples,
the information on the K-spherical representations suffices even for the study of
high dimensional issues, as X is a clique complex which is completely determined
by its 1-skeleton. Still, in the current paper we make essential use of operators
acting on the higher dimensional cells, and we do need the full power of (1.1).
Proposition 4.1. If T is a G-equivariant branching operator on C ⊂ B, and
X = Γ\B is Ramanujan, then every nontrivial eigenvalue of T acting on X = Γ\C
is in the 2+-point spectrum of T acting on C.
Remark 4.2. The trivial eigenvalues of T are the ones which arise from one-
dimensional representations of G, as explained in the proof. In the case that
G is simple (which one can assume, without loss of generality), an eigenvalue is
trivial if and only if the corresponding eigenfunction, when lifted from Γ\C to C,
is G-invariant.
Proof. Let Σ be a collection of faces of the chamber σ0 such that C =
∐
σ∈ΣGσ,
and denote by Pσ the G-stabilizer of each σ ∈ Σ.2 For a representation V of G
denote
V Σ =
⊕
σ∈Σ
V Pσ ≤
⊕
σ∈Σ
V ,
which is a representation space of the algebra MΣ×Σ (CG). Since L
2 (Γ\Gσ) ∼=
L2 (Γ\G/Pσ) ∼= L2 (Γ\G)Pσ , we can identify L2 (X) with L2 (Γ\G)Σ, and in par-
ticular for Γ = 1 we obtain L2 (C) ∼= L2 (G)Σ. Explicitly, every cell in X = Γ\C is
of the form Γgσ for some g ∈ G and σ ∈ Σ, and for (fσ)σ∈Σ ∈
⊕
σ∈Σ L
2 (Γ\G)Pσ
we have
L2 (X) ∼= L2 (Γ\G)Σ by f (Γgσ) = fσ (Γg) . (4.1)
2The proof is simpler in the special case where T acts only on the top-dimensional cells, i.e.,
C = B (d) and Σ = {σ0}; the reader may want to first focus on that case of the proposition.
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Turning to the operator T , let Sσ,τ be subsets of G, indexed by σ, τ ∈ Σ, such
that
T (σ) = {sτ | τ ∈ Σ, s ∈ Sσ,τ} .
Since T is G-equivariant, this implies that T (gσ) = {gsτ | τ ∈ Σ, s ∈ Sσ,τ} for any
g ∈ G and σ ∈ Σ, and thus AYT,X acts on L2 (X) by(
AYT,Xf
)
(Γgσ) =
∑
τ∈Σ
∑
s∈Sσ,τ
f (Γgsτ) .
Thus, under the identification (4.1), AYT,X acts as the element A ∈ MΣ×Σ (CG)
with (A)σ,τ =
∑
s∈Sσ,τ s (in particular, V
Σ is A-stable). Since Γ is cocompact,
L2 (Γ\G) decomposes as an orthogonal sum of unitary irreducible representations
of G,
L2 (Γ\G) =
⊕
i
Vi ⊕
⊕
j
Wj ⊕
⊕
k
Uk ,
where Vi are the infinite-dimensional I-spherical representations which appear in
L2 (Γ\G), Wj are the finite-dimensional ones, and Uk are the ones with no I-fixed
vectors. This implies
L2 (X) ∼= L2 (Γ\G)Σ =
⊕
i
V Σi ⊕
⊕
j
WΣj , (4.2)
and there are only finitely many summands in this decomposition, as X is finite.
Since AYT,X coincides with an element in MΣ×Σ (CG), it respects the decomposi-
tion (4.2) and thus the spectrum of T on X is
spec
(
AYT,X
)
=
⋃
i
spec
(
A∣∣
V Σi
)⋃
j
spec
(
A∣∣
WΣj
)
.
The trivial eigenvalues of T on X are by definition the ones in
⋃
j spec
(A∣∣
WΣj
)
.
When G is simple, Wj is only the trivial representation, but we are also interested
in the case where the algebraic group G is simple, but the group G = G (F ) is
not, e.g., G = PGLd+1. In this case, which is explored in §5.1, there can be trivial
eigenvalues arising from non-trivial representations. Every nontrivial eigenvalue
λ of T on X is obtained as an eigenvalue of A acting on some eigenfunction
(fσ)σ∈Σ ∈ V Σi . Let us fix ξ ∈ Σ for which fξ 6= 0, and for every σ ∈ Σ denote by
ϕσ : G→ C the matrix coefficient
ϕσ (g) = 〈gfσ, fξ〉 =
∫
Γ\G
fσ (Γxg) fξ (Γx)d (Γx) .
Since fσ is Pσ-invariant so is ϕσ , which means that it defines a function on Gσ. We
can patch these functions together to form a function on C, namely ϕ (gσ) = ϕσ (g)
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(for any g ∈ G and σ ∈ Σ). The function ϕ is a λ-eigenfunction of T on C since(
AYT,Xϕ
)
(gσ) =
∑
τ∈Σ
∑
s∈Sσ,τ
ϕ (gsτ) =
∑
τ∈Σ
∑
s∈Sσ,τ
ϕτ (gs) =
∑
τ∈Σ
∑
s∈Sσ,τ
〈gsfτ , fξ〉
=
〈∑
τ∈Σ
Aσ,τfτ , g−1fξ
〉
=
〈
λfσ, g
−1fξ
〉
= λϕσ (g) = λϕ (gσ) ,
and it is not zero since ϕ (ξ) = ϕξ (e) = ‖fξ‖2 6= 0.
It is left to show that ϕ is in L2+ε (C) for all ε > 0, and for this we need the
Ramanujan assumption (1.1). Fix a good maximal compact subgroup K of G,
and let dσ = dim span (Kfσ). Observe that dσ ≤ [K : Pσ] < ∞ since Pσ is open.
Since Vi is I-spherical (as I ≤ Pσ for all σ) and infinite-dimensional, by (1.1) it
is weakly-contained in the regular representation of G. Thus, by [6, Theorem 2],
|ϕσ (g)| = |〈gfσ, fξ〉| ≤
√
dσdξ ‖fσ‖ ‖fξ‖Ξ (g) ,
where Ξ is the Harish–Chandra function, which is in L2+ε (G) for all ε > 0 (loc.
cit.). In particular,
‖ϕ‖2+εL2+ε(C) =
∑
σ∈Σ
∑
g∈G/Pσ
|ϕσ (g)|2+ε =
∑
σ∈Σ
1
µ (Pσ)
∫
G
|ϕσ (g)|2+ε dg
≤
(√
dσdξ ‖fσ‖ ‖fξ‖ ‖Ξ‖2+ε
)2+ε∑
σ∈Σ
1
µ (Pσ)
<∞
for every ε > 0, so that λ is in the 2+-point spectrum of T acting on C. 
Before we move on to the trivial eigenvalues, we recall some terminology and
facts regarding affine buildings (cf. [4, 18], for example). Let I be the stabilizer
of a fixed chamber σ0 in B, A be an apartment which contains σ0, and N the
stabilizer of A. Let (W, S) be the Coxeter system corresponding to (A, σ0), i.e.,
W = N/ (N ∩ I) = 〈S〉, where S is the set of reflections in the walls of σ0. When
G is simple, the affine Weyl group W acts simply-transitive on the chambers in
A. Letting Cg denote the double coset IgI, G decomposes as a disjoint union
G =
∐
w∈W Cw, the so-called Iwahori–Bruhat decomposition. Furthermore, W
decomposes asWtr⋊WG whereWG is the (finite) spherical Weyl group of G, and
Wtr is the coroot lattice, which consists of all translation elements in W.
Proposition 4.3. Let T denote a collision-free, G-equivariant, k-regular branch-
ing operator on C ⊆ B, let X = Γ\B be a Ramanujan complex, and let X = Γ\C.
Then the trivial eigenvalues of T on X all have modulus k.
Proof. Recall that the trivial eigenvalues of T on X correspond to
⋃
j spec
(A∣∣
WΣj
)
,
in the notation of the previous proof. EachWj is a one-dimensional representation
of G, so that A acts on WΣj by a |Σ| × |Σ|-matrix. At this point we assume that
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G is simple, by restricting it to a finite index subgroup if necessary, and enlarging
Σ accordingly. This incurs no loss of generality, as T is equivariant with respect
to the smaller group as well. Now, in the decomposition of L2 (Γ\C) in (4.2), each
Wj is the trivial representation, thus(
A∣∣
WΣj
)
σ,τ
= #
{
τ ′ ∈ T (σ) ∣∣ τ ′ ∈ Gτ} .
This is precisely the adjacency matrix of YT,Σ, the digraph corresponding to T
acting on Σ ≃ G\C (which can have loops and multiple edges). Thus, the trivial
spectrum of T on X is the spectrum of T on Σ. We will show that each vertex in
YT,Σ has a unique out-neighbor, repeating with multiplicity k. This implies that
YT,Σ is a disjoint union of cycles, each repeating with multiplicity k. It follows
that the eigenvalues of YT,Σ are all of modulus k.
Assume to the contrary that some σ ∈ Σ has two different out-neighbors τ1, τ2
in YT,Σ. This means that in X the set T (σ) contains cells τ ′1, τ ′2 from the distinct
orbits Gτ1 and Gτ2. Since YT,Σ is Eulerian (the in-degree of each of vertices equals
its out-degree), there exists a (directed) cycle C1 in YT,Σ which begins with the
edge σ → τ1 (and ends at σ). Since YT,Σ \ E (C1) is still Eulerian, there is also a
cycle C2 which begins with σ → τ2. Thus, for mi = length (Ci) (i = 1, 2) there
exist g1, g2 ∈ G such that giσ ∈ Tmi−1 (τ ′i) ⊆ Tmi (σ). Write gi = biwib′i with
bi, b
′
i ∈ I and wi ∈ W, using the Iwahori–Bruhat decomposition. Since I ≤ Pσ,
biwiσ = biwib
′
iσ ∈ Tmi−1 (τ ′i), which implies that wiσ ∈ Tmi−1
(
b−1i τ
′
i
)
. Note that
b−11 τ
′
1 6= b−12 τ ′2, since they are not in the same G-orbit, and both are descendants
of σ since b−1i τ
′
i ∈ T
(
b−1i σ
)
= T (σ). Therefore, we must have w1σ 6= w2σ by
the collision-free assumption. Taking m = |WG|, we have wm1 wm2 σ = wm2 wm1 σ,
since wmi lie in the abelian group Wtr, and we now show that this is a common
descendant of w1σ and w2σ, arriving at a contradiction. Indeed, since wiσ =
b−1i giσ ∈ Tmi
(
b−1i σ
)
= Tmi (σ) we have
wm1 w
m
2 σ ∈ wm1 wm−12 Tm2 (σ) = wm1 wm−22 Tm2 (w2σ) ⊆ wm1 wm−22 T 2m2 (σ) = . . .
. . . ⊆ wm11 Tmm2 (σ) = . . . = w1T (m−1)m1+mm2 (σ) = T (m−1)m1+mm2 (w1σ) ,
and in a similar manner wm2 w
m
1 σ ∈ T (m−1)m2+mm1 (w2σ). 
We next wish to show that when T acts on L2 (X), it is r-normal for some r,
depending only on G. To this end, we need the following proposition.
Proposition 4.4 (cf. [5, Prop. 2.6]). Every unitary irreducible representation V
of G with I-fixed vectors can be embedded in a principal series representation.
Each principal series representation of G is obtained by induction from a char-
acter χ of a minimal parabolic subgroup B (a Borel subgroup):
IndGBχ = {f : G→ C | f (bg) = χ (b) f (g) ∀b ∈ B, g ∈ G} .
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Thus, if f ∈ V I →֒ (IndGBχ)I then f satisfies f (bgi) = χ (b) f (g) for every
b ∈ B, g ∈ G, i ∈ I, and the decomposition G = ∐w∈WG BwI (cf. [5, (19)])
shows that dimV I ≤ |WG|. Thus, each summand in the decomposition of L2 (X)
in (4.2) is of dimension at most |Σ| |WG|. Since T acts on L2 (X) by an element
in the group algebra of G, it decomposes with respect to (4.2), and therefore it is
(|Σ| |WG|)-normal. In particular, since |Σ| ≤ 2rankG+1 we arrive at the following.
Proposition 4.5. If T is a G-equivariant branching operator on C ⊂ B, and
X = Γ\B is a finite quotient of B, then AYT,X is r-normal for some r = rG.
Proof of Theorem 3. By Proposition 4.1, every nontrivial eigenvalue λ of T on
X is also in the 2+-point spectrum of T on C, so |λ| ≤ √k by Proposition 2.3. The
trivial eigenvalues all have modulus k by Proposition 4.3, thus YT,X is Ramanujan.
Finally, Proposition 4.5 shows that YT,X is r-normal for some r = rG. 
Proof of Theorem 1. By Theorem 3, the finite digraph Y = YT,X is Ramanujan
as well as r-normal for some r = rG. It is also k-regular, being the quotient of
the k-regular digraph YT,C, and thus its stationary distribution π is uniform.
Further note that the hypothesis maxx,y ρ(x, y) < ∞ in Theorem 1 says that Y
is strongly-connected. Finally, to bound the period of Y, recall that all of its
nontrivial eigenvalues have modulus at most
√
k (being Ramanujan), and hence
its period is bounded by the number of trivial eigenvalues (those with modulus
k), which is at most |G/G′||Σ| ≤ |G/G′|2rankG+1, where G′ is the derived subgroup
of G.
We may thus apply Proposition 3.1 to Y (e.g., taking M := (|G/G′|2rankG+1)!
to be divisible by its period), establishing part (i) of Theorem 1, whereas part (ii)
is an immediate consequence of it as in the proof of Theorem 2 in §3. 
Remark 4.6. Another way to explain the results of this section is by considering
H = H (G,I), the Iwahori–Hecke algebra of G. This is the algebra of all complex
bi-I-invariant functions on G with compact support, w.r.t. convolution. As G
acts on L2 (Γ\G) (from the right), H acts on L2 (Γ\G/I) — the space of complex
functions on the chambers of X.
Every irreducible G-subrepresentation U of L2 (Γ\G) with UI 6= {0} , induces
an irreducible representation of the Iwahori–Hecke algebra H on UI which is a
subspace of L2 (Γ\G)I = L2 (Γ\G/I) = L2 (X (d)), where X (d) is the set of
d-dimensional cells of X = Γ\B. Condition (1.1) enables us to deduce that for
operators T ∈ H, the nontrivial eigenvalues of T acting on X appear in the
spectrum of T acting on L2 (B(d)). The irreducible representations of H are
all of bounded dimensions, which ensures that T decomposes (w.r.t. a suitable
orthonormal basis) as a sum of blocks of bounded size. For a thorough treatment
of this approach, we refer the reader to [16,21].
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5. Collision-free operators on affine buildings
In this section we study collision-free branching operators on buildings. In §5.1
we focus on the buildings associated with PGLm, and explore a family of operators
which originate in the works of Li and Kang [22, 23], and can be thought of as
non-Archimedean geodesic flows. In §5.2, we give, for a general simple group G, a
necessary and sufficient condition for a G-equivariant branching operator on the
chambers of the building of G, to be collision-free.
5.1. Geodesic flows on complexes of type A˜d. Let F be a non-Archimedean
local field with ring of integer O, uniformizer π, and residue field O/πO of order q.
Let G = PGLm (F ), and fix the maximal compact subgroup K = PGLm (O). The
building B = B (PGLm (F )) is a simplicial complex of dimension d = m−1, whose
vertices correspond to the G/K-cosets, and they are “colored” by the function
col : G/K → Z/mZ, col (gK) ≡ ordπ (det (g)) (mod m) .
Each g ∈ G corresponds to a homothety class of O-lattices in Fm, namely gOm.
The vertices g0K, . . . , gjK form a cell in B if and only if each homothety class
giOm can be represented by a lattice Li, so that, possibly after reordering,
L0 > L1 > . . . > Lj > πL0 .
The edges of B are also colored: if e = (x, y), then col(e) = col(y) − col(x) (as
an element of the group Z/mZ). Note that, while the color of vertices is not
G-invariant, the color of edges is.
The geodesic flow on B which we now define is a simplicial analog of the geodesic
flow on the unit bundle of a manifold, where the role of the “direction” vector
is played by a cell. Formally, for every 1 ≤ j ≤ m − 1, we define the “j-th-
unit bundle” UT jB as the set of pairs (v ∈ B (0) , σ ∈ B (j)) (where B(j) is the
set of j-dimensional cells) such that v ∈ σ, and the vertices in σ are of colors
col (v) , col (v) + 1, . . . , col (v) + j. In the next step of the flow, the basepoint v is
replaced by the “next” vertex in σ (the one with color col (v)+1). A more difficult
question is what happens to the “direction” σ, as there is no notion of parallel
transport in the discrete settings. In fact, there are several possible options, which
is why we obtain a branching operator, and not a deterministic flow.
Definition 5.1. The geodesic flow T on UT jB is defined as follows: T (σ) for
σ = (v0, {v0, . . . , vj}) ∈ UT jB, with col (vi) ≡ col (v0) + i, consists of all the cells
σ′ = (v1, {v1, . . . , vj , w}) ∈ UT jB such that
(1) col (w) ≡ col (v1) + j (the “direction vector” is based at v1),
(2) {v0, v1, . . . , vj , w} is not a cell (geodicity).
Note that T is G-equivariant, so it defines a branching operator on any quotient
X = Γ\B. For example, in dimension one, the geodesic flow on UT 1X coincides
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with the non-backtracking walk on the graph X, since any two neighbors v,w
satisfy col (w) ≡ col (v) + 1, and there are no triangles, so (2) reduces to w 6= v0.
When X is of higher dimension, (2) also prevents the flow on UT 1X from making
two steps along the edges of a triangle, as there is a “shorter route”.
Let us analyze the geodesic flow in the language of Section 4. Denote by v(j)
the vertex
v(j) = diag
(
1×j , π×(m−j)
)
·K ,
and by σ(j) the ordered cell
σ(j) =
[
v(j), v(j−1) . . . , v(1), v(0)
]
.
Since G acts transitively on UT jB, and the stabilizer of a pair (v, σ) is the point-
wise stabilizer of σ, we can identify the pair (v, σ) with the unique ordering
[v0, . . . , vj ] of σ with consecutive colors and v0 = v. Furthermore, if Pj is the point-
wise stabilizer of σ(j), then gPj 7→
(
gv(j), gσ(j)
)
identifies G/Pj with UT
jB. Since
v(0) corresponds toOm, the cells in T (σ(j)) are of the form [v(j−1) . . . , v(1), v(0), w]
with w corresponding to a maximal sublattice of Om which:
(1) Contains diag
(
1×(j−1), π×(m−j+1)
) · Om, so that [v(j−1), . . . , v(0), w] is a cell.
(2) Does not contain diag
(
1×j , π×(m−j)
) · Om, so that the flow is geodesic.
The sublattices which satisfy these two conditions are those of the form
La1,...,am−j =

Ij−1
π a1 · · · am−j
Im−j
 · Om (ai ∈ O/πO ∼= Fq) ,
which in particular shows that T is qm−j-out-regular. As G acts transitively on
UT jB, it is in fact qm−j-regular. To see that it is also collision-free, observe that
the matrix
ga1,...,am−j =

Ij−1
π a1 · · · am−j
Im−j

takes v(i) to v(i−1) for 1 ≤ i ≤ j, and v(0) to the vertex corresponding to La1,...,am−j .
In particular, this implies that Pjg0,...,0 =
{
ga1,...,am−j
∣∣ ai ∈ Fq}, and it is now an
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easy exercise to verify that for any ℓ ∈ N
(Pjg0,...,0)
jℓ =


πℓ a1,1 · · · a1,m−j
. . .
...
. . .
...
πℓ aj,1 · · · aj,m−j
Im−j

∣∣∣∣∣∣∣∣∣∣∣
ax,y ∈ O/πℓO

.
Since these matrices carry Om to non-equivalent lattices, the last vertices in
T ℓj
(
gσ(j)
)
= g (Pjg0,...,0)
ℓj σ(j) are all different, implying that T j is collision-free,
and hence so is T . We have thus shown:
Proposition 5.2. The j-dimensional geodesic flow on B (PGLm) is collision-free.
For the geodesic flow, we can give an explicit bound for the normality of the
adjacency operator, and for j = 1 we show below that it is optimal.
Proposition 5.3. The j-dimensional geodesic flow on finite quotients of
B (PGLm) is (m)j-normal, where (m)j = m!/(m− j)!.
Proof. Let V be an irreducible representation of G = PGLm (F ) with V
Pj 6= 0.
Let B be the standard Borel, consisting of all upper-triangular matrices in G.
By [5, Prop. 2.6] there exists a character χ of B, which is trivial on B ∩K, and
V Pj →֒ (IndGBχ)Pj = {f : G→ C | f (bgp) = χ (b) f (g) ∀b ∈ B, p ∈ Pj} . (5.1)
We will show that dim
(
IndGBχ
)Pj = (m)j . Denote by W be the Weyl group of G,
which consists of all permutation matrices, and let Wj =W ∩ Pj . Observe that
Pj =
j⋂
i=0
diag
(
1×i, π×(m−i)
)
·K · diag
(
1×i, (1/π)×(m−i)
)
= {g ∈ K | gr,c ∈ πO for c ≤ min (j, r − 1)} , (5.2)
which implies thatWj = Sym{j+1,...,m}. If w1, . . . , w(m)j is a transversal forW/Wj,
we claim that G =
∐(m)j
i=1 BwiPj . Indeed, the decomposition G =
∐
w∈W BwI
already implies that G =
⋃
iBwiPj , and we need to show these are disjoint. If
wi = bwkp for some b ∈ B, p ∈ Pj , then b−1 = wkpw−1i ∈ B ∩ wkPw−1i ⊆ B ∩K,
which implies that the diagonal entries of b−1 are in O×. On the other hand, let
r > m− j, and observe that pr,c =
(
w−1k b
−1wi
)
r,c
=
(
b−1
)
wk(r),wi(c)
, so that
pw−1
k
(wi(c)),c
=
(
b−1
)
wi(c),wi(c)
∈ O× .
By (5.2), this implies w−1k (wi (c)) ≤ c for 1 ≤ c ≤ j, and thus wi (c) = wk (c) for
1 ≤ c ≤ j, hence wiWj = wkWj. This implies i = k, and thus G =
∐(m)j
i=1 BwiPj
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as claimed. In addition, since B∩wiPjw−1i ⊆ B∩K and χ
∣∣
B∩K
≡ 1 the functions
fi′ (bwip) = χ (b) δi,i′
(
b ∈ B, i, i′ ∈
{
1, . . . , (m)j
}
, p ∈ Pj
)
are well defined, and thus form a basis for
(
IndGBχ
)Pj
. 
Proposition 5.4. The one-dimensional geodesic flow on Ramanujan quotients of
B (PGLm) is not r-normal for any r < m.
Proof. Let z1, . . . , zm ∈ C with |zi| = 1 for all i and
∏m
i=1 zi = 1, and let
χ : B → C×, χ ((bij)) =
m∏
i=1
(
qi−
m+1
2 zi
)ordπ(bii)
.
The representation IndGBχ is irreducible, unitary and K-spherical. Furthermore,
if X = Γ\B is Ramanujan, then every K-spherical infinite-dimensional subrepre-
sentation of L2 (Γ\G) is of this form (cf. [36]). Since L2 (X (0)) ∼= L2 (Γ\G)K and
dim
(
IndGBχ
)K
= 1, the number of such representations which appear in L2 (Γ\G)
is the number of vertices in Γ\B, minus the number of one-dimensional subrepre-
sentations of L2 (Γ\G), which is bounded by m. By the proof of Proposition 5.3,(
IndGBχ
)P1
is m-dimensional, with basis f1, . . . , fm defined by
fi (bwp) = χ (b) δw(1),i (b ∈ B,w ∈ Sm, p ∈ P1) .
This is an orthogonal basis, albeit not orthonormal — one can verify that ‖fi‖ =
qi/2. Recall that the geodesic flow acts by A = ∑~a∈Fm−1q g~a, where g~a is the
identity matrix with the first row replaced by (π, a1, a2, . . . , am−1). Since g~a ∈ B,
(Afi) (e) =
∑
~a∈Fm−1q
fi (g~a) =
∑
~a∈Fm−1q
χ (g~a) = q
m−1 · q1−m+12 z1δ1,i = δ1,iq
m−1
2 z1 .
Assume from now on 1 < j ≤ m, and observe (Afi) ((1 j)) =
∑
~a∈Fm−1q
fi ((1 j) g~a).
If a1 = . . . = aj−1 = 0, and πj is the identity matrix with the (j, j)-th entry
replaced by π, then u := π−1j (1 j) g~a (1 j) ∈ U , the unipotent upper-triangular
matrices in G. Since χ
∣∣
U
≡ 1,∑
~a∈Fm−1q : a1=...=aj−1=0
fi ((1 j) g~a) =
∑
...
fi (πju (1 j)) = q
m−jχ (πj) δj,i = δj,iq
m−1
2 zj .
Next, if aj−1 6= 0, let ~b =
(
− a1aj−1 , . . . ,−
aj−2
aj−1
, 1aj−1 ,−
aj
aj−1
, . . . ,−am−1aj−1
)
, and note
that g−1~b
(1 j) g~a ∈ P1, so that∑
~a∈Fm−1q : aj−1 6=0
fi ((1 j) g~a) = (q − 1) qm−2χ
(
g~b
)
δ1,i = δ1,i (q − 1) q
m−3
2 z1 .
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Finally, if aj−1 = 0, let k = min {i | ai−1 6= 0} (note k < j), and let b be the
identity matrix with the k-th row replaced by
bk,c =

0 c < k
π c = k
1/ak−1 c = j
−ac−1/ak−1 otherwise .
Observe that p := (1 k) b−1 (1 j) g~a ∈ P1, so that∑
~a∈S
fi ((1 j) g~a) =
∑
~a∈S
fi ((1 k) bp) = (q − 1) qm−k−1χ ((1 k) b) = (q − 1) q
m−3
2 zkδk,i
for S = {~a ∈ Fm−1q : aj = a1 = . . . = ak−1 = 0, ak 6= 0}. Altogether, we obtain
that A acts on (IndGBχ)P1 , with respect to the orthonormal basis {q−i/2fi}, by
q
m−1
2 z1
(q − 1) qm−22 z1 qm−12 z2
(q − 1) qm−12 z1 (q − 1) qm−22 z2 qm−12 z3
...
...
. . .
. . .
(q − 1) qm−2z1 (q − 1) q 2d−52 z2 · · · (q − 1) qm−22 zm−1 qm−12 zm
 .
(5.3)
Each infinite-dimensional K-spherical representation in L2 (Γ\G) contributes
a block of this form to AYT,X , and hence, by the uniqueness of the QR-
decomposition, it is not r-normal for any r < m. 
Let us remark that for the case m = 2, Ramanujan quotients of the building
B are just Ramanujan graphs, and the one-dimensional geodesic flow is the non-
backtracking random walk. In this case, (5.3) coincides with the unitary block
decomposition carried out for this walk in [31].
5.2. Branching operators on chambers for simple groups. In this section
we take G = G (F ) to be any simple group, and determine which G-equivariant
branching operators on the chambers of B = B (G) are collision-free.
Any G-equivariant branching operator is of the form TG (σ0) = IGσ0 for some
finite set G ⊆ G. Observe that TG (σ0) = TIGI (σ0), so that decomposing IGI =
∪w∈W Cw with W ⊆ W, TG equals TW .
Proposition 5.5. If T = TW is collision-free for W ⊆ W, then |W | = 1.
Proof. Assume that W contains w0 6= w1. Denoting µ = |WG|, one has wµ0wµ1 =
wµ1w
µ
0 as in the proof of Proposition 4.3. Therefore, w
µ
0w
µ
1 (σ0) is contained both
in T 2µ−1 (w0σ0) = (IW I)2µ−1 w0σ0, and in T 2µ−1 (w1σ0). Since w0σ0, w1σ0 ∈
T (σ0), this implies that T is not collision-free. 
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Thus, we can restrict our attention to the case where T = Tw0 for a single w0 ∈
W. For what follows we need the notion of the Weyl length ℓ (w) of w ∈ W = 〈S〉,
which is the shortest length of a word in S which equals w. In addition, we need
the projection ρ : B → A defined by the Iwahori–Bruhat decomposition, namely
ρ
∣∣
Cwσ0
≡ wσ0 (∀w ∈ W). Denote k = |Tw0 (σ0)|, and let µ ≥ 1 be an integer such
that wµ0 ∈ Wtr (for example, we can always take µ = |WG|).
Theorem 5.6. With the above notation, the following are equivalent:
(1) The operator Tw0 is collision-free.
(2) |T µw0 (σ0)| = kµ.
(3) ℓ (wµ0 ) = µ · ℓ (w0) .
(4) The random walk defined by Tw0 projects onto a deterministic walk in A,
namely
∣∣ρ(T jw0 (σ0))∣∣ = 1 for all j.
Note that if w0 ∈ Wtr then (3) holds with µ = 1, so Tw0 is collision-free.
Proof. It is clear that (1)⇒(2), and we proceed to show that for every j ∈ N,∣∣T jw0 (σ0)∣∣ = kj ⇔ ℓ(wj0) = j · ℓ (w0) ⇔ ∣∣ρ (T jw0 (σ0))∣∣ = 1, (5.4)
from which (2)⇔(3)⇐(4) would follow.
If one defines qs = |Csσ0| for s ∈ S, then whenever w = s1 · · · sℓ(w) is a reduced
word, the fiber Cwσ0 of ρ over wσ0 is of size qs1 · . . . · qsℓ(w) (see [18, §6.2]). In
particular, writing w0 = s1 · · · sℓ(w0), we have k = qs1 · . . . · qsℓ(w0) . For each
1 ≤ i ≤ ℓ (w0), define a branching operator Ti on B (d) by Ti (gσ0) = gCsiσ0, and
observe that Tw0 = Tℓ(w0) ◦ . . . ◦ T1. Since each Ti is qsi-regular, T jw0 (σ0) is of size
kj if and only if
Υ :=
∣∣Ti (Ti−1 (. . . (T1 (T rw0 (σ0)))))∣∣ = krqs1 . . . qsi (5.5)
for every 1 ≤ r < j and 1 ≤ i ≤ ℓ (w0). Recall the Bruhat relations:
CwCs =
{
Cws ℓ (ws) = ℓ (w) + 1
Cws ∪ Cw ℓ (ws) = ℓ (w)− 1
, (5.6)
which hold for every w ∈ W and s ∈ S. If ℓ(wj0) = j · ℓ(w0) then (s1 · · · sℓ(w0))j
is a reduced word for wj0, so that (5.6) implies
T jw0 (σ0) = (Cw0)
j σ0 =
(
Cs1 . . . Csℓ(w0)
)j
σ0 = Cwj0
σ0,
from which one infers that ρ
(
T jw0 (σ0)
)
=
{
wj0σ0
}
and
∣∣T jw0 (σ0)∣∣ = kj .
In the other direction, if ℓ
(
wj0
)
< j · ℓ (w0), consider the first r, i for which
wr0s1 · · · si is not reduced, and let w′ = wr0s1 · · · si−1. By the exchange property of
Coxeter groups, one can remove some letter s from w′, obtaining a word w′′ such
that w′′si is a reduced word for w
′. This also implies that w′′ is a reduced word
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for w′si, so that from (5.6) one has
Cwr0s1···si−1Csiσ0 = Cw′′σ0 ∪ Cw′′siσ0
(a disjoint union, as W acts freely on A). From this one sees that (5.5) fails:
Υ =
∣∣Cwr0s1···si−1Csiσ0∣∣ = |Cw′′σ0|+ |Cw′′siσ0| = krqs1 . . . qsi−1qs + k
rqs1 . . . qsi
qs
= krqs1 . . . qsi−1
(
1 + qsi
qs
)
< krqs1 . . . qsi ,
since the building associated with a simple group is thick (qs ≥ 2). This implies
that |T r+1w0 (σ0)| ≤ kr+1 and |T jw0(σ0)| < kj . Furthermore,
∣∣ρ(T jw0 (σ0))∣∣ ≥ 2, since
T jw0 (σ0) = Cwr0s1···si−1CsiCsi+1 · · ·Csℓ(w0)
(
Cs1 · · ·Csℓ(w0)
)j−r−1
(σ0)
contains the cells w′′si+1 . . . sℓ(w0)w
j−r−1
0 σ0 and w
′′si . . . sℓ(w0)w
j−r−1
0 σ0 (which are
different since W acts simply transitively on the chambers of A), yielding (5.4).
Next, we recall the fact (cf., e.g., [18, §12.2]) that ℓ (w) (for any w ∈ W) equals
the number of walls in A separating σ0 from wσ0. In particular, this applies to
w = wµ0 , which acts on A by translation, hence for every j ∈ N there are j · ℓ (wµ0 )
walls separating σ0 from w
µj
0 σ0. If (3) holds, then ℓ
(
wµj0
)
= j · ℓ (wµ0 ) = jµℓ (w0).
But this means that
(
s1 · · · sℓ(w0)
)jµ
is reduced for every j, hence also ℓ
(
wj0
)
=
jℓ (w0) for every j, thus by (5.4) we have (3)⇒(4). Finally, it is now clear that
(2),(3),(4) imply (1): for j 6= j′, (4) implies that T jw0 (σ0)∩T j
′
w0 (σ0) = ∅, and for
each j, (4) and (5.4) together imply that
∣∣T jw0 (σ0)∣∣ = kj . 
We remark that we can apply this theorem to the d-dimensional geodesic flow
T on PGLd+1, even though it is a non-simple group; one can look at T
d+1, which
belongs to the simple group PSLd+1 and satisfies the conditions of the theorem.
6. Zeta functions of digraphs and Ramanujan complexes
Recall that Ihara [20] associated with every graph G a zeta function defined
by ZG (u) =
∏
[γ]
1
1−uℓ(γ)
, where [γ] runs over the equivalence classes of geodesic
tailless primitive cycles γ in G (two cycles are equivalent if they differ by a cyclic
rotation), and ℓ (γ) is the length of γ. Taking a logarithmic derivative, one gets
ZG (u) = exp
( ∞∑
m=1
Nm (G)
m
um
)
,
where Nm (G) is the number of geodesic tailless cycles in G of length m. For a
k-regular graph G with k = q + 1, Ihara showed that
ZG (u) =
[(
1− u2)β1 det (I − uAG + u2qI)]−1 , (6.1)
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where β1 is the first Betti number of G. From (6.1) one deduces (cf. [33, p. 59]) that
G is Ramanujan iff the associated zeta function satisfies the Riemann Hypothesis:
ZG
(
q−s
)
=∞ ⇒ either q−s ∈ {±1,±1q} or ℜ (s) = 12 ,
i.e., all the poles of ZG (u) are obtained at u = ±1,±1q , or for |u| =
√
q.
Hashimoto [19] formulated a variant of this by showing
ZG (u) = det (I − uT )−1 ,
where T is the non-backtracking operator on directed edges (coinciding with the
case m = 2, j = 1 of our geodesic flow in §5.1). This approach generalizes to
arbitrary digraphs: indeed, defining the zeta function of a finite digraph Y to be
ZY (u) =
∏
[γ]
1
1− uℓ(γ) , (6.2)
where [γ] runs over the equivalence classes of primitive (directed) cycles in Y, one
has:
Theorem 6.1 ([3, 27]). If Nm (Y) is the number of (directed) cycles of length m
in Y, then
ZY (u) = exp
( ∞∑
m=1
Nm (Y)
m
um
)
=
1
det (I − uAY) .
Various authors have suggested various zeta functions associated to simplicial
complexes with the hope to generalize the Hashimoto work [7,15,22–25]. We will
associate a zeta function of this kind with every G-equivariant branching operator:
Definition 6.2. For every G-equivariant branching operator T on C ⊆ B = B(G),
the T -zeta function of a quotient complex X = Γ\B (as in §4) is defined as
zT (X,u) = ZYT,X(u), namely (6.2), with γ running over the equivalence classes
of primitive cycles in the digraph defined by T on X.
Theorem 6.1 implies that, for Y = YT,X, one has
zT (X,u) = det (I − uAY)−1 .
We have shown in §4 that if X = Γ\B is a Ramanujan complex and T is a
G-equivariant, k-regular, collision-free branching operator on B, then YT,X is Ra-
manujan. In particular, the T -zeta function of X satisfies the R.H.; that is, if
zT (X, k
−s) =∞ then either |s| = 1 or ℜ (s) ≤ 12 , establishing Corollary 4.
Remark 6.3. The bound |ℜ(s)| ≤ 12 is the true situation: there are poles with
|ℜ(s)| < 12 . In fact, already in the graph case there are poles with |ℜ(s)| = 0, and
in higher dimension there are also poles with 0 < |ℜ(s)| < 12 (see, e.g., [24]).
Remark 6.4. Zeta functions of this kind have been studied by a number of
authors [7, 15, 22–25]. The most general results regarding the R.H. are due to
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Kang [22], who studied the case of buildings of type A˜n and gave more detailed
information about the poles of the zeta functions corresponding to geodesic flows,
via case by case analysis of the representations of GLn (F ). In [15], the same is
done for the building of type C˜2 associated with PSp(4). Our simple combinatorial
treatment gives the upper bound on ℜ (s) but not the exact possible values of it.
However, our method applies for any building, and not only those of type A˜n and
C˜2. It seems, in any case, that for combinatorial applications the upper bound
on ℜ (s) suffices, as is illustrated in this paper.
Remark 6.5. For k-regular graphs, it is known that the converse also holds: the
R.H. for the zeta function of a graph implies it is Ramanujan. In [24] it was
shown that the R.H. for zeta functions of geodesic flows on the building of type
A˜2 implies that a quotient complex is Ramanujan. Recently, an analogous result
was established by Kamber for buildings of general type [21].
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