Abstract. The article is devoted to explicit one-step numerical methods with strong order of convergence 3.0 for Ito stochastic differential equations with multidimensional nonadditive noise. We consider the numerical methods, based on the unified Taylor-Ito and Taylor-Stratonovich expansions. For numerical modeling of multiple Ito and Stratonovich stochastic integrals of multiplicities 1-6 we appling the method of multiple Fourier-Legendre series, converging in the mean-square sense in the space L2 ([t, T ] k ); k = 1, . . . , 6. The article is addressed to engineers who use numerical modeling in stochastic control and for solving the non-linear filtering problem. The article can be interesting for the mathematicians who working in the field of high-order strong numerical methods for Ito stochastic differential equations.
Introduction
Let (Ω, F, P) be a complete probubility space, let {F t , t ∈ [0, T ]} be a nondecreasing right-continous family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which is F t -measurable for any t ∈ [0, T ]. We assume that the components f Here x t is some n-dimensional stochastic process satisfying Eq. (1) . The nonrandom functions a :
n×m guarantee the existence and uniqueness up to stochastic equivalence of a solution of Eq. (1) [1] . The second integral on the right-hand side of (1) is interpreted as an Ito integral. Let x 0 be an n-dimensional random variable, which is F 0 -measurable and M{|x 0 | 2 } < ∞; M denotes a mathematical expectation. We assume that x 0 and f t − f 0 are independent when t > 0.
It is well known [2] - [5] that Ito stochastic differential equations are adequate mathematical models of dynamic systems under the influence of random disturbances. One of the effective approaches to numerical integration of Ito stochastic differential equations is an approach based on Taylor-Ito and Taylor-Stratonovich expansions [2] - [9] . The most important feature of such expansions is a presence in them of so called multiple Ito and Stratonovich stochastic integrals, which play the key role for solving the problem of numerical integration of Ito stochastic differential equations and has the following form: Note that ψ l (τ ) ≡ 1 (l = 1, . . . , k); i 1 , . . . , i k = 0, 1, . . . , m in [2] - [4] , [6] , [7] and ψ l (τ ) ≡ (t − τ )
(l = 1, . . . , k; q 1 , . . . , q k = 0, 1, 2, . . .); i 1 , . . . , i k = 1, . . . , m in [8] , [9] . Effective solution of the problem of combined mean-square approximation for collections of multiple Ito and Stratonovich stochastic integrals (2) and (3) of multiplicities 1-6 composes one of the subjects of this article.
We want to mention in short that there are two main criteria of numerical methods convergence for Ito stochastic differential equations [2] - [4] : a strong or mean-square criterion and a weak criterion where the subject of approximation is not the solution of Ito stochastic differential equation, simply stated, but the distribution of Ito stochastic differential equation solution.
Using the strong numerical methods, we may build sample pathes of Ito stochastic differential equations numerically. These methods require the combined mean-square approximation for collections of multiple Ito and Stratonovich stochastic integrals (2) and (3) .
The strong numerical methods are using when building new mathematical models on the basis of Ito stochastic differential equations, when solving the task of numerical solution of filtering problem of signal under the influence of random disturbance in various arrangements, when solving the task connected with stochastic optimal control, and the task connected with testing procedures of evaluating parameters of stochastic systems and other tasks [2] - [4] .
The problem of effective jointly numerical modeling (in terms of the mean-square convergence criterion) of multiple Ito and Stratonovich stochastic integrals (2) and (3) is difficult from theoretical and computing point of view [2] - [5] , [10] , [11] .
The only exception is connected with a narrow particular case, when i 1 = . . . = i k = 0 and ψ 1 (s), . . . , ψ k (s) ≡ ψ(s). This case allows the investigation with using of the Ito formula [2] - [4] .
Note, that even for mentioned coincidence (i 1 = . . . = i k = 0), but for different functions ψ 1 (s), . . . , ψ k (s) the mentioned difficulties persist, and relatively simple families of multiple Ito and Stratonovich stochastic integrals, which can be often met in the applications, can not be represented effectively in a finite form (for mean-square approximation) using the system of standard Gaussian random values.
Note, that for a number of special types of Ito stochastic differential equations the problem of approximation of multiple stochastic integrals may be simplified but can not be solved. The equations with additive vector noise, with scalar additive or non-additive noise, with commutative noise, with a small parameter is related to such types of equations [2] - [4] . For the mentioned types of equations, simplifications are connected with the fact, that either some coefficient functions from stochastic analogues of Taylor formula identically equal to zero, or scalar and commutative noise has a strong effect, or due to presence of a small parameter we may neglect some members from the stochastic analogues of Taylor formula, which include difficult for approximation multiple stochastic integrals [2] - [4] , [11] . In this article we consider Ito stochastic differential equations with multidimentional and non-additive noise. This is the most general case.
Seems that multiple stochastic integrals may be approximated by multiple integral sums of different types [3] , [4] , [12] . However, this approach implies partition of the interval of integration T − t of multiple stochastic integrals (this interval is a small value, because it is a step of integration of numerical methods for Ito stochastic differential equations) and according to numerical experiments this additional partition leads to significant calculating costs [5] .
In [3] (see also [2] , [4] , [10] , [11] ), Milstein proposed to expand (3) in repeated series in terms of products of standard Gaussian random variables by representing the Wiener process as a trigonometric Fourier series with random coefficients (so called Karhunen-Loeve expansion). To obtain the Milstein expansion of (3), the truncated Fourier expansions of components of Wiener process f s must be iteratively substituted in the single integrals, and the integrals must be calculated, starting from the innermost integral. This is a complicated procedure that does not lead to a general expansion of (3) valid for an arbitrary multiplicity k. For this reason, only expansions of single, double, and triple integrals (3) were presented in [2] , [10] , [11] (k = 1, 2, 3) and in [3] , [4] (k = 1, 2) for the simplest case ψ 1 (s), ψ 2 (s), ψ 3 (s) ≡ 1; i 1 , i 2 , i 3 = 0, 1, . . . , m. Moreover, generally speaking the approximations of triple integrals (i 1 , i 2 , i 3 = 1, . . . , m) in [2] , [10] , [11] may not converge in the mean-square sence to appropriate triple integrals due to iterative limit transitions in the Milstein method [3] .
It is necessary to note that the Milstein method [3] excelled at least in times the methods of integral sums [3] , [4] , [12] considering computational costs in the sense of their diminishing.
An alternative strong approximation method was proposed for (3) in [13] , [14] where J * [ψ (k) ] T,t was represented as a multiple stochastic integral of a certain discontinuous non-random function of k variables, and the function was then expressed as a repeated generalized Fourier series in a complete systems of continuous functions that are orthonormal in L 2 ([t, T ]). In [13] , [14] cases of Legendre polynomials and trigonometric functions are considered. As a result, a general repeated series expansion of (3) in terms of products of standard Gaussian random variables was obtained in [13] , [14] for an arbitrary multiplicity k. Hereinafter, this method referred to as the method of repeated Fourier series.
It was shown in [13] , [14] that the method of repeated Fourier series leads to the Milstein expansion of (3) in the case of a trigonometric system of functions and to a substantially simpler expansion of (3) in the case of a system of Legendre polynomials.
Note that the method of repeated Fourier series as well as the Milstein method [3] lead to iterative limit transitions. As mentioned above, this problem appears for triple stochastic integrals (i 1 , i 2 , i 3 = 1, . . . , m) or even for some double stochastic integrals in the case, when ψ 1 (τ ), ψ 2 (τ ) ≡ 1 (i 1 , i 2 = 1, . . . , m) [13] - [16] .
The mentioned problem (iterative limit transitions) not appears in the method, which is considered for (2) in the theorem 1 (see below) [5] , [15] - [25] , where J[ψ (k) ] T,t is represented as a multiple stochastic integral of a certain discontinuous nonrandom function of k variables, and the function then expressed as a generalized multiple Fourier series in a complete system of continuous functions that are orthonormal in L 2 ([t, T ] k ). As a result, a general multiple series expansion of (2) in terms of products of standard Gaussian random variables can be obtained for an arbitrary multiplicity k. Hereinafter, this method referred to as the method of multiple Fourier series.
Explicit One-
Step Strong Numerical Scheme of Order 3.0, Based on the Unified Taylor-Ito expansion
Let y τj def = y j ; j = 0, 1, . . . , N be a time discrete approximation of the process x t , t ∈ [0, T ], which is a solution of Ito stochastic differential equation (1) .
We shall say that a time discrete approximation y j ; j = 0, 1, . . . , N, corresponding to the maximal step of discretization ∆ N , converges strongly with order γ > 0 at time moment T to the process x t , t ∈ [0, T ], if there exists a constant C > 0, which does not depend on ∆ N , and a δ > 0 such that M{|x T − y T |} ≤ C(∆ N ) γ for each ∆ N ∈ (0, δ). Consider explicit one-step strong numerical scheme of order 3.0, based on so-called unified TaylorIto expansion [5] , [16] , [20] :
is an approximation of multiple Ito stochastic integral of the form:
-is an i-th column of the matrix function Σ and Σ ij is an ij-th element of the matrix function Σ; a i is an i-th element of the vector function a and x i is an i-th element of the column x; columns
It is well known [2] that under the standard conditions the numerical scheme (4) has strong order of convergence 3.0. Among these conditions we consider only the condition for approximations of multiple Ito stochastic integrals from the numerical scheme (4) [2] , [5] :
is an approximation of I
, constant C does not depends on ∆.
Note that the truncated unified Taylor-Ito expansion [5] , [8] , [15] - [20] contains the less number of various types of multiple Ito stochastic integrals (moreover, their major part will have less multiplicity) in comparison with classic Taylor-Ito expansion [2] , [7] .
Note that the stochastic integrals from the Taylor-Ito expansion [2] , [7] are connected by the linear relations. However, the stochastic integrals from the unified Taylor-Ito expansion [5] , [8] , [15] - [20] can not be connected by linear relations. Therefore we call these families of stochastic integrals as a stochastic basises [5] , [15] - [20] . Note that (4) contains 20 different types of multiple Ito stochastic integrals. At the same time, the analogue of (4), based on classic Taylor-Ito expansion [2] , [7] contains 29 different types of multiple stochastic integrals.
Approximation of Multiple Ito Stochastic Integrals, Based on Multiple
Fourier-Legendre Series
Theorem 1 (see [5] , [15] - [25] ). Suppose that every
. . .
; g, r = 1, . . . , k};
l.i.m. is a limit in the mean-square sense; i 1 , . . . , i k = 0, 1, . . . , m;
and
is a standard Gaussian random variable for various i or j (if i = 0); ∆w
, which satisfies the condition (7).
In order to evaluate significance of the theorem 1 for practice we will demonstrate its transformed particular cases for k = 1, . . . , 6 [5] , [15] - [25] :
where 1 A is the indicator of the set A.
Note that we will consider the case i 1 , . . . , i 6 = 1, . . . , m. This case corresponds to the numerical method (4).
Let's consider the question about estimation and calculation of mean-square error of approximation
In [15] , [16] , [26] it was shown that
for the following two cases: i 1 , . . . , i k = 1, . . . , m (T − t < ∞) and i 1 , . . . , i k = 0, 1, . . . , m (T − t < 1).
The value E q k can be calculated exactly. Theorem 2 (see [16] , [26] ). Suppose that the conditions of the theorem 1 are satisfied. Then
means the sum according to all possible permutations (j 1 , . . . , j k ), at the same time if j r changed places with j q in the permutation (j 1 , . . . , j k ), then i r changes places with i q in the permutation (i 1 , . . . , i k ); another denotations see in the theorem 1. Note that
Then from the theorem 2 for pairwise different i 1 , . . . , i k and for i 1 = . . . = i k we obtain [16] , [26] :
is a sum according to all possible permutations (j 1 , . . . , j k ).
Consider some examples [16] , [26] of application of the theorem 2 (i 1 , . . . , i k = 1, . . . , m):
The values E (11) - (16) and complete orthonormal system of Legendre polynomials in the space L 2 ([τ p , τ p+1 ]) (τ p = p∆; N ∆ = T ; p = 0, 1, . . . , N ) [5] , [15] - [25] , [27] :
(2i + 1)(2i + 7)(2i + 3)(2i + 5) + 1 {i6=i1} 1 {j2=j5} 1 {i2=i5} 1 {j3=j4} 1 {i3=i4}  −1 {j6=j1} 1 {i6=i1} 1 {j2=j4} 1 {i2=i4} 1 {j3=j5} 1 {i3=i5}  −1 {j6=j1} 1 {i6=i1} 1 {j2=j3} 1 {i2=i3} 1 {j4=j5} 1 {i4=i5}  −1 {j6=j2} 1 {i6=i2} 1 {j1=j5} 1 {i1=i5} 1 {j3=j4} 1 {i3=i4}  −1 {j6=j2} 1 {i6=i2} 1 {j1=j4} 1 {i1=i4} 1 {j3=j5} 1 
where P i (x); i = 0, 1, 2, . . . is a Legendre polynomial and
Let's consider exact and estimate calculation of mean-square errors of approximations of multiple Ito stochastic integrals.
Using the theorem 2 we get [5] , [15] , [16] , [25] - [27] :
Using (19), (20) - (23) we obtain:
where
At the same time using the estimate (17) for i 1 , . . . , i 6 = 1, . . . , m we obtain:
Fourier-Legendre coefficients (25) - (27)) can be calculated exactly before start the numerical method (4) using DERIVE or MAPLE (computer packs of symbol transformations). In [5] , [15] - [24] , [27] several tables with these coefficients can be found. Note that mentioned Fourier-Legendre coefficients not depend on the step of integration τ p+1 − τ p , which can be not a constant in a general case.
On the basis of presented approximations of multiple Ito stochastic integrals we can see, that increasing of multiplicities of these integrals or degree indexes of their weight functions leads to noticeable complication of formulas intended for mentioned expansions.
However, increasing of mentioned parameters lead to increasing of orders of smallness according to ∆ in the mean-square sense for multiple Ito stochastic integrals, that lead to sharp decrease of member quantities (numbers q in the theorem 2) in the approximations of multiple stochastic integrals, which are required for achieving acceptable accuracies of approximation.
Explicit One-
Step Strong Numerical Scheme of Order 3.0, Based on the Unified Taylor-Stratonovich expansion
Consider explicit one-step strong numerical scheme of order 3.0, based on so-called unified TaylorStratonovich expansion [5] , [15] - [20] :
is an approximation of multiple Stratonovich stochastic integral of the form: is an i-th element of the column x; columns
It is well known [2] that under the standard conditions the numerical scheme (28) has strong order of convergence 3.0. Among these conditions we consider only the condition for approximations of multiple Stratonovich stochastic integrals from the numerical scheme (28) [2] , [5] :
is an approximation of I * (i1..
Note that the truncated unified Taylor-Stratonovich expansion [5] , [9] , [15] - [20] contains the less number of various types of multiple Stratonovich stochastic integrals (moreover, their major part will have less multiplicity) in comparison with classic Taylor-Stratonovich expansion [2] , [7] .
Note that the stochastic integrals from Taylor-Stratonovich expansion [2] , [7] are connected by the linear relations. However, the stochastic integrals from the unified Taylor-Stratonovich expansion [5] , [9] , [15] - [20] can not be connected by linear relations. Therefore we call these families in [15] - [20] as a stochastic basises. Note that (28) contains 20 different types of multiple Stratonovich stochastic integrals. At the same time, the analogue of (28), based on classic Taylor-Stratonovich expansion [2] , [7] contains 29 different types of multiple Stratonovich stochastic integrals.
Fourier-Legendre Expansions of Multiple Stratonovich Stochastic Integrals
The following theorems adapt the theorem 1 for multiple Stratonovich stochastic integrals. Theorem 3 (see [15] , [16] , [21] - [24] , [28] ). Assume, that the following conditions are met: 1. The function ψ 2 (τ ) is continuously differentiable at the interval [t, T ] and the function ψ 1 (τ ) is two times continuously differentiable at the interval [t, T ].
2.
is a complete orthonormal system of Legendre polynomials or system of trigonometric functions in the space L 2 ([t, T ]).
Then, the multiple Stratonovich stochastic integral of the second multiplicity
is expanded into the converging in the mean-square sense multiple series
where the meaning of notations introduced in the formulations of the theorem 1 is remained. Prooving the theorem 3 [15] , [16] , [21] - [24] we used theorem 1 and double integration by parts. This procedure leads to the condition of double continuously differentiability of function ψ 1 (τ ) at the interval [t, T ]. The mentioned condition can be weakened [29] and theorem 3 will be valid for continuously differentiable functions ψ l (τ ) (l = 1, 2) at the interval [t, T ].
Theorem 4 (see [15] , [16] , [24] , [28] ). Assume, that {φ j (x)} ∞ j=0
is a complete orthonormal system of Legendre polynomials or trigonomertic functions in the space
is continuously differentiable at the interval [t, T ] and functions ψ 1 (s), ψ 3 (s) are two times continuously differentiable at the interval [t, T ].
Then, for multiple Stratonovich stochastic integral of 3rd multiplicity
(i 1 , i 2 , i 3 = 1, . . . , m) the following converging in the mean-square sense expansion
is reasonable, where
another denotations see in the theorem 1. Theorem 5 (see [15] , [16] , [28] , [30] ). Assume, that {φ j (x)} ∞ j=0
is a complete orthonormal system of Legendre polynomials or trigonometric functions in the space L 2 ([t, T ]).
Then, for multiple Stratonovich stochastic integrals of 4th and 5th multiplicity 
are reasonable, where
are independent standard Wiener processes (i = 1, . . . , m) and w
On the base of the theorems 3-5 in [15] , [16] , [21] - [24] , [31] the folloing hypothesis was formulated. Hypothesis 1 (see [15] , [16] , [21] - [24] , [31] ).
is a complete orthonormal system of Legendre polynomials or trigonometric functions in the space
Then, for multiple Stratonovich stochastic integral of kth multiplicity In principle we can prove the analogue of the theorem 5 for the multiple Stratonovich stochastic integrals of multiplicity 6 using the method of prooving of the theorem 5 see [15] , [16] , [28] , [30] . Moreover author suppose (on the base of [15] , [16] , [21] - [24] , [28] , [30] ) that the hypothesis 1 will be valid at least for multiple Stratonovich stochastic integrals (29) .
According to the theorems 3 -5, hypothesis 1 and suppositon (see above) we obtain the following approximations of multiple Stratonovich stochastic integrals from (28): 
