The main purpose of this paper is to explore the structure of regular subspaces of 1-dim Brownian motion. As outlined in [4] every such regular subspace can be characterized by a measure-dense set
1. Introduction. Roughly speaking a regular subspace of a Dirichlet form is a subspace which is also a regular Dirichlet form on the same state space. The characterization of regular subspaces of Dirichlet forms is a basic problem in the theory of Dirichlet forms. Up to now, the only result was stated in [4] in which a complete characterization for regular subspaces of one-dimensional Brownian motion is given. In fact such a regular subspace may be characterized by a measure-dense set G, by which we mean that G∩(a, b) has positive measure for any non-empty interval (a, b) ⊂ R and the Markov process associated with the regular subspace is the one-dimensional diffusion with scale function s(x) = It is seen from the scale function that the process corresponding to the regular subspace moves like Brownian motion on G more or less but spends almost no time on G c though it runs all over G c which has positive measure. It is always interesting for us to explore the precise structure of regular subspaces of one-dimensional Brownian motion. We are curious about how the process moves precisely on G c or what we can say about the structure of it on G c .
The approach we use to explore the structure is the method of trace. Generally a Dirichlet form may be decomposed into a minimal process on an open subset G and its orthogonal complement, which is called the trace of Dirichlet form on G c . Usually the trace is the Dirichlet form corresponding to the process obtained by the original process through a time change induced by a positive continuous additive functional. How to describe the trace of a form dates back to J. Douglas who gave a complete characterization of the trace of the form associated to Brownian motion living on closed unit disc on its boundary in [3] . The similar characterization has been done for general symmetric Dirichlet form by the second author and his co-authors in [1] and [2] . In the current article, we shall prove that when the measure-dense G is open and F = G c has positive measure, the traceB of 1-dim Brownian motion X on F = G c is non-trivial and (its Beurling-Deny decomposition) has both diffusion part and jump part as expected, the traceX (s) of the regular subspace X (s) of X is a regular subspace of the trace Brownian motionX which has only the jump part, and finally the remaining part is the orthogonal complement of the regular subspace whose Beurling-Deny decomposition has only the diffusion part. In addition, we show that the regular representation of the orthogonal complement is the darning transform of Brownian motion. From this result we can see that though the process X (s) corresponding to the regular subspace moves continuously on F but it looks like jumping due to the special structure of F . In other words, it 'flies like the wind and leaves no shadow'.
Let E be a locally compact separable metric space and ξ a Radon measure on E. We refer the terminologies of Dirichlet forms on the Hilbert space L 2 (E, ξ) to [1] and [7] . Assume that (E 1 , F 1 ) and (E 2 , F 2 ) are two regular Dirichlet forms on L 2 (E, ξ). Then (E 1 , F 1 ) is called a regular subspace of (E 2 , F 2 ), denoted by (E 1 , F 1 ) ≺ (E 2 , F 2 ) or E 1 ≺ E 2 , if (1.1)
If in addition F 1 is a proper subset of F 2 , then we say (E 1 , F 1 ) is a proper regular subspace of (E 2 , F 2 ). We denote the Lebesgue measure on R by m. It is well known that the 1-dimensional Brownian motion is symmetric with respect to m and its associated Dirichlet form on L 2 (R) is (E, F ) := ( is the 1-Sobolev space and for any u, v ∈ H 1 (R),
As outlined in [4] and [5] , fix a strictly increasing and absolutely continuous function s on R satisfying ( ) is a regular subspace of (E, F ) and s is called the scaling function of (E (s) , F (s) ). The associated diffusion of (E (s) , F (s) ) is denoted by X (s) . Moreover F e and F
e are the extended Dirichlet spaces of (E, F ) and (E (s) , F (s) ) respectively. Note that
On the contrary if (E ′ , F ′ ) is a regular subspace of (E, F ), there always exists a strictly increasing and absolutely continuous function s on R such that (E ′ , F ′ ) = (E (s) , F (s) ). To see this we refer the recurrent case to Theorem 2.1 of [4] . Generally since (E, F ) is strongly local and irreducible, it follows from Theorem 4.6.4 of [7] and Theorem 1 of [10] that (E ′ , F ′ ) is also strongly local and irreducible. The irreducibility of (E ′ , F ′ ) implies that
where (P ′ x ) x∈R is the class of probability measures of associated diffusion X ′ of (E ′ , F ′ ) and σ y is the hitting time of {y} relative to X ′ , see Theorem 4.7.1 of [7] . Then from [5] we can deduce that X ′ can be characterized by a scaling function s and symmetric measure m. In particular it corresponds to Dirichlet form (1.3).
Fix a regular subspace (E (s) , F (s) ) of (E, F ) and its scaling function s. Let
Then G is defined in the sense of almost everywhere and for any finite open interval (a, b) ⊂ R it holds that
Note that the condition (1.4) of G is equivalent to that s is strictly increasing.
In particular (E (s) , F (s) ) is a proper regular subspace of ( ds := 1 G (x)dx defines a class of scaling functions satisfying (1.2), whereas they only differ up to a constant. In other words, the subset G satisfying (1.4) is one-to-one corresponding to the scaling function s with condition (1.2) up to a constant. Thus G is an essential characteristic of (E (s) , F (s) ).
In this paper we shall always make the following assumption on G:
In fact the typical example of F is a generalized Cantor set which is actually closed. Hence this assumption is very natural. But we still want to point out that this assumption is not trivial. An example of a set G satisfying (1.4) but having no open version can be constructed as follows. Take a set J ⊂ R such that for any finite open interval I, it holds that 0 < m(J ∩ I) < m(I).
We refer the existence of J to §1.5 of [6] . But J has no open a.e. version. To this end, assume that G is an open a.e. version of J, i.e. m(J∆G) = 0 and G is open. Take a finite open interval I ⊂ G and it follows that m(I) = m(I ∩ G) = m(I ∩ J) < m(I) which conduces to a contradiction. When G satisfies (H), we may always assume without loss of generality that F has no isolated points. In fact let
ThenG is an open a.e. version of G and the complement of it has no isolated points. In the sequel, we shall impose this assumption.
Since G is open, we can write
where {I n = (a n , b n ) : n ≥ 1} is a series of disjoint open intervals. Clearly at most two of them are infinite. Denote all finite endpoints of {I n : n ≥ 1} by
and let d n := |b n − a n | for any n ≥ 1. Note that H ⊂ F and any point in F \ H is a limitation of a subsequence of H. Clearly any two different intervals I n and I m can not share a common endpoint due to our assumption that F has no isolated points. The structure of this paper is as follows. In §2 we shall first prove that before leaving G, the diffusion X (s) is equivalent to one-dimensional Brownian motion, see Lemma 2.2. Then as outlined in Theorem 2.1 we find that the trace Dirichlet form of (E (s) , F (s) ) on F is a regular subspace of trace Dirichlet form of (E, F ) on F . Moreover the former Dirichlet form is a non-local Dirichlet form whereas the latter one is a mix-type Dirichlet form. Their common jumping measure U is supported on countable points in F × F \ d:
where a n , b n are endpoints of I n in (1.6). In particular, U ((a n , b n )) = U ((b n , a n )) = 1 2d n .
Thus we write the precise expressions of these two trace Dirichlet forms in Theorem 2.2. Since the smaller trace Dirichlet form only inherits the non-local part of bigger one, our concern in §3 is whether and how we can describe the remaining information, i.e. the strongly local part, of trace Dirichlet form of one-dimensional Brownian motion on F . In order to do that, we first characterize the orthogonal complement of regular subspace. Although F e is not a Hilbert space relative to the quadratic form E, we can still define the orthogonal complement
in F e relative to E in form, that is
In Theorem 3.1 we shall illustrate the decomposition of any u ∈ F e related to F 2. Traces of Brownian motion and their regular subspaces. We first prove a useful lemma.
Proof. For any u ∈ F (s) , there exists an absolutely continous function φ such that u(x) = φ(s(x)). Then
and hence u ′ = 0 a.e. on F . On the contrary, let u ∈ H 1 (R) and u ′ = 0 a.e. on F . Then
Thus u is absolutely continuous with respect to s and du/ds = u ′ (x), ds-a.e.
From the above lemma we can deduce a simple but very interesting property of regular subspace (E (s) , F (s) ). We first give some notes about the part Dirichlet forms. The part Dirichlet form of (
It is regular on L 2 (G) and corresponds to the Markov process (X G is the first exist time of G relative to
for the part Dirichlet form of (E, F ) on G. The following lemma indicates that before leaving G, the process X (s) is equivalent to one-dimensional Brownian motion.
Since u is absolutely continuous, it is a.e. differentiable. Thus for a.e. x ∈ F at where u is differentiable, take a sequence {x n : n ≥ 1} ⊂ F which is convergent to x as n → ∞. Note that u = 0 on F . Then we have
Hence it follows from Lemma 2.1 that u ∈ F (s) whereas u = 0 on F . There-
Recall that the scaling function s of X (s) satisfies that s ′ = 1 a.e. on G. That means X (s) has the same scale (up to a constant) as one-dimensional Brownian motion on I n for any n ≥ 1 where ∪ n≥1 I n = G. From this aspect we can see that the above theorem is natural and reasonable.
Set
e : u = 0 on F }. Note that if s(−∞) > ∞ (resp. s(∞) < ∞) then F is not bounded below (resp. above), in other words, there exists a sequence {x n } ⊂ F such that x n → −∞ (resp. x n → ∞). Hence if u ∈ F e such that u = 0 on F , it follows that lim x→−∞ u(x) = 0 (resp. lim x→∞ u(x) = 0). As a consequence we have the following result.
Set further
H F := {u ∈ F e : E(u, w) = 0 for any w ∈ F e,G } and H
(s)
e,G }.
Then every u ∈ F e can be expressed uniquely as (see Exercise 4.6.4 of [7] )
We denote the H F -part u 2 of u by H F u. Similarly every v ∈ F (s) e can be expressed uniquely as
Denote the H (s)
e,G with respect to the inner product
F . We now turn to trace Dirichlet forms. Let X = (X t : t ≥ 0) be the onedimensional Brownian motion on R corresponding to (E, F ). As outlined in Lemma 2.2 the part Dirichlet form of (E (s) , F (s) ) on G is the same as the part of (E, F ) on G. That means that before leaving G, X (s) is equivalent to X. Since (E (s) , F (s) ) is a proper regular subspace of (E, F ), we guess that their trace Dirichlet forms on the boundary F may inherit the inclusion relation between (E, F ) and (E (s) , F (s) ).
Let µ be a Radon (smooth) measure on F . A set K is called the support of µ if K is the smallest closed set outside of which µ vanishes. We refer the definition of the quasi-support of µ (relative to (E, F ) or (E (s) , F (s) )) to [1] . Note that an E (s) -quasi-continuous function is always E-quasi-continuous, hence it is continuous. It follows that an (E (s) or E)-quasi-closed set is always closed. Hence we know that the support of µ is also the quasi-support of µ. In this section we always assume that the support of µ is F . The following lemma illustrate that 1 F (x)dx is an example of such a measure µ on R.
Lemma 2.4. Assume that µ(dx) = 1 F (x)dx. Then µ is a Radon smooth measure with respect to X and X (s) . Moreover the support and quasi-support of µ are both F .
Proof. Clearly µ is Radon. Since the m-polar set of X and X (s) must be empty set, it follows that µ is smooth with respect to X and X (s) . Let
Denote the time-changed processes of X and X (s) with respect to µ by X andX (s) respectively. ThenX andX (s) are both µ-symmetric on F and their corresponding Dirichlet forms are both regular on L 2 (F, µ). Denote these two associated Dirichlet forms, i.e. the traces of (E, F ) and (E (s) , F (s) ) on F , by (Ě,F ) and (Ě (s) ,F (s) ), respectively. We shall prove that (Ě (s) ,F (s) ) is actually a proper regular subspace of (Ě,F ) on L 2 (F, µ).
Let σ F and σ (s)
F be the hitting time of F relative to K and X (s) and in fact we have
for any u ∈ F e and
e .
Note that since (E
is a proper subset of F e .
is a subset of F e , it follows thatF (s) is also a subset ofF. Note that it is a proper subset because
is locally inF but not locally inF (s) . Thus it suffices to prove that for any u ∈ F (s) e ⊂ F e , it holds that
F u is the unique function in F F u is in F e and E(u, w) = 0 for any w ∈ F e,G . Thus H (s)
is an essential characteristic of regular subspace (E (s) , F (s) ) of (E, F ). As outlined in Lemma 2.2 before leaving G, X (s) is equivalent to X. The above theorem shows that the difference between X (s) and X is located on their traces on the boundary F of G. In fact the trace Dirichlet form (Ě (s) ,F (s) ) is still a proper regular subspace of (Ě,F ).
Denote the extended Dirichlet spaces of (Ě (s) ,F (s) ) and (Ě,F ) byF
Here for a class C of functions on R,
where u| F is the restriction of u on F . Note that the extended Dirichlet spaces are independent of the choice of µ. More precisely, for any Radon measure µ on R with the support F , their extended Dirichlet spaces are always given by (2.2). Thus the results of Theorem 2.1 can essentially be expressed aš
In particularF
is a proper subset ofF e .
Note that the global property (recurrent or transient) of (Ě (s) ,F (s) ) (resp. (Ě,F )) is the same as that of (E (s) , F (s) ) (resp. (E, F )). In particular, (Ě,F ) is recurrent. On the other hand (Ě,F ) is irreducible. In fact, for any ϕ = u| F ∈F e such thatĚ(ϕ, ϕ) = 0 for some u ∈ F e , it follows that
2.16 of [1] we obtain that (Ě,F ) is irreducible. For (Ě (s) ,F (s) ) we can also deduce similarly that every ϕ ∈F (s) e withĚ (s) (ϕ, ϕ) = 0 is also a constant function. Hence if (E (s) , F (s) ) is recurrent then (Ě (s) ,F (s) ) is irreducible and recurrent. Moreover, the µ-polar set with respect toX oř X (s) is only the empty set (see Theorem 5.2.8 of [1] ).
We are now in a position to present the Beurling-Deny decompositions of Dirichlet forms (Ě (s) ,F (s) ) and (Ě,F ). At first we assert that they both have no killing inside. In fact since (Ě,F ) is recurrent it is also conservative. Thus its life timeζ is always infinite. In particular (Ě,F ) has no killing inside. It follows that its regular subspace (Ě (s) ,F (s) ) also has no killing inside. Let us present the main result of this section, which tells that a Dirichlet form with non-trivial local part may have a regular subspace having no local part.
Theorem 2.2. The Dirichlet form (Ě,F ) is a mixed-type Dirichlet form with the jumping part and for any ϕ ∈F e ,
Its regular subspace (Ě (s) ,F (s) ) is a non-local Dirichlet form whose jumping measure is the same as above and for any ϕ ∈F
Proof. We refer the Feller measures of trace Dirichlet forms to §5.5 of [1] and [2] . From Theorem 1 of [10] we can deduce that (E, F ) and (E (s) , F (s) ) have the same Feller measures for F because they are exactly the jumping measures of (Ě,F ) and (Ě (s) ,F (s) ). Denote the common Feller measure on F × F by U (dxdy). Then for any ϕ ∈F e (see (5.6.7) of [1] ),
where µ H F ϕ is the energy measure of (E, F ) relative to H F ϕ and for any
is the energy measure of (E (s) , F (s) ) relative to H (s) F φ. Note that the first terms in the right sides of above two equations are the strongly local part of corresponding Dirichlet forms.
We claim that for any u ∈ F e , the energy measure
and for any v ∈ F (s) e , the energy measure
In particular µ (s)
e . In fact for any f ∈ C 1 c (R) we have (see §3.2 of [7] )
Moreover fix ϕ ∈F e . Since H F ϕ = ϕ on F , similar to the proof of Lemma 2.2 we have (
Then it follows from (2.
Finally we shall compute the Feller measure U . Recall that in §1 we set G = n≥1 I n where {I n = (a n , b n ) : n ≥ 1} is a series of disjoint open intervals without common endpoints. Fix two non-negative and bounded functions ϕ and φ on F such that ϕ · φ ≡ 0. We set ϕ(−∞) = ϕ(∞) = φ(−∞) = φ(∞) = 0 for convenience. It follows from (5.5.13) and (5.5.14) of [1] that
for any x ∈ R. Fix a finite component I n of G and x ∈ I n . Since the trajectories of Brownian motion are continuous, it follows that X σ F = a n or b n , P x -a.s.
Hence
Otherwise if I n is infinite, i.e. a n = −∞ or b n = ∞, then X σ F is located at the finite endpoint of I n P x -a.s. for any x ∈ I n . However ϕ(a n )φ(a
Then we have
and U is supported on a set of R 2 containing countable points {(a n , b n ), (b n , a n ) : a n > −∞, b n < ∞, n ≥ 1}.
Let ϕ = 1 an , φ = 1 bn where a n > −∞ and b n < ∞. Note that
see Problem 6 in §1.7 of [9] . Then we obtain that
When a n = −∞ or b n = ∞ we still denote U ((a n , b n )) := 1 2dn = 0. That completes the proof.
Remark 2.2. Note that in Corollary 2 of [10] we have proved that if (E, F ) is a Lévy type Dirichlet form whose strongly local part does not vanish, then neither does the strongly local part of any regular subspace of (E, F ). The above theorem illustrates that this fact is not always right.
3. Orthogonal complement and darning processes. As outlined in Theorem 2.2 the regular subspace (Ě (s) ,F (s) ) only contains the non-local information of (Ě,F ). An interesting question is whether (and how) the 'orthogonal complement' of (Ě (s) ,F (s) ) contains the remaining information, i.e. the strongly local part, of (Ě,F ).
Note thatF e (resp.F
e ) is the restriction of F e (resp. F
e ) on F , say (2.2). In order to determine the orthogonal complement of trace subspace, we shall first consider the orthogonal complement of F (s) e in F e relative to the quadratic form E(·, ·). Although F e is not a Hilbert space relative to the quadratic form E(·, ·), we can still define the orthogonal complement of F (s) e in F e formally by (3.1)
Before characterizing G (s) we need to make some discussions on F
e . From Example 3.5.7 of [1] we know that F (s) ) is recurrent. Moreover if s(−∞) > −∞ (resp. s(∞) < ∞), then lim x→−∞ u(x) (resp. lim x→∞ u(x)) exists and is finite for any u ∈ F e . In fact we can classify the boundary points, say −∞ and ∞, of (E (s) , F (s) ) into three types:
Note that if s(−∞) >
Clearly (E (s) , F (s) ) is recurrent only for Case I. On the other hand for Case I and II, we can conclude that
We have the following lemma similar to Lemma 2.1 to characterize F
Lemma 3.1. It holds that In particular F (s) e = {u ∈ F e : u ′ = 0 a.e. on F } when (E (s) , F (s) ) is recurrent.
Now we shall give a useful expression of G (s) and an 'orthogonal' decomposition of F e relative to F G (s) = u ∈ F e : u ′ is a constant a.e. on G .
In particular for Case I and II, equivalently m(G) = ∞, it holds that
Moreover, any u ∈ F e can be expressed as
This decomposition is unique if (E (s) , F (s) ) is transient and unique up to a constant if (E
Proof. First we shall prove the characterization (3.2) of G (s) . Take a function u ∈ F e such that u ′ = C a.e. on G where C is a constant. For Case I and II, since m(G) = ∞ it follows that C = 0. Then for any v ∈ F (s) e we have
From Lemma 3.1 we know that v ′ = 0 a.e. on F whereas u ′ = 0 a.e. on G.
Hence we obtain that E(u, v) = 0. For Case III, since (
e . For any function v ∈ C 1 c • s, clearly v ′ = 0 a.e. on F . Thus we have
we can take a sequence {v n :
On the contrary take a function u ∈ G (s) . Since
Let t be the inverse function of s, i.e. t = s −1 . Then
for any ϕ ∈ C 1 c (s(R)). It follows that u ′ •t is a constant a.e. on s(R). Denote all of such x ∈ s(R) by J, i.e. u ′ • t is a constant on J. LetJ := t(J). Then u ′ is a constant onJ. On the other hand
Thus u ′ is a constant a.e. on G. Thus (3.2) is proved.
Note any function u ∈ F e such that u ′ ∈ L 2 (R). In particular, if m(G) = ∞, then it follows that any function u in G (s) satisfies that u ′ = 0 a.e. on G, i.e. (3.3) is proved.
Finally we shall construct the decomposition (3.4) for any u ∈ F e . Assume C 0 = u(0). For any x ∈ R,
First for Case I, define
and u 2 = u − u 1 . It follows from (3.1) and Lemma 3.1 that u 1 ∈ F (s) e and u 2 ∈ G (s) . Secondly for Case II without loss of generality assume that
dy which is a finite constant and define
Thus we can also deduce that u 1 ∈ F (s) e and u 2 ∈ G (s) . Finally for Case III we can similarly deduce that
is finite. Let C 1 := M/(s(∞) − s(−∞)) and
which are both finite constants. Define
and lim
Hence it follows that u 1 ∈ F (s)
e . We claim that u 2 ∈ G (s) . In fact for a.e.
It follows from Theorem 3.1 that
we have lim x→−∞ or ∞ u(x) = 0. Thus C = 0 and u ≡ 0. Otherwise (E (s) , F (s) ) is recurrent, C is not necessarily 0. In fact when defining u 1 for this case, the decomposition is still valid if we add any constant to right side of (3.5) . Therefore the decomposition (3.4) is unique up to a constant when (E (s) , F (s) ) is recurrent.
Corollary 3.1. Let u ∈ F e and u 2 the function in the decomposition (3.4). Then u ′ = u ′ 2 a.e. on F .
We present the following decomposition similar to (3.4) for the functions in H F . Proposition 3.1. Any u ∈ H F can be expressed as
F and u 2 ∈ G (s) . This decomposition is unique if (E (s) , F (s) ) is transient and unique up to a constant if (E (s) , F (s) ) is recurrent. In particular,
Proof. We first prove (3.6). Since F e,G = F e , it follows that for any u ∈ G (s) , u ∈ H F and E(u, v) = 0 for any v ∈ H (s) F . On the contrary, let u be a function in the right side of (3.6) and w a function in F (s) e . Suppose that w = w 1 + w 2 is the decomposition of w outlined in (2.1). Since u ∈ H F and w 1 ∈ F (s) e,G = F e,G we have E(u, w 1 ) = 0. Moreover E(u, w 2 ) = 0 is also clear. Now for any u ∈ H F ⊂ F e , it can be expressed as
and u 2 ∈ G (s) . We claim that u 1 ∈ H (s)
F . To this end, since u 2 ∈ G (s) ⊂ H F it follows that u 1 ∈ H F . Thus for any w ∈ F (s) e,G = F e,G we can deduce that
F . The uniqueness can be proved through the similar way to Theorem 3.1.
) is transient then any u ∈ F e can be expressed uniquely as
F , u 3 ∈ G (s) andû 2 := u 2 + u 3 ∈ H F . This decomposition is similar to the orthogonal decomposition with respect to the quadratic form E whereas F e is not a Hilbert space. Otherwise when (E (s) , F (s) ) is recurrent we also have such kind of decomposition. In particular u 1 andû 2 are unique but u 2 and u 3 are only unique up to a constant.
In the rest of this section we always assume that m(G) = ∞, i.e. s(−∞) = −∞ or s(∞) = ∞. It follows from Theorem 3.1 that
That means for any function u ∈ G (s) and I n a component of G, u is a constant on I n . Let G (s)
0 is very close to a Dirichlet space. Proof. We only prove the closeness and Dirichlet property of (E, G
is an E 1 -Cauchy sequence. Since G (s) 0 ⊂ F, it follows that there exists a function u ∈ F such that u n is E 1 -convergent to u. We assert that u ∈ G (s) 0 . In fact take a subsequence
On the other hand, (ϕ
That completes the proof.
We shall now find the regular representation of (E, G (s) 0 ). The notion of regular representation of Dirichlet space was introduced by M. Fukushima in his cornerstone paper [8] . In his terminologies, a Dirichlet form in wide sense is also called a D-space and he denoted it by (E, ξ, F, E) where (E, ξ) is the state space with a measure and (E, F ) is the Dirichlet form on L 2 (E, ξ) in wide sense. Due to Lemma 3.2, (R, m, G
and Φ preserves three kinds of metrics:
is called a regular representation of (E, ξ, F, E) if they are equivalent and (E ′ , F ′ ) is a regular Dirichlet form on L 2 (E ′ , ξ ′ ). By using Gelfand representations of subalgebras of L ∞ , Fukushima proved that regular representations always exist for any D-space in Theorem 2 of [8] , but to find it is another story. We shall introduce the 'darning' transform on D-space (R, m, G
0 , E) to find its regular representation. This transform is in fact darning each component I n of G and its endpoints into a whole part and regarding this whole part as a new 'point' in the fresh state space. To be more precise, fix a point z ∈ F \ H where H is given by (1.7) and a surjective mapping j from R to R j := j(R) is defined through the following way: for any x ∈ R,
Then clearly j(z) = 0. If I n = (a n , b n ) is a component of G, then for any x ∈ (a n , b n ) we have j(x) = j(a n ) = j(b n ). Moreover if x, y ∈ F such that x < y and (x, y) is not a component of G, we claim that j(x) < j(y). In fact it follows that F ∩ (x, y) is not empty. Take w ∈ F ∩ (x, y) and let d = |x−w|∧|w−y|. Recall that for 0 < ǫ < d/2, we have m(F ∩(w−ǫ, w+ǫ)) > 0. Thus we can deduce that
Similarly we can prove that for any x, y ∈ R and x < y, it holds that j(x) ≤ j(y). In particular j(x) = j(y) if and only if x, y ∈Ī n for some component I n of G, whereĪ n is the closure of I n . Therefore R j is an interval of R and j| F \H is a bijective function from F \ H to R j \ {p * n : n ≥ 1}, where p * n denotes the point j(Ī n ). Further denote the interior of R j by R j,0 . Note that {p * n : n ≥ 1} is dense in R j . Define a measure m j on R j by
Note that m j,0 := m j | R j,0 is a Radon measure on R j,0 whereas m j (R j \ R j,0 ) = ∞. 
Lemma 3.3. Let a * , b * be the right and left endpoints of R j . Then a * / ∈ R j (resp. b * / ∈ R j ) if and only if m j,0 (a * −) = ∞ (resp. m j,0 (b * +) = ∞) where m j,0 (a * −) = ∞ (resp. m j,0 (b * +) = ∞) means that for any c ∈ (b * , a * ), m j,0 ((c, a * )) = ∞ (resp. m j,0 ((b * , c)) = ∞).
Proof. Note that a * ∈ R j (resp. b * ∈ R j ) if and only if a * = p * + (resp. b * = p * − ). It follows that m j,0 (p
We only consider the right endpoint a * . Since a * / ∈ R j , it follows that F is not upper bounded. If c j : Moreover (E, F ) is a regular Dirichlet form on L 2 (I, ν) whose scaling function s(x) = x for any x ∈ I and denote its extended Dirichlet space by F e . Assume that X is the associated diffusion of (E, F ). The minimal diffusion X 0 is a transform of X killed at a or b if a or b is in I and corresponds to the regular Dirichlet form on L 2 ((a, b), ν| (a,b) ):
Set a measure on I by
and a space
where δ I\(a,b) is the counting measure on I \ (a, b). Then we can deduce that
. Thus formally we can regard the killing transform at a or b as the time change transform induced by ν * . We say ,b) ). In particular X 0 is a time-changed Brownian motion on I with the speed measure ν * . Note that ν * | I\(a,b) = ∞ means X 0 will stop once hitting I \ (a, b).
Since j regards eachĪ n into a 'point', say p * n , and any function u in G (s) is exactly a constant on eachĪ n , this function u determines a unique function u on R j through a 'darning' method:
The functionû is precisely expressed asû(p * n ) = u(a n ) or u(b n ) for any n ≥ 1 andû
Clearly u →û is a linear bijection between G (s) and G (s)
The following theorem illustrates that (E j , G
j,0 ) is truly a Dirichlet form on L 2 (R j , m j ). In particular as noted in Remark 3.2 its associated minimal diffusion is a time-changed Brownian motion on R j with the speed measure m j . 
Proof. We first prove (3.10). Take a functionû in the right side of (3.10) and let u :=û • j. To proveû ∈ G (s) j , it suffices to prove that u ∈ G (s) . Since j(I n ) = p * n , it follows that u is a constant on any component I n of G n . On the other hand take any x ∈ R, we have
where z is the starting point when defining j in (3.7). It follows fromû ′ ∈ L 2 (R j ) thatû ′ • j · 1 F ∈ L 2 (R). Thus u is absolutely continuous and u ′ = u ′ • j · 1 F (in sense of a.e.) is in L 2 (R). In other words, u ∈ F e .
On the contrary letû ∈ G (s) j and u is given by (3.8) . Note that R j \ {p * n : n ≥ 1} and F \ H have a one-to-one correspondence. Moreover the Lebesgue measure on R j \ {p * n : n ≥ 1} corresponds to 1 F (x)dx on F \ H via the transform j. Since u ′ = 0 on G, we can define an a.e. defined function
. Without loss of generality take a pointŷ ∈ R j withŷ > 0. Let y := j −1 (ŷ) ifŷ / ∈ {p * n : n ≥ 1} and set y to be the left endpoint of interval j −1 (ŷ) ifŷ ∈ {p * n : n ≥ 1}. Then
and it follows that
, we can conclude thatû is absolutely continuous on R j and
Thereforeû is in the set of right side of (3.10). For anyû,v ∈ G (s) j , let u, v be given by (3.8) respectively. Note that u ′ = v ′ = 0 on G. Thus we have
From (3.12) we can obtain that
In other words, (3.11) is proved. Next we shall prove that the form (E j , G
j,0 ) is a regular Dirichlet form on L 2 (R j , m j ). Note that it follows from (3.10) that
Let a * , b * be the right and left endpoints of R j . Then from Lemma 3.3 we conclude that a * (resp. b * ) is an (s, m j,0 )-regular boundary if and only if a * = p * + ∈ R j (resp. b * = p * − ∈ R j ) where s(x) = x for any x ∈ R j,0 . Hence from [5] we obtain that (E j , G (s)
Finally we shall prove that the D-space (R j , m j , G (s)
is an algebraic isomorphism whereû is given by (3.8) . From m j = m • j −1 and (3.8) we can conclude that (u, u) m = (û,û) m j and ||u|| ∞ = ||û|| ∞ . Moreover E j (û,û) = E(u, u) is direct from the definition of E j in (3.9). That completes the proof.
We are now in a position to consider the orthogonal complement ofF From Theorem 3.1 and (2.2) we can deduce thať
and every u ∈F e can be expressed as
e and u 2 ∈Ǧ (s) . This decomposition is unique if (E (s) , F (s) ) is transient and unique up to a constant if (E (s) , F (s) ) is recurrent. Moreover there exists a unitary equivalence between (E, G (s) ) and (Ě,Ǧ (s) ). To be more precise, the operations:
preserve the values of their corresponding forms. In Theorem 2.2 we have illustrated that the regular subspace (Ě (s) ,F (s) ) contains exactly the information of non-local part of trace Brownian motion (Ě,F ) on F . Actually the following lemma shows thatǦ (s) only contains the strongly local information of (Ě,F ).
Lemma 3.4. For any u, v ∈Ǧ (s) , it holds thať
Proof. Note thatǦ (s) = G (s) | F . For any finite component I n = (a n , b n ) of G, it follows from (3.3) that u(a n ) = u(b n ) for any u ∈ G (s) . Hence from Theorem 2.2 we can complete the proof.
Take a smooth measure µ introduced in §2 as
where {I n = (a n , b n ) : n ≥ 1} is the set of components of G and δ p is the mass of p. If is their common regular representation.
In a word, the trace Brownian motion on F may be decomposed as a regular subspace which contains its non-local part and the orthogonal complement which contains its local part and has a regular representation. The time-changed Brownian motion outlined in Theorem 3.3 is called the orthogonal darning process ofF (s) e relative to µ. If we replace µ with another Radon measure µ ′ on R with support F , it is similar to obtain that the orthogonal darning process ofF (s) e relative to µ ′ is a time-changed Brownian motion on R j whose speed measure is µ ′ . In particular if µ ′ (dx) = 1 F (x)dx, then it is actually a Brownian motion on R j which reflects at R j \ R j,0 . Moreover if µ ′ = 1 F (x)dx + ∞ · δ {a + ,b − } , then the associated orthogonal darning process is an absorbing Brownian motion on R j,0 which dies once hitting R j \ R j,0 . Note that they are equivalent up to a time-change transform in general sense employed in Remark 3.2.
