Since the training samples are usually limited in medical image segmentation, it is usually difficult for traditional model classification methods to obtain good results, the purpose of this paper was to deeply study support vector machine (SVM) method and its application in the diagnosis of mental diseases in medical image segmentation. This paper adopted SVM method which had a good classification performance in the small sample, nonlinear and highdimensional feature space to study the characteristics of medical image segmentation. Results indicated that the S type function-based fuzzy support vector machine method had more accurate effect than the traditional support vector machine. A conclusion can be drawn that the method of determining the degree of membership based on tightness can effectively distinguish outliers or noisy samples from valid samples in the sample set relative to distance-based membership degree.
Introduction
Medical images include CT, positron emission tomography (PET), single photon emission computed tomography (SPECT), magnetic resonance imaging (MR), Ultrasound, and images obtained by other medical imaging equipment. Because of the characteristic of close integration of psychiatric medical image processing and practical application and the successful application of imaging medicine in clinical medicine, many countries in the world have invested a lot of human and financial resources in research and development in this field, and have achieved certain success (Zhang et al., 1991) . Image segmentation played an increasingly important role in imaging psychiatric medicine (Nakagawa et al., 1979) . Image segmentation was an indispensable means for extracting quantitative information of special tissues in image images, and meanwhile was also a preprocessing step and prerequisite for visualization (Lee et al., 1998) . Segmented images are widely used in various occasions such as quantitative analysis of tissue volume, localization and diagnosis of diseased tissue, learning of anatomical structures, treatment planning, local body effect correction of functional imaging data, and computer-guided surgery.
The segmentation of psychiatric medical images had not yet been well resolved today. An important reason was the complexity and diversity of psychiatric medical images (Kewei and Jianhong, 1998) . Due to the differences in the characteristics of the tissue itself, and the formation of psychiatric medical images was affected by noises, field offset effects, local body effects, and tissue movement and so on, psychiatric medical images were inevitably blurry, non-uniform, etc. as compared with ordinary images (Sahoo et al., 1997) . In addition, the complexity of the structure and shape of the anatomy tissue of the human body, and the considerable differences between humans, all contributed to difficulties in the segmentation of psychiatric medical images (Kather et al., 2015) . Traditional segmentation techniques, such as single segmentation method, or segmentation based on single characteristic information, were difficult to achieve good segmentation results (Sotelo et al., 2004) . The clinical application had high requirements on accuracy of psychiatric medical image segmentation and the speed of classification algorithms, and the study on the psychiatric medical image segmentation algorithms was still a very important research topic in psychiatric medical image processing (Smith et al., 2004) . Image segmentation is one of the most classic research topics in the field of image processing, image analysis, and computer vision, and it is also one of the biggest difficulties.
The traditional SVM method did not provide the output of posterior probability. When studying the sample point classification, only two extreme cases were considered, that is, the probability of belonging to a certain class was 1, or the probability of not belonging to a certain class was 1. The psychiatric medical images were fuzzy, and it was difficult to have a clear boundary between different regions, resulting in that some samples can not accurately determine its category, that is, the sample had the characteristics of inaccuracy and classification uncertainty. Therefore, this paper mainly studied the following aspects: on the one hand, applying the support vector machine to psychiatric medical image segmentation by making full use of the comprehensive information of various characteristics of psychiatric medical images by means of the good classification performance of support vector machines, especially better promotion ability in small samples, nonlinear and high-dimensional characteristic space. On the other hand, with respect to the fuzziness characteristic of psychiatric medical images, the traditional support vector machine was reconstructed, the fuzzy support vector machine method was constructed, and output probability modeling on the support vector machine was performed. This study was important for the segmentation and extraction of important tissues, structures, and specific lesion tissues or tumors, quantitative analysis of tissue volume, location and diagnosis of lesion tissues, learning of anatomical structures, treatment planning, and computer-guided surgery.
Methods

Tightness-based fuzzy support vector machine construction method
Since in the support vector machine method, the optimal classification plane was mainly determined by the support vector, the support vector was located at the edge of the class, and the outlier or noise-containing samples were often located near the edge of the class. When the sample membership degree was being determined, if it was unable to correctly distinguish the effective samples from the outlier or noise-containing sample, then the obtained classification plane was not the true optimal classification plane. Therefore, in the method of constructing the fuzzy support vector machine, the design of the membership degree function was very critical. It was required that the membership degree function must objectively and accurately reflect the uncertainty of the system. Under normal circumstances, the basic principle for determining the degree of membership was based on the relative importance of the class in which the sample was located or the size of the contribution to the class where it lied in. The distance between the sample and the class center was one of the criteria for measuring the contribution of the sample to the class where it lied in.
In Figures 1, 2 (a) and (b), the distance between the sample x and the center of the respective class to which the sample belonged was equal. If the degree of membership was determined only from the angle of the distance, then the degree of membership that the two samples belonged to respective classes were the same. However, without considering the fact that the distance between sample x in (a) and other samples in the class is much smaller than the distance between sample x in (b) and other samples in the class, sample x in (a) may be a valid sample, and the probability of the sample x in (b) being wild was very large. In fact, the degree of membership of sample x in class (a) should be greater than the degree of membership of sample x in class (b). Therefore, when determining the degree of membership of a sample, both the distance between the sample and the center of the class and the distance between the sample and other samples in the class have to be considered. And the distance between the sample and other samples in the class can be reflected by the tightness of the samples in the class. For this situation, this paper proposed a method for determining the membership degree function based on the sample tightness. When determining the degree of membership of a sample, not only the distance between the sample and the center of the class, but also the tightness between samples in the class was considered. When segmenting a psychiatric medical image, various image characteristics extracted from the magnetic resonance image can be approximately represented by a Gaussian distribution, and various characteristics of the image were normalized. Therefore, in the feature space, the sample set can be enclosed with a compact sphere or hyper-sphere. At this point, the tightness between samples can be measured by the minimum sphere radius that surrounded the sample set.
Determination of the minimum sphere radius
The tightness of the sample set was measured by the minimum sphere radius that surrounded the sample set. With a fixed number of sample sets, the larger the sphere radius was, the smaller the tightness of the sample was. Conversely, the smaller the sphere radius was, the larger the tightness of the sample was. Therefore, in the membership degree determination method based on sample tightness, it was required to determine the minimum sphere radius that can surround the sample set. When there was no noise or outlier sample in the sample set, a minimum sphere radius that can surround all samples was searched. When the sample set contained samples of noise or outliers, a small portion of the sample can be allowed to sit outside the ball. At this time, a minimum sphere radius that can encompass most of the samples in the sample set was searched.
Let n samples in the sample set be denoted by {xi=1,2,...,n}. When there was no noise or outlier sample in the sample set, or it was unknown whether there was noise or outlier sample in the sample set, we introduced a nonnegative slack variable ξini=1,2,...n to allow a part of the sample to lie outside the sphere. Using a similar method of finding the optimal classification plane, the minimum bounding sphere was obtained by minimizing the following objective function.
Constructing tightness-based fuzziness support vector machine
After determining the membership degree of the sample based on the tightness of the sample set, a fuzzy support vector machine based on tightness can be constructed. When tightness-based fuzzy support vector machine was used for classification, compared to the training samples of traditional support vector machine, each sample trained by the tightness-based fuzzy support vector machine also added the item of tightnessbased membership degree in addition to the sample characteristics and generic identification. Since the method of determining the degree of membership based on tightness relative to distance-based membership degree can effectively distinguish outliers or noise containing samples from valid samples in the sample set, and assign their respective corresponding degrees of membership according to different rules, which better reflected the role of the sample in the tightness-based fuzzy SVM target function.
Results and discussion
Experimental results and analysis of samples containing outliers eISSN 1303-5150 www.neuroquantology.com
799
In order to demonstrate the influence of samples containing outlier in the sample set on the SVM method and the excellent classification ability of the tightness-based fuzzy SVM method, this section used the traditional SVM method and the tightness-based fuzzy SVM method. Two types of samples containing outliers were subjected to classification contrast experiment. Figure 3 showed the classification result of the traditional SVM method. The classification result of the tightness-based fuzzy support vector machine was shown in Figure 4 . In the figure, the square symbol represented a type of samples, and the cross symbol represented another type of samples.
Experimental results and analysis of brain tissue classification
In order to better evaluate the classification performance and anti-noise ability of the tightness-based fuzzy support vector machine method, the MR image data was simulated, and the brain tissue classification experiment was performed using a tightness-based fuzzy support vector machine method. This experiment used 22#, 32# and 34# slices containing 9% of noise and 40% of gray scale non-uniformity. The number of training samples was 1500, and the image characteristic adopts a group of characteristics with the best combination of texture and gray scale characteristics, that is, twenty four texture characteristics and three gray scale characteristics. When the experiment was conducted using tightness-based fuzzy support vector machine method, the contrast experiment of brain tissue classification was conducted using linear distance-based fuzzy support vector machine method, the S function-based fuzzy support vector machine method and the traditional support vector machine method respectively. The classification error rate of various methods were shown in Table 1 , Figure 5 was the distribution diagram of the curve of the membership degree of brain white matter samples in 32 # slices in the three fuzzy support vector machine methods. 
Conclusion and prospects
In view of the problem of sensitivity to noise and outliers in the traditional support vector machine method, this chapter studied a method of tightness-based fuzzy support vector machine. When determining the degree of membership of a sample, not only the distance between the sample and the center of the class, but also the tightness between samples in the sample set was considered. Combined with the characteristics of psychiatric medical images, in the characteristic space, a compact ball or hypersphere can be used to surround the sample set. At this time, the tightness between samples can be measured by the minimum sphere radius that surrounded the sample set. For the samples distributed within and outside the radius, two different ways were used to calculate membership degree of their respective samples. Since tightness among samples was considered, the method of determining the degree of membership based on tightness relative to distance-based degree of membership can effectively distinguish outliers or noise-containing samples from valid samples in the sample set, thereby better reflecting the role of the sample in the tightness-based fuzzy SVM target function.
