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Stationary Cycling Induced by Switched Functional
Electrical Stimulation Control
M. J. Bellman1, T. -H. Cheng1, R. J. Downey1, and W. E. Dixon1
Abstract—Functional electrical stimulation (FES) is used to
activate the dysfunctional lower limb muscles of individuals
with neuromuscular disorders to produce cycling as a means of
exercise and rehabilitation. In this paper, a stimulation pattern
for quadriceps femoris-only FES-cycling is derived based on the
effectiveness of knee joint torque in producing forward pedaling.
In addition, a switched sliding-mode controller is designed for the
uncertain, nonlinear cycle-rider system with autonomous state-
dependent switching. The switched controller yields ultimately
bounded tracking of a desired trajectory in the presence of
an unknown, time-varying, bounded disturbance, provided a
reverse dwell-time condition is satisfied by appropriate choice
of the control gains and a sufficient desired cadence. Stability
is derived through Lyapunov methods for switched systems,
and experimental results demonstrate the performance of the
switched control system under typical cycling conditions.
I. INTRODUCTION
Since the 1980s, cycling induced by functional electrical
stimulation (FES) has been investigated as a safe means of
exercise and rehabilitation for people with lower-limb paresis
or paralysis [1], and numerous physiological and psychological
benefits have since been reported [2]. Despite these benefits,
FES-cycling is still metabolically inefficient and results in
low power output compared to volitional cycling by able-
bodied individuals [3], [4]. Many approaches have been taken
in attempt to improve the efficiency and power output of FES-
cycling, including optimization of the cycling mechanism [5],
[6], alteration of the stimulation pattern [7]–[11], and variation
of the stimulation strategy [12]–[15]. Studies have explored the
use of feedback control methods to automatically determine
the appropriate stimulation parameters, but most use either
linear approximations of the nonlinear cycle-rider system
[16] or nonlinear methods lacking detailed stability analyses
[17]–[19]. Previous approaches (cf. [20], [21]) often either
determine the stimulation pattern manually by stimulating a
particular muscle group and observing the resulting crank
motion or base the stimulation pattern on electromyography
recordings of able-bodied cyclists. Stimulation frequency is
then fixed and stimulation intensity is typically controlled by
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varying the magnitude of a predefined trapezoidal stimulation
signal proportional to the cycling cadence error. All of the
aforementioned studies used stimulation patterns which switch
between active muscle groups according to the crank position,
resulting in a switched control system with autonomous1
state-dependent switching [22]. However, no study has yet
investigated FES-cycling control in the context of switched
systems theory. Switched systems may be unstable even if each
subsystem is asymptotically stable [22], so the switching logic
must be taken into account in the control design to guarantee
stability of the system. In general, switched control of FES-
cycling involves switching between stabilizable and unstable,
uncertain, nonlinear dynamics, yet no previous studies have
addressed this aspect of FES-cycling. Therefore, studying
FES-cycling in this light could potentially reveal new control
methods.
In this paper, a nonlinear model of the cycle-rider system
is considered with parametric uncertainty and an unknown,
time-varying, bounded disturbance, and the stability of the
closed-loop switched control system is analyzed via Lyapunov
methods. A stimulation pattern for the quadriceps femoris
muscle groups of the rider is derived based on the kinematic
effectiveness of knee joint torque at producing forward ped-
aling throughout the crank cycle. The stimulation pattern is
designed so that stimulation is not applied in regions near
the dead points of the cycle to bound the stimulation voltage,
while everywhere else in the crank cycle either the right or left
quadriceps are stimulated to produce forward pedaling. Since
the quadriceps are stimulated without overlap, the crank cycle
is composed of controlled and uncontrolled regions. Stimu-
lation of additional muscle groups, e.g., the gluteal muscles,
could eliminate the uncontrolled regions but it could also result
in overlapping controlled regions and over-actuation; thus,
only stimulation of the quadriceps is considered in this paper.
In the controlled regions, a switched sliding-mode controller
for the stimulation intensity is designed which guarantees
exponentially stable tracking of the desired crank trajectory
provided sufficient gain conditions are satisfied. In the uncon-
trolled regions, the tracking error is proven to be bounded
provided a reverse dwell-time condition is satisfied, which
requires that the system must not dwell in the uncontrolled
region for an overly long time interval [23]. The reverse dwell-
time condition is shown to be satisfied provided sufficient
desired cadence conditions are satisfied. The tracking error is
1Autonomous in the context of switched systems means the switching
happens automatically and is not manually controlled by an actor.
then proven to converge to an ultimate bound as the number
of crank cycles approaches infinity. Experimental results are
provided which demonstrate the performance of the switched
controller for typical cycling conditions.
II. MODEL
A. Stationary Cycle and Rider Dynamic Model
The subsequent development is based on a stationary cycle
and a two-legged rider that are modeled as a single degree-
of-freedom system [24], which can be expressed as
Mq¨ + V q˙ +G+ τd − τb − P =
∑
s∈S
BskΩ
sus, (1)
where q ∈ Q ⊆ R denotes the crank angle, defined as
the clockwise angle between the ground and the right crank
arm, M ∈ R denotes inertial effects, V ∈ R represents
centripetal and Coriolis effects, G ∈ R represents gravitational
effects, τd ∈ R represents an unknown, time-varying, bounded
disturbance (e.g., changes in load), τb , −cq˙ represents
viscous damping in the crank joint bearings where c ∈ R>0 is
the unknown constant damping coefficient, P ∈ R captures the
passive viscoelastic effects of the rider’s joints on the crank’s
motion, Bk ∈ R is the Jacobian element relating torque about
the knee to torque about the crank, and Ω ∈ R is an uncertain
nonlinear function relating the quadriceps stimulation voltage
u ∈ R to the active torque at the knee. The superscript
s ∈ S , {R, L} denotes right (R) and left (L) sides of the
model (i.e., right and left legs and crank arms) and is omitted
unless it adds clarity. The rider’s legs are modeled as planar
rigid-body segments with revolute hip and knee joints (more
complex models of the knee joint have a negligible effect on
the linkage kinematics [25]). The ankle joint is assumed to be
fixed in accordance with common clinical cycling practices
for safety and stability [7]. When the rider’s feet are fixed
to the pedals, the resulting system’s position and orientation
can be completely described by the crank angle (or any
other single joint angle measured with respect to ground), the
kinematic parameters of the limb segments, and the horizontal
and vertical components of the distance between the axes of
rotation of the crank and hip joints, lx, ly ∈ R≥0, respectively.
The model in (1) has the following properties [26]–[28].
Property 1. cm ≤M ≤ cM , where cm, cM ∈ R>0 are known
constants. Property 2. |V | ≤ cV |q˙|, where cV ∈ R>0 is a
known constant. Property 3. |G| ≤ cG, where cG ∈ R>0 is a
known constant. Property 4. |τd| ≤ cd, where cd ∈ R>0 is a
known constant. Property 5. |Bsk| ≤ cB ∀s ∈ S, where cB ∈
R>0 is a known constant. Property 6. |P | ≤ cP1 + cP2 |q˙|,
where cP1, cP2 ∈ R>0 are known constants. Property 7.
cΩ1 ≤ Ωs ≤ cΩ2 ∀s ∈ S, where cΩ1, cΩ2 ∈ R>0 are known
constants. Property 8. 12M˙ − V = 0.
B. Switched System Model
The torque transfer ratios Bsk give insight into how the
quadriceps muscles of each leg should be activated during the
crank cycle. By convention, the quadriceps can only produce
a counter-clockwise torque about the knee joint that acts to
extend the knee. Multiplication of the active knee torque by
Bk transforms the counter-clockwise torque produced by the
quadriceps to a resultant torque about the crank. Therefore,
since forward pedaling requires a clockwise torque about the
crank, the quadriceps muscles should only be activated when
they produce a clockwise torque about the crank, i.e., when Bk
is negative. The torque transfer ratio Bk is negative definite
for half of the crank cycle and the sign of the torque transfer
ratio of one leg is always opposite that of the other leg (i.e.,
BRk B
L
k ≤ 0 ∀q), provided the crank arms are offset by pi
radians. To induce pedaling using only FES of the quadriceps
muscles, a controller must stimulate muscles on each leg in an
alternating pattern, using the right quadriceps when BRk < 0,
the left quadriceps when BLk < 0, and switching between
muscle groups when Bk = 0. The torque transfer ratios Bsk
are zero only at the so-called dead points q∗ ∈ Q∗ ⊂ Q, where
Q∗ , {q ∈ Q | q = arctan (ly/lx) + ipi} , i ∈ Z.
Since the torque transfer ratios are minimal near the dead
points, stimulation applied close to the dead points is ineffi-
cient in the sense that large knee torques yield small crank
torques. Therefore, in the subsequent development, the un-
controlled region in which no stimulation is applied is defined
as Qu , {q ∈ Q | −Bk (q) ≤ ε} ⊂ Q, where ε ∈ R>0 is a
scalable constant that can be increased to reduce the portion of
the cycle trajectory where stimulation is applied. Specifically,
ε < max (−Bk) . Also let the sets Qs ⊂ Q be defined as the
regions where the right and left quadriceps muscle groups are
stimulated, as
Qs , {q ∈ Q | −Bsk (q) > ε} , (2)
and denote the set Qc , ∪s∈SQs as the controlled region,
where Qc ∪ Qu = Q and QR ∩ QL = Ø, i.e., stimulation
voltage is never applied to both legs at the same time. The
stimulation pattern is then completely defined by the cycle-
rider kinematics (i.e., Bk) and selection of ε. Smaller values
of ε yield larger stimulation regions and vice versa. Some
evidence in the FES-cycling literature (e.g., [8]) suggests that
the stimulation region should be made as small as possible
while maximizing stimulation intensity to optimize metabolic
efficiency, motivating the selection of large values of ε.
Cycling is achieved by switching between stimulation of
the left and right quadriceps muscle groups in an alternating
pattern, where stimulation of the quadriceps occurs outside of
Qu to avoid the dead points and their neighborhoods where
pedaling is inefficient. Specifically, the switched control input
us is designed as
us ,
{
v if q ∈ Qc
0 if q ∈ Qu
, (3)
where v ∈ R is the stimulation control input. Substitution of
(3) into (1) yields a switched system with autonomous state-
dependent switching as
Mq¨ + V q˙ +G+ τd − τb − P =
{
BkΩv if q ∈ Qc
0 if q ∈ Qu
. (4)
Figure 1. Controlled and uncontrolled regions throughout the crank cycle,
along with the switching states and dead points. Lightly shaded regions are
the controlled regions, and darkly shaded regions are the uncontrolled regions.
Assuming that q starts inside Qc, the known sequence of
switching states is defined as
{
qonn , q
off
n
}
, n ∈ {0, 1, 2, ...},
where qon0 is the initial crank angle and the switching states
which follow are the limit points of Qu. The subsequent
analysis is facilitated by defining the corresponding sequence
of switching times
{
tonn , t
off
n
}
, which are unknown a priori,
where each on-time tonn and off-time toffn occurs when q
reaches the corresponding on-angle qonn and off-angle qoffn ,
respectively. Fig. 1 illustrates controlled and uncontrolled
regions, along with the switching states and dead points,
throughout the crank cycle.
III. CONTROL DEVELOPMENT
A. Open-Loop Error System
The control objective is to track a desired crank trajectory
with performance quantified by the tracking error signals
e1, e2 ∈ R, defined as
e1 , qd − q, (5)
e2 , e˙1 + αe1, (6)
where qd ∈ R is the desired crank position, designed so that
its derivatives exist, and q˙d, q¨d ∈ L∞, and α ∈ R>0 is a
selectable constant. Without loss of generality, qd is designed
to monotonically increase, i.e., stopping or backpedaling is not
desired. Taking the time derivative of (6), multiplying by M,
and using (4)-(6) yields the following open-loop error system:
Me˙2 = χ− V e2 −
{
BkΩv if q ∈ Qc
0 if q ∈ Qu
, (7)
where the auxiliary term χ ∈ R is defined as
χ , M (q¨d + αe˙1) + V (q˙d + αe1) +G+ τd − τb − P. (8)
Based on (8) and Properties 1-6, χ can be bounded as
|χ| ≤ c1 + c2 ‖z‖+ c3 ‖z‖2 , (9)
where c1, c2, c3 ∈ R>0 are known constants and the error
vector z ∈ R2 is defined as
z ,
[
e1 e2
]T
. (10)
B. Closed-Loop Error System
Based on (7) and the subsequent stability analysis, the
control voltage input is designed as
v , −k1e2 −
(
k2 + k3 ‖z‖+ k4 ‖z‖2
)
sgn (e2) , (11)
where sgn (·) denotes the signum function and k1, k2, k3, k4 ∈
R>0 are constant control gains. After substituting (11) into the
open-loop error system in (7), the following switched closed-
loop error system for q ∈ Qc is obtained:
Me˙2 = χ− V e2 +BkΩ
[
k1e2
+
(
k2 + k3 ‖z‖+ k4 ‖z‖2
)
sgn (e2)
]
. (12)
The controller in (11) could also include (Bk)−1 to cancel
the preceding Bk since it is known, resulting in less conser-
vative gain conditions. However, doing so would cause sharp
increases of the control input near the uncontrolled regions,
depending on the choice of ε, resulting in undesirably large
magnitude stimulation of the muscles in regions where their
effectiveness is low.
IV. STABILITY ANALYSIS
Let VL : R2 → R denote a continuously differentiable,
positive definite, radially unbounded, common Lyapunov-like
function defined as
VL ,
1
2
zTWz, (13)
where the positive definite matrix W ∈ R2×2 is defined as
W ,
[
1 0
0 M
]
. (14)
The function VL can be upper and lower bounded as
λ1 ‖z‖2 ≤ VL ≤ λ2 ‖z‖2 , (15)
where λ1, λ2 ∈ R>0 are known constants defined as
λ1 , min
(
1
2
,
cm
2
)
, λ2 , max
(
1
2
,
cM
2
)
.
Theorem 1. For q ∈ Qc, the closed-loop error system in (12)
is exponentially stable in the sense that
‖z (t)‖ ≤
√
λ2
λ1
‖z (tonn )‖ e−
γ1
2λ2
(t−tonn ) (16)
∀t ∈ (tonn , toffn ) and ∀n, where γ1 ∈ R>0 is defined as
γ1 , min
(
α− 1
2
, εcΩ1k1 − 1
2
)
, (17)
provided the following gain conditions are satisfied:
α >
1
2
, k1 >
1
2εcΩ1
, k2 ≥ c1
εcΩ1
,
k3 ≥ c2
εcΩ1
, k4 ≥ c3
εcΩ1
. (18)
Proof: Let z (t) for t ∈ (tonn , toffn ) be a Filippov solution
to the differential inclusion z˙ ∈ K [h] (z) , where K [·] is
defined as in [29] and where h : R × R → R2 is defined
using (6) and (12) as
h ,


e2 − αe1
M−1
{
χ− V e2 +BkΩ
[
k1e2
+
(
k2 + k3 ‖z‖+ k4 ‖z‖2
)
sgn (e2)
]}

 . (19)
The time derivative of (13) exists almost everywhere (a.e.),
i.e., for almost all t ∈ (tonn , toffn ) , and V˙L (z) a.e.∈ ˙˜VL (z) ,
where ˙˜VL is the generalized time derivative of (13) along the
Filippov trajectories of z˙ = h (z) and is defined as [30]
˙˜VL , ∩
ξ∈∂VL(z)
ξTK
[
h (z)
1
]
,
where ∂VL is the generalized gradient of VL. Since VL is
continuously differentiable in z, ∂VL = {∇VL} ; thus,
˙˜VL ⊆
[
zTW
1
2z
T W˙z
]T
K
[
h (z)
1
]
.
Using the calculus of K from [30], substituting (19), and using
(14) to simplify the resulting expression yields
˙˜VL ⊆ −αe21 + e1e2 + χe2 +
(
1
2
M˙ − V
)
e22
+BkΩ
(
k1e
2
2
)
+BkΩ
(
k2 + k3 ‖z‖
+k4 ‖z‖2
)
K [sgn] (e2) e2, (20)
where K [sgn] (e2) = 1 if e2 > 0, [−1, 1] if e2 = 0, and
−1 if e2 < 0. Using Property 8 and the fact that V˙L (z)
a.e.∈
˙˜VL (z) allows (20) to be rewritten as
V˙L
a.e.
= −αe21 + e1e2 + χe2 +BkΩ
(
k1e
2
2
)
+BkΩ
(
k2 + k3 ‖z‖+ k4 ‖z‖2
)
|e2| . (21)
Note that K [sgn] (e2) is only set-valued for e2 = 0, so that
K [sgn] (e2) e2 may be rewritten simply as |e2| , as was done
in (21). By using Young’s inequality, (9), Property 7, and the
fact that Bk < −ε for q ∈ Qc, (21) can be upper bounded as
V˙L
a.e.≤ −
(
α− 1
2
)
e21 −
(
εcΩ1k1 − 1
2
)
e22
+(c1 − εcΩ1k2) |e2|+ (c2 − εcΩ1k3) ‖z‖ |e2|
+(c3 − εcΩ1k4) ‖z‖2 |e2| . (22)
Provided the gain conditions in (18) are satisfied, (15) can be
used to rewrite (22) as
V˙L
a.e.≤ − γ1
λ2
VL, (23)
where γ1 was defined in (17). The inequality in (23) can be
rewritten as
e
γ1
λ2
(t−tonn )
(
V˙L +
γ1
λ2
VL
)
a.e.≤ 0,
which is equivalent to the following expression:
d
dt
(
VLe
γ1
λ2
(t−tonn )
) a.e.≤ 0. (24)
Taking the Lebesgue integral of (24) and recognizing that the
integrand on the left-hand side is absolutely continuous allows
the Fundamental Theorem of Calculus to be used to yield
VLe
γ1
λ2
(t−tonn ) ≤ C,
where C ∈ R is a constant of integration equal to VL (z (tonn )).
Therefore,
VL (z (t)) ≤ VL (z (tonn )) e−
γ1
λ2
(t−tonn )
∀t ∈ (tonn , toffn ) , ∀n. (25)
Using (15) to rewrite (25) and performing some algebraic
manipulation yields (16).
Remark 1. Theorem 1 guarantees that desired crank trajec-
tories can be tracked with exponential convergence, provided
that the crank angle does not exit the controlled region. Thus,
if the controlled regions and desired trajectories are designed
appropriately, the controller in (11) yields exponential tracking
of the desired trajectories for all time. However, if the crank
position exits the controlled region, the system becomes un-
controlled and the following theorem details the resulting error
system behavior.
Theorem 2. For q ∈ Qu, the closed-loop error system in (12)
can be upper bounded as
‖z (t)‖ ≤ 1
2a1
√
λ1
{
a3tan
[
a3
4
(
t− toffn
)
+tan−1
(
2a1
a3
√
λ2
∥∥z (toffn )∥∥+ a2a3
)]
− a2
}
(26)
∀t ∈ [toffn , tonn+1] and ∀n, provided the time spent in the
uncontrolled region ∆toffn , tonn+1− toffn is sufficiently small,
in the sense that
∆toffn <
1
a3
[
2pi − 4tan−1
(
2a1
a3
√
λ2
∥∥z (toffn )∥∥
+
a2
a3
)]
(27)
∀n, where a1, a2, a3 ∈ R>0 are known constants defined as
a1 ,
c3
(λ1)
3
2
, a2 ,
c2 +
1
2
λ1
, a3 ,
4a1c1√
λ1
− a22. (28)
Proof: The time derivative of (13) for all t ∈ [toffn , tonn+1]
can be expressed using (6), (12), and Property 8 as
V˙L = −αe21 + e1e2 + χe2. (29)
Young’s inequality, (9), and (10) allow (29) to be upper
bounded as
V˙L ≤ c1 ‖z‖+
(
c2 +
1
2
)
‖z‖2 + c3 ‖z‖3 . (30)
Using (15), (30) can be upper bounded as
V˙L ≤ c1√
λ1
V
1
2
L +
c2 +
1
2
λ1
VL +
c3
(λ1)
3
2
V
3
2
L . (31)
The solution to (31) yields the following upper bound on VL
in the uncontrolled region:
VL (z (t)) ≤ 1
4a21
{
a3tan
[
a3
4
(
t− toffn
)
+tan−1
(
2a1
a3
√
VL
(
z
(
toffn
))
+
a2
a3
)]
−a2
}2
(32)
∀t ∈ [toffn , tonn+1] and ∀n, where a1, a2, and a3 were defined
in (28). Using (15) to rewrite (32) and performing some
algebraic manipulation yields (26).
Remark 2. The bound in (26) has a finite escape time, so ‖z‖
may become unbounded unless the reverse dwell-time (RDT)
condition in (27) is satisfied. In other words, the argument of
tan (·) in (26) must be less than pi2 to ensure boundedness of
‖z‖. The following propositions and subsequent proofs detail
how the RDT condition may be satisfied.
Proposition 1. The time spent in the nth controlled region
∆tonn , t
off
n −tonn has a known positive lower bound ∆tonmin ∈
R>0 such that
min
n
∆tonn ≥ ∆tonmin > 0.
Proof: The time spent in the nth controlled region ∆tonn
can be described using the Mean Value Theorem as
∆tonn =
∆qonn
q˙ (ξonn )
, (33)
where ∆qonn , q
(
toffn
) − q (tonn ) is the length of the nth
controlled region, which is constant for all n ≥ 1 and is
smallest for n = 0 in this development, and q˙ (ξonn ) ∈ R is
the average crank velocity through the nth controlled region.
Using (5) and (6), q˙ can be upper bounded as
q˙ ≤ q˙d + (1 + α) ‖z‖ . (34)
Then, using the fact that VL monotonically decreases in the
controlled regions together with (15) and (34) allows the
average crank velocity q˙ (ξonn ) to be upper bounded as
q˙ (ξonn ) ≤ max
∀t
q˙d + (1 + α)
√
λ2
λ1
‖z (tonn )‖ . (35)
Therefore, (33) can be lower bounded using (35) as
∆tonn ≥
∆qonn
max
∀t
q˙d + (1 + α)
√
λ2
λ1
‖z (tonn )‖
. (36)
For a given ∆tonmin, (36) can be used to determine that
∆qonn
max
∀t
q˙d + (1 + α)
√
λ2
λ1
‖z (tonn )‖
≥ ∆tonmin,
which can be satisfied by selecting the desired trajectory as
max
∀t
q˙d ≤ ∆q
on
n
∆tonmin
− (1 + α)
√
λ2
λ1
‖z (tonn )‖ . (37)
The inequality in (37) provides an upper bound on the desired
velocity which guarantees that ∆tonn is greater than a given
minimum ∆tonmin.
Assumption 1. Since ∆toffn ∝ q˙
(
toffn
)−1
, there exists a
known initial velocity q˙
(
toffn
)
, denoted as the critical velocity
q˙crit ∈ R>0, which satisfies (27) for all n. This assumption
is mild in the sense that, given a desired ∆toffn , the critical
velocity can be experimentally determined for an individual
system configuration or numerically calculated for a wide
range of individual or cycle configurations.
Proposition 2. The time spent in the nth uncontrolled region
∆toffn has a known positive upper bound ∆toffmax ∈ R>0 that
satisfies
∆toffmax <
1
a3
[
2pi − 4tan−1
(
2a1
a3
√
λ2
∥∥z (toffn )∥∥
+
a2
a3
)]
∀n. (38)
Proof: The crank’s entrance into the uncontrolled re-
gion can be likened to a ballistic event, where the crank
is positioned at q
(
toffn
)
and released with initial velocity
q˙
(
toffn
)
. Therefore, specifying a desired ∆toffmax is equivalent
to requiring the crank to ballistically (i.e., only under the
influence of passive dynamics) traverse the length of the
uncontrolled region, ∆qoffn , in a sufficiently short amount of
time. The only controllable factors affecting the behavior of
the crank in the uncontrolled region are the initial conditions.
Since q
(
toffn
)
is predetermined by selection of ε, then only
the initial velocity q˙
(
toffn
)
can be used to guarantee that the
total time spent in the nth uncontrolled region is less than
∆toffmax. That is, using Assumption 1, it can be demonstrated
that (27) is satisfied provided
q˙
(
toffn
) ≥ q˙crit. (39)
Using (5) and (6), q˙ (toffn ) can be lower bounded as
q˙
(
toffn
) ≥ q˙d (toffn )− (1 + α) ∥∥z (toffn )∥∥ . (40)
Combining (39) and (40), the following sufficient condition for
the desired crank velocity at the nth off-time which guarantees
(39) can be developed:
q˙d
(
toffn
) ≥ q˙crit + (1 + α)∥∥z (toffn )∥∥ . (41)
Furthermore, (16) can be used to obtain a sufficient condition
for (41) in terms of the initial conditions of each cycle as
q˙d
(
toffn
) ≥ q˙crit+(1 + α)
√
λ2
λ1
‖z (tonn )‖ e−
γ1
2λ2
∆tonmin . (42)
Theorem 3. The closed-loop error system in (12) is ultimately
bounded in the sense that, as the number of crank cycles
approaches infinity (i.e., as n → ∞), ‖z (t)‖ converges to
a ball with constant radius d ∈ R>0.
Proof: There are three possible scenarios which describe
the behavior of VL with each cycle: (1) VL
(
z
(
tonn+1
))
<
VL (z (t
on
n )) , (2) VL
(
z
(
tonn+1
))
> VL (z (t
on
n )) , and (3)
VL
(
z
(
tonn+1
))
= VL (z (t
on
n )) . The potential decay and
growth of VL in the controlled and uncontrolled regions,
respectively, dictates which of these three behaviors will occur.
In scenario (1), the decay is greater than the growth, causing
VL to decrease with each cycle. Conversely, in scenario (2), the
growth is greater than the decay, causing VL to grow with each
cycle. Since the amount of decay or growth is proportional
to the initial conditions for each region, VL (z (tonn )) and
VL
(
z
(
toffn
))
, eventually (as n → ∞) the magnitude of
the potential decay will equal the magnitude of the potential
growth, resulting in scenario (3) and an ultimate bound on VL.
Suppose VL (z (tonn )) reaches the ultimate bound d after N
cycles. Then, VL
(
z
(
tonn+1
))
= d ∀n ≥ N − 1. Then d can
be found by considering the most conservative case where the
minimum possible decay and the maximum possible growth
are equal, i.e., by considering VL
(
z
(
tonn+1
))
= d with ∆tonn =
∆tonmin and ∆toffn = ∆toffmax for all n. Therefore, the most
conservative ultimate bound on VL can be found by solving
the following equation for d using (25) with ∆tonmin and (32)
with ∆toffmax :
d =
1
4a21
{
a3tan
[
a3
4
∆toffmax
+tan−1
(
2a1
a3
√
de−
γ1
2λ2
∆tonmin +
a2
a3
)]
− a2
}2
.
(43)
Algebraic manipulation of (43) gives a quadratic polynomial
in
√
d in the following form:
b1d+ b2
√
d+ b3 = 0, (44)
where b1, b2, b3 ∈ R are known constants defined as
b1 , −4a21tan
(a3
4
∆toffmax
)
e−
γ1
2λ2
∆tonmin ,
b2 , 2a1a3
(
1− e−
γ1
2λ2
∆tonmin
)
−2a1a2tan
(a3
4
∆toffmax
)(
1 + e−
γ1
2λ2
∆tonmin
)
,
b3 , −
(
a22 + a
2
3
)
tan
(a3
4
∆toffmax
)
.
Solving (44) for d, provided b1, b2, b3 6= 0, gives the resulting
ultimate bound on VL (z (tonn )) ∀n ≥ N :
d =
(
−b2 +
√
b22 − 4b1b3
2b1
)2
.
Additionally, the ultimate bound on VL
(
z
(
toffn
)) ∀n ≥ N
can be found by considering the minimum decay of VL
in the controlled regions after the ultimate bound has been
reached. This lower bound, denoted by d ∈ R≥0, is d ,
de−
γ1
λ2
∆tonmin . Since the bounds on VL in the controlled and
uncontrolled regions strictly decrease and increase, respec-
tively, VL (z (t)) ≤ d ∀t ≥ tonN when VL (z (tonN )) ≤ d, or,
equivalently, ∀t ≥ toffN when VL
(
z
(
toffN
))
≤ d. In other
words, if the magnitude of VL is smaller than d when the
controller is switched on or smaller than d when the controller
is switched off, then VL will henceforth remain smaller than
d. From (15), ‖z (t)‖ converges to a ball with constant radius,
i.e., ‖z (t)‖ → d as n → ∞, where d ∈ R>0 is a constant
defined as d ,
√
d/λ1.
V. EXPERIMENTAL RESULTS
An FES-cycling experiment was performed on an able-
bodied male subject age 24, height 186 cm, and weight 78
kg, with written informed consent approved by the University
of Florida Institutional Review Board. The goal of this ex-
periment was to demonstrate the tracking performance and
robustness of the controller in (11). The experiment was
ended if 90 revolutions had been completed, the control input
(pulse width) saturated at 400 microseconds, or the subject
reported significant discomfort. An able-bodied subject was
recruited for this experiment as the response of nonimpaired
subjects to electrical stimulation has been reported as similar
to the response of paraplegic subjects [31]–[34]. During the
experiment, the subject was instructed to relax and was given
no indication of the control performance.
A fixed-gear stationary recumbent cycle was equipped with
an optical encoder to measure the crank angle and custom
pedals upon which high-topped orthotic walking boots were
affixed. The purpose of the boots was to fix the rider’s feet
to the pedals, hold the ankle position at 90 deg, and maintain
sagittal alignment of the legs. The cycle has an adjustable
seat and a magnetically braked flywheel with sixteen levels of
resistance. The cycle seat position was adjusted for the comfort
of the rider, provided that the subject’s knees could not hyper-
extend while cycling. Geometric parameters of the stationary
cycle and subject were measured prior to the experiment. The
following distances were measured and used to calculate Bk
for the subject: greater trochanter to lateral femoral condyle
(thigh length), lateral femoral condyle to pedal axis (effective
shank length), and the horizontal and vertical distance from
the greater trochanter to the cycle crank axis (seat position).
The distance between the pedal axis and the cycle crank axis
(pedal length) was also measured. Electrodes were then placed
on the anterior distal-medial and proximal-lateral portions of
the subject’s left and right thighs.
A current-controlled stimulator (RehaStim, Hasomed,
GmbH, Germany) was used to stimulate the subject’s quadri-
ceps femoris muscle groups through bipolar self-adhesive
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Figure 2. Tracking performance and input of the switched FES-cycling
controller.
3” × 5” PALS® Platinum oval electrodes (provided by Ax-
elgaard Manufacturing Co.). A personal computer equipped
with data acquisition hardware and software was used to read
the encoder signal, calculate the control input, and command
the stimulator. Stimulation was conducted at a frequency of
40 Hz with a constant amplitude of 100 mA and a variable
pulsewidth dictated by the controller in (11).
The desired crank position and velocity were given in
radians and radians per second, respectively, as
qd , 3.665 (t− ton0 )− q˙d + qon0 , (45)
q˙d , 3.665 [1− exp (ton0 − t)] . (46)
The trajectories in (45) and (46) ensured that the desired
velocity started at 0 rpm and exponentially approached 35
rpm. The following control gains were found to be effective
in preliminary testing and were used for the experiment:
α = 7, k1 = 10, k2 = 0.1, k3 = 0.1, k4 = 0.1.
The stimulation region was determined by defining ε ,
1
2max (|Bsk|) = 0.2739 for the subject.
Fig. 2 depicts the resulting crank position tracking error e1,
cadence tracking error e˙1, and switched control input us from
the experiment. Note that the error is ultimately bounded and
that the control input switches between muscle groups without
overlap according to the stimulation regions defined in (2). Fig.
3 illustrates the switching behavior of the control input in (3)
VI. CONCLUSION
An FES-cycling stimulation pattern for the human quadri-
ceps femoris muscle groups is derived from torque transfer
ratios which define the effectiveness of knee torques at pro-
ducing positive torque about a stationary cycle’s crank. The
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Figure 3. Switched control input us over a subset of the total experiment
runtime illustrating the switching behavior of the controller.
design of the stimulation pattern allows for arbitrary resizing
of the stimulation regions through choice of the constant ε,
provided they have nonzero length and do not contain the
cycling dead points. The results of [8] suggest that ε should
be made as large as possible to minimize the stimulation region
while maximizing stimulation intensity for optimal metabolic
efficiency.
Since the controller switches between muscle groups based
on the state-dependent stimulation pattern and there exist
regions where no control is applied, the resulting system is a
switched system with autonomous state-dependent switching
which must satisfy a reverse dwell-time condition (RDT). The
nonlinear nature of the system along with parametric uncer-
tainty and the presence of an unknown bounded disturbance
make the RDT condition uncertain, so a switched sliding-mode
controller is designed and Lyapunov methods for switched
systems are utilized to develop sufficient conditions on the
control gains and the desired trajectory which ensure the RDT
condition is satisfied. Specifically, if the desired trajectory is
designed to satisfy (37) and (42), then (27) is satisfied and the
result of Theorem 3 follows. Note that (42) only restricts the
desired trajectory at the off-times, giving freedom to design
the desired trajectory everywhere else, provided qd and q˙d are
continuously differentiable and that the maximum value of q˙d
satisfies (37).
The switched controller guarantees ultimately bounded
tracking in the sense that the norm of the error vector, ‖z (t)‖ ,
converges to a ball of constant radius d, and experimental
results are provided which demonstrate the performance of
the controller. The size of the ultimate bound depends on
ε, the control gains, and the system parameters. The stimu-
lation pattern and switched controller may enable improved
efficiency and power output in FES-cycling systems. Future
work will focus on further experimental verification of this
control strategy, its effect on efficiency and power output, and
stimulation of additional muscle groups.
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