Introduction
The goal of learning theory (and a goal in some other contexts as well) is to find an approximation of a function f ρ : X → Y known only through a set of pairs z = (x i , y i ) m i=1 drawn from an unknown probability measure ρ on X ×Y ( f ρ is the "regression function" of ρ).
An approach championed by Poggio (see, e.g., [5] ) with ideas going back to Ivanov [7] and Tikhonov [13] is to minimize
where A is an operator and L 2 ρ (X ) is the Hilbert space of square integrable functions on X with measure ρ X on X defined via ρ. See [4] (in the sequel denoted
RKHS and Regularization Parameters
Let X be a compact domain or a manifold in Euclidean space and let Y = R (one can extend all that follows to Y = R k with k ∈ N). Let ρ be a Borel probability measure on Z = X × Y .
For every x ∈ X , let ρ(y | x) be the conditional (with respect to x) probability measure on Y and let ρ X be the marginal probability measure on X , i.e., the measure on X defined by ρ X (S) = ρ(π −1 (S)) where π : X ×Y → X is the projection. Notice that ρ, ρ(y | x), and ρ X are related as follows. For every integrable function * Corrections to [CS]:
(1) A regularity hypothesis on measure ρ X on X requiring every open set on X to have positive measure is needed for our extension of Mercer Theorem and its applications. This is a mild hypothesis since open sets with zero measure can be deleted from X with no harm. (2) In connection with the matrices associated to a Mercer kernel, the "positive definite" condition should be relaxed to "positive semidefinite."
This "breaking" of ρ into the measures ρ(y | x) and ρ X corresponds to looking at Z as a product of an input domain X and an output set Y .
The function f ρ is called the regression function of ρ. For each x ∈ X , f ρ (x) is the average of the y coordinate of {x}×Y .
In what follows we assume that f ρ ∈ L 2 ρ (X ) is bounded. We also assume that
is finite. Note that this implies that
almost surely. Recall, f denotes, unless otherwise specified, the norm of f in L 2 ρ (X ). Let K be a Mercer kernel. That is, K : X ×X → R is continuous, symmetric, and K is positive semidefinite, i.e., for all finite sets {x 1 , . . . ,
which is well-defined, positive, and compact. In addition, there exists a Hilbert space H K of continuous functions on X (called reproducing kernel Hilbert space, RKHS for short) associated to K and X and independent of ρ such that the linear map L
Thus, we have the following diagram: where we write L K ,C to emphasize that the target is C(X ) and I K denotes the inclusion. If K is C ∞ then I K is compact. In the sequel, K denotes a C ∞ Mercer kernel, and
For γ > 0, let (γ ) and z (γ ) be the problems, respectively,
Theorem 1.
For all γ > 0, the minimizers f γ and f γ,z of (γ ) and z (γ ), respectively, exist and are unique. In addition,
where a = (a 1 , . . . , a m ) is the unique solution of the well-posed linear system in R m ,
Proof. See Propositions 7 and 8 and Theorem 2 in Chapter III of [CS] and its references, and [5] and its references.
Estimating the Confidence
and, given a sample z ∈ Z m , its empirical error
Note that from the equality E(
We will call the first term in the right-hand side, the sample error (this use of this expression slightly differs from the one in [CS] ) and the second, the approximation error. Note that the sample error is a random variable on the space Z m . In this section we will bound the confidence for the sample error to be small enough. The main result is Theorem 2 below.
For
Notice that this is a compact subset of C(X ) so that, for every η, the covering number
is finite. Also, let
The idea toward the proof of Theorem 2 is to write
from which it follows that
We first (see Proposition 1 below), bound (with high confidence) the first and last terms in the sum above. Toward this end, we give bounds on f γ K , f γ,z K , f γ ∞ , and f γ,z ∞ .
Lemma 1.
For all γ > 0,
and, therefore,
Lemma 2. For all γ > 0,
where a and y refer to the Euclidean norm in R m . Therefore 
Proof. By Theorem 2 in Chapter III of [CS], I K
≤ √ C K .
Remark 1.
Note that for all γ > 0, r γ ≥ R γ .
Proposition 1. For all
Proof. We use Theorem B of [CS], but proved with Hoeffding's inequality instead of Bernstein's. This yields, for a compact subset H of C(X ) such that | f (x) − y| ≤ M almost everywhere for all f ∈ H, the uniform estimate
For (i), use this estimate applied to H = H(R γ ), and
and note that
A similar proof, now with H = H(r γ ), and
yields (ii).
We now proceed with the middle term
In what follows, for f : X → R and x ∈ X m , we denote by
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Proof of Theorem 2. Recall,
The first and last terms are each bounded by ε with probabilities at least
by Proposition 1 and the fact that r γ ≥ R γ . For the middle term note that
Now apply Proposition 2 to bound this term by 2ε with probability at least
and the conclusion follows by noting that 2C
and by replacing ε by ε/4.
It only remains to prove Proposition 2. Toward this end, recall, Hoeffding's inequality states that if ξ is a random variable on a probability space Z bounded almost everywhere by M with mean µ, then
Lemma 3. For all γ, ε > 0 and all t
Proof. Consider the random variable
It is almost everywhere bounded by (1/γ )C K M ρ . Its mean is 0 since, by Fubini's theorem,
and the inner integral is 0 by definition of f ρ . Now apply Hoeffding's inequality.
Lemma 4.
For all γ, ε > 0 and all t ∈ X ,
Proof. By Theorem 1,
The function inside the last integral can thus be considered a random variable on X with mean f γ (t). It is bounded by
Again, apply Hoeffding's inequality.
Proof. From Lemmas 3 and 4 it follows that, with a probability at least Note that, since
the confidence above is at least
Applying this to t = x 1 , . . . , x m and writing the m resulting inequalities in matrix form we obtain that, with confidence at least the one in the statement,
Lemma 6. For all γ, ε > 0,
Proof. In Proposition 8, Chapter III of [CS] it is shown that
Applying this equality for t = x 1 , . . . , x m and writing the resulting m equalities in matrix form we obtain
from which the statement follows.
Proof of Proposition 2. From Lemmas 5 and 6 it follows that
with the stated confidence. The result now follows since K [x]/γ m is positive definite and therefore (Id
Estimating the Sample Error
The expression |E( f γ )−E( f γ,z )| is called the sample error (of f γ,z ). In the previous section we estimated the confidence of obtaining a small sample error when the sample size m and an error bound ε are given. In this section we will fix a confidence 1 − δ and a sample size m and obtain bounds for the sample error. 
