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Resumo
A ana´lise da seguranc¸a de processos industriais e´ feita primariamente com ferramentas
como HAZOP e Ana´lise de A´rvore de Falhas. Esses me´todos exigem conhecimentos de
diversas a´reas e contam com a participac¸a˜o de engenheiros e outros profissionais na ela-
borac¸a˜o de documentos que descrevem cena´rios de desastre e planos de contingeˆncia. A
modelagem e simulac¸a˜o de processos poderia ser usada nesse sentido para auxiliar na
determinac¸a˜o de condic¸o˜es operacionais que levariam ao desastre. Pore´m, explorar todo o
espac¸o de estados do modelo de um processo em busca destes cena´rios e´ custoso, e frequen-
temente invia´vel, em termos de tempo computacional, pois os cena´rios a considerar sa˜o,
usualmente, infinitos. Para resolver problemas explorato´rios semelhantes, cientistas da
computac¸a˜o desenvolveram me´todos para deduzir se modelos de sistemas f´ısicos atendem
ou na˜o certas propriedades (um programa nunca pode travar ou um processador nunca
pode errar os ca´lculos, por exemplo). Esse conjunto de me´todos, chamado de verificac¸a˜o
formal, em geral exige modelos que os engenheiros qu´ımicos na˜o esta˜o acostumados a tra-
balhar, como as ma´quinas de estados finitos. Assim, o presente trabalho teve por objetivo
o desenvolvimento de um me´todo para modelagem de processos qu´ımicos como ma´quinas
de estados finitos para que estes modelos pudessem ser utilizados em verificac¸a˜o formal.
O me´todo extrai informac¸o˜es sobre a dinaˆmica do processo e constro´i automaticamente
as ma´quinas. O me´todo foi aplicado em um estudo de caso de um reator CSTR com
mu´ltiplos estados estaciona´rios, onde o modelo resultante foi verificado a fim de descobrir
rotas de partida do equipamento e alcanc¸abilidade dos estados estaciona´rios em termos
das varia´veis operacionais dispon´ıveis. A te´cnica se mostrou eficaz e flex´ıvel o suficiente
para construir a ma´quina a partir de diferentes fontes de informac¸a˜o da dinaˆmica do
processo, inclusive, em princ´ıpio, de simuladores de processos.
Palavras-chave: Verificac¸a˜o formal, dinaˆmica de processos, detecc¸a˜o de falhas.
Abstract
HAZOP and Fault Tree Analysis are generally used as tools for industrial safety analysis
and they usually require knowledge from several different areas. Engineers and other
professionals use those tools to develop documents describing hazard scenarios and con-
tingency plans. Process modelling and simulation could help during the elaboration of
this documentation by indicating operational conditions with potential to disaster. Howe-
ver, exhaustive exploration of the model state space to search for these scenarios is very
time consuming, and frequently impracticable, because the considered scenarios are, usu-
ally, infinite. To solve similar exploratory problems, computer scientists developed several
methods to prove if models of physical systems meet some specifications (e.g. a software
must not have deadlock or a CPU must not miss any operation). These methods, called
formal verification, sometimes require models that chemical engineers do not usually deal
with, like finite state machines. This work aimed at the development of a method to
model chemical processes as finite state machines for formal verification purposes. The
method extracts information about the system’s dynamics and builds automatically the
machines. The technique was applied on a case study of a multiple steady state CSTR,
where the finite state model was verified in order to find viable startup strategies and
analyze reachability of stable steady states with the available operational variables. It
was demonstrated that the method is effective and flexible enough to build the machi-
nes from serveral different sources of information of the process dynamics, including, in
principal, from process simulators.
Keywords: Formal verification, process dynamics, fault detection.
Nomenclatura
Varia´veis
A A´rea
a Abertura da va´lvula
C Concentrac¸a˜o
cp Calor espec´ıfico
cv Coeficiente da va´lvula
h Nı´vel
Mh Massa da haste da va´lvula
n Nu´mero macroestados de uma varia´vel
n∗ Nu´mero de microestados da varia´vel
Q Vaza˜o volume´trica
Qh Taxa de transfereˆncia de calor
r Raio da part´ıcula ou taxa de reac¸a˜o
T Temperatura
t Tempo
V Volume
U Coeficiente global de transfereˆncia de calor
y Estado do sistema (vetor)
∆y˜∗ Salto do microestado de y
∆Hr Entalpia de reac¸a˜o
S´ımbolos
M Ma´quina de estados
Mδ Ma´quina de estados que modela um microestado
Mpi Ma´quina de estados que modela um macroestado
Re Parte real de um nu´mero complexo
b e Arredondamento para inteiro mais pro´ximo
b c Arredondamento para baixo
x mod y Resto da divisa˜o x/y
? Recepc¸a˜o de mensagem
! Envio de mensagem
ρ Massa espec´ıfica
λ Autovalor
Sobrescritos
˜ Varia´vel codificada (ou operac¸a˜o de codificac¸a˜o) para nu´meros inteiros
Subscritos
* Microestado da varia´vel
0 Alimentac¸a˜o
r Fluido refrigerante
Abreviaturas
AAF Ana´lise de A´rvore de Falhas
CLP Controlador Lo´gico Programa´vel
CSTR Continous stirred tank reactor
CTL Computation Tree Logic
EDO Equac¸a˜o Diferencial Ordina´ria
EDP Equac¸a˜o Diferencial Parcial
HAZOP Hazard and Operability Studies
LAC Lo´gica da a´rvore de computac¸a˜o
LTL Linear Temporal Logic
MEF Ma´quina de estados finitos
MTL Metric Temporal Logic
OBDD Ordered Binary Decision Diagrams
PCTL Probabilistic Computation Tree Logic
PRISM Probabilistic Symbolic Model Checker
SMV Symbolic Moldel Verifier
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Introduc¸a˜o
1.1 Motivac¸a˜o
A operac¸a˜o adequada de processos qu´ımicos depende de inu´meros fatores, como o fun-
cionamento correto dos equipamentos, estrutura de controle eficaz (quando necessa´ria) e
operadores devidamente preparados. Entretanto, a interac¸a˜o entre essas diferentes partes
que constituem o sistema qu´ımico pode ser consideravelmente complexa e dif´ıcil de ser
prevista na etapa de projeto, principalmente ao se considerar ana´lises de seguranc¸a ou
dimensionamento de sistemas robustos.
O projeto de um sistema qu´ımico robusto leva em conta incertezas e poss´ıveis desvios
do processo em relac¸a˜o a` operac¸a˜o normal(1), de forma que a compensac¸a˜o dos desvios
permite o produto final atingir as especificac¸o˜es ou pelo menos manter o sistema seguro
para os operadores. Tais sistemas devem considerar diferentes fontes de perturbac¸o˜es ou
ate´ falhas operacionais.
Em termos de seguranc¸a, algumas metodologias podem ser empregadas para avaliar
os processos qu´ımicos, como a metodologia HAZOP (Hazard and Operability Studies) e
Ana´lise de A´rvore de Falhas (AAF). Ambos teˆm como resultado uma lista das sequeˆncias
de eventos que podem resultar em acidentes, danos ambientais ou desligamentos inde-
sejados do processo (2). Conhecendo as sequeˆncias de eventos e´ poss´ıvel preparar os
operadores para situac¸o˜es adversas e elaborar procedimentos emergenciais em func¸a˜o de
acidentes.
Os engenheiros qu´ımicos tambe´m podem lanc¸ar ma˜o de simulac¸o˜es para avaliar o
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funcionamento de sistemas qu´ımicos. Com um modelo do sistema, pode-se testar faixas
de operac¸a˜o das varia´veis e reproduzir poss´ıveis condic¸o˜es operacionais a fim de predizer
o comportamento do processo. Pore´m, uma vasta quantidade de condic¸o˜es operacionais
na˜o pode ser avaliada e um dos fatores limitantes e´ o tempo computacional, visto que
dependendo da quantidade de varia´veis de entrada no sistema, uma explosa˜o combinatorial
tornaria a avaliac¸a˜o de todos os casos impratica´vel para ser feita manualmente.
A`s vezes, casos simples levantam problemas inesperados na pra´tica, como a situac¸a˜o
exemplificada na Figura 1.1: um sistema automa´tico de enchimento de recipientes com-
posto por um sensor de vaza˜o e uma va´lvula soleno´ide. Se esse sistema for programado
para encher uma quantidade de fluido nos tanques ao pressionar o bota˜o Quantidade e
iniciar o processo de enchimento em resposta ao pressionamento do bota˜o Inicia, o que
aconteceria se os dois boto˜es fossem pressionados simultaneamente? Como a programac¸a˜o
reagiria a essa situac¸a˜o?
Quantidade
(B1) (B2)
Inicia
FLUIDO
SENSOR
INDUTIVO
(P)
VÁLVULA
SOLENÓIDE
(V)
{SENSORDE VAZÃO
Figura 1.1: Sistema de enchimento automa´tico de recipientes.
Problemas desse tipo sa˜o encontrados em praticamente todas as engenharias, pois,
idealmente, todo projeto de engenharia deveria ser razoavelmente robusto, mas nem todo
projeto pode ser simulado para todas as poss´ıveis condic¸o˜es operacionais.
A cieˆncia (e engenharia) da computac¸a˜o, na contrama˜o das outras engenharias, de-
senvolveram me´todos matema´ticos sofisticados para avaliar se o projeto de um hardware
ou um software satisfaz determinados comportamentos desejados (propriedades). Dentro
dos me´todos matema´ticos, a verificac¸a˜o formal engloba uma se´rie de metodologias para
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provar matematicamente que um sistema viola ou na˜o propriedades especificadas pelo
projetista.
Dentre as ramificac¸o˜es da verificac¸a˜o formal existe a verificac¸a˜o de modelos, utilizada
para fazer verificac¸a˜o de software1 de forma automa´tica, testando “todos” os poss´ıveis
cena´rios que o programa pode ser submetido durante seu uso. Quando um verificador
de modelos encontra uma falha em um programa, ele encerra a verificac¸a˜o e avisa ao
programador a sequeˆncia de eventos que levaram o programa a violar a propriedade lo´gica
especificada, um contraexemplo. Dessa forma, o programador pode reprojetar o software
para que ele na˜o viole mais a propriedade.
O que a verificac¸a˜o de modelos proporcionou aos engenheiros da computac¸a˜o e pro-
gramadores de uma forma geral, foi um aux´ılio na detecc¸a˜o de falhas na etapa de projeto,
pois o engenheiro e´ alertado a modifica´-lo sempre que uma falha e´ encontrada. Tal aux´ılio
teria grande valor se aplicado a` engenharia qu´ımica, pois permitiria o projeto de sistemas
qu´ımicos que na˜o violassem propriedades especificadas pelo engenheiro como “um tanque
nunca deve vazar” ou “mesmo com uma sequeˆncia de falhas de va´lvulas da planta, a
temperatura de ignic¸a˜o do reator nunca deve ser atingida”, por exemplo, e orientaria o
projeto na direc¸a˜o de um sistema “livre” de falhas.
Uma inconvenieˆncia da verificac¸a˜o de modelos que dificulta sua aplicac¸a˜o na enge-
nharia qu´ımica e´ que, para a maioria dos verificadores, os sistemas devem ser modelados
como Ma´quinas de Estados Finitos (MEF). A modelagem com MEFs considera que o sis-
tema assume estados discretos e que certos eventos provocam a transic¸a˜o entre os estados
(3). Em muitas situac¸o˜es, esses modelos sa˜o essencialmente qualitativos e na˜o descrevem
explicitamente o tempo.
Dado que os modelos usuais de processos qu´ımicos sa˜o normalmente quantitativos e
cont´ınuos (descritos por equac¸o˜es diferenciais e/ou alge´bricas) a mudanc¸a de paradigma
de modelagem tem sido uma dificuldade para o emprego da verificac¸a˜o de modelos nas
engenharias, especialmente a qu´ımica.
Diante desta dificuldade, o presente trabalho tem por objetivo a demonstrac¸a˜o de
uma metodologia para construc¸a˜o automa´tica de modelos na forma de ma´quinas de es-
tados finitos, especificamente para fins de verificac¸a˜o formal, a partir da compilac¸a˜o do
conhecimento da dinaˆmica do processo e independente da natureza da fonte de conheci-
1O verificador de modelos checa o modelo matema´tico de um programa (neste texto os termos
software e programa sa˜o usados de forma indistinta).
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mento (equac¸o˜es diferenciais, dados reais da planta, conhecimento dos operadores, etc).
Se a fonte de conhecimento dispuser de informac¸o˜es suficientes, a ma´quina de estados
resultante imitara´ a dinaˆmica do processo que se deseja modelar. Para contextualizar a
principal contribuic¸a˜o deste trabalho, a Figura 1.2 destaca como essa metodologia pode
facilitar o uso da verificac¸a˜o formal a partir, por exemplo, de equac¸o˜es diferenciais como
fonte de conhecimento da dinaˆmica do processo.
✔�
PROCESSO VIOLA
ESPECIFICAÇÕES? ESPECIFICAÇÃO
T>50°C
T<80°C
reator:
VERIFICADOR
DE MODELOS
Com verificação 
formal pode-se 
descobrir potenciais
falhas no projeto de 
processos industriais!
PROCESSO
INDUSTRIAL
�
f(x)
EQUAÇÕES DIFERENCIAIS
EQUAÇÕES ALGÉBRICAS
MÁQUINA DE
ESTADOS
MODELOS DO PROCESSO
APLICAÇÕES TÍPICAS
Na eng. química estes
são os tipos mais
comuns de modelos
Poucos trabalhos modelam
processos industriais como
máquinas de estados
(os modelos são discretos
e a construção difĩcil)
Pode-se transformar EDOs em máquinas de 
estados, mas os procedimentos são difíceis. 
O presente trabalho mostra 
como transformar conhecimento 
sobre a dinâmica de processos (não
apenas EDOs) em máquinas 
de estados
finitos!
SIMULAÇÃO PROJETO OTIMIZAÇÃO
VERIFICAÇÃO FORMAL
VERIFICAÇÃO
FORMAL
PV = nRT
Para fazer verificação
é necessário especificar
como o processo deve 
se comportar
Um verificador busca 
exaustivamente na máquina 
de estados uma situação 
que viole a especificação
Se alguma condição operacional
violar a especificação, o verificador
revela o passo-a-passo de
como o processo chegaria
nessa situação
E DEPOIS?
�
CORREÇÃO
DO ERRO
MAIOR CONFIANÇA
NO PROJETO
Se uma falha for 
encontrada o 
engenheiro pode
alterar o projeto e 
corrigir o erro
Se o projeto não
violar a especificação,
haverá maior confiança 
sobre sua operação
Figura 1.2: Aplicac¸a˜o da verificac¸a˜o formal na inspec¸a˜o de falhas na etapa de projeto do
processo.
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1.2 Objetivos
Neste trabalho, teve-se como objetivo geral o desenvolvimento de uma metodologia de
conversa˜o de modelos (fontes de conhecimento) da dinaˆmica de processos qu´ımicos para
ma´quinas de estados estendidos visando o uso em verificac¸a˜o formal.
Durante a execuc¸a˜o do trabalho, objetivos espec´ıficos foram estabelecidos a fim de
cumprir o objetivo geral. Dentre eles:
• Escolha da abordagem e da ferramenta de verificac¸a˜o formal adequada para a en-
genharia de processos
• Estabelecimento de metodologia para traduc¸a˜o dos modelos para ma´quinas de es-
tados estendidos
• Implementac¸a˜o da metodologia em linguagem Matlab para construc¸a˜o das ma´quinas
a partir de modelos escritos em m-files
• Aplicac¸a˜o da metodologia em estudos de caso para avaliar a capacidade de conversa˜o
da metodologia
• Ana´lise de um estudo de caso em verificac¸a˜o formal para avaliac¸a˜o do desempenho
dos modelos constru´ıdos
1.3 Estrutura do trabalho
O presente trabalho foi dividido em 5 cap´ıtulos cujo conteu´do e´ resumidamente descrito
a seguir.
Cap´ıtulo 2 Apresenta a teoria por tra´s da verificac¸a˜o formal e verificac¸a˜o de modelos,
lo´gica temporal, ma´quinas de estados e aplicac¸o˜es desses me´todos e modelos em
diversas a´reas, inclusive na engenharia qu´ımica.
Cap´ıtulo 3 Neste cap´ıtulo e´ introduzido o conceito do me´todo δpi para construc¸a˜o au-
toma´tica de ma´quinas estendidas a partir de equac¸o˜es diferenciais e/ou outras fontes
de conhecimento da dinaˆmica do processo.
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Cap´ıtulo 4 O me´todo δpi foi empregado para modelar um reator com mu´ltiplos estados
estaciona´rios e diversas propriedades foram utilizadas para verificar o comporta-
mento dinaˆmico do reator. Este cap´ıtulo tambe´m possui uma breve introduc¸a˜o a`
teoria de multiplicidade de estados estaciona´rios.
Cap´ıtulo 5 Conte´m as concluso˜es do trabalho e perspectivas futuras em relac¸a˜o ao
me´todo e verificac¸a˜o formal na engenharia qu´ımica.
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2cap´ıt
u
lo
Fundamentac¸a˜o teo´rica
Para compreender o desenvolvimento do me´todo δpi para s´ıntese de ma´quinas de estados e´
necessa´rio entender os fundamentos da verificac¸a˜o de modelos. Este me´todo de verificac¸a˜o
formal foi empregado juntamente com a lo´gical temporal CTL e ma´quinas estendidas
para especificar e modelar, respectivamente, os processos industriais. Neste cap´ıtulo, sa˜o
introduzidos os conceitos ba´sicos e alguns exemplos, quando poss´ıvel, direcionados para
a engenharia qu´ımica.
2.1 Ma´quinas de estados finitos
Grande parte dos verificadores de modelos utilizam Ma´quinas de Estados Finitos (MEF),
ou autoˆmatos finitos, para modelar o sistema que se quer provar correto. Essa classe de
modelos e´ pouco conhecida na engenharia qu´ımica, mas foi a base da modelagem deste
trabalho.
Como o pro´prio nome ja´ diz, ma´quinas de estados finitos representam os estados
discretos e finitos de um determinado sistema. Apesar do autoˆmato possuir finitos estados,
sua execuc¸a˜o pode ser infinita, ou seja, ele pode transitar entre os estados indefinidamente.
A Figura 2.1 ilustra um diagrama de estados de uma MEF: os estados discretos do
sistema sa˜o representados por c´ırculos, as transic¸o˜es entre os estados sa˜o representadas
por setas, o estado inicial (por onde a ma´quina comec¸a sua execuc¸a˜o) e´ representado
por uma seta sem origem chegando a esse estado e, finalmente, o estado de aceitac¸a˜o e´
representado por um c´ırculo duplo.
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A ma´quina deste exemplo pode receber uma cadeia de entradas (varia´veis de entrada)
formada por 0 e 1, que e´ processada e fornece uma sa´ıda do tipo “aceita” ou “rejeita” (4).
Se a ma´quina receber uma cadeia de entrada 0101 ela se comportara´ da seguinte maneira:
s1
s2
s3
s4
1 0
0
1
0
0
1 1
Figura 2.1: Exemplo de autoˆmato finito com 4 estados.
1. Comec¸a no estado s1
2. Recebe 0 e permanece em s1
3. Recebe 1 e efetua transic¸a˜o para s2
4. Recebe 0 e efetua transic¸a˜o para s3
5. Recebe 1 e efetua transic¸a˜o para s2
Como o estado final da cadeia de entrada e´ s2 isso significa que a ma´quina aceita a
entrada (s2 e´ o estado de aceitac¸a˜o). Se a cadeia terminasse em s3 a ma´quina rejeitaria
a cadeia de entrada. Essa e´ uma forma cla´ssica de representar reconhecimento de lingua-
gens na a´rea da computac¸a˜o. A entrada seria um fragmento de linguagem e a ma´quina
reconhece, ou na˜o, aquela entrada como um fragmento da linguagem.
Nem toda ma´quina de estados e´ usada para reconhecimento de linguagem, portanto,
o estado de aceitac¸a˜o pode ou na˜o existir e dependendo da aplicac¸a˜o, a ma´quina pode
incorporar outras caracter´ısticas, como manipulac¸a˜o de varia´veis de estado inteiras ou
informac¸o˜es de probabilidades. De fato, neste trabalho as ma´quinas na˜o possuira˜o esta-
dos de aceitac¸a˜o, mas outras informac¸o˜es de maior interesse na modelagem de processos
qu´ımicos.
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Outra observac¸a˜o importante acerca dos autoˆmatos finitos e´ que nem sempre eles mo-
delam o tempo de forma expl´ıcita. Por isso, na˜o e´ poss´ıvel extrair informac¸o˜es sobre o
tempo que o sistema da Figura 2.1 leva para sair do estado q1 ate´ o estado final. Autoˆmatos
finitos mais simples focam na descric¸a˜o dos estados do sistema e dos eventos que provo-
cam as transic¸o˜es, portanto, sa˜o modelos essencialmente qualitativos. Entretanto, outras
classes de modelos mais complexas podem incorporar a informac¸a˜o de tempo, como sera´
mostrado mais a` frente.
Sistemas encontrados na engenharia qu´ımica podem ser modelados como autoˆmatos
finitos, pore´m raramente o sa˜o, visto estes sistemas sa˜o em geral descritos por meio de
equac¸o˜es diferenciais, equac¸o˜es alge´bricas, entre outros modelos cont´ınuos. Pore´m, a mu-
danc¸a de paradigma de modelagem e´ essencial para se utilizar das te´cnicas ja´ estabelecidas
de verificac¸a˜o de modelos.
2.1.1 Definic¸a˜o matema´tica
Existem diversas definic¸o˜es matema´ticas para as ma´quinas de estados, dependendo do
tipo de informac¸a˜o agregada a ela. Uma definic¸a˜o simples, sem estados de aceitac¸a˜o,
de acordo com Schnoebelen et al(5) e´ que dado um conjunto de proposic¸o˜es atoˆmicas
A = {P1,P2, . . .}1, uma ma´quina de estados finitos pode ser definida como uma estrutura
M = (S,E,T,L,s0), assumindo-se
• S e´ um conjunto finito de estados;
• E e´ um conjunto finito de ro´tulos de transic¸o˜es;
• T ⊆ S × E × S e´ um conjunto de transic¸o˜es;
• L e´ um mapeamento que associa cada estado de S ao conjunto finito de proposic¸o˜es
atoˆmicas, A va´lidas nesse estado;
• s0 ∈ S e´ o estado inicial da ma´quina.
O uso de proposic¸o˜es atoˆmicas na˜o e´ obrigato´rio, mas e´ uma forma de descrever os
estados da ma´quina. No me´todo para construc¸a˜o de ma´quinas de estados apresentado
1Proposic¸o˜es atoˆmicas sa˜o sentenc¸as declarativas que podem ser verdadeiras ou falsas e, no contexto
das ma´quinas de estados, elas definem o que esta´ acontecendo em um determinado estado. A sec¸a˜o 2.2
conte´m exemplos de proposic¸o˜es atoˆmicas.
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neste trabalho, na˜o foi necessa´rio o uso de proposic¸o˜es atoˆmicas, visto que as informac¸o˜es
processadas pelas ma´quinas sa˜o nume´ricas, mas elas foram usadas na construc¸a˜o das
propriedades do sistema (como o sistema deve se comportar) e por isso foram discutidas
na sec¸a˜o de lo´gica temporal.
Por fim, os ro´tulos das transic¸o˜es indicam os eventos responsa´veis pela transic¸a˜o da
ma´quina entre os estados.
Para exemplificar a definic¸a˜o matema´tica apresentada, retoma-se a Figura 1.1, um
sistema de enchimento de recipientes composto por va´lvula solenoide, sensor de vaza˜o e
alguns boto˜es de comando.
Quantidade
(B1) (B2)
Inicia
FLUIDO
SENSOR
INDUTIVO
(P)
VÁLVULA
SOLENÓIDE
(V)
{SENSORDE VAZÃO
Figura 1.1: Sistema de enchimento automa´tico de recipientes.
O sensor de vaza˜o e´ composto por uma turbina, que ao completar uma volta envia um
pulso para o sensor indutivo contabilizar a passagem de 0,1 `. O bota˜o B1 e´ usado para
programar a quantidade de fluido a ser colocada no recipiente: 100, 200 ou 300 `, que
equivale, respectivamente, a` contagem de 1000, 2000 e 3000 pulsos do sensor indutivo. A
programac¸a˜o e´ feita pressionando-se o bota˜o B1 uma vez para 100 `, duas vezes para 200 `
e treˆs vezes para 300 `. Se o bota˜o for pressionado quatro vezes o sistema reinicia e zera a
quantidade de fluido a ser despejada no recipiente. Finalmente, depois de pressionar B1
e selecionar a quantidade de fluido, o enchimento inicia ao pressionar-se o bota˜o B2. Um
contador interno do sistema contabiliza os pulsos e fecha a va´lvula quando a quantidade
programada de fluido passar pela turbina.
A respectiva ma´quina de estados esta´ ilustrada na Figura 2.3, a qual modela um
comportamento simplificado do sistema.
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s1
{N}
s2
{N}
s3
{N}
s4
{N}
s7
{F}
s6
{F}
s5
{F}
B1
B1
B1
B1
C
B2
C
C
B2
B2
Figura 2.3: Estados discretos do sistema da Figura 1.1.
Este autoˆmato pode ser definido formalmente como:
S = {s1,s2,s3, s4, s5, s6, s7} ;
E = {B1,B2,C} ;
s0 = {s1} ;
L = {(s1, {N}), (s2, {N}), (s3, {N}), (s4, {N}), (s5, {F}),(s6, {F}),(s7, {F})}
T = {(s1,B1,s2), (s2,B1,s3), (s2,B2,s7), (s3,B2,s6),(s3,B1,s4),(s4,B1,s1),
(s4,B2,s5),(s5,C,s6), (s6,C,s7),(s7,C,s1)} .
onde as proposic¸o˜es atoˆmicas possuem as seguintes definic¸o˜es:
F : “Recipiente esta´ sendo enchido (a va´lvula esta´ aberta)”
N : “Recipiente na˜o esta´ sendo enchido (a va´lvula esta´ fechada)”
e os eventos:
B1 : “Bota˜o B1 pressionado”
B2 : “Bota˜o B2 pressionado”
C : “Contador contabilizou 1000 pulsos adicionais do sensor indutivo”
Nos estados s1, s2, s3 e s4 e´ va´lida a proposic¸a˜o N , ou seja, nesses estados a va´lvula
esta´ fechada e o recipiente na˜o esta´ sendo enchido. Esses estados fazem parte da etapa
de programac¸a˜o do sistema. Os estados s5, s6 e s7, por sua vez, possuem a proposic¸a˜o
F , indicando enchimento do recipiente e sa˜o ativados quando o evento B2 ocorre. Pode-
se usar ainda a notac¸a˜o L (s2) = {N}, para indicar a proposic¸a˜o atoˆmica va´lida para o
estado s2.
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A MEF definida para este exemplo e´ uma abstrac¸a˜o do comportamento real do sistema,
que pode ou na˜o representar todas as poss´ıveis respostas do sistema. Por exemplo, o
sistema real poderia interromper o enchimento ao pressionar o bota˜o B1 (e retornar para
o estado s1) ou permitir enchimento manual enquanto o sistema estivesse no estado s1
e o bota˜o B2 fosse mantido pressionado. Esses comportamentos na˜o sa˜o contemplados
pelo modelo apresentado, mas essas situac¸o˜es poderiam ser de interesse de investigac¸a˜o
para verificac¸a˜o formal, assim, o modelo pode ser refinado ou simplificado dependendo
das necessidades.
Finalmente, um autoˆmato finito nem sempre precisa responder a todas as entradas.
Por exemplo, se o sistema esta´ no estado s5 a MEF na˜o responde a uma entrada B1 ou
B2. Ela tambe´m na˜o responde a entradas simultaˆneas, como B1 ∧ B2 quando se encontra
no estado s3, apenas uma entrada por vez. Essa e´ uma definic¸a˜o que sera´ usada neste
trabalho, ou seja, se uma dada entrada na˜o corresponde a uma transic¸a˜o em um
dado estado, essa entrada e´ ignorada.
2.1.2 Execuc¸o˜es de um autoˆmato
A execuc¸a˜o de uma ma´quina de estados finitos e´ uma sequeˆncia de estados que descreve
uma poss´ıvel evoluc¸a˜o do sistema. Portanto, formalmente, um fragmento de execuc¸a˜o
(%) de uma ma´quina M, como definida na sec¸a˜o anterior, e´ uma sequeˆncia alternada
de estados e transic¸o˜es, encerrando sempre em um estado, conforme Equac¸a˜o 2.1, onde
si ∈ S e ei ∈ E (3).
% = s0e1s1e2 . . . ensn (2.1)
Para a constante n da´-se o nome de comprimento da execuc¸a˜o e ela deve ser um
nu´mero inteiro tal que n ≥ 0. No exemplo da Figura 2.3, um fragmento de execuc¸a˜o e´
% = s1 B1 s2 B2 s7 C s1.
O fato dos autoˆmatos abordados neste trabalho possu´ırem estados discretos finitos
na˜o limita o comprimento de sua execuc¸a˜o tambe´m a um nu´mero finito. Dessa forma, se
uma MEF permitir, uma execuc¸a˜o pode ser infinita e esta e´ representada de acordo com
a Equac¸a˜o 2.2.
ρ = s0e1s1e2s2e3 . . . (2.2)
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Por fim, um estado sk e´ dito alcanc¸a´vel se para esse estado existe pelo menos uma
execuc¸a˜o partindo do estado inicial s0 e que termine no estado sk, ou seja,
% = s0e1s1e2 . . . eksk (3). Em verificac¸a˜o formal e´ comum analisar a alcanc¸abilidade
de estados de MEFs a fim de determinar se existe uma execuc¸a˜o que leve o autoˆmato a
alcanc¸ar um estado proibido ou indeseja´vel.
O conjunto dos fragmentos de execuc¸o˜es tambe´m e´ de interesse no estudo dos autoˆmatos
finitos. Uma forma de visualizar esse conjunto e´ por meio do ordenamento das execuc¸o˜es
de acordo com algum crite´rio, como a ordem crescente de comprimento da execuc¸a˜o (5),
por exemplo. O ordenamento do conjunto de execuc¸o˜es do autoˆmato da Figura 2.3 (omi-
tindo as transic¸o˜es) pode ser observado na Figura 2.4.
s1
s1s2
s1s2s7, s1s2s3
s1s2s7s1, s1s2s3s6, s1s2s3s4
...
Figura 2.4: Ordenamento pelo comprimento da execuc¸a˜o.
Ao inve´s do ordenamento pelo comprimento, o conjunto das execuc¸o˜es pode ser orga-
nizado tambe´m na forma de uma a´rvore. Essa organizac¸a˜o e´ a base da lo´gica de a´rvore
de computac¸a˜o, que sera´ apresentada no cap´ıtulo 2. A Figura 2.5 ilustra o ordenamento
da execuc¸a˜o do autoˆmato da Figura 2.3 na forma de uma a´rvore de computac¸a˜o.
s1
s2
s3 s7
s4 s6 s1... ... ...
Figura 2.5: Fragmento de uma a´rvore de computac¸a˜o.
2.1.3 Na˜o-determinismo
Ao falar da execuc¸a˜o de autoˆmatos e´ preciso falar de um tipo especial de comportamento
associado a`s transic¸o˜es: o na˜o-determinismo. Ao modelar um sistema, ao contra´rio do
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exemplo do tanque de enchimento, nem sempre pode-se decidir quando o sistema vai
tomar um caminho ou outro. Em situac¸o˜es em que para um dado estado de uma ma´quina
uma entrada espec´ıfica resulta em apenas uma u´nica transic¸a˜o, diz-se que essa ma´quina
e´ determin´ıstica.
Em uma ma´quina na˜o-determin´ıstica existem va´rias possibilidades de transic¸a˜o a par-
tir de uma u´nica entrada para um dado estado. No diagrama de estados, a diferenc¸a entre
uma ma´quina determin´ıstica e uma na˜o-determin´ıstica e´ fa´cil de identificar: no autoˆmato
determin´ıstico cada ro´tulo de transic¸a˜o corresponde a apenas uma seta de transic¸a˜o en-
tre dois estados, enquanto no autoˆmato na˜o-determin´ıstico um u´nico ro´tulo pode ativar
diversas transic¸o˜es para estados diferentes (4). Existem ainda as transic¸o˜es- que sa˜o
utilizados quando a causa da transic¸a˜o e´ desconhecida. Elas representam eventos que
causam mudanc¸a nos estados do sistema, mas na˜o sa˜o observa´veis. Assim, na˜o se pode
atribuir um evento espec´ıfico a essa transic¸a˜o, mas sabe-se que ela existe e por isso ela
recebe o s´ımbolo  (6).
Na Figura 2.6 observa-se que uma vez no estado s1, o evento a pode levar o sistema
para s2 ou s3, mas na˜o se sabe a priori para qual estado ele vai. Em termos de computac¸a˜o
da ma´quina, quando essa situac¸a˜o e´ atingida, a ma´quina cria co´pias de si e continua a
computac¸a˜o em todos os caminhos de forma paralela ou, simplesmente, pode-se interpretar
que a ma´quina faz uma escolha arbitra´ria sobre qual caminho seguir. Se o s´ımbolo  e´
encontrado na ma´quina da Figura 2.6, a mesma coisa acontece, ou seja, sem receber
nenhuma entrada, a ma´quina divide-se em duas co´pias sendo que uma permanece no
estado s2 e a outra co´pia segue a computac¸a˜o no estado s4 (4).
s1
s2
s3
s4
a
a

b
Figura 2.6: Exemplo de transic¸o˜es na˜o determin´ısticas.
No caso do exemplo do tanque de enchimento da Figura 1.1, um operador que tivesse
que interagir com o sistema poderia assumir os seguintes estados:
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• Repor um novo recipiente vazio [R]
• Programar o volume do recipiente [P ]
• Aguardar o sistema [A]
• Descarregar o recipiente [D]
• Encerrar o trabalho [H]
A ma´quina de estados que modela o comportamento do operador esta´ ilustrada na
Figura 2.7.
O1
{R}
O2
{P}
O3
{P}
O4
{P}
O5
{A}
O8
{A}
O6
{A}
O7
{A}
O9
{D}
O10
{H}
B1
B1
B1
B1
B1
B2
B2
C
B2
C
C






Figura 2.7: Autoˆmato do operador com algumas transic¸o˜es na˜o-determin´ısticas.
Esse diagrama de estados mostra que em certas ocasio˜es, o operador pode tomar
deciso˜es que na˜o sa˜o determin´ısticas, na˜o sa˜o previs´ıveis: no estado O1, em que o operador
carrega o novo tanque, ele pode pressionar B1 a fim de programar o volume de enchimento
(e transitar para o estado O2) ou ele pode tomar a decisa˜o de descarregar o tanque vazio
(estado O9) ou largar o tanque e encerrar o trabalho naquele dia (estado O10). Na˜o
existem eventos espec´ıficos que fac¸am o operador sair do estado O1 para os estados O9 ou
O10 e portanto essas transic¸o˜es sa˜o na˜o-determin´ısticas.
Essas transic¸o˜es podem ser usadas quando se desconhece o comportamento completo
do processo que se quer modelar ou simplesmente na˜o se deseja detalhar o funcionamento
interno do sistema.
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2.1.4 Sincronizac¸a˜o
Uma caracter´ıstica importante das ma´quinas de estados finitos e´ a possibilidade de reunir
diversos autoˆmatos simples para modelar um sistema complexo ao inve´s de utilizar uma
u´nica ma´quina para esse fim. Assim como a modelagem de processos qu´ımicos e´ feita,
dispondo dos modelos individuais dos equipamentos, que sa˜o ligados por correntes de
processo, pequenos autoˆmatos que se comunicam por meio de varia´veis de sincronizac¸a˜o
formam redes que modelam processos mais complexos.
Neste trabalho sera˜o destacadas a sincronizac¸a˜o por passagem de mensagem e a sin-
cronizac¸a˜o por varia´veis compartilhadas. No primeiro tipo, uma mensagem e´ enviada de
um autoˆmato para outro, em que a mensagem enviada e´ denotada por !m e a mensagem
recebida por ?m. Suponha a necessidade de integrar o modelo do operador e do sistema
de enchimento de modo que eles possam interagir. Enta˜o, quando o modelo do operador
sa´ısse do estado O1 para o estado O2 ao pressionar o bota˜o B1 o modelo do sistema efetu-
aria a transic¸a˜o de s1 para s2 por ser ativado tambe´m pelo acionamento de B1. A Figura
2.8 ilustra essa integrac¸a˜o e como as varia´veis sa˜o sincronizadas por envio de mensagem de
uma ma´quina para a outra. Ressalta-se que as transic¸o˜es sa˜o efetuadas simultaneamente
e que os s´ımbolos “!” e “?” sa˜o indicativos do sentido de envio da mensagem.
A sincronizac¸a˜o por compartilhamento de varia´veis, por outro lado, supo˜e que os au-
toˆmatos envolvidos manipulam varia´veis de estado, de modo que atribuic¸o˜es podem ser
feitas para essas varia´veis. Se houvesse a necessidade de modelar o contador de voltas
da turbina do sistema de enchimento a fim de detalhar seu funcionamento, haveria a
necessidade de realizar a sincronizac¸a˜o com o comportamento da ma´quina da Figura 2.3.
Essa sincronizac¸a˜o esta´ ilustrada na Figura 2.9 e nela e´ poss´ıvel observar que a ma´quina
referente ao contador possui uma varia´vel de estado c (que na˜o e´ o evento C referente
a` contabilizac¸a˜o de 1000 voltas) que acumula o valor do nu´mero de voltas da turbina
(evento v) e a reinicia sempre que o nu´mero de voltas atinge 1000. A outra ma´quina
realiza as transic¸o˜es de s5 para s6, s6 para s7 e s7 para s8 quando c atinge o valor de 1000.
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O1
{R}
O2
{P}
O3
{P}
O4
{P}
O5
{A}
O8
{A}
O6
{A}
O7
{A}
O9
{D}
O10
{H}
!B1
!B1
!B1
!B1
!B1
!B2
!B2
?C
!B2
?C
?C






s1
{N}
s2
{N}
s3
{N}
s4
{N}
s7
{F}
s6
{F}
s5
{F}
?B1
?B1
?B1
?B1
!C
?B2
!C
!C
?B2
?B2
Figura 2.8: Sincronizac¸a˜o do modelo do operador e do sistema de enchimento por passa-
gem de mensagem.
Y1
se v, enta˜o c := c+ 1
se v e c = 1000, enta˜o c := 1
c := 0
s1
{N}
s2
{N}
s3
{N}
s4
{N}
s7
{F}
s6
{F}
s5
{F}
B1
B1
B1
B1
se c = 1000
B2
se c = 1000
se c = 1000
B2
B2
Figura 2.9: Ma´quinas sincronizadas por compartilhamento de varia´veis (a ma´quina acima
representa o contador de voltas da turbina).
As varia´veis de estado sa˜o essenciais nas chamadas ma´quinas estendidas e as transic¸o˜es
por compartilhamento de varia´veis aparecem naturalmente nessas ma´quinas. Elas sera˜o
usadas nos cap´ıtulos seguintes para representar a dinaˆmica dos processos.
Ao desenvolver um software capaz de modelar processos qu´ımicos para fins de veri-
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ficac¸a˜o e´ essencial que os modelos se comuniquem, visto que ha´ um constante fluxo de
informac¸o˜es entre os equipamentos e entre os sistemas de controle e o processo. Portanto,
se Mi e´ o modelo de um equipamento i em um processo e Mc e´ o modelo de um con-
trolador, o autoˆmato formado pela rede de MEFs e´ dado pela composic¸a˜o de todos os
modelos M = {M1,M2, . . . ,Mc}. A verificac¸a˜o, enta˜o, e´ feita sobre M.
Machado et al (7) discutem a importaˆncia do uso de redes de autoˆmatos sincronizados
para modelar o processo e os controladores, visto que diversos trabalhos na literatura
verificam diagramas ladder de CLPs (Controladores Lo´gico Programa´veis) sem considerar
o processo, que resulta em um modelo na˜o real´ıstico do comportamento do sistema.
2.1.5 Ma´quinas estendidas
As ma´quinas estendidas (extended-state machines) incorporam mais informac¸o˜es ao mo-
delo e permitem a construc¸a˜o de modelos mais complexos que as ma´quinas na˜o-estendidas.
Na notac¸a˜o de ma´quinas estendidas, os estados tradicionalmente representados nas ou-
tras ma´quinas por c´ırculos sa˜o chamados de modos e estes modos teˆm sua descric¸a˜o
ampliada pela adic¸a˜o de varia´veis de estado, como apresentado anteriormente durante a
sincronizac¸a˜o por compartilhamento de varia´veis (8).
As transic¸o˜es dessas ma´quinas, em geral, possuem dois elementos: uma condic¸a˜o de
guarda e expresso˜es para atualizac¸a˜o das varia´veis de estado (representado esquematica-
mente como guarda → atualizac¸a˜o). A condic¸a˜o de guarda e´ uma expressa˜o booleana que
uma vez satisfeita permite a transic¸a˜o entre os modos. Se essa condic¸a˜o sempre e´ satis-
feita ela pode ser omitida e a transic¸a˜o e´ representada apenas pela expressa˜o atualizac¸a˜o.
Se, por outro lado, a transic¸a˜o na˜o atualizar nenhuma varia´vel, enta˜o ela e´ omitida e a
transic¸a˜o contara´ apenas com a condic¸a˜o de guarda (8).
Formalmente, uma ma´quina estendida e´ uma estrutura definida por
M = (S,I,O,D,F,U,T ) (9), tal que
• S e´ um conjunto de estados simbo´licos ou modos
• I e´ um conjunto de entradas
• O e´ um conjunto de sa´ıdas
• D e´ o espac¸o n-dimensional D1 × . . .×Dn
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• F e´ o conjunto de condic¸o˜es de guarda fi de modo que fi : D → {0,1}
• U e´ o conjunto de atualizac¸o˜es ui de modo que ui : D → D
• T e´ o conjunto de transic¸o˜es de modo que T : S × F × I → S × U ×O
Retomando o exemplo do sistema de enchimento automa´tico e´ poss´ıvel montar um
novo modelo agora na forma de ma´quina estendida. Para isso, pode-se definir que o
sistema possui dois modos: um modo de configurac¸a˜o (conf ) e um modo em que ocorre
efetivamente o enchimento (enche). Ale´m disso, o sistema pode contar com treˆs varia´veis
de estado: N , que armazena o nu´mero de pulsos do sensor e decresce conforme os pulsos
sa˜o contados enquanto o sistema esta´ enchendo; P que sera´ igual a 1 se um pulso for
detectado e 0 se nenhum pulso for detectado e V que sera´ igual a 1 se a va´lvula estiver
aberta e 0, fechada.
A ma´quina que modela o funcionamento desse sistema pode ser observada na Figura
2.10. Neste exemplo, especificamente, na˜o existem varia´veis de sa´ıda, que poderiam ser
computadas por expresso˜es em func¸a˜o das varia´veis de estado e das entradas.
conf
enche
(B1=1 ∧ N=3000)→N:=0
N:=0; V:=0
(B1=1 ∧ N<3000)→ N:=N+1000
(B2=1 ∧ N>0) →V:=1N=0→V:=0
(B2=1 ∧ N=0)
(P=1 ∧ N>0)→N:=N-1
Figura 2.10: Modelo do sistema de enchimento automa´tico como ma´quina estendida.
A ma´quina apresentada na Figura 2.10 engloba o comportamento das duas ma´quinas
mostradas na Figura 2.9 e ainda assim consegue ser um modelo mais compacto em termos
de diagrama de estados.
O fato de lidar com varia´veis de estado, entrada e sa´ıda se assemelha em termos de
notac¸a˜o a` nomenclatura e estrutura usada na a´rea de controle de processos no chamado
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“espac¸o de estados”. Como a construc¸a˜o de modelos dinaˆmicos complexos no espac¸o
de estados a partir de sistemas de equac¸o˜es diferenciais e´ utilizada pela literatura ha´
muitas de´cadas, no presente trabalho partiu-se da premissa que em func¸a˜o da semelhanc¸a
de notac¸a˜o, seria poss´ıvel, por analogia, construir um modelo em ma´quina estendida,
partindo-se de simplificac¸o˜es e adequac¸o˜es das equac¸o˜es diferenciais.
De fato, (8) mostra que os sistemas dinaˆmicos em notac¸a˜o do espac¸o de estados e´ uma
generalizac¸a˜o para varia´veis cont´ınuas das ma´quinas estendidas.
As MEFs estendidas foram usadas como modelo de ma´quinas de estados na metodo-
logia de s´ıntese automa´tica a ser apresentada no cap´ıtulo 3.
2.1.6 Outras classes de autoˆmatos
As classes de modelos apresentadas anteriormente constituem os modelos mais simples
de ma´quinas de estados, modelando apenas varia´veis inteiras ou estados discretos, mas
muitos processos qu´ımicos apresentam simultaneamente caracter´ısticas cont´ınuas e dis-
cretas. Enquanto o comportamento cont´ınuo e´ oriundo de fenoˆmenos como a conservac¸a˜o
de massa, energia e momento, os comportamentos discretos, ocorrem devido a` descon-
tinuidades e ac¸o˜es discretas de controle ou perturbac¸o˜es. Exemplos de controle discreto
e/ou perturbac¸o˜es incluem mudanc¸as operacionais planejadas, partidas e desligamentos
de processos, mudanc¸as na mate´ria-prima e intervenc¸o˜es manuais de operadores (10).
Os autoˆmatos mais simples na˜o conseguem lidar de maneira pra´tica com varia´veis
cont´ınuas. Assim, o tempo na˜o pode ser modelado de maneira cont´ınua. Alguns outros
processos apresentam ainda caracter´ısticas probabil´ısticas, como a probabilidade de um
instrumento falhar ou um acidente ocorrer e essas informac¸o˜es tambe´m na˜o sa˜o facilmente
incorporadas ao modelo para verificac¸a˜o. Para contornar essas limitac¸o˜es, outras classes
de autoˆmatos foram criadas.
Os autoˆmatos temporizados (timed automata) sa˜o sistemas de transic¸a˜o que levam em
considerac¸a˜o relo´gios (clocks) com valores reais. As transic¸o˜es entre os estados conteˆm
as chamadas condic¸o˜es de guarda, que de forma semelhante ao que foi apresentada para
ma´quinas estendidas, sa˜o condic¸o˜es de restric¸o˜es para a ocorreˆncia da transic¸a˜o, mas ba-
seada nos valores dos relo´gios. Os estados tambe´m podem conter invariantes (invariants)
que indicam o tempo ma´ximo que o sistema deve ficar no estado antes de uma transic¸a˜o
ocorrer (11). Portanto, se o tempo e´ uma varia´vel relevante, pode-se lanc¸ar ma˜o de
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autoˆmatos temporizados.
A Figura 2.11 ilustra dois autoˆmatos temporizados sincronizados que modelam um
bota˜o e uma laˆmpada (12). A laˆmpada (Figura 2.11a) possui treˆs estados: desl (desli-
gada), baixa (baixa intensidade luminosa) e alta (alta intensidade luminosa). Se o usua´rio
pressiona o bota˜o (Figura 2.11b) (ativando a sincronizac¸a˜o com ?press), enta˜o a laˆmpada
acende. Se o usua´rio pressionar o bota˜o novamente, a laˆmpada e´ desligada. Entretanto,
se o usua´rio for ra´pido e pressionar o bota˜o duas vezes, a laˆmpada acende com a intensi-
dade mais alta (entra no estado alta). O usua´rio pode pressionar o bota˜o aleatoriamente
(transic¸a˜o na˜o-determin´ıstica) a qualquer momento ou na˜o pressionar. A varia´vel t repre-
senta o relo´gio e e´ usado para detectar se o usua´rio foi ra´pido (t < 5) ou lento (t ≥ 5).
desl baixa alta !press
?press
t := 0
t ≥ 5
t < 5
?press
?press
?press
(a) Laˆmpada (b) Bota˜o
Figura 2.11: Modelo de uma laˆmpada.
Outra importante classe de ma´quinas de estados finitos e´ a de autoˆmatos proba-
bil´ısticos. O modelo probabil´ıstico mais simples e´ chamado de Cadeia de Markov em
Tempo Discreto (Discrete-time Markov Chain), que especifica diretamente a probabili-
dade P(s,s′) de um autoˆmato efetuar uma transic¸a˜o de um estado s para o estado s′ (13).
A Figura 2.12 mostra um exemplo de uma cadeia de Markov utilizada para modelar uma
moeda (14). Os valores associados a cada seta sa˜o as probabilidades de transic¸a˜o.
Processos de Decisa˜o de Markov (Markov Decision Processes) sa˜o uma extensa˜o das
cadeias de Markov que permitem modelar tambe´m comportamentos na˜o-determin´ısticos
com os autoˆmatos. Outra extensa˜o sa˜o as Cadeias de Markov em Tempo Cont´ınuo
(Continuos-time Markov Chains) para as quais sa˜o atribu´ıdas taxas R(s,s′) de ocorreˆncia
de transic¸o˜es, em que a probabilidade de transic¸a˜o de s para s′ em um tempo t ∈ R>0
e´ 1 − eR(s,s′)t (13), ou seja, ale´m de probabilidades tambe´m sa˜o inclu´ıdas informac¸o˜es
cont´ınuas sobre o tempo.
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cara coroa
0,5
0,5
0,5 0,5
Figura 2.12: Autoˆmato probabil´ıstico de uma moeda. Adaptado com permissa˜o a partir
de (14) c© 1986 IEEE.
Finalmente, as ma´quinas h´ıbridas unem os estados discretos dos autoˆmatos tradicio-
nais com modelos cont´ınuos baseados principalmente em equac¸o˜es diferenciais (15). Cada
estado discreto possui um sistema de equac¸o˜es cont´ınuas (alge´bricas ou diferenciais) que
descreve a evoluc¸a˜o das varia´veis do sistema com o tempo.
A Figura 2.13 ilustra um autoˆmato h´ıbrido que modela um termostato. A varia´vel x
representa a temperatura. No estado Desligado, o aquecedor e´ desligado e a temperatura
cai de acordo com a equac¸a˜o x˙ = −0,1x. No estado Ligado, o aquecedor e´ ligado e a tem-
peratura aumenta conforme a equac¸a˜o x˙ = 5− 0,1x. A condic¸a˜o de guarda x < 19 indica
que o sistema pode passar para o estado ligado assim que a temperatura cai abaixo de
19 ◦C. A condic¸a˜o invariante x ≥ 18 indica que o aquecedor sera´ ligado obrigatoriamente
se x < 18 (16).
Desligado
x˙ = −0,1x
x ≥ 18
x = 20
Ligado
x˙ = 5− 0,1x
x ≤ 22
x < 19
x > 21
Figura 2.13: Autoˆmato h´ıbrido de um termostato. Adaptado com permissa˜o a partir de
(16).
A vantagem dos autoˆmatos h´ıbridos e´ a facilidade para expressar os modelos de equipa-
mentos t´ıpicos da engenharia qu´ımica. Ao inve´s de discretizar as varia´veis, a discretizac¸a˜o
pode ser aplicada a cada equipamento, ou seja, as transic¸o˜es seriam equivalentes a pas-
sar os reagentes/produtos para outro equipamento, mantendo as equac¸o˜es cont´ınuas que
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descrevem o funcionamento dos equipamentos.
Especialmente processos em batelada podem se beneficiar da verificac¸a˜o com esse tipo
de modelo. Um exemplo dessa aplicac¸a˜o e´ apresentado por Koutsoukos e Riley (17) em
um sistema de produc¸a˜o de biodiesel. O autoˆmato esta´ representado na Figura 2.14, sem
as condic¸o˜es de guarda.
q1 q2
q3q5
q4
q6 q7
Figura 2.14: Modelo h´ıbrido de um sistema de produc¸a˜o de biodiesel. Os estados re-
presentam q1: aquecimento, q2: resfriamento, q3: decantac¸a˜o, q4: ana´lise, q5: adic¸a˜o de
metanol, q6: falha na produc¸a˜o e q7: produc¸a˜o bem sucedida. Adaptado de (17).
Nesse sistema, cada estado qi representa uma etapa da produc¸a˜o do biodiesel com os
respectivos sistemas de equac¸o˜es diferenciais que refletem a evoluc¸a˜o da temperatura e
concentrac¸o˜es de reagentes e produtos.
Autoˆmatos h´ıbridos podem ser usados, portanto, para modelar muitos processos in-
dustriais. No presente trabalho, essa classe de modelo de estados tambe´m foi considerada
para modelagem dos processos qu´ımicos, mas dada as limitac¸o˜es atuais em termos de
verificac¸a˜o formal (apenas um conjunto limitado de propriedades pode ser provada sobre
esses modelos), optou-se por manter a modelagem com ma´quinas estendidas.
Uma vez que se tenha um modelo do processo e´ imprescind´ıvel para sua verificac¸a˜o
especificar como ele deve (ou na˜o) se comportar. Essa especificac¸a˜o normalmente e´ feita
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em uma lo´gica temporal, assunto a ser tratado a seguir.
2.2 Lo´gica proposicional e temporal
A lo´gica e´ usada para representar propriedades do mundo real e para isso ela possui uma
semaˆntica e um mecanismo de racioc´ınio muito bem definidos. No entanto, ela e´ uma
abstrac¸a˜o da realidade, de modo que se queremos representar um ponto de vista mais
complexo da realidade, um sistema lo´gico mais complexo deve ser usado (18).
A lo´gica proposicional e´ uma lo´gica muito simples, mas empregada largamente em
engenharia (especialmente a ele´trica em ana´lise de circuitos digitais). Ela faz parte da
lo´gica matema´tica que analisa as relac¸o˜es entre proposic¸o˜es, dando atenc¸a˜o a` sua forma
e na˜o ao seu significado (19). Pode-se dizer que uma proposic¸a˜o e´ qualquer sentenc¸a
declarativa que assuma valor verdadeiro ou falso (19). Por exemplo, considere as sentenc¸as
a seguir:
• A bomba de alimentac¸a˜o do reator esta´ ligada
• Temperatura no tanque flash e´ de 90◦C
• O n´ıvel do fundo da coluna de destilac¸a˜o esta´ baixo e composic¸a˜o de topo esta´ alta
• Fujam da nuvem de cloro!
As treˆs primeiras sa˜o sentenc¸as que podem assumir valores verdadeiro ou falso e por
isso sa˜o consideradas proposic¸o˜es, mas a u´ltima, uma sentenc¸a imperativa, na˜o. Como as
duas primeiras fazem apenas uma afirmac¸a˜o, elas sa˜o chamadas de proposic¸o˜es simples ou
atoˆmicas, enquanto a terceira, que faz duas afirmac¸o˜es em uma u´nica proposic¸a˜o (e poderia
ser dividida em duas proposic¸o˜es atoˆmicas) e´ classificada como proposic¸a˜o composta (19).
As proposic¸o˜es podem ser substitu´ıdas por s´ımbolos (que neste trabalho sa˜o represen-
tados por P1, P2, . . . , Pi) para abreviar as sentenc¸as e esses s´ımbolos podem ser unidos por
conectivos para formar proposic¸o˜es compostas. O resumo dos conectivos e os respectivos
significados esta´ na Tabela 2.1
Assim, se P1 = “n´ıvel do fundo da coluna de destilac¸a˜o esta´ baixo” e P2 = “com-
posic¸a˜o de topo esta´ alta”, a proposic¸a˜o “O n´ıvel do fundo da coluna de destilac¸a˜o esta´
baixo e composic¸a˜o de topo esta´ alta” poderia ser reescrita como P1 ∧ P2.
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Tabela 2.1: Conectivos utilizados em lo´gica proposicional.
Conectivo Significado
¬ Negac¸a˜o
∧ e (conjunc¸a˜o)
∨ ou (disjunc¸a˜o)
⇒ Se. . . enta˜o. . .
⇐⇒ Se e somente se
Para avaliar se uma fo´rmula e´ verdadeira, utiliza-se uma tabela verdade. Cada conec-
tivo da Tabela 2.1 possui sua pro´pria tabela verdade. Por exemplo, o conectivo E tem
sua tabela verdade apresentada na Tabela 2.2. Nota-se que a expressa˜o final P1 ∧P2 sera´
verdade apenas se P1 for verdadeiro e P2 tambe´m. Expresso˜es mais complexas podem ser
avaliadas de maneira semelhante, analisando-se cada uma das partes que constituem a
expressa˜o em uma tabela verdade.
Tabela 2.2: Tabela verdade do conectivo E (conjunc¸a˜o).
P1 P2 P1 ∧ P2
V V V
V F F
F V F
F F F
A lo´gica, de uma forma geral, permite expressar problemas, propor teoremas e desen-
volver provas, mas uma vez que este u´ltimo pode se tornar um processo longo e tedioso,
muito esforc¸o tem sido aplicado para automatizar, na medida do poss´ıvel, o processo de
prova para va´rias lo´gicas (18).
Para muitas delas, o mecanismo de deduc¸a˜o pode ser inteiramente automatizado (a
lo´gica proposicional e´ um exemplo). Em tais lo´gicas, pode-se formular uma hipo´tese (uma
pergunta) e automatizar completamente o processo de chegar em uma resposta do tipo
verdadeiro ou falso para a hipo´tese. Lo´gicas desse tipo sa˜o chamadas decid´ıveis. Em
outras lo´gicas, mais expressivas, o processo pode nunca terminar e elas sa˜o chamadas
indecid´ıveis (18).
A lo´gica da a´rvore de computac¸a˜o, diferentemente da lo´gica proposicional, e´ capaz de
agregar informac¸o˜es sobre a dinaˆmica de um certo sistema. Por ser uma lo´gica decid´ıvel, a
verificac¸a˜o de modelos utilizando a lo´gica de a´rvore de computac¸a˜o tem o potencial de ser
um valiosa ferramenta ao provar propriedades sobre modelos de processos da engenharia
qu´ımica.
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2.2.1 Lo´gica da a´rvore de computac¸a˜o
A lo´gica mais utilizada para expressar propriedades de sistemas em verificac¸a˜o de mode-
los e´ a Lo´gica da A´rvore de Computac¸a˜o (LAC) ou em ingleˆs Computation Tree Logic
(sera´ utilizada a abreviatura CTL neste trabalho, ao inve´s de LAC, pela popularidade
da sigla mesmo em trabalhos escritos em portugueˆs). Uma vez obtida a propriedade, um
verificador de CTL automaticamente determina se essa propriedade e´ verdadeira ou na˜o
para o modelo do sistema.
Essa lo´gica se baseia na a´rvore de computac¸a˜o mostrada na sec¸a˜o 2.1.2, quando as
execuc¸o˜es da ma´quina de estados finitos sa˜o explicitadas na forma de uma a´rvore. Um
ramo (caminho) na a´rvore representa um certo comportamento do sistema.
As fo´rmulas mais simples em CTL consistem de apenas proposic¸o˜es atoˆmicas. Assim,
se P e´ uma proposic¸a˜o atoˆmica, enta˜o a fo´rmula P sera´ verdadeira para um estado s
se P ∈ L (s), ou seja, se P e´ uma fo´rmula va´lida para esse estado. Expresso˜es mais
complexas podem ser constru´ıdas com os conectivos da Tabela 2.1.
O que diferencia a lo´gica CTL da lo´gica proposicional cla´ssica e´ o uso dos operadores
AX, EX, AU e EU, onde A significa “para todos os caminhos na a´rvore de computac¸a˜o”;
E, “existe algum caminho na a´rvore de computac¸a˜o”; X significa “pro´ximo estado” e U,
“ate´”. A e E sa˜o quantificadores de caminhos e X e U sa˜o quantificadores de estados (2).
Com esses quantificadores e´ poss´ıvel escrever fo´rmulas que englobam na˜o apenas pro-
posic¸o˜es atoˆmicas em um estado, mas tambe´m de outros estados, expressando dessa ma-
neira a evoluc¸a˜o do sistema. A Tabela 2.3, resume o significado dos operadores.
Tabela 2.3: Operadores temporais e os respectivos significados.
Operador Significado
AX f Verdadeiro para o estado s se todos os estados sucessores ime-
diatos satisfazem f
EX f Verdadeiro para o estado s se f for verdadeiro em pelo menos
um dos pro´ximos estados
A[f1 U f2] Verdadeiro para o estado s se a propriedade f1 e´ verdadeira ate´
o estado s e todos os caminhos posteriores a s a propriedade
f2 e´ verdadeira
E[f1 U f2] Verdadeiro para o estado s se a propriedade f1 e´ verdadeira
ate´ o estado s e algum caminho posterior a s a propriedade
f2 e´ verdadeira
A partir dos quantificadores de caminhos e estados apresentados, pode-se construir
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outros quantificadores (2) (Tabela 2.4), cuja demonstrac¸a˜o foi omitida neste trabalho.
Tabela 2.4: Outros operadores temporais.
Operador Significado
EF f Verdadeiro para o estado s se existe um estado em algum
caminho comec¸ando em s que satisfac¸a f
EG f Verdadeiro para o estado s se existe um caminho comec¸ando
em s onde todos os estado desse caminho satisfazem f
AF f Verdadeiro para o estado s se existe algum estado em todos
os caminhos comec¸ando em s que satisfac¸am f
AG f Verdadeiro para o estado s se todos os estados de todos os
caminhos satisfazem f
A Figura 2.15 ilustra algumas a´rvores de computac¸a˜o com a interpretac¸a˜o das ex-
presso˜es de alguns operadores temporais. Deve-se salientar que essas expresso˜es sa˜o
va´lidas para o estado s no “topo” das a´rvores ilustradas.
s
f
EF f
s
f f f f
AF f
sf
f
f
EG f
sf
f f
f f f f
AG f
s
f f
AX f
s
f
EX f
Figura 2.15: A´rvores de computac¸a˜o ilustrando algumas fo´rmulas CTL. Adaptado com
permissa˜o a partir de (2).
Para exemplificar, se P1 = “abertura da va´lvula de admissa˜o de reagente” e P2 =
“tanque vazando”, a expressa˜o P1 ⇒ EF P2 significa “se ocorrer a abertura da va´lvula
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de admissa˜o de reagente enta˜o existe pelo menos um estado em um caminho da a´rvore de
computac¸a˜o que levara´ o tanque a vazar”.
Fo´rmulas ainda mais complexas podem ser geradas pela combinac¸a˜o de operadores
CTL. Por exemplo, AG AF f significa que para todos os estados s, todos os caminhos
comec¸ando em s conte´m pelo menos um estado onde f e´ va´lido. Outra expressa˜o utilizada
e´ EF EG f , que significa que para algum estado no futuro, existe um caminho no qual f
e´ verdadeiro para todos os estados desse caminho (2).
O verificador de modelos automaticamente determina se uma expressa˜o CTL e´ satis-
feita pelo modelo do sistema. O algoritmo processa a fo´rmula “de baixo para cima”, ou
seja, testa primeiro as subfo´rmulas menores antes das subfo´rmulas que as conte´m. Para
cada operador CTL existe um algoritmo para determinar se a fo´rmula e´ va´lida e o veri-
ficador de modelos e´ resultado da combinac¸a˜o desses algoritmos junto com um algoritmo
para produzir um contraexemplo em resposta a uma fo´rmula falsa.
Um contraexemplo e´ uma sequeˆncia de estados que demonstra que a fo´rmula e´ falsa.
Essa caracter´ıstica do verificador e´ muito u´til para identificar a causa de erros no sistema
(2).
2.2.2 Outras lo´gicas temporais
Ale´m da lo´gica CTL existem outras lo´gicas temporais espec´ıficas para autoˆmatos tempo-
rizados e autoˆmatos probabil´ısticos. Neste sentido, destacam-se a Lo´gica Temporizada da
A´rvore de Computac¸a˜o (TCTL, do ingleˆs Timed Computation Tree Logic) e a Lo´gica Pro-
babil´ıstica da A´rvore de Computac¸a˜o (PCTL, do ingleˆs Probabilistic Computation Tree
Logic).
No TCTL os operadores da lo´gica CTL recebem informac¸o˜es quantitativas sobre o
fluxo de tempo. Por exemplo, a fo´rmula f1U<2f2 afirma que f1 sera´ verdadeiro ate´ que
f2 seja verdadeiro e que isso ocorrera´ dentro de duas unidades de tempo.
A notac¸a˜o usada para os operadores em TCTL e´: EF∼kf , EG∼kf , E f1 U ∼k f2,
AF∼kf , AG∼kf e A f1 U ∼k f2. O s´ımbolo ∼ representa um s´ımbolo de comparac¸a˜o
(< , ≤,= , ≥, >) e k e´ um nu´mero racional (k ∈ Q) em unidades de tempo (5). Um
exemplo de propriedade em TCTL e´ dado por
AG (problema ⇒ AG≤5 alarme)
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cujo significado e´ “se um problema ocorrer, enta˜o o alarme devera´ soar imediatamente e
o fara´ por pelo menos 5 unidades de tempo”.
A lo´gica PCTL estende a lo´gica CTL ao acrescentar um novo quantificador de caminho
P, que e´ um operador probabil´ıstico. Com esse operador e´ poss´ıvel analisar probabilidades
sobre a validade de um expressa˜o. Por exemplo, a expressa˜o
enviar ⇒ P≥0,95[F≤10entrega]
significa “se uma mensagem for enviada, enta˜o a probabilidade de ser entregue dentro
dos pro´ximos 10 passos de tempo e´ de pelo menos 0,95”(20). Outro exemplo de uma
propriedade em PCTL e´
P<0,4[¬falhaAUfalhaB ]
cujo significado e´ “a probabilidade do componente B falhar antes do componente A e´
menor que 0,4”.
2.2.3 Padro˜es de propriedades
Em geral, escrever propriedades adequadas ao sistema que se quer verificar na˜o e´ tarefa
trivial e sem uma propriedade que expresse corretamente uma especificac¸a˜o do sistema a
verificac¸a˜o na˜o tera´ sucesso em seu objetivo.
Alguns trabalhos tentam facilitar o problema da s´ıntese da propriedade com software
espec´ıficos que geram-na a partir de modelos (templates), assim, o usua´rio que queira
testar o funcionamento do seu programa (lembrando que a verificac¸a˜o de modelos foi criada
para verificac¸a˜o de programas) so´ precisa escolher algumas caracter´ısticas da propriedade
e ela e´ gerada automaticamente (21)(22).
Esses modelos de propriedades podem ser reaproveitados ou adaptados para diferentes
classes de problemas. Esses modelos sa˜o chamados de padro˜es de propriedades e foram
propostos originalmente por Dwyer et al (23), apo´s coletar cerca de 500 exemplos de
propriedades e classifica´-los adequadamente. De acordo com esses autores, os padro˜es po-
dem ser divididos em duas grandes classes: propriedades que dizem respeito a` ocorreˆncia
ou na˜o de certos eventos ou estados e propriedades em que a preocupac¸a˜o e´ com a or-
dem que os eventos ou estados ocorrem. Os padro˜es de ocorreˆncia podem ser do tipo:
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auseˆncia, universalidade, existeˆncia ou existeˆncia limitada. Os padro˜es de ordem podem
ser: precedeˆncia, resposta, precedeˆncia em cadeia e resposta em cadeia.
Cada padra˜o tem um escopo, que e´, de forma simplificada, “o per´ıodo de tempo” que
a propriedade e´ va´lida. Existem cinco escopos conforme classificado por (23): global
(execuc¸a˜o completa do sistema), antes (execuc¸a˜o da ma´quina ate´ um certo evento ou
estado), entre (trecho de execuc¸a˜o entre dois eventos/estados espec´ıficos) e o apo´s/ate´
(semelhante ao entre, mas o u´ltimo estado/evento pode ou na˜o ocorrer).
Os padro˜es podem ser escritos para diversas lo´gicas temporais, mas como no presente
trabalho sera´ utilizada a lo´gica CTL, os padro˜es para CTL esta˜o listados a seguir com
uma breve explicac¸a˜o do seu significado (para a listagem completa e com mais exemplos,
consultar (24)). Alguns dos padro˜es utilizam o operador ate´ fraco (weak until) que
compacta a notac¸a˜o de alguns padro˜es:
A[x W y] = ¬E[¬y U (¬x ∧ ¬y)]
Auseˆncia: Um dado estado/evento P na˜o ocorre dentro do respectivo escopo:
Escopo Propriedade
Global AG ¬P
Antes do estado/evento R A[(¬P ∨ AG ¬R) W R]
Depois do estado/evento Q AG (Q → AG ¬P)
Entre Q e R AG [Q ∧¬R→ A((¬P ∨ AG ¬R) W R)]
Apo´s Q ate´ R AG [Q ∧¬R → A(¬P W R)]
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Existeˆncia: Um dado estado/evento P deve ocorrer dentro de um escopo:
Escopo Propriedade
Global AF P
Antes do estado/evento R A[¬R W (P ∧ ¬R)]
Depois do estado/evento Q A[¬Q W (Q ∧ AF P)]
Entre Q e R AG (Q∧¬R → A[¬R W (P ∧¬R)])
Apo´s Q ate´ R AG (Q∧¬R → A[¬R U (P ∧¬R)])
Existeˆncia limitada: Um dado estado/evento P deve ocorrer k vezes dentro do escopo
(neste exemplo k = 2):
Escopo Propriedade
Global ¬EF (¬P ∧ EX (P ∧ EF (¬P ∧ EX (P ∧
EF (¬P ∧ EX P)))))
Antes do estado/evento R ¬E[¬R U (¬P ∧ ¬R ∧ EX(P ∧ E[¬R U
(¬P ∧ ¬R ∧ EX(P ∧ E[¬R U (¬P ∧ ¬R
∧ EX(P ∧ ¬R))]))]))]
Depois do estado/evento Q ¬E[¬Q U (Q ∧ EF (¬P ∧ EX (P ∧ EF
(¬P ∧ EX (P ∧ EF (¬P ∧ EX P))))))]
Entre Q e R AG (Q → ¬E[¬R U (¬P ∧ ¬R ∧ EX (P
∧ E[¬R U (¬P ∧ ¬R ∧ EX (P ∧ E[¬R U
(¬P ∧ ¬R ∧ EX (P ∧ ¬R ∧ EF R))]))]))])
Apo´s Q ate´ R AG (Q → ¬E[¬R U (¬P ∧ ¬R ∧ EX (P
∧ E[¬R U (¬P ∧ ¬R ∧ EX (P ∧ E[¬R
U (¬P ∧ ¬R ∧ EX (P ∧ ¬R))]))]))])
Universalidade: Um dado estado/evento P deve sempre ocorrer dentro do escopo:
Escopo Propriedade
Global AG P
Antes do estado/evento R A[(P ∨ AG (¬R)) W R]
Depois do estado/evento Q AG (Q → AG P)
Entre Q e R AG (Q ∧ ¬R → A[(P ∨ AG ¬R) W R])
Apo´s Q ate´ R AG (Q ∧ ¬R → A[P W R])
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Precedeˆncia: Um estado/evento S deve sempre ser precedido por um estado/evento P
dentro do escopo.
Escopo Propriedade
Global A[¬P W S]
Antes do estado/evento R A[(¬P ∨ AG ¬R) W (S ∨ R)]
Depois do estado/evento Q A[¬Q W (Q ∧ A[¬P W S])]
Entre Q e R AG (Q ∧ ¬R→ A[(¬P ∨ AG ¬R) W (S
∨ R)])
Apo´s Q ate´ R AG (Q ∧ ¬R → A[¬P W (S ∨ R)])
Resposta: Um dado estado/evento S sempre deve ser seguido de um estado/evento P
dentro do escopo (neste exemplo, S responde ao estado/evento P).
Escopo Propriedade
Global AG (P → AF S)
Antes do estado/evento R A[((P → A[¬R U (S ∧ ¬R)]) ∨ AG ¬R)
W R]
Depois do estado/evento Q A[¬Q W (Q ∧ AG (P → AF S) ]
Entre Q e R AG (Q ∧ ¬R → A[((P → A[¬R U (S ∧
¬R)]) ∨ AG ¬R) W R])
Apo´s Q ate´ R AG (Q ∧ ¬R → A[(P → A[¬R U (S ∧
¬R)]) W R])
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Precedeˆncia em cadeia: Uma sequeˆncia de estados/eventos P1, . . . ,Pn deve sempre
preceder uma sequeˆncia de estados Q1, . . . , Qn (neste exemplo, P precede S e T).
Escopo Propriedade
Global ¬E[¬P U (S ∧ ¬P ∧ EX (EF T))]
Antes do estado/evento R ¬E[(¬P ∧ ¬R) U (S ∧ ¬P ∧ ¬R ∧ EX
(E[¬R U (T ∧ ¬R)]))]
Depois do estado/evento Q ¬E[¬Q U (Q ∧ E[¬P U (S ∧ ¬P ∧ EX
(EF T))])]
Entre Q e R AG (Q → ¬E[(¬P ∧ ¬R) U (S ∧ ¬P ∧
¬R ∧ EX (E[¬R U (T ∧ ¬R ∧ EF R)]))])
Apo´s Q ate´ R AG (Q → ¬E[(¬P ∧ ¬R) U (S ∧ ¬P ∧
¬R ∧ EX (E[¬R U (T ∧ ¬R)]))])
Resposta em cadeia: Uma sequeˆncia de estados/eventos P1, . . . , Pn deve sempre ser
seguida de uma sequeˆncia de estados/eventos Q1, . . . , Qn (neste exemplo, S e T
respondem ao estado/evento P).
Escopo Propriedade
Global AG (P → AF (S ∧ AX (AF T)))
Antes do estado/evento R ¬E[¬R U (P ∧ ¬R ∧ (E[¬S U R] ∨ E[¬R
U (S ∧ ¬R ∧ EX (E[¬T U R]))]))]
Depois do estado/evento Q ¬E[¬Q U (Q ∧ EF (P ∧ (EG (¬S) ∨ EF
(S ∧ EX (EG ¬T)))))]
Entre Q e R AG (Q → ¬E[¬R U (P ∧ ¬R ∧ (E[¬S
U R] ∨ E[¬R U (S ∧ ¬R ∧ EX (E[¬T U
R]))]))])
Apo´s Q ate´ R AG (Q→ ¬E[¬R U (P ∧ ¬R ∧ (E[¬S U
R] ∨ EG (¬S ∧ ¬R) ∨ E[¬R U (S ∧ ¬R ∧
EX (E[¬T U R] ∨ EG (¬T ∧ ¬R)))]))])
Schnoebelen (5) classifica ainda algumas propriedades em termos de aplicac¸o˜es:
Alcanc¸abilidade: sa˜o propriedades que indicam que certas situac¸o˜es podem ser al-
canc¸adas
47
Safety : expressam que sob certas condic¸o˜es, algo ruim nunca ocorre
Liveness: expressam que sob certas condic¸o˜es, algo bom ocorrera´ em algum mo-
mento
Fairness: indicam que sob certas condic¸o˜es, algo ira´ (ou na˜o) ocorrer de forma infi-
nitamente frequente
Nesta classificac¸a˜o as propriedades de alcanc¸abilidade sa˜o as de maior interesse no
presente trabalho visto que foram empregadas no estudo de caso do cap´ıtulo 4. Em termos
computacionais, esse tipo de propriedade e´ a mais fa´cil de verificar (5) e se caracteriza por
apresentar o operador EF P , em que P e´ a proposic¸a˜o ou estado. Uma forma interessante
de expressar alcanc¸abilidade e´ aninhando-se os operadores AG e EF, ou seja propriedades
expressas como AG EF P indicam a possibilidade de partindo-se de qualquer estado
alcanc¸a´vel do sistema, chegar em um estado onde P e´ va´lido. Esse tipo de informac¸a˜o pode
ser usada na engenharia qu´ımica para determinar se um estado seguro de um equipamento
sempre e´ alcanc¸a´vel, independente da forma que ele esta´ sendo operado.
Propriedades de safety (ou seguranc¸a), podem ser usadas na engenharia para loca-
lizar situac¸o˜es em que um processo possa se encontrar em condic¸o˜es perigosas, como
combinac¸o˜es de pressa˜o e temperatura altas, composic¸o˜es explosivas em um reator, etc.
Propriedades de safety sa˜o caracterizadas pelo uso de operadores AG ¬P .
Para mais informac¸o˜es sobre as propriedades de fairness e liveness, recomenda-se
consultar (5) e (25).
Alguns exemplos de uso dos padro˜es apresentados, dentro da engenharia qu´ımica, sa˜o
ilustrados a seguir para ma´quinas estendidas (as propriedades sa˜o constru´ıdas em func¸a˜o
das varia´veis de estado):
Exemplo 1: Um conjunto de estados do sistema nunca pode ocorrer simultaneamente.
Por exemplo, isto poderia levar a uma situac¸a˜o de perigo, como uma temperatura
(T) de 500 K com pressa˜o (P) de 10 bar em um reator.
Propriedade: AG ¬(T = 500 ∧ P = 10)
Exemplo 2: Um sistema de controle sempre conseguira´ levar a varia´vel manipulada para
o novo setpoint. Por exemplo, no controle de n´ıvel de um tanque, pode-se querer
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saber se sempre que o setpoint for estabelecido em 50 cm se o sistema de controle
sera´ capaz de chegar nesse n´ıvel.
Propriedade: AG (SP = 50 → AF (L = 50))
Exemplo 3: Se um CLP, com programac¸a˜o em Ladder, comanda o acionamento de
va´lvulas e bombas no enchimento e esvaziamento automa´tico de um tanque, e´
poss´ıvel verificar se o tanque sera´ esvaziado (L = 0) apenas depois que o n´ıvel
atingir o valor ma´ximo (L = 100).
Propriedade: A[¬(L=0) W (L=100)]
Estabelecer as propriedades adequadas para a verificac¸a˜o de um modelo e´ tarefa dif´ıcil
ate´ mesmo para os cientistas da computac¸a˜o. Assim, a pra´tica do uso da verificac¸a˜o de
modelos e padro˜es de propriedades sa˜o boas formas de identificar propriedades interes-
santes para classes espec´ıficas de problemas dentro da engenharia.
A partir do momento que se tenha um modelo do processo e uma propriedade do
sistema, tem-se os requisitos necessa´rios para efetuar a verificac¸a˜o do modelo, conforme
explicado na pro´xima sec¸a˜o.
2.3 Verificac¸a˜o formal
A dependeˆncia cada vez maior de computadores e software para armazenar e processar
dados importantes trouxe a preocupac¸a˜o acerca das garantias de funcionamento desses
sistemas. Quem pode garantir que ao fazer uma transfereˆncia banca´ria, o software do
banco na˜o vai retirar o dinheiro de uma conta e depositar na conta errada? Como garantir
que um processador vai computar corretamente todas as operac¸o˜es matema´ticas? Ou ate´
mesmo, como garantir que o programa que controla o resfriamento de um reator na˜o vai
se comportar de maneira inesperada?
Questionamentos desse tipo surgem naturalmente para os engenheiros(as) da com-
putac¸a˜o e de software porque falhas como essas podem afetar diretamente a vida de
milhares de consumidores. Na verdade, algumas falhas costumam causar preju´ızos finan-
ceiros (e ate´ humanos) a`s empresas de tecnologia e por isso, antes de liberar um novo
produto, o hardware e/ou o software e´ testado.
49
Erros sempre existira˜o em projetos de hardware ou software, pore´m a gravidade dessas
falhas e´ que dara´ notoriedade e definira´ o tamanho do impacto causado por recalls ou
atualizac¸o˜es. Um exemplo cla´ssico em engenharia de hardware e´ o caso do bug de ponto
flutuante do processador Pentium II, que rendeu um preju´ızo de aproximadamente US$475
milho˜es com recalls para a Intel (3).
A Figura 2.16 evidencia em que etapas do ciclo de vida de um software os erros sa˜o
introduzidos e detectados e os respectivos custos para correc¸a˜o. Apo´s o lanc¸amento do
software os custos de correc¸a˜o sobem rapidamente, por isso, quanto mais cedo um erro
for encontrado, melhor.
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Figura 2.16: Ciclo de vida de um software e introduc¸a˜o de erros, detecc¸a˜o e custos de
reparo. Adaptado com permissa˜o de (26).
Surge enta˜o um problema: na˜o e´ poss´ıvel eliminar todos os erros, mas as falhas que
restam no projeto podem causar grandes preju´ızos. O que fazer enta˜o?
As duas formas mais comuns de avaliar o funcionamento de software e´ atrave´s de
revisa˜o por pares e por meio de testes. Na revisa˜o por pares a inspec¸a˜o do software
e´ realizada por um time de engenheiros que preferencialmente na˜o esteve envolvida no
desenvolvimento. O software na˜o e´ compilado e o co´digo e´ analisado diretamente de
forma esta´tica. Os erros encontrados sa˜o imediatamente corrigidos no co´digo.
O teste, ao contra´rio da revisa˜o por pares, consiste em compilar e/ou rodar uma parte
do co´digo e forc¸ar o programa a executar uma se´rie de diferentes entradas que represen-
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tariam o seu funcionamento normal. As sa´ıdas sa˜o analisadas com a documentac¸a˜o do
projeto para saber se esta˜o corretas. Pore´m, nenhuma das duas formas garante o correto
funcionamento do sistema, pois ainda podem deixar passar erros de forma despercebida
(3).
A verificac¸a˜o formal surge enta˜o como forma de provar matematicamente que um
software ou hardware funciona de acordo com o seu projeto, ou seja, que esse software
ou hardware atende algumas propriedades desejadas. A verificac¸a˜o formal fornece uma
confianc¸a extra sobre o funcionamento correto do sistema e complementa as ana´lises feitas
na revisa˜o por pares e por teste, especialmente em sistemas mais cr´ıticos.
Hoje, diversas empresas de tecnologia e ate´ o´rga˜os pu´blicos empregam a verificac¸a˜o
formal como meio de avaliar a existeˆncia de falhas em projetos de hardware ou software.
Dentre estas, esta˜o a Microsoft, Intel, Cisco, IBM, NASA, NSA entre outras (27).
A verificac¸a˜o formal pode ser dividida em algumas te´cnicas, cujas abordagens sa˜o
muito distintas. Destacam-se a prova de teoremas (theorem proving) e a verificac¸a˜o de
modelos (model checking).
Na prova de teoremas, um programa (chamado de provador de teoremas) e´ usado
para auxiliar deduc¸o˜es em lo´gica formal. Uma lo´gica formal compreende os seguintes
componentes (28):
• Uma linguagem formal para expressar fo´rmulas
• Um conjunto de fo´rmulas va´lidas chamadas de axiomas
• Um conjunto de regras de infereˆncia para derivar novas fo´rmulas a partir das fo´rmulas
ja´ existentes
Os axiomas formam um conjunto inicial de fo´rmulas va´lidas e com as regras de in-
fereˆncia e´ poss´ıvel gerar, a partir dos axiomas, novas fo´rmulas tambe´m va´lidas. Repetindo
esse procedimento, pode-se gerar uma sequeˆncia de fo´rmulas que e´ chamada de derivac¸a˜o
ou deduc¸a˜o.
No contexto da prova de teoremas, “verificar uma fo´rmula” significa demonstrar que
existe uma deduc¸a˜o para tal fo´rmula sob a lo´gica de um provador de teoremas. Uma
desvantagem dessa abordagem e´ que um provador de teoremas, em geral, na˜o consegue
fazer a deduc¸a˜o sozinho, ou seja, ele exige que um usua´rio experiente em prova de teoremas
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guie o provador. Portanto, um provador de teoremas auxilia, mas na˜o substitui o ser
humano ao fazer as deduc¸o˜es.
Ainda assim, o provador de teoremas e´ muito u´til visto que consegue mecanicamente
checar uma prova, ou seja, verificar se uma sequeˆncia de fo´rmulas de fato corresponde a
uma derivac¸a˜o va´lida na prova do sistema (28). Essa capacidade e´ utilizada para verificar
o funcionamento tanto de software quanto de hardware.
A verificac¸a˜o de modelos, por outro lado, e´ uma te´cnica que permite verificar um con-
junto de propriedades acerca do comportamento de um sistema (com base em um modelo
adequado) atrave´s da inspec¸a˜o sistema´tica de todos os estados do sistema. A grande van-
tagem da verificac¸a˜o de modelos e´ que ela e´ uma te´cnica completamente automa´tica (3),
de modo que fornecidos um modelo, uma propriedade e um verificador, resta ao usua´rio
“o apertar de um bota˜o” para verificar o sistema. Assim, na˜o e´ exigido do usua´rio um
conhecimento ta˜o aprofundado de verificac¸a˜o para utilizar a te´cnica, como acontece com
a prova de teoremas.
Quando uma propriedade e´ violada, o verificador de modelos fornece um contrae-
xemplo, que e´ a sequeˆncia de estados que levou o sistema a violar a propriedade. Essa
informac¸a˜o e´ muito u´til para identificar e corrigir as falhas.
Para utilizar a verificac¸a˜o de modelos sa˜o necessa´rios os seguintes elementos:
• Um modelo do sistema
• Uma propriedade, em geral, definida em uma lo´gica
• Uma te´cnica de verificac¸a˜o, baseada no sistema de provas
Para fins de verificac¸a˜o, a maioria dos model checkers utiliza como modelo uma
ma´quina de estados finitos, que e´ uma representac¸a˜o discreta dos estados que o sistema
pode assumir. A propriedade, por sua vez, pode assumir va´rias formas: linguagens regu-
lares, lo´gica cla´ssica, lo´gica modal, autoˆmatos (como os autoˆmatos de Bu¨chi), etc. Neste
trabalho, foi usada lo´gica temporal para expressar as propriedades, que da´ a liberdade
para o usua´rio descrever uma caracter´ıstica do comportamento dinaˆmico. Finalmente, o
algoritmo de verificac¸a˜o dependera´ da lo´gica utilizada e devera´ ser capaz de responder a
seguinte pergunta:
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Dado um modelo do sistemaM e uma propriedade φ em uma lo´gical temporal,M satisfaz
φ (M |= φ) ?
Exemplos de propriedades lo´gicas de um software sa˜o: “um programa nunca deve
chegar numa situac¸a˜o de deadlock (travamento)” ou “uma requisic¸a˜o eventualmente deve
ser atendida”. Portanto, uma propriedade representa um comportamento desejado do
sistema.
A motivac¸a˜o do presente trabalho e´ que o modeloM e a propriedade φ na˜o precisam
necessariamente estar relacionadas com um software, de modo que se o modelo representar
um processo qu´ımico e a propriedade for, por exemplo, “se o n´ıvel do tanque estiver baixo,
a resisteˆncia deve estar desligada”, tambe´m pode-se fazer verificac¸a˜o desse processo.
De fato, a verificac¸a˜o de modelos tem sido aplicada nas u´ltimas de´cadas para verificar
o co´digo Ladder de CLPs (Controlador Lo´gico Programa´vel) conforme comprovam as re-
fereˆncias (2), (29), (30), (31), (32), (33) e (34) (uma busca pelos termos “ladder logic” e
“model checking” retorna 306 resultados no Google Acadeˆmico a partir de 1994, apesar
da refereˆncia (2) mostrar que em 1992 ja´ haviam trabalhos nessa a´rea). O co´digo e´ exaus-
tivamente avaliado para todas as poss´ıveis trajeto´rias que a execuc¸a˜o do programa pode
tomar a fim de descobrir se existe alguma sequeˆncia de ac¸o˜es que violem a propriedade.
Essa rotina de avaliac¸o˜es substitui o teste manual do programa.
Deve-se destacar que, da mesma forma que o projeto, a otimizac¸a˜o e a simulac¸a˜o de
sistemas qu´ımicos fornecem resultados compat´ıveis com a qualidade dos modelos dados,
as provas geradas pela verificac¸a˜o formal dependem da qualidade do modelo do sistema
e da propriedade fornecidos. Assim, a verificac¸a˜o na˜o prova uma propriedade do sistema
f´ısico se o modelo na˜o corresponder a` realidade. A verificac¸a˜o formal pode ser colocada ao
lado das outras ana´lises cla´ssicas baseadas em modelos e que sa˜o utilizadas na engenharia
qu´ımica (Figura 2.17).
De posse de modelos de controladores, do processo e ate´ do comportamento dos ope-
radores, em teoria e´ poss´ıvel para um engenheiro checar uma propriedade com um veri-
ficador. Pore´m, visto que na engenharia qu´ımica dificilmente encontra-se algue´m com os
conhecimentos espec´ıficos, o presente trabalho teve por finalidade apresentar uma meto-
dologia automa´tica de conversa˜o de modelos matema´ticos para uso em verificac¸a˜o.
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Figura 2.17: Poss´ıveis aplicac¸o˜es para um modelo matema´tico na engenharia de qu´ımica.
2.3.1 Uma visa˜o geral da verificac¸a˜o de modelos
Em cap´ıtulos anteriores a verificac¸a˜o de modelos foi apresentada como uma abordagem
automa´tica de verificac¸a˜o com grande potencial de aplicac¸a˜o na engenharia qu´ımica. Aqui
a discussa˜o sobre essa abordagem sera´ aprofundada, com destaque para os principais
software utilizados e as atuais aplicac¸o˜es da te´cnica em engenharia.
A verificac¸a˜o de modelos e´ uma te´cnica que pode ser aplicada a uma grande quantidade
de problemas que possam ser modelados por autoˆmatos finitos. Ela consiste de 3 partes:
representac¸a˜o de um sistema por um autoˆmato, representac¸a˜o de uma propriedade por
uma fo´rmula lo´gica e um algoritmo de verificac¸a˜o de modelos (5).
Cada lo´gica temporal possui seus pro´prios algoritmos de verificac¸a˜o de modelos. O
algoritmo para CTL, por exemplo, avalia a fo´rmula em CTL contra o comportamento
infinito da ma´quina de estados para determinar se a propriedade temporal e´ satisfeita.
O algoritmo possui garantias de encerrar em um tempo finito porque o sistema possui
finitos estados, apesar de um caminho poder ser uma sequeˆncia infinita de transic¸o˜es. Se
a resposta do verificador for “sim”, o sistema esta´ de acordo com a propriedade. Se a
resposta e´ “na˜o”, o sistema viola a propriedade (32).
O processo de verificac¸a˜o e´ iterativo, ou seja, sempre que uma falha e´ encontrada em
um modelo, ela deve ser corrigida e o sistema deve ser verificado novamente, pois na˜o e´
poss´ıvel garantir que a correc¸a˜o na˜o tenha introduzido novas falhas no sistema (Figura
2.18). O sistema e´ considerado formalmente correto quando nenhuma outra falha (para
uma dada propriedade) e´ encontrada.
A grande vantagem da verificac¸a˜o de modelos e´ a capacidade de automaticamente
inspecionar todos os estados do modelo a fim de determinar se algum estado viola a
54
especificação
do sistema
etapa de 
projeto
produto ou 
protótipo
propriedades
verificação
existem 
falhas
não existem 
falhas
correções
Figura 2.18: Esquema de verificac¸a˜o a posteriori. Adaptado de (3).
especificac¸a˜o. Isso inclui a capacidade de verificar modelos com mais de 1020 estados
(32). Ha´ relatos de verificac¸a˜o de modelos com um nu´mero de estados de ate´ 10150 (35).
Entretanto, esse nu´mero so´ e´ poss´ıvel de ser tratado grac¸as a`s te´cnicas que lidam com o
problema de explosa˜o de estados.
A explosa˜o de estados pode ser mitigada ao codificar a ma´quina de estados de forma
simbo´lica atrave´s de Diagramas de Decisa˜o Bina´ria Ordenado (Ordered Binary Decision
Diagrams, OBDD). O OBDD reduz o nu´mero de estados explorando a redundaˆncia na
a´rvore de computac¸a˜o ao combinar no´s duplicados. Quando o modelo e´ tratado como um
OBDD, a verificac¸a˜o de modelos passa a ser chamada de simbo´lica (32).
Ale´m da verificac¸a˜o simbo´lica de modelos existem outras classes de verificac¸a˜o, como
a verificac¸a˜o quantitativa, que como sugere o nome, engloba algoritmos que verificam
propriedades quantitativas sobre o sistema (11). A verificac¸a˜o quantitativa e´ aplicada para
autoˆmatos temporizados e probabil´ısticos, cujos algoritmos sa˜o diferentes dos utilizados
para lo´gica CTL.
Para todas essas classes de verificac¸a˜o de modelos existem software consolidados e dis-
pon´ıveis gratuitamente para a comunidade acadeˆmica. Neste sentido, quatro se destacam:
SMV/NuSMV(36), UPPAAL (37), PRISM(38) e CheckMate (39).
O SMV (e a nova versa˜o NuSMV) foram desenvolvidos para a lo´gica CTL e LTL,
permitindo a construc¸a˜o e verificac¸a˜o de modelos de MEFs. O software e´ simples de
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utilizar e grac¸as ao tempo que vem sendo atualizado, possui muitas funcionalidades. A
desvantagem e´ a auseˆncia de interface gra´fica, limitando o uso a` linha de comando. Esse
programa foi escolhido para ser usado no presente trabalho, em vista da linguagem simples
e possibilidade de exportar resultados que podem ser lidos por outros programas como o
Matlab.
O UPPAAL, por sua vez, e´ voltado para autoˆmatos temporizados. Essa ferramenta
permite a modelagem, verificac¸a˜o e simulac¸a˜o dos modelos, tanto por linha de comando,
como atrave´s de uma interface gra´fica. O algoritmo utilizado emprega verificac¸a˜o simbo´lica
para reduzir a quantidade de estados e va´rios software foram desenvolvidos para fazer co-
municac¸a˜o com o UPPAAL (37).
Como verificador probabil´ıstico, o PRISM pode ser usado para modelar, analisar e ve-
rificar muitos tipos de modelos estoca´sticos como cadeias de Markov discretas ou cont´ınuas
e processos de decisa˜o de Markov. Ha´ suporte ainda a sistemas probabil´ısticos de tempo
real, modelados como autoˆmatos temporizados probabil´ısticos (11).
Por fim, o CheckMate e´ uma ferramenta utilizada para verificar autoˆmatos h´ıbridos
criados no Stateflow (Matlab). A grande vantagem desse verificador e´ a possibilidade de
utilizar a interface gra´fica ja´ existente do Stateflow e alguns poucos comandos do Matlab
para executar a verificac¸a˜o. A desvantagem e´ que a lo´gica temporal utilizada e´ ACTL, um
subconjunto da lo´gica CTL que usa como quantificador de caminhos apenas o operador
A, o que restringe as propriedades que podem ser utilizadas (39).
Apesar de ferramentas adequadas serem necessa´rias para que o analista construa e
modifique os modelos rapidamente, ainda sa˜o necessa´rios software mais acess´ıveis para
engenheiros qu´ımicos.
2.3.2 Aplicac¸o˜es em engenharia
Uma das principais aplicac¸o˜es da verificac¸a˜o de modelos em engenharia e´ na verificac¸a˜o de
diagramas ladder, que sa˜o utilizados para programac¸a˜o de CLPs (Controladores Lo´gico
Programa´veis), grac¸as a` caracter´ıstica discreta e a possibilidade de representar os diagra-
mas como autoˆmatos.
A Figura 2.19 ilustra, como exemplo, um sistema em que os alarmes de n´ıvel alto
e temperatura alta do tanque de armazenamento sa˜o ativados por um CLP e a sirene
e´ silenciada (confirmada) pelo operador. Um diagrama ladder para esse processo esta´
56
apresentado na Figura 2.20 e o respectivo autoˆmato e´ mostrado na Figura 2.21.
C
L
P
T
L
horn
Figura 2.19: Sistema de confirmac¸a˜o de alarme. Adaptado com permissa˜o de (2).
HiL
HiT
L1
L2
horn
Ack
PB
Ack
Ack
horn
L2
L1
Figura 2.20: Exemplo de um diagrama ladder. Adaptado com permissa˜o de (2).
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PB
PB
PB
PB
PB
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HiL HiT
PB
horn
Ack
L1,Ack
HiL,HiT
L1,L2,Ack
L1,L2,Ack
HiL,HiT,PB
L1,Ack
HiL,PB
HiL,HiT
L1,L2,horn
Ack
L2,Ack
HiT,PB
L2,Ack
Figura 2.21: Autoˆmato finito que representa o diagrama ladder da Figura 2.20. Adaptado
com permissa˜o de (2).
No diagrama ladder da Figura 2.20, os trilhos verticais (power rails) indicam os trilhos
de energia, enquanto as linhas horizontais, representam poss´ıveis fluxos de energia ou sinal.
Va´rios s´ımbolos para contatos e rele´s podem ser colocados nas linhas do ladder. Se os
contatos apropriados sa˜o ativados, os rele´s sa˜o energizados e os correspondentes contatos
sa˜o fechados. Por exemplo, fechando o contato de n´ıvel alto (HiL) na linha 1, provoca a
ativac¸a˜o do rele´ L1 (tambe´m na linha 1) e causa o fechamento do contato L1 na linha 3
(2).
Diagramas ladder extensos sa˜o dif´ıceis de ler e interpretar, especialmente quando sa˜o
feitos por outra pessoa. Portanto, para saber se a programac¸a˜o feita corresponde ao
comportamento desejado para o CLP sa˜o feitos testes manuais para as entradas e observa-
se as respostas do ladder, ou seja, sa˜o feitas simulac¸o˜es.
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Esse processo pode ser automatizado com a verificac¸a˜o de modelos. Se o engenheiro
quer se certificar que a sirene sempre vai soar quando o n´ıvel alto e´ atingido, pode-se
lanc¸ar ma˜o da propriedade
AG HiL⇒ AF horn
e com o modelo em MEF do diagrama ladder, deixar o trabalho de teste para um verifi-
cador. Se a propriedade for falsa, sera´ retornado um contraexemplo com a sequeˆncia de
estados (e consequentemente quais contatos foram acionados) que levaram o ladder a na˜o
acionar a sirene quando foi detectado n´ıvel alto.
Dois trabalhos demonstram o uso da verificac¸a˜o de modelos de co´digos ladder no Bra-
sil. Silva (29) e Sampaio (33) direcionaram seus trabalhos para a traduc¸a˜o automa´tica
de diagramas ladder para autoˆmatos temporizados para fins de verificac¸a˜o com o UP-
PAAL. Assim, mesmo que um usua´rio tenha pouco conhecimento em verificac¸a˜o, eles
demonstraram a possibilidade de verificac¸a˜o de diagramas ladder.
Uma outra direc¸a˜o que pode ser dada para a verificac¸a˜o de modelos e´ a possibilidade
de “sintonia” do verificador para s´ıntese de novos sistemas e procedimentos operacionais.
O primeiro e´ sugerido por Barner et al (40), que ao inve´s de utilizar um verificador
de modelos para encontrar falhas em hardware ou software, demonstrou que e´ poss´ıvel
utilizar contraexemplos para projetar sistemas que se comportam de acordo com uma
dada propriedade. Analogamente, esse procedimento poderia ser adotado em processos
qu´ımicos.
A s´ıntese de procedimentos operacionais foi apresentada pelo trabalho de Margolis
(41) para fornecer uma soluc¸a˜o, em termos operacionais, para os operadores quando o
processo se encontra em condic¸o˜es anormais de funcionamento. Ele desenvolveu tambe´m
um linguagem (V-OPL) para reduzir o tempo e a dificuldade de s´ıntese de modelos lo´gicos.
Outra a´rea que merece destaque por ter se beneficiado da verificac¸a˜o de modelos foi a
engenharia bioqu´ımica e a biologia. Antoniotti et al (42) mostraram como a verificac¸a˜o
de modelos h´ıbridos pode ser utilizada para analisar rotas de reac¸o˜es bioqu´ımicas. Eles
desenvolveram dois software, o Simpathica e o XSSYS, para facilitar a verificac¸a˜o de
propriedades como “eventualmente o sistema alcanc¸ara´ o estado estaciona´rio e o n´ıvel
de guanosina trifosfato sera´ menor que um valor x”. Va´rios outros programas para ve-
rificac¸a˜o de sistemas bioqu´ımicos foram desenvolvidos desde enta˜o (43), ratificando a
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te´cnica como uma importante ferramenta matema´tica na a´rea e ilustrando a importaˆncia
do desenvolvimento de software especializados.
Estes foram alguns exemplos de como a verificac¸a˜o de modelos esta´ sendo aplicada em
a´reas na˜o correlatas com a computac¸a˜o. Ha´ muito a ser feito ainda para que a te´cnica
ganhe espac¸o nas engenharias, mas sem du´vidas o potencial existe e deve ser explorado.
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Modelagem com ma´quinas de estados finitos
3.1 Introduc¸a˜o
A construc¸a˜o de autoˆmatos finitos para modelar sistemas qu´ımicos na˜o e´ uma tarefa
trivial. Ale´m do conhecimento do processo e´ preciso decidir acerca do tipo de autoˆmato
que sera´ usado (alguns tipos esta˜o mostrados na sec¸a˜o 2.1.6), propriedades e escolher um
verificador adequado.
Sistemas modelados com MEFs podem ser constru´ıdos a partir de algumas informac¸o˜es
qualitativas, mas suficientes, para descrever situac¸o˜es onde falhas podem ocorrer, seja em
func¸a˜o de problemas no projeto, falta de informac¸a˜o, falhas dos operadores ou procedi-
mentos mal planejados.
Assim como ocorre com outros tipos de modelos, na˜o existe uma forma certa ou
metodologia u´nica para construir MEFs. Algumas tentativas de sistematizar esse processo
esta˜o descritas nas refereˆncias (44) e (34). Ambos os autores utilizaram autoˆmatos que
manipulam varia´veis de estado para modelar o sistema f´ısico, eventos, procedimentos
operacionais e ate´ a atuac¸a˜o de operadores humanos.
As varia´veis de estado no modelo sa˜o discretas, normalmente inteiras ou booleanas.
Assim, para modelar uma temperatura de um equipamento ou uma pressa˜o e´ preciso
realizar uma discretizac¸a˜o. O domı´nio da varia´vel pode ser discretizado em diversas
faixas, utilizando como crite´rio as especificac¸o˜es do sistema e/ou pontos de refereˆncia do
sistema de controle e do sistema f´ısico.
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O exemplo mostrado na Figura 3.1 ilustra uma parte de um sistema de fundic¸a˜o de
metal (44). Nesse sistema a prensa funciona como um elevador, que inicialmente esta´
adjacente ao molde que conte´m metal l´ıquido. Conforme a prensa desce, um l´ıquido
refrigerante e´ borrifado no metal, que esfria e comec¸a a ganhar a forma do lingote.
Metal líquido
Lingote
Líquido
refrigerante
Líquido
refrigerante
Prensa
Comprimento do
lingote
Máximo
Comprimento 
desejado
Set-point 2
do resfriamento
Set-point 1
do resfriamento
Zero
Figura 3.1: Exemplo de discretizac¸a˜o do comprimento de um lingote (44).
Duas propriedades do lingote sa˜o:
• O lingote sai do estado de “moldagem” para “finalizado” quando o comprimento
desejado e´ alcanc¸ado
• Iniciar a produc¸a˜o de um lingote implica que o comprimento desejado eventualmente
sera´ alcanc¸ado
Assim, em func¸a˜o das propriedades, o comprimento do lingote e´ uma varia´vel im-
portante na modelagem. O sistema se comporta de maneira diferente dependendo se o
comprimento do lingote e´ maior ou menor que o comprimento desejado. Assim, o com-
primento desejado pode ser considerado um ponto de discretizac¸a˜o.
O sistema de controle tambe´m se comporta de maneira diferente em func¸a˜o do com-
primento do lingote. Por exemplo, a taxa que o l´ıquido de resfriamento e´ borrifado pode
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variar de acordo com o comprimento. A Figura 3.1 mostra dois pontos onde o set-point
da taxa de aspersa˜o do l´ıquido e´ alterada. Esses pontos tambe´m sa˜o considerados pontos
de discretizac¸a˜o.
O pro´prio lingote tambe´m pode sugerir pontos de discretizac¸a˜o. Comprimento nega-
tivo, por exemplo, na˜o possui sentido, por isso, o zero tambe´m foi inclu´ıdo na discretizac¸a˜o.
No outro extremo, a prensa na˜o consegue descer mais que o comprimento ma´ximo, que,
portanto, tambe´m foi escolhido como ponto de discretizac¸a˜o.
Assim, conforme sugerido pela Figura 3.1, a varia´vel comprimento pode ser discreti-
zada em 6 partes:
0 : igual a zero
1 : entre o zero e o primeiro set-point da taxa de l´ıquido de refrigerac¸a˜o
2 : entre os dois set-points
3 : entre o segundo set-point e o comprimento desejado
4 : igual ao comprimento desejado
5 : entre o comprimento desejado e o comprimento ma´ximo
6 : igual ao comprimento ma´ximo
Este exemplo mostra que as faixas de discretizac¸a˜o podem ter diferentes comprimentos
ou se tratar de apenas um ponto. A etapa de s´ıntese dos modelos e´ muito importante
e a escolha de uma discretizac¸a˜o com muitas faixas pode levar a uma situac¸a˜o onde o
tempo computacional para a verificac¸a˜o pode se tornar muito elevado ou a quantidade de
memo´ria pode se tornar insuficiente.
A discretizac¸a˜o e´ apenas uma das etapas na construc¸a˜o do modelo para verificac¸a˜o.
Uma proposta para a metodologia de s´ıntese de um modelo para verificac¸a˜o consiste das
seguintes etapas (44):
Coleta de informac¸o˜es: Reunia˜o com os projetistas, operadores e engenheiros para co-
letar documentac¸a˜o sobre o sistema e sobre os comportamentos desejados e proibidos
para esse sistema.
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Ana´lise do fluxograma e das especificac¸o˜es : Ana´lise das informac¸o˜es coletadas na
etapa anterior.
Selec¸a˜o dos mo´dulos: Baseado na ana´lise da etapa anterior, deve-se selecionar os mo´dulos
apropriados a partir da biblioteca de mo´dulos.
Criac¸a˜o das varia´veis: Criac¸a˜o do esqueleto do modelo com o nu´mero e tipos corretos
de varia´veis dos mo´dulos.
Conexa˜o dos mo´dulos: Definic¸a˜o das varia´veis de entrada de cada mo´dulo.
Construc¸a˜o do mo´dulo principal: Nesta etapa o mo´dulo principal e´ finalizado.
Definic¸a˜o das propriedades: As propriedades sa˜o extra´ıdas da documentac¸a˜o ou de
outras fontes e traduzida do portugueˆs (ou ingleˆs) para uma linguagem temporal
usando as varia´veis definidas no modelo.
Entretanto, a criac¸a˜o da biblioteca de mo´dulos (que corresponderia aos modelos dos
equipamentos, por exemplo) depende, hoje, exclusivamente do usua´rio, que deve ter co-
nhecimentos em autoˆmatos finitos e verificac¸a˜o. Como apontado por Milam (44), “a
pra´tica industrial da verificac¸a˜o teria muito a ganhar se uma ferramenta computacional
amiga´vel voltada para engenheiros qu´ımicos fosse desenvolvida”.
3.2 Sistemas de eventos discretos
O presente trabalho tem por finalidade estabelecer uma metodologia simples para ex-
trac¸a˜o de uma ma´quina de estados finitos a partir de informac¸o˜es da dinaˆmica de pro-
cessos, visando o uso em verificac¸a˜o formal. Entretanto, esta na˜o e´ a primeira tentativa
de estabelecer tal metodologia e uma “fonte” via´vel de informac¸a˜o do processo sa˜o as
equac¸o˜es diferenciais.
Ha´ uma razoa´vel quantidade de trabalhos neste sentido, especialmente na a´rea de
Sistemas de Eventos Discretos (Discrete Event Systems ou DES). Modelos DES possuem
estados discretos e pode-se dizer que eles sa˜o do tipo event-driven, ou seja, a evoluc¸a˜o dos
estados do modelo dependem inteiramente da ocorreˆncia de eventos discretos ass´ıncronos
(ao contra´rio dos modelos sincronizados discutidos neste trabalho) ao longo do tempo (6).
Em geral, a estrate´gia e´ baseada no particionamento do espac¸o de estados e transic¸o˜es sa˜o
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atribu´ıdas a fim de computar a trajeto´ria que o sistema cont´ınuo teria. O presente trabalho
tambe´m utiliza uma estrate´gia de particionamento, mas a construc¸a˜o das transic¸o˜es e
a existeˆncia de informac¸a˜o sobre o tempo de forma impl´ıcita o diferem dos trabalhos
encontrados na literatura.
Um trabalho que merece destaque por estar envolvido com a engenharia qu´ımica foi
desenvolvido por Bloin (45), que desenvolveu um me´todo computacional para gerar as
ma´quinas de estados finitos (especificamente um sistema de eventos discretos) por abs-
trac¸a˜o. Apesar dos estudos de caso estarem muito pro´ximos da realidade da engenharia
qu´ımica (tanques de mistura), a matema´tica utilizada para construc¸a˜o das ma´quinas e´
dif´ıcil de implementar para a maioria dos engenheiros, tornando a metodologia proposta
pouco pra´tica para aplicac¸a˜o direta.
Mais recentemente, em sua tese de PhD, Thombre (46) tambe´m utilizou DES aplicado
a` ana´lises de HAZOP e s´ıntese de controladores discretos. A limitac¸a˜o de seu trabalho,
assim como todo DES, e´ a falta de informac¸a˜o sobre o tempo, de modo que e´ poss´ıvel
acompanhar o que acontece com o sistema em termos de eventos, mas na˜o e´ poss´ıvel saber
quando esses eventos ocorrem. Um exemplo extra´ıdo do trabalho de Thombre (Figura
3.2) ilustra bem esse problema: pode-se rastrear a trajeto´ria do sistema ao sair do estado
inicial ate´ o final, mas na˜o se sabe quanto tempo essa trajeto´ria durou e essa informac¸a˜o
muitas vezes e´ essencial em ana´lise de sistemas de controle.
Figura 3.2: Discretizac¸a˜o do espac¸o de estados do problema, com ilustrac¸a˜o de uma
trajeto´ria no espac¸o cont´ınuo e a mesma trajeto´ria no espac¸o discretizado (46).
Na a´rea de engenharia bioqu´ımica, Radulescu et al(47) propo˜em uma aproximac¸a˜o
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na forma de ma´quinas de estados finitos da dinaˆmica de rotas bioqu´ımicas em diferentes
escalas de tempo. Uma conclusa˜o interessante desse trabalho e´ que os autores conseguiram
reduzir o sistema cont´ınuo a um autoˆmato ta˜o simples que este possu´ıa um nu´mero de
estados menor que o nu´mero de compostos que formavam o sistema original. Este trabalho
reforc¸a o que foi observado em diversos momentos ao longo da elaborac¸a˜o do presente
trabalho: a engenharia bioqu´ımica aparenta estar na vanguarda de muitos desafios na
a´rea de modelagem com ma´quinas de estados e em verificac¸a˜o formal. Entretanto, o
trabalho de Radulescu et al na˜o cita o uso desses modelos para fins de verificac¸a˜o formal.
Em um linha de trabalho um pouco diferente, Meenakshi et al (48) demonstraram
a possibilidade de transformar modelos do Simulink diretamente para a linguagem do
NuSMV. Os autores desenvolveram um programa que faz essa traduc¸a˜o do modelo de
forma automa´tica e aplicaram o software em problemas de avioˆnica. Este trabalho ins-
pirou a construc¸a˜o da ferramenta de traduc¸a˜o de equac¸o˜es diferenciais para a linguagem
do NuSMV que sera´ apresentada no pro´ximo cap´ıtulo.
Por fim, merece um especial destaque o desenvolvimento de uma metodologia au-
toma´tica para gerac¸a˜o de ma´quinas de estados temporizadas a partir de EDOs (Equac¸o˜es
Diferenciais Ordina´rias) desenvolvido por Stursberg et al (49). Eles propuseram duas
abordagens diferentes para modelagem, ambas baseadas em particionamento do espac¸o
de estados, onde uma das abordagens utiliza integrac¸a˜o nume´rica do sistema para decidir
sobre as transic¸o˜es das ma´quinas de estados e os exemplos sa˜o espec´ıficos da engenharia
qu´ımica. O propo´sito dos modelos e´ a utilizac¸a˜o em ana´lise de alcanc¸abilidade e estudo
de sistemas de eventos discretos.
O uso de equac¸o˜es diferenciais para dar suporte a` construc¸a˜o de ma´quinas de estados
finitos foi utilizado ate´ com o objetivo de auxiliar a visualizac¸a˜o da trajeto´ria de sistemas
com dinaˆmica complexa, conforme relatado por Brian (50). Um exemplo de aplicac¸a˜o
desse trabalho esta´ mostrado na Figura 3.3 onde a ma´quina de estados indica todas as
direc¸o˜es que o sistema e´ capaz de seguir.
Estes trabalhos sa˜o uma frac¸a˜o do que se observa na literatura a respeito de tentativas
no sentido de sistematizar a obtenc¸a˜o de ma´quinas de estados diretamente a partir de
equac¸o˜es diferenciais. Muitos deles, nem citam a possibilidade de verificac¸a˜o formal e
utilizam os modelos resultantes para propo´sitos muito distintos.
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Figura 3.3: Ma´quina de estados (direita) auxiliando na visualizac¸a˜o da trajeto´ria de um
sistema dinaˆmico complexo (esquerda). Cada quadrado representa um estado discreto do
sistema.
Assim, o presente trabalho e´ mais um passo na tentativa de desenvolver automatica-
mente ma´quinas de estados a partir de modelos ja´ estabelecidos de processos industriais.
Apresenta-se aqui uma nova rota via´vel para modelagem discreta com MEFs: o me´todo
δpi para ma´quinas estendidas.
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3.3 O me´todo δpi para ma´quinas estendidas
A primeira (e mais importante) decisa˜o tomada neste trabalho para estabelecer uma
metodologia de modelagem foi a escolha da classe de modelo que seria usada, ou seja, se
o modelo em ma´quina de estados seria na forma estendida, temporizada, probabil´ıstica
ou h´ıbrida.
A` princ´ıpio, a escolha de modelos temporizados ou h´ıbridos, por tratarem de tempo
e varia´veis cont´ınuas, respectivamente, aparentou ser uma decisa˜o sensata. Entretanto,
tal escolha foi revisada ao vislumbrar a possibilidade de discretizar as varia´veis cont´ınuas
e representar de modo impl´ıcito o tempo com ma´quinas estendidas. Assim, apesar da
escolha de um modelo mais simples, com uma quantidade menor de informac¸a˜o expl´ıcita,
o procedimento de discretizac¸a˜o dos modelos dinaˆmicos (seja das varia´veis ou do tempo)
ja´ e´ largamente consolidado na engenharia qu´ımica para soluc¸a˜o de equac¸o˜es diferenciais
e acabou por facilitar a produc¸a˜o das ma´quinas de estados que representassem a dinaˆmica
dos processos industriais.
O me´todo desenvolvido e apresentado neste trabalho emprega uma estrate´gia de linea-
rizac¸a˜o por partes do espac¸o de estados do modelo dinaˆmico, onde a varia´vel do problema
e´ discretizada em duas varia´veis: uma representa o trecho da linearizac¸a˜o local (e isso
permite acompanhar a taxa de mudanc¸a da varia´vel) e a outra efetivamente indica o valor
varia´vel. O me´todo se apoia ainda no uso de uma matriz onde e´ memorizada a dinaˆmica
do processo e, portanto, dispensa o uso, a n´ıvel de ma´quina de estados, da func¸a˜o anal´ıtica
do modelo.
As sec¸o˜es a seguir teˆm por objetivo demonstrar o me´todo desenvolvido neste trabalho.
Ao final do cap´ıtulo, uma se´rie de exemplos demonstram a transformac¸a˜o de sistemas
dinaˆmicos nas respectivas ma´quinas de estados.
3.4 Motivac¸a˜o e codificac¸a˜o das varia´veis
A metodologia de construc¸a˜o das ma´quinas de estados estendidos a ser apresentada foi
inspirada1 no me´todo de Euler para integrac¸a˜o nume´rica (Equac¸a˜o 3.1).
1A inspirac¸a˜o serviu apenas para a estruturac¸a˜o das ma´quinas e transic¸o˜es. A soluc¸a˜o das EDOs
para construc¸a˜o das MEFs na˜o e´ necessariamente feita pelo me´todo de Euler.
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yk+1 = yk +
(
dy
dt
)
k
∆t (3.1)
O segundo termo do lado direito da igualdade e´ uma estimativa local da variac¸a˜o de
y aproximada pela derivada da pro´pria varia´vel, ou seja,
dy
dt
∆t = ∆y.
Portanto, para conhecer o pro´ximo estado da varia´vel y e´ necessa´rio conhecer o estado
atual e ∆y. Dado que os autoˆmatos estendidos lidam com varia´veis de estado, e´ poss´ıvel
computar as variac¸o˜es de y atualizando seus valores por meio de atribuic¸o˜es nas transic¸o˜es
do autoˆmato. A Figura 3.4 ilustra como o ca´lculo do valor do novo estado de y poderia
ser feito. A cada atualizac¸a˜o da ma´quina de estados, uma transic¸a˜o seria responsa´vel por
atualizar o valor de y.
S
yk+1 := yk + ∆yk
Figura 3.4: Implementac¸a˜o do me´todo de Euler na transic¸a˜o de uma ma´quina de estados
estendidos.
A abordagem mostrada na Figura 3.4 seria uma implementac¸a˜o direta do me´todo de
Euler em uma ma´quina de estados finitos e na˜o seria diferente do que poderia ser feito
em qualquer linguagem de programac¸a˜o.
Entretanto, as ma´quinas de estados estendidos podem na˜o lidar com nu´meros reais e,
ale´m disso, o valor de ∆y e´ func¸a˜o do estado atual da varia´vel o que obrigaria a ma´quina
de estados a calcular o valor da derivada em cada transic¸a˜o. Essas sa˜o fortes limitac¸o˜es,
visto que essas ma´quinas, em geral, realizam operac¸o˜es muito simples nas transic¸o˜es.
Portanto, a estrate´gia precisa de adaptac¸o˜es para que as ma´quinas de estados repro-
duzam o comportamento de uma equac¸a˜o diferencial. A primeira adaptac¸a˜o proposta e´
a codificac¸a˜o das varia´veis reais em um par de novas varia´veis inteiras y˜ e y˜∗, chamadas
respectivamente de macroestado e microestado. A varia´vel y˜ representa o ı´ndice da
faixa discretizac¸a˜o dentro de um intervalo da varia´vel original. Por exemplo, se um in-
tervalo de pressa˜o for definido entre 5 PSI e 10 PSI e esse intervalo for discretizado em
10 trechos, o macroestado y˜ representa o ı´ndice de cada uma dessas partes discretizadas,
iniciando pelo ı´ndice 0. Na Figura 3.5 observa-se o significado de y˜.
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ymin ymax
0 n-11 2 3 ...ỹ = 
Figura 3.5: Significado do macroestado y˜.
Ainda no mesmo exemplo, se a pressa˜o for codificada em y˜ = 0 isso significa que ela
possui um valor qualquer entre 5 PSI e 5,5 PSI (primeiro intervalo discretizado). Neste
trabalho, para fins de simplificac¸a˜o na implementac¸a˜o da estrate´gia de conversa˜o, o ı´ndice
sempre assumira´ o valor inferior do intervalo real em operac¸o˜es matema´ticas, ou
seja, y˜ = 0 significaria 5 PSI em uma operac¸a˜o matema´tica. Todavia, na˜o existe nenhum
impedimento para o uso de outro valor representativo, como o valor me´dio ou o valor
superior do intervalo.
O macroestado pode ser visto ainda como uma aproximac¸a˜o “grosseira” da varia´vel
y. Em tese e´ poss´ıvel melhorar a qualidade da codificac¸a˜o aumentando o nu´mero de dis-
cretizac¸o˜es, mas isso tende a comprometer a verificac¸a˜o formal (fato observado de forma
experimental durante o desenvolvimento do trabalho). A fim de reduzir o problema da
complexidade que surge com o aumento do nu´mero de intervalos de discretizac¸a˜o, foi
proposto neste trabalho o uso do microestado y˜∗ que pode ser interpretado como uma
discretizac¸a˜o de um macroestado, ou seja, y˜∗ e´ um refinamento do valor de y˜. A inter-
pretac¸a˜o da varia´vel y˜∗ esta´ ilustrada na Figura 3.6.
ymin ymax
0 n-11 2 3 ...ỹ = 
0 n -11 2 3 ... *ỹ = *
Figura 3.6: Significado do microestado y˜∗.
Dado que a varia´vel real y e´ limitada num intervalo [ymin; ymax] e que esse intervalo
e´ discretizado em n partes iguais enumeradas por [0;n − 1], deduz-se a expressa˜o que
converte y em y˜ por uma interpolac¸a˜o. A expressa˜o final para y˜ esta´ apresentada na
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Equac¸a˜o 3.2.
y˜ =
(
y − ymin
ymax − ymin
)
n (3.2)
Posto que y˜ modela, em operac¸o˜es matema´ticas, o valor mı´nimo de um intervalo
discretizado de y e que y˜ ∈ Z, faz-se necessa´rio acrescentar o operador b c (menor inteiro)
a` Equac¸a˜o 3.2. Portanto, a expressa˜o final de y˜ e´ mostrada na Equac¸a˜o 3.3.
y˜ =
⌊(
y − ymin
ymax − ymin
)
n
⌋
(3.3)
Neste ponto deve-se fazer uma ressalva: se y = ymax pela Equac¸a˜o 3.3 teria-se y˜ = n,
que esta´ fora do intervalo proposto inicialmente para y˜. Assim, conclui-se que o mapea-
mento de y em y˜ e´ va´lido apenas no intervalo aberto [ymin; ymax[.
De maneira semelhante, y˜∗ assume que um intervalo de y˜ e´ dividido em n∗ partes iguais
enumeradas por [0;n∗−1], y˜∗ ∈ Z e que para operac¸o˜es matema´ticas y˜∗ tambe´m usa como
valor representativo o valor mı´nimo do intervalo da subdiscretizac¸a˜o. A expressa˜o para
y˜∗ pode ser obtida por analogia: o termo entre pareˆnteses da Equac¸a˜o 3.3 e´ a frac¸a˜o do
intervalo [ymin; ymax[ em que y se encontra, portanto, pode-se escrever a Equac¸a˜o 3.4 em
que o termo entre pareˆnteses tem a mesma func¸a˜o para y˜∗ dentro de um intervalo de y˜.
y˜∗ =
⌊(
y − ymin
ymax − yminn− y˜
)
n∗
⌋
(3.4)
Portanto, as Equac¸o˜es 3.3 e 3.4 podem ser usadas para fazer a codificac¸a˜o inteira usada
nas ma´quinas de estados estendidos neste trabalho. Resta ainda a necessidade de uma
expressa˜o que converta os valores codificados de volta para nu´meros reais e essa expressa˜o
pode ser vista na Equac¸a˜o 3.5, que computa as contribuic¸o˜es de y˜ e y˜∗ na composic¸a˜o
de y. Assim como na Equac¸a˜o 3.2, as Equac¸o˜es 3.4 e 3.5 tambe´m foram deduzidas por
interpolac¸a˜o.
y =
(
ymax − ymin
n
)(
y˜ +
y˜∗
n∗
)
+ ymin (3.5)
Finalmente, a u´ltima operac¸a˜o de codificac¸a˜o e´ a do valor de ∆y que e´ codificado em
uma varia´vel chamada de salto do microestado, ∆y˜∗. A deduc¸a˜o da expressa˜o resume-se
ao ca´lculo de “quantos microestados esta˜o contidos em ∆y”, conforme apresentado na
Equac¸a˜o 3.6. O operador b e significa arredondamento para o inteiro mais pro´ximo. O
valor de ∆y˜∗ e´ usado nas transic¸o˜es para atualizar os valores dos estados das ma´quinas.
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∆y˜∗ =
⌊
nn∗
ymax − ymin ∆y
⌉
(3.6)
Para ilustrar os procedimentos de codificac¸a˜o, suponha que uma varia´vel real definida
dentro de um intervalo [0;4] e´ discretizada em 10 macroestados (n = 10) e 100 microes-
tados (n∗ = 100). Aplicando-se as Equac¸o˜es 3.3 e 3.4 para alguns valores dentro desse
intervalo nota-se como a codificac¸a˜o evolui em termos de y˜ e y˜∗ (Tabela 3.1).
Tabela 3.1: Exemplo de codificac¸a˜o dentro do intervalo [0;4] com n = 10 e n∗ = 100.
Real y˜ y˜∗
0 0 0
0,1 0 25
0,2 0 50
0,3 0 75
0,4 1 0
0,5 1 25
...
...
...
3,99 9 97
3,999 9 99
A transformac¸a˜o de volta para nu´meros reais usando o par y˜ e y˜∗ e a Equac¸a˜o 3.5
resulta sempre em um valor subestimado de y. Por exemplo, para y˜ = 9 e y˜∗ = 99 (u´ltimo
item da Tabela 3.1) tem-se y = 3,996.
Uma vez que agora existe uma representac¸a˜o codificada das varia´veis do problema
f´ısico e´ poss´ıvel construir as ma´quinas de estados que efetivamente se comportara˜o como
as equac¸o˜es diferenciais que se quer representar. O desenvolvimento dessas ma´quinas de
estados estendidos esta´ descrito na pro´xima sec¸a˜o.
3.5 Desenvolvimento e implementac¸a˜o das
ma´quinas de estados
Na sec¸a˜o anterior foram expostos os motivos e os procedimentos para a codificac¸a˜o das
varia´veis reais em um par de nu´meros inteiros. Tambe´m foi apresentada uma ma´quina
de estados finitos que teoricamente implementaria o me´todo de Euler em uma transic¸a˜o
(Figura 3.4). Nesta sec¸a˜o sera˜o apresentadas as alterac¸o˜es do autoˆmato da Figura 3.4 a
fim de computar as atualizac¸o˜es das varia´veis de estado y˜ e y˜∗ a partir de um me´todo
ana´logo ao me´todo de Euler.
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Ao longo do desenvolvimento deste trabalho surgiu a necessidade de representar as
atualizac¸o˜es de y˜ e y˜∗ em autoˆmatos distintos. Isso se deve a` possibilidade de uma notac¸a˜o
mais enxuta, com ma´quinas mais simples. Apesar disso, as ma´quinas ainda devem atender
algumas caracter´ısticas importantes:
1. As transic¸o˜es sempre devem respeitar os limites das varia´veis y˜ e y˜∗.
2. Se a soluc¸a˜o da equac¸a˜o diferencial levar a valores fora do intervalo especificado para
uma varia´vel, as transic¸o˜es forc¸ara˜o a varia´vel a ficar dentro do intervalo va´lido ao
“travar” os valores no limite superior ou inferior.
3. Uma vez que a estrate´gia se baseia no me´todo de Euler, ou seja, o tempo tambe´m
existe de forma discreta, as transic¸o˜es na˜o devem se limitar a estados adjacentes no
range da varia´vel, ou seja, se uma temperatura muda muito ra´pido pode ocorrer um
salto diretamente de um macroestado 0 para o macroestado 5, por exemplo, sem
ter passado pelos estados 1, 2, 3 e 4.
Essas regras ba´sicas levaram ao desenvolvimento de quatro transic¸o˜es para a ma´quina
responsa´vel pela atualizac¸a˜o do macroestado, chamada de Mpi e quatro transic¸o˜es para
atualizac¸a˜o do microestado, com a ma´quina Mδ. Em func¸a˜o dessas ma´quinas o me´todo
foi nomeado como me´todo δpi. As transic¸o˜es esta˜o descritas a seguir.
• Transic¸o˜es da ma´quina Mδ
T1: Quando o pro´ximo valor de y˜∗ for negativo (indicando transic¸a˜o de y˜ para um
valor menor) e quando y˜∗ cair no primeiro microestado de algum macroestado
ou quando o pro´ximo valor calculado de y˜ for menor que zero (o que na˜o e´
permitido), atribuir o valor y˜∗ = 0.
T2: Atribuir o valor n∗−1 sempre que os pro´ximos estados de y˜ e y˜∗ estiverem acima
dos respectivos valores ma´ximos permitidos (ou seja, o valor sera´ “travado” no
limite superior da varia´vel).
T3: Quando o pro´ximo valor de y˜∗ for na˜o-negativo e o novo valor de y˜ estiver
dentro do intervalo codificado permitido, atribuir o valor de y˜∗ como sendo o
resto da divisa˜o entre (y˜∗ + ∆y˜∗) e n∗.
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T4: Quando o pro´ximo valor de y˜∗ for negativo e este valor na˜o cair no primeiro
microestado de algum macroestado, atribuir para y˜∗ = n∗+ o resto da divisa˜o
entre (y˜∗ + ∆y˜∗) e n∗.
• Transic¸o˜es da ma´quina Mpi
T5: Quando o pro´ximo valor calculado de y for maior que o intervalo codificado
permitido, atribuir o valor ma´ximo para y˜.
T6: Se o novo valor de y˜ for menor que zero, atribuir y˜ = 0.
T7: Quando o pro´ximo valor calculado de y˜∗ for na˜o negativo e o novo valor calcu-
lado de y˜ for menor ou igual ao valor ma´ximo permitido, calcular o novo valor
de y˜ como sendo o valor atual + (y˜∗ + ∆y˜∗)/n∗.
T8: Quando o pro´ximo valor calculado de y˜∗ for negativo e o novo valor calculado
de y˜ for menor ou igual ao valor ma´ximo permitido, calcular o novo valor de y˜
como sendo o valor atual + (y˜∗ + ∆y˜∗ − n∗ − 1)/n∗.
As transic¸o˜es T1, T2, T5 e T6 teˆm o objetivo de garantir que y˜∗ e y˜ sempre fiquem den-
tro do intervalo codificado permitido ([0;n∗− 1] e [0;n− 1], respectivamente) “travando”
os valores nos limites superior ou inferior quando estes sa˜o violados e as transic¸o˜es T3,
T4, T7 e T8 atualizam y˜∗ e y˜ quando os novos valores respeitam os intervalos codificados
permitidos. O diagrama de estados de Mδ e Mpi pode ser observado na Figura 3.7.
Sδ Spi
T1
T2
T3
T4
T5
T6
T7
T8
Figura 3.7: Diagrama de estados das ma´quinas Mδ e Mpi.
Uma vez que as varia´veis codificadas na˜o sa˜o nu´meros no domı´nio dos reais, as
operac¸o˜es matema´ticas realizadas nas transic¸o˜es sa˜o feitas sobre nu´meros inteiros sem-
pre com arredondamento para baixo. Ale´m disso, para fins de notac¸a˜o, a operac¸a˜o
a mod b refere-se a` operac¸a˜o “resto de divisa˜o”, assim, 7 mod 3 = 1, por exemplo. Assim,
matematicamente, as transic¸o˜es assumem os seguintes formatos:
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• Transic¸o˜es da ma´quina Mδ
T1: (y˜∗+ ∆y˜∗) < 0∧ [(y˜+ (y˜∗+ ∆y˜∗−n∗+ 1)/n∗) < 0∨ (y˜∗+ ∆y˜∗) mod n∗ = 0]→
y˜∗ = 0
T2: (y˜∗ + ∆y˜∗) > (n∗ − 1) ∧ [y˜ + (y˜∗ + ∆y˜∗)/n∗] > (n− 1)→ y˜∗ = n∗ − 1
T3: (y˜∗ + ∆y˜∗) ≥ 0 ∧ [y˜ + (y˜∗ + ∆y˜∗)/n∗] ≤ (n− 1)→ y˜∗ = (y˜∗ + ∆y˜∗) mod n∗
T4: (y˜∗ + ∆y˜∗) < 0 ∧ (y˜∗ + ∆y˜∗) mod n∗ 6= 0→ y˜∗ = n∗ + (y˜∗ + ∆y˜∗) mod n∗
• Transic¸o˜es da ma´quina Mpi
T5: [y˜ + (y˜∗ + ∆y˜∗)/n∗] > (n− 1)→ y˜ = n− 1
T6: [y˜ + (y˜∗ + ∆y˜∗ − n∗ + 1)/n∗] < 0→ y˜ = 0
T7: (y˜∗ + ∆y˜∗) ≥ 0 ∧ [y˜ + (y˜∗ + ∆y˜∗)/n∗] ≤ (n− 1)→ y˜ = y˜ + (y˜∗ + ∆y˜∗)/n∗
T8: (y˜∗+∆y˜∗) < 0∧[y˜+(y˜∗+∆y˜∗−n∗+1)/n∗] ≥ 0→ y˜ = y˜+(y˜∗+∆y˜∗−n∗+1)/n∗
Uma vantagem dessa formulac¸a˜o e´ que a transformac¸a˜o de equac¸o˜es diferencias para
ma´quina de estados se torna um procedimento sistema´tico, bastando preencher as equac¸o˜es
listadas para as ma´quinas Mδ e Mpi com algumas informac¸o˜es como n, n∗ e durante as
transic¸o˜es obter os valores de ∆y˜∗, para que elas ja´ adquiram um comportamento seme-
lhante ao da respectiva equac¸a˜o diferencial.
Observa-se que as transic¸o˜es da ma´quina Mδ teˆm guarda/atribuic¸a˜o na forma
f1(y˜,y˜∗,∆y˜∗) → y˜∗ = f2(y˜,y˜∗,∆y˜∗), onde f1 e´ uma fo´rmula composta e f2 e´ uma ex-
pressa˜o para o novo valor de y˜∗. De maneira ana´loga, a ma´quina Mpi possui transic¸o˜es
com a forma f2(y˜,y˜∗,∆y˜∗) → y˜ = f3(y˜,y˜∗,∆y˜∗). Como f1, f2, f3 e f4 dependem de y˜ e
y˜∗, as ma´quinas Mδ e Mpi sa˜o sincronizadas por compartilhamento de varia´veis. Uma
interpretac¸a˜o de como essa sincronizac¸a˜o funciona esta´ ilustrada na Figura 3.8.
Suponha que as ma´quinas de estados da Figura 3.7 foram usadas para se comportar
conforme uma dada equac¸a˜o diferencial e para isso foram utilizados n = 6 e n∗ = 5 e ao
resolver a equac¸a˜o diferencial, conclui-se que ∆y˜∗ = [+5,+ 2,+ 1,−1,−3,−5] (cada salto
neste vetor corresponde a um macroestado da varia´vel y). Suponha ainda que a condic¸a˜o
inicial e´ y˜ = 0 e y˜∗ = 3. A esquematizac¸a˜o da evoluc¸a˜o dessa ma´quina de estados esta´
apresentada na Figura 3.9. Nesta figura, observa-se que dentro de cada macroestado a
ma´quina se comporta de forma linear ate´ atingir um estado estaciona´rio em que a ma´quina
fica alternando entre os macroestados 2 e 3 indefinidamente.
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πS δS
A informação dos microestados é usada para
atualizar o valor dos macroestados
O valor dos macroestados 
definem como os 
microestados 
efetuarão o salto
MATRIZ
DE
SALTO
O salto dos microestados é
recuperado da matriz de salto 
conhecendo-se os valores dos 
macroestadosy~*
y~
Figura 3.8: Interpretac¸a˜o da sincronizac¸a˜o das ma´quinas Mδ e Mpi.
0 1 2 43 5ỹ =
+5 +2 +1 -1 -3 -5Δỹ  =*
ỹ =
*
0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0
1
2
3
Execução
4
5
6
7
8
Figura 3.9: Representac¸a˜o esquema´tica da execuc¸a˜o de uma ma´quina estendida constru´ıda
com o me´todo δpi.
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As equac¸o˜es das transic¸o˜es servem justamente para calcular os novos valores de y˜ e
y˜∗ em cada passo da ma´quina. Especificamente para esse exemplo, no estado inicial o
valor de ∆y˜∗ e´ +5, portanto, a pro´xima transic¸a˜o levaria o sistema a y˜ = 1 e y˜∗ = 3
(como observado na Figura 3.9), porque o estado inicial satisfaz as condic¸o˜es de guarda
das transic¸o˜es T3 e T7. Portanto, as transic¸o˜es executaram os seguintes ca´lculos para
atualizac¸a˜o dessas varia´veis:
y˜∗ = (y˜∗ + ∆y˜∗) mod n∗ = (3 + 5) mod 5 = 3
y˜ = y˜ + (y˜∗ + ∆y˜∗)/n∗ = 0 + (3 + 5)/5 = 1
A sistematizac¸a˜o proposta para gerac¸a˜o das ma´quinas facilita a implementac¸a˜o das
equac¸o˜es no computador. Neste trabalho, a gerac¸a˜o das ma´quinas de estados a partir
de equac¸o˜es diferenciais2 foi dividida em duas etapas: uma etapa de pre´-processamen-
to, onde as equac¸o˜es diferenciais foram resolvidas para todas as combinac¸o˜es de estados
poss´ıveis de todas as varia´veis do problema, a fim de gerar a matriz de salto L(y) (matriz
que compila todos os valores dos saltos dos microestados) e a etapa efetiva de gerac¸a˜o
das ma´quinas. O pre´-processamento foi feito no Matlab com soluc¸a˜o das equac¸o˜es pelo
comando ODE15s, visto que este solver pode ser usado tambe´m para sistemas com rigidez.
As ma´quinas foram implementadas na linguagem do software NuSMV. O fluxograma da
estrate´gia esta´ ilustrado na Figura 3.10.
Para facilitar a construc¸a˜o das ma´quinas, foi esquematizada uma varia´vel do tipo
“estrutura” no Matlab que coleta as informac¸o˜es das varia´veis, como o intervalo, nu´mero
de macroestados, dentre outras. Um exemplo de programa onde foi implementado um
sistema de equac¸o˜es diferenciais para posterior transformac¸a˜o nas respectivas ma´quinas
de estados esta´ ilustrado na Figura 3.11. Neste exemplo, a varia´vel do tipo “estrutura” e´
declarada como data.
Nesse programa, especificamente entre as linhas 2 ate´ 5 esta˜o as declarac¸o˜es do nome do
programa, tempo de simulac¸a˜o (se o objetivo for apenas simulac¸a˜o do modelo da ma´quina
de estados) e o passo de tempo. Esse passo de tempo e´ usado na soluc¸a˜o das equac¸a˜o
diferenciais para computar a matriz de salto. Esse passo de tempo pode influenciar no
resultado final, especialmente se a equac¸a˜o for na˜o-linear.
2Posteriomente sera´ apresentada a argumentac¸a˜o que amplia o uso do me´todo para outras fontes de
informac¸a˜o e na˜o apenas equac¸o˜es diferenciais.
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informação da dinâmica
do processo
y = f(t,y).
montagem do arquivo
com o esquema de 
discretização
extração da informação da dinâmica
para construir a matriz de salto
MATRIZ DE
SALTO
x
validação do modelo comparando
com os dados da dinâmica do processo
se o modelo estiver
inadequado deve-se 
modificar 
a discretização
.smv
conversão do modelo para
um arquivo no formato .smv
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NuSMV
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Figura 3.10: Etapas para validac¸a˜o do modelo na forma de ma´quina de estados segundo
a estrate´gia implementada neste trabalho.
Nas linhas 7 ate´ 14 sa˜o configuradas as varia´veis por tipo. Por exemplo, no programa
da Figura 3.11 existem duas varia´veis que se comportam de maneira diferente e por isso
as faixas de discretizac¸a˜o sa˜o diferentes. Todas as varia´veis que forem indicadas do tipo
1, sera˜o discretizadas do mesmo jeito, ou seja, tera˜o o mesmo nu´mero de macroestados e
mesmo intervalo.
A declarac¸a˜o do modelo a ser transformado em ma´quina de estados finitos, por sua vez,
foi feita entre as linhas 16 e 22. Essas linhas apresentam informac¸o˜es como o nome das
varia´veis do modelo, o tipo das varia´veis do problema, a condic¸a˜o inicial dessas varia´veis
e o nome do arquivo m-file (script do Matlab) que conte´m o modelo. A formatac¸a˜o do
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1 %% Configurac¸~ao geral do modelo
2 data.title = ’equacoes’;
3 data.endtime = 20;
4 data.timestep = 0.01;
5 data.simulation = true;
6
7 %% Informac¸~oes das varia´veis
8 data.vartype(1).label = ’variavel1’;
9 data.vartype(1).n = 20;
10 data.vartype(1).range = [-1 5];
11
12 data.vartype(2).label = ’variavel2’;
13 data.vartype(2).n = 20;
14 data.vartype(2).range = [-1 2];
15
16 %% Mo´dulos
17 data.module(1).label = ’modelo’;
18 data.module(1).class = ’ODE’;
19 data.module(1).statelabels = {’y1’ ’y2’};
20 data.module(1).statetype = [1 2];
21 data.module(1).stateinit = [0 0];
22 data.module(1).file = @funcao;
23
24 %% Compila e roda o modelo
25 data = buildmodules(data);
26 translate2NuSMV(data);
27 data = runmodel(data);
28
Figura 3.11: Exemplo de um programa do Matlab com as informac¸o˜es de um sistema de
EDOs.
arquivo m-file e´ exatamente a mesma utilizada para soluc¸a˜o com os solvers de EDOs do
Matlab, assim, o mesmo arquivo pode ser utilizado para construc¸a˜o e posterior validac¸a˜o
da ma´quina de estados. A implementac¸a˜o das Equac¸o˜es 3.7 e 3.8 utilizadas para este
exemplo esta˜o apresentadas na Figura 3.12.
dy1
dt
= 1− 3y2 (3.7)
dy2
dt
= y1 − 2 (3.8)
O programa buildmodules chamado na linha 25 foi constru´ıdo com a finalidade de
montar a matriz de salto. Uma discussa˜o mais aprofundada sobre a matriz de salto foi
feita na sec¸a˜o 3.6. O programa executa ana´lise da dependeˆncia das derivadas em relac¸a˜o a`s
varia´veis do modelo. Essa ana´lise e´ feita computando-se a matriz Jacobiana do sistema de
equac¸o˜es diferenciais. Cada valor nulo da matriz indica que aquela equac¸a˜o na˜o depende
da respectiva varia´vel que deu origem ao valor nulo. A matriz Jacobiana foi calculada
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1 function dy = funcao(t,y)
2 % Modelo do sistema de equacoes diferenciais
3
4 dy(1) = 1 - 3*y(2);
5 dy(2) = y(1) - 2;
6
7 dy = dy’;
8
Figura 3.12: Arquivo m-file de um sistema de equac¸o˜es diferenciais.
utilizando-se diferenc¸as finitas em pontos arbitra´rios dentro do intervalo de cada varia´vel.
Suponha o sistema apresentado nas Equac¸o˜es 3.7 e 3.8, se os valores de y1 e y2 forem
variados em 10% em relac¸a˜o a um valor de refereˆncia arbitra´rio y1 = 1 e y2 = 2, e´ poss´ıvel
determinar ao analisar o Jacobiano (Tabela 3.2) que de fato a Equac¸a˜o 3.7 na˜o depende
da varia´vel y1. Os resultados obtidos nesta etapa simplificam o modelo final na forma de
ma´quinas de estados finitos.
Tabela 3.2: Jacobiano do sistema formado pelas Equac¸o˜es 3.7 e 3.8.
y1 y2
dy1
dt
0 -3
dy2
dt
1 0
O comando translate2NuSMV (linha 26) executa um programa desenvolvido para
converter a matriz de salto e todas as informac¸o˜es do modelo em um arquivo com extensa˜o
.smv para ser executado no NuSMV.
Os programas escritos pelo translate2NuSMV na linguagem do NuSMV seguem um
template cujas partes possuem func¸o˜es espec´ıficas. O co´digo e´ dividido em duas partes
principais: o mo´dulo main (obrigato´rio para todos os programas do NuSMV) e os mo´dulos
que conteˆm as equac¸o˜es dos modelos (cada modelo, que pode ser constitu´ıdo por um
conjunto de EDOs, tem um mo´dulo pro´prio).
O mo´dulo main neste trabalho foi dividido em treˆs partes: a declarac¸a˜o das matrizes
de salto (criadas pelo comando buildmodules), declarac¸a˜o das varia´veis globais (em geral
sa˜o entradas dos modelos) e inicializac¸a˜o dos mo´dulos dos modelos, ou seja, nesta u´ltima
parte, por exemplo, um u´nico modelo que descreve o funcionamento de um tanque poderia
ser reutilizado para modelar todos os tanques de uma simulac¸a˜o. O template usado para
o NuSMV esta´ apresentado na Figura 3.13.
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A codificac¸a˜o das varia´veis entre 0 e n − 1 e´ muito conveniente a esta altura: para
recuperar o valor de ∆y˜∗ no NuSMV a partir das matrizes, basta utilizar o pro´prio valor
codificado como ı´ndice da matriz de salto. Por exemplo, se a derivada de y depende das
varia´veis x, y e z, a matriz multidimensional pode ser declarada como dy[x][y][z], onde
x, y e z sera˜o substitu´ıdos pelos respectivos macroestados dessas varia´veis. O programa
no Matlab ja´ constro´i a matriz para que essa indexac¸a˜o seja poss´ıvel no NuSMV.
module main
DEFINE
     mod_trans1 := [1,2,3,4];
     mod_trans2 := [[1,2,3,4],[-4,1,0,7]];
DEFINE
     const := 5;
VAR
     nondeterm : 0..10;
VAR
     processo1 : MODELO(const,nondeterm,7,2,3,0,mod_trans1,mod_trans2)
     processo2 : MODELO(const,nondeterm,5,0,8,1,mod_trans1,mod_trans2)
MODULE MODELO(in1,in2,y10,y1x0,y20,y2x0,mod_trans1,mod_trans2)
(...)
A primeira definição 
refere-se às matrizes de Δỹ
Aqui são decladas todas as
constantes do programa (definidas
pelo usuário)
Aqui são decladas todas as
variáveis não determinísticas
processo1 e processo2 são definidos a partir do modelo contido
no módulo MODELO, portanto, um único modelo implementado pode ser 
reaproveitado várias vezes
Nesta parte do programa até o final são declarados todos os módulos
e estes contêm os modelos das equações diferenciais
*
Figura 3.13: Template do programa main.
Por fim, o template dos mo´dulos de cada modelo tambe´m tem suas especificidades. O
primeiro bloco de informac¸o˜es e´ o carregamento do valor da matriz de salto para cada
varia´vel a partir do estado atual do sistema para ser usado nas transic¸o˜es. Depois, sa˜o
declarados os macro e microestados, atribu´ıdas as condic¸o˜es iniciais dessas varia´veis e,
finalmente, sa˜o declaradas as transic¸o˜es das ma´quinas Mδ e Mpi (Figura 3.14).
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MODULE MODELO(in1,in2,y10,y1x0,y20,y2x0,mod_trans1,mod_trans2)
DEFINE
     dy1 := mod_trans1[in1][in2][y1][y2];
     dy2 := mod_trans2[in1][in2][y1][y2];
VAR
     y1: 0..19;
     y1x : 0..99;
     y2: 0..19;
     y2x : 0..99;
ASSIGN
     init(y1) := y10;
     init(y1x) := y1x0;
     init(y2) := y20;
     init(y2x) := y2x0;
next(y1x) := case
     (y1x + dy1 < 0) & ((y1 + (-99 + y1x + dy1)/100 < 0) | ((y1x + dy1) mod 100 = 0) ) : 0;
     (y1x + dy1 > 99) & (y1 + (y1x + dy1)/100 > 19) : 99;
     (y1x + dy1 < 0) & ((y1x + dy1) mod 100 != 0) : 100 + ((y1x + dy1) mod 100);
     TRUE : (y1x + dy1) mod 100;
esac;
next(y1) := case
     y1 + (y1x + dy1)/100 > 19 : 19;
     (y1 + (-99 + y1x + dy1)/100 < 0) : 0;
     (y1x + dy1 < 0) & (y1 + (-99 + y1x + dy1)/100 >= 0) : y1 + (-99 + y1x + dy1)/100;
     TRUE : y1 + (y1x + dy1)/100;
esac;
next(y2x) := case
     (y2x + dy2 < 0) & ((y2 + (-99 + y2x + dy2)/100 < 0) | ((y2x + dy2) mod 100 = 0) ) : 0;
     (y2x + dy2 > 99) & (y2 + (y2x + dy2)/100 > 19) : 99;
     (y2x + dy2 < 0) & ((y2x + dy2) mod 100 != 0) : 100 + ((y2x + dy2) mod 100);
     TRUE : (y2x + dy2) mod 100;
esac;
next(y2) := case
     y2 + (y2x + dy2)/100 > 19 : 19;
     (y2 + (-99 + y2x + dy2)/100 < 0) : 0;
     (y2x + dy2 < 0) & (y2 + (-99 + y2x + dy2)/100 >= 0) : y2 + (-99 + y2x + dy2)/100;
     TRUE : y2 + (y2x + dy2)/100;
esac;
Os argumentos de entrada são as entradas do modelo,
as condições inicias das variáveis  e as matrizes de salto
Aqui são declarados os macro e microestados
Transições dos
microestados
Transições dos
macroestados
Atribuição das condições iniciais
das variáveis do modelo
As matrizes de salto são carregadas no programa
Figura 3.14: Template de um mo´dulo.
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3.6 Matriz de salto
Conforme estabelecido, os valores dos microestados teˆm de ser atualizados em cada
transic¸a˜o efetuada pelo sistema e esses valores sa˜o a princ´ıpio calculados a partir da
informac¸a˜o da dinaˆmica do sistema. Para implementac¸a˜o da estrate´gia δpi e´ primordial a
compilac¸a˜o de todos os saltos dos microestados numa matriz, a fim de que tais valores pos-
sam ser recuperados pelas ma´quinas de estados. Essa matriz e´ a memo´ria da dinaˆmica do
sistema, ou seja, ela conte´m as informac¸o˜es necessa´rias para reproduzir o comportamento
transiente do processo.
Tal matriz, chamada neste trabalho de matriz de salto (leap matrix ), pode assumir alta
dimensionalidade caso a respectiva varia´vel de estado seja dependente de muitas varia´veis.
A matriz de salto pode ser definida como
L(y) = ∆y˜∗,ijk...q =
[
f(y1,y2, . . . ,yn)
∣∣∣∆t
0
]˜
(3.9)
em que y1, y2, . . . , yn sa˜o as varia´veis independentes e f e´ a soluc¸a˜o da equac¸a˜o diferencial
do sistema avaliada no intervalo [0;∆t], posteriormente codificada para valores inteiros.
O s´ımbolo [ ]˜ indica codificac¸a˜o para nu´meros inteiros.
A matriz de salto armazena o conhecimento da dinaˆmica do processo e, por isso, quanto
mais discretizadas forem as varia´veis de estado, mais informac¸a˜o a matriz de salto deve
armazenar, levando no limite a um problema de explosa˜o combinatorial. Por exemplo,
se um balanc¸o de energia depender da composic¸a˜o de 3 componentes (C1, C2 e C3), da
temperatura atual do sistema (T ), da vaza˜o de alimentac¸a˜o (v0) e da temperatura de
alimentac¸a˜o (T0), a temperatura desse sistema e´ func¸a˜o de 6 varia´veis independentes, ou
seja, T (C1,C2,C3,T,v0,T0). Se cada varia´vel independente for discretizada em 10 estados,
a matriz multidimensional L(T ) teria 106 itens que poderiam levar um longo tempo para
serem computados.
Assim, e´ necessa´rio uma ana´lise criteriosa para a escolha das varia´veis independentes
que deseja analisar e as que sera˜o fixadas a fim de conter a explosa˜o da matriz.
Quando f e´ uma equac¸a˜o diferencial, existem duas formas de calcular o valor de ∆y˜∗:
a forma mais simples e´ uma aproximac¸a˜o pela derivada avaliada localmente como
∆y˜∗,ijk...q =
[
dy
dt
∣∣∣
y
·∆t
]˜
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Essa estimativa e´ via´vel quando a EDO e´ linear ou ao menos pouco na˜o linear. Quando
a EDO na˜o for suficientemente linear, a melhor forma de estimar ∆y˜∗ e´ resolvendo a
equac¸a˜o para o intervalo [0;∆t] e tomando-se a diferenc¸a entre o valor final e inicial.
Em geral, a soluc¸a˜o da EDO deve ser obtida numericamente a fim de facilitar a au-
tomac¸a˜o do procedimento de construc¸a˜o da matriz de salto. Em contrapartida, modelos
compostos por de sistemas de EDOs com rigidez podem dificultar a soluc¸a˜o nume´rica,
mas me´todos nume´ricos impl´ıcitos podem, em tese, viabilizar a construc¸a˜o da matriz e
consequentemente a respectiva ma´quina de estados.
Outro ponto a ser destacado e´ o fato do modelo do processo ser invariante no tempo,
sob pena de inviabilizar a construc¸a˜o da matriz de salto, visto que a equac¸a˜o teria de
ser resolvida para todas as combinac¸o˜es de valores das varia´veis independentes em cada
instante de tempo. Portanto, pode-se afirmar que o me´todo δpi e´ aplica´vel para
equac¸o˜es diferenciais lineares ou na˜o lineares e invariantes no tempo.
Em termos de implementac¸a˜o em linguagem de programac¸a˜o, uma escolha adequada
de codificac¸a˜o das varia´veis simplifica o procedimento de recuperac¸a˜o dos valores da matriz
em cada transic¸a˜o. Suponha que uma varia´vel z dependa de y e dela mesma (z = f(y,z))
e que ambas foram discretizadas em 5 macroestados. A matriz de salto de z seria
L(z) =
y︷ ︸︸ ︷
∆z˜∗,11 ∆z˜∗,12 ∆z˜∗,13 ∆z˜∗,14 ∆z˜∗,15
∆z˜∗,21 ∆z˜∗,22 ∆z˜∗,23 ∆z˜∗,24 ∆z˜∗,25
∆z˜∗,31 ∆z˜∗,32 ∆z˜∗,33 ∆z˜∗,34 ∆z˜∗,35
∆z˜∗,41 ∆z˜∗,42 ∆z˜∗,43 ∆z˜∗,44 ∆z˜∗,45
∆z˜∗,51 ∆z˜∗,52 ∆z˜∗,53 ∆z˜∗,54 ∆z˜∗,55


z
com ordenamento arbitra´rio das varia´veis (coluna ou linha), pore´m o ordenamento deve
ser u´nico no programa. Se z e y assumirem valores de 0 ate´ 4, em qualquer ponto do
programa a recuperac¸a˜o do valor de ∆z˜∗ para um dado estado do sistema poderia ser
feito usando os pro´prios valores de z˜ e y˜ como ı´ndice na matriz de salto (no NuSMV os
ı´ndices de matrizes comec¸am em zero). Portanto, se fosse necessa´rio obter um valor da
matriz de salto de z para y˜ = 2 e z˜ = 0 e a matriz fosse declarada no NuSMV como
lmatrix o respectivo comando seria lmatrix[0][2]. Havera´ tantos ı´ndices na matriz
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quantas varia´veis independentes.
Ate´ o presente momento a discussa˜o sobre a construc¸a˜o da matriz de salto se limitou
a`s equac¸o˜es diferenciais como fonte de informac¸a˜o da dinaˆmica do processo, entretanto a
estrate´gia proposta neste trabalho na˜o se limita a esta classe de equac¸o˜es, pelo contra´rio,
expande a construc¸a˜o das ma´quinas de estados a outras fontes de informac¸a˜o. Na verdade,
a matriz de salto e´ uma sistematizac¸a˜o de como armazenar o conhecimento do processo
e na˜o faz parte necessariamente de uma metodologia de aquisic¸a˜o do conhecimento. A
func¸a˜o f da Equac¸a˜o 3.9 e´ uma func¸a˜o (mapeamento) da dinaˆmica do processo.
Logo, ∆y˜∗ pode ser estimado a partir de simuladores de processos, de dados reais de
plantas de processos e ate´ de operadores, por meio de entrevistas.
Portanto, ao contra´rio de trabalhos anteriores ((51), (49), (46), dentre outros) que
se limitavam apenas a EDOs, estende-se a abordagem δpi com a matriz de salto a uma
metodologia de construc¸a˜o de ma´quinas de estados a partir de outras fontes de informac¸a˜o
de um sistema dinaˆmico. Em termos de s´ıntese das ma´quinas, esta e´ uma das maiores
contribuic¸o˜es do presente trabalho.
A seguir sa˜o apresentados alguns exemplos de aplicac¸a˜o do me´todo δpi na modelagem
de sistemas f´ısicos. Ha´, entretanto, uma ressalva: todos os exemplos tratam-se de
Problemas de Valor Inicial (PVI), ou seja, a condic¸a˜o inicial da varia´veis e´
conhecida. Numericamente, Problemas de Valor de Contorno (PVC), nos quais o valor
das varia´veis sa˜o conhecidas em outros instantes, necessitariam de uma procedimento
iterativo para soluc¸a˜o e na˜o sa˜o cobertos pelo me´todo δpi.
3.7 Ex.1: Ma´quina de estados a partir de dados
experimentais
Neste exemplo inicial, um sistema f´ısico teve uma varia´vel acompanhada no tempo, em
dois experimentos distintos, conforme apresentado na Tabela 3.3 e nas Figuras 3.16 e
3.15. Apenas para fins de reprodutibilidade deste exemplo, esses dados foram produzidos
pela Equac¸a˜o 3.10, mas parte-se do princ´ıpio aqui de que na˜o ha´ modelo dispon´ıvel para
explicar o processo, ou seja, a u´nica fonte de conhecimento da dinaˆmica do processo sa˜o
os dados experimentais.
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dy
dt
= 5− 0,1y2 (3.10)
Tabela 3.3: Dados coletados de um experimento em duas condic¸o˜es iniciais diferentes.
Tempo/min Experimento 01 Experimento 02
0 0 14
0,5 2,3955 9,81239
1 4,3025 8,30417
1,5 5,5562 7,65544
2 6,281 7,35316
2,5 6,6689 7,21061
3 6,8687 7,13926
3,5 6,9697 7,10408
4 7,0208 7,08761
4,5 7,0484 7,07944
5 7,0615 7,07472
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Figura 3.15: Dados do experimento 1.
Para ilustrar a construc¸a˜o da ma´quina de estados pelo me´todo δpi a partir dos dados
experimentais foi arbitrado o uso de 14 macroestados e 100 microestados dentro do in-
tervalo [0;14], intervalo este da varia´vel coberto pelo experimento. As Figuras 3.16 e 3.15
destacam os macroestados. Uma vez que o macroestado 7 aparece nos dois experimentos
foi necessa´rio escolher um ponto representativo do intervalo para o ca´lculo de ∆y. Neste
experimento foi escolhido o in´ıcio do intervalo, ou seja, dentro do macroestado 7 que
compreende o intervalo aberto [7;8[ da varia´vel do experimento, o valor de ∆y e´ calculado
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Figura 3.16: Dados do experimento 2.
tomando-se como refereˆncia o in´ıcio do intervalo onde o modelo sera´ linearizado, portanto,
∆y foi calculado a partir do experimento 1.
Para a preparac¸a˜o da matriz de salto foi feita a suposic¸a˜o de que y˙ = f(y), ou seja, a
derivada de y depende apenas da pro´pria varia´vel e que na˜o ha´ nenhuma outra varia´vel
afetando o comportamento desse sistema. Portanto, ∆y pode ser estimado diretamente
da Tabela 3.3, ligando-se os pontos com retas, conforme esquematizado na Figura 3.17.
Nesta figura ∆y foi calculado como sendo a variac¸a˜o de y partindo-se do in´ıcio do intervalo
do macroestado e avanc¸ando ∆t = 0,5 s. Este intervalo de tempo tambe´m foi arbitra´rio,
mas escolhido na mesma ordem de grandeza da taxa de amostragem do experimento.
Os valores resultantes do ca´lculo de ∆y a partir da linearizac¸a˜o feita sobre as curvas
esta´ compilado na Tabela 3.4. Nota-se que ∆y quando y˜∗ = 7 e´ pro´ximo de zero, refletindo
a existeˆncia do estado estaciona´rio no trecho do macroestado 7. A correspondente matriz
de salto esta´ apresentada na Tabela 3.5.
A construc¸a˜o e validac¸a˜o da ma´quina de estados a partir desses dados seguiu o pro-
cedimento da Figura 3.10. O resultado do modelo validado esta´ apresentado na Figura
3.18.
E´ importante ter em mente que a extrac¸a˜o da ma´quina com o me´todo δpi a partir
de dados experimentais esta´ sujeita a` qualidade dos dados, ou seja, se os dados possuem
algum tipo de erro ou ru´ıdo, a qualidade da ma´quina de estados sera´ comprometida.
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y=2.2
t=0,5s
y=1.4
t=0,5s
y=0.52
Figura 3.17: Aproximac¸a˜o do comportamento do sistema para ∆t = 0,5 s nos macroesta-
dos 1, 4 e 6.
Tabela 3.4: Ca´lculo de ∆y a partir de dados experimentais.
y˜ ∆y y˜ ∆y
0 2,3955 7 0,0372
1 2,1916 8 -0,4863
2 1,9876 9 -1,0453
3 1,6999 10 -1,6283
4 1,3573 11 -2,2681
5 0,9594 12 -2,9079
6 0,5185 13 -3,5478
Tabela 3.5: Matriz de salto da ma´quina (n = 14 e n∗ = 100).
y˜ ∆y˜∗ y˜ ∆y˜∗
0 240 7 4
1 219 8 -49
2 199 9 -105
3 170 10 -163
4 136 11 -227
5 96 12 -291
6 52 13 -355
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Figura 3.18: Simulac¸a˜o da ma´quina para as condic¸o˜es do experimento 1 e 2.
3.8 Ex.2: Equac¸a˜o Diferencial Ordina´ria
Para demonstrar o potencial da te´cnica de gerac¸a˜o de ma´quinas de estados estendidos
conforme apresentado anteriormente, neste exemplo foi feita a conversa˜o de uma equac¸a˜o
diferencial ordina´ria na˜o linear que modela o n´ıvel de um tanque aberto para a atmosfera,
conforme esquematizado na Figura 3.19.
O tanque possui ainda uma va´lvula de descarga cuja vaza˜o depende do n´ıvel h do
tanque.
Figura 3.19: Representac¸a˜o esquema´tica do tanque com as va´lvulas de alimentac¸a˜o e
descarga.
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A EDO que modela o n´ıvel desse tanque pode ser vista na Equac¸a˜o 3.11, em que A
e´ a a´rea transversal do tanque, cv e´ a constante caracter´ıstica da va´lvula e Q0 e´ a vaza˜o
de alimentac¸a˜o do tanque. Para fins de exemplo, foram adotados os valores A = 1 m2,
cv = 0,01 m
2,5/s, hmax = 5 m e Q0,max = 0,05 m
3/s.
dh
dt
=
Q0 − cv
√
h
A
(3.11)
Observando a Equac¸a˜o 3.11 nota-se que pro´ximo estado da varia´vel h depende do
pro´prio h atual e do valor de Q0 atual. Portanto, conforme apresentado nas sec¸o˜es ante-
riores, o primeiro passo para a construc¸a˜o da ma´quina de estados e´ varrer os valores de
∆h em func¸a˜o de uma faixa de valores de h e Q0. Uma vez que os valores ma´ximos do
n´ıvel e da vaza˜o sa˜o conhecidos, pode-se estabelecer os seguintes intervalos h = [0; 5] e
Q0 = [0; 0,05].
O passo seguinte e´ discretizar essas varia´veis em n intervalos, cujos valores inferiores
sera˜o usados para avaliar a derivada dh/dt. Se forem adotados 10 macroestados para cada
varia´vel, totalizara´ 100 avaliac¸o˜es da derivada e como ∆h = dh/dt∆t, fixando-se ∆t = 1 s
e´ poss´ıvel estimar ∆h. Os valores calculados para ∆h deste modelo esta˜o reunidos na
Tabela 3.6.
Tabela 3.6: Valores de ∆h · 103 calculados para um ∆t = 1 s em func¸a˜o de diferentes
valores de h e Q0.
h
0 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 4,5
0 0 -7,1 -10 -12 -14 -16 -17 -19 -20 -21
0,005 5 -2,1 -5 -7,2 -9,1 -11 -12 -14 -15 -16
0,01 10 2,9 0 -2,2 -4,1 -5,8 -7,3 -8,7 -10 -11
0,015 15 7,9 5 2,8 0,86 -0,81 -2,3 -3,7 -5 -6,2
Q0 0,02 20 13 10 7,8 5,9 4,2 2,7 1,3 0 -1,2
0,025 25 18 15 13 11 9,2 7,7 6,3 5 3,8
0,03 30 23 20 18 16 14 13 11 10 8,8
0,035 35 28 25 23 21 19 18 16 15 14
0,04 40 33 30 28 26 24 23 21 20 19
0,045 45 38 35 33 31 29 28 26 25 24
Esses valores tambe´m poderiam ser estimados resolvendo-se a Equac¸a˜o 3.11 para um
intervalo de tempo de 1 s tomando-se como condic¸a˜o inicial o valor inferior de cada ma-
croestado de h.
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Uma vez compilados os valores da variac¸a˜o de h em uma tabela, eles podem ser
codificados para nu´meros inteiros. Como trata-se de variac¸o˜es de h e na˜o de seu valor
absoluto, a conversa˜o e´ feita com aux´ılio da Equac¸a˜o 3.6. Neste exemplo, foi considerado
n∗ = 100, ou seja, cada macroestado de h conte´m 100 microestados.
Portanto, se em algum momento as varia´veis de estado que representam o problema
deste exemplo possu´ırem os estados h˜ = 3 e Q˜0 = 1, isso significa que o microestado h˜∗
sera´ decrementado em 2 unidades. Essa variac¸a˜o pode ou na˜o fazer h˜ sair do macroestado
3, isso dependera´ se o microestado atual for menor que 2, o que resultaria em h˜∗ < 0
e consequentemente uma transic¸a˜o para h˜ = 2. Ao implementar a te´cnica, a matriz
apresentada na Tabela 3.7 pode ser armazenada em uma varia´vel e os valores dos estados
de h˜ e Q˜0 podem ser usados como ı´ndices para recuperar os valores da matriz, conforme
apresentado na sec¸a˜o 3.5.
Tabela 3.7: Valores de ∆h codificados para ∆h˜∗ a partir dos valores da Tabela 3.6.
h
0 1 2 3 4 5 6 7 8 9
Q0
0 0 -1 -2 -2 -3 -3 -3 -4 -4 -4
1 1 0 -1 -1 -2 -2 -2 -3 -3 -3
2 2 1 0 0 -1 -1 -1 -2 -2 -2
3 3 2 1 1 0 0 0 -1 -1 -1
4 4 3 2 2 1 1 1 0 0 0
5 5 4 3 3 2 2 2 1 1 1
6 6 5 4 4 3 3 3 2 2 2
7 7 6 5 5 4 4 4 3 3 3
8 8 7 6 6 5 5 5 4 4 4
9 9 8 7 7 6 6 6 5 5 5
O pro´ximo passo e´ estabelecer as transic¸o˜es das ma´quinas Mδ e Mpi:
T1: (h˜∗ + ∆h˜∗) < 0 ∧ [(h˜+ (h˜∗ + ∆h˜∗ − 99)/100) < 0 ∨ (h˜∗ + ∆h˜∗) mod 100 = 0]
→ h˜∗ = 0
T2: (h˜∗ + ∆h˜∗) > 99 ∧ [h˜+ (h˜∗ + ∆h˜∗)/100] > 9→ h˜∗ = 99
T3: (h˜∗ + ∆h˜∗) ≥ 0 ∧ [h˜+ (h˜∗ + ∆h˜∗)/100] ≤ 9→ h˜∗ = (h˜∗ + ∆h˜∗) mod 100
T4: (h˜∗ + ∆h˜∗) < 0 ∧ (h˜∗ + ∆h˜∗) mod 100 6= 0→ h˜∗ = 100 + (h˜∗ + ∆h˜∗) mod 100
T5: [h˜+ (h˜∗ + ∆h˜∗)/100] > 9→ h˜ = 9
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T6: [h˜+ (h˜∗ + ∆h˜∗ − 99)/100] < 0→ h˜ = 0
T7: (h˜∗ + ∆h˜∗) ≥ 0 ∧ [h˜+ (h˜∗ + ∆h˜∗)/100] ≤ 9→ h˜ = h˜+ (h˜∗ + ∆h˜∗)/100
T8: (h˜∗ + ∆h˜∗) < 0 ∧ [h˜+ (h˜∗ + ∆h˜∗ − 99)/100] ≥ 0→ h˜ = h˜+ (h˜∗ + ∆h˜∗ − 99)/100
A implementac¸a˜o das transic¸o˜es em NuSMV pode ser feita conforme a listagem mos-
trada na Figura 3.20.
A partir deste ponto a ma´quina de estados estendidos que representa a Equac¸a˜o 3.11
esta´ pronta para ser submetida a` verificac¸a˜o ou mesmo simulac¸a˜o para fins de comparac¸a˜o
com a equac¸a˜o diferencial. Para ilustrar o comportamento da ma´quina, uma execuc¸a˜o de
102 passos foi feita no software NuSMV considerando Q0 = 0,01 m
3/s e h(0) = 0 m. O
resumo das informac¸o˜es dos estados de h˜ e h˜∗ esta´ contido na Tabela 3.8. A comparac¸a˜o
gra´fica dos resultados da ma´quina de estados com o resultado oriundo da Equac¸a˜o 3.11
esta´ ilustrada na Figura 3.21.
Tabela 3.8: Execuc¸a˜o da ma´quina de estados que modela o n´ıvel do tanque.
h˜ h˜∗ transic¸o˜es ativadas valor descodificado valor calculado pela EDO
0 0 7 e 3 0 0
0 1 7 e 3 0,005 0,009
0 2 7 e 3 0,010 0,018
0 3 7 e 3 0,015 0,027
0 4 7 e 3 0,020 0,035
0 5 7 e 3 0,025 0,043
...
...
...
...
...
0 97 7 e 3 0,485 0,479
0 98 7 e 3 0,490 0,482
0 99 7 e 3 0,495 0,485
1 0 7 e 3 0,500 0,488
1 0 7 e 3 0,500 0,491
E´ poss´ıvel notar o comportamento linear da ma´quina de estados dentro do intervalo
de tempo da simulac¸a˜o. Esse resultado expressa o fato de que dentro do estado h˜ = 0
e considerando a vaza˜o Q0 = 0,01 m
3/s tem-se apenas ∆h˜∗ = 2, ou seja, a variac¸a˜o da
subdiscretizac¸a˜o e´ sempre a mesma ate´ o passo 99. Para fins de comparac¸a˜o, quando
n = 30 para h e Q0 e repetindo-se a simulac¸a˜o (com as transic¸o˜es devidamente adaptadas
para o novo valor de n), o resultado e´ uma melhoria na qualidade do modelo, conforme
apresentado na Figura 3.22.
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1 MODULE main
2
3 DEFINE
4 tanquenivel_trans1 := [[0,-1,-2,-2,-3,-3,-3,-4,-4,-4],[1,0,-1,-1,-2,-2,-2,-3,-3,-3],
↪→ [2,1,0,0,-1,-1,-1,-2,-2,-2],[3,2,1,1,0,0,0,-1,-1,-1],[4,3,2,2,1,1,1,0,0,0],[5
↪→ ,4,3,3,2,2,2,1,1,1],[6,5,4,4,3,3,3,2,2,2],[7,6,5,5,4,4,4,3,3,3],[8
↪→ ,7,6,6,5,5,5,4,4,4],[9,8,7,7,6,6,6,5,5,5]];
5
6 DEFINE
7 Q0 := 1;
8
9 VAR
10 tanque : tanquenivel(Q0,0,0,tanquenivel_trans1);
11
12
13 MODULE tanquenivel(in1,y10,y1x0,tanquenivel_trans1)
14
15 DEFINE
16 dy1 := tanquenivel_trans1[in1][y1];
17
18 VAR
19 y1: 0..9;
20 y1x : 0..99;
21
22 ASSIGN
23 init(y1) := y10;
24 init(y1x) := y1x0;
25
26 next(y1x) := case
27 (y1x + dy1 < 0) & ((y1 + (-99 + y1x + dy1)/100 < 0) | ((y1x + dy1) mod 100 = 0) ) :
↪→ 0;
28 (y1x + dy1 > 99) & (y1 + (y1x + dy1)/100 > 9) : 99;
29 (y1x + dy1 < 0) & ((y1x + dy1) mod 100 != 0) : 100 + ((y1x + dy1) mod 100);
30 TRUE : (y1x + dy1) mod 100;
31 esac;
32 next(y1) := case
33 y1 + (y1x + dy1)/100 > 9 : 9;
34 (y1 + (-99 + y1x + dy1)/100 < 0) : 0;
35 (y1x + dy1 < 0) & (y1 + (-99 + y1x + dy1)/100 >= 0) : y1 + (-99 + y1x + dy1)/100;
36 TRUE : y1 + (y1x + dy1)/100;
37 esac;
38
Figura 3.20: Programa gerado para o NuSMV com a implementac¸a˜o da ma´quina de
estados do Exemplo 1.
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Figura 3.21: Comparac¸a˜o entre o resultado da ma´quina de estados e a respectiva equac¸a˜o
diferencial (n = 10 e n∗ = 100 para h e Q0).
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Figura 3.22: Comparac¸a˜o entre o resultado da ma´quina de estados e a respectiva equac¸a˜o
diferencial (n = 30 e n∗ = 100 para h e Q0).
3.9 Ex.3: sistema de Equac¸o˜es Diferenciais
Ordina´rias
Uma das vantagens da te´cnica aqui apresentada e´ a gerac¸a˜o automa´tica das ma´quinas de
estados na˜o apenas para um equac¸a˜o diferencial mas tambe´m para sistemas de equac¸o˜es.
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Cada varia´vel do sistema dara´ origem a duas ma´quinas de estados (Mδ e Mpi) cujas
transic¸o˜es sa˜o sincronizadas. A fim de exemplificar a conversa˜o de um sistema de EDOs
para ma´quinas de estados, sera´ retomado o exemplo da sec¸a˜o anterior, acrescentado um
balanc¸o de massa para contabilizar a concentrac¸a˜o de um componente A (CA) no tanque
(Equac¸a˜o 3.12) onde tambe´m ocorre uma reac¸a˜o irrevers´ıvel A→ B com taxa de consumo
de −rA = −0,05CA.
Neste exemplo, considera-se que a composic¸a˜o da alimentac¸a˜o pode variar dentro
do intervalo CA,0 = [1,2; 3,1] (em mol/m
3), o n´ıvel em h = [0,1; 2] (em m) e a vaza˜o
Q0 = [0; 0,05] (em m
3/s).
dh
dt
=
Q0 − cv
√
h
A
(3.11)
dCA
dt
=
(
Q0CA,0 − cv
√
hCA − CA dh
dt
A
)
1
V
− 0,05CA (3.12)
Assim como no exemplo da sec¸a˜o anterior, o primeiro passo e´ discretizar as varia´veis
do problema. Todas as varia´veis (h, Q0, CA e CA,0) foram discretizadas para n = 10,
assim como n∗ = 100. Os valores de ∆h dependem apenas de Q0 e h (conforme indicado
pela Equac¸a˜o 3.11), mas os valores de ∆CA, por outro lado, dependem de Q0, h, CA
e CA,0 o que torna a matriz de ∆CA multidimensional. Para simplificar o problema e
ilustrar o comportamento das ma´quinas de estados para um sistema de EDOs fixou-se ao
menos o valor Q0 = 0,01 m
3/s. A composic¸a˜o de alimentac¸a˜o, por sua vez, pode alterar
sensivelmente o comportamento do sistema conforme observa-se nas Tabelas 3.9 e 3.10
que conteˆm os valores de ∆CA e ∆C˜A∗, respectivamente, para dois valores de CA,0.
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Tabela 3.9: Tabelas de valores de ∆CA · 103 calculados considerando ∆t = 1 s, Q0 =
0,01 m3/s e (a) CA,0 = 1,2 mol/m
3 e (b) CA,0 = 2,91 mol/m
3.
(a)
h
0,1 0,29 0,48 0,67 0,86 1,05 1,24 1,43 1,62 1,81
1,2 -0,0479 -0,0539 -0,0556 -0,0564 -0,0568 -0,0571 -0,0573 -0,0575 -0,0576 -0,0577
1,39 -0,12 -0,0907 -0,0824 -0,0785 -0,0762 -0,0748 -0,0737 -0,0729 -0,0724 -0,0719
1,58 -0,192 -0,128 -0,109 -0,101 -0,0957 -0,0924 -0,0901 -0,0884 -0,0871 -0,0861
1,77 -0,264 -0,164 -0,136 -0,123 -0,115 -0,11 -0,107 -0,104 -0,102 -0,1
CA 1,96 -0,336 -0,201 -0,163 -0,145 -0,135 -0,128 -0,123 -0,119 -0,117 -0,114
2,15 -0,408 -0,238 -0,19 -0,167 -0,154 -0,145 -0,139 -0,135 -0,131 -0,129
2,34 -0,484 -0,275 -0,217 -0,189 -0,173 -0,163 -0,156 -0,15 -0,146 -0,143
2,53 -0,556 -0,312 -0,243 -0,211 -0,193 -0,181 -0,172 -0,166 -0,161 -0,157
2,72 -0,629 -0,348 -0,27 -0,234 -0,212 -0,198 -0,189 -0,181 -0,176 -0,171
2,91 -0,702 -0,385 -0,297 -0,256 -0,232 -0,216 -0,205 -0,197 -0,191 -0,185
(b)
h
0,1 0,29 0,48 0,67 0,86 1,05 1,24 1,43 1,62 1,81
1,2 0,537 0,201 0,107 0,0627 0,0371 0,0204 0,0087 9,03e-06 -0,00669 -0,012
1,39 0,464 0,164 0,0799 0,0405 0,0176 0,00278 -0,00769 -0,0155 -0,0214 -0,0262
1,58 0,392 0,127 0,0531 0,0184 -0,00175 -0,0148 -0,0241 -0,0309 -0,0362 -0,0404
1,77 0,319 0,0901 0,0262 -0,00378 -0,0211 -0,0325 -0,0405 -0,0464 -0,051 -0,0547
CA 1,96 0,244 0,0533 -0,000647 -0,0259 -0,0405 -0,0502 -0,0569 -0,0619 -0,0658 -0,0689
2,15 0,172 0,0165 -0,0274 -0,0481 -0,06 -0,0678 -0,0733 -0,0774 -0,0806 -0,0831
2,34 0,1 -0,0203 -0,0543 -0,0702 -0,0795 -0,0855 -0,0898 -0,0929 -0,0953 -0,0973
2,53 0,028 -0,0571 -0,0811 -0,0924 -0,0989 -0,103 -0,106 -0,108 -0,11 -0,111
2,72 -0,0441 -0,0939 -0,108 -0,115 -0,118 -0,121 -0,123 -0,124 -0,125 -0,126
2,91 -0,116 -0,131 -0,135 -0,137 -0,138 -0,138 -0,139 -0,139 -0,14 -0,14
Como foram escolhidos n = 10 e n∗ = 100, as transic¸o˜es das ma´quinasMpi eMδ para
h sa˜o ideˆnticas a`s apresentadas no exemplo do tanque da sec¸a˜o anterior. As transic¸o˜es
para CA, por sua vez, sa˜o semelhantes e esta˜o apresentadas na lista a seguir.
T1: (C˜A∗+∆C˜A∗) < 0∧[(C˜A+(C˜A∗+∆C˜A∗−99)/100) < 0∨(C˜A∗+∆C˜A∗) mod 100 = 0]→
C˜A∗ = 0
T2: (C˜A∗ + ∆C˜A∗) > 99 ∧ [C˜A + (C˜A∗ + ∆C˜A∗)/100] > 9→ C˜A∗ = 99
T3: (C˜A∗+ ∆C˜A∗) ≥ 0∧ [C˜A + (C˜A∗+ ∆C˜A∗)/100] ≤ 9→ C˜A∗ = (C˜A∗+ ∆C˜A∗) mod 100
T4: (C˜A∗+∆C˜A∗) < 0∧(C˜A∗+∆C˜A∗) mod 100 6= 0→ C˜A∗ = 100+(C˜A∗+∆C˜A∗) mod 100
T5: [C˜A + (C˜A∗ + ∆C˜A∗)/100] > 9→ C˜A = 9
T6: [C˜A + (C˜A∗ + ∆C˜A∗ − 99)/100] < 0→ C˜A = 0
T7: (C˜A∗+ ∆C˜A∗) ≥ 0∧ [C˜A + (C˜A∗+ ∆C˜A∗)/100] ≤ 9→ C˜A = C˜A + (C˜A∗+ ∆C˜A∗)/100
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Tabela 3.10: Tabelas de valores de ∆C˜A∗ calculados a partir da Tabela 3.9.
(a)
h
0 1 2 3 4 5 6 7 8 9
0 -25 -28 -29 -30 -30 -30 -30 -30 -30 -30
1 -63 -48 -43 -41 -40 -39 -39 -38 -38 -38
2 -101 -67 -57 -53 -50 -49 -47 -47 -46 -45
3 -139 -86 -72 -65 -61 -58 -56 -55 -54 -53
4 -177 -106 -86 -76 -71 -67 -65 -63 -61 -60
CA 5 -215 -125 -100 -88 -81 -77 -73 -71 -69 -68
6 -255 -145 -114 -100 -91 -86 -82 -79 -77 -75
7 -293 -164 -128 -111 -101 -95 -91 -87 -85 -83
8 -331 -183 -142 -123 -112 -104 -99 -95 -92 -90
9 -369 -203 -156 -135 -122 -114 -108 -104 -100 -98
(b)
h
0 1 2 3 4 5 6 7 8 9
0 283 106 56 33 20 11 5 0 -4 -6
1 244 86 42 21 9 1 -4 -8 -11 -14
2 206 67 28 10 -1 -8 -13 -16 -19 -21
3 168 47 14 -2 -11 -17 -21 -24 -27 -29
4 129 28 0 -14 -21 -26 -30 -33 -35 -36
CA 5 91 9 -14 -25 -32 -36 -39 -41 -42 -44
6 53 -11 -29 -37 -42 -45 -47 -49 -50 -51
7 15 -30 -43 -49 -52 -54 -56 -57 -58 -59
8 -23 -49 -57 -60 -62 -64 -65 -65 -66 -66
9 -61 -69 -71 -72 -73 -73 -73 -73 -73 -74
T8: (C˜A∗+∆C˜A∗) < 0∧ [C˜A +(C˜A∗+∆C˜A∗−99)/100] ≥ 0→ C˜A = C˜A +(C˜A∗+∆C˜A∗−
99)/100
O esforc¸o computacional para gerar matriz ∆C˜A∗ foi percept´ıvel e cresceu de forma
na˜o-linear quando comparada com o aumento do nu´mero de estados do modelo. Enquanto
o tamanho das matrizes saltou de 10x10 para 30x30 (aumento de nove vezes no nu´mero
de itens da matriz), o tempo computacional para calcular saiu de 2,74 s para 84,4 s. O
ganho em termos de precisa˜o neste exemplo talvez na˜o compense o esforc¸o computacional
extra, tendo em vista os resultados apresentados na comparac¸a˜o das Figuras 3.23 e 3.24,
onde a primeira ilustra a dinaˆmica quando o modelo possui dez macro estados e a u´ltima,
trita macroestados.
Conforme as discretizac¸o˜es ficam cada vez menores, o programa gerado na linguagem
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do NuSMV fica maior, conforme ilustrado na Figura 3.25, onde houve a necessidade de
omissa˜o de parte das matrizes de ∆C˜A∗ e ∆h˜∗ em func¸a˜o de suas dimenso˜es. A grande
dimensa˜o dos matrizes pode impactar na simulac¸a˜o e verificac¸a˜o do modelo, assim como
na pro´pria construc¸a˜o da matriz de salto. Stursberg et al (49) tambe´m utilizaram um
estrate´gia de soluc¸a˜o da EDO para gerac¸a˜o de ma´quinas temporizadas e relataram um
grande esforc¸o computacional na etapa de construc¸a˜o da ma´quina quando comparada com
outras etapas ate´ a construc¸a˜o do modelo final.
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Figura 3.23: Comparac¸a˜o entre o resultado da ma´quina de estados e a equac¸a˜o diferencial
do tanque considerando n = 10.
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Figura 3.24: Comparac¸a˜o entre o resultado da ma´quina de estados e a equac¸a˜o diferencial
do tanque considerando n = 30.
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Figura 3.25: Programa gerado para o NuSMV com a implementac¸a˜o da ma´quina de
estados do Exemplo 1.
1 MODULE main
2 DEFINE
3 cstr_trans1 := [[[[-2,-2,-2,-2,-2,-2,-2,-2,-2,-2], [omitido por falta de espac¸o],[17
↪→ ,17,17,17,17,17,17,17,17,17]]]];
4 cstr_trans2 := [[[[-6,-7,-8,-9,-10,-11,-12,-13,-14,-15], [omitido por falta de
↪→ espac¸o], [16,12,9,5,2,-1,-5,-8,-12,-15]]]];
5
6 DEFINE Q0 := 1; DEFINE Ca0 := 9;
7 VAR
8 tanque : cstr(Q0,Ca0,0,0,4,21,cstr_trans1,cstr_trans2);
9
10 MODULE cstr(in1,in2,y10,y1x0,y20,y2x0,cstr_trans1,cstr_trans2)
11 DEFINE
12 dy1 := cstr_trans1[in1][in2][y1][y2];
13 dy2 := cstr_trans2[in1][in2][y1][y2];
14 VAR
15 y1: 0..9; y1x : 0..99; y2: 0..9; y2x : 0..99;
16 ASSIGN
17 init(y1) := y10; init(y1x) := y1x0; init(y2) := y20; init(y2x) :=y2x0;
18
19 next(y1x) := case
20 (y1x + dy1 < 0) & ((y1 + (-99 + y1x + dy1)/100 < 0) | ((y1x + dy1) mod 100 = 0) ) :
↪→ 0;
21 (y1x + dy1 > 99) & (y1 + (y1x + dy1)/100 > 9) : 99;
22 (y1x + dy1 < 0) & ((y1x + dy1) mod 100 != 0) : 100 + ((y1x + dy1) mod 100);
23 TRUE : (y1x + dy1) mod 100;
24 esac;
25 next(y1) := case
26 y1 + (y1x + dy1)/100 > 9 : 9;
27 (y1 + (-99 + y1x + dy1)/100 < 0) : 0;
28 (y1x + dy1 < 0) & (y1 + (-99 + y1x + dy1)/100 >= 0) : y1 + (-99 + y1x + dy1)/100;
29 TRUE : y1 + (y1x + dy1)/100;
30 esac;
31 next(y2x) := case
32 (y2x + dy2 < 0) & ((y2 + (-99 + y2x + dy2)/100 < 0) | ((y2x + dy2) mod 100 = 0) ) :
↪→ 0;
33 (y2x + dy2 > 99) & (y2 + (y2x + dy2)/100 > 9) : 99;
34 (y2x + dy2 < 0) & ((y2x + dy2) mod 100 != 0) : 100 + ((y2x + dy2) mod 100);
35 TRUE : (y2x + dy2) mod 100;
36 esac;
37 next(y2) := case
38 y2 + (y2x + dy2)/100 > 9 : 9;
39 (y2 + (-99 + y2x + dy2)/100 < 0) : 0;
40 (y2x + dy2 < 0) & (y2 + (-99 + y2x + dy2)/100 >= 0) : y2 + (-99 + y2x + dy2)/100;
41 TRUE : y2 + (y2x + dy2)/100;
42 esac;
43
O comportamento do sistema em termos da rigidez do sistema de equac¸o˜es diferenciais
foi testado modificando-se o coeficiente da va´lvula para cv = 5 m
2,5 (tambe´m foi alterado
n = 20 para melhorar a soluc¸a˜o da ma´quina de estados). O grau de rigidez, calculado
100
como a raza˜o entre o maior e o menor valor absoluto dos autovalores da matriz Jacobiana
do sistema de equac¸o˜es (Equac¸a˜o 3.13) (52), mudou de 235,9 para 1,1794× 105 quando o
Jacobiano e´ avaliado para h = 0,5 m e CA = 2 mol/m
3. Quanto maior o valor do grau de
rigidez, mais dif´ıcil e´ a soluc¸a˜o da equac¸a˜o diferencial por me´todos nume´ricos expl´ıcitos.
∣∣Reλ¯∣∣
|Reλ| (3.13)
Ora, o me´todo δpi produz ma´quinas de estados que avanc¸am no tempo de forma
expl´ıcita, semelhante ao me´todo expl´ıcito de Euler (Equac¸a˜o 3.1) e o qual e´ sabido apre-
sentar dificuldade nume´rica na soluc¸a˜o de problemas r´ıgidos. Todavia, como o sistema
de equac¸o˜es neste trabalho e´ resolvido numericamente por me´todos impl´ıcitos no Ma-
tlab (pelo comando ode15s) e a simulac¸a˜o da ma´quina e´ feita com passo fixo, na˜o foi
identificada nenhuma dificuldade nume´rica adicional ao executar a ma´quina no NuSMV.
Usando passo de tempo ∆t = 0,1 s foi poss´ıvel realizar um comparativo do sistema de
EDOs do tanque com e sem rigidez. Foi observado um tempo me´dio de 1,48 s para simular
no NuSMV o sistema com rigidez, enquanto o modelo sem rigidez levou, em me´dia, 2,56 s,
em que a diferenc¸a pode ser atribu´ıda a alguma execuc¸a˜o interna diferenciada da ma´quina
no NuSMV, como ativac¸a˜o de transic¸o˜es diferentes. Ressalta-se que a u´nica diferenc¸a entre
as duas simulac¸o˜es foi o valor do cv. A Figura 3.26 apresenta ambas as simulac¸o˜es e um
destaque para a regia˜o inicial da simulac¸a˜o do modelo com rigidez.
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Figura 3.26: Simulac¸a˜o do tanque para a condic¸a˜o (a) na˜o-r´ıgida, (b) r´ıgida e (c) um
zoom nos primeiros 0,5 s da simulac¸a˜o com rigidez.
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Finalmente, para fins de comparac¸a˜o com a literatura, o trabalho de Stursberg et al,
um exemplo semelhante foi utilizado para construc¸a˜o de uma ma´quina temporizada para
modelar o n´ıvel e composic¸a˜o de um tanque de mistura a partir de equac¸o˜es diferenciais
(Equac¸o˜es 3.14 e 3.15). Este tanque possui duas alimentac¸o˜es com composic¸o˜es diferentes
e opera de forma cont´ınua. Uma ilustrac¸a˜o esquema´tica do tanque e da discretizac¸a˜o feita
para o n´ıvel e a composic¸a˜o pode ser observada na Figura 3.27.
dh
dt
=
1
A
(
Q1 +Q2 − cv
√
h
)
(3.14)
dC
dt
=
1
Ah
(Q1(C1 − C) +Q2(C2 − C)) (3.15)
Figura 3.27: Sistema f´ısico modelado no trabalho de Stursberg et al com as respectivas
discretizac¸o˜es. Reproduzido com permissa˜o de (49).
A ma´quina resultante, pore´m, possui quantidade de informac¸a˜o restrita quando com-
parada com as ma´quinas desenvolvidas pelo me´todo δpi, posto que a modelagem feita por
Stursberg et al estima o tempo de uma transic¸a˜o como um intervalo de tempo ma´ximo
e mı´nimo que o sistema pode levar para sair de um estado para outro. Assim, na˜o e´
poss´ıvel recuperar quantitativamente, como feito no presente trabalho, a trajeto´ria do
sistema dinaˆmico, apenas extrair uma estimativa (dentro de um intervalo) do tempo total
da trajeto´ria. As transic¸o˜es entre os estados discretos esta˜o apresentadas na Figura 3.28.
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Figura 3.28: Transic¸o˜es poss´ıveis da ma´quina de estados do tanque de mistura. Repro-
duzido com permissa˜o de (49).
3.10 Ex.4: Equac¸a˜o Diferencial Ordina´ria de 2a
ordem
Na engenharia qu´ımica alguns sistemas sa˜o adequadamente descritos por equac¸o˜es de 2a
ordem, como sistemas que envolvem difusa˜o em estado estaciona´rio. Neste exemplo, sera´
introduzido um equipamento que constitui um sistema mecaˆnico largamente utilizado nas
indu´strias qu´ımicas: a va´lvula de controle pneuma´tica.
A va´lvula de controle pneuma´tica (Figura 3.29) possui um diafragma que divide a
parte superior da va´lvula (chamada de atuador) em duas caˆmaras. No centro do diafragma
existe um suporte onde esta´ presa a haste da va´lvula e uma mola. Na outra ponta da
haste ha´ o obturador (um plugue), que e´ o elemento que interrompe o escoamento do
fluido pelo corpo da va´lvula. Na caˆmara formada acima do diafragma existe uma entrada
de ar comprimido que pode pressurizar essa regia˜o e criar uma forc¸a sobre o diafragma,
que se desloca e desce a haste, fechando a passagem do fluido com o obturador. Se a
regia˜o acima do diafragma for despressurizada, a mola forc¸a o retorno do diafragma para
a posic¸a˜o de repouso, levantando a haste e abrindo passagem para o fluido pelo corpo da
va´lvula.
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Figura 3.29: Esquema de uma va´lvula de controle pneuma´tica.
Um modelo que descreve de forma simplificada o comportamento dinaˆmico dessa
va´lvula esta´ apresentado na Equac¸a˜o 3.16(53). Trata-se de uma equac¸a˜o diferencial de 2a
ordem para sistemas do tipo massa + mola amortecido.
Mh
d2a
dt2
+ c
da
dt
+ kma = ∆PAd (3.16)
Entretanto, na forma apresentada na Equac¸a˜o 3.16, a va´lvula se comportaria como
uma va´lvula do tipo falha-fecha, ou seja, ar seria aplicado para abrir a va´lvula. Se a
va´lvula fosse do tipo falha-abre, ou seja, ar e´ aplicado na va´lvula para fecha´-la, seria
necessa´rio efetuar a transformac¸a˜o ao = 100−a e aplicando-a na Equac¸a˜o 3.16, obteria-se
a Equac¸a˜o 3.17.
−Mh d
2ao
dt2
− cdao
dt
+ km(100− ao) = ∆PAd (3.17)
Considere, a a abertura da va´lvula (0 %-100 %) quando a va´lvula e´ do tipo falha-
fecha, ao a abertura da va´lvula quando ela e´ do tipo falha-abre, Mh a massa da haste,
c a constante associada ao atrito da haste com os outros componentes da va´lvula, km a
constante da mola, ∆P e´ a diferenc¸a de pressa˜o entre os dois lados do diafragma e Ad e´
a a´rea do diafragma.
A Equac¸a˜o 3.17 pode ser reescrita como um sistema de equac¸o˜es diferenciais com a
introduc¸a˜o de uma nova varia´vel y, conforme as Equac¸o˜es 3.18 e 3.19. Assim, uma vez
demonstrado que a metodologia δpi permite a extrac¸a˜o dos autoˆmatos equivalentes a um
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sistema de equac¸o˜es diferenciais ordina´rias isso significa consequentemente a possibilidade
tambe´m de representac¸a˜o de EDOs de segunda ordem, quando estas sa˜o reduzidas a um
sistema de EDOs.
dao
dt
= y (3.18)
dy
dt
= − 1
Mh
(cy − km(100− ao) + ∆PAd) (3.19)
A simulac¸a˜o desse sistema e comparac¸a˜o com o respectivo sistema de EDOs esta´
apresentada na Figura 3.30, onde se observa uma boa concordaˆncia dos modelos. Para
essa simulac¸a˜o foi utilizado ∆t = 0,01 s, n = 20, n∗ = 100 e o intervalo para a abertura
foi de [0; 100] e para a derivada de [−40; 80]. Ressalta-se que em todos os exemplos
apresentados neste trabalho esses intervalos e a escolha do nu´mero de macroestados foram
obtidos por tentativa e erro, comparando-se o resultado da ma´quina com o resultado da
EDO ate´ obter uma aproximac¸a˜o satisfato´ria.
Um u´ltimo aspecto que merece destaque e´ a influeˆncia do passo de tempo usando
para construc¸a˜o das matrizes de salto. Assim como na simulac¸a˜o de EDOs, a escolha de
um valor adequado de ∆t pode interferir na qualidade da soluc¸a˜o e essa caracter´ıstica
tambe´m foi observada nas ma´quinas de estados geradas pela presente metodologia. Uma
comparac¸a˜o entre os passos de tempo de 0,01 s; 0,1 s e 1 s esta´ ilustrada na Figura 3.31.
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Figura 3.30: Comparac¸a˜o da ma´quina de estados que simula a abertura da va´lvula
pneuma´tica (e sua derivada) e o resultado da respectiva EDO.
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Figura 3.31: Efeito da escolha de ∆t na construc¸a˜o da ma´quina de estados para o exemplo
da va´lvula pneuma´tica.
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3.11 Ex.5: Equac¸a˜o Diferencial Parcial
A u´ltima classe de equac¸o˜es de grande importaˆncia para engenharia qu´ımica e´ a de
equac¸o˜es diferenciais parciais e este exemplo apresenta o potencial da metodologia δpi
para modelagem de EDPs. Conforme demonstrado anteriormente, a reduc¸a˜o de qualquer
modelo a um sistema de equac¸o˜es ordina´rias permite a extrac¸a˜o do respectivo autoˆmato
e isso tambe´m e´ verdade para EDPs utilizando-se discretizac¸a˜o do modelo por diferenc¸as
finitas.
Neste exemplo o problema a ser modelado e´ o perfil transiente de composic¸a˜o de uma
part´ıcula esfe´rica porosa onde ocorre difusa˜o de um soluto da pel´ıcula ao redor da part´ıcula
ate´ o seu centro. Uma vez que o modelo da part´ıcula seja discretizado, a part´ıcula passa a
ser representada por cascas esfe´ricas e o modelo discretizado descrevera´ a composic¸a˜o em
cada casca ao longo do tempo. A representac¸a˜o esquema´tica do sistema esta´ apresentada
na Figura 3.32. O modelo da part´ıcula pode ser visto na Equac¸a˜o 3.20 e a discretizac¸a˜o
resultante na Equac¸a˜o 3.21.
espessura 
da casca
partícula porosa
direção da difusão
gás
Figura 3.32: Representac¸a˜o esquema´tica de uma part´ıcula porosa e as cascas que consti-
tuem o modelo matema´tico.
∂C
∂t
= DAB
1
r2
∂
∂r
(
r2
∂C
∂r
)
(3.20)
∂Ci
∂t
= DAB
[
1
ri
Ci+1 − Ci−1
∆r
+
Ci+1 − 2Ci + Ci−1
∆r2
]
(3.21)
Portanto, a Equac¸a˜o 3.21 quando agrupada para todas as cascas forma uma sistema de
equac¸o˜es diferenciais ordina´rias, pass´ıvel de ser transformado em um ma´quina de estados.
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No centro da part´ıcula foi imposta uma condic¸a˜o de contorno de Neumann, ou seja,
composta por uma derivada. Essa condic¸a˜o de contorno surge em virtude de centro da
part´ıcula na˜o existir difusa˜o, portanto, pode-se escrever
∂C
∂r
∣∣∣∣
r=0
=
−3C1 + 4C2 − C3
2∆r
= 0
de onde se conclui que C1 = (4Ci+1 − Ci+2)/3, ou seja, a concentrac¸a˜o na casca esfe´rica
mais interna e´ explicitamente dependente das concentrac¸o˜es das duas cascas seguintes.
A notac¸a˜o utilizada neste trabalho enumera a casca mais interna como 1. No outro
extremo da part´ıcula (r = rp) para fins de simplificac¸a˜o foi considerada uma concentrac¸a˜o
constante e igual a Cb = 10 mol/m
3 (condic¸a˜o de contorno de Dirichlet).
Os perfis de composic¸a˜o ao longo do tempo para algumas cascas esta˜o ilustrados na
Figura 3.33. Nota-se que as composic¸o˜es finais na˜o foram iguais na proximidade do estado
estaciona´rio, todavia, o comportamento transiente ainda e´ semelhante ao da equac¸a˜o
diferencial. De qualquer maneira, o modelo ainda poderia ser utilizado em verificac¸a˜o
formal para acompanhar a composic¸a˜o da part´ıcula ao longo de um reator heterogeˆneo.
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Figura 3.33: Perfil de concentrac¸a˜o ao longo do tempo para a casca mais interna (i = 1),
a 7a casca e a casca mais externa do modelo da part´ıcula.
Uma questa˜o pertinente a este exemplo e´ a estabilidade da ma´quina de estados em
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vista da discretizac¸a˜o do domı´nio. Uma vez que o modelo na forma de ma´quina de esta-
dos reproduz o comportamento do modelo dinaˆmico original, espera-se que ele apresente
comportamento insta´vel quando a EDO for insta´vel, e dentro de certos limites no passo de
tempo (em virtude do distanciamento em relac¸a˜o ao modelo esta´vel conforme apresentado
na Figura 3.31) que tambe´m haja estabilidade no comportamento dinaˆmico da ma´quina.
Uma ana´lise da estabilidade dos modelos produzidos pelo me´todo δpi na˜o e´ tarefa
trivial, posto que ao contra´rio do crite´rio de Von Neumman (54) que pode ser aplicado a
equac¸o˜es diferenciais parciais, que sa˜o cont´ınuas, as ma´quinas sa˜o discretas e as derivadas
sa˜o fixadas em intervalos visando uma linearizac¸a˜o por trechos, o que dificulta a previsa˜o
da estabilidade global da ma´quina.
3.12 Aplicabilidade
Diante dos exemplos apresentados, creˆ-se na efica´fia e aplicabilidade do me´todo δpi na
produc¸a˜o de ma´quinas de estados extendidos para modelagem de processos dinaˆmicos.
Entretanto, conforme apresentado anteriormente, outras ferramentas, dentro de certas
limitac¸o˜es, tambe´m poderiam ter sido utilizadas para tal finalidade.
O diferencial do me´todo apresentado neste trabalho e´ principalmente a possibilidade
de utilizac¸a˜o de outras fontes da dinaˆmica do processo para construc¸a˜o de uma ma´quina
quantitativa, ou seja, o comportamento dinaˆmico pode ser acompanhado e comparado
com as equac¸o˜es/fontes originais. A classe de modelos mais pro´xima dessa formulac¸a˜o sa˜o
as ma´quinas h´ıbridas e durante a execuc¸a˜o do presente trabalho foi poss´ıvel identificar a
existeˆncia de uma software chamado S-taliro cuja implementac¸a˜o e verificac¸a˜o de modelos
h´ıbridos aparenta ser compat´ıvel com diversas aplicac¸o˜es na engenharia qu´ımica.
A lo´gica temporal empregada pelo S-taliro permite maior expressividade que a lo´gica
ACTL, utilizada em outras ferramentas. O fato de usar modelos h´ıbridos tambe´m reduz o
esforc¸o na construc¸a˜o do modelo a ser avaliado, uma vez que muitos modelos na engenharia
qu´ımica ja´ assumem a forma de equac¸o˜es diferenciais. Ha´ ainda um diferencial muito
interessante que e´ a possibilidade de comunicac¸a˜o com outros programas via Simulink e
isso permitiria a comunicac¸a˜o, por exemplo, com o software Aspen Dynamics, de modo
que a verificac¸a˜o de modelos de simuladores de processos poderia ser feita, em tese, de
maneira imediata, sem a necessidade de construc¸a˜o de modelos intermedia´rios como ocorre
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no me´todo δpi.
Infelizmente na˜o foi poss´ıvel encontrar a existeˆncia de padro˜es de propriedades para a
lo´gica MTL (Metric Temporal Logic), usada pelo S-taliro e isso pode dificultar sensivel-
mente o uso da ferramenta na engenharia qu´ımica.
Outras abordagens para construc¸a˜o das ma´quinas de estados a partir de abstrac¸o˜es das
respectivas equac¸o˜es diferenciais tambe´m foram identificadas ((49) e (45), por exemplo),
mas em geral, a quantidade de informac¸a˜o retida pela ma´quina e´ insuficiente para uma
ana´lise detalhada do transiente dos processos. Como e´ durante o transiente onde os
acidentes podem acontecer, as abstrac¸o˜es podem esconder comportamentos importantes
para ana´lise e seguranc¸a dos processos.
Por outro lado, o me´todo δpi sofre com a necessidade de experimentac¸a˜o em relac¸a˜o
ao esquema de discretizac¸a˜o, ou seja, a decisa˜o sobre n, n∗ e ∆t que em diversas situac¸o˜es
observadas neste trabalho parece apresentar um o´timo em termos de nu´mero de macro-
estados. Foi observado que o aumento irrestrito do nu´mero de macroestados nem sempre
melhora a qualidade da soluc¸a˜o. Ale´m disso as equac¸o˜es diferenciais devem ser invariantes
no tempo.
Finalmente, pode-se citar a relativa simplicidade do me´todo δpi em sua implementac¸a˜o,
que consiste, em sua esseˆncia, na execuc¸a˜o de experimentos em diferentes condic¸o˜es para
avaliac¸a˜o da matriz de salto e posterior implementac¸a˜o do modelo em ma´quina extendidas
para cada varia´vel (func¸a˜o inco´gnita) do modelo (lembrando que as transic¸o˜es sempre sa˜o
as mesmas para cada varia´vel). Uma tabela comparativa (Tabela 3.11) foi organizada
para expor melhor as diferenc¸as e semelhanc¸as entre os me´todos apresentados em (49) e
(45), o software S-taliro e o me´todo δpi.
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Tabela 3.11: Comparativo entre diferentes meios para produzir e simular ma´quinas a
partir de equac¸o˜es diferenciais.
Stursberg et al (49) S-taliro (55) Blouin (45) Me´todo δpi
Modelo quanti-
tativo
7 X 7 X
Padro˜es de pro-
priedades da
lo´gica temporal
X 7 X X
Estrate´gia pode
ser usada em ou-
tras linguagens
de programac¸a˜o
X 7 X X
Outras fontes
de informac¸a˜o
da dinaˆmica
ale´m de eq.
diferenciais?
7 X 7 X
Aceita alta di-
mensionalidade
dos modelos
(n > 0)?
X X 7 X
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Estudo de caso: verificac¸a˜o formal de um
reator
Um estado estaciona´rio e´ a condic¸a˜o em que um sistema se encontra em que na˜o ha´
mudanc¸a em suas varia´veis. Muitos sistemas f´ısicos possuem apenas um u´nico estado
estaciona´rio para uma dada condic¸a˜o de entrada e condic¸o˜es iniciais.
A existeˆncia de mu´ltiplos estados estaciona´rios foi observada pela primeira vez em
reatores qu´ımicos em 1918 na reac¸a˜o de oxidac¸a˜o da amoˆnia (56) e ate´ hoje se mostra
um desafio em termos operacionais. Neste cap´ıtulo sera˜o introduzidos alguns conceitos
ba´sicos de multiplicidade de estados e o porqueˆ de sua ocorreˆncia, especificamente, em
reatores CSTR na˜o-adiaba´ticos. O modelo de um reator (devidamente discretizado com o
me´todo δpi) foi utilizado como estudo de caso para demonstrar o potencial da verificac¸a˜o de
modelos ao explorar a dinaˆmica desse equipamento e direcionar a s´ıntese do procedimento
de partida ate´ o estado estaciona´rio desejado.
4.1 Multiplicidade de estados estaciona´rios
E´ dito que um sistema apresenta multiplicidade de estados estaciona´rios quando este
sistema, em geral aberto, permite a existeˆncia de mais de um estado estaciona´rio para
o mesmo conjunto de paraˆmetros (56). Quando esta caracter´ıstica e´ identificada em um
processo, pequenas mudanc¸as em alguma varia´vel podem levar a grandes variac¸o˜es nas
condic¸o˜es operacionais do sistema, em vista da alterac¸a˜o do estado estaciona´rio.
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Diversos processos qu´ımicos e bioqu´ımicos apresentam essa caracter´ıstica, como sis-
temas enzima´ticos, reatores CSTR (Continuous Stirred-Tank Reactor), colunas de des-
tilac¸a˜o, processos de absorc¸a˜o com reac¸a˜o qu´ımica, polimerizac¸a˜o de olefinas em leitos
fluidizados, combusta˜o e em diversos processos usados em manufatura e processamento
de componentes eletroˆnicos (56).
Dentre as fontes mais importantes de multiplicidade de estados pode-se listar (56):
• Dependeˆncia na˜o monotoˆnica de uma ou mais taxas do processo em relac¸a˜o a uma
ou mais varia´veis de estado
• Realimentac¸a˜o de informac¸a˜o
• Operac¸a˜o em contra-corrente
Dada a abrangeˆncia do tema e a necessidade de um amplo arcabouc¸o teo´rico para
uma discussa˜o aprofundada, o foco neste trabalho sera´ para o caso cla´ssico de reatores
CSTR na˜o-isote´rmicos. No CSTR, tanto o balanc¸o de massa quanto energia sa˜o func¸o˜es da
temperatura e suas curvas podem se interceptar em diversos pontos. Esses balanc¸os podem
ser vistos de duas maneiras (57): a partir do gra´fico de conversa˜o versus temperatura,
onde as intersecc¸o˜es das equac¸o˜es dos balanc¸os correspondem aos estados estaciona´rios
e a partir do gra´fico das taxas de gerac¸a˜o/remoc¸a˜o de calor, onde as curvas de gerac¸a˜o
e remoc¸a˜o de calor tambe´m se interceptam nos estados estaciona´rios. Ambos os gra´ficos
possuem mesmo formato e a forma geral esta´ representada na Figura 4.1.
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Figura 4.1: Multiplicidade de estados observada nas intersecc¸o˜es onde a curva (a) pode
ser o balanc¸o de massa ou calor gerado e (b) balanc¸o de energia ou calor removido.
Carberry (58) cita ainda uma outra perspectiva para ana´lise da existeˆncia de mul-
tiplicidade, agora sob o ponto de vista da conversa˜o versus tempo de resideˆncia (raza˜o
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do volume do reator pela vaza˜o volume´trica de alimentac¸a˜o). O gra´fico dessas varia´veis
pode produzir ate´ seis tipos diferentes de padro˜es, os quais sa˜o importantes na discussa˜o
da adereˆncia do processo a um dado estado estaciona´rio(mais informac¸o˜es podem ser
consultadas na refereˆncia (58)). O uso do tempo de resideˆncia e´ conveniente na ana´lise
de multiplicidade de estados pela facilidade de manipulac¸a˜o da vaza˜o de alimentac¸a˜o do
reator.
Dependendo da vaza˜o do fluido refrigerante no reator (e possivelmente outras varia´veis
do processo) a curva de remoc¸a˜o de calor pode se deslocar para a direita ou esquerda,
provocando alterac¸o˜es nos estados estaciona´rios. A Figura 4.2 ilustra diferentes situac¸o˜es
de interceptac¸a˜o da curva de remoc¸a˜o com a curva de gerac¸a˜o de calor, dando origem a
estados estaciona´rios de temperaturas baixa, intermedia´ria e alta.
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Figura 4.2: Sobreposic¸a˜o de va´rias curvas de remoc¸a˜o de calor e a curva de gerac¸a˜o de
calor. Adaptado de (59).
Considerando a curva C na Figura 4.2, se a temperatura do reator for inicialmente
menor que a do ponto 3, a curva de gerac¸a˜o esta´ acima da curva de remoc¸a˜o e a tendeˆncia e´
o aumento da temperatura ate´ atingir o ponto 3. Se, por outro lado, o reator estiver depois
do ponto 7, a curva de remoc¸a˜o esta´ acima da curva de gerac¸a˜o, provocando resfriamento
ate´ o ponto 7. Utilizando o mesmo racioc´ınio, temperaturas entre os pontos 3-5 e 5-7
levam aos pontos 3 e 7 respectivamente, ou seja, as temperaturas se afastam do ponto 5.
Portanto, pode-se afirmar que os pontos 7 e 3 sa˜o estados estaciona´rios esta´veis e o ponto
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5, insta´vel (59).
Em termos de ana´lise estaciona´ria, e´ poss´ıvel projetar o reator para operar em um
dos estados esta´veis, preferencialmente aquele cuja conversa˜o for superior. Entretanto,
existe a dificuldade em termos operacionais de efetuar a partida do equipamento e atingir
o estado desejado. Alguns exemplos da literatura, como encontrado em Schmidt et al
(60), Mohl et al (61) e Scenna et al (62) ilustram o qua˜o dif´ıcil e´ efetuar a partida de um
equipamento com mu´ltiplos estados estaciona´rios.
Curiosamente, Schmidt et al (60) recomendam o uso de algoritmos nume´ricos em
modelos de reatores de polimerizac¸a˜o para buscar pela existeˆncia de estados estaciona´rios
de alta conversa˜o em problemas de multiplicidade de estados estaciona´rios. Essa busca
pode ser delegada a algoritmos de zero de func¸a˜o, mas tambe´m pode de ser feita usando
verificac¸a˜o formal, que ale´m de identificar o estado, tambe´m permitiria trac¸ar a trajeto´ria
que levaria o sistema ate´ esse ponto de operac¸a˜o.
Na sessa˜o a seguir, o me´todo δpi foi empregado para modelar um CSTR com mu´ltiplos
estados estaciona´rios como uma ma´quina de estados finitos. A verificac¸a˜o formal, enta˜o,
foi utilizada para estudar a dinaˆmica desse equipamento.
4.2 Modelagem do CSTR com mu´ltiplos estados
estaciona´rios
Para demonstrar o uso da verificac¸a˜o formal em um modelo gerado pelo me´todo δpi, foi
considerado um reator CSTR onde ocorre uma reac¸a˜o simples do tipo A→ B, com cine´tica
conforme Equac¸a˜o 4.1. Esta taxa de reac¸a˜o foi obtida de um exemplo de multiplicidade
de um CSTR de Green e Perry (57).
r = exp
(
25− 10000
T
)
C (4.1)
Para modelar o n´ıvel, composic¸a˜o e temperatura ao longo do tempo foram desenvol-
vidos os balanc¸os de massa e energia, conforme as Equac¸o˜es 4.2 ate´ 4.6. Equac¸o˜es 4.2 e
4.3 modelam a vaza˜o volume´trica de descarga do reator e a taxa de transfereˆncia de calor
da camisa do reator, que e´ preenchida com fluido refrigerante sob temperatura Tr.
Q = cv
√
h (4.2)
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Qh = UA(Tr − T ) (4.3)
dh
dt
=
Q0 −Q
AT
(4.4)
dC
dt
=
C0Q0 − CQ
V
− r − dh
dt
C
h
(4.5)
dT
dt
=
T0Q0 − TQ
V
− ∆Hrr
ρcp
+
Qh
V ρcp
− dh
dt
T
h
(4.6)
O reagente e´ introduzido dilu´ıdo no reator em uma proporc¸a˜o de 1:5 com o solvente. As
propriedades da soluc¸a˜o foram aproximadas pelas propriedades da a´gua por simplificac¸a˜o.
As condic¸o˜es operacionais e as constantes do modelo esta˜o resumidas na Tabela 4.1.
Se as condic¸o˜es operacionais forem mantidas conforme a Tabela 4.1, o sistema apre-
senta treˆs estados estaciona´rios, conforme evidenciado na Figura 4.3: um estado esta´vel
na temperatura de 435 K (conversa˜o de 99,8 %), outro estado esta´vel na temperatura de
288,8 K (conversa˜o de 26,1 %) e um estado insta´vel em 326,3 K. A intenc¸a˜o neste estudo
de caso e´ manter o sistema operando na temperatura de 435 K em vista da alta conversa˜o
do reagente.
Tabela 4.1: Condic¸o˜es operacionais e constantes do modelo do reator.
Descric¸a˜o S´ımbolo Valor
Vaza˜o volume´trica de ali-
mentac¸a˜o
Q0 0,01 m
3/s
Concentrac¸a˜o molar do reagente
na alimentac¸a˜o
C0 10 mol/m
3
Temperatura do fluido refrige-
rante
Tr 280 K
Temperatura de alimentac¸a˜o T0 290 K
Constante da va´lvula cv 0,01 m
2,5/s
A´rea transversal do reator AT 1 m
2
Densidade molar do fluido ρ 50 mol/m3
Entalpia de reac¸a˜o ∆Hr −7× 104 J/mol
Calor espec´ıfico molar cp 75 J/molK
Coeficiente convectivo multipli-
cado pela a´rea de troca te´rmica
UA 10 W/K
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Figura 4.3: Curvas de taxas de produc¸a˜o e remoc¸a˜o de calor, cujas intersec¸o˜es sa˜o estados
estaciona´rios.
A vaza˜o de alimentac¸a˜o do reagente tambe´m influencia na existeˆncia dos estados esta-
ciona´rios, conforme apresentado nas Figuras 4.4 e 4.5. A regia˜o entre aproximadamente
0-835 s de tempo de resideˆncia, por exemplo, possui treˆs estados estaciona´rios. Pelas
condic¸o˜es apresentadas na Tabela 4.1 e para o n´ıvel de 1 m, o tempo de resideˆncia no rea-
tor e´ de 100 s, o que pelas Figuras 4.4 e 4.5 aponta que vazo˜es 8 vezes menores ou 250 vezes
maiores em relac¸a˜o a operac¸a˜o nominal ainda estara˜o dentro da regia˜o de multiplicidade.
A Figura 4.6 ilustra o resultado de diferentes condic¸o˜es iniciais da temperatura do
reator (com n´ıvel mantido em 1 m e concentrac¸a˜o inicial do reagente igual a zero, ou
seja, o reator possui inicialmente apenas solvente e o reagente dilu´ıdo e´ adicionado de
forma repentina). O resultado da simulac¸a˜o da ma´quina de estados que modela esse
sistema, sob mesmas condic¸o˜es iniciais, esta´ apresentado na Figura 4.7. Nota-se que o
comportamento da multiplicidade de estados estaciona´rios foi herdada pela ma´quina de
estados. A discretizac¸a˜o das varia´veis esta´ ilustrada na Tabela 4.2.
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Figura 4.4: Temperaturas de operac¸a˜o no estado estaciona´rio do reator.
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Figura 4.5: Conversa˜o no estado estaciona´rio do reator.
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Figura 4.6: Simulac¸a˜o da equac¸a˜o diferencial do reator para diferentes temperaturas in-
ciais, evidenciando os dois estado estaciona´rios.
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Figura 4.7: Simulac¸a˜o da ma´quina de estados do reator para diferentes temperaturas
inciais, demonstrando que o modelo “herdou” os dois estado estaciona´rios.
As discretizac¸o˜es apresentadas na Tabela 4.2 foram definidas ao comparar o compor-
tamento das simulac¸o˜es da ma´quina de estados e com as equac¸o˜es diferenciais do reator.
A vaza˜o foi discretizada de maneira diferente porque ela na˜o e´ uma varia´vel de estado, ou
seja, ela na˜o possui derivada e por isso na˜o precisa de microestados. O valor inferior do
intervalo do n´ıvel foi escolhido diferente de zero para evitar divisa˜o por zero no modelo.
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Tabela 4.2: Paraˆmetros utilizados na discretizac¸a˜o das varia´veis do modelo.
Varia´vel Discretizac¸a˜o Intervalo
Nı´vel n = 5/n∗ = 100 0,001-2 m
Concentrac¸a˜o n = 5/n∗ = 100 0-10 mol/m3
Temperatura n = 40/n∗ = 100 290-650 K
Vaza˜o n = 2 0-0,02 m3/s
A temperatura da corrente de alimentac¸a˜o foi discretizada de acordo com cada pro-
blema de verificac¸a˜o para reduzir o nu´mero de estados do modelo.
As oscilac¸o˜es observadas na Figura 4.7 resultam do esquema de discretizac¸a˜o, mas para
fins de ana´lise do presente reator elas sa˜o aceita´veis, visto que os estados estaciona´rios
sa˜o facilmente identifica´veis.
Apesar da Figura 4.7 demonstrar a existeˆncia de mu´ltiplos estados estaciona´rios, a
verificac¸a˜o formal tambe´m poderia ser usada para buscar por esses estados. Para tanto,
e´ necessa´rio especificar em lo´gica temporal esses estados estaciona´rios.
4.3 Estados estaciona´rios e lo´gica temporal
Uma vez que no estado estaciona´rio as varia´veis na˜o mudam, as derivadas do modelo que
descrevem o sistema sa˜o iguais a zero. As ma´quinas de estados constru´ıdas pelo me´todo
δpi tambe´m possuem estados estaciona´rios, mas em certas circunstaˆncias quando uma
varia´vel na˜o e´ discretizada suficientemente a ma´quina o descreve saltando entre dois ou
mais estados, como observado na Figura 4.7. Portanto, se a MEF permanece limitada
dentre dois estados y1 e y2, na˜o necessariamente adjacentes, por um tempo indefinido
apo´s uma perturbac¸a˜o, pode-se dizer que ela atingiu o correspondente estado estaciona´rio
que seria atingido pelo modelo na forma de equac¸o˜es diferenciais. Il Moon (63) referiu-se
a essa situac¸a˜o como um loop na ma´quina de estados e definiu a seguinte propriedade
para referir-se a essa situac¸a˜o
EF EG y (4.7)
ou seja, essa propriedade expressa que “existe ao menos um caminho na execuc¸a˜o da
ma´quina (EF) em que havera´ ao menos uma trajeto´ria na qual o sistema sempre perma-
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necera´ naquele estado y (EG y)”. Visualmente, pode-se fazer uma comparac¸a˜o da a´rvore
de computac¸a˜o da ma´quina e a varia´vel cont´ınua como ilustrado na Figura 4.8.
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Figura 4.8: Comparativo entre o estado estaciona´rio de uma varia´vel cont´ınua e a par-
cial execuc¸a˜o de sua correspondente ma´quina de estados, onde os nu´meros indicam o
macroestado (com destaque para o estado estaciona´rio) e as setas, as poss´ıveis transic¸o˜es.
Para o reator do presente trabalho, o estado estaciona´rio de temperatura alta esta´
limitado no intervalo T˜ = [14; 18] =]13; 19[1 (entre aproximadamente 409-450 K) e o de
temperatura baixa em T˜ = [0; 2] = [0; 3[ (entre aproximadamente 280-307 K). O intervalo
da temperatura baixa foi definido pelo que se observa na Figura 4.7, onde temperaturas
ligeiramente acima da temperatura de 290 K convergem na MEF para T˜ = 2, mas se a
temperatura inicial for T = 290, a MEF permanece em T˜ = 0.
Suponha que apenas um dos estados estaciona´rios e´ conhecido, por exemplo, o de
temperatura baixa. Conhecendo-se ao menos um estado estaciona´rio e´ poss´ıvel localizar
todos os outros mu´ltiplos estados esta´veis (se existirem) usando a verificac¸a˜o formal. Para
isso, o modelo do reator foi modificado de modo que a temperatura inicial na˜o foi fixada
e o NuSMV testaria todas as temperaturas iniciais poss´ıveis. A temperatura da corrente
de alimentac¸a˜o foi definida em T = 290 K. Lanc¸ou-se ma˜o da propriedade
AF EG T˜ < 3
cujo significado e´ “inevitavelmente todos os caminhos na execuc¸a˜o da ma´quina levara˜o
no futuro (AF) a pelo menos uma trajeto´ria na qual o sistema sempre permanecera´ no
1Essa igualdade e´ verdadeira porque T˜ e´ um nu´mero inteiro.
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estado T˜ < 2”, uma vez existindo outros estados, essa propriedade sera´ apontada como
falsa e o contraexemplo indicara´ uma temperatura inicial do reator que o leve ate´ o
outro estado estaciona´rio. Essa propriedade e´ ligeiramente diferente da apresentada na
Equac¸a˜o 4.7 para expressar uma maior abrangeˆncia da existeˆncia do estado estaciona´rio
de temperatura baixa, de modo que ao contra´rio da propriedade da Equac¸a˜o 4.7 deseja-se
neste momento verificar se todas as execuc¸o˜es da ma´quina de estados levara˜o em algum
momento ao estado estaciona´rio de temperatura baixa.
Apo´s 868 s em um computador AMD A10 com 12 GB de memo´ria RAM, o NuSMV
avisou que a propriedade era de fato falsa e indicou que se a temperatura inicial for de
T˜ = 31 (569 K) o reator iria para um estado estaciona´rio diferente daquele de temperatura
baixa (Figura 4.9). Observa-se pela Figura 4.6 que temperaturas mais baixas levariam
a esse mesmo estado estaciona´rio, mas para a verificac¸a˜o o importante e´ encontrar um
contraexemplo que prove que a propriedade e´ falsa.
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Figura 4.9: Prova da existeˆncia de um estado estaciona´rio esta´vel diferente do estado de
temperatura baixa.
Nota-se pelo esforc¸o computacional que para esse tipo de ana´lise (existeˆncia de mu´ltiplos
estados) a verificac¸a˜o talvez na˜o seja a melhor ferramenta, pois ja´ foi demonstrado sem
muita dificuldade na Figura 4.6 a existeˆncia dos dois estados. Pore´m, essa propriedade
poderia ser usada em ana´lises mais complexas, variando-se mais de uma condic¸a˜o inicial
para definir “regio˜es de condic¸o˜es iniciais” que sempre levariam ao estado desejado.
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Supondo que agora os dois estados sa˜o conhecidos, foi verificada a possibilidade da
existeˆncia de um terceiro estado esta´vel com a propriedade
AF EG (T˜ < 2) ∨ (T˜ > 13 ∧ T˜ < 19),
que foi verificada como verdadeira pelo NuSMV, indicando que estes sa˜o os u´nicos estados
estaciona´rios esta´veis para as condic¸o˜es operacionais estabelecidas na Tabela 4.1.
Uma vez que os estados eram conhecidos, pode-se determinar suas alcanc¸abilidades. As
verificac¸o˜es feitas deste ponto ate´ o final do trabalho consideraram a varia´vel manipulada
como sendo a temperatura da corrente de alimentac¸a˜o porque e´ poss´ıvel ter uma maior
flexibilidade (e um modelo mais simples) para modificar temperatura do reator usando
apenas uma varia´vel. Se a varia´vel manipulada fosse a vaza˜o de fluido refrigerante na
camisa do reator, seria necessa´rio supor a existeˆncia de outra varia´vel manipulada para
efetuar o aquecimento. As transic¸o˜es da temperatura da alimentac¸a˜o foram modeladas
como uma ma´quina na˜o-determinista, ou seja, a cada passo do tempo, ela pode assumir
qualquer valor dentro do seu domı´nio.
Em termos de alcanc¸abilidade, a propriedade
AG EF T˜ > 13 ∧ T˜ < 19
indica a possibilidade do sistema sempre chegar no futuro na situac¸a˜o em que a condic¸a˜o
T˜ > 13∧ T˜ < 19 e´ verdadeira, independente do estado atual. Essa propriedade na˜o indica
que sempre e´ poss´ıvel alcanc¸ar o estado estaciona´rio, mas a possibilidade de pelo menos
passar durante o transiente por essa faixa de temperaturas. O NuSMV indicou que essa
propriedade e´ verdadeira, o que e´ um bom indicativo de que talvez, se mantido o n´ıvel do
reator em 1 m, inicialmente sem reagente e frio, sempre e´ poss´ıvel manipular a temperatura
de alimentac¸a˜o para levar o reator pro´ximo do estado estaciona´rio de temperatura alta.
Por outro lado, a propriedade
AG EF T˜ < 2
foi apontada como falsa pelo NuSMV, retornando um contraexemplo em que a tempera-
tura de alimentac¸a˜o foi mantida em aproximadamente 363 K e o reator avanc¸ou para o
estado de temperatura alta. Como na˜o houve nenhuma outra mudanc¸a na temperatura
de alimentac¸a˜o, isso indica que na˜o e´ poss´ıvel retornar para estado de temperatura baixa
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Figura 4.10: Perfil de temperatura do reator quando a alimentac¸a˜o e´ inicialmente 363 K
e depois alterada para 290 K em t = 1000 s.
alterando apenas a temperatura de alimentac¸a˜o. Esse fato e´ observado fazendo-se a si-
mulac¸a˜o do sistema (com as EDOs) com temperatura de alimentac¸a˜o inicial de 363 K e
aos 1000 s alterando-se a temperatura para 290 K. Conforme Figura 4.10, a temperatura
do reator diminui, mas se mante´m no estado estaciona´rio mais alto.
Portanto, se a temperatura de alimentac¸a˜o mais baixa poss´ıvel for de 290 K, o reator
na˜o seria capaz de sair do estado estaciona´rio de temperatura alta, devendo-se recorrer
a outras varia´veis como a vaza˜o de fluido refrigerante da camisa do reator, para resfriar
suficientemente o meio reacional.
4.4 Partida do equipamento
Uma outra interessante aplicac¸a˜o da verificac¸a˜o formal e´ que a negac¸a˜o da propriedade
da Equac¸a˜o 4.7 tem o potencial de ser usada para trac¸ar a trajeto´ria de partida do
equipamento ate´ o estado especificado, posto que ela expressaria que “na˜o existe nenhum
caminho na execuc¸a˜o da ma´quina em que havera´ ao menos uma trajeto´ria na qual o
sistema sempre permanecera´ naquele estado y”. Uma vez que a varia´vel manipulada
nesta ana´lise e´ a temperatura da corrente de alimentac¸a˜o, o contraexemplo conteria o
perfil da temperatura da alimentac¸a˜o para chegar no estado desejado.
Para a ana´lise da partida do reator, a temperatura de alimentac¸a˜o foi discretizada com
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n = 2. O valor superior do intervalo da temperatura de alimentac¸a˜o foi 436 K e o inferior
290 K, para que durante a execuc¸a˜o do programa fossem avaliadas as temperaturas de
290 K e 363 K (90 ◦C), esta u´ltima e´ um valor arbitra´rio, mas fact´ıvel do ponto de vista
pra´tico, para evitar variac¸o˜es instantaˆneas absurdas.
Suponha que inicialmente o reator esteja com n´ıvel de 1 m, sem reagente e frio. Pode-se
escrever as propriedades para cada estado estaciona´rio como:
¬EF EG T˜ < 2
¬EF EG (T˜ > 13 ∧ T˜ < 19).
Como explicado anteriormente, o estado estaciona´rio de interesse e´ o de temperatura
alta, visto que a conversa˜o e´ mais alta, portanto maior atenc¸a˜o foi dada a essa condic¸a˜o.
Para garantir que a trajeto´ria encontrada seria atingida com a temperatura de alimentac¸a˜o
mı´nima, a propriedade foi modificada para
¬EF EG (T˜ > 13 ∧ T˜ < 19 ∧ T˜0 = 0)
reforc¸ando as condic¸o˜es de discretizac¸a˜o usadas, T0 = 290 K. A verificac¸a˜o feita pelo
NuSMV indicou o perfil de temperatura de alimentac¸a˜o mostrado na Figura 4.11, na forma
de dois degraus: o primeiro para a temperatura mais alta de 363 K e o seguinte de volta
para 290 K, 85 s depois. Durante a transic¸a˜o de volta para 290 K o contraexemplo fornecido
pelo NuSMV apresentou algumas oscilac¸o˜es entre os dois patamares de temperatura, mas
que foram descartados por na˜o terem se mostrado importantes na partida do reator.
A verificac¸a˜o dessa propriedade durou aproximadamente 267 s. Em termos de con-
sumo de memo´ria RAM foi observado um pico de 1,8 GB consultando-se periodicamente
o Monitor de Recursos do Windows. Portanto, se o modelo fosse mais complexo, memo´ria
poderia se tornar um problema em computadores com recursos mais limitados.
A temperatura do reator de acordo com a MEF do reator esta´ ilustrada na Figura 4.12
e juntamente com a Figura 4.11 veˆ-se que a temperatura da alimentac¸a˜o so´ permaneceu
no valor mais alto tempo suficiente para que o reator pudesse transitar sozinho para o
estado mais quente. A temperatura a partir da qual o reator transita naturalmente para
o estado estaciona´rio mais quente e´ chamada de temperatura de ignic¸a˜o (59).
A simulac¸a˜o das equac¸o˜es diferenciais corrobora que se a alimentac¸a˜o for mantida sob
363 K por 85 s, a temperatura do reator e´ elevada suficientemente ate´ a ignic¸a˜o. O perfil
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Figura 4.11: Perfil de temperatura da alimentac¸a˜o encontrado pela verificac¸a˜o do modelo.
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Figura 4.12: Perfil de temperatura do reator durante a partida ate´ o estado estaciona´rio
de temperatura alta.
de temperatura utilizado na Figura 4.13 desconsidera as oscilac¸o˜es observadas no final do
segundo degrau de temperatura da alimentac¸a˜o.
Assim, o procedimento de partida nestas condic¸o˜es seria:
1. Circular o fluido refrigerante com a vaza˜o prevista para o estado estaciona´rio
2. Encher o tanque com solvente ate´ o n´ıvel de operac¸a˜o (1 m)
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Figura 4.13: Perfil de temperatura do reator simulando as EDOs e com o perfil da tem-
peratura de alimentac¸a˜o da Figura 4.11.
3. Alimentar o reagente em temperatura ambiente
4. Aquecer a alimentac¸a˜o ate´ 363 K por 85 s
5. Desligar o aquecimento e aguardar o sistema atingir o estado estaciona´rio
Em termos operacionais, um aquecimento ra´pido em curto per´ıodo de tempo pode ser
feito com resistores ele´tricos adequadamente dimensionados para o processo.
A u´ltima situac¸a˜o analisada com a verificac¸a˜o formal neste reator foi sua partida
inicialmente vazio (ao inve´s de preenchido com solvente). As mudanc¸as feitas no programa
do NuSMV para essa verificac¸a˜o foram a alterac¸a˜o da condic¸a˜o inicial do n´ıvel para 0,001 m
e a vaza˜o de alimentac¸a˜o foi fixada em 0,01 m3/s. A propriedade foi mantida a mesma.
A primeira tentativa de verificac¸a˜o desse novo modelo foi de aproximadamente 32 h,
pore´m, notou-se posteriormente que este tempo (contabilizado pelo pro´prio NuSMV) pode
estar errado, visto que o programa passou va´rias horas aguardando o comando do usua´rio
para exibir o contraexemplo. Uma segunda tentativa mostrou que em menos de 5 h o
NuSMV indica que a propriedade e´ falsa, mas levaria-se ainda algum tempo (na˜o contabi-
lizado) para produzir o devido contraexemplo. Na˜o se determinou o porqueˆ da produc¸a˜o
do contraexemplo demorar tanto tempo nesta verificac¸a˜o. O consumo de memo´ria RAM
foi de aproximadamente 2 GB (observado posteriormente a produc¸a˜o do contraexemplo).
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O perfil de temperatura da alimentac¸a˜o obtido pela verificac¸a˜o quando o tanque esta´
enchendo esta´ ilustrado na Figura 4.14. Trata-se de um perfil sensivelmente diferente do
que foi encontrado quando o n´ıvel estava fixado. Na realidade, este perfil e´ impratica´vel
porque os picos de temperatura sa˜o muito curtos para serem implementados em um pro-
cesso real (a temperatura na˜o conseguiria variar ta˜o ra´pido). Apesar da viabilidade ser
pequena, o perfil aparenta ser eficaz ao direcionar tanto o modelo na forma de MEF
(Figura 4.15) quanto as EDOs (Figura 4.16) para o estado estaciona´rio de temperatura
alta.
Os picos poderiam ser evitados alterando-se o modelo diretamente na linguagem do
NuSVM para evitar que ocorram transic¸o˜es da temperatura em per´ıodos de tempo ta˜o
curtos.
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Figura 4.14: Perfil de temperatura da alimentac¸a˜o que leva ao estado estaciona´rio de
temperatura alta quando o n´ıvel na˜o esta´ fixado.
Para contornar a dificuldade imposta pela execuc¸a˜o do perfil de temperatura da Figura
4.14, optou-se por uma simplificac¸a˜o ao transforma´-la em dois degraus semelhante ao que
foi visto na verificac¸a˜o com n´ıvel fixo. O primeiro degrau iria ate´ 363 K no instante inicial
e outro de volta para 290 K, 27 s depois, pois nessa regia˜o a temperatura de alimentac¸a˜o
transita com maior frequeˆncia ate´ o patamar mais alto (Figura 4.17). Os treˆs u´ltimos
picos foram descartados.
O perfil simplificado aparenta produzir resultados semelhantes ao perfil sem simpli-
ficac¸a˜o, de modo que o sistema continua se dirigindo ao estado estaciona´rio de temperatura
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Figura 4.15: Temperatura do reator quando a temperatura da alimentac¸a˜o segue a tra-
jeto´ria da Figura 4.14 (modelo em MEF).
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Figura 4.16: Temperatura do reator quando a temperatura da alimentac¸a˜o segue a tra-
jeto´ria da Figura 4.14 (sistema de EDOs).
alta, conforme observa-se na Figura 4.18.
Portanto, o procedimento de partida quando o reator esta´ frio e vazio seria:
1. Circular o fluido refrigerante com a vaza˜o prevista para o estado estaciona´rio
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Figura 4.17: Simplificac¸a˜o do perfil de temperatura da alimentac¸a˜o.
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Figura 4.18: Simulac¸a˜o com EDOs da temperatura do reator usando o perfil simplificado.
2. Iniciar o enchimento do tanque com o reagente ate´ o n´ıvel de operac¸a˜o (1 m)
3. Simultaneamente com o enchimento, aquecer a alimentac¸a˜o ate´ 363 K por 27 s
4. Desligar o aquecimento e aguardar o sistema atingir o estado estaciona´rio
De maneira semelhante, outras varia´veis tambe´m poderiam ser acompanhadas a fim
de analisar o perfil para partida de um determinado processo, como a vaza˜o de fluido
refrigerante.
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Finalmente, deve-se ressaltar que a verificac¸a˜o de modelos na˜o garante a partida mais
eficiente (em termos de alguma func¸a˜o objetivo) porque na˜o se trata de uma otimizac¸a˜o,
mas os resultados encontrados sa˜o interessantes do ponto de vista operacional porque da˜o
um indicativo de como poderia ser o procedimento geral para partida do processo.
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Concluso˜es
O desenvolvimento de modelos de sistemas cont´ınuos na forma de autoˆmatos finitos tem
sido um desafio nas u´ltimas de´cadas para cientistas e engenheiros da computac¸a˜o. Diversos
trabalhos foram publicados para diferentes classes de autoˆmatos e uma sistematizac¸a˜o
simples o suficiente para construc¸a˜o dos modelos para engenheiros que na˜o sa˜o da a´rea
da computac¸a˜o facilitaria a explorac¸a˜o da verificac¸a˜o formal em a´reas como a engenharia
qu´ımica.
Neste sentido, o presente trabalho e´ mais um passo na tentativa de sistematizar o
desenvolvimento de modelos que sejam adequados para verificac¸a˜o formal, especificamente
de processos qu´ımicos. A metodologia aqui apresentada e chamada de δpi tem se mostrado
promissora no que diz respeito a` simplicidade de implementac¸a˜o, tendo sido demonstrada
neste trabalho sua aplicac¸a˜o em sistemas de EDOs, EDOs de 2a ordem e ate´ EDPs,
com equac¸o˜es invariantes no tempo. Tambe´m foi exemplificada construc¸a˜o da ma´quina
diretamente a partir de dados experimentais. Ao contra´rio de va´rios exemplos encontrados
na literatura que se limitavam, em geral, a simples tanques de mistura, demonstrou-se a
aplicac¸a˜o na modelagem do n´ıvel de um tanque (que e´ uma equac¸a˜o na˜o-linear), dinaˆmica
de va´lvulas de controle, reator CSTR e ate´ a composic¸a˜o dentro de uma part´ıcula porosa.
Apesar da complexidade dos modelos, na pra´tica, a te´cnica necessita apenas de in-
formac¸o˜es sobre a dinaˆmica do processo codificada na forma de uma matriz de salto. Essa
matriz pode ser constru´ıda a partir de equac¸o˜es diferenciais ou de outras fontes de conhe-
cimento da dinaˆmica do processo. Ale´m da matriz de salto a construc¸a˜o da ma´quina de
estados com o me´todo δpi ainda necessita do range de cada varia´vel, o nu´mero de macro
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e microestados e o passo de tempo. Essas informac¸o˜es sa˜o espec´ıficas de cada modelo e
na˜o exigem conhecimento de verificac¸a˜o formal, o que e´ uma vantagem para quem na˜o e´
especialista em verificac¸a˜o.
O me´todo δpi, neste sentido, abre a possibilidade de desenvolvimento das ma´quinas
de estados a partir de modelos ja´ implementados em simuladores de processos, o que
impactaria positivamente no tempo de desenvolvimento de programas de verificac¸a˜o es-
pecializados em processos industriais.
Foi apresentado ainda neste trabalho um estudo de caso onde foi desenvolvido o mo-
delo de ma´quinas de estados de um reator CSTR com mu´ltiplos estados estaciona´rios.
Demonstrou-se que a ma´quina resultante herdou a caracter´ıstica de multiplicidade e foi
poss´ıvel verificar o modelo a fim de comprovar alcanc¸abilidade dos estados e ate´ a gerac¸a˜o
de procedimentos de partida do equipamento. Em algumas situac¸o˜es a verificac¸a˜o apre-
sentou um consumo considera´vel de memo´ria RAM que foi contornado com diminuic¸a˜o
da discretizac¸a˜o de algumas varia´veis.
Apesar de na˜o ser a forma mais eficiente de estudar o comportamento de sistemas
com mu´ltiplos estados estaciona´rios, a metodologia δpi abre a possibilidade de empregar
a verificac¸a˜o formal em aplicac¸o˜es ainda na˜o relatadas na literatura.
Talvez a principal limitac¸a˜o da abordagem δpi identificada ate´ o presente momento e´ a
necessidade de um certa quantidade de testes para ajuste das discretizac¸o˜es, uma vez que
na˜o foi poss´ıvel determinar regras pra´ticas para a decisa˜o a respeito dessas varia´veis ainda.
O nu´mero de estados tambe´m cresce rapidamente se a quantidade de faixas discretizadas
for aumentada exageradamente, o que poderia comprometer a verificac¸a˜o. Assim, existe
uma decisa˜o a ser tomada entre qualidade do modelo e viabilidade em termos de tempo
de verificac¸a˜o.
Ha´ limitac¸o˜es da te´cnica tambe´m em termos de descontinuidades, por exemplo, si-
tuac¸o˜es onde ocorra divisa˜o por zero. Neste caso, a discretizac¸a˜o pode ser planejada para
que o modelo na˜o seja avaliado nestes pontos durante a construc¸a˜o da ma´quina de estados.
Em termos de implementac¸a˜o da te´cnica, a etapa de pre´-processamento do modelo,
que contempla a soluc¸a˜o das equac¸o˜es diferenciais, foi implementada em Matlab e a etapa
de verificac¸a˜o/simulac¸a˜o da ma´quina de estados foi feita no NuSMV. O NuSMV foi esco-
lhido como software de verificac¸a˜o pela facilidade de implementac¸a˜o dos modelos em sua
linguagem e pela possibilidade de executar programas a partir de comandos externos, ou
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seja, a partir do Matlab era poss´ıvel chamar o executa´vel do NuSMV e fazeˆ-lo executar
comandos espec´ıficos para carregar o modelo, a verificac¸a˜o e exportar os resultados em
arquivos de texto. Pore´m, a metodologia proposta neste trabalho pode ser implementada
em praticamente qualquer linguagem de programac¸a˜o e software de verificac¸a˜o, basta que
este u´ltimo deˆ suporte a` ma´quinas estendidas.
Acredita-se que o me´todo δpi possa ser melhorado se outras estrate´gias para discre-
tizac¸a˜o das varia´veis forem empregadas ao inve´s de discretiza´-la em intervalos iguais,
melhor equacionamento para as transic¸o˜es reduzindo o total de quatro por ma´quina e ate´
a eventual eliminac¸a˜o da ma´quina Mδ e substituic¸a˜o por alguma outra abordagem mais
simples, o que contribuiria na reduc¸a˜o do nu´mero de estados do modelo.
A ana´lise mais aprofundada no ordenamento de varia´veis dos diagramas de decisa˜o
bina´rias do NuSMV para modelos constru´ıdos com o me´todo δpi tambe´m pode contribuir
para construc¸a˜o de modelos mais eficientes em termos de verificac¸a˜o (conforme Johnston
et al (64), o ordenamento de varia´veis pode impactar fortemente no consumo de memo´ria
e eficieˆncia da verificac¸a˜o).
Olhando para o futuro, certamente ainda ha´ muita margem para pesquisa em veri-
ficac¸a˜o formal na engenharia qu´ımica, especialmente no uso de ma´quinas h´ıbridas, que
tem se mostrado foco de diversas pesquisas na cieˆncia da computac¸a˜o. Durante o desen-
volvimento deste trabalho, o direcionamento sempre foi a construc¸a˜o de ma´quinas simples,
visto que a adic¸a˜o de maior complexidade ao modelo (tempo, varia´veis cont´ınuas, pro-
babilidades, etc.) impactaria na sua implementac¸a˜o e verificac¸a˜o. Entretanto, novas
ferramentas teˆm ganhado destaque nos u´ltimos anos e elas podem auxiliar em pesquisas
futuras na engenharia qu´ımica.
Uma dessas ferramentas e´ o S-taliro, baseada em modelos h´ıbridos. Esse software veri-
fica modelos implementados no Simulink, que ja´ e´ utilizado ha´ muitos anos na engenharia
qu´ımica. Se por um lado isso auxiliaria na implementac¸a˜o do modelo, por outro, na˜o
foi identificada a existeˆncia de padro˜es de propriedades para a lo´gica MTL do S-taliro, o
que parece ser um grande entrave, uma vez que a escrita da propriedade e´ um gargalo na
verificac¸a˜o de modelos.
Por fim, o presente trabalho e´ uma contribuic¸a˜o na˜o apenas para a engenharia qu´ımica,
mas tambe´m para a engenharia e cieˆncia da computac¸a˜o, dada a dificuldade de modelagem
de sistemas f´ısicos e integrac¸a˜o com os modelos de hardware e software. A importaˆncia
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dessa integrac¸a˜o e´ ta˜o grande que cunhou-se o termo sistemas ciberf´ısicos (Cyber-physical
systems) e cujas pesquisas nessa a´rea sa˜o destinadas a estudar a interac¸a˜o entre os elemen-
tos que constituem o sistema f´ısico com os elementos de software dos dispositivos desse
sistema. Mesmo que a metodologia δpi na˜o seja de alta eficieˆncia para verificac¸a˜o, ainda
se mante´m demonstrada uma rota alternativa para construc¸a˜o de ma´quinas de estados de
forma automa´tica.
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