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De laatste loodjes wegen het zwaarst, zegt men, iets wat ik aan den lijve onder-
vonden heb. Een andere toepasselijke ’In De Gloria’-levenswijsheid is ’Langzaam
bereikt de slak de ark’. Nu de ark eindelijk voor me oprijst, is het tijd om terug
te blikken op de vier en een half jaar lange reis naar dit doctoraat. Daar hoort een
passend dankwoordje bij, want alleen had ik dit avontuur nooit tot een goed einde
gebracht. Vele mensen hebben geprobeerd me met hun steun en raad steeds op
de goede weg te houden, een weg bezaaid met heel wat hindernissen. In de eerste
plaats bedank ik mijn promotor, Michel. Als startende professor gaf jij mij de kans
om een verlengstuk te breien aan mijn studies. We begaven ons beiden op onbek-
end terrein. Je gaf me de vrijheid om mijn eigen weg in de onderzoekswereld te
zoeken, maar niet zonder in te grijpen als ik op een doodlopend spoor dreigde te
geraken. Je zorgde er steeds voor dat ik de nodige financie¨n en andere hulpmid-
delen ter beschikking kreeg om het onderzoek zo goed mogelijk uit te voeren, ook
als de financie¨le middelen van de groep beperkt waren. Er kwam meermaals een
wit konijn uit je toverhoed. Je gaf me de mogelijkheid mijn werk te presenteren
op internationale conferenties, en dit in alle uithoeken van de wereld. Zo kon ik
mijn horizon verbreden, en niet enkel op academisch niveau. Het globetrottervirus
in mij werd sterk aangewakkerd, daar ben ik dankbaar voor. Want op deze manier
draaide het doctoraat niet enkel rond wetenschappelijk gehakketak, maar gaf het
me ook levenservaring en opende nieuwe werelden. Hierbij zou ik ook Gilbert
willen bedanken. Jij overbrugde mij in het eerste jaar en plaveide zo de weg naar
een solidere positie. Je maakte me wegwijs in de wereld van koeling van elektro-
nica en natuurlijke convectie. Je bracht me kennis bij over infrarood thermografie
en stelde een windtunnel ter beschikking. Ook al was ik de laatste jaren niet meer
actief aanwezig in je groep, toch kon ik met mijn vragen steeds bij je terecht en
verruimde je mijn inzicht in de zaken.
Een promotor beschikt ook niet over alle kennis in het universum, waardoor
ik wel eens in uitzichtloze situaties leek terecht te komen, maar dan boden andere
mensen een uitweg. Benny, dank je voor de vele hulp en uitleg over inverse prob-
lemen en optimalisatie. Je vertaalde ingewikkelde wiskundige methoden van Chi-
nees naar Nederlands (al was het soms nog een dialect voor mij). Je stond steeds
paraat om mogelijke problemen samen te bekijken en me nieuwe inzichten en op-
ties aan te bieden. Je hebt me veel bijgebracht en enkele binnenwegen getoond
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om tijd uit te sparen. Je maakte altijd tijd voor mij, waarvoor mijn oprechte ap-
preciatie, te meer omdat je hier geen enkele verplichting toe had. Ik ben ook Jan
een dankwoord verschuldigd, voor de inzichten en raad die hij me gaf over CFD.
Zo kom ik bij Werner terecht, al sinds jaren een goede vriend, die bedreven is in
optimalisatietechnieken en beeldverwerking, kennis die hij met veel plezier met
me deelde, ook na de werkuren in een iets minder academische omgeving. Ook
Bart en Ste´phane mag ik niet vergeten, die belangeloos hun peperdure apparatuur
ter beschikking stelden, zonder hierop enige tol te heffen. Pjotr, Cosmin en Oc-
tavio, jullie wil ik zeker bedanken voor de hulp en technische kennis die jullie me
bijbrachten tijdens mijn eerste jaar.
Experimenteel onderzoek kan je niet doen zonder de hulp van ervaren technici,
hetgeen Patrick en Robert zeker zijn. Ze vinden overal een oplossing voor, soms
uit onverwachte hoek, en behouden steeds een nuchtere kijk. Ik wil hen van harte
bedanken voor de vele hulp en technisch inzicht bij de opbouw van de proefstand.
Als mijn computer weer eens moeilijk deed, of het zelfs begaf, dan was er altijd
Yves, die in sneltempo deze problemen van de baan hielp. Dank je Yves, je hebt
me meermaals uit de nood geholpen. Patricia verdient ook een schouderklopje
voor haar puik administratief werk.
Dan zijn er de collega’s, de reisgezellen zeg maar. Christophe, Hendrik-Jan
en Hugo, jullie zijn meer dan gewoon bureaugenoten. Jullie stonden altijd klaar
met raad en daad om mijn talloze probleempjes te helpen oplossen, of slecht
geschreven doctoraatsteksten te verbeteren ;-). Maar jullie zorgden er vooral voor
dat ik steeds met een glimlach op het werk zat, ook op de mindere dagen. De
sfeer op het bureau zat steeds goed en de vele ontspannende, soms absurde con-
versaties maakten zelfs het saaiste werk weer draaglijk en zorgden voor veel hi-
lariteit en gelach (’het luide bureau’). Het was fijn om samen een pint te pakken,
te quizzen, naar de film of een optreden te gaan, ja zelfs samen op reis te gaan
(wat is Reykyavik toch een bruisende stad . . . ). Het was me een waar genoegen
jullie als collega’s te hebben, ik kon het slechter getroffen hebben. Jullie lachten
zelfs (al dan niet oprecht) om al mijn stomme mopjes, een zeldzame kwaliteit.
Ik mag natuurlijk Sebastian niet vergeten. Hoewel hij niet fysisch op ons bureau
zat en een mindere drinker is, toch hoort hij er ook bij, dankzij de vele aange-
name middagpauzes en verhelderende quizavonden. Ook de laatste aanwinsten
van onze onderzoeksgroep, Marnix en Henk, wil ik bedanken voor hun bijdrage
tot de gemoedelijke sfeer en het in stand houden van het hoge zevergehalte. Ook
de overige collega’s van de vakgroep: Reni, ’Tiny’, Wasan en alle andere, bedankt
voor de losse babbels in het keukentje, de gezellige bieravonden en de aangename
sfeer in onze gang. Ook Bart wil ik bedanken, wiens deur steeds open stond, niet
enkel voor vragen over CFD, maar ook voor een voetbalpraatje. Dat ging zelfs
verder dan een praatje, want ik keek ook uit naar de jaarlijkse voetbalmatchen met
ons ploegje, samen met Jan en Roger.
Als je meer dan vier jaar werkt aan een doctoraat, zit je uiteraard niet altijd op
bureau. Het is een lange onderneming, en daarvoor heb je ook de nodige ontspan-
ning en steun naast het werk nodig. Daarom wil ik ook mijn familie bedanken, en
in de eerste plaats mijn ouders, voor de vele steun die ik van jullie kreeg. Bedankt
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voor de mentaliteit die jullie me bijbrachten om steeds door te zetten en het beste
uit mezelf proberen te halen. Een extra dikke dankjewel voor de ondersteuning
die jullie me gaven in de laatste zware maanden. Op die manier zorgden jullie
ervoor dat ik mij volledig op mijn werk kon toeleggen. Maar ook mijn broer en
zussen wil ik bedanken, voor het medeleven en de interesse. Aan ontspanning had
ik ook geen gebrek de laatste jaren. Zo wil ik graag mijn ploegmaten van onze
zaalvoetbalclub Lazio Lede bedanken. We hebben de laatste jaren vele mooie mo-
menten meegemaakt en enkele unieke prestaties geleverd, zowel op als naast het
veld, en dat gaf me steeds de nodige energie en hield me scherp. Ik wil ook Gert
en Jeroen bedanken, jullie twee zijn heel goede vrienden. Jullie staan steeds klaar
om te zwanzen (mensen zeggen dat we dat soms doen ;-) ), een pintje of wijntje te
drinken en te luisteren als het nodig is. Jullie verdienen dus ook een plaats in dit
dankwoord, al was het maar om naar mijn gezaag over dat doctoraat te luisteren.
Tenslotte wil ik mijn beste vriendin Ste´phanie bedanken. Ste´phanie, jij ver-
dient een apart plaatsje in dit dankwoord. Jij bent voor mij de drijvende kracht
geweest de laatste drie jaar, zonder jou had ik dit doctoraat nooit afgewerkt. Je
was altijd een luisterend oor en een uitlaatklep voor mij. De tientallen concerten,
prachtige reizen, ontelbare film- en muziekavonden, gesprekken en diverse zotte
uitspattingen maakten het leven aangenaam en gaven me veel kracht om door te
zetten. Jij hebt me leren relaxen en relativeren. En op de moeilijkste momenten
was je er steeds voor me. Dankzij jou heb ik doorgezet en het einddoel bereikt. Zo
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Warmteoverdracht is een fysisch proces waarbij energie wordt uitgewisseld. Het
komt onder meer voor bij de productie van elektriciteit, de klimatisatie van gebou-
wen, het bereiden van maaltijden, . . . De laatste jaren streeft men bij warmteover-
dracht naar energetische efficie¨ntie. Dat is niet onbegrijpelijk. Het energieverbruik
is immers exponentieel toegenomen en deze trend zal zich voortzetten. Daarom
tracht men warmteoverdrachtsprocessen te verbeteren. Tegelijk streeft men naar
miniaturisatie. Deze trend valt vooral in de elektronica op: desktops, laptops, dvd-
spelers, mp3-spelers en televisies worden steeds dunner en/of kleiner. De combi-
natie van miniaturisatie met steeds krachtiger en snellere elektronica zorgt ervoor
dat de energiedichtheid van elektronische componenten (chips, processors,. . . )
aanzienlijk toeneemt. Om deze componenten te voeden zijn grote hoeveelheden
elektrische energie nodig. Die wordt omgezet in warmte die de kleine oppervlak-
ten niet kunnen dissiperen zodat grote warmtefluxen ontstaan. Om oververhit-
ting (en dus falen) van elektronische componenten te voorkomen is een effici’¨ente
warmteafvoer noodzakelijk. Ondanks de ontwikkeling van nieuwe koelmethodes
om hoge vermogenfluxen te dissiperen blijft de meest gebruikte, goedkoopste en
vrijwel universeel toepasbare methode voor het koelen van elektronica lucht als
koelmiddel hanteren in combinatie met een vinblok (’heat sink’). Het vinblok
staat op de elektronische en zorgt voor een betere verspreiding van de warmte en
een groter warmtewisselend oppervlak. Meestal is een vinblok opgebouwd uit
longitudinale vinnen. Aanpassingen aan de vinvorm kunnen de warmtewisseling
laten toenemen zonder dat hiervoor een groter vinvolume nodig is.
Dit doctoraatsproefschrift is specifiek gericht naar longitudinale vinnen. In
eerste inastantie is er een meetmethodiek ontwikkeld die het mogelijk maakt om
zowel de prestatie van longitudinale vinnen te bepalen als de mogelijke prestatie-
verbetering door aanpassingen aan de vinvorm. Deze techniek verschaft niet alleen
een globale waardebeoordeling aan de hand van een performantieparameter, maar
maakt het tevens mogelijk om lokale warmteoverdrachteffecten te bestuderen. In
dit werk wordt de meettechniek toegepast op longitudinale vinnen voor koelen van
elektronica maar hij is uitbreidbaar naar andere vintypen. Hoofdstuk 1 bestudeert
het bestaande onderzoek naar longitudinale vinnen en naar lokale warmteover-
drachtscoe¨fficie¨nten. Het aantal studies is beperkt en bovendien zijn deze studies
vaak onnauwkeurig. Daarnaast presenteert hoofdstuk 1 een onderzoek naar de
verschillende vinprestatie indicatoren. Een algemene conclusie is dat het wijd-
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verspreide concept vinefficie¨ntie misleidend is en eigenlijk een slechte indicator
is voor de vinprestatie. Toch wordt vaak gestreefd naar een zo hoog mogelijke
vinefficie¨ntie, als zou die de maximale warmteoverdracht garanderen. Een betere,
meer betrouwbare parameter is de vineffectiviteit, of de prestatieratio die er van
afgeleid is. Een hoge vineffectiviteit stemt daadwerkelijk overeen met een betere
warmteoverdracht. Daarom is er in dit werk gekozen om vineffectiviteit te ge-
bruiken als evaluatieparameter. De meetmethodiek moet dus naast lokale warm-
teoverdrachtscoe¨fficie¨nten ook vineffectiviteit kunnen bepalen. Om beide doe-
len te bereiken moet de verdeling van de warmtefluxen door een vin gekend zijn.
Aangezien het niet evident is om warmtefluxen te meten, is het meer gebruike-
lijk om temperaturen te meten en aan de hand van deze temperatuurverdeling de
warmtefluxen te bepalen. Deze aanpak vereist twee zaken: een meettechniek om
temperatuurverdelingen nauwkeurig op te meten en een numerieke methode om
de warmtefluxverdeling uit deze temperatuurmetingen te bepalen.
Het tweede hoofdstuk ontwikkelt deze numerieke methode. Het bepalen van
warmtefluxen uit temperaturen staat beter bekend als het invers conductiepro-
bleem. Het is een invers probleem omdat de aanpak omgekeerd tewerkgaat: in een
direct probleem gelden warmtefluxen als randvoorwaarden en wordt daaruit het
temperatuurveld bepaald, bij een invers conductieprobleem is de oplossing gekend
(het temperatuurveld) en bepaalt men daaruit de randvoorwaarden (de warmte-
fluxen). Een inleidende literatuurstudie toont aan dat inverse conductieproblemen
slecht geponeerd zijn en dus meerdere oplossingen kunnen hebben. Daarom wor-
den er speciale wiskundige methodes gebruikt om een stabiele, fysisch correcte,
oplossing te bekomen. Er zijn vele verschillende oplossingsmethoden terug te
vinden in de literatuur, die allen steunen op de minimalisatie van een temper-
atuurfunctie. Het hoofdstuk verstrekt vervolgens een overzicht van de gebruikte
technieken en de verschillende types inverse conductieproblemen. Het type invers
conductieprobleem bestudeerd in dit werk is driedimensionaal, lineair en station-
air. Op basis van het overzicht van de verschillende numerieke technieken wordt
de meest geschikte methode gekozen. Twee methodes komen in aanmerking: de
steepest descent method (SDM) en de conjugate gradient method (CGM). In het
hoofdstuk zijn de volledige oplossingsalgoritmen te vinden voor deze vergelijk-
bare technieken.
Hoofdstuk 3 past beide oplossingsmethoden ontwikkeld in hoofdstuk 2 toe op
enkele numerieke testcases. Deze bestaan uit een rechthoekige longitudinale vin
die een vlak primair oppervlak gedeeltelijk bedekt. De vinwanden en het primair
oppervlak krijgen verschillende profielen voor warmteoverdrachtscoe¨fficie¨nten op-
gelegd. Met deze randvoorwaarden wordt een temperatuurprofiel berekend op
dezelfde oppervlakken. Deze temperatuurprofielen worden beschouwd als per-
fecte temperatuurmetingen en zijn de randvoorwaarden van het inverse conductie-
probleem. Het inverse conductieprobleem wordt opgelost zowel met SDM als met
CGM. Hierbij wordt ook de invloed van meetfouten op de opgemeten temperatu-
urprofielen nagegaan, voor twee verschillende meetnauwkeurigheden: 0.1°C en
0.5°C. SDM en CGM blijken vergelijkbare resultaten op te leveren op het gebied
van nauwkeurigheid, maar CGM convergeert veel sneller dan SDM. Het intro-
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duceren van meetfouten op de temperatuurmetingen geeft vergelijkbare resultaten
met het ideale geval van exacte temperatuurmetingen. Enkel de afwijkingen op
de randen nemen aanzienlijk toe. Het opvoeren van de meetfout van 0.1°C naar
0.5°C zorgt niet voor de verwachte drastische verminderde nauwkeurigheid van de
geschatte profielen. De resultaten zijn zelfs vergelijkbaar met de resultaten zonder
meetfout. Daaruit blijkt dat de oplossingsmethoden niet te gevoelig zijn aan ruis en
dus geschikt zijn om experimentele meetdata te verwerken. Vanwege de snellere
convergentie werd er gekozen om CGM te gebruiken als oplossingsmethode.
De numerieke oplossingsmethode om warmtefluxen uit temperatuurmetingen
te bepalen staat nu op punt. Vervolgens ontwikkelt hoofdstuk 4 de meettech-
niek. Daarbij wordt gekozen voor infrarood thermografie die als voordeel heeft
dat het een contactloze meetmethode is zodat het temperatuurveld en meetobject
niet verstoord worden door het uitvoeren van de meting. Bovendien biedt ther-
mografie de mogelijkheid volledige temperatuurprofielen vast te leggen met e´e´n
meting. Het eerste deel van het hoofdstuk licht enkele basisbegrippen van straling
en thermografie toe, werkt kalibratiemethodes uit en past die toe. Op de parame-
ters die de invallende stralingsenergie bepalen en op de cameraspecifieke eigen-
schappen wordt een foutenanalyse uitgevoerd, wat resulteert in een onzekerheid
over de gemeten temperatuurwaarden. Het tweede deel behandelt de gebruikte
meetopstelling. Eerst worden de dimensies van de bestudeerde vinnen bepaald op
basis van de Reynolds analogie en gegevens uit de literatuur. Daarna wordt de
opbouw van de proefstand beschreven. Die maakt gebruik van een lagesnelheids-
windtunnel om de omgevingscondities in te stellen en het Reynoldsgetal (Re) te
varie¨ren, zodat de invloed van Re op de vineffectiviteit en het lokale warmteover-
drachtscoe¨fficie¨ntprofiel kan bestudeerd worden. Er wordt een warmtebron on-
deraan de vin geplaatst, in combinatie met een guard heater om ongecontroleerde
warmteverliezen te beperken. Het vermogen van de warmtebron wordt bepaald op
basis van de temperatuur waarop de vin moet staan om zo nauwkeurig mogelijke
metingen met de infrarood camera te kunnen uitvoeren. Er worden diverse vinvor-
men bestudeerd: volle rechthoekige longitudinale vinnen en geperforeerde vinnen
met een verschillend aantal perforaties.
Het laatste hoofdstuk voert een data reductie uit presenteert de resultaten. De
temperatuurfoto’s, opgemeten met de infrarood camera tijdens de experimenten,
worden omgezet naar een matrix met de temperatuurwaarden. Deze matrix valt
in te lezen als randvoorwaarde van het inverse conductieprobleem. Dit probleem
wordt vervolgens opgelost met de ontwikkelde oplossingsmethode gebaseerd op
CGM. Zo worden dan de lokale warmtefluxen en de vineffectiviteit bekomen.
De resultaten voor de rechthoekige longitudinale vinnen stemmen overeen met
wat de literatuur voorspelde. De lokale warmteoverdrachtscoe¨fficie¨nten geven de
verwachte trends aan, en tonen zelfs de invloed van een hoefijzerwervel aan de
vinbasis. De resultaten van de vineffectiviteit zijn te onnauwkeurig om sluitende
conclusies te trekken. De resultaten voor de geperforeerde vinnen demonstreren de
invloed van de perforaties en van het herstarten van de grenslaag: na de perforatie
hebben de lokale warmteoverdrachtscoe¨fficie¨nten hogere waarden. De vergelijk-
ing met waarden uit de literatuur bevestigt de bekomen resultaten. De resultaten
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van de vineffectiviteit zijn te onnauwkeurig om sluitende conclusies te trekken.
Tot slot trekt hoofdstuk 6 de belangrijkste conclusies maakt het suggesties voor
toekomstig onderzoek.
English summary
Heat transfer is a physical process in which energy is exchanged. It occurs in nu-
merous applications, such as production of electricity, building climatisation, food
preparation, . . . . Since energy consumption has increased tremendously in the last
decades and this trend will continue, the concept of energy efficiency has become
omnipresent. In electronics miniaturization has become a trend. Desktops, lap-
tops, dvd-players, mp3-players, televisions, . . . are getting thinner and/or smaller.
Together with the increase in work speed and capacity, these small dimensions
cause the energy density of electronic components (chips, processors,. . . ) to inten-
sify significantly. As the electric power supply for these components is converted
into heat, the component temperature rises. Hence, large amount of electricity are
dissipated in a small surface area and cause high heat fluxes in the electronic com-
ponents. To prevent overheating (and therefore failure) of electronic components,
efficient heat removal is necessary. A cheap and almost universally applicable
method for the cooling of electronics uses air as coolant in combination with a
heat sink. The heat sinks are placed on the electronic component in order to dis-
tribute the heat and to create a better heat transfer. A heat sink mostly consists of
longitudinal fins. Fin shape adjustments can improve the heat transfer, without the
need for an increase in fin volume.
This dissertation is specifically aimed at the research on longitudinal fins. It
takes off looking for a measurement method to determine the performance of lon-
gitudinal fins as well as possible performance improvements by adjustments to
these fins. The developed technique offers a global examination with a perfor-
mance parameter. Moreover, it creates the possibility to study local heat transfer
effects. In this work, the technique is applied to longitudinal fins, specifically fins
for the cooling of electronics, but can be extended to other fin types. Chapter one
also provides a summary of previous research on longitudinal fins. The number
of studies on local heat transfer coefficients is limited and these studies are often
inaccurate. A study of different fin performance indicators was also made, which
indicated that the widely spread concept of fin efficiency is misleading, and a bad
fin performance indicator. Nevertheless, many studies still aim for the highest
possible fin efficiency, assuming this would guarantee the maximum heat transfer.
A better, more reliable fin performance parameter is the fin effectiveness, or the
performance ratio which is derived from it. As high fin effectiveness actually cor-
responds to a higher heat transfer, fin effectiveness was used as the fin performance
indicator in this work. The developed measurement technique should not only be
able to determine local heat transfer coefficients, it should also measure the fin ef-
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fectiveness. To attain those goals, one has to determine the heat flux distribution in
the fin. Normally, one does not measure heat fluxes, but temperatures, that make it
possible to calculate the heat flux distribution. This requires a technique to accu-
rately measure temperature profiles, and a numerical method to calculate the heat
flux distribution from these measurements.
This numerical method is developed in the second chapter. Determining heat
fluxes from temperatures is known as the inverse heat conduction problem. This
kind of problem is solved inversely. Whereas in a direct problem heat fluxes are
imposed as boundary conditions and the temperature field is calculated from these
conditions, in an inverse conduction problem the solution (temperature field) is
known and the boundary conditions (heat fluxes) are determined from these tem-
peratures. An introducing literature survey indicates that the inverse conduction
problem is ill-posed and that it therefore can have several solutions. To obtain
stable, physically correct solutions, mathematical methods are used. The sec-
ond chapters offers a summary of the solution methods found in literature, which
are all based on the minimization of a temperature functional. The inverse heat
conduction problem studied in this work is three-dimensional, linear and steady
state. Based on the summary of the different numerical techniques the most suit-
able methods are chosen. Two methods are taken into consideration: the steepest
descent method (SDM) and the conjugate gradient method (CGM). Chapter two
mathematically develops both of these similar techniques and writes the complete
solution algorithm for both of them.
These two solution algorithms are applied to some numerical test cases in chap-
ter 3. The test cases consist of a rectangular longitudinal fin that partly covers a
flat primary surface. Different heat transfer coefficient profiles are imposed on the
fin walls and the primary surface. Using these boundary conditions, the temper-
ature profiles on the same surfaces are calculated. These temperature profiles are
considered as exact temperature measurements and are the boundary conditions
for the inverse heat conduction problem. This inverse heat conduction problem is
solved with both SDM and CGM. Afterwards, chapter three investigates the influ-
ence of measurement errors on the measured temperature profiles for two different
measurement accuracies: 0.1°C and 0.5°C. Apparently SDM and CGM have a
comparable accuracy, but CGM converges much faster. The introduction of mea-
surement errors gives comparable results as in the ideal case of exact temperature
measurements. Only at the edges the deviations increase significantly. Enlarging
the measurement error from 0.1°C to 0.5°C does not lead to the expected drastic
decrease in accuracy of the estimated profiles. The results are even comparable to
the exact results. This indicates that the solution methods are not too sensitive to
noise and thus suitable to process experimental measurement data. Relying on the
results, CGM was chosen as solution method because of the faster convergence
rate.
Chapter 4 develops a measurement method using infrared thermography as
measurement technique. Infrared thermography has the advantage that it is a non-
contacting method. Thus the temperature field and measurement object are not
disturbed by the measurement. Moreover, thermography makes it possible to get
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complete temperature profiles with a single measurement. The first part of the
chapter explains some basic notions on radiation and thermography. Calibration
methods are drawn up and applied. An error analysis is executed on the para-
meters that determine the incident radiation energy and on the camera specific
properties, resulting in an uncertainty for the measured temperature values. The
second part of the chapter explains the measurement setup. First the dimensions
of the studied fins are determined based on the Reynolds analogy and on data from
literature. Subsequently, the composition of the experimental setup is described.
A low speed wind tunnel is used to set the environmental conditions and vary the
Reynlods number (Re), which allows examining the influence of Re on the fin
effectiveness and local heat transfer coefficients. A heat source is placed at the
bottom of the fin, in combination with a guard heater to limit uncontrolled tem-
perature losses. The power of the heat source is based on the fin temperature that
should be attained to perform the most accurate temperature measurements with
the infrared camera. The end of the chapter presents the different fin forms that
will be studied: solid rectangular longitudinal fins and perforated fins with various
numbers of perforations.
The final chapter accomplishes the data reduction and presents the results. The
temperature images, measured with the infrared camera during the experiments,
are converted to a matrix with temperature values. This matrix can be used as a
boundary condition for the inverse heat conduction problem that is solved with
the developed solution method based on CGM. This solution makes it possible
to determine the local heat fluxes and fin effectivenesss. The results obtained for
the rectangular longitudinal fins agree with data from literature. The local heat
transfer coefficients indicate the expected trends, and even show the influence of a
horseshoe vortex at the base of the fin. The results for the perforated fins show the
influence of the perforations and of restarting the boundary layer: after a perfora-
tion higher local heat transfer coefficients are found. The comparison with values
from literature confirms the obtained results. The results for fin effectiveness are
not accurate enough to draw conclusions for this.






Heat transfer is all around us: it is intertwined in all aspects of our lives. Some
basic examples are:
• preparation (e.g. cooking, baking,. . . ) and conservation (e.g. refrigerator)
of food
• production of electricity (e.g. steam production from water to feed steam
turbines)
• providing good indoor air quality (temperature and relative humidity con-
trol) in houses, buildings and vehicles (e.g. heating, air conditioning,. . . )
• cooling of electronic equipment to keep it durable and reliable (e.g. televi-
sions, computers,. . . )
• all kinds of industrial activities and production techniques
These are just a few examples. The amount of energy that is transferred daily
worldwide under the form of heat is enormous. Energy consumption worldwide
has increased significantly over the last decades, from 8000 Mtoe in 1986 to 10.000
Mtoe in 2001 and almost 12.000 Mtoe in 2006 [1], as is shown in Fig. 1.1. The
same graph illustrates that still more than 80 % of this energy production orig-
inates from fossil fuels. The associated CO2 emissions rose with 25 % between
2 CHAPTER 1
1990 and 2005. Considering the very strong indicators that these man-made green-
house gasses have an impact on the worlds heat balance (global warming), a strong
drive exists to reduce emissions. This drive resulted in the signing of the Kyoto
Protocol. An important factor in reducing the CO2 emission while meeting the
increasing energy demand, is a more intensive use of alternative and renewable en-
ergy resources, such as solar power, wind power, hydropower, biomass,. . . energy
resources which are CO2 neutral. However, there is also a second way to reduce
the effect of the increasing energy demand: improved energy efficiency. A study
of the International Energy Agency (IEA) [1] reports that for 16 IEA-countries,
the economical growth is decoupled from the final energy consumption due to im-
proved energy efficiency. Without the improvement of energy efficiency between
1973 and 2005, the energy use in those countries would have been 58 % higher
in 2005 than it actually was. The importance of a continuous improvement of en-
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Figure 1.1: The worldwide energy production during the last decades [1]
The same IEA report states also that global electricity consumption increased
by 54 % between 1990 and 2005. For household energy demand, appliance energy
use is growing very rapidly and has overtaken water heating as the second most
important demand after space heating. This can be explained by the high living
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standard and large amount of electric appliances per family. A second effect which
comes into play is the increasing power density of electronic equipment in the last
decades.
Figure 1.2: The evolution of Intel CPU processors illustrates Moore’s law [2]
The increase in power density of electronic components was already predicted
in 1965 by Moore [18]. He predicted that the number of transistors on a chip will
double about every 18 months. Later he corrected this to every two years. This is
known as Moore’s law. Figure 1.2 depicts how accurate this law proved to be for
Intel processors [2]. This incredible increase in transistor density results in ever in-
creasing applied power per unit volume demands for the electronic packaging. In
combination with higher clock rates and an emerging trend of miniaturization, this
results in high heat fluxes at chip level. The miniaturization of course is related to
increasing the transistor density as well as reducing the power consumption of the
individual transistors. The 2005 International Technology Roadmap for Semicon-
ductors (ITRS) indicated a continuing rise of high performance processors from a
maximum power of 365 W in 2006 to 515 W by 2011 [19, 20]. This increase in
power dissipation and the reduced size creates a growth in power density, which is
expected to keep growing in the coming years. The junction temperature on silicon
based semiconductors is limited to 100 °C for safe operation. However, lower tem-
peratures are desirable for higher reliability, extended life and lower maintenance
costs [21]. High chip temperatures result in thermal failures such as mechanical
stresses, thermal fracture and thermal de-bonding. Temperature is the main reason
for failure in electronics, as shown in Fig. 1.3 [22]. ITRS predicts a decrease in
the maximum allowable junction temperature from 100 °C, currently, to 90 °C by
2011 [20]. Different models of CPU’s have different maximum operating tem-
peratures and power consumption, as illustrated in table 1.1 [23]. So there is a
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continuous need for development of high performance thermal management so-
lutions to maintain integrated circuit chips at an acceptable junction temperature
by heat dissipation. More efficient heat transfer augmentation cooling devices are
needed to control the junction temperature. Next to CPUs, there are also Graph-
ical Processing Units (GPU’s) found in todays PCs. These are used in high-end
applications and often have even higher loads than CPUs. Therefore cooling of
electronic equipment is a very active branch of heat transfer investigation [24].
CPU type Max operating T (°C) Power dissipation (W)
P IV Extreme 3.46GHz. 68.0 110.0
Pentium M. 100.0 25.0
Athlon XP 2200+. 85.0 67.9
Table 1.1: Some examples of maximum CPU temperatures and power
consumption
Clas si fi ca tion of cool ing tech niques
In gen eral ther mal man age ment is cat e go rized
into ac tive cool ing tech niques and pas sive cool ing
tech niques. Me chan i cally as sisted cool ing sub sys -
tems pro vide ac tive cool ing. Ac tive cool ing tech -
nique of fer high cool ing ca pac ity. They al low tem -
per a ture con trol that can cool be low am bi ent
tem per a tures. In most cases ac tive cool ing tech -
niques elim i nate the use of cool ing fans or they re -
quire less cool ing. Air/liq uid jet im pinge ment, forced liq uid con vec tion, spray cool ing ther mo -
elec tric cool ers and re frig er a tion sys tems are the ex am ples of ac tive cool ing tech niques. The
pas sive cool ing sub sys tems are not as sisted by me chan i cal equipments. The con ven tional pas -
sive cool ing tech niques in clude ap ply ing ef fec tive heat spread ers and heat sinks to the elec -
tronic pack age. For a mod ule with spa tial lim i ta tion, pas sive cool ing tech nique is of ten more
prac ti cal than ac tive cool ing. But it is lim ited to what it can achieve. There fore re cent tech nol o -
gies in clude the use of ther mal en ergy stor age with phase change ma te ri als and in te gra tion of the 
heat pipes to the elec tronic pack ages that are com monly used to achieve high cool ing ca pac ity.
Scott [5] clas si fied all the meth ods into four broad cat e go ries in or der of in creas ing
heat trans fer ef fec tive ness, for the tem per a ture dif fer ence be tween the sur faces and the am bi ent
is 80 °C and also com pared the meth ods as shown in fig. 5:
– radiation and natural convection (155-1550 W/m2),
– forced air-cooling (800-16000 W/m2),
– forced liquid cooling(11000-930000 W/m2), and
– liquid evaporation (15500-1400000 W/m2).
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Figure 4. Failure in electronic components
Fig ure 3. Doc u men ta tion of heat load in pro cess equipments (The Uptime In sti tute, 2000)
Figure 1.3: Cause for electronic failure
1.2 Basic Heat Transfer
1.2.1 Heat transfer modes
There are three fundamental heat transfer mechanisms: conduction, convection
and radiation. The importance or presence of each of these mechanisms depends
on the application. For the cooling of electronics, all three heat transfer modes
play an important role.
Conduction
Conduction occurs at molecular scale: it is the transport of thermal energy between
adjoining molecules due to a temperature gradient. The heat will always flow from
a higher temperature to a lower temperature. Conduction appears in solids as well
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as in liquids and gases. The heat transfer will not be discussed in detail on a micro-
scopic level, but the effects on a macroscopic level are. The law that describes heat
conduction at macroscopic level is called Fourier’s law [25]. It is illustrated based
on an example of one-dimensional conduction through a solid wall, as depicted in
Fig.1.4. The left side of the wall is maintained at a temperature T1, the right side
is at a lower temperature T2. So there is a temperature gradient over the thickness
d of the wall. Heat flows through the wall from the higher temperature T1 to the
lower temperature T2. Fourier’s law states that the heat transfer Q through the
wall is proportional to the negative temperature gradient. Often the heat transfer
is expressed per unit area, called the heat flux q. The constant of proportionality
is the thermal conductivity k of the substance (in this case the wall). So Fourier’s
law for the example in Fig.1.4 can be written as:








Figure 1.4: One-dimensional conduction through a wall
Conduction is very important for heat transfer through solids. The other heat
transfer mechanisms (convection and radiation) do not occur inside opaque solids,
but only at the boundary walls of the solid. For transparent solids radiation occurs
through solid bodies, even with internal reflections, but this does not apply for this
work.
Radiation
Heat transfer by radiation can be viewed in terms of electromagnetic waves. Each
object at a temperature higher than 0K will emit this kind of electromagnetic
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radiation. The best known example is the solar radiation which heats the earth. The
total amount of radiation emitted by an object is proportional to the fourth power
of the object temperature (T 4), thus heat radiation increases fast with increasing
object temperature. The thermal radiation occurs at a wide range of frequencies.
A more extensive introduction to thermal radiation is given in Chapter 4, in which
the main concepts and laws are explained. For now only the Stefan-Boltzmann
law (Eq.(1.2)) is mentioned, which gives the total amount of heat radiated by a
black body at temperature T. The exact definition of a black body is also given in
Chapter 4.
e = σ ⋅ T 4 (1.2)
with σ the Stefan-Boltzmann constant (5.67×10−8W/m2K4) and e the total amount
of radiated energy flux.
Convection
Convection is the transport of energy by the bulk motion of a medium. In engi-
neering applications, convection is commonly used to remove heat from a surface
to a moving fluid [25]. Convective heat transfer depends on the movement of a
fluid, and thus only occurs in liquids and gases. The rate of convective heat trans-
fer is a function of the surface geometry and temperature, fluid temperature, fluid
velocity and the thermophysical properties of the fluid. The amount of heat trans-
ferred to or from a surface by a fluid flow was first quantified by Sir I. Newton’s
law of cooling (Eq. (1.3)) expresses that the heat transfer rate is proportional to
the surface area and the temperature difference between the surface and the fluid.
The proportion factor was called the convective heat transfer coefficient h, which
is a function of the flow velocity, the surface size and geometry and the flow and
plate temperature.
Q = h ⋅A ⋅ (Tsurf − Tfluid) (1.3)
There are two types of convective heat transfer: natural and forced convection.
In natural convection the fluid motion is generated by buoyancy forces that result
from density differences in the fluid due to temperature gradients. When the fluid
is forced to flow over the surface by an external source such as a fan or a pump,
it is called forced convection. Although the difference is made, both convection
modes can occur simultaneously.
1.2.2 Boundary layers and dimensionless numbers
It is clear that a higher convective heat transfer coefficient h gives a better heat
transfer between surface and fluid. The boundary layer concept is important for
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the study of convective heat transfer and is applicable for newtonian fluids. There
are two types of boundary layers: laminar and turbulent boundary layers, depend-
ing on the flow regime (Reynolds number). Only the concept of laminar boundary
layer is used in this work and this is illustrated with the example of a laminar air
flow at a velocity V∞ over a horizontal plate at a temperature Tsurf which is higher
than the air temperature T∞ (Fig.1.5). The hydrodynamic boundary layer is the
fluid layer in the immediate vicinity of a surface. The boundary layer is formed
by viscous forces: the fluid layer in direct contact with the plate is stationary due
to viscous action, and this layer retards the motion of adjoining fluid layer, and
this layer retards the next fluid layer, and so on, until the effect becomes negli-
gible. This retardation is associated with shear stresses, thus the hydrodynamic
boundary layer is not characterized by temperature gradients. The border of the
boundary layer is set where the air velocity Vx is 99% of the free stream veloc-
ity V∞. Coupled with this hydrodynamic boundary layer, there is also thermal
boundary layer, in which the temperature varies from Tsurf at the wall (y = 0)
to T∞. The thermal boundary layer thickness δt is defined as the value of y (Fig.
1.5) for which [(Tsurf − T )/(Tsurf − T∞)] = 0.99. The thermal and hydrody-
namic boundary layer are not the same and mostly have a different thickness. For
increasing flow velocity, the velocity boundary layer thickness decreases, and the
temperature gradient over the thermal boundary layer becomes steeper. The fluid
layer in contact with the wall is stationary, thus the heat is transferred through this
layer by conduction. Fourier’s law then gives:




in which k is the thermal conductivity of air. By comparison with Newton’s
law of cooling (Eq.(1.3)), the convection coefficient can also be written as:
h = −k ⋅ (∂T∂y )
Tsurf − T∞ (1.5)
Thus, by increasing the velocity V , the temperature gradient in the y-direction
(Fig.1.5) in the boundary layer becomes steeper, and the convection coefficient h
increases. Hence the convective heat transfer coefficient depends on the bound-
ary layer thickness. The boundary layer thickness is not only a function of the
fluid velocity, but also of the fluid viscosity and the flow regime: laminar, turbu-
lent or a transition between both. These factors also influence the convective heat
transfer. Dimensionless numbers are used in correlations to allow for apt compar-
isons of different geometries and different flow regimes. The Reynolds numberRe
(Eq.(1.6)) represents the ratio of inertial to viscous forces within a flow. The clas-
sification of laminar and turbulent flow is also based on Re. Therefore Re is used








Figure 1.5: Laminar boundary layer for air flow along a horizontal plate
the relation between the hydraulic dimensionless group Re and a dimensionless
number that represents the heat transfer: the Nusselt number Nu (Eq.(1.7)). This
number represents the ratio of the convective to the conductive heat transfer across
a boundary.
Re = ρ ⋅ V ⋅Lref
µ
(1.6)
Nu = h ⋅Lref
k
(1.7)
In these dimensionless numbers, Lref is a reference length scale, which should
be selected at a dimension relevant to the studied case, e.g. plate length. The
velocity V can be either the main inlet velocity or the average velocity in the
minimal flow section. The fluid properties (such as density ρ, thermal conductivity
k and dynamic viscosity µ) are usually evaluated at mean fluid temperature. Other
dimensionless numbers used in this work are:
• Prandtl number Pr (Eq. (1.8)), ratio of kinematic viscosity and thermal dif-
fusivity:
Pr = µ ⋅ cp
k
(1.8)
• Biot number Bi (Eq. (1.9)) is the ratio of the convective heat transfer coef-
ficient to the thermal conductivity transfer coefficient in a solid body




1.2.3 Extended surface heat transfer
There are two categories of methods for improving heat transfer: active and passive
methods. Active methods require external power to enhance heat transfer, passive
methods do not [26]. Fins or extended surfaces are the most common example of
a passive method. Fins extend from a primary surface, and thus are also called
extended surfaces. They are used with the goal of substantially increasing the heat
transfer from the primary surface to the surrounding fluid. This increase in heat
transfer is mainly realized by the increase in heat transfer surface area. But fins
can also interrupt boundary layers and induce turbulence, which also causes higher
convective heat transfer coefficients and thus increases heat transfer [9]. Transfer-
ring heat from one object or medium to another is subjected to a heat transfer
resistance, which is a summation of resistances. This can be seen in Fig. 1.6,
where heat is transferred between two fluids separated by a wall. There are three
resistances in this case: convective resistance between fluid 1 and wall, the con-
ductive resistance through the wall and another convective resistance from wall to
fluid 2. When transferring heat to air, the air side convective resistance dominates
the total resistance and is greater by at least one order of magnitude. Fins reduce
the dominant resistance to heat flow across the primary surface by increasing the
heat transfer coefficient h and/or increasing the heat transfer area A [21, 27]. The
usefulness of a fin is expressed by a fin performance parameter. The commonly
used fin performance parameter is the fin efficiency, which is defined as the ratio
of heat transferred by a fin to the amount of heat transferred by the same fin if the
total fin was at base temperature. Thus fin efficiency expresses the fin performance
to an ideal fin of the same form.
The most obvious example of an active method to enhance heat transfer is the
increase of flow velocity. An increased flow velocity results in an increased heat
transfer coefficient but also in an increased pressure drop and hence in an increase
of the fan power consumption. This undesirable effect explains the popularity of
the use of fins.
Fluid 1, T1, h1






Figure 1.6: Heat resistances during heat transfer
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Fins are used in a wide variety of applications. For example: air conditioners,
refrigeration systems, domestic applications such as radiators in rooms, radiators
in vehicles, internal combustion engines, electronic devices (PCs, power sources,
transformers,...), heat exchangers in industry, but also radiating finned surfaces
for space heat rejection systems [27, 28]. These are just a few examples of the
numerous applications. The cooling of electronics is a very specific application
in which the fins mostly take the shape of a heat sink. Heat sinks absorb and
dissipate heat from an object at a relatively high temperature using thermal contact.
Heat sinks create a larger volume and cause a better spreading of the heat, so
the heat fluxes through the larger surface areas of the heat sink drop and as a
consequence, the temperature also decreases. For cooling of electronics, a heat
sink is an assembly of fins placed on a base plate, which is placed directly on the
critical components. In Fig. 1.7 an example of a heat sink commonly used in the
cooling of electronics is shown.
Figure 1.7: Heat sink commonly used to cool electronics
Depending on the situation, different kinds of fins are used. Different fac-
tors that influence the choice of fin type are: available volume, weight limitation,
amount of heat that needs to be removed, working conditions, . . . [29]. Three basic
fin types can be distinguished: longitudinal, pin and annular fins [4,30]. This work
focuses on heat sink applications. The most commonly used extended surfaces in
heat sinks are longitudinal and pin fins.
1.3 Cooling of electronics
Air cooling remains the most popular method for electronics cooling. It is used
for a wide variety of applications: from portable devices to large business sys-
tems [22]. Natural convection cooling (sometimes in combination with heat sinks)
is used for circuit boards with heat fluxes from 155-1500 W/m2. It is common in
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TV, DVD,. . . [21]. Forced air convection with heat sinks is used when natural con-
vection becomes insufficient, thus for electronics with higher power dissipation. A
classic and well-known example is the cooling of computer processors. However,
Lasance [31] stated already in 1995 that the limits of air cooling with heat sink
and fin would be reached in the coming years. Copeland [32] gave performance
limits for heat sinks and these are almost reached. Notwithstanding this, forced
air convection with heat sinks will remain popular for cooling of electronics due
to its advantages. Therefore, it remains important to increase the efficiency of the
heat sink heat transfer which makes search on new fin forms for heat sinks and
high efficiency heat sinks a very active area. Even if this technique is not sufficient
anymore to provide cooling for the high end processing units of PC’s or work-
stations due to the increased heat flux, it still has a wide range of applications in
electronic equipment containing microprocessors or power handling semiconduc-
tors, like TV’s, power converters,. . . The use of heat sinks is common for various
reasons:
• ease of maintenance
• passive cooling technique, and if fans are necessary they have a low power
consumption
• low production cost
• thermal spread: more uniform temperature in the components
• ease of implementation in the device and relatively low weight
• no special cooling fluid
One of the main constraints in thermal management is the cost: the cooling tech-
nology must be cost effective and has to be compatible with the reduction in overall
package size [22]. Heat sinks are a passive cooling technique, which have a pref-
erence for modules with spatial limitation. Cost effectiveness is the driving force
in new designs of electronics, not thermal management. Thermal management of
electronics is often studied at the end of the design procedure, which often causes
the need for high cooling power. There are of course other possibilities than air
cooling. Other kinds of techniques used for cooling of electronics are:
• forced liquid cooling
• natural two-phase flow (heat pipes)




If these different methods are classified in four categories, according to heat
transfer capacity, the graph in Fig. 1.8 is obtained [22]. Liquid cooling is already
introduced in electronics cooling for applications with higher heat fluxes. Figure
1.8 shows that this technique increases the cooling limits significantly. The other
methods are already in use too, but there is still a lot of research necessary. They
often have some constraints, such as higher costs, difficulties to implement in the
system, higher power consumption, extra weight, possible leakage,. . . So, despite
the relatively poor thermal properties, air cooling through the use of extended sur-
faces continues to be used as a coolant for many electronic devices [33].
Figure 1.8: Limits of different heat transfer modes for a surface at 80 °C and
surroundins at ambient temperature
1.4 Research on longitudinal fins
Longitudinal fins with rectangular cross-sectional area are the most basic, and
therefore most commonly used type of fin for heat sinks. They are relatively easy
to manufacture [5, 29]. This fin type is also the basic example used in most text
books to analyze the heat transfer models of fins [30]. Because of their widespread
use, extensive research has been performed on these fins, resulting in a lot of pub-
lications in open literature. Initially this research was largely analytical and some
experimental work, recently numerical studies are gaining popularity. To study the
heat transfer by a fin analytically and obtain the temperature profile along a fin, the
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conduction equation needs to be solved. For a two dimensional steady state case,





) = 0 (1.10)
Certain assumptions were made in order to simplify the solution and clearly
define the problem. Harper and Brown [34] were the first to state these assump-
tions, in 1922 already. These assumptions were later extended by Murray [30] and
Gardner [35] and are mentioned here briefly:
1. the heat flow and temperatures in the fin remain constant with time: steady
state
2. fin material is homogeneous and temperature invariant.
3. constant and uniform convective heat transfer coefficient on fin side (exclud-
ing the fin tip)
4. temperature of the surrounding is uniform.
5. fin thickness is small, compared with its height and length, so that temper-
ature gradients across the fin thickness and heat transfer from the extreme
edges of a longitudinal fin may be neglected: one-dimensional conduction
6. uniform fin base temperature
7. no contact resistance between fin base and primary surface
8. no heat sources within the fin itself
9. adiabatic tip: heat transferred through the fin tip is negligible compared with
the heat leaving its lateral surfaces
10. heat transfer to or from the fin is proportional to the temperature excess
between the fin and surrounding medium
Most extended-surface analyses employ a one-dimensional heat conduction
model based on these assumptions. The one-dimensional model with its boundary
conditions is shown in Fig. 1.9(a). The x-axis lies along the height of the fin, the
y-axis perpendicular to this at the base in the center of the fin. The height is H,
the base temperature is Tb and the ambient temperature Tamb. The fin is cooled at
both sides with a uniform heat transfer coefficient h. Symmetry was used to solve
this problem, and it was solved dimensionless. [30]
However, the question can be raised how valid this one-dimensional model is.
As argued by Razelos and Georgiou [36], this one-dimensional model is valid if the
















Figure 1.9: The one-dimensional (a) and two-dimensional (b) model of a
rectangular longitudinal fin with its boundary conditions
of order 1 [28,30]. The Biot number was defined as the ratio of the convective heat
transfer coefficient to the thermal conductivity transfer coefficient, or stated oth-
erwise: the ratio of the fin’s thermal resistance (d/k) to the fluid resistance (1/h).
Thus, the smaller Bi, the smaller the fin’s resistance is compared to the fluid resis-
tance. So it seems logical that from a certain value of Bi, the conductive thermal
resistance will not influence the heat transfer and thus one-dimensional heat con-
duction model is acceptable. In the textbook of Kraus et al. [30], the problem in
Fig. 1.9(a) is solved as a two-dimensional heat conduction problem described by
Lau and Tan [37]. The dissipated heat calculated with this 2-D solution is com-
pared with the 1-D solution of the same problem for different Bi numbers and
aspect ratios. For Bi ≤ 0.1, the maximum error is 1%. This error increases with
increasing Bi and also for an aspect ratio > 1. So this confirms Razelos statement
that the 1-D assumption is valid for Bi much smaller than 1 (Bi < 0.1). However,
it should be pointed out that these findings are based on the original assumptions
that the temperature boundary conditions are uniform, and that it still needs to be
verified if these simplified boundary conditions are applicable or not.
Most analytical studies are based in the Murray-Gardner assumptions, but
some of these assumptions do not correspond to real fin conditions, which can
lead to oversimplification. There are different cases in which 2-D conduction ef-
fects become important and a 2-D solution is necessary: unequal convection co-
efficients on fin faces, non-uniform base temperature, space-varying heat transfer
coefficient, anisotropic materials,. . . Many studies in literature, analytical as well
as experimental, investigate the validity of one or more of the Murray-Gardner as-
sumptions and/or the need for a 2-D solution. A first example is the adiabatic tip
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condition. For very long fins this condition will be true, however, the shorter the
fin, the more important the heat flow through the tip. The same goes for thick fins,
so the fin aspect ratio will also play a role, as will thermal conductivity of the fin
material [9]. Huang and Shah [38] performed a two-dimensional study on a rect-
angular fin with fin tip heat transfer coefficient different from that of the fin faces.
They derived an expression for the fin efficiency, and comparison with the 1-D
fin efficiency. This study showed again that 2-D effects are negligible for Bi≪ 1.
Other examples where the influence of fin tip heat transfer is taken into account are
Look [39] and Kundu [40]. Harper and Brown [34] introduced the half-thickness
rule (HTR) i.e. the solution was calculated for an insulated fin tip, but corrected for
the tip heat loss by correcting the height of the fin with half the fin thickness. This
correction was done under the assumption that fin tip and faces had the same heat
transfer coefficient. Stachiewicz [3] showed experimentally that the heat transfer
coefficient on the fin tip is not equal to the mean heat transfer coefficient on the fin
faces for forced convection. In case of a rectangular fin, the coefficient on the fin
tip can be up to 40% higher [41]. Nevertheless, the fin tip correction is commonly
accepted and used [41].
The validity of the assumption of a constant and uniform convective heat trans-
fer coefficient on all fin walls is also widely studied. In many analytical 1-D and
2-D studies, the heat transfer coefficient was the same and uniform for each fin
side. However, in reality, this is not the case: the heat transfer coefficient varies
over the fin surface, or there is a large difference between the heat transfer coeffi-
cients on both fin sides which induces asymmetry. It can be imagined that under
these conditions 2-D conduction effects become important. An example of this
asymmetric convection coefficient boundary condition is a horizontal fin in natu-
ral convection. Look [39] stated that the convection coefficient on the top fin side
is twice as large as the convection coefficient on the surface at the downside and
solved this as a 2-D conduction problem. Comparison with the 1-D solution shows
a significant difference in temperatures, that varies depending on the Biot number
and fin tip condition (insulated, at ambient temperature or convection from the
tip). For an insulated fin tip, an error of minimum 15% exists between 1-D and
2-D solution, even for Bi = 0.01. Razelos and Krikkis [42] contradict this finding.
They state that if Bi≪ 1, an inequality between the heat transfer coefficients does
not need a 2-D analysis. They claim that the dissipated heat in the fin can be cal-
culated using a 1-D model with a Biot number based on the average heat transfer
coefficient and after introduction of an equivalent semi-thickness. Although this
could give acceptable values for the fin heat dissipation, a 1-D model never ac-
counts for the difference in heat flux distribution between top and bottom surface,
or for a calculated temperature difference between both surfaces. However, in both
studies [39, 42] it is not clear with which 1-D solution the results are compared,
regarding to the heat transfer coefficient values [28, 30].
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In these studies, the heat transfer coefficients are still uniform over a fin sur-
face, but have a different value on each surface. However, the existence of a
non-uniform convection coefficient has been established theoretically and even
observed experimentally [40]. The heat transfer coefficient may vary depending
on the fin surface temperature, thermophysical properties, fluid velocity, cross-
sectional area,. . . [43]. In a 2-D model, the possibility of a varying heat transfer
coefficient along the fin height can be accounted for. Ma et al. [44] performed
a first limited analytical study: the variation of the convection coefficient existed
only of two different values with a step between them and this for one specific
case of a rectangular fin. They concluded that the 1-D solution with an average
h underestimates the dissipated heat. However, this is in contrast with the results
for a 1-D fin with constant h that overestimates the dissipated heat compared to
the 2-D solution [30]. There are numerous other studies on the influence of vary-
ing heat transfer coefficients along the fin height. An old experiment of Ghai [45]
showed an increasing heat transfer coefficient towards the fin tip and a minimum
at fin base. Gardner [46] searched an expression for the variation of the convec-
tion coefficient based on Ghai’s experimental results. A monotonically increasing
convection coefficient from base to tip was suggested. Most analytical studies con-
sider a convection coefficient variation according to a mathematical law along the
fin height: linear [40], power law [47],. . . Stachiewicz [3] measured convection co-
efficients on longitudinal constant cross-sectional area fins experimentally. He ob-
served that the film coefficients do not increase monotonically from base to fin tip
as suggested earlier, but increase to a maximum at about 50 percent of fin height,
then dip and then increase again near the tip (Fig. 1.10). The experiments how-
ever lacked accuracy. Sparrow and Acharya [48] reported a decrease in convection
coefficient near the fin base and a subsequent increase in the down stream for fins
under natural convection, and this for a wide range of conditions. Others defined
the variation of the convection coefficient as a function of the local temperature
excess (Unal [49], Yeh [50] ). The actual nature of the convection coefficient can
be obtained by a conjugate analysis of conduction in the fin and convection in the
adjacent fluid flow, as Advani and Sukhatme [51] tried. However, the exact nature
of variation of local convection coefficients has not been established yet [40].
There are no general conclusions made for space-varying heat transfer coeffi-
cients, but only results for very specific cases. Also, these studies are done for heat
transfer coefficient variations along the fin height, but no heat transfer variations
along the fin length are accounted for. This would require a 3-D model. These
effects could be of importance for relatively short fins (similar to the entrance ef-
fect in short tubes), so this will again be very case specific. After a study of the
earlier research that considered non-uniform convection coefficients, Kraus [30]
had concluded that the non-uniformity of convection coefficients has an impact in
the heat dissipation rate by fins. This was the conclusion of most investigations
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Figure 1.10: The local heat transfer coefficient variation, normalized with respect
to the average coefficient, along the fin height as found by Stachiewicz [3]
mentioned. Nnanna et al [43] mentioned an error ranging from negligible up to
50% on the heat transfer rate, depending on the thermal conditions of fin and sur-
roundings, is introduced by using a constant heat transfer coefficient assumption.
Stachiewicz [3] concluded that the fin efficiency decreased due to non-uniformity
of the convection coefficient. Kundu and Das [40] also found a profound effect on
the fin performance.
Another assumption in the standard 1-D model is a uniform fin base tempera-
ture. A fin that is attached to a wall will dissipate much more heat than the same
area without the fin. So the fin attachment introduces spatial non-uniformities in
the wall flux and lowers the base temperature of the fin compared to the unfinned
surface. This is called the base temperature depression and it reduces the heat dis-
sipation capability of the fin [28]. So in reality, when the conduction in both fin
and primary surface are studied, this base temperature will vary slightly, with the
lowest temperature in the center of the fin base and the highest at the edges. This
implies again 2-D heat conduction. Sparrow and Hennecke [52] were the first to
examine the base temperature depression in detail analytically. They studied a sin-
gle rectangular fin attached to a thick wall and obtained a solution for the coupled
two-dimensional conduction in the fin and wall. Slender fins have less base tem-
perature depression than shorter and thicker fins, for which they found up to 23%
for the temperature depression. So the classical assumption that the fin base is at
same temperature as the unfinned primary wall can overestimate the heat loss from
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the fin significantly. Huang and Shah [38] found that a higher thermal conductiv-
ity of the fin, compared to the primary surface results in a larger base temperature
depression. Juca and Prata [53] considered the base temperature depression for an
array of fins connected to a wall of finite thickness. Only for Bi ≥ 0.1 a noticeable
base temperature depression was found. Suryanarayana [54] analytically solved
the problem of a fin assembly on a plate by looking at one half of the fin with
one half of interfin spacing, and solved this using finite-difference technique. He
compared the results with a one-dimensional heat transfer model, a second model
which ignored contact resistance between fin and primary wall and a third model
which included thermal resistance of the wall. The heat transfer was overestimated
by the 2-D model if the thermal resistance of the wall is ignored, it was underes-
timated if the thermal resistance was included. Heggs and Stones [55] solved the
same arrangement also with a finite difference method, and compared the results
with another one-dimensional model. The heat flow calculated in the 2-D model
always overestimated the one-dimensional heat flow. They found a maximum er-
ror of 20%, which is more pronounced for shorter fins, smaller fin spacing and a
thinner primary wall.
Other possible factors that induce 2-D effects and need a 2-D solution are in-
ternal heat generations and anisotropic fin materials. The internal heat generation
in fins is not considered in this work, and neither are anisotropic fin materials.
However, for the latter, one can imagine that if the transverse conductivity of the
fin material is considerably smaller than the longitudinal conductivity, this will
reduce the heat transfer to the side walls and thus the total heat dissipation and
induce 2-D conduction [30].
Finally, Razelos [4] introduces three postulates which have been proven to be
correct:
• one-dimensional analysis always overestimates the heat transfer from the fin
in comparison to that determined through two-dimensional treatment
• heat transfer for constant thickness fins is always larger compared to heat
transfer for any other shape of fin with the same base thickness and height
and its borders lying within the boundaries of the constant thickness fin
• for any fin with a heat transfer coefficient that monotonically increases from
base to tip, the heat dissipation is overestimated when it is evaluated assum-
ing constant heat transfer coefficient and equal to its average value
This short literature review on fin models shows that depending on the fin di-
mensions, thermal boundary conditions and thermal conductivity of the material
(actually Biot number), a 2-D model is necessary to do accurate predictions on the
heat dissipation of the fin. Moreover, if longitudinal fins are limited in length, edge
effects also influence the heat transfer in a third dimension. This is even more the
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case if not only the global fin performance or heat transfer is studied, but also local
heat fluxes and heat transfer phenomena are investigated. Most mentioned studies
were done analytically or numerically, very few experimentally, and these often
lack accuracy. In this work, a methodology is developed to study the local temper-
ature and local heat transfer coefficients on a surface part of a three dimensional
geometry. Longitudinal fins as used in heat sinks are used as test case. These fins
are typically limited in height and width. Heat transfer coefficients have a varia-
tion over the fin surface, and this both along the height and length of the fin. This
variation depends on the fin form, thermal conductivity and thermal properties and
velocity of the surrounding fluid. A study on the local convection coefficients
makes it possible to predict the heat flux through this particular fin, and can be
used to study the fin performance of different fin forms more accurately. The de-
veloped methodology is generally applicable to different fin geometries and thus
the influence of modifications (such as perforations, dimples, turbulators,. . . ) on
the local heat transfer coefficients and fin performance can also be examined.
1.5 Fin optimization
There is continuous research to reduce fin size, weight and cost, but to improve
the dissipated heat by the fin. Different techniques are used to reduce size and
weight, such as: increasing the ratio of fin heat transfer surface area to fin volume,
increasing heat transfer coefficient on the fin walls, using materials of high ther-
mal conductivity,. . . [29]. The optimum thermal design of fins is a classical heat
conduction problem, and has been widely investigated. Two different optimization
problems are common [41]:
• Heat dissipation or weight is given, combined with thermal conductivity,
base temperature and heat transfer coefficient, and the profile and dimen-
sions of the fin are determined to minimize the weight or maximize the heat
dissipation (e.g. Snider and Kraus [56], Kundu and Das [57])
• The profile of the fin is given, and dimensions need to be determined for
minimal weight or maximal heat dissipation (e.g. Laor and Kalman [47],
Razelos and Look [42])
Most studies on single fin optimization are purely mathematical. For example,
Razelos [58] derived mathematically a curved optimal form for a longitudinal fin.
For a given profile area for a straight fin the concave parabolic profile (Fig. 1.11)
provides the maximum heat dissipation [59]. However, this type of fin would
have high manufacturing costs, especially compared to rectangular fins. Some-
times economic restrictions are also used in the optimization. The rectangular
fin, common in industrial applications, is a common subject of such optimiza-
tions because of its simple profile. Most optimizations are also based on three of
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the Murray-Gardner assumptions: 1-D heat conduction, uniform convection heat
transfer coefficient, and an insulated fin tip. However, as discussed previously,
these assumptions are not always applicable. Fin optimizations that do not con-
sider these assumptions are necessary. Look and Kang [60] did this for rectangular
fins with tip heat transfer and different heat transfer coefficients on the fin faces.
They used a 2-D fin model. Laor and Kalman [47] performed a numerical study
for different shapes of longitudinal fins, spines and annular fins. The optimiza-
tion was done for maximum heat dissipation for constant mass. The heat transfer
coefficients on the fin surface are not assumed constant, but temperature depen-
dent, according to a power law. They also assume the fin tip is either insulated,
or has a given a heat transfer value. The optimum fin performance as well as the
dimensions were presented. Chung and Iyer [61] took the effects of variable heat
transfer coefficients into account. They also found that the optimization for a fin
with insulated tip has always a unique solution, but when tip heat loss is consid-
ered, the optimum fin design does not have a unique solution anymore. Casarosa
and Franco [41] searched the optimum design of a longitudinal fin with constant
thickness and different mean heat transfer coefficients on face and tip.
Figure 1 Schematic fin diagrams (a, b, c).
the objective of this article is to present a simple method
that will permit students to evaluate the performance of
an extended surface and above all to perform at least a
rudimentary design analysis. In order to accomplish this
goal, we have included several graphs and correlations
of certain results.
To introduce the readers to this subject, it is helpful
to first present a brief historical background.
HISTORICAL BACKGROUND
The first mathematical treatment of fins started some
eighty years ago with the appearance of the pioneer
work by Harper and Brown [1]. They investigated the
heat transfer in air-cooled engines equipped with rect-
angular or wedgelike fins. Discussing their work, Jakob
[2] states: “In addition to their tremendous mathematical
accomplishments, they introduced a new practical term,
η f , the effectiveness of the surface, defined as the ‘ratio
of the heat dissipated by the fin to that, which would
have been dissipated under same conditions if the entire
surface of the fin was held at the base temperature.”’
This is equivalent to the assumption that the fin is made
of a material with an infinite thermal conductivity. From
this definition, it follows that the value of the effective-
ness is always between zero and one.1 Therefore, if h









q f = η ¯hS f T (1b)
where the symbol ¯h represents the space average heat
transfer coefficient. Hence, if the effectiveness, which
was renamed later by Gardner [3] efficiency, of a given
fin is known, the heat dissipation q f can be readily ob-
tained from Eq. (1b). In a comprehensive paper, Gardner
[3] employed a rigorous mathematical analysis and de-
termined the efficiency for eleven profiles of longitudi-
nal, radial, and pin fins. The fins treated by Gardner, with
the exception of the constant thickness fins, have zero tip
surfaces. One of his assumptions was that these zero tip
surface fins have a tip temperature equal to the ambient
temperature. Gardner’s treatment is based on the fol-
lowing assumptions, known as the Gardner-Murray [4]
simplified assumptions, which we have modified here:
1. There is a steady-state heat flow.
2. The fin material is homogeneous and isotropic.
1In certain cases where h is the function of temperature, such as boiling
heat transfer, the efficiency can be much larger than one (see [68]).

































Figure 1.11: A concave parabolic longitudinal fin provides the maximum heat
dissipation [4]
Next to individual fin optimizations, there are many studies on optimization of
arrays of fins or complete heat sinks, such as the work of Kou et al. [62]. In these
st dies, the ratio of heat transfer to pressure drop is often used as optimization
criterion, which is different from those used for the single fin solution. There are
two standard approaches to determine the optimal heat sink design:
• optimize fins individually, so separated from the supporting surface and ar-
ray of fins. Then it is assumed that the optimum fin arrays are composed of
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a number of individually optimized fins.
• the whole array and its supporting surface is optimized: the fin itself, number
of fins, interfin spacing,. . . (e.g. experimental investigation of El-Sayed et
al. [24]).
The first technique for optimization of heat sinks is widely used in industry, while
the second aims more at advanced technological solutions, e.g. the thermal control
of electronic equipment [41].
Aside from the optimization of fin forms to an optimal fin profile or fin di-
mensions for a given profile, there are also several other studies on improving fin
performance or heat dissipation. This improvement is obtained by introducing
new fin types or modifying existing designs. Some examples from literature in-
clude perforated fins [5, 26, 29, 63] (Fig. 1.12), dimpled fins [6, 64] (Fig. 1.13),
ribbed fins [64], composed fin arrays [65], fluted and wavy fins [7] (Fig. 1.14),
tree-shaped fins [8] (Fig. 1.15) and dovetail fins [27]. The improvement of the
heat transfer by these modifications is based on the manipulation of the bound-
ary layer or inducing local vortices. Decreasing the boundary layer thickness or
interruption of the boundary layer increases the heat transfer coefficient.
Next to the well-known rectangular longitudinal fin discussed earlier, a second
experimental test case is needed for the validation and application of the method-
ology developed in this work. The variations in heat flux, heat transfer coefficients
and fin performance are determined with the developed method and compared with
literature. This would demonstrate the power of this technique.
For plane abcd, as inlet boundary, uniform ﬂow condition is con-
sidered for all variables using uin = u1, vin =win = 0 and Tin = T1.
Also the same conditions are applied to plane bckj, that is, free
stream plane. For plane ijkl which is outlet and far from the plate,
zero gradients of variables in the X direction, @ðÞ
@X ¼ 0 are imposed.
Although this type of boundary condition is imposed for fully
developed cases but since the outlet boundary is sufﬁciently far
from the plate, its usage will not affect the results considerably.
For planes abji and dckl, symmetry conditions are applied which
means zero gradients of variables in the Z direction, @ðÞ
@Z ¼ 0. Also
in these planes velocity component w = 0. No slip boundary condi-
tion is applied to all remaining planes that are walls. Free stream
temperature is assumed 25 C and the ﬁn base, plane efgh, has a
constant temperature equal to 70 C. Also planes adeh and gﬂi are
assumed adiabatic. Leung and Probert [22] have reported that for
polished aluminum ﬁns with temperature differences around 40
and 77.5 C, radiation heat transfer rate is less than 5% and 8% of
total heat transfer rate, respectively. Based on this conclusion the
effect of radiation heat transfer is neglected since the maximum
temperature difference in the present study is 45 C. For proper
capture of ﬂow and temperature ﬁelds, appropriate grid points that
are dense near the walls of ﬁn and perforations in three-dimen-
sions are selected. The grid conﬁguration for solid ﬁn and ﬁn with
18 perforations are shown in Fig. 3. In the present work, some tests
for the considered ﬁns are performed to ﬁnd results independent of
grid points. Grid study is carried out by changing the number of
grids in three-dimensions and the increase in number of grid
points continued until the changes in ﬂow and heat transfer
parameters becomes unchanged or their changes are negligible.
Sample calculation for perforated ﬁn with eight perforations is re-
ported in Table 2. According to Table 2 the grids of 234  100  46
points in X, Y and Z directions, respectively, are chosen for the type
Fig. 1. Typical arrays of ﬁns considered in the present study (/ = porosity).
Table 1















1 24 12 4 20 0 – –
2 24 12 4 20 1 4 4
3 24 12 4 20 2 4 4
4 24 12 4 20 3 4 4
5 24 12 4 20 4 4 4
6 24 12 4 20 6 4 4
7 24 12 4 20 8 4 4
8 24 12 4 20 18 2 2
9 24 12 4 20 32 2 2
10 24 12 4 20 50 2 2
M.R. Shaeri et al. / Applied Energy 86 (2009) 2019–2029 2021
Figure 1.12: Lateral perforated fins [5]
Sikka et al. [7] performed an experimental study on two new fin types differ-
ent from the conventional longitudinal-plate fins for heat sinks: fluted and wavy
fins. The results showed that the two novel designs did not improve the thermal
performance significantly. Moreover, these fins are not so easy to manufacture.
Therefore, these fin types will not be studied in this work. Almogbel [8] per-
formed a mathematical optimization on tree-like fins with total volume and fin
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air used within the facility is circulated in a closed loop. One of
three circuits is employed, depending on the Reynolds number
requirements in the test section. For Reynolds numbers ReH
10,000, a 102 mm inner diameter pipe is used, which is con-
nected to the intake of an ILG Industries 10P-type centrifugal
blower. For Reynolds numbers between 10,000 and 25,000, the
102 mm pipe is connected to the intake of a Dayton 7C554 radial
drive blower. For higher Reynolds numbers, a 203 mm inner di-
ameter pipe is employed with a New York Blower Co. 7.5 HP, size
1808 pressure blower. In each case, the air mass flow rate from the
test section is measured upstream of whichever blower is em-
ployed using an ASME standard orifice plate and Validyne M10
digital pressure manometer. The blower then exits into a series of
two plenums 0.9 m square and 0.75 m square. A Bonneville
cross-flow heat exchanger is located between two of these ple-
nums. As the air exits the heat exchanger, it enters the second
plenum, from which the air passes into a rectangular bell-mouth
inlet, followed by a honeycomb, two screens, and a two-
dimensional nozzle with a contraction ratio of 10. This nozzles
leads to a rectangular cross section, 411 mm50.8 mm inlet
duct, which is 1219 mm in length. This is equivalent to 13.5 hy-
draulic diameters where a hydraulic diameter is 90.4 mm.
Boundary layer trips are employed on the top and bottom surfaces
of the inlet duct, just upstream of the test section, which follows
with the same cross-section dimensions. It exits to a 0.60 m
square plenum, which is followed by two pipes, each containing
an orifice plate, as previously mentioned.
Figure 1 presents geometric details of the test section, including
the bottom dimpled test surface and the top smooth surface. The
dimple pattern and spacing are uniform in the X and Z directions.
Dimple geometry details are then given in Fig. 2. In the present
study, a total of 29 rows of dimples are employed in the stream-
wise direction, with four or five dimples in each row. The dimples
are positioned on the surface in a staggered array. Also identified
in Fig. 1 is the test section coordinate system employed for the
study. Note that the Y coordinate is normal from the test surface.
The longitudinal turbulence intensity level and length scale at the
test section inlet are 0.033 and 15.4 mm, repectively.
Local Nusselt Number Measurement. All exterior surfaces of
the facility between the heat exchanger and test section are in-
sulated with Styrofoam k=0.024 W/mK or 2–3 layers of
2.54 cm thick Elastomer Products black neoprene foam insulation
k=0.038 W/mK to minimize heat loss. Calibrated copper-
constantan thermocouples are located between the three layers of
insulation located around the entire test section to determine con-
duction losses. Between the first layer and the 3.2 mm thick
acrylic dimpled test surface is a custom-made Electrofilm etched-
foil heater encapsulated between two thin layers of Kapton to
provide a constant heat flux boundary condition on the bottom
dimpled test surface. This heater is designed and constructed so
that it follows the convex contour of the test surface behind each
dimple. A schematic drawing of this arrangement is given by
Mahmood and Ligrani 3. The bottom dimpled acrylic surface
contains 24 copper-constantan thermocouples. Each of these ther-
mocouples is located 0.05 cm just below this surface to provide
measurements of local surface temperatures, after correction for
thermal contact resistance and temperature drop through the
0.05 cm thickness of acrylic. Acrylic is chosen because of its low
thermal conductivity k=0.16 W/mK at 20 °C to minimize
streamwise and spanwise conduction along the test surface, and
thus minimize “smearing” of spatially varying temperature gradi-
ents along the test surface. The surface of the acrylic is painted flat
black to improve its surface emissivity for the infrared imaging.
The power to the foil heater is controlled and regulated using a
variac power supply. Energy balances performed on the heated
test surface then allow determination of local magnitudes of the
convective heat flux.
The mixed-mean stagnation temperature of the air entering the
test section is measured using five calibrated copper-constantan
thermocouples spread across the inlet cross section. To determine
this temperature, measured temperatures are corrected for thermo-
couple wire conduction losses, channel velocity variations, as well
as for the differences between stagnation and recovery tempera-
Fig. 1 Schematic diagrams of the top and bottom dimpled test
surfaces. All dimensions are given in centimeters.
Fig. 2 Schematic diagrams of individual dimple geometry details. All dimensions are given in
centimeters.
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Figure 1.13: Dimples made in fins [6]
Figure 1.14: Wavy and fluted fins [7]
Fin base
Figure 1.15: A tree-shaped fin [8]
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material constraints. Performance increases with the number of pairs of branches,
but there is of course a complexity limit. A substantial increase in global con-
ductance was found compared to other optimal designs of the same volume, but
an idealization was used in the mathematical model: the heat transfer coefficient
was independent of the free flow area shape. Due to the difficulties and costs in
construction of the fins and the lack of usable results (only mathematical), this fin
is also not suitable as test case. In the work of Brauhnstein et al. [65] composed
fin arrays (meaning fins with fins on it) are studied. Despite these fins are used
in compact heat exchangers and for the cooling of electronic equipment, there is
very little data available on these types of fins. Brauhnstein et al. [65] performed
a mathematical optimization, in which the ideal number of branches and length
ratio are searched. The optimization is done related to the mass, so the relative
heat dissipation is observed, i.e. the ratio of the dissipated heat to the mass of the
fin. This optimization is not straightforward, because an increase in number of
branches causes also an increase in fin volume if the fin length remains constant.
They found that composed fins with up to four junctions perform better than reg-
ular ones with the same volume. Again, difficulties in manufacturing and the lack
of usable experimental results from papers (only mathematical) prevented that this
fin of being chosen as test case.
Wee et al. [64] performed a numerical study with FLUENT [66] in which they
studied smooth, dimpled, ribbed, and dimpled and ribbed heat sinks. A heat sink
with ribs (under an angle of 45) augmented the heat transfer with 104%, a dim-
pled heat sink with 63%. On the other hand, the pressure drop for dimpled heat
sinks is much lower. A combination of ribs and dimples resulted in no further im-
provement. This paper contains clear and useful data to use as test case. However,
dimpled fins are not easy to implement in the developed methodology. Moreover,
the results were obtained for fins in a heat sink array, not for individual fins. Lane
and Heggs [27] investigated dovetail fins analytically. A dovetail fin is smaller at
the base than at the tip (inverted trapezoidal). The results are aimed at comparing
different performance parameters and making performance parameter charts based
on an analytical study. They are not suitable as test case.
Finally, research on perforated fins is examined. Al-Essa et al. [29] studied
horizontal fins with square perforations for natural convection. This research is
not suitable for the experimental setup used in this doctoral thesis. Shaeri et al.
performed two studies on perforated longitudinal fins: one with lateral square per-
forations [5] (Fig.1.12) and one with square perforations along the fin’s length [26].
The latter is very difficult, if not impossible, to manufacture. However, their work
on lateral square perforations (perpendicular to the fluid flow) is very thorough and
detailed and these fins can be readily manufactured. It is a numerical study, but
the numerical model and technique has been experimentally validated on other test
cases. Their work contains data on the average Nusselt number in function of the
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Reynolds (Re) number, and on different fin performance parameters in function of
Re-number. The results are compared with the equivalent solid fin, and an increase
in total heat transfer and a weight reduction is shown. The number of perforations
is varied from one to fifty. The detailed data and ease of manufacturing make this
fin type an ideal test case. These results will be discussed in Chapter 5.
1.6 Performance parameters
There has always been searched for a meaningful fin performance indicator. Harper
and Brown [34] introduced the fin efficiency idealization and used this concept as a
fin performance indicator. Fin efficiency (=η) is defined as the ratio of heat trans-
ferred by a fin to the amount of heat transferred by the same fin if the total fin
was at base temperature. This definition is shown in Fig. 1.16. This would mean
that the fin is made of an ideal material that has infinitely high thermal conduc-
tance [30], [17]. However, such a material does not exist and the physics of the
problem makes it impossible for the complete fin surface to be at the base temper-
ature Tb. So, with respect to heat flow, the concept of fin efficiency is physically
meaningless. Nevertheless, fin efficiency is widely used in design and extensively
studied in text books. This popularity is due to the pioneering work of Harper
and Brown [34], who presented their results in the form of fin efficiencies in al-
gebraic expressions and design charts. If fin efficiency is used to find optimum
fin dimensions for a certain type of fin, one finds that short fins are optimal [9].
The fin temperature is close to the base temperature for the whole fin. However,
short fins dissipate and transfer only a small fraction of the maximum possible
heat. A fin is a heat transfer enhancer, and thus has the goal to maximize the
heat dissipation, preferably with a minimum of weight and material. Also, be-
cause fin efficiency compares the real performance of the fin to the performance of
an ideal non-existing fin of the same shape, it is difficult to compare the thermal
performance of different fin forms. So there is need for a better fin performance
indicator.
Heggs [17] states that fin effectiveness is a better performance indicator than
fin efficiency. Fin effectiveness is also mentioned in literature and text books
(e.g. [30]), but has never been popular. Fin effectiveness is the ratio of the heat
transferred by the fin to the heat transferred from the primary surface covered by
the fin’s base under the same thermal conditions, in the absence of the fin. Accord-
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Fin effectiveness = Qf/Qb
Figure 1.17: The definition of fin effectiveness
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heat transfer along the fin height. For an infinitely high fin, the temperature at the
fin tip will be the same as the temperature of the surrounding fluid. This infinitely
high fin is the upper limit of heat flow through the fin. For fins of constant cross
section, this upper limit can be calculated and is given by [17]:
Qf,max = √k ⋅Ax ⋅ h ⋅As ⋅ (Tb − T∞) (1.12)
Ax is the cross-sectional area of the fin, As the perimeter (surface area per unit
height), h is the surface averaged convective heat transfer coefficient, Tb is the base
temperature and T∞ is the temperature of the surrounding fluid. If it is assumed
that the heat transfer coefficient on the primary surface in absence of the fin is the
same as the one on the fin, then the heat transfer rate through the primary surface
in absence of the fin is given by:
Qb = h ⋅Ax ⋅ (Tb − T∞) (1.13)
So a maximum fin effectiveness can be defined for a fin with constant cross
section:
ζmax = √ k ⋅As
h ⋅Ax (1.14)
The value of fin effectiveness will always be situated between two boundaries:
1 ≤ ζ ≤ ζmax (1.15)
From the definition of fin efficiency, an expression in function of fin effective-






Qf,id = h ⋅ (As ⋅H +Ax) ⋅ (Tb − T∞)⇒ η = ζ(H⋅AsAx +1)
(1.17)
Higher fins (larger H) will have a higher fin effectiveness (as could be expected
from the definition of maximum effectiveness), but the fin efficiency decreases
with height. This confirms that using fin efficiency as a quantitative measure for
performance can result in misleading information, in this case the impression that
fins should be relatively short. Another good example of the weakness of fin effi-
ciency was shown in the paper of Brauhnstein et al. [65] concerning composed fin
arrays. For composed fin arrays the denominator is not a constant: if the length
ratio is kept constant and the number of branches is increased, the denominator
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(thus the maximum possible heat dissipation for an ideal fin) will increase linearly
with the number of branches, but the nominator will increase more moderately, as
a result of the reduction of the base temperature of the farthest fin branches, which
is associated with a reduction of their heat dissipation. This shows a problem of
fin efficiency i.e. there is no unified reference: different fin forms, even of the
same sort, cannot be compared with each other, because each fin is compared to an
ideal fin of the exact same form. So graphs and comparison based on fin efficiency
for fin arrays with a different number of branches or length ratio is meaningless.
When using the fin effectiveness to quantify the fin performance (e.g. for compari-
son of different types), these problems don’t appear; the fin effectiveness indicates
the ability to remove heat from the surface. This makes it possible to compare
different fin forms with each other and with a standard straight fin of the same
dimensions, volume or mass.
It is obvious that fin effectiveness always has to be larger than 1, otherwise the
fin would have an insulating effect, and fins are used to increase the heat transfer
rate and not to insulate. Fin efficiency on the contrary is always smaller than 1.
In the same study, Heggs [17] gave an expression for the fin effectiveness of a
fin with constant cross-section and finite length.





ζmax + tanh( H⋅AsAxζmax ) (1.18)
This makes it possible to calculate the dissipated heat for these fins, but only
if the fin dimensions, the thermal conductivity of the material, base temperature of
the fin (or primary surface temperature) and most importantly the heat transfer co-
efficient are known (in absence of the fin). The determination of the heat transfer
coefficient is the least reliable element. Either a uniform heat transfer coefficient
is assumed, or the mean heat transfer coefficient based on correlations from lit-
erature. Also, all these expressions and calculations of Heggs [17] are based on
the one-dimensional heat conduction model through fins. This model is not al-
ways accurate enough, as mentioned in a previous paragraph. So the accuracy of
predictions of fin heat dissipation based on these expressions can be questioned.
Heggs [17] did not propose the fin effectiveness itself as a fin performance







≤ PR ≤ 1 (1.20)
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Heggs also developed an expression for the fin efficiency η as a function of PR
and ζmax. Based on these expressions, he evaluated fin efficiency and maximum
effectiveness over the complete range of the performance ratio PR as given by
1.20. He developed a design chart based on these equations: PR can be predicted
from fin aspect ratio (ratio of thermal conductivity and half fin thickness) and
maximum effectiveness values for constant cross sectional area fins. He published
several of these design charts for different fin types e.g. radial rectangular fins [67]
and dovetail fins [27]. Some values of PR and efficiency are shown in table 1.2.
Fins with a large performance ratio have a wide range of maximum effectiveness
ζmax, but these all appear to have a small fin efficiency. Efficiency increases with
decreasing performance ratio. Many designers use a fin efficiency of at least 0.9 as
a guideline, but such a fin has only a performance ratio of 0.5, which means that
50% of the maximum possible heat is not dissipated by the fin. This percentage
is even lower for higher efficiencies. Although these results are calculated for
constant cross-sectional area and with a one-dimensional conduction model, they
show a general trend and connection between fin effectiveness and fin efficiency.
Performance Ratio Max Effectiveness Range Limiting Efficiency
0.99 >1.101 0.374
0.9 > 1.11 0.611
0.5 >2.00 0.910
0.1 >10.00 0.997
Table 1.2: Performance ratio and corresponding fin efficiency for a fins with
constant cross-section according to Heggs [17]
As mentioned, the analysis of Heggs [9,17] on the PR is based on the 1-D con-
duction equation with the Murray-Gardner simplifications. However, the adiabatic
fin tip condition was omitted. Moreover, the convection coefficient at the tip can be
different from the convection coefficient along the sides of the fin in this work. The
ratio of the tip convection coefficient to the fin side convection coefficient is also
used in the equation to predict the PR. If this convection coefficient ratio is smaller
than the maximum calculated fin effectiveness ζmax, PR is always smaller than 1,
but if this ratio is higher than the maximum fin effectiveness, PR is higher than 1.
This was proven mathematically for a rectangular fin, but it was also demonstrated
for other fin geometries. For fins with PR > 1, Kern and Kraus [59] and Raze-
los [4] recommend not to use a fin, because it has an insulating effect on the base
area of the primary surface. This is identical to saying that an effectiveness smaller
than 1 or the statement of Razelos and Georgiu [36] that a Biot number larger than
1 has an adverse effect. This is actually a statement about the fin effectiveness: the
smaller the Biot number becomes, the higher the fin effectiveness. The value of fin
efficiency always lies between 0 and 1, and thus provides no indication whether
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a fin is insulating or not. This is another indication of the flaws of fin efficiency
as performance indicator. But Heggs [9] also states that a PR > 1 (thus a much
larger convection coefficient at the tip compared to the fin sides) does not neces-
sarily suggest an insulating fin. Two practical examples are given where this could
occur: for condensing and boiling systems. The physical meaning of a PR > 1
is caused by an insulating effect along the side of the fin, which is caused by a
lower convection coefficient, but more heat is transferred through the fin due to
a relatively high heat transfer coefficient at the tip. This phenomenon occurs for
short fins in condensing and boiling situations, which is shown in Fig. 1.18.
2.5. Practical applications of ﬁn performance ratios greater
than unity
Practical applications where the heat transfer coeﬃcient
is considerably larger at the tip than along the length of the
ﬁn exist in condensing and boiling systems.
2.5.1. Condensation
De-bottlenecking a horizontal condenser with the con-
densation occurring in the shell-side on plain tubes can
be achieved by replacing the plain tubes by low ﬁn tubes.
The vapour condenses on the upper and side circumfer-
ences of he tip, and the cond nsate collects in nd the
drains from the spacing between the ﬁns, Ooi [16]. The
ratio of the h at transfer coeﬃcients for this situation
ranges from 20 o 400, hich may comfortably exce d
the maximum eﬀectiveness. In these condensing systems,
the ﬁns are only partially inundated. These situations can
be considered to be two-pa t rectangular ﬁns, whereby
the ﬁn is split into two r gions s shown in Fig. 6. Here
the heat transfer coeﬃc e t a acts along the ﬁrst part of
the ﬁn (region A – from the base to the extent of the inun-
dation) and the tip heat transfer coeﬃcient ae acts along the
second part of the ﬁn to the tip (region B).
The ﬁn is taken to be represented by two separate sets of
dimensionless ordinary diﬀerential equations representing
regions A and B, as follows:
d2hA
dy2





hB ¼ 0 ð42Þ
where
hA ¼ T f ;A  T1T b  T1 ; hB ¼
T f ;B  T1





with the following boundary conditions
hA ¼ 1 at y ¼ 0 ð44Þ












hB at y ¼ Y ¼ ‘df =fmax ð46Þ
The heat ﬂow through the ﬁn is obtained from the ﬁrst
expression of Eq. (7).














and the heat ﬂow can also be deﬁned using the concept of
performance ratio as
_Qf ¼ aAfPRfmaxðT b  T1Þ ð48Þ
The solution of the ordinary diﬀerential equations given by













Fig. 6. Schematic of condensation on a two-part ﬁn array.
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Fig. 7. Fin performance ratio for a two-part longitudinal rectangular.
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Figure 1.18: Case with PR > 1: lower heat transfer coefficient αe at the fin sides
caused by condensate, higher heat transfer coefficient α at the fin tip [9]
Finally Heggs [9] stated that the use of PR and maximum fin effectiveness to
evaluate the heat flow through a fin only requires the use of the base area of the fin.
This statement is correct for a numerical or mathematical solution, however, it is
not evident for experimental research. The heat flux through the fin base cannot be
measured without disturbing the heat flow and thermal resistance of the fin. This
means that the fin surface needs to be evaluated to experimentally determine the
heat flux through the fin. Experimental validation is necessary for short fins, or
fins with a limited width, when side effects become more important, and the 1-D
solutions become invalid.
1.7 Problem definition and aim
There is a continuous need to improve electronics cooling. The most commonly
used cooling technique in electronics remains air cooling with heat sinks. These
heat sinks often consist of an assembly of longitudinal fins limited in height and
length. There exist numerous studies in open literature on longitudinal fins, but
most of these studies are analytical or numerical and are based on a simplified
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one-dimensional model. This 1-D assumption is limited in application range, es-
pecially for relatively short fins. Some two-dimensional studies are available, but
these are based on some simplifying assumptions. There is very little research on
local heat transfer coefficient variations over the fin surface, and the existing exper-
imental studies on local heat transfer coefficients lack accuracy. So there is a need
for a more detailed study on longitudinal fins without simplifying assumptions, in
order to model all effects of the heat transfer. In such a detailed study, local heat
transfer coefficients have to be determined, as they provide information on local
heat transfer effects and give indications on the way to modify fins (perforations,
bumps, fins on fins,. . . ) in order to improve the heat transfer. If fin modifications
are applied, local heat transfer coefficients show how these modifications influence
the heat transfer.
In this work, a methodology is proposed to evaluate the performance of ex-
tended heat surfaces and determine local heat transfer coefficients on the fin sur-
face. This methodology is developed on longitudinal fins, typically used in heat
sinks for electronics cooling, but it is expendable to other fin types. Experimental
measurements are required in this method. The methodology is thus not solely
based on a numerical model and thus does not depend on the simplifications made
in the currently used models. The determination of local heat transfer coefficients
demands a large amount of measurement points. Heat fluxes cannot be measured
accurately, so temperature measurements are done. Local heat transfer coefficients
are determined from these measurements, as well as a performance parameter. The
literature survey in the introduction showed that the commonly used fin efficiency
is not a good fin performance indicator, while fin effectiveness and fin performance
ratio are more meaningful indicators. Therefore the choice was made to use fin ef-
fectiveness in this work. Fin modifications on the longitudinal fin will be studied
using this method. Various examples of such modifications were discussed in the
literature survey. Most data was available for longitudinal fins with lateral per-
forations. These perforated fins will also be used as test case for the developed
method.
The local heat transfer coefficient determination is based on temperature mea-
surements on the fin surface. This determination of heat transfer coefficients from
temperatures is called the inverse heat conduction problem. This is a mathemati-
cal problem that is solved using a numerical optimization method. So actually, the
methodology proposed in this work, consists of two parts: a numerical solution
algorithm for the inverse heat conduction problem (Chapter 2 and 3) and an exper-
imental part in which fin temperatures are measured and the numerical algorithm
is applied to these measurements (Chapter 4 and 5).
2
Inverse Heat Conduction Problem
In this chapter, a numerical solution method is developed to determine the local
heat flux distribution in a fin from temperature measurements. The determination
of heat fluxes from temperature measurements is called the inverse heat conduc-
tion problem (IHCP). First, it is explained why temperatures measurements are
used and local heat fluxes cannot be measured. Then it is explained what an IHCP
is and which type of IHCP is studied in this work. A literature survey is pre-
sented on different IHCP solution methods. The most suitable solution method
is selected based on this literature survey. This resulted in two possible solution
methods. Both methods are developed mathematically and the implementation of
the solution algorithm is presented.
2.1 Introduction
It is very difficult to determine local convection coefficients accurately, or to do
accurate local heat flux measurements. However, often the knowledge of the heat
flux distribution is indispensable. This is especially so for the design of opti-
mal and efficient heat exchangers [68]. Other applications which benefit from the
knowledge of local heat fluxes are the design of mechanical machinery and me-
chanical processes (e.g. cutting tools [16], drilling [69], engines [70]), design of
thermal protection for the reentry of space vehicles [71], various industrial pro-
cesses (e.g. steel slabs [72], quantitative studies of the heat transfer processes
occurring in the industrial applications [13], the heating of a gun barrel [73]),. . . In
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this doctoral thesis, the main application of the study of local heat fluxes is ob-
viously heat transfer enhancement by extended surfaces. The knowledge of these
local heat fluxes is necessary to determine the fin effectiveness and fin efficiency
more accurately. Moreover, the knowledge of local convection coefficients and
local heat fluxes gives information on the heat transfer enhancement mechanisms
and more insight in the design of more performant heat transfer enhancers. A third
reason for the determination of local heat fluxes is the difficulty of measuring the
amount of heat transfer through the fin base - necessary for the calculation of fin
effectiveness - without disturbing the heat flux distribution significantly. The heat
transfer measurement at the fin base would introduce a thermal resistance between
primary surface and fin by the measurement device. Therefore the heat fluxes at
the fin base have to be determined indirectly by measuring the heat fluxes through
the extended surface and primary surface.
The measurement of local heat transfer coefficients or heat fluxes is a delicate
and difficult task. There are several measurement methods:
• heat flux sensors
• local temperature measurements, mostly in solids
• inverse heat conduction problem
Heat flux sensors are seldom used. Heat flux sensors need to be attached to
the surface, and give an average value for the heat flux through the sensor surface.
Moreover, by attachment of the sensor, an extra thermal resistance is attached to
the measurement surface, which influences the measurement and causes a redistri-
bution of the heat flux over the surface. Heat flux sensors are not very accurate:
they typically have an accuracy of ±10% [74]. Some sensors have a better accuracy
of 5% at ambient temperature, with an increasing error for higher temperatures.
Thermocouples are the most commonly used temperature sensing techniques
for monitoring temperatures. Many studies use thermocouples that are embedded
in the measurement surface(s) (e.g. plate, fins, heat sinks,. . . ) to determine local
heat fluxes [68]. Wu [68] developed a technique to measure local heat fluxes with
two thermocouples. This technique is especially useful for high heat fluxes and
two phase heat transfer. It is however limited to one-dimensional conduction ap-
plications, and is not very useful if a heat flux distribution over a surface needs to
be measured. There are of course important downsides to the use of thermocou-
ples. The number of thermocouples that can be imbedded is limited. The presence
of thermocouples disturbs the local temperature and the heat flow, due to conduc-
tion into the thermocouple and thermocouple wires. This is sometimes called the
”fin effect” of thermocouples [75]. The more thermocouples, the larger the dis-
turbance is. This puts also a limit on the spatial reach: it is difficult to get a total
distribution of the heat flux over a surface.
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Other studies use other temperature measurement techniques to measure tem-
peratures in order to determine heat fluxes. The most well-known is infrared ther-
mography. This technique will be discussed in Chapter 4. Ay [76] used infrared
thermography measurements on a plate fin in a plate finned-tube heat exchanger to
solve a two-dimensional direct conduction problem with finite difference method
and an energy balance method in the plate fin. The error on the local convection
coefficient is ±7.5%. The measured plate fin is very thin, so that the conduction
is two-dimensional. In this case this method works well, but it is not easy to ex-
trapolate it to three-dimensional cases or other two-dimensional cases because the
boundary conditions are very critical. Orzechowski [77] determined local heat
transfer coefficients on a fin surface for boiling regime. They used thermographic
temperature measurements and assumed a power-law correlation between heat
transfer coefficient and local wall superheat and then numerically calculated the
heat transfer coefficient, with an accuracy of 10%. Freund et al. [78]developed an
experimental method to determine local heat fluxes, based on thermography and
temperature oscillation by the use of a laser. This is an advanced method, but dif-
ficult and expensive to execute, and limited in applications. Another example is
the study of El-Sayed et al. [24] who determined local heat transfer coefficients
in heat sinks using embedded thermocouples. These are just a few examples of
experimental research on local heat transfer coefficients. In recent years, a third
technique is becoming more and more popular for identifying local heat fluxes:
inverse heat conduction. This technique is mainly used to estimate temperatures
or heat fluxes at surfaces that are inaccessible for measurements. The advantage of
this method is that experimental studies can be performed under similar conditions
and environment as during operation [71]. Inverse methods are very valuable when
an operational process is too complicated for direct measurement of physical pa-
rameters, or when measuring requires sophisticated or expensive instruments [79].
To solve an inverse heat conduction problem, a mathematical optimization method
is required, which uses temperature measurements as input. Based on surface tem-
peratures of a solid object, heat fluxes on one or more surfaces of the object can be
estimated. So the need for internal temperature measurements can be omitted. De-
pending on the temperature measurement technique, the disturbance of the local
temperature fields and heat flux distribution is limited or even absent. It also has
the advantage that the temperature field in the whole object can be reconstructed
based on surface temperature measurements, together with the coupled heat flux
distribution. In this work, this technique was developed as a method to determine
local heat fluxes on extended surfaces. Fin effectiveness and efficiency are also
obtained as a result.
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2.2 The Inverse Heat Conduction Problem
Although there are some books [80, 81] and plenty of studies in literature on in-
verse heat conduction problem (IHCP), this is no common knowledge for heat
transfer engineers. This is mainly because it is actually a mathematical optimiza-
tion problem. Therefore, a small word to introduce the inverse heat conduction
problem is at place.
2.2.1 Direct heat conduction
The opposite of the IHCP is a direct conduction problem. In a direct conduction
problem the internal and surface temperatures of a solid body are determined for
given boundary conditions, thermophysical properties of the solid material and
heat sources in the body. This is a well-stated problem, generally known as a
heat conduction problem. It is in this form that heat conduction is treated in text-
books [30, 82–84] and education. As this work aims at three-dimensional appli-
cations, the direct and inverse heat conduction problem will be treated as three-
dimensional. The direct and inverse heat conduction problem will be illustrated
on a simple case: a solid cube named Ω of a material with thermal conductivity k,
heat capacity c and density ρ. The cube with its boundary conditions are illustrated
in Fig.2.1.
The general three-dimensional heat conduction equation is:












with thermal diffusivity a:
a = ρ ⋅ c
k
(2.2)








This thesis is focused merely on steady state inverse heat conduction problems,
so only Eq. (2.3) is of importance. This is also called the Laplace equation. This
equation is solved for the cube Ω based on boundary conditions, which are:
• Boundary temperature:
T (x, y, z)∣x=0 = Ta(y, z) (2.4)











Figure 2.1: Direct heat conduction problem in a cube with diverse boundary
conditions
• Outward heat flux: −k ⋅ (∂T
∂n
)∣
x=a = q1(y, z) (2.5)




y=a = q2(x, z) (2.6)




y=0 = h(x, z) ⋅ [T (x, z) − T∞] (2.7)
The two other boundary surfaces are adiabatic, thus boundary heat flux q = 0.
For the direct problem, the general heat conduction equation (Eq.(2.3)) is solved
with the boundary conditions (2.4-2.7) to obtain the temperature field in the cube
Ω. This problem is well-posed: it has a unique and stable solution. The direct
problem can be solved numerically e.g. by using a finite element method (FEM),
finite volume method (FVM), . . . Another possible boundary condition that was




) = σ ⋅ (T 4 − T 4∞) (2.8)
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2.2.2 Inverse heat conduction definition
For an IHCP, experimental temperatures are measured at boundary points and/or
interior points of the solid object and subsequently used to estimate unknown
boundary conditions at one or more external surfaces of the object [80, 85]. So,
the same general conduction equation (Eq. (2.3) or Eq. (2.1)) is valid, but one (or
more) of the boundary conditions (2.4-2.8) is unknown. For example, the outward
heat flux q2 is unknown and has to be determined, as shown in Fig.2.2. Some
points of the temperature field in the object’s interior or on its boundary surfaces
are known by measurements: T1, T2 and T3 in Fig.2.2. However, the outward heat
flux q2 cannot be calculated directly from this problem statement, because IHCPs
are typically ill-posed. This means that the existence, uniqueness and stability of
their solutions cannot be assured [80]. Hence, an IHCP has to be solved using
some kind of numerical technique, where the unknown boundary conditions are
estimated while minimizing a functional. This functional can be written as:
J = n∑
i=1 [Tcal,i − Yi]2 (2.9)
This functional contains the difference between the measured temperatures Yi
and the calculated temperatures Tcal,i at the same coordinates from the IHCP so-
lution. Notice that for transient IHCPs, there is also an initial condition next to the
boundary conditions. This initial condition can also be an unknown.
2.2.3 The need for regularization
Temperature measurements contain noise. Inverse problems are ill-posed, which
means that the solution to the problem does not depend continuously on the input
temperatures [86]. So as a result, direct methods do not give stable approximations
of the desired functions. Unless special methods are used, even small perturbations
in the measurement data may completely destroy the solution [72, 80]. The exact
calculated data from a direct conduction problem will be a perfectly smooth and
continuous function at the measurement locations, as expected by the nature of
the heat equation. However, for measured data this will not be a smooth function
because they contain random error measurements, both in space and time. There-
fore ill-posed problems are regularized: replaced by a nearby well-posed prob-
lem to obtain a stable solution [87]. A regularization method is based on some
approximation process, and seeks to balance the approximation error versus the
propagated data error [88]. For example, the least-squares method can be viewed
as a very simple form of regularization. In [89], Hadamard was cited: ”Any solu-
tion of an inverse problem only achieves a compromise between data errors due to
measurement noise and deterministic errors resulting from the unavoidable stabi-
lization of the solution. Therefore, the solution quality depends on the algorithm














Figure 2.2: Inverse heat conduction problem in a cube with diverse boundary
conditions
used and its tuning parameters.” So to solve a specific IHCP, it is very important to
chose the correct solution algorithm and regularization method to obtain a mean-
ingful and stable solution. There exist different regularization methods, but the
most frequently found in literature to solve an IHCP are: Tikhonov regularization
and iterative regularization. Regularization involves introducing additional infor-
mation to the problem to stabilize an ill-posed problem or prevent overfitting. This
information is usually of the form of a penalty for complexity, such as restrictions
for smoothness. Many regularization techniques correspond to imposing certain
prior distributions on model parameters. Tikhonov regularization allows a form of
optimal tuning on the sensitivity of the solution to input data errors. It is obtained
by a trade-off between the residual norm of the least squares (i.e. the functional
J in Eq. (2.9)) and some desirable property resulting from a penalty term on the
profile of the solution (e.g. the norm of the solution). So a new functional is cre-
ated, with a regularization parameter λ and the two previously mentioned terms,
for which a new solution needs to be calculated. The new functional is:
J = n∑
i=1 [Tcal,i − Yi]2 + λ( n∑i=1 [v]2) (2.10)
with v: the unknown for which the IHCP is solved (e.g. the heat flux)
This is a Tikhonov regularization of the 0-th order. If the second derivative of
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the unknown function is used as penalty term, it is called a Tikhonov regularization
of the second order. The zeroth order regularization controls the fluctuations of the
profile of the solution, the second order guarantees the smoothness of the solution.
In an iterative regularization no regularization parameter λ has to be deter-
mined. The damping of the instability is based on viscous properties of the nu-
merical optimization algorithm. Iterative regularization methods such as gradient
methods generate regularizing families of operators. So it is possible to choose
a stable approximation of the unknown solution from the corresponding iterative
sequence. As the number of iterations increases, an inverse problem solution can
worsen, gradually losing its smooth character. Any waviness appearing in the es-
timated values will gain in strength as fast as the increasing fluctuating errors.
Therefore it is suggested to halt the iterative process at a specific iteration. If the
iterations are stopped based on the residual criterion, these methods are regular-
ization algorithms, thus they give stable approximate solutions whose accuracy
increases steadily as the errors of the input data are reduced. The stopping crite-
rion is thus the regularization parameter and is determined with the discrepancy
principle. So a too high stopping criterion would result in a solution in which a
significant part of the noise remains, making the solution unphysical. A stopping
criterion that is too low can cause removal of relevant parts of the data along with
the noise, resulting in a very smooth but false solution.
2.3 Literature survey on IHCP
Various solution methods for diverse IHCPs are found in literature. A short over-
view is necessary to justify the choice for the method used in this work. Because
of the great diversity of IHCPs, a classification of IHCP solution methods used in
literature for diverse methods would be a good guide. A classification can be made
on the following criteria:
• time condition: transient or steady state problem
• type of mathematical problem: linear or non-linear
– linear problem: the thermal properties of the material are assumed to
be temperature independent
– non-linear problem: the thermal properties are temperature dependent.
This is often assumed if there are large temperature variations in the
studied object
• dimension in space: one-, two- or three-dimensional problem
• specification of the unknown parameter: IHCPs can be specified to estimate
various unknowns. The different possibilities are the estimation of boundary
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heat fluxes, boundary temperatures, internal heat sources or thermal proper-
ties of the material
• applied numerical technique: a huge diversity of numerical techniques is
used in recent years to solve IHCPs. They each have their advantages and
disadvantages for specific applications. The most important examples are:
– Conjugate Gradient Method (CGM)
– Steepest Descent Method (SDM)
– Tikhonov regularization
– solution procedure based on Boundary Element Method (BEM)
– Neural Networks
– Function Specification Method (FSM)
– Sequential Method
– ...
A short overview on IHCPs in literature with their applications and accuracies
is provided. In order to keep a good overview of the literature survey, it is di-
vided according to the estimated unknown parameter, which is again subdivided
for the dimensions of the studied IHCP. As a conclusion, the different techniques
will be summarized in Tables 2.2-2.4 with their applications. The best numerical
technique for the IHCP in this work is chosen based on this summary.
2.3.1 General solution algorithm
Some works present a general solution method to solve an IHCP for diverse un-
known parameters. Alifanov [90] discussed the general solution of a one-dimensio-
nal transient IHCP with the Tikhonov regularization algorithm in 1972. Later, Al-
ifanov and Artyukhin [86] discussed the construction of an algorithm to solve a
general nonlinear, one-dimensional, transient IHCP. Again, Tikhonov regulariza-
tion is implemented to obtain stable results.
2.3.2 Estimation of boundary heat flux
There are many solution procedures for one- and two-dimensional IHCP found
in literature, but limited studies on three-dimensional IHCPs are available. The
solution of a three-dimensional IHCP is very time-consuming and can require large
to very large amounts of computer memory depending on the solution method [12].
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2.3.2.1 One-dimensional IHCP
Beck et al. [91] compare several solution methods to find an unknown surface heat
flux from a transient one-dimensional IHCP. The work is relevant for both linear
and nonlinear problems. The unknown heat flux is constant in space but not in
time. Seven temperature measurements were taken at one surface to estimate the
heat flux, but the average of these temperature measurements was taken as one
temperature measurement at each time step, which indicates that the heat flux is
only variable in time. The following conclusions were drawn:
• the function specification method (FSM) gives accurate results and is com-
putationally efficient
• the iterative regularization method with conjugate gradient as specified by
Alifanov [92] and the zeroth-order Tikhonov regularization method give
comparable results. However, the computation time for the Tikhonov regu-
larization is a factor 2 to 4 times larger.
• all three methods give excellent and very similar results
Beck et al. [91] comment on the iterative regularization method (the conjugate
gradient method (CGM) in this case). It is a whole domain method, which means
that all heat fluxes are simultaneously estimated for all times and/or positions. It
has two advantages:
• rigorous mathematical implementation
• very generally applicable
Pourshaghaghy et al. [10] investigated other whole domain solution methods
than the CGM to solve transient one-dimensional IHCPs, namely the Variable Met-
ric Method (VMM). Four different versions of VMM are evaluated for accuracy
and efficiency in the estimation of a heat flux in an IHCP. These methods have a
resemblance with the CGM, but are based on matrix operations. The results with
VMM do not show any significant improvement in accuracy, and VMM has the
same weakness as all IHCP algorithms: it performs weakly in estimating the heat
flux with a sudden or sharp step, as can be seen in Fig.2.3.
Wikstrom et al. [72] proposed a solution for a one-dimensional, nonlinear, tran-
sient IHCP, based on three thermocouple measurements inside a steel slab to esti-
mate the surface temperature as well as the surface heat flux. Because of the high
oven temperatures and the oxidation of the slab, it was impossible to measure sur-
face temperatures. A Fourrier Transform method was used as solution procedure,
which is based on the idea of rewriting the original partial differential equation
as a system of ordinary differential equations. Lesnic et al. [93] also analyzed a
one-dimensional, linear, unsteady IHCP in a slab. Temperature measurements in
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damp out the destructive eﬀects of random noises in
data. According to Ozicik [2], stopping criteria in the
iterative regularization for a constant value of noise
amplitude is given by
fj j6K M  A2; ð22Þ
where K and A are total number of sensors and noise
amplitude respectively, while M is the total number of
time steps. Our experience showed that continuing iter-
ations until the | f | is reached half the level given by right
hand side of Eq. 22 would yield more accurate results.
4 Numerical results
A ‘‘numerical experiment’’ is performed in which a
known heat ﬂux is exposed to one of the surfaces (active
surface) of a ﬂat plate (Fig. 1). On the opposite surface,
which is assumed to be insulated, a single temperature
sensor is placed (K=1). The plate is assumed to be made
of Aluminum having a thickness of 1 cm. The calculated
temperature at sensor location is used as temperature
data to be used in IHCP. The direct heat conduction
calculation, Eq. 1 is performed using the implicit ﬁnite
diﬀerence scheme. The time step used for direct calcu-
lations was 0.01 s, while the time interval for ‘‘data
gathering’’ was 0.1 s.
Two forms of temporal behaviors were assumed for
the exposed heat ﬂux, i.e., triangular and rectangular (or
pulsed). In the triangular form, heat ﬂux increases from
zero to a maximum value for a duration of 25 s. This is
immediately followed by a declining to zero for next
duration of 25 s. Thus, total number of unknowns
(dimension of heat ﬂux vector) is equal to 500, which
makes the optimization a ‘‘large size’’ problem.
Using each one of the four versions of the VMM,
discussed previously, the triangular heat ﬂux was esti-
mated; but due to the fact that results obtained by the
four methods matched very closely, only the results by
the DFP method are presented in Fig. 3. The initial
guess and the convergence criteria for all three methods
were identical; unity being for the former and
~rf
 65 106 for the latter. Figure 4 compares the
rate of decay of ~rf
  towards zero for the four methods
under consideration. The rate of reduction of the
objective function f during each VMM cycle is depicted
in Fig. 5 as well.


































Fig. 7 Predicted rectangular heat ﬂux (pulse) using non noisy data
















Fig. 8 Reduction history of the objective function in rectangular
ﬂux case
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Figure 2.3: Comparison between real and predicted rectangular heat flux (pulse)
using non noisy data for two different VMMs [10]
time were taken at an arbitrary location in the slab. The temperature and the heat
flux o the inaccessible bou dary were determined. The least squares regulariza-
tion and energy method have been introduced into the boundary element method
(BEM) formulation to solve this problem. A good table estimation of t mpera-
ture and heat flux was obtained. The constraint which is minimized, depended on
a parameter of which the selection was more natural and easier to i plement than
the choice of the regularization parameter λ.
Deng and Hwang [85] also studied a transient one-dimensional and nonlinear
IHCP. They deviated in their solution meth d from ost other studies and used
a data fusion technique. Kalman filtering (p rametric method) was coupled to a
neural network (information theoretic method). A Bayesian regularization method
was applied. The proposed method seemed capable to predict the unknown para-
meters as heat flux and temperature in IHCPs with an acceptable error tolerance.
The practical application of the estimation of temperatures and heat fluxes in a
multi-layer gun barrel was considered as a one-dime sional t ansient IHCP by
Chen et al. [73]. They developed an algorithm based on a regression model and a
Kalman filter.
From these one-dim nsional ex mples it is clear hat there exists a wide range
of solution techniques for one-dimensional IHCPs.
2.3.2.2 Two-dimensional IHCP
Alifanov and Kerov [92] improved their technique developed on one-dimensional
IHCPs [86] to solve a transient two-dimensional IHCP for a hollow cylindrical
body. The goal was to recover the unsteady external heat flux on the outside of
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the cylinder. They used the conjugate gradient method (CGM) with the discrep-
ancy principle as regularization criterion. The developed CGM algorithm is an
iterative regularization technique. They stated that the conjugate gradient method
has better characteristics to solve ill-posed inverse problems, compared to the sim-
ilar steepest descent method (SDM). Prud’homme and Nguyen [94] investigated
the iterative regularization character of the CGM. They stated that CGM is one of
the most stable algorithms, even without a Tikhonov regularization implemented
and proved how the stabilizing effect is built in this iterative minimization pro-
cess. Next they solved a transient two-dimensional IHCP using the CGM with an
implicit control volume approach. The low frequency structure of the heat flux
is revealed after only a few iterations, the high frequency components are recov-
ered much later, which is due to the diffusive nature of the equations in the CGM.
This makes it possible to obtain an acceptable prediction for an unknown heat
flux from noisy data (i.e. the high frequency). Notice that their conclusion was
made for a heat flux variation in time. There is no statement made on a variation
of the heat flux in space. Yang and Chen [95] applied the CGM to a transient,
two-dimensional inverse heat transfer problem (IHTP). This means that both con-
duction and convection were considered. Both temperature and heat flux were
estimated, and excellent results were obtained.
Bahbahani-nia and Kowsary [96] solved a transient, two-dimensional, linear
IHCP to estimate an unknown boundary heat flux. A sequential function spec-
ification method in combination with the BEM was used. This method is only
applicable to transient IHCPs.
While all previously mentioned studies focused on transient IHCPs, Cialkow-
ski et al. [97] investigated a steady state, two-dimensional IHCP. The finite element
method (FEM) without the continuity postulate (i.e. continuity of the approximate
solution on the neighboring cells) was used as solution method. There can be
discontinuity in energy or discontinuity in temperature, but also in entropy pro-
duction and energy dissipation. Minimizing the discontinuities (multiplied with a
factor) forms new criteria for finding the approximate solution of the heat conduc-
tion problem. The solution method is based on the minimization of the heat flux
difference in the domain, and minimizing the discontinuity was used as regulariza-
tion. This method gives good results, even better than the Tikhonov regularization,
for which it is sometimes difficult to find a proper value for the regularization
parameter.
2.3.2.3 Three-dimensional IHCP
Alifanov and Nenarokomov [71] suggested an iterative regularization method to
solve a three-dimensional, transient and nonlinear IHCP. They recovered the time
and space dependent boundary heat flux at one boundary surface of a three-dimen-
sional shape. However, the studied three-dimensional shapes are simple in form,
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they are canonical: slab, cylinder and sphere. The iterative regularization method
is based on a gradient method (as the CGM), combined with the principle of the
residual minimization. Alifanov’s method gives good results in time and space.
Mind however that a heat flux distribution in space was limited: it was induced in
only one point of the surface, while the largest errors appear at a step change of
the heat flux. It was also mentioned that the majority of the solution algorithms for
IHCPs are applicable to linear inverse problems, but mostly not to non-linear prob-
lems. Haghighi et al. [79] also handled a transient three-dimensional IHCP with
the CGM. The unknown boundary heat flux on functionally graded plates was esti-
mated. The authors emphasized the regularizing character of the CGM, and find it
a very powerful method to solve an IHCP. FEM was used as solution procedure in
the CGM. The IHCP in the functionally graded plate is called three-dimensional
but the plate is very thin in the third dimension compared to the other dimen-
sions, and thus seems more like a two-dimensional problem. Another example of
the CGM as solution method for three-dimensional IHCPs was illustrated in the
work of Chen and Yang [11]. The heat flux at an electronic packaging/heat-sink-
assembly interface was estimated, as depicted in Fig.2.4. The problem is treated as
linear and transient. The electronic packaging, which was simulated as a rectan-
gular beam, is again a basic three-dimensional shape. A spatial varying sinusoidal
three-dimensional heat flux profile had to be estimated at the interface. The results
indicate that CGM can reconstruct a spatial varying heat flux of sinusoidal form
accurately, even for temperature measurement errors of 2.5%. Some of the results
of the latter study are shown in Fig. 2.5. The used calculation grid was more dense
were the heat flux is higher, because of the steeper temperature gradients there.
2. ANALYSIS
2.1. Direct Problem
To illustrate the thodology for developing expression to determine the
unknown space- and time-dependent heat transfer rate at the chip-packaging=
heat-sink assembly interface, we consider the following three-dimensional, time-
dependent heat transfer problem of an electronic chip packaging, as shown in
Figure 1. Here, a chip is located at the center of the bottom surface of the packaging,
while the packaging=heat-sink interface is on the top surface; the rest of packaging
surface is then presumed adiabatic. The material of the packaging is assumed to be
homog neous, wi all its thermal properties being constant. To thi end, the govern-
ing equation and the associated boundary and initial conditions for this heat transfer
problem can then be written as [23]
Governing equation
q2Tðx; y; z; tÞ
qx2
þ q
2Tðx; y; z; tÞ
qy2
þ q








1. at z¼ 0:
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¼ q2ðx; y; tÞ ðunknownÞ ð3Þ
Figure 1. Geometry and the coordinate system.
































Figure 2.4: Case studied by Chen and Yang [11]. The heat flux q2 is estimated
based on temperature readings in the packaging. Only the IHCP in the packaging
was solved
44 CHAPTER 2
Similar level of agreement between the estimated and exact quantities is also present
at all other time steps, which are not shown here.
In order to demonstrate the capability of the presented methodology in obtain-
ing an accurate estimation no matter how complex the unknown function, we consider
another case of q2ðx; y; tÞ derived from the following interface temperature profile.




pÞð1 e0:1tÞ þ Ts K




pÞð1 e0:1tÞ K; 0:01  x  0:015m
Ts ¼ 0 elsewhere ð36Þ
Figure 6. Quantitative comparison between the exact and the inverse temperature distributions near the
electronic chip at two different time steps. (a) t¼ 1 s and (b) t¼ 9 s, with ~q02 ¼ 1.0 104 Wm 2 and r ¼ 0:0.
Figure 7. Quantitative comparison between the exact and the inverse packaging=heat-sink interface heat
transfer rates and the temperature distributions at the measurement positions at t¼ 9 s with ~q02¼ 1.0 104
Wm 2 and r ¼ 0:01: (a) Heat transfer rate distributions and (b) temperature distributions.
































Figure 2.5: Comparison between the exact and inverse heat transfer rates and
temperature distributions at the interface for a temperature measurement error of
2.5% [11]
Loulou and Scott [12] chose the CGM to solve a transient nonlinear three-
dimensional IHCP, in which severely non-uniform and highly transient heat fluxes
had to be reconstructed. They found that the CGM gave relatively correct results
(2.4% error on the heat flux for errorless temperature measurements), even for a
step change of the heat flux in time. They also emphasized the robustness and sta-
bility of the CGM. An example of their results is given in Fig.2.6. Gross et al. [98]
considered a three-dimensional IHCP in a falling film experiment. The transient
heat flux at the inaccessible film side of a foil is determined from infrared ther-
mography data. The IHCP was also solved with the CGM and gave good results.
Heydari and Farhanieh [99] compared the CGM with the Levenberg-Marquardt
method (LM) for a transient, linear, three-dimensional IHCP on a hollow cylinder.
The gas temperature at the inside of the cylinder was estimated and the conclusion
was that CGM performs better than LM for both CPU time and accuracy.
The steepest descent method (SDM) has resemblances with the CGM. Mulc-
ahy et al. [100] used the SDM to solve a transient, three-dimensional IHCP. The
heat flux at the inner surface of a tube was reconstructed from temperature mea-
surements on the outer tube surface with an infrared camera. The limited thickness
of the tube and the applied boundary conditions simplified the three-dimensionality
of the studied case. Satisfying results were obtained, but there was a relatively
large error (± 15%) on the calculated heat flux after a sudden step change for the
heat flux value in time.
Kim et al. [101] studied a three-dimensional transient IHCP to retrieve a heat
flux varying in space and time at one boundary surface. A sequential gradient
method was used, combined with a function specification which is used as reg-
ularization. The function specification is necessary to get a smooth and stable
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Test case 3: To show the application of 3-D inverse heat
conduction algorithm we present a third test case. This
example solves the same problem presented in Huang’s
[13] paper. The measured temperatures are collected on
the internal surface of the half cylinder i.e. S(r0, /, z). The
example consists in step space variation following / and z
and a linear variation versus time. The recovered time and
/ evolution is presented in Fig. 12. The recovered time and
z evolution is presented in Fig. 13. This estimation is
performed without adding any noise to the exact data the
estimation error in this case is equal to 0.0%.
The recovered heat flux at t = tf/4 and t = tf/2 are
presented in Figs. 14, 15, 16, and 17. The computed surface
heat flux fit the exact heat flux profile in satisfactory way.
Comparison between FSM1 and IRM2: As a first compar-
ison between the iterative regularization method [5] and
function specification method [3], we present here the
Fig. 14. Heat flux evolution versus (/, z) at t = tf/4
Fig. 15. Heat flux evolution versus (/, z) at t = tf/2
Fig. 12. Heat flux evolution versus time and /
Fig. 13. Heat flux evolution versus time and z
Fig. 16. Recovered heat flux using exact data at t = tf/2, Qmax = 8000






results obtained with our algorithm using the test case
developed in Ref. 15. This example is based on the esti-
mation of heat flux in a three dimensional unsteady
inverse problem. The geometric model of this study is
presented on Fig. 1a. To be in the same configuration,
temperature measurements are assumed to be collected at
the back surface of our half cylinder i.e. at r = r0 instead of
r = r1. A delta Fourier number (dimensionless time step)
based on the sensor depth and characterizing the difficulty




where . ¼ r1  r0 ð26Þ
which gives different values in the same range as those
presented in Ref. 15 i.e. DFo 2 ½0:01 ! 0:1: In our case,
the presented results are obtained with DFo = 0.03. The
obtained results in both cases (exact and noisy data) show
the efficiency of the developed algorithm and its capabil-
ities to reduce the error amplification. The concluding
remarks on the first comparison step agree with the ob-
servations reported by Beck [22] et al. in the sense that the
two methods give similar and excellent results. However,
the function specification method is conceptually simpler
but more computationally time consuming than the iter-
ative regularization method. In the IRM method, only
three problems (direct, adjoint, and variations) are solved
at each iteration although iteratively due to the non-lin-
earity of the problem. On the other hand the FSM requires
the resolution (iteratively) of the direct problem and sev-
eral variation problems depending on the spatial repre-
sentation of the unknown heat flux at each time step. The
influence of the non-dimensional time step DFo is under
investigation and the comparison will continue to establish
the domains where each of the two methods is more
effective.
The next step of this work will be the use of the parametric
representation of the unknown heat flux to be recovered
[5], the comparison with the function specification method
[3] developed in Ref. 1, 2, and the incorporation of real
temperature measurements. The parametric representa-
tion also is used to address the relation between the
number of parameters and the optimal number of
measurements to perform an accurate estimation.
7
Concluding Remarks
The objective of the present work was to show the appli-
cation of conjugate gradient method coupled to the iter-
ative regularization method for estimating
three-dimensional heat flux by using a non-linear heat
conduction model. This study was accomplished through
the use of adjoint problem to compute the gradient com-
bined with the conjugate gradient algorithm to minimize
the residual functional. The algorithm was successfully
implemented and relatively correct results were obtained
in both cases i.e. with and without noisy additional mea-
surements. The resolution utilizes simulated temperature
readings obtained from infrared scanners.
Series of numerical simulations were performed to
underline the robustness and stability of the developed
method. It was shown that even for the step time variation
(the most difficult case) the obtained results are still in the
range of the desired estimation error. The advantage of this
approach lies in the obtained stabilized solutions. Further
numerical verification tests will be conducted to show the
efficiency of this algorithm in the presence of high and low
time and space frequencies in the heat flux evolution.
Comparison between specification method and iterative
regularization method remains under investigation and
advanced numerical and experimental tests will be analyzed.
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Figure 2.6: Some results from the work of Loulou and Scott [12]: comparison
between the heat flux recovered from exact data (a) and the heat flux recovered
from noisy data (b)
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solution. It was noted that three-dimensional IHCPs require a lot of temperature
readings at one time step because of the large numbers of unknowns. Therefore
infrared thermography was used. The studied three-dimensional body was again
a relatively basic shape: a beam with small thickness to length ratio. A finite vol-
ume method (FVM) was used to solve the partial direct problems in the sequential
gradient method. The results showed that discontinuities in heat flux gave larger
inaccuracies, but still with an acceptable error. This is thus a promising method
to solve inverse problems. Luttich et al. [89] reconstructed time-dependent and
spatially unknown heat fluxes for two- and three-dimensional IHCPs. The IHCP
is solved in the frequency domain by deriving a state-space model. The solution
is based on matrix calculation, so the coefficient matrix of the problem has to be
determined. The method has a good performance and can also be applied to steady
state problems.
2.3.3 Estimation of heat transfer coefficient
If IHCPs are solved to estimate local heat transfer coefficients at a boundary, this
is often done in steady state. The reason for this will be explained later. Chen et
al. [13] studied local heat transfer coefficients over a plate fin with a very small
thickness using a steady state two-dimensional IHCP. They only performed a very
small amount of temperature measurements with thermocouples and divided the
fin in seven subregions, each connected to a different temperature measurement
(Fig. 2.7). The least squares method coupled with a finite difference method was
used as solution method. The heat transfer coefficient was assumed to be constant
in each subregion, which is a not so accurate simplification. The results were only
used to determine fin efficiency (thus a mean value of heat transfer coefficient is
necessary) and the temperature field in the plate fin. Taler [102] estimated heat
transfer coefficients at a tube wall. He solved the steady state two-dimensional
IHCP with two different methods: Levenberg-Marquardt for a non-linear problem,
matrix decomposition for a linear problem. Both methods are suitable to solve the
problem and yield very similar results.
2.3.4 Estimation of a heat source
Wang et al. [103] described the SDM and CGM as solution procedures for IHCPs.
SDM and CGM are function estimation problems: there is no prior information on
the functional form of the estimated quantity. A heat generation source is estimated
in a one-dimensional transient IHCP. The numerical test results showed that CGM
gives good results for linear as well as nonlinear problems. The largest errors are
for sharp peaks or sudden changes in heat generation. CGM was also the subject
of the work of Park and Chung [104]. A heat source was estimated in a transient
two-dimensional IHCP. Two types of CGM are investigated: the adjoint variable
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Ay et al. [7] performed an experimental study with the
infrared thermovision to monitor the temperature distri-
bution on a plate-ﬁn surface inside the plate ﬁnned-tube
heat exchangers, and then the local heat transfer coeﬃ-
cients on the tested ﬁn can be determined using the ob-
tained experimental temperature measurements. Huang
et al. [14] applied the steepest descent method and a gen-
eral purpose commercial code CFX4.4 to estimate the
local heat transfer coeﬃcients for the plate ﬁnned-tube
heat exchangers based on the simulated measured tem-
perature distributions on the ﬁn surface by infrared ther-
mography. However, the diﬀerence of the local heat
transfer coeﬃcients in the wake and frontal regions of
the tube and the ﬁn eﬃciency on the ﬁn inside the plate
ﬁnned-tube heat exchangers were not shown in the
works of Ay et al. [7] and Huang et al. [14]. Sometimes,
it is maybe diﬃcult to measure the temperature distribu-
tions on the ﬁn of plate ﬁnned-tube heat exchangers
using the infrared thermography and the thermocouples
for some practical heat transfer problems. Under the cir-
cumstance, the present scheme can be introduced for
such problems.
The inverse analysis of the present study is that the
whole ﬁn area is divided into several analysis sub-ﬁn re-
gions and then the ﬁn temperatures at these selected
measurement locations are measured using K-type ther-
mocouples. Afterwards, the ﬁnite diﬀerence method in
conjunction with these temperature measurements and
the least-squares method is applied to predict the aver-
age heat transfer coeﬃcients on these sub-ﬁn regions.
Furthermore, the average heat transfer coeﬃcient on
the whole plate ﬁn h and the ﬁn eﬃciency can be ob-
tained for various frontal air speeds under the given
conditions of the ambient temperature and the tube
temperature.
The advantage of the present study is that the gov-
erning diﬀerential equations for the airﬂow do not need
to be solved. In this study, the eﬀect of the temperature
diﬀerence between the ambient temperature and the tube
temperature on the estimation of the h value will be
investigated. The computational procedure for the esti-
mates of the heat transfer coeﬃcients on each sub-ﬁn re-
gion is performed repeatedly until the sum of the squares
of the deviations between the calculated and measured
temperatures becomes minimum.
2. Mathematical formulation
The schematic diagram of the one-tube plate ﬁn heat
exchanger is shown in Fig. 1. Fig. 2 shows the physical
model of the two-dimensional thin plate ﬁn inside a
one-tube plate ﬁn heat exchanger, where ro, L and d de-
note the outer radius of the circular tube, the side length
of the square plane ﬁn and the ﬁn thickness, respectively.
The circular tube is located at (L/2,L/2). To and T1
respectively denote the surface temperature of the circu-
lar tube and the ambient temperature. Owing to the thin
ﬁn behavior, the temperature gradient in the z-direction
(the ﬁn thickness) is small and the ﬁn temperature varies
only in the X- and Y-directions. The ‘‘insulated tip’’
assumption can be an adequate approximation provided
that the actual heat ﬂux dissipated through the tip is
much smaller than the total heat ﬂux drawn from the
base wall. It can be found from the works of Jones
and Russell [4], Saboya and Sparrow [5], Rosman
et al. [6] and Ay et al. [7] that the heat transfer coeﬃcient
on the ﬁn inside the plate ﬁn heat exchangers is very
non-uniform. Thus the heat transfer coeﬃcient h(X,Y)
in the present study is also assumed to be non-uniform.
The heat transfer coeﬃcient on the ﬁn inside a plate
ﬁnned-tube heat exchanger can be estimated provided
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Fig. 2. Physical geometry of two-dimensional plate ﬁn with a
circular tube.
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Figure 2.7: The plate fin subdivided in seven subregions with the placement of
thermocoupl s as done by Chen t al. [13]
method and the direct differentiation method (DDM). The adjoint variable method
is widespread in literature and most w ll-known type f CGM. For the DDM, the
continuous heat source function is converted into a set of discrete variables with
linear basis functions. The number of basis functions used in the DDM defines how
many partial differential equations need to be solved, and thus also the calculation
time. The adjoint variable method has an advantage in computational time. If
here s an error on the te perature measurements, the adjoint variable method
shows some oscillatory behavior, but the DDM predicts more accurate profiles (in
time) without noisy oscillation. However, it becomes very difficult to use DDM if
the number of temperature measurements is high. The n mb r of basis functions
depends on the form of the estimated heat flux function: for higher accuracy, the
number of basis functions has to be increased. Park and Chung [104] also made an
interesting remark concerning the temperature measurement location with regard
to the heat source: the more the measurement sensor approaches the heat source
location, the higher the accuracy. The sensitivity of the temperature field with
respect to the heat source increases as the distance between measurement location
and heat source decreases.
Chen et al. [105] solved a transient, two-dimensional IHCP using CGM with
the discrepancy principle. The goal was to estimate the unknown heat genera-
tion at the interface of cylindrical bars during a friction process. It is actually a
three-dimensional problem that was reduced to a two-dimensional by using ax-
isymmetry. Only one internal temperature measurement point was used. The
computational grid was denser close to the heat generation surface, because of the
steeper temperature gradient. The location of temperature measurements or initial
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guess for heat generation had no influence on the solution. Neto and Ozisik [14]
proved that the CGM is very efficient method to solve IHCPs. The CGM was used
to solve a transient linear two-dimensional IHCP in which a time-dependent line
heat source is estimated by one temperature measurement. The heat source is only
time-varying, but uniform in space. Accurate results were obtained. They also
mention that functions with a step change or sharp corner are generally the most
difficult cases to recover with an inverse analysis, as seen in Fig.2.8.
Figure 2.8: Results from Neto and Ozisik [14]. Effects of moving the heat source
to the center of the sample and of changing the standard deviation of the
measurement errors. Left: source close to the boundary; Center: source at the
center; Right: source at the center for smaller temperature measurement error
2.3.5 Estimation of thermal properties
Chen and Lin [106] proposed a hybrid numerical algorithm of the Laplace trans-
form technique and the control-volume method to simultaneously estimate the
temperature-dependent thermal conductivity and heat capacity from temperature
measurements inside the material using a transient one-dimensional nonlinear in-
verse calculation. Good estimates of the thermal properties were obtained. Kim
et al. [107] converted a transient one-dimensional nonlinear IHCP to a parameter
estimation problem that determines the unknown coefficients of the thermal con-
ductivity function. They developed an integral approach to estimate temperature-
dependent thermal conductivity without internal measurements. Their approach
was verified with several examples. Yang [108] also solved a transient one-dimensional
nonlinear IHCP to determine the temperature-dependent thermal conductivity from
temperature measurements taken at one boundary. An iterative approach based on
a gradient method and linearization method was used to solve a set of nonlinear
equations in which the undetermined thermal conductivity is denoted as the un-
known. The results confirmed the validity of the proposed method. Huang and
Yan [109] used the CGM to simultaneously estimate the temperature-dependent
thermal conductivity and heat capacity per unit volume of a material. Excellent
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estimations on the thermal properties are obtained when a good initial guess of
either thermal conductivity or heat capacity is provided.
2.3.6 Huang’s work on SDM and CGM
Examples in open literature of three-dimensional inverse problems for an irreg-
ular domain are scarce. Huang published numerous studies on two- and three-
dimensional IHCPs. He successfully developed a technique in which an inverse
algorithm is coupled with a commercial code by means of data transportation.
This is powerful technique to solve general three-dimensional inverse heat transfer
problems. Commercial codes can calculate many difficult direct heat conduction
problems. If they are coupled with an inverse algorithm, they could be used to
solve three-dimensional IHCPs. Huang uses CFX4.2 in all his works. Huang and
Tsai [15] solved a linear steady state three-dimensional IHCP using the SDM to
reconstruct heat transfer coefficients on the fin walls of a fin and tube heat ex-
changer (Figure 2.9) from plate fin surface temperature measurements. Although
no real temperature measurements were done, he suggested infrared thermography
to measure the plate fin surface temperatures. The results showed the difficulty
to estimate the local heat transfer coefficients accurately near the tube passage
through the plate fin. Some results are shown in Fig.2.10. For a standard devia-
tion of 0.1 °C on the temperature measurements, there is a mean error of 5.92%
on the local convection coefficient estimation. This error increases to11.72% for a
standard deviation of 0.4°C. This work was extended by Huang and Tsai [110] to
a transient three-dimensional IHCP for the same plate fins.
Huang and Cheng [6] estimated the heat generation rate
of chips on a PC board. More recently, Huang and Lee
[7] applied the algorithm to a 3-D optimal control
problem. We should note that all of those applications
are 3-D problems, this implies that the algorithm is
powerful since the three-dimensional inverse problems
are still limited in the open literature.
The objective of the present study is to utilize the
technique of steepest descent method (SDM) [8] together
with commercial code CFX4.4 in estimating local con-
vective heat transfer coeﬃcients of ﬁnned surfaces for
the 3-D plate ﬁnned-tube heat exchangers based on the
simulated temperature measurements by infrared ther-
mography.
The SDM has great potential in solving three-
dimensional inverse problem. It derives basis from the
perturbational principle [8] and transforms the inverse
problem to the solution of three problems, namely, the
direct problem, the sensitivity problem and the adjoint
problem, which will be discussed in detail in the text.
2. Direct problem
To develop the methodology for use in determining
the local convective heat transfer coeﬃcients on the ﬁn
surface, we consider the following three-dimensional
inverse heat conduction problem. A typical plate ﬁnned-
tube heat exchanger is shown in Fig. 1. The plate ﬁn
with domain Xðx; y; zÞ is illustrated in Fig. 2a, the
boundary surface on Si, i ¼ 1–6, are subjected to a
convective condition with prescribed heat transfer co-
eﬃcient hðSiÞ, i ¼ 1–6, where i ¼ 1–4 represent the edge
boundaries while i ¼ 5 and 6 indicate the top and bot-
tom surfaces, respectively. The heat transfer coeﬃcient
hðSiÞ could be function of temperature in the present
study. The tube boundary surfaces on Si, i ¼ 7–15, are
subjected to a prescribed temperature condition
T ¼ T ðSiÞ, i ¼ 7–15. Here k is the thermal conductivity
of ﬁn.
The formulation of this three-dimensional steady-









¼ 0; in Xðx; y; zÞ ð1aÞ
k oT ðS1Þ
ox
¼ hðS1ÞðT1  T Þ; on fin surface S1 ð1bÞ
k oT ðS2Þ
ox
¼ hðS2ÞðT  T1Þ; on fin surface S2 ð1cÞ
k oT ðS3Þ
oy
¼ hðS3ÞðT1  T Þ; on fin surface S3 ð1dÞ
k oT ðS4Þ
oy
¼ hðS4ÞðT  T1Þ; on fin surface S4 ð1eÞ
k oT ðS5Þ
oz
¼ hðS5ÞðT1  T Þ; on fin surface S5 ð1fÞ
k oT ðS6Þ
oz
¼ hðS6ÞðT  T1Þ; on fin surface S6 ð1gÞ
T ¼ T ðSiÞ; on tube surfaces; i ¼ 7–15 ð1hÞ
Nomenclature
J ½hðSiÞ functional deﬁned by Eq. (3)
J 0½hðSiÞ gradient of functional deﬁned by Eq. (15)
k thermal conductivity
PnðSiÞ direction of descent deﬁned by Eq. (5)
T ðXÞ estimated temperature
DT ðXÞ sensitivity function deﬁned by Eq. (6)
Y ðSiÞ measured temperature
Greek symbols
b search step size





Fig. 1. A typical plate ﬁnned-tube heat exchanger.
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Huang and Wang [111] used the same general method for a linear transient
three-dimensional IHCP, in which an unknown boundary heat flux was estimated
in a three-dimensional irregular domain of arbitrary, but relatively thin shape. The
heat flux was estimated at only one boundary surface. However, this time the CGM
was used instead of SDM. Their numerical test cases indicated that the estimates
of heat flux are less accurate near locations of discontinuity (in time). For exact
temperature values, the average error on the estimated heat flux is 5.2%, but in-
creases to 7.1% for an error of 1% on the measured temperature, and to 8.3% for
a temperature error of 2%. Both SDM and CGM proved to be powerful to solve
three-dimensional inverse problems.
Huang applied his method with CGM or SDM to solve three-dimensional tran-
sient IHCPs to several practical applications. Huang and Lo [16] predicted the heat
flux distribution in cutting tools with this method. The heat flux was estimated at
three small surfaces of the actual cutting part: surfaces Sc1−Sc3 in Fig.2.11. These
surfaces are placed orthogonally to each other. The temperature measurements on
surfaces Sm1−Sm4 are also used in the heat flux estimation. Huang et al. [69] used
the SDM again to estimate the applied heat flux on the drilling surface of a drilling
tool. SDM was also used to determine the time-dependent heat flux generated in
rotor and stator for the high speed electric motor [70]. The accuracy of these three
studies are listed in Table 2.1. However, some general remarks on the results of
these studies have to be made. The results are very accurate (see table 2.1) even
for a sinusoidal varying heat flux or a sudden step in the heat flux. An example of
these results is given in Fig.2.12 for the estimation of the heat fluxes on the cutting
surfaces Sc1 − Sc3. The heat flux varies sinusoidal in time and the temperature
measurement error is 1%. However, these heat flux variations are only a function
of time. For each time step, the space-averaged heat flux at each of the studied
boundary surfaces is taken, and these space-averages are used to compare with the
exact solution. There is no mention on the accuracy of estimation on the spatial
distribution of the heat flux on each surface. The accuracy of his method on the
spatial distribution is not checked. It is possible that there is a significant error
on local heat flux on each surface (especially near the edges), but that this is not
noticeable in the spatial averaged heat flux values. Moreover, the simplest spatial
distribution was applied on each surface: a constant heat flux in space. There is
no data available on the accuracy of the method for sinusoidal or step functions of
the heat flux in function of spatial coordinates. This is an important shortcoming
in Huang’s work. For the case of the electric motor, there is a significant error of
5.5% on the heat flux estimations for an exact temperature [70]. This is explained
by the presence of cooling passages in the motor housing, between the outer sur-
face where the temperatures are measured and the inner surface where the heat
fluxes are estimated. These passages block the influence of the internal heat flux
on the temperatures measurements on the outer surface. So the surface tempera-
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tures are not sensitive enough to the corresponding internal heat fluxes. Therefore
it was chosen to work with space-averaged heat flux values over the estimation
surface. This gave better results and smaller errors, which are elected in Table 2.1.
Figure 2.11: The cutting tool studied by Huang and Lo [16]
Huang applied his method also to other inverse problems. Huang and Chen
[112] solved an inverse forced convection problem with the CGM. This gave also
good results. The following two studies are actually two-dimensional but are
placed here as an extension of Huang’s work. Huang and Chao [113] applied
the method with CGM to an inverse two-dimensional geometry problem: the ge-
ometry of a boundary is reconstructed. In this work, the CGM is compared to
the Levenberg-Marquardt Method (LMM). CGM needs less computer time than
LMM. Also the initial guess does not need to be very accurate for CGM, the
number of measurement sensors can be reduced without significant loss of ac-
curacy and it is not very sensitive to measurement errors. However, the estimation
of a discontinuity region is not so accurate. In a follow-up paper, Huang and
Chen [114] used a boundary element method to solve the inverse geometry prob-
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flux and temperatures are calculated as ERRq1 ¼ 3.44%, ERRq2 ¼ 5.5%, and
ERRq3 ¼ 6.12%, with ERRT1 ¼ 2.13%.
It can be seen based on the above numerical results that the estimated heat
fluxes are still reliable when using one surface measurement and considering error
measurements.
Numerical Test Case 2
In order to show the potential of the present algorithm for use in this transient
3-D inverse heat conduction problem, we consider a second numerical test case in
which a complex-shaped tool with a replaceable cutting edge is considered. The
dimensions, geometry, and grid systems for the second test case are shown in
Figure 10.
The number of grids in X1 and X2 is taken as 5,158 and 2,880, respectively. The
total grid number on surface Sci is 118. The measured temperature-extracting loca-
tions are at the grid points. The measurement time period Dt is 1 s and the total
measurement time tf is 27 s, i.e., there are 27 time steps. Therefore there exist a total
of 3,186 unknown discrete heat fluxes in this study.
Figure 8. Exact and estimated average heat fluxes using one measurement surface and r ¼ 5K in the first
test case.
1026 C.-H. HUANG AND H.-C. LO
Figure 2.12: Exact and estimated average heat flux values at the three cutting
surfaces Sc1 − Sc3 for temp rature measurement error of 1 [16]
Cutting [16] Electric [70] Drilling [69]
Heat flux error for dTmeas=0% 1.0% 0.72% 2.3%
Temperature error for dTmeas=0% 0.01% 0.025% 0.1%
Heat flux error for dTmeas=1% 5.0% / 3.4%
Temperature error for dTmeas=1% 1.08% / 0.5%
Heat flux error for dTmeas=2.5% 6.71% 3.0% 6.3%
Temperature error for dTmeas=2.5% 2.2% 1.3% 1.0%
Table 2.1: The error on the estimated values of heat flux and temperature for three
cases studied by Huang
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lem. An important conclusion from this work was that it becomes more difficult to
estimate the boundary coordinates as the distance between boundaries and sensors
increases. This is the corner effect.
2.3.7 Conclusion
The literature survey is summarized in tables 2.2-2.4. Note that most IHCPs are
solved for transient conditions. There is only limited literature available on three-
dimensional, steady state IHCPs and three-dimensional IHCPs to estimate local
heat transfer coefficients. A three-dimensional IHCP is difficult to solve due to the
complexity and high computational cost [101]. The SDM and CGM are the most
frequently used methods to solve three-dimensional IHCPs and proved to be very
powerful and accurate. The CGM is also very suitable for large-scale applications
and discretized higher dimensional problems [88]. Especially Huang’s general
method that combines both techniques with a commercial code, stands out. It has
the advantage that it is applicable to irregular domains and can relatively easily
be adapted from one geometry to another. It can be adjusted to commercial codes
available in the research department. Moreover, developing a numerical method
with a house code is very time consuming. Also, infrared thermography measure-
ments lean themselves perfectly as input temperature measurements for this kind
of method, as was shown by Huang [15]. A method based on Huang’s work seems
to be the best choice for investigating local heat transfer coefficients and heat fluxes
on extended surfaces in three dimensions.


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































2.4 Problem description: inverse problem in a lon-
gitudinal fin
The goal of this work is to develop a methodology to determine fin effectiveness
and local heat transfer coefficients/heat fluxes on extended surfaces. It should be
applicable to real three-dimensional fin setups, and more specifically to cooling
fins for heat sinks and electronics cooling. Therefore the methodology cannot be
completely numerical. It has to be validated and be able to process experimental
measurements to fin effectiveness and local heat transfer coefficient values. It
was already shown that the experimental test cases in this work are limited to
longitudinal rectangular fins for heat sinks. The fundamental experimental test
case of the longitudinal fin was described in the previous chapter. It consists of
a primary surface with a longitudinal fin on it. The fin is observed as a part of
a heat sink: there is unfinned primary surface at both sides of the fin for half the
fin spacing of a heat sink (Fig. 2.13). The IHCP solution method is based on this
fundamental experimental test case. The scaled model with primary surface had
the following dimensions (Fig. 2.13):
• fin:
– length: 0.254 m
– height: 0.142 m
– thickness: 0.005 m
• primary surface:
– length: 0.0254 m
– height: 0.03 m
– thickness: 0.025 m
The primary surface and fin are both made out of aluminum with thermal con-
ductivity k. The value of the thermal conductivity will be determined in Chapter
4.
The model of the primary surface with longitudinal fin is the domain Ω in
which the IHCP is solved. This domain Ω is shown in Fig.2.14 with the indica-
tion of the various boundary surfaces. The boundary conditions imposed on this
domain depend on those of the experimental setup. The choice of these boundary
conditions was explained in the previous chapter. These boundary conditions are,
in consensus with Fig.2.14:
• fin surfaces S1−S5: temperatures are measured (with infrared thermogaphy)
and local convection coefficients have to be determined







Figure 2.13: Model and dimensions of fin and primary surface
• top of the primary surface S6 − S7: same as for S1 − S5
• bottom of primary surface S8: constant heat flux q0 or heat generation Q0
• side walls of the primary surface S9 − S12: adiabatic
• contact surface S13:
– if primary surface and fin are made out of one piece: coupled
– if they are separate pieces: contact resistance
In the following, the primary surface and fin are considered as made out of one
piece, so the coupled condition is used. The problem with contact resistance will
be handled later. Note that the longitudinal fin is thin compared to the length and
height and the flow around the fin is assumed symmetric, so the temperature dis-
tribution and convection coefficients on the long fin sides S4 − S5 can be assumed
to be equal. Due to symmetry, the computational domain Ω could be simplified
by using a symmetry plane. However, it was chosen not to do this, so that test
cases in which the convection coefficient distribution is not symmetric could also
be investigated. If the fin form is adjusted, e.g. by introducing perforations in the
fin, the symmetric condition will also not hold anymore.
The described problem is a three-dimensional IHCP for which the local heat

















Figure 2.14: Domain with the boundary surfaces
onal to each other when adjacent (Figure 2.14). So the problem is highly three-
dimensional and more complex than the three-dimensional problems mentioned
in the literature survey. From the literature survey, it was concluded that Huang’s
method with either SDM or CGM should give the best results to solve the IHCP.
It has the advantage that it can be adapted to other fin shapes or test cases due to
its communication with a commercial code. So, this method was adapted to solve
the described IHCP. The commercial code available in the research department is
FLUENT [66], which is a Finite Volume Method code. So Huang’s procedure also
has to be adjusted to this. The solution procedure of the IHCP for both SDM and
CGM are explained in the following paragraphs.
The local convection coefficients h(Si) on S1 − S7 are the unknowns of the
IHCP. However, it could also be chosen to determine the unknown heat fluxes
q(Si) on these surfaces, because the surface temperatures are known and thus local
convection coefficients h(Si) can be calculated from the local heat fluxes q(Si):
h(Si) = q(Si)
T (Si) − T∞ (2.11)
Note that in this work a short notation is used for functions of h(Si), e.g.:
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Tm(h(Si)) = Tm(Si); Jm(h(Si)) = Jm(Si); Pnm(h(Si)) = Pnm(Si) (2.12)
The IHCP for estimating the unknown q(Si) will be discussed later. The tem-
perature profiles on surfaces S1−S7 are measured by infrared thermography. These
temperature measurements are denoted as Ym(Si) (m=1-Mi) where Mi is the total
amount of measurement points over the surface Si. By solving the IHCP, the con-
vection coefficients h(Si) are estimated based on these temperature measurements
Ym(Si), by minimizing the functional:
J [h(Si)] = 7∑
i=1
Mi∑
m=1 [Tm(Si) − Ym(Si)]2 (2.13)
in which Tm(Si) are the computed temperatures at the measurement locations
from the direct problem solution with the estimated convection coefficients h(Si).
2.4.1 The direct problem
The IHCP would be a direct problem if the convection coefficients h(Si) at the
boundary surfaces S1 − S7 are known, instead of the temperatures. Then the tem-
perature field in Ω can be calculated. The direct conduction problem for the do-







= 0 in Ω(x, y, z) (2.14a)
with the following boundary conditions:
−k ⋅ ∂T
∂n
= h(Si) ⋅ (T − T∞) on Si(i = 1 − 7) (2.14b)
−k ⋅ ∂T
∂n
= 0 on Si(i = 9 − 12) (2.14c)
−k ⋅ ∂T
∂n
= q0 on S8 (2.14d)
−k ⋅ ∂Tfin
∂n
= −k ⋅ ∂Tprimary
∂n
on S13 (2.14e)
This direct conduction problem is solved using FLUENT.
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2.4.2 Steepest Descent algorithm
The SDM is an iterative algorithm that is used to estimate the local heat transfer
coefficients h(Si) on the boundary surfaces S1 − S7. The estimation is based on
the minimization of the functional J in Eq. (2.13). To start the algorithm an initial
guess of h(Si) is necessary. In each iteration of the SDM, a new value of h(Si) is
calculated based on the previous value, so that the functional J decreases. The new
h(Si) value can generally be written as:
hn+1(Si) = hn(Si) − βnPn(Si) for i = 1 − 7 (2.15)
with
• βn: the step size at the n-th iteration
• Pn(Si): the search direction at the n-th iteration
The step size βn is a constant value, and the same for each element of the
function h(Si). In discretized form, the search direction Pn(Si) is a vector of
the same dimension as h(Si), and this vector gives the direction in which the
step is taken. For the SDM, the search direction, also known as the direction of
descent, is identical to the gradient direction of the minimization functional J (Eq.
(2.13)) [115]:
Pn(Si) = J ′n[h(Si)] for i = 1 − 7 (2.16)
That is why the steepest descent method is also called the gradient method.
Note that J ′n(Si)is the derivative of J to the function h, not Si. Once the new
convection coefficient hn+1(Si) is calculated, the direct problem from the previous
paragraph is solved with this new value to calculate the temperatures Tm(Si) at the
boundary surfaces S1−S7 and the functional J (Eq. (2.13)) is evaluated again. This
iteration process is repeated until the functional J drops below a certain value. This
is the basic algorithm of SDM. There is no guarantee that a proposed value of J
will be attained, it is possible that SDM stops at a higher value. Therefore the
functional J is monitored during the iteration process to check the convergence
and find possible stagnation of J . In case the proposed stopping criterion is not
reached, a less accurate solution is obtained.
Of course, the step size and search direction have to be determined. These
two values are determined by solving two partial direct problems: the sensitivity
problem and the adjoint problem. Thus the SDM transforms the IHCP into the
solution of three problems: the direct problem, the sensitivity problem and the
adjoint problem. These three problems can be observed as direct heat conduction
problems which have a unique solution.
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2.4.2.1 The sensitivity problem
The construction of the sensitivity problem is based on perturbation analysis. If
the local convection coefficient h(Si) is varied with ∆h, then the temperature field
T in the domain Ω is perturbed to T +∆T. So the direct problem 2.14 becomes:
∂2(T +∆T )
∂x2
+ ∂2(T +∆T )
∂y2
+ ∂2(T +∆T )
∂z2
= 0 in Ω(x, y, z) (2.17a)
with the following boundary conditions:
− k ⋅ ∂(T +∆T )
∂n
= h ⋅ (T − T∞) + h∆T +∆h ⋅ (T − T∞)+
∆h ⋅ [(T +∆T ) − T∞] +∆h∆T on Si (i = 1 − 7) (2.17b)
−k ⋅ ∂(T +∆T )
∂n
= 0 on Si(i = 9 − 12) (2.17c)
−k ⋅ ∂(T +∆T )
∂n
= q0 on S8 (2.17d)
−k ⋅ ∂(T +∆T )fin
∂n
= −k ⋅ ∂(T +∆T )primary
∂n
on S13 (2.17e)
If the original direct problem 2.14 is subtracted from this newly found direct
problem for the convection coefficients h + ∆h, and second order terms are ne-
glected (such as ∆h ⋅∆T for boundary condition 2.17b), then a new direct problem
is obtained. This problem expresses the sensitivity of the solution (i.e. the tem-
perature field) to a variation of the estimated convection coefficients h(Si). This








= 0 in Ω(x, y, z) (2.18a)
with the following boundary conditions:
−k ⋅ ∂∆T
∂n
= h(Si)∆T +∆h(Si) (T − T∞) on Si(i = 1 − 7) (2.18b)
−k ⋅ ∂∆T
∂n
= 0 on Si(i = 9 − 12) (2.18c)
−k ⋅ ∂∆T
∂n




= −k ⋅ ∂∆Tprimary
∂n
on S13 (2.18e)
This sensitivity problem is a direct heat conduction problem and can be solved
with FLUENT to calculate the sensitivity function ∆T in Ω. The boundary condi-
tion on the surfaces S1 − S7 is implemented in FLUENT as a heat flux boundary
condition in which the heat flux is specified by a user defined function (UDF) equal
to the right hand side of Eq. (2.18b). For this boundary condition, the values ∆hi
are necessary. These are equal to the search direction Pni , which are determined by
solving the adjoint problem (following paragraph 2.4.2.2). The constant heat flux
boundary condition in the direct problem becomes an adiabatic one in the sensitiv-
ity problem. The step size βn from Eq. (2.15) is determined from the sensitivity
function ∆T . If the functional J (Eq. (2.13))is rewritten for iteration n+1, thus for
the new hn+1 with Eq. (2.15), it becomes:
J [hn+1(Si)] = 7∑
i=1
Mi∑
m=1 [Tm (Si;hn − βnPn) − Ym(Si)]2 (2.19)
The temperature Tm (hn − βnPn) can be linearized by a Taylor expansion of
the first order, then the expression of the functional J from Eq.(2.19) becomes:
J [hn+1(Si)] = 7∑
i=1
Mi∑
m=1 [Tm (Si;hn) − βn∆Tm (Si;Pn) − Ym(Si)]2 (2.20)
In this expression, Tm(Si;hn) is the solution of the direct problem (Eq. (2.14))
in which the estimated heat transfer coefficient hn is used on the boundary surfaces
S1 − S7. The sensitivity functions ∆Tm(Si;Pn) are the solution of the sensitivity
problem (Eq. (2.18)) in which ∆h = Pn in boundary condition 2.18b. Thus, to
determine ∆h, the adjoint problem has to be solved first. Notice that the index
m indicates that only the values of the solution at the temperature measurement
locations are taken. Now, the step size βn is the only unknown in the expression
2.20 for functional J. The goal of the SDM algorithm is to estimate heat transfer
coefficients h(Si) so that the functional J is minimized. So βn should minimize





By applying this to Eq. (2.20), an expression for step size βn is found:
βn = ∑7i=1∑Mim=1 [Tm (Si;hn) − Ym(Si)]∆Tm(Si)∑7i=1∑Mim=1 [∆Tm (Si;hn)]2 (2.22)
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The first unknown, the step size βn, for Eq. (2.15) is found. Note that step
size cannot be determined if the nominator of Eq. (2.22) becomes zero, which
would mean that the solution method runs into problems. However, the nominator
is unlikely to become zero, as a perturbation ∆hi would always cause perturba-
tions ∆Ti so that ∑Mm=1 [∆Tm (Si;hn)]2 /= 0. The use of a sensitivity problem to
determine the step size is not that common, but it is quite advantageous for this
problem as shown in the literature survey (section 2.3).
2.4.2.2 The adjoint problem
The adjoint problem is obtained by introducing a Lagrange multiplier λ. Lagrange
multipliers are used to find the extrema of a function, subject to a constraint. So
actually, the Lagrange multiplier is used here to provide regularization of the IHCP
solution. The direct heat conduction equation (Eq. (2.14a)) is multiplied by the
Lagrange multiplier λ(Ω), and this expression is integrated over the space domain
Ω. Then, this is added to the right hand side of the expression for the functional J
(Eq.(2.13). So a new expression for the functional J [h(Si)] is obtained:
J [h(Si)] = 7∑
i=1
Mi∑
m=1 [Tm(Si) − Ym(Si)]2 + ∫Ω [λ(Ω) ×∇2T ]dΩ= ∫
Si
[Tm(Si) − Ym(Si)]2 δ(x − xm)δ(y − ym)dxdy +
∫
Sj
[Tm(Sj) − Ym(Sj)]2 δ(x − xm)δ(z − zm)dxdz +
∫
Sk




for Ω(x, y, z) and i = 1,6,7; j = 4,5;k = 2,3 (2.23)
in which the delta function is introduced to obtain the integral form of the
summation. This is a long expression. For the rest of the work, a shorter notation
is used for Eq.(2.23):
J [h(Si)] = ∫
Si
[Tm(Si) − Ym(Si)]2 δ(x − xm)δ(y − ym)δ(z − zm)dSi +
∫
Ω
[λ(Ω) ×∇2T ]dΩ for Ω(x, y, z) and i = 1 − 7 (2.24)
The expression of the minimization functional J is modified by using Eq.
(2.14a) as a constraint. The new expression (Eq. (2.24)) can be compared with Eq.
(2.10) in the section about regularization. The constraint added to the minimiza-
tion is the second order derivative of the temperature function T. So the smoothness
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of the temperature function is guaranteed. The perturbation technique is applied
again. A variation ∆J of the functional J is obtained by perturbing the heat trans-
fer coefficients h with ∆h and the temperature T with ∆T . Then expression 2.24
modifies into an expression for J + ∆J . By subtracting Eq. (2.24) from the ex-
pression for J +∆J and neglecting second order terms (e.g. ∆T 2), an expression
for ∆J is found:
∆J [h(Si)] =∫
Si
2 [Tm(Si) − Ym(Si)]∆T (Si)δ(x − xm)δ(y − ym)δ(z − zm)dSi+
∫
Ω
[λ(Ω) ×∇2∆T ]dΩ in Ω(x, y, z) and i = 1 − 7 (2.25)
The domain integral in Eq. (2.25) can be reformulated using Green’s second
identity. Green’s second identity for this domain states:
∫
Ω







So a new expression for ∆J is:
∆J [h(Si)] =∫
Si









]dSi for i = 1 − 7 ; j = 1 − 12
(2.27)
If the sensitivity problem equation as well as its boundary conditions (2.18a-
2.18e) are applied to the expression 2.27, and ∆J is allowed to go to zero, then
the adjoint problem formulation is obtained. The integrands containing ∆T van-
ished by using the sensitivity boundary conditions. The adjoint problem is used to







= 0 in Ω(x, y, z) (2.28a)
with the following boundary conditions:
−k ⋅ ∂λ
∂n
= h(Si)λ−2k [T (Si) − Y (Si)] δ(x−xm)δ(y−ym)δ(z−zm) for i = 1−7
(2.28b)
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−k ⋅ ∂λ
∂n
= 0 on Si(i = 9 − 12) (2.28c)
−k ⋅ ∂λ
∂n
= 0 on S8 (2.28d)
−k ⋅ λfin
∂n
= −k ⋅ λprimary
∂n
on S13 (2.28e)
The adjoint problem has also the form of a direct heat conduction problem and
is solved with FLUENT. The results give λ(Ω). The boundary condition on the
surfaces S1 − S7 is implemented in FLUENT as a heat flux boundary condition
in which the heat flux is specified by a UDF equal to the right hand side of Eq.
(2.28b). The constant heat flux boundary condition in the direct problem has be-
come an adiabatic one in the adjoint problem. For the solution λ of the adjoint
problem, the functional ∆J (Eq. (2.27)) is evaluated. The following expression
with integral terms is left:




[T (Si) − T∞]∆h(Si)dSi for i = 1 − 7 (2.29)
From the definition [15], the functional increment ∆J can also be written as:
∆J [h(Si)] = ∫
Si
J ′(Si)∆h(Si)dSi for i = 1 − 7 (2.30)
By comparing Eq. (2.29) with Eq. (2.30), an expression for the gradient of the
functional J is found:
J ′ [h(Si)] = λ
k
[T (Si) − T∞] for i = 1 − 7 (2.31)
As mentioned earlier, for SDM, the search direction is the gradient of the func-
tional J, thus
Pn(Si) = J ′n(Si) for i = 1 − 7
So, by solving the adjoint problem, a solution for the regularizing Lagrange
multiplier λ(Ω) is found, which is used to determine the gradient J ′ of the func-
tional and thus the search direction Pn.
2.4.2.3 Actual algorithm
So by solving the sensitivity and adjoint problem, step size βn and search direction
Pn are found. This means that the new convection coefficient hn+1(Si) can be
determined from the previous one with Eq.(2.32).
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hn+1(Si) = hn(Si) − βnPn(Si) for i = 1 − 7 (2.32)
The estimated convection coefficients hn(Si) are assumed accurate enough
if the functional J [hn(Si)] drops below a certain value . When temperature
measurements from an experiment are used, the measurement data Ym(Si) will
contain measurement errors. Therefore, the functional J is not expected to reach
zero. For data containing measurement errors, the discrepancy principle is used as
stopping criterion. If the standard deviation σ of the measurements is assumed to
be a constant, a good convergence criterion is [116]:
J [h(Si)] <Mσ2 (2.33)
The algorithm can be summarized as follows, if the convection coefficients
hn(Si) are known, or an initial guess is made:
1. The direct problem (Eqs. 2.14 is solved with FLUENT with the estimated
convection coefficients hn(Si)
2. The convergence criterion (Eq. (2.33)) is checked. If the stopping crite-
rion is satisfied, hn(Si) is the solution of the IHCP, otherwise the algorithm
continues
3. The adjoint problem (Eq. (2.28) is solved with FLUENT to determine λ
4. J ′ is calculated with Eq. (2.31) and thus the search direction Pn
5. The variation of the convection coefficient h(Si) is ∆h = Pn. With this ∆h,
the sensitivity problem is solved using FLUENT to obtain ∆T
6. βn is calculated with ∆T according to Eq.(2.22).
7. A new hn+1(Si) is computed with Eq. (2.32) and the algorithm restarts
2.4.2.4 Implementation SDM algorithm with FLUENT
No code has to be written to solve the direct conduction problems, because the
commercial code FLUENT was used for this. However, it is not possible to im-
plement an algorithm directly into FLUENT. Therefore the SDM algorithm is pro-
grammed in C. This program is able to communicate with FLUENT. This means
that the program has to provide the necessary input data to solve the direct, sensi-
tivity and adjoint problem. Subsequently, the necessary solution data needs to be
transported back to the SDM algorithm program. The main program that controls
the SDM algorithm communicates with FLUENT through journal files. These are
text files in which the actions that have to be performed in FLUENT are written
one by one. These journal files are written by the main program. There is only one
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journal file for each iteration of the algorithm. Thus FLUENT is addressed only
once during an iteration of the SDM algorithm. The direct, adjoint and sensitiv-
ity problem are solved successively in FLUENT. Intermediary calculations, such
as Eq.(2.31) for the search direction Pn after the adjoint problem and Eq. (2.22)
for the step size after the sensitivity problem, are executed in FLUENT by using
UDFs. These UDFs are also written in C and initialized in FLUENT using the
journal files. So at the end of one iteration, new convection coefficients hn+1(Si)
are determined by using UDFs in FLUENT. The new hn+1(Si) is also written to
an UDF, which can be accessed again by FLUENT in the next iteration. After
each iteration, all the data present in the FLUENT calculation is also written to a
FLUENT data file, so it can still be accessed once the algorithm has finished. So
the code consists of the following:
• The main program: this controls the iterations of the algorithms, makes jour-
nal files and opens and closes FLUENT
• Journal files: these control the operations executed in FLUENT, step by step.
The journal files are generated by the main program
• FLUENT 6.2.16: solves the actual three direct conduction problems and
intermediate calculations of the SDM algorithm in the following order: the
direct problem, stopping criterion value, adjoint problem, search direction
Pn, sensitivity problem, step size β, new value hn+1(Si).
• UDF file: in this file, all the UDFs are programmed that FLUENT needs to
perform the calculations of the SDM algorithm
2.4.3 Conjugate Gradient algorithm
The CGM algorithm works in the same way as the SDM. The CGM was also used
by Huang, but for transient IHCPs [111]. The sensitivity, adjoint and direct prob-
lem are exactly the same as for the SDM. The only difference between CGM and
SDM lies in the determination of the search direction Pn. The search direction
is not the gradient of the functional J anymore, as for the SDM. Now the search
direction is a conjugate of the gradient direction of functional J at the current it-
eration n and the search direction Pn−1 of the previous iteration n-1. There is a
relative weight between both terms of the search direction, indicated by the conju-
gate coefficient γn.
Pn(Si) = J ′n(Si) + γnPn−1(Si) for i = 1 − 7 (2.34)
The conjugate coefficient is defined as:
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γn = ∫Si (J ′n)2 dSi∫Si (J ′n−1)2 dSi for i = 1 − 7 (2.35)
and
γ0 = 0
The determination of the new search direction Pn depends also on the previous
iteration, which was not the case for the SDM. Note that for γn = 0 the search
direction becomes the gradient direction J ′ again, thus the SDM is obtained again.
The conjugate search direction should cause a faster convergence to the solution
of the CGM. The CGM always converges, as was guaranteed by Lasdon et al.
[117]. It is assumed that CGM always converges. This assumption was based on
the solution of some numerical experiments using the CGM solution method with
different initial values. The CGM converged and gave the same results for different
initial values. The search direction Pn of the CGM is found by determining the
gradient direction J ′n and keeping the gradient direction of the previous iteration
Pn−1. Also, the step size βn is found in the exact same way as for the SDM. Thus
the CGM algorithm can be implemented the same as the SDM if the calculation
for the search direction Pn is adjusted.
2.4.4 SDM and CGM for heat flux estimation
Instead of estimating the heat transfer coefficients h(Si) on surfaces S1 −S7 (Fig.
2.14), it is also possible to estimate the heat fluxes q(Si) on S1 − S7. This means
that now a new heat flux qn+1(Si) will be determined from the previous one with
the iterative equation (Eq.(2.36)):
qn+1(Si) = qn(Si) − βnPn(Si) for i = 1 − 7 (2.36)
The search step βn is still determined from ∆T after the sensitivity problem
is solved, and the search direction Pn(Si) from the adjoint problem. However,
the direct, sensitivity and adjoint problem are changed in the boundary conditions.
They are now reformulated, at least for the boundary conditions on surface S1−S7.
These boundary conditions are for the heat flux condition:
• For the direct problem:
−k ⋅ ∂T
∂n
= q(Si) onSi(i = 1 − 7) (2.37)
• For the sensitivity problem:
−k ⋅ ∂∆T
∂n
= ∆q on Si(i = 1 − 7) (2.38)
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• For the adjoint problem:
−k⋅∂λ
∂n
= −2k [T (Si) − Y (Si)] δ(x−xm)δ(y−ym)δ(z−zm) onSi(i = 1−7)
(2.39)
As the step size βn is calculated from the solution ∆T of the sensitivity equa-
tion, nothing changes for the formulation of the step size:
βn = ∑7i=1∑Mim=1 [Tm (Si;hn) − Ym(Si)]∆Tm(Si)∑7i=1∑Mim=1 [∆Tm (Si;hn)]2
However, the determination of the gradient of the functional, J ′ [q(Si)] is
changed. This could be expected because the boundary condition of sensitivity
and adjoint problem on surface S1 − S7 have changed. The variation ∆J of the
functional is still defined by Eq. (2.25), but the change of the boundary conditions
caused the term which remains in ∆J after solving the adjoint problem to change.
The expression that remains for ∆J is:




∆q(Si)dSi for i = 1 − 7 (2.40)
Again, with:
∆J [q(Si)] = ∫
Si
J ′(Si)∆q(Si)dSi for i = 1 − 7 (2.41)
the expression for the gradient of the functional J becomes:
J ′ [q(Si)] = −λ(Si)
k
for i = 1 − 7 (2.42)
2.4.5 IHCP for thermal resistance estimation
An IHCP cannot only be used to estimate heat fluxes or heat transfer coefficients
on boundary surfaces from measured temperature values on these boundary sur-
faces. As mentioned in the literature survey, heat generation rates, temperatures
and thermal properties can also be estimated, and this for boundary surfaces as
well as internal points. Besides this, a thermal contact resistance R can also be
estimated [118]. A thermal contact resistance occurs at the interface between two
solid bodies, such as at the contact surface S13 between the fin base and the pri-
mary surface (Fig. 2.14 and Fig.2.15). If the fin and primary surface are made as
one entity, there is no contact resistance at S13 and the boundary condition at S13
is formulated as continuous in heat flux and temperature (Eq.(2.14e)). However, if
the fin and primary surface are separate entitities that are connected to each other
(e.g. by welding, thermal paste,...) there is a contact resistance R introduced at
S13, even if the fin and primary surface are made of the same material. The heat
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flux remains constant at the thermal resistance surface, but there is a discontinuity
in temperature over the contact surface S13. In the following equations, the sub-
script l = 1 refers to the primary surface side of the contact surface, and l = 2 to
the fin side (Fig. 2.15). The following direct conduction problem is considered:
• surfaces S1 − S7 are cooled by convection with a convective heat transfer
coefficient h(Si)
• a constant heat flux q0 is imposed at surface S8
• surfaces S9 − S12 are adiabatic




Figure 2.15: The contact resistance surface S13 between fin base and primary
surface







= 0 in Ω(x, y, z) (2.43a)
with the following boundary conditions:
−k ⋅ ∂T
∂n
= h(Si) ⋅ (T − T∞) on Si(i = 1 − 7) (2.43b)
−k ⋅ ∂T
∂n
= 0 on Si(i = 9 − 12) (2.43c)
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−k ⋅ ∂T
∂n
= q0 on S8 (2.43d)
−k ⋅ ∂T1
∂n





= T1 − T2
R(S13) on S13 (2.43f)
Previously, the heat transfer coefficients h(Si) on S1 − S7 were assumed un-
known and were estimated solving the IHCP. In this case, the heat transfer co-
efficients h(Si) are known, but the thermal contact resistance R(S13) has to be
estimated, thus the IHCP is solved for R(S13). The estimation of R(S13) is based
on temperature measurements on surfaces S1 −S7. In this IHCP, the estimates are
not situated on the same surfaces as the temperature measurements. Although the
estimated parameter is situated on another surface than S1 − S7, the minimization
functional J for the solution of the IHCP remains the same as previously defined
(see section 2.4.2):
J [R(S13)] = 7∑
i=1
Mi∑
m=1 [Tm(Si) − Ym(Si)]2 (2.44)
The IHCP is solved in the same way as previously done for the heat transfer
coefficient estimation: a new thermal resistance Rn+1(S13) is determined from
the previous one with the iterative equation (Eq.(2.45)):
Rn+1(S13) = Rn(S13) − βnPn(S13) (2.45)
The search step βn is still determined from ∆T after the sensitivity problem
is solved, and the search direction Pn(S13) from the adjoint problem. The sensi-
tivity and adjoint problem are changed in the boundary conditions. They are now
reformulated, at least for the boundary conditions on surfaces S1 − S7 and S13.
These boundary conditions are for the sensitivity problem (constructed from the




= h(Si)∆T on Si(i = 1 − 7) (2.46)
−k ⋅ ∂∆T1
∂n





= (T1 +∆T1) − (T2 +∆T2)
R(S13) +∆R= ∆T1 −∆T2
R(S13) −∆R ⋅ T1 − T2R2(S13) on S13 (2.48)
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In Eq.(2.48) the Taylor expansion of 1/(R +∆R) is used.
The adjoint problem is constructed the same way as in section 2.4.2.2, using
the Lagrange multiplier λ and Green’s second identity. The adjusted boundary
conditions for the adjoint problem are:
−k ⋅ ∂λ
∂n









= λ1 − λ2
R(S13) on S13 (2.51)
The step size βn is calculated from the solution ∆T of the sensitivity equation.
Nothing changes for the formulation of the step size:
βn = ∑7i=1∑Mim=1 [Tm (Si;hn) − Ym(Si)]∆Tm(Si)∑7i=1∑Mim=1 [∆Tm (Si;hn)]2
The determination of the gradient of the functional (and thus the search direc-
tion), J ′ [R(S13)] is different, because this is determined at the surface S13 on
which the contact resistance is estimated and depends on this estimated value. The
expression that remains for the variation ∆J of the functional, after solving the
adjoint problem, is:
∆J [R(S13)] = ∫
S13
∆R
R2(S13) λ1 − λ2k ⋅ (T1 − T2)dS13 (2.52)
and with:
∆J [R(S13)] = ∫
S13
J ′(S13)∆R(S13)dS13 (2.53)
the expression for the gradient of the functional J becomes:
J ′ [R(S13)] = 1
R2(S13) λ1 − λ2k ⋅ (T1 − T2) (2.54)
The calculation of the search direction Pn from J ′ depends on whether CGM
(Eq.(2.34)) or SDM (Eq.(2.16) is used. The description of the solution algorithm
in section 2.4.2.3 applies also to this IHCP.
A thermal contact resistance cannot be set as an input in FLUENT. A contact
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with d the thickness of contact interface and k the thermal conductivity of the inter-
face material. In order to simulate a spatial varying contact resistance in FLUENT,
the thermal conductivity is made spatially variable using a UDF while the interface




The two developed solution methods, CGM and SDM, from Chapter 2 are ap-
plied to various numerical test cases in this chapter. Four different cases of local
heat transfer coefficients are studied for a rectangular longitudinal fin: an uniform
heat transfer coefficient, a linearly varying profile along the fin length, a linearly
varying profile along the fin height and an exponentially varying profile along the
fin length. These cases are studied for different temperature measurement accura-
cies: exact temperatures (no temperature error), a temperature measurement error
of 0.1°C and a temperature error of 0.5°C. The accuracy of both methods is exam-
ined, as is the convergence rate. Based on these results, the best of both methods
is chosen. Finally, this method is also applied to a numerical test case for the
estimation of a thermal contact resistance.
3.1 SDM vs CGM
The accuracy and validity of the SDM and CGM are checked for the model of fin
and primary surfaces (Fig. 2.14). To this end a numerical experiment is executed.
This means that the temperatures Ym(Si) on boundary surface S1 − S7 are not
experimentally measured, but are replaced with numerically simulated tempera-
tures. The simulated temperatures are obtained by solving the direct heat conduc-
tion problem (Eq. (2.14)) with a given convection coefficient profile on surfaces
S1−S7. These temperatures are denoted as Ym,ex. For the comparison between the
SDM and CGM, the influence of the measurement error is also taken into account.
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The comparison is done for three different measurement errors:
• dYm = 0°C: it is assumed that there are no measurement errors on the sim-
ulated temperatures.
• dYm = 0.1°C: there is a random error added to the exact simulated tem-
peratures. Random values from the normal distribution around zero with a
standard deviation of σ = dYm
2
are generated and added to Ym,ex
• dYm = 0.5°C: these temperatures are constructed in the same way as for
dYm = 0.1°C
The comparison between SDM and CGM is made for four different convection
coefficient profiles, with varying complexity. The comparison is based on two
criteria:
• accuracy of the solution
• convergence speed
The numerical grid for the model consists of 247500 cells. The number of cells
on the fin side is equal to the number of pixels (thus measurement points) of the
thermographic camera, which will be used later on in the actual experiments. This
means that each cell corresponds to a pixel or measurement point. On the seven
surfaces together, there are 61750 measurement points (=M in Eq. (2.13)). The
large amount of measurement points can cause long calculation times before con-
vergence is obtained.
3.1.1 Uniform heat transfer coefficient
A uniform heat transfer coefficient of h(Si) = 40 W/m2K on surface S1−S7 was
set as boundary condition for the numerical experiment. The boundary conditions
on the other surfaces were set as described in the direct heat conduction problem
(Eq. (2.14)). The heat flux q0 at surface S8 is set at 2000 W/m2. The temperature
field at surface S1 − S7 obtained by solving this direct heat conduction problem is
used as exact measurements Ym,ex. This temperature field is shown in Fig. 3.1.
This figure shows a three-dimensional view of the studied fin and primary surface,
on which four evaluation lines are added. These lines are used to allow for a more
detailed evaluation and interpretation of the results. Plots of the estimated heat
transfer coefficients and the associated relative error along these lines give a more
detailed view on the accuracy of both SDM and CGM. The location of these lines
is (Fig. 3.1):
• L1: at the front surface S5 along the length of the fin, halfway the height of
the fin (z = 0.072 m)
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• L2: at the primary surface S7 along the length of the fin, halfway the thick-
ness of the primary surface (y = -0.005 m)
• L3: at the front surface S5 along the height of the fin, halfway the length (x
= 0.125 m)
• L4: at the primary surface S7 along the thickness of the fin, halfway the





Figure 3.1: Three-dimensional plot of the exact temperature field for a constant
convection coefficient h = 40 W/m2K, and the four evaluation lines in the model
Next to these line plots, the results are also shown in two-dimensional color
plots, which give a good global overview of the results on the different surfaces
for the IHCP solution. They can be used to indicate critical areas in the model i.e.
where large errors occur. These 2-D plots show the front surface S5 of the fin and
a top view of the primary surfaces S6 − S7 and the fin tip surface S1. The only
surfaces that cannot be seen on these plots are the back surface S4 of the fin, and
the side surface S2 − S3. However, the back surface has the exact same result as
the front surface, due to symmetry, and it was found that the side surfaces are an
extension of the conditions at the edges of the front surface. The resulting 2D plot
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of the simulated exact temperatures Ym,ex is shown in Fig. 3.2. In the following
discussion, the exact value of the heat transfer coefficient h(Si) on S1 − S7 is
denoted as hi and the estimated value is denoted as h˜i. Note also that all 2D-plots
of relative errors are dimensionless, thus not in percentage.
Figure 3.2: Two-dimensional plot of the exact temperature field for a constant
convection coefficient h = 40 W/m2K
3.1.1.1 Exact measurement data: σ=0
Since the measured temperatures are assumed errorless, σ is zero in the stopping
criterion (Eq. (2.33)). This means that the iterative solution algorithms of SDM
and CGM only have to stop when the function J (Eq. (2.13)) attains complete
zero. Of course, this will never happen. Therefore the convergence criterion is
set at χ = 0.01. A convergence criterion of 0.01 means that the mean error on
each temperature measurement point is 8 ⋅ 10−4 (from Eq.(2.33)). This is far be-
yond the accuracy of any temperature measurement apparatus. The convergence
of SDM and CGM are plotted in Fig.3.3. CGM converges much faster than the
SDM. CGM drops below the stopping criterion after 25 iterations, SDM needs 86
iterations. During the first ten steps, the convergence rate of SDM and CGM is
very alike, but CGM keeps converging fast while SDM converges much slower
when the functional J approaches the stopping criterion (Fig. 3.3). Both algo-
rithms give good results in reconstructing the uniform local convection coefficient
hi = 40W/m2K. The values of the estimated h˜i are situated between 39 and
41W/m2K (Fig. 3.4).
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Figure 3.3: Convergency of SDM (∆) and CGM (○) for uniform value of h = 40
W/m2K for σ=0K for Ym(Si)
The relative error on h˜i is plotted in Fig. 3.5 and Fig. 3.6. It is obvious that h˜i
contains a wiggle along the fin height: alternating areas of positive and negative
relative errors on hi. The largest error is attained on the primary surfaces S6 − S7,
but it is still smaller than 1% for the CGM and 1.4% for the SDM. For the SDM,
the error on the fin near the base is 0.8%, and it decreases quickly to -0.8% along
the height, and then slowly increases to an error of 0.2% and ends at an error of
0.1% near the tip. For CGM, it fluctuates from 0.4% to -0.8% and then back to
0.4% to finish at -0.2% at the fin tip (Fig. 3.6(b)). So it seems that the error on h˜i
follows a damped sinusoidal variation along the height of the fin. This fluctuation
only appears along the fin height (Fig. 3.6(a)). The larger error on h˜i at the primary
surface is a consequence of the difference in amount of measurement points on fin
and primary surface: 57000 on the fin and 4400 on the primary surface. SDM and
CGM are whole-domain solution methods: this means that all the components of
the unknown heat transfer coefficients are estimated at once. Hence the calculation
of the search step size and direction for each unknown, and thus the new h˜i, is
based on all previous estimates in the domain. The number of estimates on the
fin (57000) dominates the estimates on the primary surface (4400) and thus the
determination of the new search step size and direction. The temperature at the
base is always higher than the fin temperature, but due to the dominance of the




Figure 3.4: 2-D plot of the estimated h˜i (in W/m2K) from solving the IHCP for
an exact uniform value of h = 40 W/m2K. (a) SDM solution ; (b) CGM solution
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h˜i on the primary surface. The smoothness of the profile was guaranteed by the
addition of regularization to CGM and SDM. The error near the bottom of the fin
is flattened out to the top by this smoothness.
The fluctuation of h˜i round the exact hi indicates that the average value of the
estimated h˜ has a much smaller error than the local h˜i. The average value h˜avg is
calculated as:
h˜avg = [∑Mi=1 h˜i]
M
(3.1)
in which M is the number of measurement cells on the boundary surfaces. If
the average is taken for one surface only, M is the number of cells on that surface,
otherwise M is the amount of cells on all seven surface S1−S7 together, i.e. 61750.
In the same way, the average exact value havg is calculated. The relative error on
h˜avg compared to the exact average heat transfer coefficient havg is also calculated
and denoted asERRh. The mean values h˜avg and ERRh for the fin tip S1, surface
S5, and primary surface S7 are listed in Table 3.1, for both SDM and CGM. These
mean values have very small, negligible errors, which means that despite some
larger errors on the local heat transfer coefficients hi, the fluctuation on these errors
results in a mean value which is very accurate. As expected from the local h˜i, the
largest error occurs at the primary surfaces, and is considerably higher for SDM.
An accurate average heat transfer coefficient estimation indicates an accurate fin
effectiveness estimation. The results for fin effectiveness will be discussed later.
SDM CGM
h˜avg (W/m2K) ERRh (%) h˜avg (W/m2K) ERRh (%)
Fin tip S1 40.12 0.29 39.87 -0.32
Front S5 39.9 -0.15 39.93 -0.05
Primary S6 40.22 1.97 39.77 0.81
Table 3.1: The average values h˜avg and ERRh for the IHCP solution for an
uniform value of h = 40 W/m2K with σ=0K
Notice from Fig. 3.6(b) that the SDM solution is a more damped sinusoid than
the CGM solution, which has a higher frequency and higher amplitudes. However,
CGM swirls closer around the exact solution and hence it gives better average
values. Figure 3.7 shows the results for SDM and CGM after 10 iterations. The
solution has not converged yet but has already obtained a low value for the func-
tional J, i.e. J=1. One can notice that the relative errors on the local h˜i are still
large, and compared to the converged solution the estimated value round the exact
solution has a lower frequency, but a much higher amplitude, thus larger relative
error. So, by converging further, the amplitude of the sinusoidal (i.e. the error)




Figure 3.5: 2-D plot of the relative error on the estimated h˜i from solving the
IHCP for an exact uniform value of h = 40 W/m2K. (a) SDM solution ; (b) CGM
solution
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(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2





























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.6: Relative error on h˜i for an uniform value of h = 40 W/m2K with
σ=0K, plotted along the evaluation lines L1 −L3.
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(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2





























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.7: Relative error on h˜i after 10 iterations for an uniform value of h = 40
W/m2K with σ=0K, plotted along evaluation lines L1 −L3
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The estimated temperature values are very accurate: the relative errors are
smaller than 3 ⋅ 10−4 %. These errors are comparable for SDM and CGM.
3.1.1.2 Temperature measurement error: dYm = 0.1K or σ=0.05
The measured temperature field YmSi with an accuracy of 0.1°C is plotted in
Fig.3.8 to show the change of the temperature field: the imposed temperature er-
ror gives a more erratic pattern. The measured temperatures have an accuracy of
0.1°C, which means a standard deviation σ = 0.05°C, and thus the convergence
criterion (Eq. (2.33)) becomes χ = 154. The addition of noise to the measured
temperature data Ym(Si) will cause larger errors for h˜i, and it could cause non-
physical solutions. Therefore, the regularization was applied in the solution pro-
cedure of SDM and CGM. The regularization parameter is the stopping criterion.
So by stopping the iterations on time, it is prevented that the regularization term
becomes too important, and reduces the accuracy of the solution. Both SDM and
CGM converge after 10 iterations.
Figure 3.8: 2-D plot of measured temperatures Ym(Si) (in K) with σ=0.05K for
the numerical experiment with a uniform heat transfer coefficient profile
Plots of h˜i show no extra useful information compared to the plots of the rel-
ative errors, therefore the results are discussed for the plots on the relative error
on h˜i (Figures 3.9-3.11). Both algorithms give good results in reconstructing the
uniform local convection coefficient hi. The values of the estimated h˜i are still sit-
uated between 39 and 41 W/m2K. The wiggle h˜i along the fin height has reduced
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, due to the increase in the stopping criterion (Fig. 3.10(b)). The frequency of the
wiggle has dropped, but this resulted in a larger amplitude, and thus larger error.
The wiggle for the relative error along the fin height varies between 1.5% and -1%,
with the largest error at the fin base. The error is even larger at the primary surface
(2.8% for the SDM, and 2.6% for the CGM) (Figures 3.10 - 3.11). Again, it seems
as if areas of positive and negative relative errors will compensate each other to
attain a more precise mean value for h˜avg .
The temperature is reconstructed very accurately with both methods: the largest
relative error on the temperature values is 0.06%.
The mean values h˜avg and the error ERRh on h˜avg are listed in Table 3.2 for
both SDM and CGM for various surfaces. These mean values are still accurate,
but the error has increased compared to the case without noise, especially on the
primary surface. The mean error on h˜avg for the primary surface is larger than 2%,
and results in an overestimation of heat transfer through the primary surface. This
will have consequences for the determination of the fin effectiveness. However,
ERRh on the fin surfaces S1 − S5 is much smaller. As the total surface area of the
primary surface is only 7% of the fin surface area, the accuracy of the heat dissi-
pated in the fin will dominate the accuracy of the fin effectiveness. The results for
fin effectiveness are listed and discussed at the end of this chapter. All these errors
remain very small and have only a small influence on the heat transfer distribution.
An evaluation of the influence of these errors on the determination of the fin effec-
tiveness is made later in this chapter. CGM and SDM give comparable results, but
as in the previous case with σ = 0K, the CGM solution is a bit more accurate.
SDM CGM
h˜avg (W/m2K) ERRh (%) h˜avg (W/m2K) ERRh (%)
Fin tip S1 40.21 0.52 40.24 -0.59
Front S5 39.87 -0.22 39.88 -0.18
Primary S6 40.47 2.58 40.38 2.35
Table 3.2: The average values for h˜ and ERRh for an uniform value of h = 40
W/m2Kwith σ=0.05K
3.1.1.3 Temperature measurement error: dYm = 0.5°C or σ=0.25
The imposed temperatures have an accuracy of 0.5°C, which means a standard de-
viation σ = 0.25°C, and thus the convergence criterion (Eq. (2.33)) becomes con-
siderably larger: χ = 3859. Both methods have comparable convergence speed:
SDM converges after 9 iterations, CGM after 12 iterations. The measured temper-




Figure 3.9: 2-D plot of the relative error on the estimated h˜i from solving the
IHCP for an uniform value of h = 40 W/m2Kwith σ=0.05K for Ym(Si). (a)
SDM solution ; (b) CGM solution
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(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2
























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.10: Relative error on h˜i for an uniform value of h = 40 W/m2K for
σ=0.05K for Ym(Si), plotted along the evaluation lines L1 −L3
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Figure 3.11: Relative error on h˜i for an uniform value of h = 40 W/m2K for
σ=0.05K for Ym(Si) ; ◻: SDM at L4 ; ○: CGM at L4
The larger error on the measured temperature data Ym(Si) should increase the
errors for h˜i.
The results of the relative errors on h˜i are plotted in Figures 3.13-3.15. The
accuracy of the solution with SDM is compared with the CGM solution in more
detail in Fig.3.14. The accuracy of the results does not deteriorate very much
compared to the results for σ = 0.05, in spite of the large temperature measurement
error. Both algorithms give similar results. The error on the primary surfaces
remains the largest: 2.5%-2/8%, but this is of the same order of magnitude as for
σ=0.05K. The maximum error along the fin height has increased from 1.2% for
σ=0.05K to 2% for σ=0.25K (Fig.3.14(b)). The wiggle h˜i along the fin height
has the same form as for σ=0.05 but it has a larger amplitude. The influence of
the large temperature measurement error can be seen in the results of Fig. 3.14:
the estimated h˜i do not form a continuously smooth curve anymore, there is more
scattering on the estimated values. Nevertheless the trend of the local hi variation
can still be easily deduced.
The mean values h˜avg and ERRh are given in Table 3.3, for both SDM and
CGM. The mean values for CGM deteriorated on the fin tip, where there is an
error of almost 1%, which is still accurate. There is no noticeable decrease in
accuracy on the other fin surfaces and primary surface. For SDM, the accuracy
deteriorated slightly for the fin surface S5 (from 0.22% to 0.54%). Overall, the
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Figure 3.12: 2-D plot of imposed temperatures Ym(Si) (in K) with σ=0.25K
accuracy of the local and mean heat transfer coefficients is more than acceptable,
even for a relatively inaccurate temperature measurement of 0.5K.
SDM CGM
h˜avg (W/m2K) ERRh (%) h˜avg (W/m2K) ERRh (%)
Fin tip S1 40.11 0.27 40.38 0.945
Front S5 39.74 -0.54 39.88 -0.19
Primary S6 40.43 2.5 40.32 2.22
Table 3.3: The average values for h˜ and ERRh for an uniform value of h = 40
W/m2Kwith σ=0.25K for Ym(Si)
3.1.2 Linear increase in heat transfer coefficient along the fin
length
3.1.2.1 Exact measurement data: σ=0
Both SDM and CGM give very good results for reconstructing a uniform heat
transfer coefficient on different surfaces. But the question remains how do they
perform for a variation of the heat transfer coefficient. This is investigated in the
following paragraphs. First a heat transfer coefficient which varies linearly along




Figure 3.13: 2-D plot of the relative error on the estimated h˜i from solving the
IHCP for an uniform value of h = 40 W/m2Kwith σ=0.25K. (a) SDM solution ;
(b) CGM solution
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(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2



























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.14: Relative error on h˜i for an uniform value of h = 40 W/m2K with
σ=0.25K, plotted along the evaluation lines L1 −L3
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Figure 3.15: Relative error on h˜i for an uniform value of h = 40 W/m2K with
σ=0.25K ◻: SDM at L4 ; ○: CGM at L4
at the right fin surface S3. The same heat transfer coefficient profile is imposed on
the primary surfaces S6 − S7. The heat transfer coefficient profile hi is shown in
Fig. 3.16(a). These hi are used as boundary condition in the direct heat conduction
problem of Eq. (2.14). The resulting simulated temperature measurement profile
for Ym(Si) is plotted in Fig. 3.17.
It is assumed that the imposed measured temperatures Ym(Si) are exact, thus
σ=0. These temperatures are used for the minimization of the functional J (Eq.
(2.13)). The stopping criterion is set at χ=0.01. SDM converges after 236 iter-
ations, CGM converges much faster with only 100 iterations. The resulting es-
timated h˜i are plotted for SDM in Fig. 3.16(b). The solution with CGM is very
similar and is not plotted for this reason. The results along the four evaluation lines
L1 − L3 given in Fig. 3.18 show more detail. Fig. 3.19 gives the relative error on
h˜i in a 2-D plot for the SDM and CGM solution. The detailed graphs along the
evaluation lineas are shown in Fig. 3.20.
Both solution methods show the exact same trend, as expected. The estimated
h˜i has the largest error at the edges of the boundary surfaces. On the front fin
surface S4, the largest relative error is situated at the left side: 5% (SDM) or 10%
(CGM)(Fig. 3.20(a) and Fig. 3.19(b)). The exact hi is the lowest, i.e. 10 W/m2K
at this left side and Fig. 3.18(a) indicates that the absolute errors on the left side




Figure 3.16: 2-D plots of the exact hi (a) and the estimated h˜i from solving the
IHCP wit SDM (b) for the linearly varying exact heat transfer coefficient
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Figure 3.17: 2-D plot of the measured temperature profile Ym(Si) for the linearly
varying exact heat transfer coefficient
of 10% on a hi value of 10 W/m2K is only an absolute error of 1 W/m2K. This
large error occurs only for the first 5 to 10 cells, depending on the fin height. This
is less than 5% of the number of fin cells along the fin length. Figure 3.18(b)
and Fig. 3.19 show that the relative error along the fin height is much smaller,
except at the left fin side. The largest error occurs again at the fin base, near the
primary surface, but is much smaller than the error at the fin sides (< 1%). The
error near the fin tip is the smallest: for SDM there is almost no noticeable error
(< 0.1%). SDM seems to give more accurate results than the CGM: the wiggle is
smaller, both in frequency and amplitude, and even disappears near the fin tip (Fig.
3.20(b)).
The same can be concluded for the estimated h˜i along the primary surface
length, except that the relative errors are much larger there, up to 24% (SDM) and
36% (CGM) at the left side (Fig.3.20(a)). But again, this is only for a few cells,
i.e. less than 15% of the cells has a relative error > 4%, and they all are situated at
the left and right edge.
The mean relative error on h˜i (thus ERRh) is listed in Table 3.4 for different
surfaces. These mean values are surprisingly accurate for both CGM and SDM.
While SDM seems to perform slightly better on the estimation of the local h˜i,
CGM is more accurate for the mean values, yet these differences are negligible.
This accurate prediction confirms again the idea that the oscillations of the esti-
mated h˜i around the exact hi compensates itself on each surface, which results in
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(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2





























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.18: Estimated h˜i for linear varying hi along the fin length with σ=0K




Figure 3.19: 2-D plot of the relative error on estimated h˜i for linear varying hi
along the fin length with σ=0 (a) SDM solution ; (b) CGM solution
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(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.20: Relative error on h˜i for linear varying hi along the fin length with
σ=0K for Ym(Si), plotted along the evaluation lines L1 −L3
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accurate mean heat transfer coefficients and heat fluxes on all the boundary sur-
faces. This is beneficial to determine the fin effectiveness.
SDM CGM
havg (W/m2K) ERRh (%) ERRh (%)
Fin tip S1 25 0.04 0.13
Front S5 24.97 -0.02 -0.01
Primary S6 24.65 0.35 0.22
Table 3.4: The average values for ERRh (in %) for a linearly varying heat transfer
coefficient along the fin length with σ=0K.
3.1.2.2 Temperature measurement error: dYm = 0.1°C or σ=0.05
The measured temperatures are assumed to have an accuracy of 0.1°C, which
means a standard deviation σ = 0.05°C: the convergence criterion becomes χ =
154. For this test case SDM converges after 30 iterations and CGM after 21 itera-
tions.
The solution of estimated h˜i is again similar for SDM and CGM. A 2-D plot is
shown in Fig. 3.21. The results along the four evaluation lines L1 −L3 show more
detail (Fig. 3.22). Figure 3.23 gives the relative error on h˜i in a 2-D plot for the
SDM solution. The 2-D plot for CGM is similar and is not shown. Moreover, line
plots along L1 −L3 give more insight in the accuracy of both methods, especially
near the edges, where the errors are the largest (Fig. 3.24).
The results are the same as for σ=0, and the same remarks can be made, only
the errors have increased. The largest error on h˜i at the left side (for an exact hi is
10 W/m2K ) has increased: 10% (SDM) or 12% (CGM) (Figures 3.23-3.24(a)).
Figure 3.24(a) indicates that this large error is only present for the first 30% of
the cells along the fin length (whereas this was only 5% of the cells for accurate
temperature measurements). For the other 70% of the cells, the relative error is< 5%. This illustrates the influence of the increasing temperature measurement
error: the global trend of hi variation is still reconstructed, however the errors that
occurred for exact temperature measurements increase, especially near the edges.
The relative error along the fin height is even smaller: it has only increased with
1% along L3 (Fig 3.22(b)).
Notice that for the SDM solution This error at the fin base, near the primary
surface, is much smaller than the error at the fin sides (< 1%). The error near
the fin tip is now much smaller for the CGM solution than for the SDM solution,
which is in contrast with the case with σ = 0. A possible explanation is that the
SDM solution has converged already too far, or not far enough. It is more difficult
to evaluate the convergence for SDM due to the slow convergence rate near the
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Figure 3.21: 2-D plot of the estimated h˜i for the solution with SDM for linear
varying hi along the fin length with σ=0.05K.
convergence criterion. For the error on h˜i along the length of the primary surface,
the same as for the fin can be concluded, but the relative errors are much larger
there at the left side, up to 60% (SDM) and 47% (CGM) (Fig.3.24(a)). But again,
this is only the case for a few cells: less than 30% of the cells has a relative error> 5%, and they all are situated at the left and right edge. The results show that the
SDM is less accurate than the CGM near the edges.
The mean relative error on h˜i is listed in Table 3.5, for SDM and CGM and
for different surfaces. For both CGM and SDM these mean values are accurate
for the fin. However, the ERRh on the primary surfaces has increased to 4.5%
for CGM, and 6.8% for SDM. So CGM performs better than SDM, as well for
the mean values as for the local values of the estimated h˜i. SDM seems to have
more problems than CGM to accurately estimate the heat transfer coefficients on
the primary surface.
3.1.2.3 Temperature measurement error: dYm = 0.5°C or σ=0.25
As mentioned in paragraph 3.1.1.3, the convergence criterion becomes χ = 3859
for temperature measurements with a standard deviation of σ = 0.25. SDM con-
verges after 30 iterations, but CGM already after 12 iterations for this test case.
The 2-D plots of the resulting estimated h˜i are very similar as for the case with
σ = 0.25 and do not provide any extra information. Therefore they are not given.
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(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2


























(b) ○: CGM at L3
Figure 3.22: Estimated h˜i for linear varying hi along the fin length with σ=0.05K
for Ym(Si), plotted along the evaluation lines L1 −L3
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Figure 3.23: 2-D plot of the relative error on estimated h˜i for the solution with
SDM for linear varying hi along the fin length with σ=0.05K for Ym(Si)
SDM CGM
havg (W/m2K) ERRh (%) ERRh (%)
Fin tip S1 25 0.31 0.37
Front S5 24.97 -0.24 -0.18
Primary S6 24.65 2.74 1.73
Table 3.5: The average values for ERRh (in %) for a linearly varying heat transfer
coefficient along the fin length with σ=0.05K.
However, the line plots of h˜i along the four evaluation lines L1 − L3 given in
Fig.3.25 provide more detail. The 2-D plots of the relative error on h˜i are shown
in Fig.3.26 for both the CGM and SDM solution. The detailed graphs of the rela-
tive errors along the evaluation lineas are shown in Fig.3.27.
The results have the same trend as for σ=0.05K only the errors are larger. The
same remarks as in the previous case hence can be made. The largest errors for
the estimated h˜i at the front surface S4 have not increased: 10% (SDM) or 13%
(CGM) at the left side (Fig. 3.27(a)-3.26). Figure 3.27(a) shows that this large
error is only present for the first 30% of the cells along the fin length. For the
other 70%, the relative error is < 6%. The error over the center of the fin however
increased slightly (± 1%). Figure 3.25(b) and Fig 3.26 show that the relative error
along the fin height has remained practically the same as for σ = 0.05. The main
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(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2



























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.24: Relative error on h˜i for linear varying hi along the fin length with
σ=0.05K for Ym(Si), plotted along the evaluation lines L1 −L3
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(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2


























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.25: Estimated h˜i for linear varying hi along the fin length with σ=0.25K
for Ym(Si), plotted along the evaluation lines L1 −L3
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difference is the scattering of the data as was also observed for the cases with a
uniform heat transfer coefficient. This scattering of the data induces no extra error
that has to be taken into account, as it is much smaller than the error induced by the
wiggle in the solution. The error near the fin tip is now very similar for the CGM
and SDM. The error patterns are very much alike on all surfaces for SDM and
CGM, contrary to what was found for the previous case with σ=0.05. So it is very
likely that the SDM solution for σ=0.05 was not the best: it needed to converge
further. This is a downside for the SDM. Due to the slow convergence near the
stopping criterion, the chance of stopping too early increases, whereas for CGM
this risk does not exist due to the better convergence near the stopping criterion.
The relative errors on h˜i along the length of the primary surface at the left side
have increased up to 65% for SDM and CGM. (Fig.3.27(a)). After 30% of the cells
along the fin length, this error drops below 10% and stays below 10%. But keep in
mind that these large relative errors are for the smallest heat transfer coefficients,
which are situated at the left fin side. The error over the primary surface is more
important for the SDM than for CGM as was also the case in the previous test
cases. Figure 3.26 shows that the combination of the larger errors near the fin left
side and the primary surface seem to affect the lower left corner of the fin surfaces
S4 −S5. There is a small zone where the error reaches 30%, which is much higher
than the 13% obtained for the rest of the left side of the fin. Yet this zone is very
small: it stretches out over less than 10% of the fin height. This effect was also
noticeable for temperature measurement errors of σ=0.05. Figure 3.21 and Fig.
3.25 show that the trend of the variation of the local convection coefficients hi is
reconstructed by both CGM and SDM.
The mean relative error on h˜i is listed in Table 3.6, for SDM and CGM for var-
ious surfaces. The mean values are again accurate for the fin surfaces, especially
for the CGM were there is no difference with the results for σ=0.05. SDM how-
ever experiences a decrease in accuracy: the mean error on the front fin surface S5
became three times as large as for σ=0.05. It is still limited to 0.65%, but given
the larger surface that is affected by this error, it is not negligible anymore. The
ERRh on the primary surfaces has increased to almost 3% for CGM, and 4% for
SDM. Because of the small area on which this error occurs, it is still acceptable.
SDM CGM
havg (W/m2K) ERRh (%) ERRh (%)
Fin tip S1 25 -0.84 0.55
Front S5 24.97 -0.65 -0.1
Primary S6 24.65 3.81 2.81
Table 3.6: The average values for ERRh (in %) for a linearly varying heat transfer




Figure 3.26: 2-D plot of the relative error on estimated h˜i for the solution of
linear varying hi along the fin length with σ=0.25K. (a) SDM solution ; (b) CGM
solution
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(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2





























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.27: Relative error on h˜i for linear varying hi along the fin length with
σ=0.25K for Ym(Si), plotted along the evaluation lines L1 −L3
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3.1.3 Linear variation of heat transfer coefficients along fin height
3.1.3.1 Exact measurement data: σ=0
Previously, a linearly varying heat transfer coefficient hi along the fin length showed
generally acceptable results. Yet the heat transfer coefficient can also vary along
the fin height, and along the width of the primary surface. For this reason a heat
transfer coefficient which varies linearly along the fin height is now studied. The
imposed profile varies from 10 W/m2K on the fin tip to 40 W/m2K at the base
of the fin, and this for all the fin surfaces S1 − S5. The heat transfer coefficient
on the primary surface varies linearly along the width: from 40 W/m2K near the
fin base to 30 W/m2K at the outside of the primary surface. The imposed heat
transfer coefficient profile hi is shown in Fig. 3.28. These hi are used as boundary
condition in the direct heat conduction problem of Eq. (2.14). The resulting simu-
lated temperature measurement profile calculated from this direct problem are the
temperatures Ym(Si).
Figure 3.28: 2-D plot of the linearly varying exact heat transfer coefficient hi (in
W/m2K) along the fin height
It is assumed that the imposed temperatures Ym(Si) are exact, thus σ=0. The
stopping criterion is set at χ=0.01. SDM converges after 120 iterations, CGM
converges much faster with only 30 iterations. Note that the convergence criterion
of 0.01 is not attained: both methods stagnate at a residual value of 0.14. Although
the h˜i are still updated for each iteration beyond the stagnation point, converged
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solution is assumed at the stagnation value. Updates beyond this point are only
due to regularization and can introduce non-physical solutions.
The resulting estimated h˜i are plotted in Fig. 3.29. The results along the four
evaluation lines L1 − L4 show more details (Fig. 3.30). Figure 3.32(a) gives the
relative error on h˜i in a 2-D plot. The detailed graphs along the evaluation lines
are shown in Fig. 3.33.
Both solution methods show the exact same trend for the solution. The esti-
mated h˜i has the largest relative error on the primary surfaces S6 − S7, at the fin
tip S1 and near the fin tip on the other fin surfaces S4 − S5. The largest relative
error on the front fin surface S4 is 20% for SDM and CGM. It is not surprising that
the largest relative error is near the fin tip, because of the lower exact hi, i.e. 10
W/m2K (Fig. 3.30(b) and Fig. 3.29). Figure 3.18(b) indicates that the absolute
errors near the fin tip are as large as the absolute errors near the fin base, but the
relative error is larger due to the difference in the absolute value of hi. The same
result was found for a linearly varying heat transfer coefficient along the fin length.
The relative error along the fin length is much smaller, even at the left and right fin
side (Fig. 3.30(a) and Fig. 3.32). So it seems that the largest errors occur in the
direction of the largest variation of the heat transfer coefficient hi, and this always
near the edges.
The large error near the fin tip is only applicable for the first 10 cell rows. This
is only 8% of the number of boundary fin cells. The largest errors occur again at
the fin base, near the primary surface. The heat transfer coefficient varies along the
width of the primary surface, but nor SDM nor CGM seem to be able to capture this
linear variation. They both reconstruct a uniform value of 38 W/m2K over the
width of S6−S7 (Fig.3.31). The mean value of the varying heat transfer coefficient
on the primary surface is 35 W/m2K, which is an error of 2.8%. This explains
also the large relative error at the outer edge of the primary surface: the imposed
hi is 30 W/m2K, and the estimated h˜i has the uniform value of 38 W/m2K. The
reason that a variation of heat flux cannot be reconstructed at the primary surface
is the low number of measurement points at S4 − S5 compared to the amount of
measurement points at the fin surfaces along the width (only 10 cells). This makes
it unable for a whole domain method to reconstruct variations along the width at
these surfaces, and a mean value is calculated. This could be solved by reducing
the amount of measurement points on the fin surface used in the solution algorithm,
or by increasing the number of cells along the width of the primary surface.
The mean relative error on h˜i (thus ERRh) is listed in Table 3.7 for various
surfaces. These mean values show same result for CGM as for SDM. As expected
from the local results, the error on the primary surface has become significant,
even for exact temperature measurements (σ=0). This was not the case in previous
tests. The error on the mean havg on the fin tip is quite large, but this is for a low




Figure 3.29: 2-D plot of the estimated h˜i for the solution of a linearly varying hi
along the fin height with σ=0K. (a) SDM solution ; (b) CGM solution
NUMERICAL RESULTS 113
































(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2






























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.30: Estimated h˜i for linear varying hi along the fin height with σ=0K
for Ym(Si), plotted along the evaluation lines L1 −L3
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Figure 3.31: Estimated h˜i for linear varying hi along the fin height for σ=0K for
Ym(Si) ; ◻: SDM at L4 ; ○: CGM at L4
SDM CGM
havg (W/m2K) ERRh (%) ERRh (%)
Fin tip S1 10 17.4 19.06
Front S5 24.95 -0.87 -0.93
Primary S6 34.45 7.96 8.27
Table 3.7: The average values for ERRh for a linearly varying heat transfer
coefficient along the fin height with σ=0K.
3.1.3.2 Temperature measurement error: dYm = 0.1°C or σ=0.05
Neither SDM nor CGM reaches the convergence criterion of χ = 154 for tempera-
ture measurement accuracies of 0.1°C: SDM stagnates at 155.4 after 81 iterations,
CGM stagnates at the same residual after 20 iterations. The results for SDM and
CGM are very similar. The resulting estimated h˜i of the CGM solution is plotted
in Fig. 3.35(a), and the relative error on h˜i in Fig. 3.35(b). The results along the
four evaluation lines L1 − L4 for the relative error on h˜i show more details (Fig.
3.36).
The solution shows the same trend as for the case with σ = 0, so for a dis-
cussion on these results is referred to the previous paragraph for the test case with




Figure 3.32: 2-D plot of relative error on the estimated h˜i for the solution of a
linearly varying hi along the fin height with σ=0K. (a) SDM solution ; (b) CGM
solution
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(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2

























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.33: Relative error on h˜i for linear varying hi along the fin height with
σ=0K for Ym(Si), plotted along the evaluation lines L1 −L3
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Figure 3.34: Relative error on h˜i for linear varying hi along the fin height for
σ=0K for Ym(Si) ; ◻: SDM at L4 ; ○: CGM at L4
of the order of 1% is added to the estimated h˜i. This is small compared to the
error already present for the estimates based on exact temperature measurements.
Hence, the solution for less accurate temperature measurements does not worsen
considerably for both SDM and CGM. The same conclusion was found for temper-
ature measurements with an accuracy of 0.5°C (σ = 0.25): the solution still has the
same trend, but the scatter on the estimated h˜i has increased again. The results for
σ = 0.25 are not shown or discussed, because they do not provide a better insight.
The mean relative error on h˜i is listed in Table 3.8 for various surfaces. It is
remarkable that the mean values decreased for the CGM solution, and this for all
surface. The mean values h˜avg of the SDM solution slightly increased, but this
increase in error is negligible.
SDM CGM
havg (W/m2K) ERRh (%) ERRh (%)
Fin tip S1 10 18.85 18.11
Front S5 24.95 -0.88 -0.83
Primary S6 34.45 8.27 7.71
Table 3.8: The average values for ERRh for a linearly varying heat transfer




Figure 3.35: 2-D plot of the CGM solution for the IHCP with linearly varying hi
along the fin height with σ=0.05K. (a) estimated h˜i ; (b) relative error on h˜i
NUMERICAL RESULTS 119

























(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2





























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.36: Relative error on h˜i for linear varying hi along the fin height with
σ=0.05K plotted along the evaluation lines L1 −L3
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3.1.4 Exponential variation along fin length
This heat transfer coefficient profile is based on the boundary layer thickness for a
given air speed along the fin, yet only a variation along the fin length is considered.
The heat transfer coefficient profile hi is shown in Fig.3.37. The air flow goes from
the left to the right of the fin.
3.1.4.1 Exact measurement data: σ=0
There is a high peak of the heat transfer coefficient at the left side of the fin, where
the boundary layer begins to build up. The exponential profile of the exact hi is
plotted in Fig. 3.37. The steep peak of 100W/m2K at the left side is clearly vis-
ible in the line plot along the fin length (Fig. 3.38(a)). This high value drops very
sharply to 20W/m2K over just 10 cells and then steadily decreases to 6W/m2K
at the right side. This is a difficult test case for a whole domain method: hi has a
peak value between 50 and 100W/m2K in less than 2% of the fin surface cells,
and hi is much lower (10% of the peak value) in 80% of the fin cells. Even though
exact temperatures are used (σ=0), the stopping criterion was set at χ=1, which is
much higher than χ=0.01 in the previous studies. Even for this higher convergence
criterion, both methods needed long calculation times: CGM converged only after
560 iterations, and SDM took such a long convergence time that the calculation
was stopped before the convergence criterion was attained. Therefore a different
hi-profile was used for SDM with a peak value of only 55W/m2K. SDM reached
a residual value of 170 after 400 iterations. At this rate of convergence, the resid-
ual would only drop below the convergence criterion of 1 after more than 2500
iterations. Therefore the SDM solution was stopped after 400 iterations for J=170,
which corresponds to a temperature error of 0.1°C on the estimated temperatures.
This indicates that both algorithms, but especially SDM, have difficulties to accu-
rately reconstruct this kind of profile.
The resulting estimated h˜i are plotted in Fig. 3.40. The results along the four
evaluation lines L1 − L4 show more details (Fig. 3.38). The detailed graphs for
the relative error on h˜i along the evaluation lines are shown in Fig. 3.41.There
are no 2D-plots shown for the relative error because these do not give any extra
information compared to the line plots.
It is clear from Fig. 3.38 and Fig. 3.41 that the SDM solution has not con-
verged as far as the CGM solution, and that the SDM solution gives bad results in
reconstructing the peak at the left side. Therefore, only the CGM solution will be
discussed. Figure 3.38(a) and Fig. 3.40 show that CGM reconstructs the trend of
hi variation, but swirls around the exact solution. CGM also estimates a peak at
the left side, but reaches only a value of 60W/m2K and the peak is not so steep.
This is actually not so bad, since the the highest hi-value of 100W/m2K is only
imposed on less than 0.5% of the cells. Figure 3.41(a) represents the relative errors
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Figure 3.37: 2-D plot of the exponentially varying exact heat transfer coefficient
hi (in W/m2K) along the fin length
on h˜i and shows the oscillation more clearly. This was never found for the pre-
viously studied profiles, in which these large errors only appeared near the edges.
The higher oscillation amplitude at the left side is induced by the steep gradient for
hi which is difficult to reconstruct for a whole-domain method. Important relative
errors are obtained over the entire length of the fin, but this result should be nu-
anced: the high relative errors between 60% and -30% occur only at the first 10%
(x=0-0.05m) of the fin length for the higher hi values, but then the error decreases
rapidly to 15% (for x=0.05m) and keeps oscillating between 10% and -10% till the
end of the fin (x=0.25m). The values of the exact hi between x=0.05-0.25m are
smaller than 10W/m2K. The variation of the error along the fin height is limited
and does not show these oscillations (Fig. 3.41(b)). The large oscillations round
the exact solution are thus introduced by the peak value. It was found by investi-
gating the solution at previous iterations that the frequency of this oscillation was
lower, but that it had a larger amplitude. This can be illustrated with the SDM
solution (Fig. 3.41(a)): the iteration process was stopped at a higher residual, and
the result oscillates just over one period with a constantly large amplitude. By con-
verging deeper, the estimated h˜i approaches the exact hi (smaller error amplitude)
but it starts oscillating round the exact solution. This oscillation is likely due to
the regularization that is added to the solution procedure: this guarantees a smooth
solution, but can also induce the oscillation. If only the plots of relative error on
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(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2 ;−: exact solution CGM ; −−: exact solution SDM



























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.38: Estimated h˜i for exponentially varying hi along the fin length with
σ=0K, plotted along the evaluation lines L1 −L3
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(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at
L2 ; −: exact solution CGM ; −−: exact solution SDM


























(b) ◻: SDM at L4 ; ○: CGM at L4
Figure 3.39: Estimated h˜i for exponentially varying hi along the fin length with
σ=0K, plotted along the evaluation lines L1 and L3 on a smaller scale, and along
L4
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h˜i were studied (Fig. 3.41), a wrong conclusion could be drawn as were the CGM
solution unsufficient. However, Fig. 3.38 and Fig. 3.40 indicate that CGM gives
an acceptable reconstruction of the imposed heat transfer coefficient profile, and
that the absolute errors are limited.
It is remarkable that the oscillation on the primary surface is much smaller:
there is no high frequency oscillation, and the imposed hi-profile near the right
side is estimated accurately. However, the estimate of amplitude of the peak value
near the left is less accurate.
The mean relative error on h˜i (ERRh) is listed in Table 3.9 for various surfaces.
These mean values show that the SDM solution did not converge far enough: it has
considerably larger errors than CGM. Also for CGM the error on the mean h˜avg
has increased significantly for the fin surfaces compared to the other test cases:
from less than 1% to 4%. The accuracy on the mean h˜avg for the primary surface
on the other hand has improved. The effect of this on the fin effectiveness is
discussed later.
SDM CGM
havg (W/m2K) ERRh (%) ERRh (%)
Fin tip S1 9.54 6 2.96
Front S5 9.53 7.17 4.12
Primary S6 9.41 1.97 0.35
Table 3.9: The average values for ERRh for an exponentially varying heat
transfer coefficient along the fin length with σ=0K.
3.1.4.2 Temperature measurement error: dYm = 0.5°C or σ=0.25
The discussion of the influence of the temperature measurement accuracy on the
IHCP solution will be limited to the case of a temperature measurement error of
0.5°C, because this produces the largest error on h˜i. The CGM reaches the con-
vergence criterion χ = 3859 after 59 iterations, SDM after 490 iterations. The
results for SDM and CGM are similar to the previous case with exact tempera-
ture measurements. The resulting estimated h˜i of the CGM solution is plotted in
Fig. 3.42(a), and the relative error on h˜i in Fig. 3.42(b). The 2D-plots of the
SDM solution are not shown, as the results is largely the same as for the previous
case (σ = 0K) (Fig. 3.43): even the relative errors on h˜i for the SDM solution
remain the same (Fig. 3.44). This is not surprising, as the SDM solution for the
exact temperature measurements was only converged to a residual of 170, which
corresponds to a temperature measurement accuracy of 0.1°C.
For a detailed discussion on the results is referred to the previous paragraph,




Figure 3.40: 2-D plot of the estimated h˜i for the solution of an exponentially
varying hi along the fin length with σ=0K. (a) SDM solution ; (b) CGM solution
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(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2






























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.41: Relative error on h˜i for exponentially varying hi along the fin length




Figure 3.42: 2-D plot of the CGM solution for the IHCP with exponentially
varying hi along the fin height with σ=0.25K. (a) estimated h˜i ; (b) relative error
on h˜i
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(a) ◻: SDM at L1 ; ○: CGM at L1 ; ×: SDM at L2 ; ∆: CGM at L2



























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.43: Estimated h˜i for exponentially varying hi along the fin length with
σ=0.25K, plotted along the evaluation lines L1 −L3
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temperature measurement error deteriorates the accuracy of the CGM solution:
scattering is added to the estimated h˜i, which is very distinct for the right half of
the fin because of the low heat transfer coefficients (hi < 8W/m2K). The large
temperature measurement error causes a less accurate reconstruction of the peak
value: 40W/m2K compared to 60W/m2K for σ = 0. The oscillation of the esti-
mated h˜i round the exact solution has a smaller frequency, but the larger errors of
more than 30% occurs for the complete left side of the fin, compared to only 20%
of the fin surface for σ = 0 (Fig. 3.44(a)). Figures 3.44(b) and 3.43(b) show that an
error of 30% halfway the fin length corresponds to an absolute error of 2W/m2K.
Notwithstanding these large relative errors, the absolute errors are limited for h˜i
which are not in the peak. The general form of the heat transfer coefficient profile
is reconstructed with the CGM, even for considerable temperature measurement
errors (0.5°C). The peak is reconstructed, but it is difficult to estimate the exact
value of this peak as it only applies to a very limited amount of cells (less than
2%).
The mean relative error on h˜i is listed in Table 3.10 for various surfaces. The
mean values for the SDM solution did not increase much, but ERRh increased for
CGM and attained the same order of magnitude as the SDM solution. The smallest
error occurs again at the primary surface.
SDM CGM
havg (W/m2K) ERRh (%) ERRh (%)
Fin tip S1 9.54 6.58 6.08
Front S5 9.53 7.15 6.1
Primary S6 9.41 5.26 2.29
Table 3.10: The average values for ERRh for a linearly varying heat transfer
coefficient along the fin height with σ=0.05K.
3.1.5 Simulated convection coefficient profile with FLUENT
This heat transfer coefficient profile is based on a numerical simulation from a full
CFD model in FLUENT: the air flow around the fin is modeled. The air flow was
set at 1 m/s. As the results should be independent of the boundary positions, the
air entrance and exit section should be sufficiently far from the fin surfaces. Based
on [5] the entrance and exit region were placed at 20 times the fin thickness from
the fin. The side boundary conditions were set as symmetry planes at a distance of
20 times the fin thickness from the fin walls. Air was modeled as an ideal gas and
the viscous laminar model was used as the Re-number is situated in the laminar
flow regime. This case was calculated for exact measurement data (σ=0). Only
the CGM solution was discussed in this paragraph as this gave the best results in
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(a) ○: CGM at L1 ; ∆: CGM at L2































(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.44: Relative error on h˜i for exponentially varying hi along the fin length
with σ=0.25K plotted along the evaluation lines L1 −L3
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the previous test cases.
The heat transfer coefficient profile hi obtained from the CFD calculation is
shown in Fig.3.45. The air flow goes from the left to the right of the fin. There is
a high, small peak of the heat transfer coefficient at the left side of the fin, where
the boundary layer begins to build up. The steep peak of over 20 W/m2K at
the left side is clearly visible in the line plot along the fin length (Fig. 3.46(a)).
This high value drops very sharply to 3 W/m2K after which there is a small
oscillation: a sharp increase to 5 W/m2K followed by a steep drop to 4 W/m2K
which is maintained over a few cells. This seems very strange but can be explained
after investigating the flow pattern around the fin. The starting boundary layer at
the front of the fin seperates immediately and there is a recirculation zone, which
causes the drop of the heat transfer coefficient. This recirculation zone exists of
two recirculations which causes the oscillation in hi. This recirculation appears
only for 25 mm(one tenth of the fin length) which corresponds to the observed hi-
profile. After this recirculation zone there is a boundary layer reacttachment which
causes the increase in hi (Fig. 3.46(a)). The boundary layer is built up giving a
steady decrease of hi. There is a small increase in hi again for the last 10mm
of the fin due to boundary layer thinning near the trailing edge. The variation of
hi along the fin height halfway the fin length (Fig. 3.46(b)) is very unsteady and
oscillates around a mean value of 5 W/m2K. These oscillations are caused by a
variation in boundary layer seperation and reattachment along the fin height at the
leading edge.
This is a difficult test case for a whole domain method due to the numerous
variations over small fin areas. Especially the steep drop in hi at the leading edge
and the oscillations due to the recirculation zone are very difficult to reconstruct
as these variations appear for a very small part of the fin area and cause small fin
temperature variations in that area (due to the high conductivity of the aluminum).
The IHCP solution was evaluated for two stopping criteria: χ=1 and χ=10. This
is much higher than χ=0.01 in the previous test cases. Even for this higher con-
vergence criterion, CGM needed long calculation times: 300 iterations for χ=10,
1200 iterations for χ=1.
The resulting estimated h˜i are plotted in Fig. 3.48 for J = 1. The results along
the three evaluation lines L1 − L3 show more details for both J = 10 and J = 1
(Figures 3.46-3.47). There are no 2D-plots shown for the relative error because
these do not give any extra information compared to the line plots.
It is clear from Figures 3.46-3.47 that the solution for J = 10 has not converged
as far as the solution for J = 1. The solution for J = 10 along L1 does not
reconstruct the hi variation in detail. It shows a peak at the leading edge followed
by a drop (boundary layer seperation) and a small increase (flow reattachment) but
this increase is not distinct, and the location for the dip due to the seperation is not
correct. However, for the IHCP solution at J = 1, the dip due to boundary layer
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Figure 3.45: 3-D plot of the numercically simulated exact heat transfer coefficient
hi (in W/m2K) for an air velocity of 1m/s
seperation is more distinct and at the correct position, as is the increase of hi due
to boundary layer reattachment. The peak at the leading edge is also reconstructed.
Thus the general trend is reconstructed, only smaller variations over small areas are
not reconstructed, as they do not have enough influence on the temperature profile.
The same can be concluded for the solution along the fin height line L3. The IHCP
solution along L2 on the primary surface also reconstructs the correct hi profile,
but there is an inaccuracy on the position of the curve inflexion point and the steep
gradient of hi near the leading edge. It can be concluded from comparison between
the solution for J = 10 and J = 1 that an IHCP solution needs to be converged far
enough in order to reconstruct profiles with more unsteady variations and very
small variations are difficult or even impossible to reconstruct. Figure 3.47 shows
that the estimated h˜i starts to swirl around the exact solution the more iterations are
performed, but these oscillations have a very small amplitude. The relative error
on the estimated h˜i for the solution with J = 1 is shown in Fig. 3.49. The relative
error along L1 is smaller than 10% for 80% of the cells and becomes very large
(up to 100%) for only a few cells near the steep gradient and recirculation zone at
the leading edge. This large relative error applies to small hi values of 5 W/m2K.
A similar conclusion can be drawn for the relative errors on hi along the fin height
(L3): the relative error is smaller than 15% for more than 80% of the cells and
the larger errors occur at variations with a steep gradient over a small fin area. So
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(a) ○: CGM at L1 ; ∆: CGM at L2 ; −: exact solution at L1 ; −−: exact
solution at L2
































(b) ○: CGM at L3; −: exact solution at L3
Figure 3.46: Estimated h˜i for the numerically simulated hi for air velocity of
1m/s with σ=0 plotted along evaluation lines L1 −L3 for J = 10
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(a) ○: CGM at L1 ; ∆: CGM at L2 ; −: exact solution at L1 ; −−: exact
solution at L2
































(b) ○: CGM at L3; −: exact solution at L3
Figure 3.47: Estimated h˜i for the numerically simulated hi for air velocity of
1m/s with σ=0K, plotted along evaluation lines L1 −L3 for J = 1
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CGM gives good results for a realistic heat transfer coefficient profile calculated
from CFD simulations. Moreover, the mean value of the convection coefficients
over the fin surface is 5 W/m2K which is much smaller than the average hi of
25 W/m2K in the previous test cases. Thus CGM also gives good solutions for
smaller heat transfer coefficients.
Figure 3.48: 2-D plot of the estimated h˜i for the numerically simulated hi for air
velocity of 1m/s with σ=0K and for J = 1
The mean relative error on h˜i (ERRh) is listed in Table 3.11 for various sur-
faces. These mean values show that CGM gives a good estimation of the mean
havg for the fin front surface and primary surface.
havg (W/m2K) ERRh (%)
Fin tip S1 9.52 19.8
Front S5 5.42 6.3
Primary S6 6.91 10.1
Table 3.11: The average values for ERRh the numerically simulated hi for air
velocity of 1m/s with σ=0K
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(a) ○: CGM at L1 ; ∆: CGM at L2 ; −: exact solution at L1 ; −−: exact
solution at L2





























(b) ○: CGM at L3; −: exact solution at L3
Figure 3.49: Relative error on h˜i for the numerically simulated hi for air velocity
of 1m/s with σ=0K, plotted along evaluation lines L1 −L3 for J = 1
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3.1.6 Validity of CGM solution for larger heat transfer coeffi-
cients
3.1.6.1 Linear increase in heat transfer coefficients along the fin length from
200 W/m2K to 300 W/m2K with σ=0
The previous test cases show that the solution method with CGM and SDM gives
good results for fin heat transfer problems with a mean havg value of 25 W/m2K
and 5 W/m2K. So the validity is checked for a limited range of Re-numbers.
There is no certainty that this solution method still has the same performance for
higher Re-numbers (thus higher hi and havg) without any modifications. Therefore
a test case with a much higher havg = 250W/m2K is investigated. A linearly
varying heat transfer coefficient profile was used: from 200 W/m2K on the right
fin surface S3 to 300 W/m2K at the right fin surface S2. For this test case only
the line plots along L1 −L3 are shown (Figures 3.50-3.51).
The results in Fig. 3.50 show that the estimated h˜i with CGM are very accurate
along the fin length and fin height. The relative error is smaller than 0.5% ((Fig.
3.51). This is a much better result than for the numerical test case with a mean heat
transfer coefficient havg = 25 W/m2K. An accurate interpretation of this result is
necessary. The increase in accuracy of the estimations with CGM is not necessarily
due to the larger heat transfer coefficients, but mainly due to the variation of the
fin temperature. As a larger havg is applied, a higher heat flux is applied at the
bottom surface S8 so that a noticeable temperature variation over the fin surface
is obtained. This higher heat flux gives a larger temperature variation over the fin
surface than for the case of havg = 25W/m2K (Fig. 3.52). The IHCP solution
depends on these temperature variations. The larger the fin temperature variations
are, the better the accuracy of the IHCP solution. So the main reason for the
increase in accuracy for a numerical test case with a larger mean heat transfer
coefficient is the larger temperature variation over the fin surface. Nevertheless,
these results show that the application range of the solution method is independent
of the Reynolds number.
3.1.7 Results: hi estimation vs qi estimation
It was mentioned in section 2.4.4 that the IHCP can also be solved for heat flux
estimations q˜i instead of heat transfer coefficients h˜i. Due to the difference in cal-
culating the search step size and direction, the solution for q˜i estimation could give
different results with regard to stability and accuracy. The comparison is made for
the most difficult test case: exponentially varying heat transfer coefficient along
the fin length. Exact temperature measurements were assumed (σ = 0, conver-
gence criterion set at 1). CGM was used as solution method for both cases. The
CGM method for q˜i estimations converged after 293 iterations, and for h˜i estima-
tions after 560 iterations. The method for flux estimation is clearly faster. The
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(a) ○: CGM at L1 ; ∆: CGM at L2



























(b) ○: CGM at L3
Figure 3.50: Estimated h˜i for a linearly varying heat transfer coefficient profile
from 200W/m2K to 300 W/m2K plotted along the evaluation lines L1 −L3
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(a) ○: CGM at L1 ; ∆: CGM at L2





























(b) ○: CGM at L3
Figure 3.51: Relative error on h˜i for a linearly varying heat transfer coefficient





Figure 3.52: 2-D plot of the temperature profiles for a linearly varying hi along
the fin length (a) havg = 25W/m2K ; (b) havg = 250W/m2K
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comparison between both solutions is shown in Figures 3.53-3.54.
There is no need for a long discussion, because the results are clear: there is
no significant difference in accuracy between the solution method for h˜i and q˜i
estimation. The solution for q˜i converges faster, so logically the solution method
for q˜i estimation would be chosen. However, there is a complication. The solution
method for the IHCP is based on FLUENT to solve the direct, adjoint and sen-
sitivity method. FLUENT is a finite volume method and the heat balance has to
be closed for each iteration i.e. the amount of heat that enters the fin and primary
surface has to leave it also when steady calculations are performed. If a convection
coefficient profile is used as boundary condition, FLUENT can adjust the temper-
ature field to obtain a closed heat balance. However, when heat fluxes qi are set as
boundary conditions, the heat balance cannot be changed by FLUENT by adjust-
ing the temperature field. Also, this problem is underdefined, there is a need for a
temperature boundary condition to get a well defined problem. Therefore one of
the measured temperature surfaces S1−S7 has to be set as a temperature boundary
condition instead of a heat flux boundary condition. If this is done, FLUENT can
solve the problem and will close the heat balance over the temperature surface. In
the first few iterations this will lead to high positive and negative heat fluxes in this
surface, depending on the accuracy of the initially guessed q˜i. In order to obtain
a good accuracy with this method, a well considered choice for the temperature
surface has to be made. It was found that the surface with the lowest heat flux gave
the best results as temperature boundary condition. However, there still remains
a large error near the edges of this surface, and there is no rule for the choice of
this surface in real conditions. Therefore the solution method using q˜i estimates
was not used in this work, because it leads to more assumptions, and the use of h˜i
estimations creates a straightforward problem.
This conclusion applies for steady state problems only. Transient IHCPs can
easily be solved using q˜i estimates, as the heat dissipation in the fin is then consid-
ered.
3.2 Results for fin effectiveness
The fin effectiveness is also calculated for each of the previously discussed cases
of this chapter. The fin has a width of 5mm for a primary surface of 25mm thick.
Thus the primary surface area taken by the fin is 1/5 of the total primary surface
area. The heat flux on the primary surface is uniform in absence of the fin, and
thus 1/5 of the imposed heat at the bottom of the primary surface flows through the
primary surface area on which the fin will be placed. This is 2.5W for a total heat
generation of 12.5W. For each imposed heat transfer coefficient profile the exact
fin effectiveness ζex is calculated. Afterwards, the fin effectiveness is calculated




Figure 3.53: 2-D plot of the estimated h˜i for the solution of an exponentially
varying hi along the fin length with σ=0K. (a) h˜i solution ; (b) q˜i solution
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(a) ◻: q˜i solution at L1 ; ○: h˜i at L1 ; ×: q˜i solution at L2 ; ∆: h˜i
solution at L2


























(b) ◻: SDM at L3 ; ○: CGM at L3
Figure 3.54: Relative error on estimated h˜i for exponentially varying hi along the
fin length with σ=0K, plotted along evaluation lines L1 −L3
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σ = 0.05 and σ = 0.25. This makes it possible to estimate the accuracy of the
fin effectiveness determination from a IHCP solution depending on the tempera-
ture measurement accuracies. These results are summarized in Table 3.12. It is
concluded from this summary that CGM gives, however slightly, more accurate
results than SDM, as was expected from the discussion of the different test cases.
The largest error occurs for the linearly varying hi along the fin height, and is not
larger than 1%. Thus it can be concluded that the accuracy of the fin effectiveness
determination using the IHCP solution method with CGM is 1% for a temperature
























































































































































































































































































































3.3 Estimation of a thermal contact resistance
The same model of fin and primary surface was used to investigate the accuracy
of the IHCP solution for a thermal resistance. For this test case a known heat
transfer coefficient profile hi is assumed at the boundary surfaces S1 − S7. The
linearly varying hi profile along the length was imposed on these surfaces. The
heat flux at the bottom surface S8 is also known (2000W/m2). In the previous
test cases there was no contact resistance at surface S13. The contact surface was
shown in Fig. 2.15 in Chapter 2. The measured temperatures Ym on S1 − S7 for
the minimizing functional J were determined by solving the direct problem with
the given heat transfer coefficient profile as boundary conditions on S1 − S7 and
a given contact resistance on S13. This contact resistance profile is shown as a
3-D plot in Fig. 3.55(a). It has a parabolic profile with the lowest resistance at
the outer edges (6.67 × 10−5 m2K/W) and the highest resistance in the center
(1.33 ×10−4 m2K/W). The first estimation of the contact resistance was set as
a uniform value of (3 ×10−4 m2K/W). The minimization functional J contains
all the temperature measurements Ym on S1 − S7. These measured temperatures
are assumed to be exact. Therefore the convergence criterion was set at 0.1. This
convergence criterion corresponds with an error on the estimated temperatures of
0.001K. CGM was used to solve this IHCP, and a converged solution was obtained
in 81 iterations. The estimated thermal contact resistance is shown in Fig.3.55(b)
and the relative errors in Fig. 3.55(c).
The estimated value is constant at the bottom of the resistance surface and has
a relative error of 15% (Fig. 3.55(c)). The relative error varies along the side walls
of the resistance from 15% to -30%. These errors seem high, but this is mainly
due to the limited value of cells on the resistance surface: it contains 5300 cells,
but only 7 along the height of the side walls and 5 along the width of the bottom
face. The accuracy can be improved by increasing the number of cells, but this will
also influence the number of cells in the fin and primary surface and lead to longer
calculation times. Moreover, it is not important to accurately estimate the spatial
variation of the contact resistance, but to determine the contact so that the error in
the estimated temperatures on the fin and primary surface becomes negligible. If
these temperatures are accurate, the heat flux distribution on the fin and primary
surface are also accurate, as the convection coefficients on these walls are given.
The error in the estimated temperatures was only 0.1% (due to the stopping cri-
terion), which is very accurate. These small temperature errors are much smaller
than errors that will be introduced by estimating the heat transfer coefficient on the





Figure 3.55: 3-D plots of the thermal resistance at S13 with σ=0K. (a) exact
contact resistance (in m2K/W) ; (b) estimated contact resistance (in m2K/W);
(c) relative error (%) on estimated contact resistance
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3.4 Conclusions
The test cases discussed in this chapter lead to the following conclusions:
• CGM converges much faster than SDM, especially for more complicated
heat transfer coefficient distributions
• CGM and SDM give comparable results for the estimation of local heat
transfer coefficients. Accurate values are obtained for the majority of the
cells, except:
– near the edges, especially if there is a variation of the heat transfer
coefficients in the direction normal to this edge
– for steep gradients in heat transfer coefficients (such as the exponential
profile)
– CGM gives more accurate estimations on the primary surfaces than
SDM
• the error in the estimates of the average heat transfer coefficients are:
– less than 1% on the fin side surfaces, except if there is a steep gradient
on these surfaces. The error can increase to 7% in this case, which is
still acceptable
– less than 1% on the fin tip unless there is a considerable variation of
the heat transfer coefficients along the fin height. In this case it can
increase up to 20%. The surface area of the fin tip is usually very
small compared to the total surface area, which makes it difficult to
accurately estimate this heat transfer coefficient. For the same reason,
a larger error on the fin tip does not influence the total heat tranfer rate
significantly.
– the average heat transfer coefficient on the primary surface is always
lress accurate than the average heat transfer coefficients on the other
surfaces. A maximum error of 8% was found. CGM gives more accu-
rate results than the SDM
• the determination of the fin effectiveness is very accurate: smaller than 1%
for all test cases
4
Experimental Setup, Calibration and
Measurement
In this chapter, a test rig is presented in which both fin effectiveness and local
heat transfer coefficients for different fin forms can be determined. In order to ex-
perimentally determine fin effectiveness, heat fluxes through the primary surface
and the fin need to be known. This information is obtained by measuring surface
temperatures and calculating the heat fluxes from these measurements by using
the inverse heat conduction technique discussed in Chapter 2. The necessary input
for the inverse conduction problem is surface temperature measurements of the fin
and primary surface. The subject of this chapter is limited to these measurements,
the used techniques and the experimental setup. First, the used measurement tech-
niques and the importance of calibration are explained. Secondly, the fin dimen-
sions of the longitudinal fin and primary surface are determined. Different types of
fins with the same basic dimensions of length, height and width are studied. The
studied fin types differ in the number of perforations (=heat transfer enhancers)
present in the fin (0-1-2). The construction of the test rig in which these fins are
investigated, is described, as well as its range of applications.
4.1 Infrared Thermography
The goal of the experimental investigation is to determine local heat transfer coef-
ficients and fin effectiveness. Temperature measurements are indispensable in heat
150 CHAPTER 4
transfer investigations. Thermocouples are the most commonly used temperature
measurement instruments. But the use of infrared thermography is also blooming
in recent years.
4.1.1 Infrared radiation
Each object at a temperature above absolute zero (0K) emits radiation in the in-
frared spectrum, which lies between 1 and 1000 µm. The radiated thermal energy
depends on the surface temperature. An important concept in heat radiation is a
blackbody, which is an ideal body that absorbs all incident radiation, independent
of the wavelength or angle of incidence. So there is no reflection or transmission
through the blackbody. A blackbody emits the maximum radiant energy for each
wavelength and direction, and is thus used as a reference for emitted radiation from
real bodies. Planck’s law gives the spectral distribution of hemispherical emissive
power and radiant intensity in vacuum, for a blackbody. For a blackbody, this is
only function of wavelength λ and temperature [119], [120]:
eλ,b = C1
λ5 ⋅ (e C2λ⋅T − 1) (4.1)
C1 and C2 are the first and second radiation constants. One talks about hemi-
spherical emissive power, because the radiation emitted from a point on a surface
is emitted in the hemisphere as seen from that point. At a given temperature, the
emissive power eλ,b has a maximum at a certain wavelength λmax, as seen in
Figure 4.1 [121]. The maximum spectral radiation is less pronounced for lower
object temperatures. λmax can be calculated by differentiating Planck’s law to λ.
This results Wien’s displacement law, stating that the maximum spectral emitted




Figure 4.1 also shows that most radiation energy is found near the wavelength
λmax. This is a useful guide for the infrared camera selection: the camera has to be
able to capture the wavelengths associated with the range of object temperatures.
The infrared spectrum is normally divided in four zones or bands [120]:
• near infrared: 0.75-3 µm
• middle infrared: 3-6 µm
• far infrared: 6-15 µm
• extreme infrared: 15-1000 µm
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A requirement for a thermographic instrument is to detect small temperature differences at room temperature
level, which corresponds to approximately 300 K. The diagram indicates directly that one has to utilise quite
long wavelengths in order to collect as much as possible of the low intensity room temperature radiation.
Wien’s law tells us that maximum intensity is to be found around 2898/300 = appr. 10 µm. 
These two formulae, the laws of Planck and Wien, although fundamental in infrared theory, are almost never
used in practical thermography with the exception of camera design or simple qualitative considerations like
the above. 
As stated above, Equation (2:1) describes the spectral exitance from a so-called blackbody, an ideal radiator.
Real objects never emit as much radiation as a true blackbody. The ratio of actual radiation to the theoretical
maximum blackbody radiation is the emittance ε:
(2:3)
The emittance ε – in thermographic literature often incorrectly called emissivity1 or emissivity factor – is in
many cases the most important measurement parameter. We shall therefore take a closer look at that param-
eter and three others because they are of great importance for the understanding of thermographic measure-
ment.
The emittance value describes the ability of a body to emit radiation. It is a dimensionless ratio with a value
range from 0 to 1. A perfect radiator with maximum radiation ability has ε = 1. Such a body is called a black-
body. The reason for calling it so will be explained later. A body with ε = 0 can not radiate at all, no matter how
hot it might be.
Emittances of exactly 1 or 0 are never found in the real world although one can get rather close. Commercial
blackbodies with ε > 0.99 are available and mirror coatings with ε < 0.02 can be produced. 
Figure 2.2 Blackbody spectral radiation according to Planck’s law plotted for various temperatures.
1. The nomenclature in infrared textbooks for material radiation properties has for a long time been confused. It seems, though, that now there 
is a common agreement to use the ending -ance for properties of real materials, e.g. emittance, reflectance and absorptance. These  prop-
erties deviate from the theoretical properties of ideal materials, which should be written with the ending -ivity: emissivity, reflectivity and 
absorptivity. (Compare with resistivity of the material copper  and  resistance of a real copper wire of certain length and diameter.)
λpeak 2898 T µm( )⁄=
ε λ( ), or ελ
Mactual λ, T( )
Mbb λ, T( )
-------------------------------=
Figure 4.1: Spectral radiation according to Planck’s law
For thermography, only the range of 1-15µm is of interest, because of the sen-
sitivity of suitable detectors and the transmittance of the atmosphere. Depending
on the detector, infrared cameras are divided into two classes, according to their
wavelength range [121]:
• short wave camera (SW): 3-5 µm
• longwave camera (LW): 8-14 µm
Figure 4.2 clarifies the choice for these two specific bands: air has a high
transmission in those wavelength b nds. Outs de these two b nds, there is a high
absorption and thus energy loss of the infrared radiation.
According to Wien’s law, the high st spectral nergy band for radiation at am-
bient temperature (300K) is found at a wavelength of 10 µm, and this peak shifts to
shorter wavelengths for higher temperatures. This means that LW cameras should
be better suited for temperature measurements of objects at moderate temperature,
and SW cameras for temperatures above 100°C. Although this is a good general
rule, it does not always indicate the best camera type for a certain application.
Maldague stated [122], based on the work of Chrzanowski [123], that a SW and
a LW camera give similar results in the temperature range -10°C to 130°C. There
is even a slight preference for SW cameras, because the error in temperature mea-
surements is smaller. So although the emitted radiation in the LW range is higher, a
SW camera could be more accurate, and this mainly due to the superior detectivity
of the detector.
Planck’s law in Eq. (4.1) integrated over the total wavelength spectrum gives
the total hemispherical radiation flux emitted by the blackbody:
eb = σ ⋅ T 4 (4.3)
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[Appendix 6 – Spectral atmospheric transmission]
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Figure 4.2: Spectral atmospheric transmission over a distance of 30m
where σ is known as the Stefan-Boltzmann constant (5.67 × 10−8W/m2K4).
Emissivity
As mentioned before, a blackbody is an ideal object that absorbs all incident radi-
ation and emits the maximum possible amount of radiation according to Eq. (4.1).
The absorption for real objects is limited, and they only emit a portion of the ra-
diation emitted by a blackbody at the same temperature. The ratio of the radiation
emitted by a real object to the maximum blackbody radiation (for the same wave-
length and object temperature) is called emissivity :
 = eλ(T )
eλ,b(T ) (4.4)
Notice that emissivity is a surface property: the emissivity of the surface deter-
mines the amount of radiation from the object, regardless of the inside properties
of the object. Therefore, surface conditions as roughness, oxidation, also influ-
ence the emissivity value. Emissivity has a value between 0 and 1. The extreme
values are never found in reality but can be approximated. Emissivity is dependent
on the monitored wavelength λ, surface temperature and direction. Objects with a
constant emissivity (< 1) over the total wavelength spectrum are called greybodies.
Because of all these dependencies, a distinction has to be made between different
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emissivity terms:
• spectral emissivity: emissivity value at a specific wavelength
• total emissivity: emissivity integrated over all wavelengths
• directional emissivity: emissivity in a specific direction or from a specific
viewing angle
• hemispherical emissivity: emissivity integrated over the hemispherical space
as seen from the object surface
If one does not know the emissivity of a surface, the exact amount of radiation
coming from the surface cannot be determined, and thus the temperature of the
surface cannot be measured with an infrared camera. Infrared cameras are sensi-
tive for a specific bandwidth. Nevertheless, they are considered as total radiation
cameras, which means that Eq. (4.3) can be used (multiplying the RHS by  for
real objects). For most measurements or applications, an infrared camera is placed
normal to the measurement surface. So in general, for infrared thermography,
the normal total emissivity needs to be known. In literature, values of normal total
emissivity are found for most materials [119,121,124]. For materials with a strong
wavelength dependent emissivity, a value for SW and LW is given. However, it
is not advised to use these literature values as the exact value for an application.
First of all, emissivity is a surface property, and surface conditions have a strong
influence on the emissivity value. So by using values reported in literature, the un-
certainty due to the surface finishing or presence of a thin oxide layer can induce
a significant error on the temperature measurement. Secondly, each camera has a
certain accuracy on the absolute temperature, which is largely determined by two
camera specific errors: offset and response error. These errors vary with camera
temperature and construction and are discussed in section 4.1.4.4. So this tem-
perature error varies from camera to camera. If emissivity values from literature
are used, these errors can induce a significant error (equal to the camera accuracy)
on the absolute temperature value. However, if the emissivity value was deter-
mined first with the same camera as used for the final temperature measurement,
the camera errors influenced the emissivity measurement and are hence almost
completely cancelled in the temperature measurement. Therefore it is advised to
determine the emissivity of a specific material with the same infrared camera as
will be used for the temperature measurements. Values from literature can be used
as a reference to check the obtained emissivity.
Other important parameters
Blackbodies absorb all incident radiation, which means they have an absorptivity
α = 1. This is not the case for real bodies. Unfortunately, absorptivity is not as
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easy to determine as emissivity. However, Kirchhoff’s law states that for bodies
in thermal equilibrium, spectral absorptivity and spectral emissivity are equal at
any temperature and wavelength, or the emissivity is at least a very good approx-
imation for absorptivity [119]. Like emissivity, absorptivity is also dependent on
wavelength, direction and temperature and the same definitions of different types
are valid.
For real bodies the incident radiation can besides being absorbed, also be re-
flected or transmitted through the body. The conservation of energy states that
al incident radiation on a body is either absorbed, reflected or transmitted. This
gives the following equation (4.5), in which E stands for the amount of incident
radiation.
αE + ρE + τE = E=> α + ρ + τ = 1 (4.5)
ρ is the reflectivity and τ the transmittance. So the sum of absorptivity, re-
flectivity and transmittance is always 1. Reflectivity and transmittance are also
dependent on wavelength, direction and temperature. With Kirchhoff’s law, ab-
sorptivity is replaced by emissivity and gives:
 + ρ + τ = 1 (4.6)
For opaque bodies (no transmittance), reflectivity is known if emissivity is de-
termined. If objects are transparent, the transmittance or reflectivity needs to be
determined in order to calculate the third property.
4.1.2 Infrared camera parameters
An infrared camera receives radiation and converts this information into temper-
atures. The radiation incident on the camera lens comes from different sources
(see Fig. 4.3). Radiation detected by the camera consists of: energy emitted by
the body consistent with , radiation from the surroundings reflected by the body
consistent with ρ, and radiation from the atmosphere.
Radiation from the surroundings depends on the temperature of the surround-
ing objects in the half sphere seen from the object surface. Those objects could be
at different temperatures, which makes it difficult to calculate the incident radiation
on the object surface. However, in most cases it is valid to assume that all objects
are at the same temperature as the surroundings. It is therefore important to re-
move all sources of intense radiation from the measurement location, e.g. opaque
bodies with a low emissivity, shielding of the optical path,. . . The simplification
that the surroundings is at the same temperature Tamb is necessary to construct an
equation as input for the infrared camera temperature calculation. Thus Tamb is
the camera parameter that accounts for reflected radiation. For opaque bodies with
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low emissivity, reflection is an important contribution of the radiation received by
the camera. Thus Tamb must be measured accurately. The emissivity from the
surroundings is assumed to be 1. If the complete surroundings is considered, ac-
cording to Kirchhoff’s law, all radiation incident on the surrounding objects will
eventually be absorbed by these objects, thus α =  = 1.
Radiation emitted or reflected by an object, travels some distance through at-
mospheric air before reaching the infrared camera. Air is an attenuating medium,
that absorbs infrared radiation, depending on the wavelength, as shown in Fig.4.2.
The longer the traveling distance, the more radiation is absorbed, which reduces
transmittance τ . A transmission lower than 1 for air indicates there also is emis-
sion by the air since there can be no reflection. Thus radiation is emitted with an
emissivity of 1−τ , as given in Fig.4.3. For high transmittance values, the radiation














Figure 4.3: Three possibilities of radiation: conservation of energy
If there is a window in the optical path between object and camera, this window
will also act as an attenuating medium with a certain transmittance. This is taken
into account by adjusting the τ value in Figure 4.3. Radiation energy is denoted as
E. If the measurement object is a blackbody at temperature Tobj , it emits radiation
Eobj according to the object temperature. However, in reality, the measurement
object is not a blackbody. If the object is assumed to be a greybody with emissivity
, it emits radiation energy  ⋅ Eobj . If the object is opaque, it reflects an amount
of radiation energy from the surroundings (1 − ) ⋅Eamb. In Figure 4.3, radiation
from three sources reaches the camera:
• radiation emitted by the object attenuated by air (τ ) between object and
camera:  ⋅ τEobj
• radiation from the surroundings at temperature Tamb is reflected by the
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opaque object with a reflectivity of 1 −  and air transmittance τ : (1 − ) ⋅
τEamb
• radiation emitted by the atmospheric air at temperature Tair: (1 − τ) ⋅Eair
So the total radiation the camera receives is:
Etot =  ⋅ τ ⋅Eobj + (1 − ) ⋅ τ ⋅Eamb + (1 − τ)Eair (4.7)
The camera detects the total amount of radiation Etot and needs to convert it
into the correct object temperature Tobj . To this end the camera is calibrated: the
camera output signal was measured for incident radiation received from a black-
body set at accurately known temperatures. This results in a calibration function
which relates the camera output signal U to the object temperature Tobj :
U = R
eB/T − F (4.8)
R, B and F are calibration constants. The calibration algorithm has the same form
as Planck’s law (Eq. (4.1)). If a power linear camera is assumed, the received
radiation from equation (4.7) can be written in corresponding camera signals U
[121]:
Utot =  ⋅ τ ⋅Uobj + (1 − ) ⋅ τ ⋅Uamb + (1 − τ)Uair⇒ Uobj = 1⋅τ ⋅Utot − 1− ⋅Uamb − 1−τ⋅τ ⋅Uatm (4.9)
So in order to determine the camera output signal connected with the emitted ob-
ject radiation, accurate values are necessary for object emissivity , transmittance τ
of air and any windows and ambient temperature Tamb. Then, using the calibration
function 4.8, the corresponding object temperature can be determined.
4.1.3 Camera specifications
There are different types of infrared cameras. The difference between a LW and
a SW camera was explained before. Next to the wavelength sensitivity range,
cameras are also divided in two categories based on the infrared detector type: a
scanner or a focal plane array (FPA).
A scanner has only a single detector and uses a mechanical system consisting
of mirrors and prisms to scan the field of view (FOV) of the camera. So the differ-
ent pixels on an infrared image are not simultaneous temperature measurements,
but there is a (negligible) time delay between them. FPA cameras have a matrix of
detector elements that are scanned electronically, and the different detectors mea-
sure simultaneously. Each infrared image pixel of the FOV corresponds with a
detector. Scanners with a single detector are more reliable for accuracy because
the radiation for each pixel is measured with the same detector. FPA systems use
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much more detectors and they could have differing responses, which makes the
signal processing more complicated.
For accurate measurements infrared detectors have to be cooled. Often a cool-
ing liquid, like liquid nitrogen, is used to cool the detectors of static cameras, which
can have an external cooling circuit. This makes it impossible to place the camera
horizontally. But the detector temperature is kept very stable, so the response of
the detector shows no great variations. Also the camera only heats up moderately
during operation which minimizes the influence of internal camera radiation inci-
dent on the detector. For obvious reasons, detectors in portable cameras are not
cooled with liquid nitrogen, but are equipped with a thermoelectric cooling. The
detector temperature is not as stable as with liquid nitrogen cooling, and thus the
response of the detector is less stable.
The infrared camera used in this work is a DIAS Midas LW camera, with a
thermoelectrically cooled microbolometer FPA detector, with 320 x 240 detectors.
The scan rate is 30 full frames per second. The spatial resolution, also called the
instantaneous field of view (IFOV) is 1.6mrad, which corresponds with 0.8mm
for the minimal focus distance of 0.5m, which is the smallest distance between
two points that the camera can detect. Further, the noise equivalent temperature
difference (NETD) of the camera is 0.1K at 30°C. This camera specification is
explained later. Finally, the measurement uncertainty is 2°C or 2% for temperature> 100°C. This is a rather large uncertainty, but it can be improved by calibration
as will be shown in the following section.
4.1.4 Camera calibration
4.1.4.1 Emissivity calibration
Surfaces are often painted to increase the emissivity and improve the measurement
accuracy. This also has the big advantage that only the emissivity of the paint needs
to be calibrated to measure objects of different materials. Two layers of paint are
normally thick enough make the object opaque [121], so the camera sees only
the paint. A thin paint layer induces only a small thermal resistance, which has
a negligible impact on the heat flux through an object. Different paints are cali-
brated in this work according to the standard test method of the ASTM standard
E1933-99a [125]. This method is based on simultaneously measuring the surface
temperature with a thermocouple and the IR camera. To minimize the temperature
difference (and thus emissivity error) between thermocouple and thermography
measurement, it is important to have an isothermal surface near the measurement
area. As there is often a temperature gradient present on objects, and as the emis-
sivity is temperature dependent, emissivity should be constant in that temperature
interval in order to do accurate measurements with thermography. The emissivity
should be calibrated in the temperature range attained during experiments. So, two
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important properties of an emissivity calibration surface are:
• isothermal
• adjustable temperature
Calibration setup and procedure
The calibration setup is shown in Figure (4.4). A thermostat keeps water at a
desired constant temperature between 20°C and 90°C. The setup is equipped with
a circulation pump that pumps water towards an aluminum vessel and back. The
vessel contains 3 liters of water and the circulation provides good mixing, which
results in a nearly uniform and constant temperature. The highest temperature
variation over a surface of 1cm2 is 0.3°C, partly due to RMS noise on the signal.
However, the mean temperature value of a 1cm2 area varies with less than 0.05°C
if this area is moved over some centimeters. So the isothermal property is satisfied.
For an expected  value of 0.95, an uncertainty of 0.05°C corresponds with an






Figure 4.4: Calibration setup
length between camera and calibration surface is shielded from the environ-
ment by a wooden casing coated with high emissivity paint. This eliminates errors
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induced by nearby heat sources in the surroundings that influence Tamb.
Preliminary tests indicated that the surface temperature during experiments
would vary between 45°C and 80°C, so the emissivity of the paint is calibrated in
this temperature range. The following calibration procedure is executed:
1. A stick-on thermocouple is taped on the calibration surface
2. The infrared camera is placed right underneath the calibration surface and
focused until the focal plane coincides with the calibration surface
3. The water temperature is set at the desired temperature using the thermostat
4. Ten thermocouple scans are taken, and at the same time a sequence of in-
frared images of a 1cm2 area next to the thermocouple (where the surface is
visible) is recorded
5. The time averages of both measurements are compared. The emissivity pa-
rameter of the camera is adjusted till both temperature values are equal. The
obtained emissivity in the camera is the emissivity of the paint at the given
temperature
6. Step 3 and 4 are repeated 3 times
7. A new temperature value is set, 5°C higher than the previous one. Steps 3-6
are repeated for the new temperature setting
Three important factors introduce an uncertainty on the measured emissivity:
• camera accuracy and isothermal property of calibration surface
• thermocouple measurement accuracy
• influence of infrared camera parameter uncertainties on the temperature mea-
surement
This maximum temperature difference defines the uncertainty on the emissiv-
ity measurement, which can be calculated from the camera measurement equation
(Eq. (4.7)). These three uncertainties, as well as the total temperature uncertainty
or, better said, the largest possible temperature difference between thermocou-
ple and thermographic camera are calculated in Appendix A. This results in the




The calibration procedure was executed two times, with two thermocouples at dif-
ferent spots on the surface. Different kind of paints were calibrated. Only the
results for the paint with highest emissivity, i.e matt white Krylon paint, are given
in Figure 4.5. As seen from these results, the use of a value of  = 0.94 ± 0.007
is acceptable for surface temperatures > 50°C. At lower surface temperatures, the
second measurement data set shows a deviation larger than the calculated emis-
sivity error. A possible reason for this deviation is the temperature dependency of
the paint emissivity, which would make it impossible to do accurate temperature
measurements without accurate knowledge of this variation.


















Figure 4.5: Measured emissivity values with error bars (◻ TC1, set1 ; ○ TC2,
set1 ; ∆ TC1, set2 ; × TC2, set2
A possible temperature dependency is checked with a comparative test. The
calibration surface is painted with two different paints: one half with the matt
white Krylon paint, the other half with a paint of a different composition and man-
ufacturer. This test is executed two times: once with black chalkboard paint as
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reference, and once with carbon paint. The calibration surface is set at different
temperatures between 45°C and 80°C, and is measured with the infrared camera
near the division of both halfs. The emissivity of the paint that gives the highest
temperature is set at 1, the emissivity for the other paint is lowered till both tem-
peratures are equal. The results are shown in Figure 4.6. The three different paints
have a constant ratio over the investigated temperature range. Two conclusions can
be drawn from these results:
• The three paints have either the same temperature dependency for emissiv-
ity, which seems highly unlikely, due to the different composition and man-
ufacturers. So it is reasonable to say that all three paints are temperature
independent in this temperature range
• The matt white Krylon paint has the highest emissivity and is thus the best
paint for accurate measurements. The emissivity of the Krylon paint is
0.94 ± 0.007 in the temperature range [60°C-80°C ].













Figure 4.6: Emissivity comparison between matt white Krylon paint (◻) (set at
 = 1), black chalkboard paint (○) and black carbon paint (△)
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As the deviation in Fig.4.5 for surface temperatures < 60°C is not introduced
by temperature dependency of the emissivity, the following possible sources of
error were investigated:
• temperature drop over the kapton tape, which provides an extra thermal re-
sistance and increases the surface temperature under the tape. This temper-
ature rise does not exceed 0.01°C, which is lower than the thermocouple
accuracy.
• the impact of radiation from the surroundings (byEamb) is too large at these
lower temperatures. This explanation seems more likely. The condition
of a minimal temperature difference Tobj − Tamb > 30°C, as proposed by
O¨hman [121] is exaggerated as shown by these results.
It can be concluded that the matt white Krylon paint has the highest emissivity:
 = 0.94 ± 0.007 in the temperature interval 60°C- 80°C. The value can probably
be extrapolated to lower temperatures till 40°C as proven by the comparative test,
however, the second emissivity measurement does not support this. In order to do
accurate measurements, the surface temperatures are kept between 60°C and 80°C
during experiments.
4.1.4.2 Ambient temperature calibration
Next to emissivity, Tamb is also an important data reduction value, especially for
low emissivities or objects at temperatures close to ambient, as shown above. Most
of the surrounding heat sources that can distort the measurements are eliminated
by placing a shield around the optical path between measurement object and ca-
mera. The shield is painted with high emissivity paint. Such a shield was used in
the emissivity calibration setup as shown in Fig.4.4. The shield temperature equals
the air temperature, so the only heat source which can influence the measurement
is the IR camera itself as it emits radiation which reflects on the measurement
surface. There are two types of reflection: diffuse and specular reflection. More
information on these two types of reflections is given in Appendix A. In Appendix
A is also explained that an object should be a diffuse reflector for accurate temper-
ature measurements with the camera perpendicular to the measurement surface.
An analytical calculation of Tamb is difficult considering the different environ-
mental sources contributing to the ambient radiation. However, there is a direct
measurement method for the reflected ambient temperature, based on an ASTM
norm [126]. A special tool is required to perform this method: an infrared mir-
ror with reflectivity ρ = 1. Real materials will never attain ρ = 1. Some metals
with a smooth surface finish have a reflectivity close to 1. The closer the ρ value
of the mirror lies to one, the smaller the error on the Tamb measurement. If the
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measured object is a specular reflector, the mirror should also be specularly re-
flecting. For a diffuse reflector, a diffusely reflecting mirror is necessary. Specular
mirrors are relatively easy to find, but diffuse mirrors are not that common. Ac-
cording to the ASTM standard [126] and O¨hman [121], a good approximation for
a diffuse mirror is wrinkled aluminum foil. Aluminum foil has a very high re-
flectivity (ρ ≈ 0.96). By wrinkling the foil, cavities are formed which result in a
more diffuse reflectance. But these cavities also have a downside: the reflectance
decreases substantially due to repeated reflections inside the cavities. The best so-
lution is gold plated sandpaper [121], but this is of course expensive. Therefore a
diffuse mirror of wrinkled aluminum foil was created. The calibration procedure
for Tamb according to the ASTM standard was adapted and executed as follows:
1. The diffuse aluminum window was placed just in front of the measured sur-
face
2. The infrared camera is placed perpendicular to the mirror at the same po-
sition as during measurements and emissivity calibration. The camera is
focused till its focal plane coincides with the mirror
3. The emissivity parameter of the camera is set to 1
4. A sequence of infrared images is recorded during 5 seconds. The sequence
is time averaged to reduce the influence of RMS noise.
5. The spatial average of the time averaged image is calculated with a built-in
analysis tool. This averaged temperature is Tamb
6. Step 4 and 5 are repeated till 3 measurements are done
An infrared image for Tamb calibration with an analysis surface is shown in
Fig.4.7.
The calibration procedure gives a value of Tamb = 20.7°C. The uncertainty on
this value depends on two factors:
• The standard deviation of the average value of spatial temperature distribu-
tion. This is the standard deviation of the histogram in Fig.4.7(b)
• Uncertainty due to the imperfection of the mirror: ρ < 1
The error analysis is reported in Appendix A. The uncertainty by spatial av-
eraging (which is the standard deviation for a 95% interval) is 0.5°C. The second
uncertainty due to an imperfect mirror is estimated as follows. The reflectance of
aluminum foil is normally ρ ≈ 0.96. However, the reflectance of wrinkled alu-
minum foil will be lower. If this value is assumed at 0.9, thus emissivity  = 0.1, a




Figure 4.7: Infrared image of the diffuse aluminum mirror with histogram from
the square analysis tool
from Appendix A. The emissivity is set to 1 during calibration, as if the mirror was
perfect and all radiation incident on the camera is ambient reflected radiation by
the mirror. The mirror imperfection can be seen as an error on the  value. So the
error on Tamb can be estimated by calculating the temperature error by an emis-
sivity error equal to the reflectant error of the mirror. The ambient temperature is
set at the expected value (value measured for  = 1) and the object temperature
is set at air temperature. For a standard situation with an air temperature of 20°C
and Tamb varying between 21°C and 30°C (warm camera is the most important
heat source from the surroundings), a reflectivity error of 0.1 would give a Tamb
error between 1.5°C and 1°C. This error is larger than the standard deviation of the
measurement image. A total error dTamb = 1.5°C is a good estimation.
4.1.4.3 Window transmittance calibration
A third calibration parameter is transmittance. The calibration parameter is actu-
ally meant for adjusting the air transmittance. Air molecules, especially CO2 and
H2O absorb infrared radiation at specific wavelengths, so the transmittance of air
is not always 1. This transmittance varies with the traveled distance, relative hu-
midity and wavelength. However, the transmittance can be assumed equal to 1 in
the LW spectrum for short distances (< 10m). This is shown in Figure 4.8, where
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the transmittance through air is given in function of wavelength for a distance of
1m. The distance between camera and measured objects in this work is never > 1
meter.
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Appendix 6 – Spectral atmospheric transmission
Temperature 30 °C, relative humidity 50 %, absolute humidity 15 mm H20 per km.
Figure 4.8: The air transmittance in function of wavelength for travel distance of
1 meter through air at 30°C and 50 % relative humidity
Most solid objects are opaque, i.e. the transmittance τ = 0. Some objects
are semi-transparent for infrared radiation and are used as windows. For infrared
measurements through such a window, the window transmittance has to be known
and set as transmittance parameter in the camera. As the measurement object will
be placed in a windtunnel, as will be discussed later in this chapter, the use of a
window is necessary when using infrared thermography. Most windows are only
transparent in limited wavelength intervals and are made of exotic materials (zinc
selenide, germanium, zinc sulfide,), which are very expensive and mostly brittle.
Of course, there are also commonly used materials that are infrared transparent,
such as most plastics. Generally, transmittance is inversely proportional to mate-
rial thickness. Most common materials have an unpredictable transmittance curve
in function of wavelength, where peaks of high transmittance alternate with zones
of total absorption. The window for the LW camera should have a high transmit-
tance in the interval 8µm − 14µm, without zones of total absorption. Not many
common plastics fulfill this requirement, but polyethylene (PE) does. High density
polyethylene (HDPE) even has a higher transmittance than plain PE. It is stronger
and more air tight, which is not unimportant for a window in a wind tunnel. There-
fore HDPE was chosen as window material.
HDPE foil of 10µmthickness is used as window. The transmittance of this
HDPE foil was calibrated according to the ASTM standard E1897-97 [127]. Trans-
mittance is temperature dependent, yet as the window is placed in the wall of a
wind tunnel that operates at room temperature, calibration only has to be done for
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a window at room temperature. The ASTM standard was adapted to these condi-
tions and gave the following calibration procedure:
1. Set a blackbody simulator at the desired temperature. A blackbody simulator
should have an emissivity  of ± 0.95. The emissivity calibration surface
from Fig.4.4 was used, painted with the matt white Krylon paint (with a
measured  = 0.94 ± 0.007)
2. The infrared camera is placed perpendicular to the blackbody simulator. The
camera is focused so that his focal plane coincides with the blackbody sur-
face
3. The emissivity parameter of the camera is set to 1 and a sequence of in-
frared images of the blackbody simulator is recorded during 5 seconds. The
sequence is time averaged to reduce the influence of RMS noise.
4. The HDPE window is placed between the camera and the blackbody simu-
lator.
5. A new sequence of infrared images of the blackbody simulator is recorded
during 5 seconds. The sequence is time averaged to reduce the influence of
RMS noise.
6. The time averages of both measurements are compared and the emissivity
parameter is adjusted till both temperature values are equal. The obtained
emissivity is the transmittance of the window at the given blackbody simu-
lator temperature
7. Step 3-6 are repeated till 3 measurements are done
8. The blackbody simulator temperature is set 5°C higher. Steps 3-7 are re-
peated for the new temperature setting
9. A transmittance curve in function of the measured object temperature (and
thus the corresponding wavelengths) is obtained for the window transmit-
tance
Time averaged images of the blackbody simulator at 55°C with and without
window are shown in Fig.4.9
The following transmittance for HDPE in the temperature interval 50°C-80°C
is found: τ = 0.9±0.008. The transmittance is constant in this temperature interval,
and thus independent of the temperature of the measured object. However, Fig. 4.9
indicates that thermography through a HDPE window needs an extra adjustment
for camera reflection on the window. Fig.4.9(b) recorded through the window,
shows a hot spot in the centre of the image. This hot spot is absent in Fig.4.9(a)
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(a) (b)
Figure 4.9: Infrared image of the calibration surface with (b) and without (a)
window
without window. The hot spot creates an increase of ±0.8°C compared to the rest of
the image. This local temperature increase is not negligible and gives a deformed
image of the temperature distribution. This extra error is introduced by reflection
of the camera. This could be expected, because plastics are not really diffuse
reflectors, but more specular. Reflection from other surrounding objects and walls
could also induce such an error, but these are avoided by using a shield. So in order
to correct infrared images recorded through a window, one should not only correct
for transmittance, but also for camera reflection. Therefore the transmittance of the
window has to be determined first. The transmittance calibration is performed on a
part of the infrared images outside the camera reflection, which gives in the correct
τ value. The correction for the reflection is made with the following procedure:
1. The blackbody simulator is set at a fixed temperature. A time averaged tem-
perature image is made from a recorded sequence of the blackbody simulator
in absence of the window. This is the original image
2. The window is placed and again a sequence is recorded from which the time
average is taken. This temperature image is the transmitted image
3. The transmitted image is adjusted with the built-in camera program for the
calculated τ value. Now, transmitted and original image should be the same
(except for some RMS noise) if it was not for the camera reflection in the
transmitted image
4. The original image is subtracted from the transmitted image (with camera
software). This gives an image where most pixels have a temperature value
between -0.1°C and 0.1°C, except for the pixels in the hot spot. This image
is the correction image
5. The correction image is used for other images recorded with window, even
for a different blackbody simulator temperature. Images are first adjusted for
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the window transmittance and secondly, the correction image is subtracted.
This gives the actual temperature values within some uncertainty margin.
During the procedure, the camera needs to be at a fixed place in relation to the
window.
The fact that a correction image created at 55°C is also applicable for images of
objects at different temperatures in the calibration range is not that obvious, even
if τ is constant in this range. A small variation of the reflected image is expected is
expected, because although the reflected radiation is constant, the radiation from
the object going through the window varies with object temperature. The error
induced by using a correction image at one temperature for images at other tem-
peratures can be calculated by comparing the corrected images with measurements
without window. The comparison is made by subtracting one image from the other.
Values around 0°C are expected for the resulting image. The average of the pixel
values should be 0°C and the 95% standard deviation gives the error. These errors
are all of the same order (±0.2°C), and the histograms of the resulting images do
not show any large aberrations. The use of a single correction image for reflection
is thus acceptable because its associated error does not exceed the error introduced
by the uncertainty on the emissivity. The calibrated transmittance value (τ = 0.9)
is involved in the verification of the camera reflection correction: the calculated
error for the reflection correction of the images uses the error on the calibrated
transmittance parameter τ .
4.1.4.4 Uncertainties due to the IR camera
The Midas LW infrared camera has an absolute temperature error of 2°C. However,
the combined error due to emissivity , ambient temperature Tamb and transmit-
tance τ hardly exceeds 0.5°C. So the camera accuracy is not only determined by
object and environmental uncertainties. There are also errors induced by camera
imperfections. The two main ones are: camera offset error and camera response
error. A short explanation of both errors is given.
Camera offset
An infrared camera receives radiation and produces an output (voltage or digital
value) that is converted into the real object temperature. The incident radiation
on the detector is coming from different sources: the measured object, reflection
from surrounding objects, atmospheric radiation, camera optics and internal ca-
mera surfaces. The first three sources are external sources that pass through the
camera lens and are separated by correct calibration of the three camera parame-
ters , Tamb, and τ , as explained previously. The latter two sources are unwanted
and have nothing to do with the radiation incident on the camera lens. They disturb
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the radiation power from object and surroundings and add an offset component to
the detector output signal. This offset component can be of the same magnitude
as the useful signal. As it is related to the internal camera surfaces and optics, it
varies with camera temperature. It is obvious that this offset component has to
be removed from the output signal. In FPA cameras the clamping method is used
combined with a compensation procedure. For the clamping method, an internal
reference surface is placed as close as possible to the camera lens and, on demand,
turns rapidly in front of the camera lens. The temperature of the reference sur-
face is measured and the output signals of all detectors are stored as a reference
image. This reference image is the offset bitmap and is used to remove the in-
fluence of internal radiation and thus the offset. This method is very exact, but
removes only one offset component: radiation energy coming from the lens itself
and the optics and surfaces between lens and reference body are not removed. This
last offset component also varies with camera temperature and is reduced with a
compensation system. The temperatures of these components are measured with
temperature sensors and a camera output signal is calculated based on these tem-
peratures. This output signal is the compensation output and is subtracted from the
actual camera output to eliminate this offset [121]. The latter compensation pro-
cedure is less accurate than the clamping method and will leave a fraction, varying
with camera temperature, of the offset component in the output signal. The influ-
ence of this component also varies with the measured object temperature, because,
although the offset signal remains constant for a stable camera temperature, it rel-
ative importance in the total camera signal varies and thus also the final error on
the calculated object temperature. An upper value for this offset error for the ob-
ject temperature is determined and used in the error calculation in Appendix A. It
varies between 1°C at 40°C and 0.7°C at 80°C as shown in Appendix app:error. A
final offset error which should be considered is the drift of electronic amplifiers.
This drift is eliminated by clamping, after the reference body has turned in front of
the detector. After clamping, the drift restarts, so in order to eliminate drift errors
in measurements, clamping should be done just before each measurement.
Camera response
A camera response function describes the relative spectral response of the camera
as a function of the wavelength. A stable detector temperature is necessary to have
a stable camera response. Thermoelectrically cooled cameras cannot keep the de-
tector temperature stable enough [121], which results in a temperature error. This
error varies with camera temperature as the dominant wavelength shifts with tem-
perature. To correct for this error, a second reference body, at a high stabilized
temperature, is installed in the camera. The camera response is clamped to a cer-
tain value corresponding to the temperature difference between the two reference
bodies. The response error is calculated in Appendix A.
170 CHAPTER 4
Influence of camera offset and response
The description of the offset and response error shows that they can result in a sig-
nificant uncertainty on the measured surface temperature. The offset error seems
relatively high (1°C at 40°C object temperature), and the response error is even
higher (1.5°C at 40°C object temperature). The sum of the response and offset
error is almost constant over the range 40°C-80°C (only 0.1°C variation). The
actual influence of these errors during measurements is decreased remarkably by
calibration.
When the camera offset error is taken into account for the emissivity determi-
nation, the emissivity changes significantly (0.7°C at 40°C is an error of 3% at the
emissivity value). However, the calculated offset value is a maximum, so it could
well be smaller. The offset error and the fact that it can become relatively large,
affects the emissivity determination significantly. However, an exact value of the
emissivity is not important in this work, but the real absolute temperature value is
important. So, even if the emissivity determined with the camera would have an
error of more than 3%, this does not mean that there is a correspondent error on
the temperature value. The camera is calibrated by adjusting the emissivity value
for a known surface temperature (thermocouple value). The offset and response
error cause the calibrated emissivity to differ from the real emissivity value. This
does not induce a temperature error in future temperature measurements with the
same camera, if it is assumed that the camera temperature is the same as during
calibration (after a warm-up period) when the surroundings are at room tempera-
ture. So even if the real emissivity value is higher or lower than the measured one,
the offset and response errors correct the temperature value to the real tempera-
ture value within an error margin as calculated before (error on , τ and Tamb).
The offset and response error are hence no longer important after calibration with
a temperature sensor. Of course, the camera temperature will not exactly be the
same for each measurement, but if the room temperature is more or less stable, it
can be assumed that this difference will be small, once the camera has warmed up.
The error induced by small variations of camera temperature will be smaller than
temperature errors induced by the camera parameters , τ and Tamb and therefore
this influence is neglected. Two important conclusions can be drawn from this
discussion:
• the calibrated emissivity value is only useable for the camera type it was
measured with, and is not an absolute value. One has to be careful with
emissivity values found in literature. The use of such values in an infrared
camera induces significant errors in the temperature measurement, since the
offset and response value are dominant. This explains why the camera ac-
curacy in the specifications is set so high (2°C or ±2%, whichever is the
highest).
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• measurements should only be executed after the camera warmed up, other-
wise the camera temperature differs from the temperature during calibration
and offset and response errors influence the object temperature. This is a
possible explanation for the deviation of the measured emissivity at temper-
atures < 55°C during the second calibration measurement (Fig.4.5), because
these were measured first.
4.1.4.5 Total temperature error after calibration
The previous discussion showed that only the errors on , τ and Tamb are sig-
nificant for the total temperature calculation. Camera errors such as offset and
response error only have an influence on the real emissivity value, but are negli-
gible for the temperature errors after calibration of the camera parameters for a
certain material and measurement setup, and at a stable room temperature. The
error induced by air temperature is also negligible. The total temperature error is
calculated in Appendix app:error. A maximum temperature error of 0.5°C was
found.
4.1.5 Advantages of infrared thermography
The camera calibration indicates that it is not so straightforward to do accurate
measurement using infrared thermography. It is not just taking pictures with a
camera, but different parameters have to be set in the camera in order to obtain
correct temperature values. These parameters need careful calibration. This is
more labor-intensive than for the widely used thermocouples. However, infrared
thermography has some advantages to other measurement techniques:
• no contact: there is no contact between measurement surface and measure-
ment apparatus. The temperature and heat flux field is thus not influenced
by the measurement. Often objects are placed in a fluid flow, where the fluid
flow also affects the heat transfer. Contact thermometers would disturb the
fluid flow and measurement environment. This is not the case for infrared
thermography. Note however that infrared thermography cannot be used for
to measure surface temperatures of objects in liquids, because liquids are
not transparent for infrared thermography.
• temperature profiles: contact thermometers can only measure temperatures
in one point. Infrared cameras measure the temperature at a surface, thus
in multiple points simultaneously. It is impossible to measure temperature
profiles accurately with thermocouples, the temperature field would be dis-
turbed significantly.
These two advantages make infrared thermography an ideal measurement tech-
nique for this work.
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4.2 Longitudinal fin
A test rig was developed to investigate longitudinal rectangular fins. This fin type
is an ideal test case to develop a method for the determination of local heat transfer
and fin effectiveness for extended surfaces. So this experimental study is limited
to longitudinal rectangular fins, which are commonly used in heat sinks for the
cooling of electronics. An extensive literature survey on experimental, numeri-
cal and analytical studies on longitudinal rectangular fins was made in Chapter 1.
Although there are numerous studies dedicated to this fin type, it was concluded
that depending on the fin dimensions, thermal boundary conditions and thermal
conductivity of the material (actually Biot number), a two-dimensional model is
necessary to do accurate predictions on the real heat dissipation of the fin, while
most models are only one-dimensional. If longitudinal fins are limited in length,
edge effects also influence the heat transfer in a third dimension. There is thus still
need for extra experimental data on this fin type, especially if the studied fin is
limited in length (as for fins in heat sinks) since the one-dimensional analytical fin
model becomes less accurate for this case. The distribution of local heat transfer
coefficients gives an insight in the heat transfer enhancement of fins, especially if
these fins feature extra heat transfer enhancers. The rectangular longitudinal fin
has also the advantage that it can be constructed relatively easy at a low cost. This
increases the possibility of adding heat transfer enhancers to this fin type and in-
vestigate their influence experimentally. The large flat fin surfaces are ideal for
temperature measurements with infrared thermography over the complete fin. So
the choice for the rectangular longitudinal fin as test case are motivated as follows::
• common fin for cooling of electronics
• comparison with numerous analytical and some experimental studies
• provide new experimental data and expand to three-dimensional study
• ease of construction, low cost
• good test case for heat transfer enhancements
• large flat fin surfaces: ideal for infrared thermography measurements
The use of fin effectiveness as a performance indicator is also to be studied
in this work. Hence, besides the fin itself , but also a part of the primary surface
on which the fin is placed has to be considered. So the test case should consist
of both fin and primary surface. Fins are made from metals with a high thermal
conductivity. Aluminum was chosen as fin material, because of its high thermal
conductivity and because it can be easily processed to different shapes.
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4.2.1 Fin Dimensions
The studied fin type is based on fins used in heat sinks for electronics cooling. An
example of such a heat sink with rectangular fins and its associated dimensions is
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Figure 4.10: Examples of heat sinks with longitudinal rectangular fins
There is a wide variety in the dimensions of longitudinal fins used for heat
sinks, but they are always very thin compared to the height and the length, as can
be seen in Fig.4.10. The determination of the dimensions of the fin test case was
based on two factors:
• dimensions commonly used in practice
• field of view of the infrared camera
Dimensions from literature
Deans et al. [128] studied the thermal resistance of parallel plate heat sinks (which
are rectangular longitudinal fins). The investigated heat sink fin had a length
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d/H L/H I/d
Deans et al. [128] 0.025 1.07 2.4
Shaeri et al. [26] 0.33 2
Sikka et al. [7] 0.12 2.5 4
Elshafei [33] 0.04 4.4 7.5
Table 4.1: Fin dimension ratios for some studies in literature
of 70mm, height of 65mm and a thickness of 1.6mm. The fin spacing was
3.8mm, thus almost two and a half times the fin thickness. Shaeri and Yaghoubi
[26] studied perforated parallel plate heat sinks with dimensions 24mm× 12mm×
4mm. The wavy fins in the heat sinks studied by Sikka et al. [7] had a length of
63.5mmand a height of 25.4mm, thickness of 3.175mm. Fin spacing is 12.7mm.
Elshafei [33] investigated the flow bypass in longitudinal fin arrays, with fin length
225mm, height of 51mm and fin thickness 2mm to a fin spacing of 15mm. These
are just a few examples of the various dimensions studied in literature. Yet, more
important are the dimensionless ratios: thickness to height ratio (d/H), length to
height ratio (L/H) and fin spacing to thickness ratio (I/d). These ratios are given
in Table 4.1.
In practical heat sinks, the thickness to height ratio is often smaller than 0.1.
The ratio of 0.33 as used by Shaeri and Yaghoubi is not common. These fins are
probably made thicker because they are perforated. An important ratio for heat
sinks is the fin spacing to fin thickness ratio, which is usually between 1 and 4,
as confirmed by the examples from literature. This ratio is especially important
for flow bypass, which increases for a smaller ratio due to increasing pressure
drop. However, a lower ratio means more fins for the same surface area, and
thus a better heat dissipation. The fin spacing in the work of Elshafei [33] is not
very common, as it was chosen to study the bypass effect. Finally, the length to
height ratio is also mentioned here, not because it is an important parameter for
the thermal performance, but rather because this ratio is used first to determine the
fin dimensions of the test case.
Dimensions based on measurement equipment
As mentioned in paragraph 4.1 an infrared camera will be used to measure surface
temperatures. The way this is done, is explained in paragraph 4.3. The camera’s
spatial resolution of 1.6mrad corresponds to a minimal distance of 0.8mm be-
tween two points that the camera can detect for the minimal camera focus distance
of 0.5m. In order to do temperature measurements as accurate as possible, the
choice was made to use as many measurement points as possible. This improves
the temperature accuracy and the accuracy for the local heat transfer coefficient
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determination increases also, as a more accurate temperature profile can be mea-
sured. As the dimensions of fins of heat sinks are normally small, (in the order of
centimeters), the studied fin is an upscaled model of heat sink fins. The upper limit
on the fin dimensions is determined by the field of view (FOV) of the camera. The
largest fin surfaces are the side surfaces, determined by the fin length and height.
This would mean that the further the camera is placed from the fin, the larger the
fin could be. However, to minimize the disturbing influence from the surrounding
on the measurement, the choice was made to place the camera as close as possible
to the measurement object, thus 0.5m(minimal focus distance). The FOV of the
MIDAS camera is 29○(H) × 22○(V). The corresponding FOV expressed in m can
be approximated from this, according to Fig. 4.11, with the following expressions:
XFOV = 2 tan(θH,FOV2 ) ⋅Lfocus (4.10)




Figure 4.11: The field of view (FOV) recalculation to object dimensions
For the minimal focus distance, the FOV is 0.259m(H) × 0.194m(V). Thus
the maximal fin length is 0.259m. For reasons of availability of equipment (i.e.
the heat source, explained in paragraph 4.3), the fin length was set at 0.254m(10
inches). The maximum fin height is 0.194m, but a length to height ratio closer to
two is preferred. The height was chosen at 0.142m, which gives aL/H ratio of 1.8.
A fin thickness of 0.005m gives a d/H ratio of 0.035, so smaller than 0.1. This
thickness is standard for aluminum plates. These dimensions are obviously much
larger than the standard dimensions used in heat sinks. A more realistic fin for
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heat sinks with the same dimensional ratios could have the following dimensions:
51mm× 28 mm× 1mm. So the fin is scaled five times.
4.2.2 Primary surface
The fin model not only consists not only of the fin, also a part of the primary surface
is modeled. This is necessary in order to determine the fin effectiveness. For heat
sinks, the primary surface is actually the base plate, but it could be generalized
to any kind of flat primary surface. A stand alone fin is investigated, and can
be observed as cut from a series of fins in a heat sink (Fig. 4.12). The primary
surface then consists of the base plate for half the fin spacing at both sides of the
fin. Again, it is preferred to have the largest possible primary surface area for the
measurement accuracy. Therefore the fin spacing was chosen at four times the fin
thickness, which is still common in actual heat sinks.
Figure 4.12: The studied fin as cut out off a heat sink
4.3 Experimental setup
The definition of fin effectiveness was already given in Chapter 1 (Fig.1.17). As
a reminder, it is the ratio of heat exchange by the fin (Qf ) to that of the primary
surface that is covered by the fin’s base in absence of the fin (Qb). So in order
to experimentally determine fin effectiveness, a primary surface has to be heated
and the heat flux through this surface has to be known. In a second phase, a fin
is placed on a part of this heated primary surface and the heat flux through the
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fin is determined. The experiment itself is designed as follows. A rectangular
aluminum primary surface is heated at the bottom. A second primary surface of
the same dimensions is constructed, but with an aluminum cooling fin on top. A
heat source provides a constant heat flux to the bottom of the primary surface,
and the heat losses sideways from the primary surface and especially downwards
from the heat source are minimized in order to force all heat flux upwards through
the aluminum primary surface and fin. This is necessary to accurately impose the
amount of heat dissipated by the primary surface and fin accurately. Therefore a
guard heater assembly is constructed around the primary surface. This guard heat
will be explained later. The is entire setup is placed in a wind tunnel
4.3.1 Fin forms
Rectangular longitudinal fins of 0.254m long, 0.144m high and 0.005m thick
are studied. A fin is placed centrally on a primary surface of 0.254m long and
0.025m wide. In a first case, the primary surface without fin is measured at seven
setpoints of Re, ranging from 9130 to 62115 with the fin surface length as char-
acteristic length. Secondly, a plain rectangular fin is studied. There is no contact
resistance between fin and primary surface, as it is made out of one piece. The
same geometry is also made with contact resistance. This has the advantage that
the primary surface and fin are decoupled, so that different fin forms can be placed
on the same primary surface which can stay in place in the experimental setup. A
groove of 7mm deep and 5mm thick is made in the primary surface, in which
a fin is placed (Fig.4.13). The contact surface Sc (Fig.4.14) introduces a contact
resistance for the heat flow. A thermal paste is applied in the groove to reduce this
resistance and the heat flow disturbance. This contact resistance can be determined
by comparing the measurements of the fin with and without resistance.
All other studied fins are made without primary surface and are placed in the
grooved primary surface. The other fin types that are measured are perforated
fins, as studied by Shaeri et al. [26]. These are longitudinal fins with lateral square
perforations, ranging from one to 20 perforations. The fins with one and two perfo-
rations are adapted in this study, with the exact same placement of the perforations.
Figure 4.13 shows such a fin, and a scheme with dimensions is given in Fig.4.15
for a fin with two perforations.
4.3.2 Wind tunnel
The fin with primary surface is placed in a wind tunnel to study the influence of
the air flow speed on the fin effectiveness, local heat transfer coefficients and av-
erage heat transfer coefficient. The latter value can be compared with value from
literature on forced convection along a flat plate. The air speeds commonly used
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Figure 4.13: The rectangular fin, fin with one perforation and the grooved
primary surface
Sc
Figure 4.14: The contact resistance surface






















Figure 4.15: Scheme of a perforated fin
in cooling of electronics and heat sinks varies between 1m/s and 6m/s (exam-
ples from literature are [26] and [128]), but can go up to higher speeds such as 10
m/s. On average the air speed is situated between 3m/s and 6m/s. Normally, the
Reynolds number range is specified for experimental research, but the definition
of this number varies from author to author. Some authors use the fin thickness
as characteristic length [26], others the fin length or the fin spacing [7]. In text
books the hydraulic diameter of the flow section is commonly used as character-
istic length. The fin and air temperatures in the experiment are assumed to be
comparable to the temperature normally reached in heat sinks. Thus the thermal
properties of air used in the Reynolds number definition (4.12) (i.e. ρ and µ) are




So, if the case of a heat sink fin with real dimensions is labeled with the sub-
script 1, and the test case which is scaled five times bigger with the subscript 2,






So the characteristic length is inversely proportional to air velocity, which
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means that the air velocity should be five times smaller for a fin that is five times
larger. This gives a Re-range of 0.2 to 2m/s for the wind tunnel. The results
for a perforated fin type are compared with data from Shaeri et al. [26], thus their
Re-range should be reached in the wind tunnel. They used the fin length as char-
acteristic length, which gave a Re-range of 12.000-30.000. For the fin length of
0.254m, this implies a velocity range of 0.8m/s-2m/s. This coincides with the
same range as calculated previously. So the wind tunnel needs to be a low speed
wind tunnel, which operates in the range of 0.2-2m/s. A low speed wind tunnel
was available in the department from the PhD work of Leon Patino [129]. Fig-
ure 4.16 gives a view of the wind tunnel setup and inlet with honeycomb. This
honeycomb is used to achieve a spatially uniform steady air flow over the wind
tunnel section. Behind the honeycomb, a turbulence screen is placed that smooths
non-uniformities in flow speed. The working range of this wind tunnel is plotted
in Fig.4.17, together with the turbulence intensity at various air velocities. The air
velocity and turbulence intensity are plotted against the fan speed in rotations per
minute. So the air velocity in the wind tunnel can be set by setting the fan speed
with a frequency controller.
(a) (b)
Figure 4.16: View of the wind tunnel (a) and the inlet of the wind tunnel with
honeycomb (b)
The turbulence intensity drops to 2% for an air speed 0.61m/s. The maximum
air speed is 4.15m/s, with a turbulence intensity of 1%. By using the Re-analogy,
the corresponding air velocity range for real fin dimensions is 3m/s- 20m/s.
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Figure 4.17: Working range and turbulence intensity of the wind tunnel ( ○:
velocity ; ◻: turbulence intensity
The wind tunnel has a rectangular test section of 600 mm width and 500 mm
height. Every fin type is investigated at seven air velocities varying from 0.61 m/s
to 4.15 m/s which corresponds to the following Reynolds numbers ranges at 20°C
ambient temperature:
• hydraulic diameter of the test section: ReDh = 19590 - 133280
• fin length: ReL = 9130 - 62115
• fin thicknes: Red = 180 - 1220
The fin base is set at the same height as the bottom plate of the wind tunnel
to avoid disturbance of the air flow and to be able to build a guard heat round the
fin base plate. A part of the base plate of the wind tunnel is made adjustable in
height. The fin is placed on this base plate, which is adjusted in height so that the
insulation surface and primary surface are at the same level as the bottom wall of
the wind tunnel, or can be placed higher into the wind tunnel if necessary.
4.3.3 Guard Heater
The fin and primary surface are heated at the bottom, so a heat source is necessary.
It is important to have a heat source that is constant in time, so the heat genera-
tion at the primary surface is known and constant during the whole experiment.
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Therefore, the choice was made to use an electrically powered heat source. If an
electric current I flows through a resistance R, the produced amount of heat in the
resistance is defined as RI2. If the resistance is constant, the heat generation will
be constant if a power source at a stable voltage is used. First, the required amount
of heat has to be determined to chose an appropriate power source and resistance.
Amount of power
The larger the power of the source, the higher the fin temperature. This temper-
ature depends on the thermal conditions at the fin surfaces, i.e. the convection
in the wind tunnel. In section 4.1, it was found that temperature measurements
with the infrared camera gave more accurate results for temperatures higher than
55°C. The emissivity of the high emissivity paint is more accurately determined
for temperatures > 55°C, as is also the case for the transparency of the IR-window
material. Therefore, a fin temperature around 70°C, which is also common in heat
sink applications, was set as desired temperature. Depending on the air velocity,
the amount of convective heat transfer varies, and thus also the fin temperature.
This amount of convective heat transfer Qconv is defined as:
Qconv = hA(Tfin − Tamb) (4.13)
In Eq.(4.13),A is the total surface of fin and primary surface in the wind tunnel,
h is the average convection coefficient over this surface and Tfin is the average fin
temperature. Tamb was set at 20°C. Because infrared thermography was used, the
fin and primary surface were painted with high emissivity paint This also means
that for surface temperatures 10°C higher than the ambient temperature, radiated
heat transfer becomes important. The amount of radiated heat for the fin and pri-
mary surface is calculated as:
Qconv = σA(T 4fin − T 4amb) (4.14)
So, the total heat transfer from the surface of fin and primary surface to the
wind tunnel is determined as
Qtot = hA(Tfin − Tamb) + σA(T 4fin − T 4amb) (4.15)
All these terms are known, except the average convection coefficient h, which
is determined from the equation of laminar convective heat transfer over a hori-
zontal flat plate [130]:
Nu = 0.664 ⋅ Pr1/3 ⋅√Re (4.16)
The characteristic length for Nu and Re is the plate length. For the studied fin
with length 0.254m and thermal properties of air taken at the average temperature
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of 45°C, the Nu range corresponding to the velocity range 0.6-4.15m/s is Nu = 55
- 148, which makes the range of the heat transfer coefficient h = 6 - 16 W/m2K.
With these values, the heat exchanged from a fin at 70°C in the wind tunnel to its
surroundings, is situated in the range:
Qtot = 49.89 − 88.57W (4.17)
The amount of heat transferred by radiation is 26.68W, which is not negligible.
For the accuracy and ease of the experiment, the heat source generates the same
amount of power for all different Re-numbers. At 70W, the average fin temper-
ature at low air velocities will be higher than 70°C, which is not a problem for
the measurement accuracy. However, at higher air speeds, the fin temperature will
drop below 70°C. In order to maintain good accuracy for the infrared tempera-
ture measurements, this temperature should stay above 55°C. At 4.15m/s the fin
temperature for a heat source at 70W is still 60°C.
Guard heater construction
A flexible silicone rubber heat foil of Watlow is used as heat source. It is a wire
wound heat foil, that can produce up to 100Wof heat, and can withstand tempera-
tures up to 250°C. The heat flux is divided relatively equally over the foil surface,
so there are no hot spots that could influence the heat distribution in the fin. The
electrical power dissipated by the heat foil is converted entirely into heat. The heat
foil is powered by an adjustable electrical power source. The amount of electrical
power is measured with an analogue power meter and a digital multimeter. The ac-
curacy of the multimeter on a DC voltage measurement is 0.1%. In order to force
all heat flux upwards from the heat source through the aluminum block, heat losses
sideways from the primary surface and especially downwards from the heat source
have to be minimized. Therefore a guard heater assembly is constructed (Fig.
4.18). The guard heater consists of a second heat foil that is placed beneath the
first one with a 10 mmthick layer of promatect type K insulation (k = 0.2 W/mK)
between both heat foils. Another layer of promatect is placed under the guard heat
foil. A promatect case of 4mm thick is built around the primary surface with the
two heat foils. Two wire-wounded heaters consisting of resistance wire are situ-
ated on the outside of this casing. One heater is placed along the total height of the
primary surface to limit the heat losses from the side surfaces. The second heater is
situated between the two heat foils to impede possible heat loss between from the
bottom of the source heat foil, through the side walls of the promatect insulation


















Figure 4.18: The guard heater composition
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Heat losses
The temperatures on both heat foils are measured with two thermocouples at each
foil. The temperature of the second heat foil is tuned by controlling the amount
of dissipated electrical power with a regulating transformer. This temperature is
set at the same temperature as the heat source foil. The temperature at the wire-
wound guard heater around these heat foils is also measured with a thermocouple,
which is connected to a PID-controller. The setpoint of this controller is equal
to the heat foils temperature, and the wire-wound heater is kept at this tempera-
ture by the PID-controller. The same technique is used for the wire-wound heater
around the primary surface. The side wall temperatures of the aluminum primary
surface are measured at six points with thermocouples. At the same position, but
on the outside of the promatect casing another six thermocouples are placed. The
positioning of the thermocouples is indicated in Fig.4.18. The thermocouples are
situated halfway the height of the primary surface. The temperature variation along
this height is limited: about 0.5°C. The guard heater is controlled by a second PID
regulating device that adjusts the voltage until the temperatures on primary surface
and guard heater are equal. Only one of the six thermocouples 1-6 can be used as
setpoint for this PID-controller, yet the measured temperature is not equal for all
thermocouples: thermocouples 1-4 measure similar temperatures (only 0.1°C dif-
ference), but thermocouples 5-6 at the end walls are at lower temperatures: the
difference with thermocouples 1-4 can be up to 2°C (see Fig. 4.18). All ther-
mocouples 1-6 are constantly monitored, as well as the thermocouples 7-12. The
highest temperature for thermocouples 7-12 was always kept as close to but just
below the temperature of the corresponding thermocouple on the primary surface
(thermocouple 1-6).This is done to prevent that the guard heater induces extra heat
flux into the primary surface. Thus the thermocouple at the highest temperature in
the guard heater is used to control the voltage in the guard heater. The maximum
difference between thermocouples 1-6 and 7-12 is limited to 1°C. This is the max-
imal temperature difference between the side wall of the primary surface and the
guard heater, thus the temperature difference that stands over the 4mm promatect.
At the end walls (thermocouples 5-6), this temperature difference can go up to




(Aside ⋅ (1K) +Aend ⋅ (2K) (4.18)= 0.84W
The heat loss through the side walls is maximum 0.84W, which is 1.2% of
the total dissipated heat. The same calculation is done for the heat loss at the bot-
tom of the heat foil. The measured temperature difference between thermocouples
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A-C and B-D can vary, but the maximum difference is limited to 2°C for all mea-
surements. This corresponds to a heat loss of 0.25W, or 0.4%. This error on the
imposed heat flux is used in Chapter 5 for the error estimation.
This guard heater system was placed in an insulation box of polyurethane (k =
0.028 W/mK) to further limit the heat losses and improve the warming up time of
the system. Polyurethane is a much better insulator than promatect, nevertheless
it was not used to construct the guard heater, because it has a melting temperature
of 100°C, and it already becomes weak at temperatures of 70°C. Promatect can
withstand much higher temperatures and is more robust. The insulation box has
dimensions of 600 × 400 × 90mm, and is placed in the adjustable base plate of the
wind tunnel test section. This assures that the top of the box and primary surface
coincide with the base plate of the wind tunnel.
Figure 4.19: The guard heater with perforated fin in the insulation box
4.3.4 Material
The fins and primary surface were made out of aluminum, which has a high ther-
mal conductivity. Two types of aluminum were used: duralumin and aluminum
of type EN-AW-6060. The duralumin is used to construct a longitudinal fin con-
nected to the primary surface, thus made out of one piece to avoid contact resis-
tance between fin and primary surface. This is not possible with EN-AW-6060
aluminum, because it has a lower tensile strength and would bend when milled out
of one block aluminum. All other fins, without primary surface, are made out of
EN-AW-6060 aluminum, which is cheaper. The thermal properties of both types
of aluminum were determined with a laser flash diffusivity apparatus. These was
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done at the Belgian Ceramic Research Centre (BCRC) and at the Applications
Laboratory of Netzsch-Gera¨tebau. The laser flash method measures the thermal
diffusivity a and specific heat cp of the aluminum, from which the thermal con-
ductivity is calculated as:
k = ρ ⋅ a ⋅ cp (4.19)
The thermal conductivity was determined at three temperatures for each kind of
aluminum. Five tests were performed at each temperature from which the average
was taken. The results are plotted in Fig. 4.20. The value at 70°C is 190 W/mK
for duralumin, and 218W/mK for EN-AW-6060 aluminum.





























Figure 4.20: The thermal conductivity of aluminum (○: duralumin ; ◻:
EN-AW-6060)
Thermal paste was also used during the experiments to reduce the thermal
contact resistance: the a resistance between the heat foil and the primary surface,
and between the primary surface and the fin base. At both contact surfaces, a thin
layer of Arctic Silver 5 is applied. This has a thermal conductivity of 8.9W/mK
and reduces the contact resistance by replacing air cavities (thermal conductivity
of air: 0.03W/mK at 80°C) with the better conducting arctic silver.
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4.3.5 Measurement setup
To accurately control the airflow around the fin, it is placed inside a wind tunnel
section, with wooden and plexiglass walls. The thermpographic camera cannot be
placed inside the wind tunnel in order not to disturb the air flow. Otherwise the
advantage of thermography as a non-contact measurement technique, which does
not disturb the measured process, would be lost. Therefore the camera is placed
outside the wind tunnel, and an optical access has to be made in the wind tunnel
to view the fin sides and top of the primary surface with the infrared camera. This
optical acces is made in the form of windows, made out of HDPE, which has a
transparency of 90% in the temperature range of interest [55°C- 80°C ]. The use of
HDPE as a window material was discussed in section 4.1.4.3.Three windows are
placed in the wind tunnel section walls (Fig. 4.21:
• at the front side to measure the front fin surface
• at the top to measure the fin tip and primary surface
• at the back side for the back fin wall temperature measurement, however,
this window is only necessary for fins where there is no symmetry anymore
(such as the perforated fins)
The camera is placed in front of these windows at 0.5m, the minimum focal
distance, of the measured surface. As explained in section 4.1, reflections from
surroundings and camera on the window interfere with the measurements. The
same technique as for the window transmittance calibration was applied to min-
imize the disturbance from the surroundings and correct the measurements for
camera reflectance. First, the influence of radiation from surrounding objects was
minimized by placing a shield round the optical path between camera and window
(Fig. 4.21). The shield is made from paper ( = 0.9) and has a conical form. It is
attached at the camera lens, and extends to the window. This way, radiation from
the surroundings cannot interfere with optical path and reflect on the window into
the camera lens. The only disturbance during measurements comes from the re-
flectance of the camera lens on the window. This reflectance is compensated for by
using calibration images, as explained in section 4.1, at the start and end of each
measurement. A schematic view of the measurement setup is shown in Fig. 4.21,
and a picture of the setup in Fig. 4.22.





Figure 4.21: Schematic view of the measurement setup
Figure 4.22: The camera with shield for HDPE window in test section

5
Results Experimental Test Case
In this chapter, the results of the experimental test case are presented. First, the
data processing and reduction of the temperature measurements are explained. In
a second part, the results for the local heat transfer coefficient estimates for a plain
rectangular fin and perforated fins are presented and discussed. The fin effective-
ness was also determined.
5.1 Data Reduction
The temperature profiles measured using infrared thermography are used as input
for the IHCP, in which they are imposed as boundary conditions. The processing
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5.1.1 From infrared image to temperature matrix
An infrared image consists of 320 × 240 pixels. Each pixel is a separate mea-
surement point, and contains a numerical value for the corresponding temperature.
The IR-camera software makes it possible to export these temperature values in
other forms than images, such as text files or excel tables. All the data from one
image is written to those files, but only a part of it is useful, i.e. the temperatures
of the pixels corresponding to the fin, represented by the dashed rectangle in Fig.
5.2. The boundary data points of the fin were carefully detected, because interfer-
ence occurs in the pixels at the fin edges (Fig. 5.3). Pixels situated at the edges
(high temperature gradient) receive radiation from both parts of the edge and will
give an average temperature. It has to be prevented that these boundary pixels
are admitted to the temperature matrix, as they are no physically existing fin tem-
peratures. The number of pixels in which this interference occurs depends on the
distance between camera and measurement object. In Fig. 5.3 two to three pixels
near edges are affected by this. The camera focus also influence this interference
effect, because a bad focus causes unsharp boundaries. A procedure was written
to detect the edges and reduce the excel file to a rectangular matrix only containig
the fin temperature data.
Figure 5.2: View of an IR-image for a fin as seen in the IR-camera software. Only
the temperature data in the dashed rectangle us useful
5.1.2 From temperature matrix to IHCP boundary conditions
The temperature matrix has to be converted so that it can be used in FLUENT as
a boundary condition for the model of the fin and primary surface. This FLU-
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Figure 5.3: Interference of temperature measurements near edges with infrared
thermography
ENT model is built based on the number of measurement points. It was explained
in Chapter 2 that the number of measurement points in the temperature image is
equal to the number of cells on the corresponding boundary surface of the FLU-
ENT model. Thus the number of elements in the temperature matrix defines the
grid size. A program is written that automatically generates a grid based on the
number of matrix elements. FLUENT cannot use excel files as input for bound-
ary conditions. External data can be written to a FLUENT grid by using profile
files: text files containing the spatial coordinates and data values for each data
point that is imported into FLUENT. The spatial coordinates of each measurement
point are calculated and a program developed in this work, converts the measured
temperature matrix to a profile file. These profile files are read into FLUENT and
imposed as boundary condition on the boundary surfaces S1−S7 (as named in Fig.
2.14). Once these boundary conditions are imported in FLUENT, one calculation
iteration is performed to transfer these temperature values to cell centers and to a
user-defined memory (UDM). The measured temperature values are now available
in FLUENT and in the IHCP solution procedure. This is necessary as the mea-
sured temperatures are used to calculate the minimizing functional J (Eq.2.13) and
are the boundary condition on surfaces S1 − S7 for the IHCP. Now the IHCP can
be solved using CGM, as was done previously in Chapter 2. The stopping criterion
of the CGM is determined by the uncertainty on the temperature measurements.
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5.1.3 Fin effectiveness




In order to determine fin effectiveness, two IHCP solutions are necessary:
• a solution for unfinned primary surface: this determines the denominator of
ζ. It is the reference case, which is the same for all fin forms and has to be
calculated only once.
• a solution for finned primary surface: this is fin specific and is solved for
each fin type and at each Reynolds number.
Reference case: unfinned surface
The reference case consists only of the primary surface. The same experiment
is similar to the case of a fin on a primary surface: the heat foil is placed at the
bottom of the primary surface, the side walls are kept adiabatic with the guard
heater and the surface temperatures at the top wall are measured. These conditions
are also imposed as boundary conditions for the IHCP. The primary surface is
measured at different Re-numbers. The heat source at the bottom surface has to
be limited compared to the experimental test case of a finned primary surface: a
heat source of 70W would result in top surface temperatures of more than 200°C.
It was concluded in section 4.1 that temperatures between 55°C and 80°C are
measured more accurately due to the camera calibration. Therefore, a smaller heat
generation rate was used. Calculation results indicated a required heat source of
7W only. This is much lower than the 70W dissipated by the primary surface with
fin. The question can be raised how the fin effectiveness is determined if different
heat fluxes are imposed for the case of an unfinned primary surface. The heat flux
distribution at the top surface of the unfinned primary surface is not influenced by
the dissipated amount of heat, but only by the fluid flow over the top surface as
the side surfaces are assumed adiabatic. The heat flux distribution at the primary
surface will only vary along the length due to the air flow. It is expected that the
heat flux imposed at the bottom will have the same distribution along the width at
the top of the primary surface. The primary surface is divided in three parts S1−S3
(Fig.5.4) along the width. The central surface S2 has the width of the thickness of
the fin that will be placed on the primary surface. The surface area is divided as
follows: AS1 = AS3 = 2AS2 , which means that the surface area of S2 is 1/5 of
the total top surface area. It is expected that the amount of heat transfer through
S2 is also 1/5 of the total dissipated heat in the primary surface. The solution of
the IHCP for the primary surface with the measured temperature profiles confirms
this. The amount of heat going through S2 is:
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QS2 = 7W5 = 1.4W
Tt is assumed that the same distribution form is attained if a heat source of
70W is used. Then the amount of dissipated heat through S2 is 14W. This is the





Figure 5.4: Three parts S1 − S3 on the primary surface
Solution for finned primary surface
The IHCP is solved for all different fin forms and at all Re from the measured
temperature profiles. By solving the IHCP, the local heat flux distribution through
the fin and the primary surface is estimated, and thus also the total heat Qf dis-
sipated by the fin is calculated. This value is then used as denominator in the fin
effectiveness definition (Eq. (5.1)).
5.1.4 Local heat transfer coefficients
The IHCP is solved for local heat transfer coefficients, so it is expected that no
post-processing of the IHCP solution is necessary. However, this is a dangerous
misconception. In a IHCP, conductive heat fluxes are calculated in the fin and
these are passed on to the boundaries. However, once at the surface, this heat flux
consists of two parts:
• a convective heat flux
• a radiative heat flux
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The radiative heat flux is not accounted for in the boundary condition reconstruc-
tion of the local convection coefficients h˜(Si). So in order to obtain the correct
heat transfer coefficient directly from the IHCP, the boundary condition of the di-
rect problem at surfaces S1 − S7 should have included a radiation term:
−k ⋅ ∂T
∂n
= h(Si) ⋅ (T − T∞) + σ ⋅ (T 4 − T 4∞) on Si(i = 1 − 7) (5.2)
However, this would complicate the solution of the inverse problem for the
construction of the adjoint and sensitivity problem. It is better to solve the IHCP
with the convective boundary condition only. Keep in mind that the resulted h˜(Si)
is then actually a heat transfer coefficient containing both convection and radiation.
To obtain the heat transfer coefficient for convection only, the heat flux in each
point has to be separated in the two parts. The total heat flux q˜(Si) is calculated
in each point as a result of the estimated h˜(Si).
q˜(Si) = h˜(Si) ⋅ (T − T∞) on Si(i = 1 − 7) (5.3)
To obtain the convective heat flux, the radiative heat flux has to be subtracted
from the total estimated heat flux q˜(Si). This radiative heat flux is relatively large
and definitely not negligible, due to the high emissivity ( = 0.94) of the fin and
primary surfaces as they are coated with a high emissivity paint to increase the
temperature measurement accuracy with the infrared camera. This could be seen as
a drawback of thermography. But the upside is that this augments the radiative heat
flux, which can then be determined more accurately, as the emissivity is known
more precisely as for uncoated surfaces. To calculate the radiative heat flux, view
factors have to be accounted for, especially for the measurement points on the
primary surface, and those on the fin surface near the fin base. Because of the
mutual irradiation between those orthogonal surfaces, the cells near the junction
experience the largest influence. A view factor Vf is a calculated for each cell
on the fin and primary surfaces S4 − S7 based on equations found in the work
of Siegel and Howell [119]. With the notations from Fig. 5.5, Eq.(5.4) is used
to calculate the view factor of each cell. In Fig. 5.5, dA1 is a cell surface. For
cells on the primary surface A2 is the fin surface, and for cells on the fin surface,
A2 is the primary surface. It was found that only the lower half ot the fin cells
are influenced by the radiation from the primary surface. For the calculation of the
form factors according to Fig. 5.5 it is assumed thatA2 is at a uniform temperature.
In our calculations this is not the case, and a mean surface temperature is used
instead. For the primary surface this is a good assumption as there is only a small
temperature variation over the total surface area (max 2°C). There is a much larger
temperature variation over the fin surface. As radiation will be mainly influenced
by the closest fin surface cells, the mean temperature of the lower half of the fin
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surface was used instead of the mean temperature of the total surface. The view
factor from cell dA1 to surface A2 in Fig. 5.5 is given by the following equation:
Vf = 12pi ⎛⎝tan−1 1Y1 − Y1√X21 + Y 21 tan−1 1√X21 + Y 21 ⎞⎠
+ 1
2pi
⎛⎝tan−1 1Y2 − Y2√X22 + Y 22 tan−1 1√X22 + Y 22 ⎞⎠ (5.4)
The radiative heat flux on S4 − S7 is calculated as:
qrad(Si) = (1 − Vf) ⋅ σ (T 4 − T 4∞) +











Figure 5.5: View factor from a cell (dA1) to a surface
The convective heat flux for surfaces S4 − S7 is determined as:
qconv(Si) = q˜(Si) − (1 − Vf) ⋅ σ (T 4 − T 4∞)−Vf ⋅ σ (T 4 − T 4(Savg)) on Si(i = 4 − 7) (5.6)
For surfaces S1 − S3 the convective heat flux is:
qconv(Si) = q˜(Si) − σ (T 4 − T 4∞) on Si(i = 1 − 3) (5.7)
The radiative heat flux is calculated for each surface cell using an UDF in
FLUENT. The radiative heat flux is calculated for each surface cell using an UDF
in FLUENT, and the resulting convective heat flux is stored as a new UDM-value.
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The heat transfer coefficient is determined from this heat flux in each boundary
surface cell on S1 − S7 as:
hconv(Si) = qconv(Si)(T − T∞) on Si(i = 1 − 7) (5.8)
5.1.5 Reynolds range
As mentioned in Chapter 4, the range of Reynolds numbersReL (with fin length as
characteristic length) that can be studied in the windtunnel isReL = 9000−62000.
For lower Re-numbers there could be an influence of natural convection. This is
indicated by the Richardson number (Ri = Gr/Re2): if Ri > 0.1 there is mixed
convection, if Ri < 0.1 only forced convection is considered. The Richardson
number was evaluated for all setpoints of the air speed in the wind tunnel. Mixed
convection only occurred at the lowest possible set point (Re = 9000). There
were no measurements done for this lowest Re-number, so mixed convection is
not considered in this work. So the range of Re-numbers studied is limited to
ReL = 13400 − 62000 for the experimental measurements. The experiments were
performed at six different set point for Re in this range.
5.2 Local heat transfer coefficients
5.2.1 Accuracy consideration
First some general remarks are made on the accuracy and interpretation of these
results. The interpretation of the results of local heat transfer coefficients is a del-
icate matter. The results of the numerical test cases from Chapter 3 illustrate this.
The solution of an IHCP gives a good idea of the profile of local heat transfer
coefficients over a fin, but the absolute values can have a large error for certain
cases such as steep gradients in heat transfer coefficients. An IHCP is capable of
reconstructing a steep gradient and this at its correct location, but it has difficulties
in estimating the correct absolute value at the peak of this gradient. This value will
be largely underestimated for exact (σ = 0) temperature measurements. If there
is an error on the temperature measurements, the error on the estimated h˜i will
increase but not significantly. The result of the numerical test case with exponen-
tially varying hi (paragraph 3.1.4) is used to give an idea of this error. There is a
peak value of 100W/m2K for the heat transfer coefficient near one of the edges,
followed by a steep (exponential) drop from 100 to 6W/m2K . This low value
of hi occurs over the largest part of the fin surface. The IHCP solution manages
to reconstruct this profile but finds a peak value of 60W/m2K (40% error) for
exact temperature measurements, and a peak value of 40W/m2K (60% error) for
a temperature measurement error of 0.5°C. These large errors occur only for this
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peak value. The error on the small local hi is maximum 10% for the exact temper-
ature measurements and 15% for a temperature measurement accuracy of 0.5°C.
Thus the accuracy of the temperature measurements plays an important role. Note
however that the introduction of a temperature measurement error decreases the
accuracy of the estimated local h˜i, but the decrease in accuracy for an increasing
temperature measurement error from 0.1°C to 0.5°C is not significant: the recon-
structed local hi profiles are more or less the same. The main difference is that
there is more scattering in the estimated h˜i for a temperature error of 0.5°C.
The accuracy of the temperature measurements with infrared thermography
was determined at a maximum of 0.5°C after camera calibration (Chapter 4). This
temperature accuracy determines the stopping criterion for the residual J of the
IHCP solution. This was defined as:
J [h(Si)] <M ⋅ σ2 (5.9)
The standard deviation σ is 0.25 for an accuracy of 0.5°C. The number of mea-
surement points depends on the number of camera pixels for the fin temperature
measurement. Depending on the test case, this number varies between 105000
and 111000. This gives a stopping criterion J = 7000. This stopping criterion is
monitored during the iterative solution procedure of the IHCP. This stopping crite-
rion is never reached, except for two cases. The results of these two cases clearly
give unphysical solutions in the variation of the heat transfer coefficient. This in-
dicates that overregularization appears in these solutions. The other cases stagnate
at a residual J value between 20000 and 60000, depending on the test case. This
stagnation at a higher residual J as well as the overregularized solutions indicate
that the temperature measurement error is higher than the determined 0.5°C. The
extreme case with a residual of 60000 corresponds with a standard deviation of
σ = 0.75 and a temperature measurement accuracy of 1.5°C! This is a very high
value, close to the camera accuracy of 2°C as found in the camera specifications
(see section 4.1.3). However, camera calibration reduced this error to 0.5°C, so
these high residuals have to be caused by other errors.
The IHCP solution for a solid rectangular fin is studied at different iterations.
The estimated heat transfer coefficients h˜i are investigated for unexpected varia-
tions, as this is an indication for the presence of overregularization: a large error
in temperature measurements introduces a variation in the estimated h˜i. As men-
tioned in the literature survey of Chapter 2, the low frequency structure of the heat
flux and heat transfer coefficients is revealed after only a few iterations, the high
frequency components are recovered much later. This is due to the diffusive nature
of the equations of the CGM. Low frequency structure looks at the global structure
of the temperature field in the fin and the global temperature gradient over the fin.
This is caused by physical phenomena and will lead to the reconstruction of the
local heat transfer coefficients. After a few iterations in the solution procedure,
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CGM takes the high frequency components into account, i.e. fast variations in
temperatures over small distances. This is typically introduced by noisy data and
these high frequency temperature variations are not caused by physical phenom-
ena but are introduced by the temperature measurement inaccuracy. The larger the
temperature measurement error, the faster these unphysical effects appear in the
solution. This is why the stopping criterion is the regularization parameter and
it depends on the temperature measurement accuracy. If variations in the solu-
tion of the local h˜i appear to be not physical, these could be introduced by larger
temperature measurement errors.
The solution of the IHCP is investigated for each iteration, and after 20 it-
erations a variation in the heat transfer coefficient profile that was not expected,
occurred for most measurements. The residual J drops below 40000 after 10 iter-
ations. The results for the local heat transfer coefficients along the fin length are
shown for two sets of measurement data for ReL = 50587 in Figures 5.6-5.7 and
this at different iterations. This evaluation is done along the fin length halfway
the fin height (Fig. 5.6) and along the fin height halfway the fin length (Fig. 5.7)
to exclude the influence of possible edge effects. After 15 iterations, the IHCP
solution gave a local heat transfer coefficient variation as could be expected from
the boundary layer theory (Fig. 5.6(a)). The air flow goes from right to left over
the fin surface. The heat transfer coefficient is the highest at the right side where
the boundary layer starts to build up. During the development of the boundary
layer, the heat transfer coefficient decreases rapidly along the fin length. Once the
boundary layer is fully developed, the heat transfer coefficients decrease slowly.
This is the expected heat transfer coefficient profile and there is no reason why
a different h˜i pattern would occur. However, after 25 iterations a small variation
occurs for one set of measurement data (◻ in Figures 5.6-5.7), which becomes
clearly visible after 35 iterations (Fig. 5.6(c)) and becomes extremely large after
45 iterations (Fig. 5.6(d)). There is still a high h˜i at the right side, followed by a
fast decrease. However, in stead of steadily decreasing to the end of the fin, a small
increase of h˜i suddenly appears. This was not expected: there is no reason why the
boundary layer should be interrupted or become thinner along the fin length. So
this increase could be introduced by temperature measurement errors. If the IHCP
solution procedure is continued, this sudden increase h˜i becomes very large and
gives a h˜i variation along the fin length which seems very unnatural (Fig. 5.6(d)).
However, this increase in h˜i does not appear for the second set of measurement
data (○ in Figures 5.6-5.7). So there has to be a reason for this different resulting
h˜i between both temperature measurement data sets. Therefore the measured tem-
perature field was investigated for both sets. Figure 5.8 shows the relative error
between the measured and calculated temperature field for the first data set. The
temperature field calculated with the IHCP was taken after 15 iterations. At the
location where the sudden increase occurs, there is a larger area of negative tem-
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perature errors. After investigation of the measured temperature field, it was found
that this was caused by the reflection of the camera lens. It was explained in Chap-
ter 4 that the camera and camera lens are reflected by the HDPE window in the
wind tunnel. This reflection caused a significant error (> 1°C) in the temperature
field, but it was corrected for (see section 4.1.4.3). It seems that this correction
procedure is not accurate enough. This is possibly due to the fact that the camera
is not at the exact same position as it was during calibration of the window. Even a
shift of the image over two to three pixels is critical. Also, the camera temperature
is not stable, so there is a difference in camera temperature between calibration
and measurements. This causes an error in the correction for camera reflection. It
was found that there could still be a temperature error varying between 0.1°C and
0.5°C. This temperature error varies from case to case.
The error due to camera reflection is not a random error, but a systematic error.
It causes a temperature drop or rise over a large part of the fin surface (indicated
in red in Fig. 5.8). As this is a systematic error over a significant area, this can-
not be seen as a high frequency component anymore and will influence the IHCP
solution earlier than the random temperature measurement errors. This systematic
error causes a temperature variation over a part of the fin area. As this temperature
gradient is small (of 0.1°C-0.5°C) compared to the temperature gradient over the
entire fin, this influences the IHCP solution only after a few iterations, if a certain
residual is reached. This is clearly illustrated in Fig. 5.6: the influence of this
error became only noticeable after 20 iterations. The residual had already dropped
below 15000. However, this is not a fixed rule. Depending on the case, this system-
atic error can be smaller or larger. The residual value from which the systematic
error influences the solution varies from case to case. Thus this is studied for each
case separately to prevent that nonphysical solutions are obtained.
For the second temperature data set this systematic error was very small: 0.1°C.
This is of the order of the temperature measurement noise and will influence the
IHCP solution at a lower residual J than the first temperature data set. Therefore,
this second data set gives more accurate results than the first one, as it can converge
further without any influence of the systematic error. The solutions obtained from
temperature data containing the systematic error lack accuracy because a higher
stopping criterion is used, mostly between 30000 and 60000. This corresponds to
temperature measurement errors situated between 1°C and 1.5°C. The correspond-
ing error on local h˜i was estimated at 15%-25% from numerical experiments. The
numerical experiments showed that this error is even larger if there is a steep gra-
dient in h˜i. So the global heat transfer coefficient profiles and variations over the
fin surface are correct in the following results, but the absolute values of h˜i have a
significant error. The solution with the camera reflection error of 0.1°C reaches a
residual J of 10000 when the influence of the camera reflection starts to influence
the solution. A residual J of 10000 corresponds to a temperature measurement
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Figure 5.6: Plots of the estimated heat transfer coefficients h˜i for Re = 50587 for
a solid fin along the fin length. ◻: result with camera reflection ; ○: result without
camera reflection
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Figure 5.7: Plots of the estimated heat transfer coefficients h˜i for Re = 50587 for
a solid fin along the fin height. ◻: result with camera reflection ; ○: result without
camera reflection
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Figure 5.8: 2-D plot of the relative error between measured and calculated
temperature for the first measurement data set
accuracy of 0.6°C which is comparable to the calculated accuracy of 0.5°C used
in the numerical experiments. This temperature data will give relatively accurate
results and is used in the following discussion of the experimental results.
It was very time consuming to obtain a solution without the systematic error
from camera lens reflection as it requires an in-situ calibration of the infrared win-
dow for camera reflection. This means that the calibration has to be done after each
measurement. The windtunnel is opened for this calibration method, which causes
an interruption of the steady flow in the windtunnel and thus in the heat transfer.
Hence the calibration can only be executed for a short time. After each calibration,
the flow has to be stabilized again and a steady state condition has to be attained,
which is very time consuming. So this is not the best measurement method. In the
following discussion, this calibration method is used for the solid longitudinal fin,
but not for the perforated fins. The results for the longitudinal solid fin are thus
more accurate than the results for perforated fins which still contain a systematic
error.
5.2.2 Results
Three different fins are investigated: a solid longitudinal fin, a longitudinal fin
with one perforation and a fin with two perforations. The results for local heat
transfer coefficients are evaluated in a similar way as the results of the numerical
test cases in Chapter 3. This means that 2-D plots of the front fin surface S5 and
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primary surfaces S6−S7 are used, as well as line plots along evaluation lines. Five
evaluation lines along the fin length are used, and two along the fin height. There is
also still one evaluation line along the length on the primary surface. The location
and numbering of evaluation lines L1 − L5 is shown in Fig. 5.9. Evaluation line
L6 is situated on the primary surface along the length.
The three cases are studied at six different ReL in the range of ReL = 13400−
62000. The h˜i variation is very similar for different ReL, but the absolute values
differ: local h˜i are higher for higher ReL, and the gradients of h˜i are also steeper
at higher ReL. Because of the similarity for different ReL, the local h˜i are only
discussed at one ReL for the three different fins. The discussion is done for the






Figure 5.9: The five evaluation lines L1 −L5 along the fin length
Solid fin
The 2-D plot for h˜ is shown in Fig. 5.10. The line plots for h˜i along evaluation
lines L1−L6 are shown in Fig. 5.11. The heat transfer coefficient profile along the
fin length follows, as expected, the boundary layer development: the heat transfer
coefficient is the largest at the right side where there is no boundary layer. The
boundary layer develops over the first half of the fin length. During development,
the boundary layer builds up rapidly, which explains the steep gradient for h˜i along
the fin length over the first fin half. Once the boundary layer is fully developed,
the heat transfer coefficients decrease slowly, and there is even a small increase
near the end of the fin. Stachiewicz [3] states that for a flat plate of finite width,
as the trailing edge is approached, the boundary layer thickness decreases and
secondary flows are established. These edge vortices and boundary layer thinning
tend to cause an increase in heat transfer coefficients near the edges of the fin. This
explains the small increase in h˜i near the trailing edge. This increase appears at
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the last part of the fin, 4cm from the traling edge of the fin. The accuracy of the
IHCP solution is determined from the numerical experiments (Figures 5.12-5.13).
The residual J has dropped just below 10000 for this solution, which corresponds
to a temperature error of 0.6°C, comparable to the numerical experiments with
an accuracy of 0.5°C. The error on h˜i along the fin length is determined from
the numerical experiment with an exponential profile (paragraph 3.1.4.2), which
indicates that the largest error appears near the steep gradient in h˜i, but this error
is much smaller than the peak in h˜i. This indicates that there is in fact a peak value
at the leading edge.
Figure 5.10: 2-D plot of the estimated heat transfer coefficient h˜i (in W/m2K)
for ReL = 50587 for a solid fin
The heat transfer coefficient is higher at the fin base than at the fin tip. Figures
5.10 and 5.11(b) show that h˜i has a much higher value at the primary surface. This
large h˜i occurs also near the base of the fin, but decreases exponentially along the
fin height to a minimum halfway the fin height, and then increases again slowly till
the fin tip. The maximum value near the fin base is much larger than the maximum
near the fin tip, which is also shown by the error bars. The error bars along the fin
height (Fig. 5.13) are based on the numerical experiments with varying heat trans-
fer coefficients along the fin height. The maximum value near the fin base is in
contradiction with the heat transfer coefficient variation along the fin height found
by Stachiewicz [3] (Fig. 5.14). According to Stachiewicz [3] the heat transfer
coefficient increases from the base to halfway the fin height and than hi decreases
to 75% of the fin height, after which it increases again to the fin tip. The increase
near the fin tip corresponds with the experimental results, but the lower values near
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(a) ∗: L1, ◻: L2, ○:L3, ∆:L4,×: L5, −:L6





























Figure 5.11: Plots of the estimated heat transfer coefficients h˜i along the
evaluation lines L1 −L6 (a) and along the fin height in the middle of the fin (b)
for ReL = 50587 for a solid fin
RESULTS EXPERIMENTAL TEST CASE 209

































































Figure 5.12: Plots of the estimated heat transfer coefficients h˜i with error bars (a)
along L3; (b) along L6 for ReL = 50587 for a solid fin
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Figure 5.13: Plot of the estimated heat transfer coefficients h˜i with error bars
along the fin height for ReL = 50587 for a solid fin
the fin base are a contradiction with these experimental results. Note however that
Stachiewicz’s results were obtained for a longitudinal fin in a fin matrix and thus
the proximity of other fins influences the air flow and thus heat transfer coefficient
distribution. In this work a stand-alone fin is studied, which results in another flow
pattern over the fin surface. The largest heat transfer coefficient is found near the
fin base, which is introduced by a horse-shoe vortex. This flow phenomenon oc-
curs at the leading edge of the fin, at the junction of fin and primary surface. At
that position the boundary layer on the fin and the boundary layer on the primary
surface get mixed with each other. These boundary layers are orthogonally orien-
tated to each other and create the so called horse-shoe vortex. An example of a
horse-shoe vortex is shown in Fig. 5.15. This horse-shoe vortex consists of a lon-
gitudinal set of vortices, created at the junction of fin and primary surface, which
rolls over the plate and fin surface and causes a locally thinning of the boundary
layer [131]. This leads to an increase of the local heat transfer coefficient. The
horse-shoe vortex only occurs at the base of the fin and thus causes the increase in
local heat transfer coefficients at the base of the fin. This also explains the higher
heat transfer coefficient found on the primary surface and near the bottom of the
fin (Fig. 5.11(a)). Stachiewicz [3] did not find this effect because the studied
fin was placed in a fin array. If the spacing is small enough, the naturally occur-
ring horse-shoe vortex can be completely eliminated, and other flow effects will
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determine the heat transfer coefficient variation. However, in the current case the
results clearly show the presence of a horse-shoe vortex. This result was confirmed
by investigating the flow around the longitudinal solid fin. The flow visualization
was performed in two ways: experimental flow visualization in a watertunnel (Fig.
5.16) and CFD simulations (Fig. 5.17).
Figure 5.14: The local heat transfer coefficient variation, normalized with respect
to the average coefficient, along the fin height as found by Stachiewicz [3]
The experimental flow visualization is performed in a watertunnel using ink to
visualize stream lines. A scaled model of the fin is placed in the water tunnel: the
Re-number with the fin thickness as characteristic length is the same for the fin in
the water tunnel as for the fin in the windtunnel at ReL = 50587. This Reynolds
number is Red = 995. The fin in the watertunnel is three times thicker than the
actual fin to obtain the same Red and the water velocity is 8 cm/s. The boundary
layer has built up for only 4cm on the base plate before it reaches the fin front.
This boundary layer will be smaller than the boundary layer on the windtunnel
base plate before it reaches the fin, and thus the horse-shoe vortex will also be
smaller. But the goal of the flow visualization images is to show the presence
of a horse-shoe vortex near the bottom of the fin and this is clearly visible in Fig.
5.16. The flow around the fin was also simulated using CFD (FLUENT) in order to
visualize the horse-shoe vortex. A dense grid near the base plate wall and fin walls
is necessary in order to capture the boundary layer and the starting horse-shoe
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Figure 5.16: Visualisation of the horse-shoe vortex at the leading edge of the fin
in a watertunnel







Figure 5.17: Visualisation of the horse-shoe vortex from CFD-simulation. (a)
isometric view; (b) top view
vortex. This demands large amounts of computer memory. It is only possible to
create a grid that is dense enough near the leading edge of the fin where the horse-
shoe vortex is created. A dense grid along the whole fin length demands too much
computer memory. The grid consists of 10 million cells. The boundary conditions
are chosen in such a way that the results are independent of the boundary positions.
This is already described in paragraph 3.1.5. A horse-shoe vortex was found near
the foot of the fin, as shown in Fig. 5.17. This vortex can only be seen for the first
part of the fin, and seems to be dissipated relatively fast, but this is mainly due to
a lack of grid resolution. However, the most important conclusion is that a horse
shoe vortex is initiated at the leading edge of the fin, which causes an increase in
the heat transfer coefficient near the bottom of the fin.
The local heat transfer coefficient estimated by solving the IHCP gives good
results for the solid fin. The h˜i variations are explained, except for the increase
in h˜i on the primary surface and near the fin base from halfway the fin length.
This is probably due to a secondary flow pattern resulting from the horse-shoe
vortex. This flow pattern cannot be visualized in the water tunnel as the visualiza-
tion would interrupt the flow pattern. It was also impossible to visualize this using
CFD due to a lack of available computer memory.
Fin with one perforation
The line plots along the fin length are shown in Fig. 5.18. The 2-D plots for h˜
are shown in Fig. 5.19. The influence of the boundary layer thickness is again
clearly noticeable, as is the large heat transfer coefficient near the bottom of the
fin due to the horse-shoe vortex. It is remarkable that the values of the local heat
transfer coefficients have increased compared to the case of a solid fin. The vari-
ation of h˜ along the central evaluation line L3 is also plotted in Fig. 5.18 (the
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dashed line). If this is compared with the variation of h˜ along L3, the values of h˜
for the perforated fin are significantly higher. At the leading edge the difference
is still smaller (7% or 2W/m2K) than the estimated error on h˜ of 20%. This was
expected as the heat transfer only depends on the development of the boundary
layer at the leading edge. However it increases along the fin length to 40% or
6W/m2K. This difference is significant, because it is much larger than the esti-
mated h˜ accuracy of 20%. This increase is thus caused by the perforation in the
fin. The large constant h˜ behind the perforation on the evaluation lines L2 − L4
is remarkable (Fig. 5.18. This is caused by the presence of the perforation, as L3
runs over the perforation, L2 is right below it and L3 just above the perforation.
The constant large h˜ is probably caused by a thinning of the boundary layer after
the perforation. This thinning of the boundary layer is caused by a negative pres-
sure gradient in the perforation. The increase of the local heat transfer coefficient
directly beneath the perforation (L2 in Fig. 5.18) also suggests a thinning of the
boundary-layer due to a negative pressure gradient in the perforation. This effect
is not noticeable anymore on a larger distance of the perforation (L1 in Fig. 5.18).
This explanation of the thinning of the boundary layer due to a negative pressure
gradient in the perforation is based on the work of Shaeri et al. [5]. They showed
in their numerical simulations that a recirculation zone appears in the perforation
and that the distance between the streamlines becomes smaller at the location of
the perforation (Fig.5.20). This indicates a thinning of the boundary layer and thus
higher heat transfer coefficients. The results from the IHCP solution confirm the
result of Shaeri et al. [5].
The mean heat transfer coefficient h˜avg of the perforated fin is also larger than
the h˜avg of the solid fin. These mean heat transfer coefficients are listed in Tables
5.1-5.3. For ReL > 40000 the difference in mean heat transfer coefficient on the
side fin surface is significantly larger (> 20% error) for a perforated fin than for a
solid fin, which indicates an improvement of the heat transfer for a perforated fin.
Fin with two perforations
The line plots along the fin length are shown in Fig. 5.21. The 2-D plots for h˜ are
shown in Fig. 5.22. The influence of the boundary layer thickness is again clearly
noticeable, as is the large heat transfer coefficient near the bottom of the fin due
to the horse-shoe vortex. The values of the local heat transfer coefficients have
increased even more than for a fin with one perforation, compared to the case of a
solid fin. The variation of h˜ along the central evaluation line L3 is also plotted in
Fig. 5.21 (dashed line). The difference between h˜ for the fin with two perforations
and the solid fin is 7.5W/m2K (or 50%) at the trailing edge. This is a significant
increase introduced by the two perforations.
The increase of the local heat transfer coefficient behind the first perfora-
tion and directly beneath and above this perforation shows no noticeable increase
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Figure 5.18: Line plots of the estimated heat transfer coefficients h˜i along the
evaluation lines L1 −L6 for Re = 50587 on a fin with one perforation. ◇: L1, ◻:
L2, ○:L3, ∆:L4,×: L5, −:L6, −−: L3
Figure 5.19: 2-D plot of the estimated heat transfer coefficient h˜i (in W/m2K)
for ReL=21861 for a fin with one perforation
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5. Results and discussion
The validated numerical scheme is used to ﬁnd ﬂow ﬁeld and
conjugate conduction–convection heat transfer from an array of
ﬁns presented in Fig. 1 for a range of Reynolds number from
2000 to 5000 based on ﬁn thickness and 1.2  104 to 3  104 based
on ﬁn length.
Flow path lines around the solid and perforated ﬁn at different
heights for Reynolds number of 5000 are shown in Figs. 5–7. In
Fig. 5 with decrease in height the length of recirculation becomes
smaller because of viscous effect of the base plate. For all types
of solid and perforated ﬁns by increasing the height, the wake be-
hind the ﬁn reduces. In the case of perforated ﬁn, position of recir-
culation is different with solid ﬁn. In addition due to Fig. 6, position
of recirculation and reattachment point in various types of perfo-
rated ﬁns on the leeward side is not signiﬁcantly different. In
Fig. 6a position of reattachment point can be seen and the length
of recirculation is different than Fig. 6b. However, in Fig. 6b due
to small distance between perforations, ﬂow enters perforations
sooner than perforated ﬁn with one perforation (Fig. 6a). In addi-
tion, Figs. 8 and 9 show the ﬂow path lines in mid-plane of various
types of considered ﬁns and inside the sample perforations in
Fig. 5. Flow path lines around a solid ﬁn at different heights (ReD = 5000).
Fig. 6. Flow path lines around a ﬁn with various perforations at Y = 0.5H (ReD = 5000).
2024 M.R. Shaeri et al. / Applied Energy 86 (2009) 2019–2029
Figure 5.20: Numerical simulation results of fluid flow round perforated fins
found by Shaeri et al. [5]
(L2 −L4 in Fig. 5.21). However, over the second perforation is significant. The h˜
on L3 behind the second perforation is much higher than it was before the perfora-
tion which indicates a thinning of the boundary layer. The increase of h˜ along L2
and L4 also suggest a thinning of the boundary layer, due to a negative pressure
gradient in over the second perforation. This conclusion is also confirmed by the
results of Shaeri et al. [5] (Fig.5.20). The boundary layer is still developing when
it reaches the first perforation. There is only a small recirculation in the first perfo-
ration, and thus no negative pressure gradient or thinning of the boundary layer. At
the second perforation the recirculation in the perforation occurs again and a thin-
ning of the boundary-layer due to a negative pressure gradient in the perforation
occurs.
The mean heat transfer coefficient h˜avg of the perforated fins is larger than the
h˜avg of the solid fin. These mean heat transfer coefficients are listed in Tables
5.1-5.3. For ReL > 40000 the difference in mean heat transfer coefficient on the
side fin surface is significantly larger (> 20% error) for the perforated fins than for
a solid fin, which indicates an improvement of the heat transfer from a perforated
fin. AtReL < 40000 the increase in heat transfer coefficient on the front fin surface
is not significant anymore: the difference for h˜avg on the fin front surface is smaller
than the accuracy. This indicates that the benefit of a perforated fin decreases for
ReL < 40000, probably because a smaller negative pressure gradient is caused by
the perforation at lower air velocities.
5.3 Fin effectiveness
The fin effectiveness is also determined at each ReL-value for the three different
fins. There is an important difference between the case for the solid fin and the
cases with perforated fins: a thermal contact resistance between primary surface
and fin base. This will influence the fin effectiveness. The thermal resistance has to
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Figure 5.21: Line plots of the estimated heat transfer coefficients h˜i along the
evaluation lines L1 −L6 for Re = 50587 on a fin with two perforations. ◇: L1, ◻:
L2, ○:L3, ∆:L4,×: L5, −:L6, −−: L3
Figure 5.22: 2-D plot of the estimated heat transfer coefficient h˜i (in W/m2K)
for ReL=21861 for a fin with two perforations
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Re solid 1 perforation 2 perforations
21862 10.04 11.80 12.68
33485 14.89 17.54 18.55
40635 17.83 21.08 20.76
50587 21.56 26.40 24.43
62073 25.13 29.13 28.05
Table 5.1: Average heat transfer coefficients for the fin front
Re solid 1 perforation 2 perforations
21862 5.40 8.11 9.80
33485 11.98 13.08 16.66
40636 13.64 17.41 17.70
50587 17.48 22.70 21.13
62074 19.93 24.81 25.00
Table 5.2: Average heat transfer coefficients for the fin tip
be determined in order to determine fin effectiveness, but it was also necessary to
calculate the local heat transfer coefficient on the perforated fins discussed in the
previous paragraph. This thermal contact resistance was determined by solving
another IHCP as explained in Chapter3. The thermal contact resistance in the ex-
perimental test cases consists of a thin layer of thermal conductive paste between
fin base and primary surface. The larger this resistance, the less heat is dissipated
by the fin, and thus the lower the effectiveness. Thus the thermal conductive paste
needs to have a high conductivity. Arctic silver was used which has a thermal
conductivity of 8.9W/mK. The thermal contact resistance is experimentally de-
termined with the following method. The local heat transfer coefficients on the
fin walls and primary surface were determined for the solid fin without contact re-
sistance (fin and primary surface in one piece) by solving the IHCP. These results
were reported in section 5.2.2. The estimated heat transfer coefficient profile was
Re solid 1 perforation 2 perforations
21862 22.06 21.81 20.67
33485 30.28 30.21 24.81
40636 32.54 30.74 31.49
50587 36.64 35.82 37.80
62074 41.33 42.44 43.42
Table 5.3: Average heat transfer coefficients for the primary surface
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used as boundary conditions for the solid fin with thermal contact resistance to
estimate the contact resistance by solving the IHCP defined in section 2.4.5. The
contact resistance varying between 3.33×10−4 and 5×10−4 m2K/Wwas obtained
(Fig. 5.23.
Figure 5.23: Estimated thermal contact resistance in m2K/W
The fin effectiveness in function of ReL and local convection coefficients for
the perforated fins were determined using this estimated thermal resistance. As the
contact resistance influences the fin effectiveness, fin effectiveness was also deter-
mined for a solid fin with contact resistance. The result for the solid fins is plotted
are in Fig.5.24. A decreasing fin effectiveness for increasing ReL is expected ac-
cording to literature, but this is not noticeable. This is due to the large error on the
absolute values of h˜: an accuracy of 20% was estimated for the high residuals J
of the IHCP solutions. In Chapter 3 the error on the fin effectiveness was deter-
mined at a maximum of 1% for a temperature accuracy of 0.5°C, which is a slight
overestimation. For the higher residuals of J correspoding with temperature mea-
surement errors between 1°C and 1.5°C, this error was estimated at 2% (error bars
in Figures 5.24-5.26). Comparison of the results for fin effectiveness of solid fins
with perforated fins (Figures 5.24-5.26) showed that the fin effectiveness is almost
the same for al these fins. The contact resistance introduces a small increase in
fin effectiveness for the solid fin (5.24). However, the variation is so small and is
situated in the error range, so that no conclusion can be drawn from this result. The
same conclusion is made for the fins with perforations: there is a small increase
in fin effectiveness, but this increase is not significant and is smaller than the error
range. The decreasing fin effectiveness with ReL is not found. The results for
fin effectiveness lack accuracy and no useful conclusion can be drawn. To detect
the sensitivity of fin effectiveness as function of geometric and flow parameters,
a more accurate temperature measurement is necessary. Cancelling the system-
atic error for the thermography measurements would result in such an increase in
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accuracy.

















Figure 5.24: Fin effectiveness in function of ReL for a solid fin. ◻: without
contact resistance; ○: with contact resistance
5.4 Conclusion
The IHCP solution procedure was applied to an experimental test case. The test
cases consisted of three longitudinal fins: a solid fin, a fin with one and a fin with
two perforations. The fin surface temperatures were measured and used as bound-
ary conditions for the IHCP. Although the temperature measurement accuracy was
determined at 0.5°C, the corresponding residual J for the IHCP solution could
not be attained, except for the solid for which good results were obtained. It was
found that a systematic error appeared in the temperature measurements for the
other fin types due to camera lens reflection on the IR-window. This systematic
error introduces nonphysical solutions if the CGM solution procedure converges
beyond the point where regularization becomes the dominant factor compared to
the physical constraints. As a consequence the accuracy of the IHCP solution is
limited. Despite this, the estimated heat transfer coefficient profiles correspond
with the expected values for the studied flow regimes, certainly for the solid fin.
This means that they can be used to qualitatively predict the effect of modifications
to the fin.
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Figure 5.25: Fin effectiveness in function of ReL for a fin with one perforation
and contact resistance at the base

















Figure 5.26: Fin effectiveness in function of ReL for a fin with two perforations





A measurement methodology to determine fin effectiveness and local heat trans-
fer coefficients on longitudinal fins is developed in this work. This methodology
consists of two parts: first the fin surface temperatures are measured with thermog-
raphy, and secondly these temperature measurements are numerically processed to
calculate the corresponding heat transfer coefficients at these measurement points.
Thus a numerical method is coupled to experimental measurements. The determi-
nation of heat fluxes from temperatures is obtained by solving the inverse heat con-
duction problem (IHCP). The IHCP described in this work, in which heat transfer
coefficients on both a longitudinal fin and primary surface have to be determined,
is a three-dimensional, steady state, linear problem. In a first stage, possible so-
lution methods for IHCPs are studied. Methods based on the Conjugate Gradient
Method (CGM) or the Steepest Descent Method (SDM) appeared to be suitable
for solving linear three-dimensional IHCPs. These methods are mathematically
developed for the studied case of a longitudinal fin placed on a primary surface.
The CGM is implemented into a program that communicates with FLUENT, in
which the actual direct heat conduction calculations are done. The developed so-
lution method is applied to various three-dimensional numerical test cases. Four
different cases of varying local heat transfer coefficients are studied on a model of
rectangular longitudinal fin: an uniform heat transfer coefficient profile, a linearly
varying profile along the fin length, a linearly varying profile along the fin height
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and an exponentially varying profile along the fin length. These cases are stud-
ied for different temperature measurement accuracies to examine the sensitivity
of the solution method to measurement noise. It was concluded from these test
cases that CGM gives accurate results for these three-dimensional cases, but larger
deviations occur near the edges and for steep gradients of the heat transfer coeffi-
cients. These deviations are limited to a small amount of calculation points, which
is acceptable, since the general trend is still reconstructed. The deviations at the
edges increase if there are uncertainties on the measured temperatures, but the re-
sults remain in an acceptable error range. Also, by increasing the the measurement
error, these deviations do not increase significantly. It was concluded that CGM
is a good solution method for three-dimensional IHCPs based on experimentally
measured temperatures.
In a second phase, the experimental measurement technique based on infrared
thermography was developed. An error analysis is applied on the parameters
(emissivity, transmittance and reflection) that influence the measurement accuracy
for thermography. The infrared camera is calibrated and the correct application is
illustrated to attain the highest possible accuracy. A test rig is designed in which
different fin forms of longitudinal fans can be studied at various Reynolds num-
bers. The fin dimensions of the longitudinal fin and primary surface are deter-
mined for accurate temperature measurements. The fin surface temperature profile
is measured, as welll as the primary surface temperature profile. Different types
of fins are studied: plain rectangular longitudinal fins and preforated longitudinal
fins. The measured temperature profiles are processed with the developped nu-
merical solution method for IHCP. This solution method estimates the local heat
transfer coefficients. It was found from these results that a systematic error ap-
peared in the measured temperature profile due to camera lens reflection on the
IR-window. The temperature measurement uncertainty is thus higher than 0.5°C
for which the camera was calibrated. The IHCP stopping criterion indicated a
temperature uncertainty between 1°C and 1.5°C with the exception of the solid
fin for which some measurements without systematic error were obtained. Those
measurements gave a measurement uncertainty of 0.6°C. Hence the results for the
solid fin are accurate and the estimated heat transfer coefficients correspond well
with the expected flow regimes. For the perforated fins, the systematic error in-
troduces nonphysical solutions if the CGM solution has iterated beyond the point
where regularization becomes the dominant factor compared to the physical con-
straints. As a consequence the accuracy of the IHCP solution is limited. Despite
this, the estimated heat transfer coefficient profiles correspond with the expected
distribution for the studied flow regimes. The results for the perforated fins show
the influence of the perforations and a thinning of the boundary layer in the vicin-
ity of these perforations.It was also found that the average heat transfer coefficient
over the fin is higher than for solid fins. It was concluded from the result that the
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developed method can qualitatively predict the effect of modifications to the fin.
However, the solution lacks accuracy on the absolute values of the heat transfer
coefficients due to the large temperature uncertainty which is mainly caused by
the systematic error due to camera reflection. For the same reason the error on the
fin effectiveness is too large to draw conclusions for the fin effectiveness of the
different fin types. Despite the systematic error in the temperature measurements,
the developed method still gave good results for the local heat transfer coefficients.
This shows the potential of this method. An increase in temperature measurement
accuracy will also give quantitavely good results, as indicated by the results of the
numerical test cases. The IHCP proved to be a powerful method in estimating local
heat transfer coefficients.
6.2 Future recommandations
The main goal for future work should be the increase in accuracy of the developed
method. Two recommandations are made to obtain a higher accuracy:
• more accurate temperature measurements: this can be achieved by remov-
ing the systematical error in these measurements. As the systematical error
was introduced by reflectance of the camera lens on the IR-window, the best
way to remove this error is the use of non-reflecting windows. Such win-
dows should have a transmittance of almost 100%. Zinc selenide windows
with an anti-reflection coating can have a transmittance of over 99%. If
such a window were used, the systematic error disappears in the measure-
ments, and the measurement accuracy of 0.5°C due to camera calibration is
obtained. Materials with a high transmittance and an antireflective coating
are expensive, especially for larger windows. These materials are often very
brittle and soluble in water, which limits their application.
• IHCP solution procedure with less measurement points: an IHCP can also
be solved if less measurement points are used without a significant loss in
accuracy. If this solution procedure could be implemented in the developed
method, the presence of a systematic error would not cause a problem as
the IHCP can be solved only with measurement data that is not subjected to
this systematic error. The most accurate measurement data can be chosen
for as boundary condition for the IHCP which increases the accuracy of the
final solution. The grid would also become independent of the number of
measurement points. Hence, the grid can be denser near steep gradients
of heat transfer coefficients which increases the accuracy of the local heat
transfer estimates. A solution procedure with fewer measurement points has
also other advantages such as a significant decrease in calculation time. First
steps were already made to a solution procedure with fewer, but there are
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some problems with using FLUENT to solve the adjoint problem because of
the unnatural boundary conditions for this problem with less measurement
points. If this problem can be solved, the developed method becomes much
more accurate.
A
Uncertainty on infrared measurements
A.1 Emissivity uncertainty
The uncertainty in the emissivity during calibration was induced by three uncer-
tainties
A.1.1 Camera reading uncertainty and isothermal surface
The signal of the infrared camera contains noise. The RMS noise creates an er-
ror called NETD: Noise Equivalent Temperature Difference. The NETD is 0.1K
at 30°C and decreases with increasing temperature (0.07K at 80°C). Errors due
to noise are decreased by time averaging multiple measurements. The NETD de-
creases with a factor
√
N where N is the number of images in a sequence. The
same applies for the RMS noise error og thermocouple measurements.
There is however a second, more important camera reading error: a built-in
spatial analysis function is used to determine a surface temperature next to the
thermocouple. The function is applied to the time-averaged infrared image. Spa-
tial averaging induces an error of two times the standard deviation of the mea-
surement points in the analysis tool. This value varies between 0.1°C and 0.15°C,
which indicates a good isothermal property for the calibration surface. Also notice
that the influence of the RMS noise is further reduced by the spatial averaging.
The error induced by RMS noise is ten times smaller than the error on the spatial
averaged temperature and thus can be neglected.
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A.1.2 Thermocouple uncertainty
It is important to keep this uncertainty as small as possible. Therefore careful
calibration as well as attachment of the thermocouple is necessary. The stick-
on thermocouples are all calibrated in a temperature calibrator, where a certified
PT100 was used as reference temperature value. An absolute uncertainty of 0.1°C
was attained after calibration.
It is critical to have a good thermal but electrically insulated contact between
thermocouple and surface. An uninsulated thermocouple decreases the thermal
resistance between the thermocouple and the measurement point, however, also
the electrical insulation is lost. The type-K thermocouples are made of Ni-NiCr
junctions, and a direct contact with metals can create an extra thermocouple junc-
tion and thus incorrect temperature values. Also current loops can be induced and
cause noise in the measurement signal. In order to eliminate these problems, di-
rect contact between the aluminum calibration surface and thermocouple junction
is avoided. It was found from tests that a thin paint layer is not insulating enough.
Therefore a thin layer of kapton tape is applied to parts of the calibration surface
to guarantee an electrical insulation between the thermocouple and the aluminum
surface. Both surface and tape are painted. Analysis of infrared images shows that
there is no change in the emissivity value of the paint depending on the underlying
materials. The temperature uncertainty introduced by this attachment method is of
the order of 0.01°C. This error is negligible compared to the 0.1°C accuracy of the
thermocouple itself.
A.1.3 Infrared parameter uncertainties
The influence on the IR temperature measurements of different camera parameters
such as Tamb, Tair and the transmittance τ is discussed. An incorrect air temper-
ature value Tair leads to negligible temperature measurement errors as was found
in a sensitivity analysis of this parameter. The distance between camera and cali-
bration surface is kept as small as possible: the minimal camera focal distance is
0.5m. For distances smaller than 1 meter, there is no atmospheric absorption in the
long wave infrared spectrum: τ = 1. A small error on τ has a negligible influence
on the measured object temperature. The influence of Tamb however is not neg-
ligible if the object temperature is close to the ambient temperature. The ASTM
standard E1933-99a [125] states that the difference between a measured surface
and Tamb should be at least 10°C in order to do accurate emissivity measurements.
Other sources [121] mention a temperature difference of 30°C. A 10°C difference
is not the same for a calibration surface at 40°C or at 80°C. This can be reasoned
by using the Stefan-Boltzmann law (Eq. (4.3)). Both Tobj and Tamb are elevated to
the fourth power to calculate the associated radiation energy. Thus, a temperature
difference Tobj − Tamb of 10°C at an object temperature of 80°C will give a larger
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difference between T 4obj and T
4
amb than at 40°C. So at lower temperatures, the dif-
ference has to be large enough to reduce the impact of the uncertainty in Tamb.
A summary of the sensitivity and error analysis on the measured temperature and
emissivity by an inaccurate Tamb is given in Tables A.1-A.2.
 = 0.95  = 0.9
dTamb = −1°C dTamb = −3°C dTamb = −1°C dTamb = −3°C
dTobj (°C) 0.04 0.125 0.09 0.27
d (%) 0.25 0.75 0.5 1.5
Table A.1: Uncertainty on object temperature Tobj caused by an ambient
temperature uncertainty dTamb and the forthcoming uncertainty on the 
determination. Values calculated at Tobj = 40°C and different 
 = 0.95  = 0.9
dTamb = −1°C dTamb = −3°C dTamb = −1°C dTamb = −3°C
dTobj (°C) 0.03 0.09 0.07 0.19
d (%) 0.05 0.2 0.15 0.4
Table A.2: Uncertainty on object temperature Tobj caused by an ambient
temperature uncertainty dTamb and the forthcoming uncertainty on the 
determination. Values calculated at Tobj = 80°C and different 
A.2 Ambient temperature uncertainty
The ambient temperature influences the infrared temperature measurements, as
radiation from the surroundings and the camera itself is detected by the camera,
either directly or indirectly through reflection on the measurement surface. The
reflected radiation depends on the type of reflection, and radiation coming from
the camera itself can influence the temperature measurement. The two types of
reflection are:
• Diffuse reflecting objects reflect radiation coming from all directions and re-
flect it in all directions. Diffuse means that reflection, emissivity and absorp-
tivity do not depend on direction. So radiation from the camera is reflected
in all directions. Theoretically, it would be possibly to calculate the reflected
radiation into the camera and the corresponding Tamb but practically this is
difficult.
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• For specularly reflecting objects, the reflected radiation comes from limited
directions. In the case a camera is placed right in front of a specular reflec-
tor, heat coming from the camera reflects back to the camera. This disturbs
the infrared image drastically. For specular reflection, the infrared image
cannot be corrected with a single value for Tamb, because a correction is ap-
plied to all pixels, and a specular reflection influences all pixels differently,
as seen in Fig.A.1. Thus if the camera is placed in front of a specularly
reflecting measurement object, it is impossible to do accurate temperature
measurements because the camera reflection disturbs the thermal image of
the object differently for various pixels.
In most cases, one prefers to place the camera perpendicular to the measure-
ment surface to get the best image. In this case the measurement object is a diffuse
reflector. An example of the camera reflectance is given in Figures A.1(a)-A.1(b)
for a specular reflector. A specular reflector gives a significant error on the in-
frared temperature measurement: 0.4°C for an emissivity of ±0.9 (Fig.A.1(a)).
This results in a wrong emissivity determination. The temperature images used
to determine the emissivity shows no specular camera reflection when the krylon
paint was used, so the paint is a diffusive reflector. This is a very important prop-
erty for a high emissivity coating for infrared measurements. Thus by coating a
specular reflector with a diffusely reflecting paint, measurements with an infrared
camera normal to the object can be done.
A.3 Total temperature uncertainty by infrared ther-
mography
An error analysis was performed on the temperature measurement accuracy with
the infrared camera after calibration. The temperature measurement accuracy de-
pends on the accuracy of different parameters: emissivity , ambient temperature
Tamb, transmittance τ , atmospheric temperature Tatm, camera offset and camera
response. The influence of an error in each of these parameters induces an error
in the measured object temperature with the thermographic camera. The partial
errors on the measured object temperature related to a certain parameter can be
calculated with the following equations.
Partial temperature error due to emissivity uncertainty:







Partial temperature error due to uncertainty in ambient temperature Tamb:
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(a)
(b)
Figure A.1: Infrared picture of the calibration surface with and without hand
around the camera lens. The difference at the marked section is a 0.4°C increase
in temperature
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Partial temperature error due to transmittance uncertainty:





Uobj ⋅  ) ⋅ ∆ττ (A.3)
Partial temperature error due to uncertainty in atmosphere temperature Tatm:
∆Tobj(Tamb) = 1 − τ
 ⋅ τ ⋅ T 2objT 2atm ⋅ UatmUobj ⋅∆Tatm (A.4)
Partial temperature error due to the camera offset:
∆Tobj(Toffset) = 1
 ⋅ τ ⋅ T 2objT 2speclow ⋅ UspeclowUobj ⋅∆Tspecabs (A.5)
Partial temperature error due to the camera response:
∆Tobj(R) = T 2obj
B





 ⋅ τ UatmUobj ) ⋅ ∆RR (A.6)
R and B are camera calibration constants and U is the camera output signal
which is determined by Eq. (4.8).Uspeclow is the camera output corresponding to
the lower temperature limit of the measurement range of the camera. ∆Tspecabs
is the absolute temperature error corresponding to this temperature limit. The
total uncertainty on the object temperature without the uncertainty due to camera
imperfections (offset and response):
∆Tobj(tot, cal) = √∆T 2obj() +∆T 2obj(Tamb) +∆T 2obj(τ) +∆T 2obj(Tatm)
(A.7)
And the total uncertainty with camera imperfections is determined as:
∆Tobj(tot) = √∆T 2obj(tot, cal) +∆T 2obj(offset) +∆T 2obj(R) (A.8)
This error analysis was performed for the following determined parameter val-
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• Tatm=20°C
The camera calibration errors are: R=762546 ; B=1503,11 and F=1,1645. The
total temperature error was determined for the object temperature range of 40°C
to 80°C. The influence of a variation of Tamb was also checked by performing the
error analysis for both Tamb=20°C and Tamb=25°C. The error analysis values are
reported in TablesA.3-A.4. It was found that the maximal total error occurs at the
highest temperatures, thus 80°C and is 0.54°C if the influence of the camera im-
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