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Abstract
Trust-region methods with precise Hessian matrix have some
drawbacks: time consuming calculation of the elements of the
second order derivative matrix, and the generally non-definite
Hessian matrix causes numerical and methodical troubles. Their
applicability depends on how well their substitute, for example
the Levenberg-Marquardt–method performs. The Levenberg-
Marquardt–method often performs well in least-squares prob-
lems. This procedure dynamically mixes the steepest-descent
and the Gauss-Newton–methods. Generally one hopes that the
more analytical properties of the problem’s cost function utilized
in an optimization procedure, the faster, the more effective search
method can be constructed. It is definitely the case when we use
first derivatives together with function values (instead of just func-
tion values). In the case of second derivative of the cost function
the situation is not so clear. In lot of cases even if second order
model is used within the search procedure the Hessian matrix
is just approximated, and it is not calculated precisely even if it
would be possible to calculate analytically, because of its tem-
poral cost and a big amout of memory needed. In this paper
I investigate whether the precise Hessian matrix is worth to be
determined, whether one gains more on the increased effective-
ness of the search method than looses on the increased tempo-
ral costof dealing with the precise Hessian matrix. In this paper it
is done by the comparison of the Levenberg-Marquardt–method
and a trust-region method using precise Hessian matrix.
1 Introduction
Least-squares problems are quite frequent in numerical data processing [1, 3].
Let us take a function f : Rn 7→ Rm (with m > n), called as residual vector, and consider the
problem of finding the least-squares solution x†
x† = ArgMin {F (x)} , (1)
where function F : Rn 7→ R is called the cost function (or function of merit) of the problem:
F (x) ≡ 12
m∑
i=0
(fi (x))
2 . (2)
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When the components fi (x) of f (x) are non-linear functions, we have to use iteration: from a
starting point x0 we compute x1, x2, x3, ... and we shall assume that the descending condition
F (xk+1) < F (xk) (3)
is satisfied.
The solution gets much faster, if the derivatives of the cost function can be determined. In this
paper only this kind of least-squares problems are considered.
The derivative function of an m variable, n dimensional vector-function f : Rn 7→ Rm is also called
Jacobian-matrix (see Ref. [4] ):
f ′ (xi) ≡ df
dx
∣∣∣∣
x=xi
= Jf (xi) ≡

∂ f1
∂ x1
∣∣∣
x=xi
· · · ∂ f1∂ xn
∣∣∣
x=xi
... .
...
∂ fm
∂ x1
∣∣∣
x=xi
· · · ∂ fm∂ xn
∣∣∣
x=xi
 . (4)
The first derivative of the function F (x) ≡ 12 ‖f (x)‖2 can be obtained as (see ref. [1])
F ′ (xi) = Jf (xi)T f (xi) (5)
F ′ (xi) ≡

∂ F
∂ x1
∣∣∣
x=xi
...
∂ F
∂ xn
∣∣∣
x=xi
 =

∂ f1
∂ x1
∣∣∣
x=xi
· · · ∂ fm∂ x1
∣∣∣
x=xi
... .
...
∂ f1
∂ xn
∣∣∣
x=xi
· · · ∂ fm∂ xn
∣∣∣
x=xi

 f1 (xi)...
fm (xi)
 . (6)
The second derivative of function F , the Hessian-matrix can be calculated as (see ref. [1])
F ” (xi) = Jf (xi)
T Jf (xi) + f” (xi) f (xi) . (7)
There are strategies that use the derivatives of the cost function to solve optimization problems
[1]. A short survey is given among the fundamental methods to give some insight to the connection
between the Levenberg-Marquardt–algorithm and trust-region methods.
In the following I investigate the possibility to gain effectiveness when we use trust-region algo-
rithm in which the precise Hessian matrix of the cost function is determined instead of the Levenberg-
Marquardt–algorithm in which the Hessian matrix is just approximated.
2 Fundamental methods
2.1 Steepest descent direction method
A h descent direction satisfies
hT F ′ < 0 ., (8)
In the steepest descent direction method linear search is proceed though a direction
hsd = −F ′ . (9)
The method is robust even if x is far from x†, but it has poor convergence. Especially the low
speed of final convergence is problematic.
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2.2 Newton’s method
Second order expansion of the residual vector is used to calculate the second derivative of the
cost function
F (x+ ξ) ' F (x) + ξT F ′ (x) + 12 ξT F ” (x) ξ +O
(
‖ξ‖3
)
, (10)
F ′ (x+ ξ) ' F ′ (x) + F ” (x) ξ . (11)
The optimization step h is the solution of the equation,
F ” (x) hN = −F ′ (x) . (12)
Newton method performs well in the final stage of the iteration, where x ' x? and the Hes-
sian matrix is positive definite, we get quadratic convergence. In the opposite situation, i.e. when
the Hessian matrix is negative definite or indefinite, generally one cannot get even a descent step
when one uses equation 12. If the eigenvalues and eigenvectors of the Hessian are determined the
Newton’s-method can be made an effective tool even if the Hessian is not positive definite [2].
2.3 Gauss-Newton method
This method is also called quasi-newton method because the Hessian matrix is approximated,
the second term of the Hessian is omitted in (7):
F ” (xi) ' Jf (xi)T Jf (xi) . (13)
The optimization step is the solution to
Jf (xi)
T Jf (xi) hNG = −F ′ (xi) (14)
The obtained direction hNG is always descent [1] if he Jacobi-matrix Jf (x) has full rank.
The approximation is good, the convergence is quadratic if f (xi) is small enough, or f” (xi) is
negligible (quasi-linear least square problem).
The value of F
(
x†
)
controls the final convergence speed.
The method with line search can be shown to have guaranteed convergence, provided that
{x | F (x) ≤ F (x0)} is bounded, and the Jacobian-matrix Jf (x) has full rank in all steps [1].
If the applied approximation for the second derivative of the cost function is not good, the conver-
gence is generally slow.
3 Levenberg-Marquardt method
Levenberg (1944) and Marquardt (1963) suggested a method where the step h is computed by
the following equation:[
Jf (xi)
T Jf (xi) + µ I
]
h = −F ′ (xi) , F ′ (xi) = Jf (xi)T f (15)
where I is the unity matrix, and µ > 0 is the so called damping parameter. This parameter controls
the size and also the type of the step. For all µ > 0 the coefficient matrix is positive definite, and this
ensures that h is a descent direction.
This method is a combination of the Gauss-Newton method and the steepest-decent method
[1, 4, 5]. For large values of µ we get
h ' − 1
µ
F′ (xi) , (16)
i.e. a short step in the steepest-descent direction.
If µ, however, is very small, then h = hNG, which is a very good step in the final stages of the
iteration (when xi is close to x†, the solution) if the residual value f
(
x†
)
is small enough.
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The method is self-controlled by the gain factor
ρ =
F (x)− F (x+ h)
L (0)− L (h) , (17)
where the denominator is the gain, predicted by the linear model:
L (h) = F (xi) + h
T F ′ (xi) + 12 h
T Jf (xi)
T Jf (xi) h (18)
L (0)− L (h) = 12 hT
[
µh− F ′ (xi)
]
> 0 (19)
If ρ is large then L (h) is a good approximation to F (x+ h), we can decrease µ that the next step
should be closer to the Gauss-Newton step. If ρ is small but positive then h is a descent step but
µ must be increased, that the next step should be closer to the steepest-direction step because the
second order approximation of F (x+ h) is not good enough. If ρ is negative then h is not even a
descent step, the step must be canceled, µ must be increased, that the next step should be closer to
the steepest-direction step because the second order approximation of F (x+ h) is not good enough.
4 Trust-region methods
A trust-region optimization method defines a region (with its radius) around a test point. Within
this region a simplified (usually not more than second order) model is built. The optimization step is
determined by the optimal point of the model function within this region where the model function is
trusted to be a good model of the cost function. [1]. If the improvement is well modelled by the model
function than the step is executed and the radius of the trust region may be increased, otherwise the
step is cancelled and the radius is decreased.
The earliest use of the term seems to be by Sorensen in 1982 [6].
There exist also trust-region methods without derivatives [7] that form a linear or quadratic models
by interpolation to values of the cost function.
There are trust-region methods that uses only the first derivative of the residual vector f . A classic
method of this kind is the Powell’s dog-leg method [10]: it combines the steepest-descent (hsd) and
the Gauss-Newton (hGN ) steps to get a step (hdl) not longer than the sugar (R) of the trust-region.
In some sense Levenberg-Marqhardt method is also a trust region method: by controlling the
damping parameter µ the step length is controlled.
In the case of the true second order derivative Hessian matrix, the trust-region step can be calcu-
lated only if the eigenvalues and eigenvectors of the Hessian is determined [2]. Without solving the
eigen-problem of the Hessian the trust region step can be calculated only iteratively [8, 9].
In the following I will concentrate on second order trust-region methods that build a true second
order model of the cost function.
4.1 Second-order trust-region methods
These kind of trust-region methods are based on the second order model of the merit function
obtained from the Taylor-expansion of f ,
F (xi + ξ) ' L (ξ) = F (xi)− ξT b+ 12 ξT H ξ , (20)
where the derivatives of the cost function F (xi) are exactly calculated
b = −Jf (xi)T f , H = Jf (xi)T Jf (xi) + f” (xi) f (xi) . (21)
A constrained optimization is made in the trust-region to find the minimizer of the model function.
The subspace optimization can be done inexactly but in this way the benefit of using the exact
Hessian matrix is (partly) wasted.
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Exact subspace optimization even of the model function can be very time-consuming because of
the need for solving of the eigen-problem of the Hessian-matrix. However, when the calculation of
the cost function is quite time consuming then the extra time of the evaluation of the eigen-problem
of the Hessian can be negligible.
4.2 Path-finder trust-region algorithm
I proposed a trust-region method that is easy to implement: instead of searching for an optimal
value, the optimal way to the minimizer of the original problem is followed within the trust region [11].
It can be supposed that the way along the local gradient to the local minimizer can be parametrized
with some scalar (time-like) parameter t. The path towards the minimizer of the model function can
be determined, as long as the eigen-system of the symmetric Hessian matrix H is found. The
eigen-vectors and eigen-values can be effectively determined with the tred2 and tqli functions of the
Numerical Recipes [12]. The tred2 and tqli functions work well up to 100 dimensions when one uses
long double real variable in C.
The way toward the minimizer leads anti-parallel to the local gradient:
dx
d t
= b−H x . (22)
This equation is separated in the eigen-system of H
dxj
d t
= bj − λj xj , (23)
where xj and gj are the j-th component of the vectors x and g, respectively; and λj is the j-th
diagonal element of H in its eigen-system of coordinate. This equation can be integrated. If λj 6= 0
(or more precisely |λj | > ε, where ε is a small number) then
xj (t)− xi j = bj
λj
[1− exp (−λj t)] , (24)
where xi is the starting point. Otherwise (if λj ≈ 0) (or more precisely |λj | ≤ ε)
xj (t)− xi j = bj t . (25)
The region can be trusted only within an environment of radius R, that is the length of our step
r (t) =
m∑
i=1
‖x (t)− xi‖2 (26)
could not be longer than R. Even if the Hessian matrix H is positive definite (all of its eigenvalues
are positive) it cannot be longer than R. The restriction of r (t) can be done by a one-dimensional
successive approximation in t.
Finally one has to check that how good the second order approximation was. Depending on the
value of the gain factor ρ in Eq. (17) one has to increase (ρ > ρ0 > 0) or decrease (ρ ≤ ρ0) the radius
of our trust region, and one even has to cancel the step if ρ ≤ 0 .
5 Comparison the efficiencies of LM and my trust-region method
The Path-finder trust-region algorithm described above is just a true second order method. In the
following the Levenberg-Marquardt–method is tested: when it performs worse than a true second-
order method.
I compared the performances of the Levenberg-Marquardt (LM) and Trust-Region (TR) methods
on problems from the Ref. [4].
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Table 1. Levenberg-Marquardt (LM) and Trust-Region (TR) methods step numbers to achieve the
minimizers of different optimization problems to the same accuracy
It can be seen in table 1. that in some problems the true second order trust-region method
performs better. It seems that in these problems the approximations applied in the Levenberg-
Marquardt–method are not good enough. In other problems the Levenberg-Marquardt–method per-
forms even better than my trust-region method. The most significant case is the Modified Meyer
function’s problem where I beleive that the numerical instability of my method emerged in this case is
the origin its partial failure. In my trust region much more problematic eigen-problems must be solved
than in the case of Levenberg-Marquardt– method where only matrix inversion is made.
It needs additional investigations on different problems why the one or the other method performs
better on.
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