Abstract. It has been demonstrated that multibiometrics can produce higher accuracy than single biometrics. This is mainly because the use of multiple biometric traits of the subject enables more information to be used for identification or verification. In this paper, we focus on bimodal biometrics and propose a novel representation and recognition approach to bimodal biometrics. This approach first denotes the biometric trait sample by a complex vector. Then, it represents the test sample through the training samples and classifies the test sample as follows: let the test sample be expressed as a linear combination of all the training samples each being a complex vector. The proposed approach obtains the solution by solving a linear system. After evaluating the effect, in representing the test sample of each class, the approach classifies the test sample into the class that makes the greatest effect. The approach proposed is not only novel but also simple and computationally efficient. A large number of experiments show that our method can obtain promising results. C
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In this paper, we propose a novel feature level fusion ap- sample of each class, the approach classifies the test sample 57 into the class that makes the greatest effect. We perform a 58 large number of experiments to test our method. Experimen-59 tal results show that our method can obtain a better classifica-60 tion performance than the state-of-the-art fusion approaches. 61 We note that some complex-vector-based methods such 62 as complex PCA and complex LDA have been proposed. 16, 26 Q2
63
The approach proposed in this paper is distinct from these 64 methods in the following aspects: first, the methods in 65 Refs. 16 and 26 are transform-based methods that transform 66 samples and classify samples in a new space, whereas our 67 method does not need any transforming. Second, the methods 68 in Refs. 16 and 26 classify the test sample by calculating the 69 distance or similarity between this sample and all the training 70 samples. However, our method first computes the effect of 71 each training sample in representing the test sample, and then 72 classifies the test sample to the class that makes the greatest 73 effect among all the classes. Our method not only provides a 74 novel and feasible feature level fusion approach to bimodal 75 biometrics, but also explores its potential. 76 We also note that the sparse representation method 77 has been used for face recognition, 27-29 background 78 modeling,, 30 clustering,, 31 motion segmentation, 32 image 79 classification tasks,, 33 cancer biomarker identification,, 34 sig-80 nal processing, 35, 36 and gene selection. 37 We show that al-81 though the sparse representation method 27, 28 is also derived 82 from the idea of representing the test sample by using the 83 training samples in the original space, it has several disad-84 vantages. First, as the sparse representation method assumes 85 that the sparse linear combination of the training samples, 86 i.e., a linear combination of one subset of all the training 87 samples, can well represent the test sample, and it has to ob-88 tain its solution at a high computational cost. Second, from 89 
Equation (1) can be rewritten into the following equation:
where
126
We devise an objective function Z = ||Y − Cβ|| under the constraint that Z should reach its minimum value.
129
Using the Lagrangian algorithm, we have
where I is the identity matrix. 
, the greater the effect of 143 the dth class. We classify Y into the class that makes the 144 greatest effect. The following block diagram clearly presents 145 the main steps of our method (Fig. 1 ).
146
Experiments
147
We performed the experiments using three bimodal 148 databases, i.e., CSIST, Lab1, and Lab2 face image databases. 149 Both Lab1 and Lab2 face image databases were created by 150 our lab, Bio-Computing Research Center. The common char-151 acteristic of the three databases is that each subject in the 152 database simultaneously provides its visible light face images 153 and near-infrared face images. Using these three databases, 154 we conducted a series of experiments to test the performance 155 of our new method, as well as two popular face recognition 156 methods, PCA and LDA. The experiments of PCA or LDA 157 were implemented as follows: we first applied PCA or LDA 158 to visible light face images and near-infrared face images, 159 respectively. As a sample had a visible light face image and 160 a near-infrared face image, PCA or LDA produced two fea-161 tures for a sample, the feature of the visible light face image, 162 and the feature of the near-infrared face image. We calculated 163 the distances between the PCA-based or LDA-based feature 164 extraction results of the test sample and training samples. For 165 a test sample and a training sample, we first normalized the 166 distance and then calculated the sum of the distance (referred 167 to as summed distance) between the features of the visible 168 light face images of these two samples and the distance be-169 tween the features of the near-infrared face image of these 170 two samples. We classified the test sample into the class of 171 the training sample that had the minimum summed distance. 172 Indeed, our experiments on PCA and LDA used the matching 173 score level fusion scheme. 38 Hereafter, we refer to PCA and 174 LDA as PCA score level fusion and LDA score level fusion, 175 respectively.
176
In this section, we will first present experimental details 177 including data preprocessing, the training set and test set, 178 and the parameters of PCA and LDA. We then show the 179 experimental results and provide the analysis of them. CSIST database and Lab2 database are all RGB color images.
185
We first transformed the color images to gray images using 186 the following linear transformation:
where converted it into a unit vector using the following equation: PCA and LDA are two popular dimensionality reduction 225 methods and have been used as baseline face recognition 226 algorithms. PCA finds a low-dimensional embedding of the 227 data points that best preserves their variance as measured in 228 the high-dimensional input space. 40 The goal of LDA is to 229 transform the samples into a new space where the ratio of 230 between-class scatter matrix and within-class scatter matrix 231 is maximized. show the reconstruction images generated from the three classes that make the first three greatest effects in representing the test sample. d-1, d-3, and d-5 denote the reconstruction images of the real part of the complex sample vector, i.e., the original visible light face image, generated from the three classes that make the first three greatest effects in representing the test sample. d-2, d-4, and d-6 denote the reconstruction images of the imaginary part of the complex sample vector, i.e., the original near-infrared face image generated from the three classes that make the first three greatest effects in representing the test sample. Table 4 Average face recognition error rates of LDA score level fusion and our method on Lab1. images corresponding to the reconstruction results (referred 275 to as reconstruction images) of these two images.
276
From Tables 1 and 2 , we see that our method obtains a 277 much lower error rate than PCA score level fusion and LDA 278 score level fusion. The average face recognition error rate of 279 our method is 4% lower than those of PCA score level fusion 280 and LDA score level fusion. The Lab1 database also simultaneously contains visible light 287 images and near-infrared images of the subjects. There are 288 500 visible light face images and 500 near-infrared face im-289 ages from 50 subjects, each providing 10 visible and near-290 infrared images. These images were acquired under strictly 291 constrained conditions. The size of every face image is 292 100×80 and we resized them to 50×40. We simultaneously 293 selected 2, 3, 4, 5, and 6 visible light images and near-infrared 294 images, respectively, from every subject as training samples 295 and took the remainder as test samples. We conducted ex-296 periments for all the possible training sets and test sets and 297 show the average recognition error rates. Table 4 shows the 298 average recognition error rates of LDA score level fusion and 299 our method on the Lab1 database, where "TrainNo" denotes 300 the number of training samples per subject. The dimension 301 of the features obtained using LDA is 49. Table 5 shows av-302 erage face recognition error rates of PCA score level fusion 303 on Lab1 database.
304
On the Lab1 database, the average face recognition error 305 rates of PCA score level fusion, LDA score level fusion, 306 and our method are all lower than 1%. Moreover, when the 307 number of training samples per subject is greater than or 308 equal to 4, the error rates of these methods are near zero. 309 Tables 4 and 5 show that our method performs better than 310 PCA score level fusion. Table 6 shows the time taken by PCA 311 show the reconstruction images generated from the three classes that make the first three greatest effect in representing the test sample. d-1, d-3, and d-5 denote the reconstruction images of the real part of the complex sample vector, i.e., the original visible light face image, generated from the three classes that make the first three greatest effect in representing the test sample. d-2, d-4, and d-6 denote the reconstruction images of the imaginary part of the complex sample vector, i.e., the original near-infrared face image generated from the three classes that make the first three greatest effects in representing the test sample. Figure 4 shows some visible and near-infrared 336 face images of the first two subjects in the Lab2 database. 337 Figure 5 shows two original visible and near-infrared face 338 images from the Lab2 database and the images correspond-339 ing to the reconstruction results (referred to as reconstruction 340 images) of these two images.
341 Table 7 shows the recognition error rates of LDA score 342 level fusion and our method on the Lab2 database. The di-343 mension of the features obtained using LDA is 49. Table 8 344 shows the recognition error rates of PCA score level fusion. 345 We see that our method obtains a much lower error rate than 346 LDA score level fusion and PCA score level fusion. Table 9 347 shows that our method also took less time than PCA score 348 level fusion and LDA score level fusion. 
Experiment Conclusion 350
From the experiment results on the CSIST, Lab1, and Lab2 351 databases, we see that our method out-performs PCA score 352 level fusion and LDA score level fusion. In addition, on all 353 of the three databases, our method always runs much faster 354 than PCA score level fusion and LDA score level fusion. Our 355 method also has the following potential advantages. First, 356 our method fuses visible and near-infrared face images at 357 the feature level, which can convey the richest information of the bimodal biometric traits among all the possible fusion
