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We revisit the size distribution of finite components in infinite Configuration Model networks. We
provide an elementary combinatorial proof about the sizes of birth-death trees which is more intuitive
than previous proofs. We use this to rederive the component size distribution for Configuration
Model networks. Our derivation provides a more intuitive interpretation of the formula as contrasted
with the previous derivation based on contour integrations. We demonstrate that the formula
performs well, even on networks with heavy tails which violate assumptions of the derivation. We
explain why the result should remain robust for these networks.
We consider the size distribution of birth-death pro-
cesses with a specific application to the sizes of compo-
nents in large random networks. An expression for the
size-distribution of small connected components in Con-
figuration Model networks was derived in [1]. The prob-
ability a randomly chosen node is part of a component
of size n is
pin =
〈K〉
(n− 1)!
[
dn−2
dzn−2
[
ψ′(z)
〈K〉
]n∣∣∣∣
z=0
(1)
where ψ(x) =
∑
P (k)xk is the probability generating
function (PGF) of the degree distribution. In other
words, pin is 〈K〉 /(n − 1) times the coefficient of zn−2
in [ψ′(z)/ 〈K〉]n.
The derivation of Eqn. 1 required a recursive expres-
sion involving PGFs, applying Cauchy’s integral formula
to that expression, performing some substitutions within
the integral, and then applying Cauchy’s integral formula
in the opposite direction [1]. It is unsatisfying to have a
simple expression whose derivation is somewhat opaque.
That is, when we have a simple expression for some phys-
ical quantity, it is usually useful to interpret the parts of
that expression physically, but with existing derivations,
the physical interpretation is unclear. In this paper, we
provide an alternate derivation of a well-known related
theorem for the total progeny of a birth-death process,
and then adapt this proof to the component size distri-
bution.
I. PRELIMINARY DEFINITIONS AND
PROPERTIES
We consider a birth-death process in which each indi-
vidual produces some (non-negative integer) number of
offspring m chosen from a given distribution having prob-
ability generating function µ(z) =
∑
rsz
s where rs is the
probability of s offspring.
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U = (A,B,C,D,E, F,G,H, I, J,K,L,M)
S = (3, 0, 2, 2, 0, 0, 0, 1, 0, 1, 2, 0, 0)
FIG. 1. A forest F and the corresponding sequences U and S
from the depth-first traversal in φ(F).
We assume that in the first step of the process there
are Y0 = k individuals, and in each subsequent generation
there are Yi individuals. We define Z = Y0 + Y1 + · · ·
(with Z = ∞ if the process never dies out). We refer
to Z as the “progeny size” (which includes the initial k
individuals).
We refer to the rooted tree formed by taking an ini-
tial individual and adding edges to its offspring and
edges from its offspring to their offspring recursively as
a “birth-death tree”. If our process begins with k initial
individuals, then we have a “birth-death forest” made up
of k birth-death trees.
For each individual in a birth-death tree, we order its
offspring (randomly) from left to right. We similarly or-
der the roots of each tree in a forest. The resulting forest
of trees with the given order is a “planted planar forest”,
and the order of a depth-first traversal is uniquely deter-
mined. If any tree is infinite, our sequence is infinite and
some nodes may never be reached in the traversal. This
will not affect our proofs.[2]
We consider a planted planar forest F with k trees. We
define the mapping φ so that φ(F) produces a sequence
UF = (u0, u1, . . . , uZ−1) of the nodes in the depth-first
traversal order and SF = (s0, s1, s2, . . . , sZ−1) where si is
the number of offspring of ui (allowing that the sequences
may be infinite). An example of φ is in Fig. 1.
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FIG. 2. Example of ξ. U = (A,B, . . . ,M) and S = (3, 0, 2, 2, 0, 0, 0, 1, 0, 1, 2, 0, 0) (corresponding to Fig. 1). In the ring, the
black number inside the node is the node label, while the colored number beside the node is the value of si at that step. Nodes
in the ring are filled if they have not yet been “processed”. This yields a forest F with two trees, one rooted at u0 = A. Here
(U ,S) = φ(F). In showing how the tree is wired together, we pre-place the nodes in the correct position.
We will prove properties of a birth-death forest F by
investigating properties of the sequence SF . First we note
that if F is finite then∑ si = Z−k because Z = k+∑ si.
Given a finite sequence of n non-negative integers S =
(s1, . . . , sn−1) with sum n − k and a finite sequence of
nodes U = (u1, . . . , un−1) we define a mapping below,
ξ(U ,S) that creates a forest of k trees. In those cases
where there is a forest for which (U ,S) = φ(F), we will
see that ξ = φ−1. That is F = ξ(φ(F)) for all finite
birth-death forests F .
However, there are examples of S which cannot result
from a birth-death forest. For example, given a depth-
first traversal of a forest, we are guaranteed that the final
node visited has 0 offspring. Thus if sn−1 6= 0 then S does
not correspond to a birth-death forest.
We define ξ algorithmically and demonstrate it in
Figs. 2 and 3. Given an arbitrary finite sequence S of
n non-negative integers whose sum is n − k and an or-
dered sequence of nodes:
• We place the nodes u0, . . . , un−1 into a ring and
mark all nodes as “unprocessed”.
• While it is possible to find at least one unprocessed
node j with sj = 0 such that the previous unpro-
cessed node in the ring i has si 6= 0, we repeat the
following steps:
1. Find all unprocessed nodes uj1 , . . . , ujL for
which sj` = 0 and for which the previous un-
processed nodes in the ring ui1 , . . . , uiL have
si` > 0 (note that there is no node that ap-
pears both as one of the uj and one of the ui
nodes).
2. We put uj` into the left-most available off-
spring position for ui` .
3. We mark each uj` as processed and remove
them from the ring
4. We reduce each si` by one.
5. We repeat with the remaining ring.
• The resulting forest is defined to be ξ(U ,S).
This process has several properties, which we prove in
the supplement.
Note that we could define ξ recursively by simply mov-
ing step 2 to be after step 5. The ring of unprocessed
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FIG. 3. Another example of ξ. U = (A,B, . . . ,M) as in Fig. 2, but Sˆ is a cyclic permutation of S to
(2, 0, 0, 0, 1, 0, 1, 2, 0, 0, 3, 0, 2). This yields a forest Fˆ with two trees, but neither tree is rooted at u0 = A. The shape of
Fˆ is the same as F , but the labels have undergone a cyclic permutation.
nodes that go through the next iteration would be the
same in both formulations (resulting in the same edges
added in subsequent steps), and in both cases j` would
become the left-most offspring of i`.
Property 1. ξ(U ,S) is a birth-death forest with k trees.
Property 2. If ui is a root of F = ξ(U ,S) and we
perform a cyclic permutation to create Uˆ = σi(U) and
Sˆ = σi(S) so that
Uˆ = (ui, ui+1, . . . , un−1, u0, u1, . . . , ui−1)
Sˆ = (si, . . . , sn−1, s0, . . . , si−1)
then if the roots of F are ordered as they are in Uˆ we
have
(Uˆ , Sˆ) = φ(F)
These properties establish that if u0 is a root of F =
ξ(U ,S) then a depth-first search of F that records the
nodes and their number of offspring will produce U and
S. Further, given a sequence S summing to n − k then
exactly k of the n permutations make the first element
of Uˆ into a root. For these cyclic permutations (and no
others) there is a forest F such that Uˆ and Sˆ correspond
to a depth-first search of F .
II. THE TOTAL PROGENY SIZE
We prove the following result [3]:
Theorem 1. Given a birth-death process starting with k
individuals where each individual produces a non-negative
number of offspring from some imposed distribution, the
probability the total progeny size Z satisfies Z = n is k/n
times the probability that n numbers chosen from that
distribution would sum to n− k.
In general, previous proofs of this result rely on PGFs
and contour integration. Our proof will simply use the
properties of φ and ξ described above. The gist of the
proof is that there is a one-to-one correspondence from
forests F to sequences U and S. We will use the fact that
for a given random sequence exactly k of the n cyclic
permutations correspond to trees to show that the prob-
ability a random sequence corresponds to a forest is k/n.
4With a few additional technical details, we then show
that the probability a forest has n nodes is k/n times the
probability a random length-n sequence sums to n− k.
Proof. We assume that both n and k are given.
We consider a planted planar forest F started from
k individuals, and we define U and S to be (U ,S) =
φ(F). Without loss of generality, we assume that the
nodes of F are labeled in order so that U = (0, 1, . . . , Z−
1) where Z is the (possibly infinite) number of nodes
in F . The probability that F has a particular shape is
piF =
∏
si∈SF rsi where rs is the probability of having s
offspring.
Our goal is to find the probability pin of having size n,
where n is finite. This is
pin =
∑
F :|F|=n
piF
On the other hand, if we choose a sequence of n num-
bers S where each number is chosen from the offspring
distribution, the probability of choosing a particular S is
piS =
∏
si∈S rsi . So piF = piSF .
We can now focus on the easier probability space
consisting of sequences of length n. It is clear that
pin =
∑
piF is equal to the sum of piS taken over those
sequences S for which there exists an F with SF = S.
Our goal now is to find the probability a given a ran-
dom sequence S of length n there exists an F with
(U ,S) = φ(F).
We consider now a randomly chosen sequence S that
sums to n − k elements. We collect all the cyclic per-
mutations of S and put them into an equivalence class
C. All of these sequences have the same probability.
By the properties in Section I, a fraction k/n of these
cyclic permutations correspond to a forest F . We define
piC = |C|piS to be the probability a random length-n se-
quence is in C. So the probability a random sequence is
in C and corresponds to a planted planar forest is piCk/n.
We now partition all length n sequences which sum to
n− k into a finite number of disjoint equivalence classes
C1, C2, . . . CA. Two sequences are in the same equiva-
lence class Cα if and only they are cyclic permutations
of one another.
pin =
∑
F :|F|=n
piF
=
∑
SF :|F|=n
piSF
=
∑
α
k
n
∑
Cα
piCα
=
k
n
∑
S:s0+···+sn−1=n−k
piS
The final equality results from the fact that every se-
quence which sums to n − k is in exactly one Cα, so
∑
piCα =
∑
piS where the first summation is over all
equivalence classes that sum to n − k and the second
summation is over all sequences that sum to n− k.
As a technical point, we note that if k and n
are not relatively prime, different equivalence classes
may have a different number of sequences. For ex-
ample: both C1 = {(1, 0, 1, 0), (0, 1, 0, 1)} and C2 =
{(2, 0, 0, 0), (0, 2, 0, 0), (0, 0, 2, 0), (0, 0, 0, 2)} are equiva-
lence classes with n = 4 and k = 2. The probability
0 is a root in the resulting forest is still k/n for both.
The theorem can be interpreted in the following way:
given a sequence of n non-negative integers that sum to
n−k arranged on a ring the sequence encodes the degrees
found in a depth-first traversal of k trees. Specific posi-
tions in the sequence correspond to the roots of those k
trees. As we rotate that sequence around the ring there
are n possible rotations, exactly k of which result in a
root at the top. These are the only sequences we want,
and thus the probability a random sequence that sums
to n − k comes from an planted planar forest is k/n.
Thus the probability that the length-n sequence forms
a planted planar forest equals k/n times the probability
that the sequence sum to n− k.
We can re-express Theorem 1 in terms of probability
generating functions.
Corollary 1. Consider a birth-death process beginning
with k individuals. If µ(z) is the probability generating
function of the offspring distribution, then the probability
of exactly n progeny is the coefficient of zn−k of kn [µ(z)]
n.
This is proven by noting that the coefficient of zi in
[µ(z)]n is the probability that n numbers chosen from
the distribution sum to i.
III. COMPONENT SIZE DISTRIBUTION OF
CONFIGURATION MODEL NETWORKS
We now look at the component size distribution of a
large Configuration Model network. We initially assume
that the degree distribution has finite second moment,
so that for a given n, the probability an a randomly cho-
sen node is in a short cycle scales like 1/N as N → ∞.
That is, we assume the network is locally tree-like. The
probability of choosing a node with degree k is pk. We
define the PGF ψ(z) =
∑
pkz
k. If we consider the ran-
dom neighbor of a node, the probability the neighbor has
degree kˆ is kˆpkˆ/ 〈K〉 where 〈K〉 is the average degree.
The so-called excess degree of the neighbor is the num-
ber of edges other than the edge it was reached along,
kˆ − 1. The PGF of the excess degree distribution is∑
kˆ kˆpkˆz
kˆ−1/ 〈K〉 = ψ′(z)/ 〈K〉.
We seek to calculate the size distribution of the compo-
nent containing a randomly chosen node u. We take u to
have degree k. We remove u from the network and look
for the the sum of the sizes of the components containing
5its k neighbors. We seek the probability that the compo-
nent including u has size n, so we look for the probability
the components with u removed have size n− 1.
Each tree started from a neighbor of u corresponds to
a birth-death process with offspring distribution chosen
from the excess degree distribution. From Corollary 1
the probability that they sum to n−1 is given by the co-
efficient of zn−1−k in kn−1 [ψ
′(z)/ 〈K〉]n−1. Thus if u has
degree k, the probability the component including u has
size n is the coefficient of zn−2 in zk−1 ks−1 [ψ
′(z)/ 〈K〉]n−1
(note we multiplied by zk−1 to change the exponent of
the term whose coefficient we want).
Summing over all degrees u might have, we see that
the probability the component including u has size n is
the coefficient of zn−2 of
∑
k
P (k)zk−1
k
n− 1
[
ψ′(z)
〈K〉
]n−1
=
1
n− 1ψ
′(z)
[
ψ′(z)
〈K〉
]n−1
=
〈K〉
n− 1
[
ψ′(z)
〈K〉
]n
This is identical to Eq. (1) because a way to choose the
coefficient of zn−2 is to take n− 2 derivatives, divide by
(n− 2)! and then evaluate at z = 0. In practice however,
for many distributions it will be easier to determine the
expansion and identify the correct coefficient, rather than
performing the derivatives.
A. Examples
a. Poisson degree distribution We consider a Pois-
son degree distribution with mean λ. The PGF is
ψ(z) = e−λ(1−z). From this
ψ′(z) = λe−λ(1−z)
and
ψ′(z)/ 〈K〉 = ψ(z)
The coefficient of zn−2 in 〈K〉n−1ψ(z)
n is straightforward to
find using ψ(z)n = e−λn(1−z) = e−λneλnz. By expanding
eλnz as a Taylor series we have that the probability of a
component of size n is
λ
n− 1e
−λn (λn)
n−2
(n− 2)! =
(nλ)n−1
n!
e−λn
b. Power-law degree distribution We consider
P (k) = ck−3 for k = 1, 2, 3, . . .. For this model, the
expected degree
∑
ck−2 = cpi2/6 is finite, while the
second moment
∑
c/k is infinite.
We can find ψ′(z) = c
∑
k−2zk−1 where c =(∑∞
k=1 1/k
3
)−1 ≈ 1/1.202 is the inverse of Ape´ry’s con-
stant [4]. Multiplying by z gives zψ′(z) = c
∑
k−2zk =
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FIG. 4. A comparison of the predicted (dot-dashed) and ob-
served (solid) component size frequency in a single network
of 106 nodes with Poisson degree distribution.
cLi2(z) where Li2(z) is a polylogarithm. Note that
Li2(1) =
∑
1/k2 = pi2/6. So
ψ′(z) = c
Li2(z)
z
and
ψ′(z)/ψ′(1) =
6
pi2
Li2(z)
z
and c drops out of this expression.
The probability of a size-n component is the coefficient
of zn−2 in
cpi2
(n− 1)6
(
6
pi2
Li2(z)
z
)n
=
c
n− 1
(
6
pi2
)n−1(
Li2(z)
z
)n
It is straightforward to use symbolic calculation to find
the first coefficients of [ψ′(z)/ 〈K〉]n for the first few val-
ues of n. It becomes more difficult for larger n. We have
pi1 = 0, pi2 = c
6
pi2
, pi3 = c
27
2pi4
, pi4 = c
59
pi6
We turn to the Cauchy integral formula for general n.
Given an analytic function f(x) =
∑
akx
i, the coefficient
can be calculated by
ak =
1
2pii
∮
f(z)
zk+1
dz .
This integral can be well-approximated by
ak ≈ 1
M
M∑
m=0
f(Re2piim/M )
Rke2kpiim/M
where R represents the radius of a circle in which the
function is analytic.
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FIG. 5. A comparison of prediction (dot-dashed) and obser-
vation (solid) in a network of 106 nodes having P (k) = c/k3
for k > 0.
B. Validity of model at high variance
Our proof was derived assuming
〈
K2
〉
is finite, for
which the probability that a random node is part of a
short cycle goes to 0 like 1/N . Our first example shows
that the formula behaves well in such networks. Our sec-
ond example shows that it performs surprisingly well in
networks with high variance which do not look locally
tree-like in general.
The reason for this is that the proof relies on the as-
sumption that the small component has no cycles. The
reason that networks do not look locally tree-like when
their degree distribution has high variance is that given
an edge u–v, there will be high degree nodes which are
likely to form a triangle with u and v simply by virtue of
having very high degree.
Revisiting the proof, the steps of following a birth-
death process are valid until a node is put into the tree
more than once. So our question is: “does the answer for
the probability of a small component size change if we
treat multiple additions of the same high-degree node as
being separate additions of different high-degree nodes?”
We argue that the answer is no, because we anticipate
that the first addition of the high-degree node is likely to
guarantee an infinite component.
So we expect that the formula in Eqn (1) performs well
even if the network itself is not locally treelike because it
is locally treelike within the small components.
IV. DISCUSSION
This paper gave a new derivation of the component
size distribution for Configuration Model networks, un-
der the locally-treelike assumption. The derivation gives
a combinatorial explanation without relying on proper-
ties of contour integration. We believe that this yields an
intuitive physical explanation of the previously derived
result.
Additionally, we explained why the resulting formula
should apply in large networks even if the degree dis-
tribution forces a non-negligible number of short cycles.
Those short-cycles only appear in the components that
are not small.
Appendix A: Supplement
In this supplement we prove the properties mentioned
in Section I, which are effectively lemmas for theorem 1.
We first show that ξ(U ,S) is a birth-death forest with
k trees.
Proof. At each step, when we add an edge, the edge is
between two unprocessed nodes. Upon the edge being
added, one of the nodes is labeled as processed.
Arguing inductively, if there is no path between any
two unprocessed nodes before an edge is added, the ad-
dition of an edge between two unprocessed nodes u and
v cannot create a new cycle because there was no u–v
path initially, and it also does not create any new path
between two unprocessed nodes other than u and v. By
moving one of u and v from unprocessed to processed,
we guarantee that at the next step there is still no u–v
edge.
Because of this, the result is a forest. It has k trees
because at the rth iteration, if nr is the number of un-
processed nodes, the sum of the s for those nodes is
nr − k < nr. If this is positive, then there must be
an si > 0 and an sj = 0. Thus there is at least one pair
that will have an edge added. If the sum is zero, then
there are k remaining unprocessed nodes and the process
stops. Thus we have k distinct connected components,
which are rooted at those final k nodes.
We now show that if ui is a root of F = ξ(U ,S) then by
a cyclic permutation that moves ui to the first position,
we get a pair Uˆ and Sˆ such that (Uˆ , Sˆ) = φ(F).
Proof. If the process results in the top node of the ring
being a root, then it is clear that U and S satisfy (U ,S) =
ξ(F) where F = φ(U ,S) with the ordering of the trees
being as they appear in U .
If there is a root which is not at the top of the ring,
then rotating the ring so that the root does appear at the
top corresponds to performing a cyclic permutation of U
and S. The resulting tree remains the same because the
steps adding edges only care about relative position in
the ring. Once this is done, we are back in the situation
where the root is at the top.
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