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ABSTRACT
We apply the Batalin-Tyutin Hamiltonian method to the abelian Proca model in
order to convert a second class constraint system into a first class one systemetically by
introducing the new field. Then, according to the BFV formalism we obtain that the
desired resulting Lagrangian preserving standard BRST sysmmetry naturally includes
the well-known Stu¨ckelberg scalar related to the explicit gauge-breaking effect due to
the presence of the mass term. Furthermore, we also discuss the nonlocal symmetry
structure of this model in the context of the nonstandard BRST symmetry.
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1 Introduction
The Dirac method has been widely used in the Hamiltonian formalism [1] to quan-
tize second class constraint system, which does not form a closed constraint algebra
in Poisson brackets. However, since the resulting Dirac brackets are generally field-
dependent and nonlocal, and have a serious ordering problem between field operators,
these are under unfavorable circumstances in finding canonically conjugate pairs. On
the other hand, the quantization of first class constraint system [2,3] has been well
appreciated in a gauge invariant manner preserving Becci-Rouet-Stora-Tyutin (BRST)
symmetry [4,5]. If second class constraint system can be converted into first class one
in an extended phase space, we do not need to define Dirac brackets and then the
remaining quantization program follows the method of Ref. [2-5]. This procedure has
been extensively studied by Batalin, Fradkin, and Tyutin [6,7] in the canonical for-
malism, and applied to various models [8-10] obtaining the Wess-Zumino (WZ) action
[11,12].
Recently, Banerjee [13] has applied the Batalin-Tyutin (BT) Hamiltonian method
[7] to the second class constraint system of the abelian Chern-Simons (CS) field the-
ory [14-16], which yields first class constraint algebra in an extended phase space by
introducing new fields. As a result, he has obtained the new type of an abelian WZ
action, which cannot be obtained in the usual path-integral framework. Very recently,
we have quantized several interesting models [17] as well as the nonabelian CS case
[18], which yield the weakly involutive first class system originating from the second
class one, by generalizing this BT formalism [7,13]. As shown in these works, the
nature of the second class constraint algebra originates from the symplectic structure
of CS term, not due to the local gauge symmetry breaking. Banerjee and Ghosh [19]
have also considered a massive Maxwell theory, which has the explicit gauge-breaking
term, in the BT approach. However, all these analyses do not carry out the covariant
gauge fixing procedure preserving the BRST symmetry. On the other hand, Lavelle
and McMullan (LM) recently have found that QED exhibits a new nonlocal symmetry
[20]. Several authors [21,22] have extensively studied following their works.
In the present paper, we shall apply the BT Hamiltonian method [7] to the Abelian
2
Proca theory revealing the Stu¨ckelberg effect [23]. In section 2, we apply this formalism
to the abelian Maxwell (Proca) theory in order to systematically convert a second
class constraint system into a first class one by introducing a new auxilary field ρ.
In section 3, we will briefly discuss the special unitary gauge fixing reproducing the
original second class theory. In section 4, we show that by identifying this unphysical
new field ρ with the Stu¨ckelberg scalar we naturally derive the Stu¨ckelberg scalar term
related to the explicit gauge-breaking mass term through a standard BRST invariant
gauge fixing procedure according to the Batalin-Fradkin-Vilkovisky (BFV) formalism.
We also analyse the nonlocal symmetry structure, which exists in QED, of the Proca
model in the context of the nonstandard BRST symmetry.
2 The BT Formalism
Now, we first apply the BT formalism to the abelian massive Maxwell theory in
four dimensions, whose dynamics are given by
S =
∫
d4x [−
1
4
FµνF
µν +
1
2
m2AµA
µ], (1)
where Fµν = ∂µAν − ∂νAµ, and gµν = diag(+,−,−,−).
The canonical momenta of gauge fields are given by
π0 = 0,
πi = A˙
i + ∂iA
0. (2)
Then, Ω1 ≡ π0 is a primary constraint [1]. The canonical Hamiltonian is
Hc =
∫
d3x
[
1
2
π2i +
1
4
FijF
ij +
1
2
m2((A0)2 + (Ai)2)− A0Ω2
]
, (3)
where Ω2 is the Gauss’ law constraint, which comes from the time evolution of Ω1,
defined by
Ω2 = ∂
iπi +m
2A0. (4)
The time evolution of the Gauss’ law constraint generates no more independent con-
straints. As a result, the full constraints of this model are Ω1 and Ω2. Then, they
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consist of the second class constraint algebra as follows
∆ij(x, y) ≡ {Ωi(x),Ωj(y)} = −m
2ǫijδ
3(x− y) (i, j = 1, 2), (5)
where we denote ǫ12 = ǫ
12 = 1.
We now introduce new auxiliary fields Φi to convert the second class constraint Ωi
into first class one in the extended phase space, and assume that the Poisson algebra
of the new fields is given by
{Φi(x),Φj(y)} = ωij(x, y), (6)
where ωij is an antisymmetric matrix. According to the BT method [7], the modified
constraint in the extended phase space is given by the polynomials of the auxiliary
fields Φi as follows
Ω˜i(πµ, A
µ,Φi) = Ωi +
∞∑
n=1
Ω
(n)
i ; Ω
(n)
i ∼ (Φ
i)n, (7)
satisfying the boundary condition, Ω˜i(πµ, A
µ,Φi = 0) = Ωi. The first order correction
term in the infinite series [7] is given by
Ω
(1)
i (x) =
∫
d3yXij(x, y)Φ
j(y), (8)
and the first class constraint algebra of Ω˜i requires the condition as follows,
△ij(x, y) +
∫
d3w d3z Xik(x, w)ω
kl(w, z)Xjl(z, y) = 0. (9)
As was emphasized in Ref. [13,17], there is a natural arbitrariness in choosing ωij and
Xij from Eq. (6) and Eq. (8), which corresponds to canonical transformation in the
extended phase space [6,7]. Thus, without any loss of generality, we take the simple
solutions as
ωij(x, y) = ǫijδ3(x− y),
Xij(x, y) = mδijδ
3(x− y), (10)
which are compatible with Eq. (9) as it should be. Then, the modified constraint, Ω˜i
give a strongly first class constraint algebra,
{Ω˜i(x), Ω˜j(y)} = 0, (11)
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where
Ω˜i = Ωi +mΦ
i (12)
are the modified constraints including the auxiliay fields Φi in the extended phase
space.
Next, we derive the corresponding involutive Hamiltonian in the extended phase
space. It is given by the infinite series [7],
H˜ = Hc +
∞∑
n=1
H(n); H(n) ∼ (Φi)n, (13)
satisfying the initial condition, H˜(πµ, A
µ,Φi = 0) = Hc. The general solution [7] for
the involution of H˜ is given by
H(n) = −
1
n
∫
d3xd3yd3z Φi(x)ωij(x, y)X
jk(y, z)G
(n−1)
k (z) (n ≥ 1), (14)
where the generating functions G
(n)
k are given by
G
(0)
i = {Ω
(0)
i , Hc},
G
(n)
i = {Ω
(0)
i , H
(n)}O + {Ω
(1)
i , H
(n−1)}O (n ≥ 1), (15)
where the symbol O in Eq. (15) represents that the Poisson brackets are calculated
among the original variables, i.e., O = (πµ, A
µ). Here, ωij and X
ij are the inverse
matrices of ωij and Xij , respectively. Explicit calculations yield
G
(0)
1 = Ω2,
G
(0)
2 = m
2∂iA
i, (16)
which are substituted in (14) to obtain H(1),
H(1) =
∫
d3x
[
m(∂iA
i)Φ1 −
1
m
(∂iπi +m
2A0)Φ2
]
. (17)
This is inserted back in Eq. (15) in order to deduce G
(1)
i as follows
G
(1)
1 = mΦ
2,
G
(1)
2 = m∂i∂
iΦ1. (18)
5
Then, we obtain H(2) by substituting G
(1)
i in Eq. (14)
H(2) =
∫
d3x
[
−
1
2
(Φ2)2 −
1
2
(∂iΦ
1)(∂iΦ1)
]
. (19)
Finally, since
G
(n)
i = 0 (n ≥ 2), (20)
we obtain the complete form of the Hamiltonian H˜ after the n = 2 finite truncations
as follows
H˜ = Hc +H
(1) +H(2), (21)
which, by construction, is strongly involutive,
{Ω˜i, H˜} = 0. (22)
This completes the operatorial conversion of the original second class system with
Hamiltonian Hc and constraints Ωi into the first class with Hamiltonian H˜ and con-
straints Ω˜i. From Eqs. (11) and (22), one can easily see that the original second class
constraint system is converted into the first class system if one introduces two fields,
which are conjugated with each other in the extended phase space. Note that the origin
of second class constraint is due to the explicit gauge symmetry breaking term in the
action (1).
Next we consider the partition function of the model in order to present the La-
grangian corresponding to H˜ in the canonical Hamiltonian formalism. As a result,
we will unravel the correspondence of the Hamiltonian approach with the well-known
Stu¨ckelberg’s formalism. First, let us identify the new variables Φi as a canonically
conjugate pair (ρ, πρ) in the Hamiltonian formalism, i.e.,
Φi = (mρ,
1
m
πρ) (23)
satisfying Eqs. (6) and (10). Then, the starting phase space partition function is given
by the Faddeev formula [3,24] as follows
Z =
∫
DAµDπµDρDπρ
2∏
i,j=1
δ(Ω˜i)δ(Γj)det | {Ω˜i,Γj} | e
iS, (24)
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where
S =
∫
d4x
(
πµA˙
µ + πρρ˙− H˜
)
, (25)
with Hamiltonian density H˜ corresponding to Hamiltonian H˜ (21), which is now ex-
pressed in terms of (ρ, πρ) instead of Φ
i. The gauge fixing conditions Γi are chosen so
that the determinant occurring in the functional measure is nonvanishing. Moreover,
Γi may be assumed to be independent of the momenta so that these are considered as
Faddeev-Popov type gauge conditions [24].
Before performing the momentum integrations to obtain the partition function in
the configuration space, it seems appropriate to comment on the involutive Hamil-
tonian. If we directly use the Hamiltonian (21) following the previous analysis done
by Banerjee et al. [19], we will finally obtain the non-local action corresponding to
this Hamiltonian due to the existence of (∂iπi)
2–term in the action when we carry out
the functional integration over πρ later. Furthermore, if we use this Hamiltonian, we
can not also naturally generate the first class Gauss’ law constraint Ω˜2 from the time
evolution of the primary constraint Ω˜1, which is the first class. Therefore, in order to
avoid these serious problems, we use the equivalent first class Hamiltonian without any
loss of generality, which only differs from the involutive Hamiltonian (21) by adding a
term proportional to the first class constraint Ω˜2 as follows
H˜ ′ = H˜ +
πρ
m2
Ω˜2. (26)
Then, we have the natural first constraint system such that
{Ω˜1, H˜
′} = Ω˜2, {Ω˜2, H˜
′} = 0. (27)
Note that when we act this modified Hamiltonian (26) on physical states, the difference
is trivial because such states are annihilated by the first class constraints. Similarly,
the equations of motion for observable (i.e. gauge invariant variables) will also be
unaffected by this difference since Ω˜2 can be regarded as the generator of the gauge
transformations.
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3 The Original Unitary Gauge Fixing
Now, we consider the following effective phase space partition function
Z =
∫
DπµDA
µDπρDρ
2∏
i,j=1
δ(Ω˜i)δ(Γj)det | {Ω˜i,Γj} | e
iS′ ,
S ′ =
∫
d4x (πµA˙
µ + πρρ˙− H˜′). (28)
The trivial π0 integral is performed by exploiting the delta function δ(Ω˜1) = δ(π0+m
2ρ)
in (28). On the other hand, the other delta function δ(Ω˜2) = δ(∂
iπi +m
2A0 + πρ) can
be expressed by its Fourier transform with Fourier variable ξ as follows
δ(Ω˜2) =
∫
Dξe−i
∫
d4x ξΩ˜2 . (29)
Making a change of variable A0 → A0 + ξ, we obtain the action
S =
∫
d4x [πiA˙
i −m2ρ(A˙0 + ξ˙) + πρρ˙−
1
2
π2i −
1
4
FijF
ij +
1
2
m2(A0)2 +
1
2
m2AiA
i
+ A0∂iπi −m
2∂iA
iρ−
1
2m2
π2ρ +
1
2
m2∂iρ∂
iρ− ξπρ −
1
2
m2ξ2], (30)
where the corresponding measure is given by
[Dµ] = DξDπiDA
µDπρDρ
∏
j
{δ[Γj(A
0 + ξ, Ai, πi, ρ, πρ)]}det | {Ω˜i,Γj} | . (31)
Performing the Gaussian integral over πi, this yields the action as follows
Su =
∫
d4x
[
−
1
4
FµνF
µν +
1
2
m2AµA
µ + πρ(ρ˙− ξ −
1
2m2
πρ)
− m2ρ(A˙0 + ξ˙)−m2∂iA
iρ+
1
2
m2∂iρ∂
iρ−
1
2
m2ξ2
]
. (32)
Now, we choose the unitary gauge as follows
Γi = (ρ, πρ). (33)
Note that this gauge fixing is consistent because when we take the gauge fixing condition
ρ = 0, another condition πρ = 0 is naturally generated from the time evolution of ρ, i.e.,
ρ˙ = {ρ,Hu} = −
1
m2
πρ = 0, where the Hamiltonian Hu corresponds to the intermediate
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action Su. However, we can not smoothly choose the massless limit in this unitary
gauge because ρ˙ tends to infinity for this limit. In this gauge, we get
{Ω˜i(x),Γj(y)} = ǫijδ
3(x− y). (34)
Then, we easily recover the original system. Therefore, we can interpret the original
system (1) as a gauge-fixed version of the extended gauge system (13), (21), and (26).
4 The BFV-BRST Gauge Fixing
In this section, we first briefly recapitulate the BFV formalism [2,3] which is appli-
cable for the general theories with first-class constraints. For simplicity, this formalism
is restricted to a finite number of phase space variables. This makes the discussion
simpler and conclusions more apparent.
First of all, consider a phase space of canonical variables qi, pi (i = 1, 2, · · ·, n) in
terms of which the canonical Hamiltonian Hc(q
i, pi) and the constraints Ωa(q
i, pi) ≈ 0
(a = 1, 2, · · ·, m) are given. We assume that the constraints satisfy the constraint
algebra [2,3]
[ Ωa,Ωb ] = iΩcU
c
ab ,
[ Hc,Ωa ] = iΩbV
b
a , (35)
where the structure coefficients U cab and V
b
a are functions of the canonical variables. We
also assume that the constraints are irreducible, which means that locally there exists
an invertible change of variables such that Ωa can be identified with the m-unphysical
momenta.
In order to single out the physical variables, we can introduce the additional condi-
tions Φa(qi, pi) ≈ 0 with det[Φ
a,Ωb] 6= 0 at least in the vicinity of the constraint surface
Φa ≈ 0 and Ωa ≈ 0. Then, Φ
a play the roles of gauge-fixing functions. That is to say,
from the condition of the time stability of the constraints, there exists a family of
phase space trajectories. By selecting one of these trajectories through the conditions
of Φa ≈ 0, we can get the 2(n−m) dimensional physical phase space noted by q∗ and
p∗ [1-3]. And then, Φa(qi, pi) can be identified with the m-unphysical coordinates.
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The described dynamical system
Z =
∫
[dqidpi] δ(Ωa)δ(Φ
b)det | [Φb,Ωa] | e
i
∫
dx(pq˙−Hc) (36)
is completely equivalent to an effective quantum theory only depending on the physical
canonical variables q, p of the physical phase space [2,3]. Note that the constraints
Ωa ≈ 0 and Φ
a ≈ 0 together with the Hamilton equations may be obtained from a
action
S =
∫
dt (piq˙
i −Hc −N
aΩa − BaΦ
a) , (37)
where Na and Ba are Lagrange multiplier fields canonically conjugated to each other,
obeying the commutation relations
[ Na, Bb ] = iδ
a
b , (38)
and the gauge-fixing conditions contain λa in the following general form
Φa = N˙a + χa(qi, pi, N
a) , (39)
where χa are arbitrary functions. Furthermore, we can see that the Lagrange multi-
plier Na become dynamically active, and Ba serve as their conjugate momenta. This
consideration naturally leads to the canonical formalism in an extended phase space.
In order to make the equivalence to the initial theory with constraints in the reduced
phase space, we may introduce two sets of canonically conjugate, anticommuting ghost
coordinates and momenta Ca, Pa and P
a, Ca such that
[Ca,Pb] = [P
a, Cb] = iδ
a
b . (40)
The quantum theory is defined by the extended phase space functional integral
ZΨ =
∫
[dµ]eiSΨ , (41)
where the action is now
SΨ =
∫
dt {piq˙
i + BaN˙
a + PaC˙
a + CaP˙
a − Hm + i[Q,Ψ]}, (42)
and [dµ] is the Liouville measure, i.e.,
[dµ] = [dqidpidN
adBadC
adPadP
adCa], (43)
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on the constraint phase space. Here, the BRST-charge Q and the fermionic gauge-fixing
function Ψ are defined by
Q = CaΩa −
1
2
CbCcUacbPa + P
aBa ,
Ψ = Caχ
a + PaN
a , (44)
respectively. Hm is the BRST invariant Hamiltonian, called the minimal Hamiltonian,
Hm = Hc + PaV
a
b Cb. (45)
Now, in order to derive a BRST gauge-fixed covariant action for the abelian Proca
model considered in the previous section, let us introduce the ghosts and anti-ghosts
along with auxiliary fields (Ci, P i), (P
i, Ci), (N
i, Bi), where i = 1, 2, according to
the above BFV formalism in the extended phase space. The nilpotent BRST-charge
Q, the fermionic gauge-fixing function Ψ, and the minimal Hamiltonian Hm have the
following concrete forms
Q =
∫
d3x [ CiΩ˜i + P
iBi ],
Ψ =
∫
d3x [ Ciχ
i + P iN
i ],
Hm = H˜
′ −
∫
d3x [P2C
1], (46)
where
χ1 = A0, χ2 = ∂iA
i +
α
2
B2, (47)
as gauge fixing functions, and α is an arbitrary parameter. Note that the form of Hm
is simpler than that in Ref.[8] due to our improved Hamiltonian (26) proposed in our
previous works [17].
The BRST-chargeQ, the fermionic gauge-fixing function Ψ, and the minimal Hamil-
tonian Hm satisfy the following relations,
i [Q,Hm] = 0,
Q2 = [Q,Q] = 0,
[ [Ψ, Q] , Q] = 0 , (48)
where they are the conditions of physical subspace being imposed.
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Then, the effective action is
Seff =
∫
d4x [ π0A˙
0 + πiA˙
i + πρρ˙+B2N˙
2 + P iC˙
i + C2P˙
2 ]−Htotal, (49)
where Htotal = Hm − i[Q,Ψ]. Note that we could suppress the term
∫
d4x(B1N˙
1 +
C1P˙
1) = −i[Q,
∫
d4xC1N˙
1] in the Legendre transformation by replacing χ1 with χ1 +
N˙1.
4.1 The Standard Local Gauge Fixing
The fields B1, N
1, C1,P
1, P1, C
1 , and A0 are eliminated, and integration of π0 gives
the delta functional by using of Gaussian integration. Then we obtain the generating
functional as follows
Z =
∫
[Dµ] exp[iSeff ], (50)
where the effective action is
Seff =
∫
d4x [ πiA˙
i + πρρ˙+BN˙ + PC˙ + CP˙ −
1
2
(πi)2 −
1
2m2
(πρ)
2
−
1
4
FijF
ij −
1
2
m2(Ai)2 −m2ρ∂iA
i +
1
2
m2∂iρ∂
iρ
+N(∂iπ
i + πρ) +B(∂iA
i +
1
2
αB) + ∂iC∂
iC + PP ], (51)
and the Liouville measure of the extended phase space is given by
[Dµ] = [Dπi DA
i Dρ Dπρ DB DN DP DC DC DP]. (52)
Here we have redefined N2 ≡ N, B2 ≡ B, C2 ≡ C, C
2 ≡ C, P2 ≡ P, and P
2 ≡ P.
Performing the integrations of πi, πρ, P, and P, and identifying with N = −A
0, we
get the following covariant effective action
Seff =
∫
d4x [−
1
4
FµνF
µν +
1
2
m2(Aµ + ∂µρ)
2 − Aµ∂µB +
1
2
α(B)2 − ∂µC∂
µC ], (53)
which is invariant under the BRST transformation
δBAµ = −λ∂µC, δBρ = λC,
δBC = 0, δBC = −λB, δBB = 0, (54)
12
where λ is a constant Grassmann parameter, and the corresponding final measure is
given by
[Dµ] = [DAµ Dρ DB DC DC]. (55)
Therefore, in Eq. (53) we see that the auxiliary BF field ρ is exactly the well-known
Stu¨ckelberg scalar [23]. Note that in this gauge, we can smoothly choose the massless
limit because the gauge fixing conditions (47) are independent of mass m2, and then
obtain the well-known QED result. On the other hand, this BRST symmetry gives a
conserved current as
JBµ = Fµν∂
νC +m2(Aµ + ∂µρ)C +B∂µC, (56)
through Noether’s theorem.
4.2 The Nonstandard Nonlocal Gauge Fixing
Consider the BFV formalism in the previous section up to the point, where the in-
tegration over the momentum πρ was performed and the following action was obtained.
Seff =
∫
d4x
[
−
1
4
FµνF
µν +
1
2
m2(Aµ + ∂µρ)
2 − Aµ∂µB +
1
2
αB2
−∂iC∂
iC + PC˙ + CP˙ + PP
]
. (57)
This action is invariant under the BRST transformation, which have the form
δBA0 = −λP, δBAi = −λ∂iC, δBρ = λC,
δBC = 0, δBC = −λB, δBB = 0,
δBP = 0, δBP = −λ[−∂iF
0i +m2(ρ˙+ A0)]. (58)
Now, if we perform the integration over the ghost fields instead of their momenta,
we can also find the nonlocal symmetry structure in the Proca theory as well as QED
[20]. First, performing the integration over the ghost field C, we get the following delta
function
δ(∂i∂
iC − P˙) = det(∂i∂
i)δ(C −
1
∂i∂i
P˙). (59)
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Next, performing the integration over C, we get non-local ghost Lagrangian
Sgh =
∫
d4x [P˙
1
∂i∂i
P˙ − PP]. (60)
Notice that the appearance of the nonlocal term in the ghost action has a result of this
unusual integration. However, this form can be also simply obtained by the change of
variables
C →
1
∂i∂i
P, C → P, (61)
in the Eq. (53). Under these replacements, we have the nonlocal BRST charge, that
we call Q′, being
Q′ =
∫
d3x
[
BC +−∂iF
0i +m2(ρ˙+ A0)
1
∂i∂i
P
]
. (62)
Then, the effective action is BRST invariant under the following transformations as
δ′BAµ = −λ∂µ(
1
∂i∂i
P), δ′Bρ = λ
1
∂i∂i
P ,
δ′BP = 0, δ
′
BP = −λB, δ
′
BB = 0. (63)
This nonlocal BRST symmetry yields a conserved current through Noether’s theorem
as follows
J ′Bµ = Fµν∂
ν 1
∂i∂i
P +m2(Aµ + ∂µρ)
1
∂i∂i
P +B∂µ
1
∂i∂i
P. (64)
Note that performing the change of variable (61), these nonlocal symmetry and con-
served current turn into just the original local theory (56).
In conclusion, we have applied our improved Batalin-Tyutin method [17], which
systematically converts the second class system into the first class one by introducing
the new auxiliary fields, to the Proca theory. According to the BFV formalism with
the efficient first class Hamiltonian through BT analysis, we have shown that the
resulting Proca Lagrangian preserving standard BRST symmetry naturally includes
the well-known Stu¨kelberg scalar needed for the anomaly free theory by identifying
this scalar with one of auxiliary fields. Furthermore, we have shown that the nonlocal
symmetry structure recently proposed in QED also exists in the Proca model through
the nonstandard BRST gauge-fixing procedure.
14
Acknowledgements
We would like to thank W. T. Kim and B. H. Lee for helpful discussions. The
present study was supported by the Basic Science Research Institute Program, Ministry
of Education, Project No. 95-2414.
15
References
1. P. A. M. Dirac: Lectures on quantum mechanics, New York: Yeshiba University
Press 1964
2. E. S. Fradkin, G. A. Vilkovisky: Phys. Lett. 55B (1975) 224; I. A. Batalin, G.
A. Vilkovisky: ibid., 69B (1977) 309; E. S. Fradkin, T. E. Fradkina: ibid., 72B
(1977) 343
3. M. Henneaux: Phys. Rep. C126 (1985) 1
4. C. Becci, A. Rouet, R. Stora: Ann. Phys. [N.Y.] 98 (1976) 287; I. V. Tyutin:
Lebedev Preprint 39 (1975)
5. T. Kugo, I. Ojima: Prog. Theor. Phys. Suppl. 66 (1979) 1
6. I. A. Batalin, E. S. Fradkin: Nucl. Phys. B279 (1987) 514; Phys. Lett. B180
(1986) 157
7. I. A. Batalin, I. V. Tyutin: Int. J. Mod. Phys. A6 (1991) 3255
8. T. Fujiwara, Y. Igarashi, J. Kubo: Nucl. Phys. B341 (1990) 695; O. Dayi: Phys.
Lett. B210 (1988) 147
9. Y.-W. Kim, S.-K. Kim, W. T. Kim, Y.-J. Park, K. Y. Kim, and Y. Kim: Phys.
Rev. D46 (1992) 4574
10. R. Banerjee, H. J. Rothe, K. D. Rothe: Phys. Rev. D49 (1994) 5436
11. L. D. Faddeev, S. L. Shatashivili: Phys. Lett. B167 (1986) 225; O. Babelon, F. A.
Shaposnik, C. M. Vialett: Phys. Lett. B177 (1986) 385; K. Harada, I. Tsutsui:
Phys. Lett. B183 (1987) 311; J.-G. Zhou, Y.-G. Miao, Y.-Y. Liu: Mod. Phys.
Lett. A9 (1994) 1273
12. J. Wess, B. Zumino: Phys. Lett. 37B (1971) 95
13. R. Banerjee: Phys. Rev. D48 (1993) R5467
16
14. Edited by S. Treiman et al.: Topological Investigations of Quantized Gauge
Theories, Singapore: World Scientific 1985
15. G. Semenoff: Phys. Rev. Lett. 61 (1988) 517; G. Semenoff, P. Sodano: Nucl.
Phys. B328 (1989) 753
16. R. Banerjee: Phys. Rev. Lett. 69 (1992) 17; Phys. Rev. D48 (1993) 2905
17. Y.-W. Kim, Y.-J. Park, K. Y. Kim, and Y. Kim: Phys. Rev. D51 (1995) 2943;
J.-H. Cha, Y.-W. Kim, Y.-J. Park, Y. Kim, S.-K. Kim, and W. T. Kim: preprint
hep-th/9507052 (to appear Z. Phys. C, 1995)
18. W. T. Kim, Y. -J. Park: Phys. Lett. B336 (1994) 376
19. N. Banerjee, R. Banerjee, S. Ghosh: Ann. Phys. 241 (1995) 237; N. Banerjee, S.
Ghosh, R. Banerjee: Nucl. Phys. B417 (1994) 257; Phys. Rev. D49 (1994) 1996
20. M. Lavelle, D. McMullan: Phys. Rev. Lett. 71 (1993) 3758
21. Z. Tang, D. Finkelstein: Phys. Rev. Lett. 73 (1994) 3055; H. Yang, B.-H. Lee:
J. Korean Phys. Soc. 28 (1995) 572; D. K. Park, H. S. Kim, J. K. Kim: preprint
hep-th/9511003; S. J. Rabello, P. Gaete: preprint hep-th/9504132
22. H. Shin, Y.-J. Park, Y. Kim, and W. T. Kim: preprint hep-th/9506166
23. E. C. G. Stu¨ckelberg: Helv. Phys. Act. 30 (1957) 209; L. D. Faddeev: Theor.
Math. Phys. 1 (1970) 1
24. L. D. Faddeev, V. N. Popov: Phys. Lett. 25B (1967) 29
17
