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I. INTRODUCTION

T
IGHT time synchronization is a key requirement in several packet based communication networks and real-time networked application domains, such as, automated industrial systems, and smart power grid systems. For example, communication networks such as Long Term EvolutionAdvanced (LTE-A) based cellular networks require base stations and backhaul equipment to maintain time synchronization in order to provide several new features like synchronized transmissions over frequencies from adjacent base stations and interference coordination. An example of an emerging networked application is smart power grid systems which are characterized by a two-way flow of energy and end-to-end communications. The communications are largely machine-tomachine (M2M) in nature [1] and need to share synchronized information in order to improve efficiency and reliability of power delivery.
The National Institute of Standards and Technology (NIST) has recently launched a Public Working Group (PWG) on cyber-physical systems (CPSs) [2] .
CPSs are systems which are co-engineered to interact with physical, computational, and communications components. CPSs will be deployed in several functional domains, including in smart infrastructures (e.g., power grid, water), smart buildings, smart healthcare, and smart transportation to name a few domains. Time synchronization will play a critical role for the realization of CPSs as reported by a subgroup of the NIST CPS PWG in a recent technical report [3] .
In [3] , the authors specify that significant research is required in an integrated fashion for the realization of emerging new time-aware applications, computers, and communications systems (TAACCS), decomposed into the following principle areas of research: (1) time and frequency transfer, (2) clock and oscillator design, (3) use of synchronized timing in communications networks, and (4) hardware and software architecture, applications and systems design. In this paper, we focus on the time and frequency transfer area considering the time synchronization of devices connected by packet switched networks. Note, that time synchronization includes both aligning clock frequencies, phase and time values. Hence, it is broader than syntonization where one adjusts device clocks to operate on the same frequency. A general solution to providing time synchronization among networked devices requiring time alignment is incorporating an accurate source of time in each device (e.g., atomic clock). However, equipping each device with this technology is expensive and not practical in many scenarios (e.g., sensors in smart power grids [4] ). Given the wide deployment of computing devices using simple crystal clocks, there has been considerable efforts on how to synchronize them.
Typically, to synchronize a given crystal clock, it must rely on a reference clock having a reliable source of time, such as an atomic clock or a Global Navigation Satellite System (GNSS) receiver, and then the reference time is transferred over a communications network experiencing variable hardware, network, and software delays.
In this paper, we summarize and compare the standards providing synchronization support over packet-switched networks. Further, this survey provides an in-depth review of the recently proposed mechanisms to improve synchronization accuracy and we overview the major applications needing synchronization and their requirements.
The remainder of the paper is structured as follows. Section II first introduces the general clock synchronization problem and key notions. In Section III, we describe the main applications requiring synchronized clocks, as well as their synchronization requirements. In Section IV, we overview standardized and widely used synchronization protocols, which provide the best practices from both the industry and academia. We then outline in Section VI the specific synchronization impairments and cover the proposed mechanisms to improve the synchronization accuracy. Next, we review the security solutions to protect exchanged synchronization messages against malicious attackers. Section VIII concludes the paper.
II. KEY SYNCHRONIZATION NOTIONS
A. Time, Frequency, and Phase Synchronization
There exist three fundamental types of synchronization, namely, based on the time, frequency, and phase [5] , [6] . Fig. 1a ) depicts the time, frequency, and phase components, where in this example the phase differs. It is worth noting that the clock frequency accuracy is generally given in terms of parts-per million (ppm) or parts-per billion (ppb). A frequency error at given time t, f e (t) = f (t) − f 0 , corresponds to the difference between the measurement frequency f (t) and nominal frequency f 0 [7] . For example, an accuracy of 5 ppm means that the average clock frequency can differ by 5 Hz every 1 MHz of its given value.
The synchronization types are characterized as follow, as described in ITU-T G.8260:
• Time Synchronization: Time synchronization refers to the distribution of an absolute time reference to a set of realtime clocks. The synchronized nodes share a common epoch and time-scale.
• Frequency Synchronization: In frequency synchronized systems, the significant instants occur at the same rate for all synchronized nodes.
• Phase Synchronization: In systems synchronized based on the phase, the timing signals occur at the same instant. Thus in Fig. 1a) , the two signals are not synchronized by phase, but are synchronized following the same frequency. Fig. 1b) illustrates two clocks (the dashed curves) synchronizing according to the time parameter. As we described in the previous section, different synchronization types are needed depending on the application. For example, in LTE TDD, where the frequencies are shared uplink and downlink, phase and frequency synchronization must be supported. In contrast, for applications requiring to timestamp events, time synchronization must be supported. In the following, we describe in detail time synchronization, which will be required in emerging time-aware applications.
B. Time Synchronization Concept
Clock synchronization is a challenging task as it depends on a significant number of uncertain parameters. In this section, we introduce the general problem of clock synchronization of devices connected by packet-switched networks. The synchronization process refers to the overall mechanism of keeping multiple clocks at the same time, frequency, and/or phase. Syntonization, to not confuse with synchronization, corresponds to the correction of frequent clock drifts, which is often included in the synchronization process as we will describe shortly. More specifically, we consider the scenario where K+1 devices connected by a packet based communication network need to be time synchronized. Further, one device acts as a master maintaining a master clock time t m , whereby the master clock is the time reference having a reliable source of time. The other K devices are considered slaves to the master and the kth slave clock time t s,k relies on the master clock to correct its timing. The fundamental problem of clock synchronization is formalized as follows:
where θ(t m ) corresponds to the offset time of a given slave clock k ∈ {1, . . . , K} relatively to a master clock time t m . The offset time θ(t m ) varies according to several hardware, network, and software variable delays. On the top of these variable delays, physical impairments, including the mechanical loads and temperature fluctuations, affect each crystal oscillator and inherently the clock behavior. From a generic perspective, the offset time is given by [8] :
where γ s,k refers to the deterministic skew, ω s,k (t m ) is a variable deviation relatively to the deterministic skew, and θ 0 s,k corresponds to the difference between the slave and master clocks at the initial epoch. Note that the γ s,k term corresponds to the frequent clock drift estimated by the syntonization mechanism, which is included for instance in PTP as we will cover in the subsequent sections. The variable deviation is frequently included in the skew [9] , [10] , thus giving:
In order to synchronize slave clocks to a given master clock, the master clock time t m must be transmitted to the slave clocks over a communications network, as depicted in Fig. 2 . As variable hardware, network, and software delays from the master node to the slave nodes occur, the general technique to update t s,k ← t m consists of transferring t m over the network and adjusting t s,k as follows:
whered is the average delay between the master node to a given slave node k and θ is the approximate offset. The problem of synchronizing then consists of finding the delay and offset. It is worth noting that each application domain requires a different synchronization performance based on its application requirements, as overviewed in Section III.
C. Delay Asymmetry
The approximated delayd between the master and slave nodes is usually calculated based on the round-trip time (RTT) as follows for a given slave clock k:
where D m→k and D k→m represent the delay between the master and slave node, and conversely. Delay asymmetry occurs when D m→k = D k→m and is due to many factors such as variable queuing/buffering delays, processing delays, route asymmetry, variations in link bandwidth, differences in physical cable lengths, and so forth. As an example of delay asymmetry, Pathak et al. [11] studied the delays of the Planetlab testbed consisting of 180 research/education and 25 commercial. Their measurement results show that the symmetry ratio (
RTT ) was close to 0.5 for research/education connections, but significantly asymmetric for commercial connections (Fig. 3) . For instance multiple RTTs were recorded as 150 ms, while the forward/one-way delays varied between 60-90 ms, thus corresponding to forward delay ratios of 60 ms 150 ms = 40 % to 90 ms 150 ms = 60 %. Other studies in the literature show even larger asymmetry, such as the simulation experiments in [12] .
D. Environmental Factors
The environmental conditions in which a device operates can have an effect on the clock resulting in frequency drift Delay measurements of 25 commercial nodes in a large scale testbed (Planetlab) illustrating variable asymmetric delay ratios [11] . (y-axis (forward): one-way delay). for crystal based clocks and thus degrading the synchronization performance. Environmental factors that are known to effect clock accuracy are temperature, humidity, pressure, and vibration. Humidity, pressure, and vibration effects can be addressed by packaging of the oscillator, for example, hermetically sealing the crystal in vacuum or an inert gas like nitrogen eliminates most of the influence of both humidity and pressure. Temperature is more problematic, as an illustration, Fig. 4 from [13] depicts the measured frequency for several crystal oscillators found in sensor nodes for a wide range of temperatures. In this example (Fig. 4) at temperature 20 Celsius, an approximate maximum error of 0.6 Hz can be observed, corresponding to peak frequency of 0.6 Hz 32768.5 Hz · 10 6 = 18.31 ppm from the nominal frequency. Similarly, in [14] , an extreme variation of 60 • C also resulted in significant synchronization errors (1-2 μs). Quick changes in temperature can have an immediate impact on clock stability, for example, a variation from -35 • C to 80 • C in 5 seconds was shown to influence the frequency of a crystal oscillator of 3 ppm according to the measurements in [15] . Temperature effects can be addressed in part by the type of oscillator and cut of the crystal, environmental controls and the use of synchronization protocols to adjust the clock. 
E. Reference Clocks
In order to provide clock synchronization, reference sources of time need to be installed such that one or multiple master clocks distribute the time, frequency, and/or phase to the slave clocks. The reference source of time can be based on atomic clocks or GNSS as described in the following.
1) Atomic Clocks:
There exist multiple types of atomic clocks, which provide different accuracy. Table I lists the accuracy and cost for rubidium and cesium-based atomic clocks. We also included the conventional quartz crystal oscillator for comparison. There is a clear trade-off between the clock accuracy and cost, as we can see in Table I . While the quartz crystal oscillators can be widely deployed due to their very low cost, the accuracy they provide is limited. The rubidium and cesium based atomic clocks on the other hand provide higher accuracy, but are more costly. a) Rubidium-based atomic clocks: The cheapest currently available atomic clocks use the resonance frequency of the rubidium atom (Rb) to control the frequency of a quartz oscillator. 1 After an initialization phase of few minutes, rubidium oscillators provide an accurate clock without needing adjustment.
b) Cesium-based atomic clocks: Similarly, cesium beam oscillators 2 use the resonance frequency of the cesium atom (Cs) in order to fine-tune a quartz oscillator.
2) Global Navigation Satellite System (GNSS): Global Navigation Satellite Systems (GNSSs) are used in many applications, including automobiles, air navigation, spacecraft, and so forth. Note that there are multiple GNSS systems, including the Global Positioning System (GPS), GLONASS (Russia), and Galileo (in deployment in Europe). In order to use a GNSS as a reference source of time a given device needs to be equipped with a GNSS receiver [16] , [17] . GNSSs use satellites equipped with atomic clocks [17] to broadcast timing and navigational signals over wide geographic areas. Each satellite continuously transmits navigational signals which can be decoded by GNSS receivers. It is worth noting that to determine its position, a GNSS receiver must read the signals from multiple satellites, while only one satellite reading is required to decode time.
The major shortcoming of GNSS is its cost, since each device requires a GNSS receiver, which becomes economically prohibitive as the number of nodes grow [18] . Additional difficulties are the poor coverage of GNSS indoors as well in shadowed areas (e.g., canyons, dense urban areas, etc) and the power consumption in processing the GNSS signal. Even with theses drawbacks, GNSSs are useful to 1 http://tf.nist.gov/general/enc-re.htm#resonancefrequency 2 http://tf.nist.gov/general/enc-c.htm#cesiumbeam 
III. APPLICATIONS AND REQUIREMENTS
In this section, we introduce several key applications requiring robust synchronization with their specific timing requirements. Even though each application does not have the same synchronization requirement, they share common problems in meeting the desired time synchronization performance.
A. Mobile Cellular Networks
Synchronization is particularly important in mobile cellular networks as in many scenarios one needs to synchronize the base stations. It is also useful to monitor the network performance, for instance to measure network latency [19] . Table II lists examples of base station synchronization requirements for different wireless technologies. We observe that microsecond to nanosecond accuracy is required. It is worth noting that depending on the access radio, different types of synchronization are required [5] . In particular, when the access radio is based on LTE time-division duplex (TDD), where the upstream and downstream can use the same frequency,time, phase and frequency synchronization must be supported. The different synchronization types are introduced in the next section.
Traditionally, mobile cellular operators have supported synchronization with dedicated time division multiplexing (TDM) technologies as they are mature and familiar [22] , [23] . Also, concerns were noted on the reliability and scalability of GNSS in terms of resilience against jamming and the significant cost for increasing number of devices [18] . TDM-based synchronization systems provide efficient timing performance, however they have a significant drawback of having low bandwidth efficiency. According to [24] and [25] , it is envisioned that the traditional TDM synchronization architecture will be replaced by a packed-based synchronization scheme due to the cost efficiency and convergence of packet-based services provided by an all IP backhaul network. Further the definition of a synchronization profile is key for mobile backhaul needs [22] , [26] , such that different devices can inter-operate each other.
B. Industrial Applications
Synchronization is also critical in industrial automation and data acquisition applications to improve precision, productivity, and quality [27] . Table III provides the synchronization requirements for several industrial applications, which require millisecond to microsecond synchronization performance. A typical function in industrial applications is data acquisition of synchronized time-stamped inputs from sensors [27] - [30] . For instance, events measured in different areas of an airplane need to be precisely time-stamped in order to reconstruct the context of correlated events [28] . Also, navy shipboards require precise time measurements in order to detect, locate, and identify moving targets [29] .
C. Smart Grid
The smart grid is an enhancement of the legacy power grid consisting of an intelligent two-way flow of energy and information to support emerging distributed renewable energy resources, demand response, and to improve the grid efficiency and reliability [31] - [34] . The smart grid communications architecture can be decomposed into three main subnetworks: (i) wide area network (WAN) serving as the core network, (ii) neighborhood area network (NAN) for connecting the advanced metering infrastructure, and (iii) home area network (HAN) used to connect smart home appliances and sensors [35] . Note that the smart grid could have been included in the previous subsection on industrial applications, however we make a distinct subsection on this topic since timing for emerging smart grids is a critical requirement and is the subject of several recent studies [35] - [44] . Table IV lists several smart grid functionalities and their synchronization requirements, ranging from 1 μs to 100 ms, similar to the requirements of several industrial applications described in the previous subsection. Note that most of the functionalities listed in Table IV cover the areas of the power grid up to the substation. One significant modification to the grid with a stringent synchronization requirement is the wide area monitoring system (WAMS), supporting the use of synchrophasor measurements of timestamped harmonic power components for real time grid control [38] , [39] , [41] , [42] .
Note that smart grid is in part about integrating twoway flow of energy and information between the generation and customer premises. With the arrival of novel applications such as demand response, distribute energy resources (e.g., renewables like wind and solar) and advanced metering infrastructure (AMI), new communications and synchronization requirements will emerge. Synchronizing data in a fully integrated manner is expected to become a challenging requirement to support new smart grid applications, as a variety of wired and wireless communications technologies will be used to cover the WAN, NAN, and HAN areas [46] .
D. Other Applications
Many additional applications exist or are emerging that require tight synchronization of devices. As noted in the recent NIST report [3] , time-aware systems, such as many Internetof-Things applications, require highly accurate time-based devices to be deployed in large-scale. Synchronized sensors are important in law enforcement, military and crisis applications. Accurate time is a key element in such applications [47] . As a variety of audio, video, and measurement data are collected in challenging environments, the processing of this information is significantly affected if timestamps are not accurate. Further, time synchronization is also critical in the financial industry, where PTP is currently the only solution meeting the regulatory requirements [48] . For instance, NYSE Euronext, one of the world's leading exchange operators and market access providers, requires sub-100 microsecond to 10 microsecond synchronization range. Also, many Transmission Control Protocol (TCP) based networked applications would see improved performance if all end-nodes involved are synchronized, since it would allow one to consider one-way delays rather than RTTs, as proposed in Sync-TCP [49] .
IV. STANDARDS AND PROTOCOLS
In this section, we review the main synchronization standards, including the Network Time Protocol, Precision Time Protocol, IEEE 802.1AS, SyncE, and White Rabbit.
A. Network Time Protocol (NTP)
The Network Time Protocol (NTP) is one of the oldest communications protocols used in the Internet [50] - [52] , in operation since before 1985. The current version, NTP version 4, is formalized in IETF RFCs 5905-5908 and provides protocol and algorithm specification, public key authentication, and data exchange format. 3 NTP is implemented as an application using User Datagram Protocol (UDP) services, meaning it operates only on the end systems between the NTP server and NTP clients, as depicted in Fig. 6 . One or several NTP servers usually have a reliable time source such as from a GNSS or via an atomic clock [50] , [52] . This kind of architecture hierarchy is scalable, thus explaining the wide deployment of NTP. a) Subnetwork synchronization: Typically, several stratum NTP servers utilize radio or GNSS time sources to provide accurate and redundant time, which is distributed down through the NTP hierarchy of lower stratum servers [50] . Fig. 5a ) depicts an example of synchronized subnetwork, consisting of four stratums, where each stratum is based on the hop count from node 1. In the figure, the straight lines with arrows represent the primary synchronization paths while straight lines indicate backup paths, where the backup paths exchange information, but are not necessarily used by the receiving nodes. Fig. 5b ), on the other hand, represents the same subnetwork, but in a scenario where node 3 becomes unavailable and thus the primary and backup paths are updated. For instance, the primary clock source is the one from node 5, and backup clock source is the path going through node 6. Interestingly, due the removal of node 3, the stratum number of node 6 becomes 4, since its connection to a stratum 2 node becomes unavailable.
b) The NTP protocol: As shown in Fig. 6 , the NTP protocol consists of a periodic two-way handshake initiated by an NTP client followed by a response from the NTP server, whereby the response message contains three timestamps T 1 , T 2 , T 3 , and T 4 is recorded at the reception. We let D 1 denotes the approximated delay between the client and server and server to client (noted D 2 ), estimated by 
Further, the clock offset is given by:
In order to achieve accurate synchronization, the upstream (client-to-server) delay and downstream (server-to-client) should be symmetrical such that D 1 ≈ D 2 . If they do not equal, then the offset will be incorrectly estimated, which is why it is important for robust NTP performance to have redundant servers and diverse paths so that such errors are removed by NTP algorithms. Since NTP operates at the application layer, it approximates both the average delay and offset in a black box manner without considering the details of the network mechanisms. In the scenario of Fig. 6 , a set of intermediate nodes route the NTP packets between the NTP server and NTP clients. As the NTP packets are routed, several factors can make the connection delays asymmetrical such as routing, queuing, propagation, transmission, and processing delays. These variable delay components are described in the next section, as well as the techniques to obtain efficient synchronization performance with variable delay components. Once the NTP client receives the NTP response from the server, its clock is updated as follows:
NTP is cost-effective as it does not require any specific hardware and scalable due to its hierarchy structure, and capable of long term accuracy to the order of few milliseconds (msecs) [14] , [50] , [52] . The primary drawbacks compared to using a GNSS or atomic clock at every node solution is the extra communications overhead added for the request-response messages and the limited level of accuracy. However, it can be deployed in a low-cost manner for a variety of applications requiring worse than msec levels of synchronization.
B. Precision Time Protocol (PTP) -IEEE 1588
The Precision Time Protocol (PTP) version 2, IEEE 1588 [53] , enables precise synchronization of clocks over heterogeneous systems with accuracy in the microsecond to submicrosecond range. The supported protocols are UDP, IEEE 802.3 (Ethernet), DeviceNet, ControlNet, and PROFINET. NTP targets large-scale distributed applications that need millisecond synchronization, such as, smart grid, industrial automation and telecommunications systems. In a fashion similar to NTP, PTP operates at the application layer. 4 Each PTP entity has one or more ports, communicating with other clocks in the network. The PTP standard defines several clock types:
• Master clock: The master clock represents the source of time, multiple clocks on a given path synchronize with it.
• Ordinary clock: An ordinary clock has a single port and synchronizes with its associated master clock. The term slave clock is also used to refer to an ordinary clock.
• Boundary clock (BC): A boundary clock has multiple ports. It can thus act as a master and slave clock. A boundary clock is normally not associated with application domain devices (e.g., actuators or sensors).
• Transparent clock (TC):
A TC is a key clock type to meet microsecond synchronization requirements over multiple network nodes from a given slave clock to the master clock [14] , [55] . Specifically, a TC is a device capable of measuring the residence time in a router/switch, which includes for instance the measurement of processing and queuing delays. The residence times are taken into account to measure accurately the end-to-end delay at the slave clock.
• Peer-to-peer transparent clock: The peer-to-peer transport clock ports, measures not only the residence time information, but also measures the link propagation delay between a similarly equipped port at the other end of the link. We note that, the introduction of transparent and peerto-peer clocks require special PTP hardware at intermediate nodes, as opposed to NTP which does not necessitate any special device between the slave and master nodes.
c) The best master clock algorithm: At each slave node, the best master clock algorithm is executed such that each clock synchronizes with the best clock. More specifically, each slave node scans its local ports for Annouce messages and selects the best one as a master where best is in terms of priority, clock class, and accuracy. Note that a failure of the master clock requires a slave node to re-elect a new master clock, whereby during this interval slave nodes are running without synchronization service [56] . To overcome this problem, the authors of [56] proposed to maintain group of master clocks and synchronize using a democratic algorithm for improved convergence time.
d) The PTP synchronization protocol: The overall PTP synchronization protocol is similar to NTP, however there are a certain number of improvements in PTP to meet submicrosecond synchronization requirements. The main steps of the PTP request-response protocol, depicted in Fig. 7 , are described as follows:
• The master clock periodically sends a Sync message to a given slave node containing the send time T 1 . The rate of Sync messages is typically set to 1-2 seconds [54] , [57] . For systems requiring highly precise synchronization, the rate can be set as low as few microseconds (e.g., 125 μs in [58] ). Generally, increasing the Sync rate decreases the mean error [59] .
• Optionally depending on the timestamp technique (with or without hardware support), a Follow_up message containing T 1 is sent.
• Once the message containing T 1 is received by the slave node, the receive time T 2 is recorded.
• The slave node then sends a Delay_req message at T 3 to the master node.
• Finally, the master node notes the reception time T 4 and sends it back to the slave node in a Delay_resp message. At the reception of the Delay_resp message, the slave node is aware of all required timestamps (T 1 , T 2 , T 3 , T 4 ) which are used to correct its local clock. One significant difference with NTP is that the overall process is initiated by the master clock in PTP. Further, PTP includes techniques to improve the time synchronization accuracy, which are covered in the following.
e) Delay and offset approximations: The delay and offset approximations follow a similar structure as the one proposed in NTP, as detailed in Eqs. (6)- (7). However, PTP introduces three mechanisms to mitigate the negative effects of asymmetric links on the synchronization performance:
•
Residence time at intermediate nodes (TCs and BCs):
The residence time at a given router/switch consists of the time duration a PTP packet resides in the switching fabric from the input port to the output port. In Fig. 7 Fig. 7 , it is recommended that it process PTP messages with high priority to decrease the residence time. For improved accuracy, all nodes in the example of Fig. 7 should have transparent clocks. The IEEE 1588 standard also recommends to generate timestamps (for T 1−4 ) at the MAC or physical layer for improved accuracy. Let us next assume a network with PTP support and N intermediate nodes implementing the end-toend transparent clock mechanism between a master node and slave nodes. Let D ms and D sm denote the corrected downstream and upstream delays, to be defined shortly. We let D asym denote the delay asymmetry and note the end-to-end delayd PTP is approximated as [53, Clause 11] :
wherebȳ
where rt ms i and rt sm i are the residence times at intermediate node i from the master to the slave and slave to master, respectively. Note that in the PTP standard, both the residence times and the asymmetry parameter are combined in a correctionField. However, for improved readability, we distinguish both in the following. The slave offset, integrating the correction terms to mitigate asymmetry, is given by:
Note that D asym must be set such that
and
hold. Using the approximated clock offset (Eq. (11)), a slave clock k can adjust its local time t s,k as follows:
Note that servo clocks are commonly used in order to frequently update the local frequency. f) Syntonization: So far in this section, we mainly covered the synchronization protocol, which aims at synchronizing a slave node to its associated master clock by executing the PTP synchronization protocol. It is worth noting that Sync messages are sent to slave nodes at a certain transmission interval, and depending of the frequency of both clocks, the time at the slave node premise does not equal the master clock time between two Sync messages. Recall from Eq. (2) that the deterministic skew of the offset, noted γ s,k · t m , represents the frequent slave clock deviation with respect to the master clock. To correct this deviation, PTP provides a syntonization algorithm to correct a slave clock between two Sync messages. Specifically, the PTP syntonization mechanism can be summarized by defining the ratio of the master clock frequency to the frequency of the slave clock [53, Clause 12] :
where T 1,0 corresponds to the timestamp of the most recent Sync message generation time (T 1 in Fig. 7 ) and T 1,−E for the previous Sync message generation time at epoch −E. t c,0 and t c,−E correspond to the corrected timestamps of the Sync once received by the slave node (corresponding to approximately T 2 in Fig. 7 ) at epochs 0 and −E, respectively. The corrected timestamp at any epoch X corresponds to:
The measured performance of PTP under different conditions has been reported in the literature. In testbeds following most of the PTP standard recommendations, a synchronization accuracy of approximately 50 ns was achieved [23] , [45] . A synchronization precision of 2 ns under ideal conditions was obtained by implementing all PTP features in hardware, including the timestamping function [59] . However, under the presence of multi-hop communications with non PTP routers, significantly worst synchronization accuracies of as low as 450 μs were measured under the presence of asymmetric delays [61] . Furthermore, as the number of cascaded transparent/boundary clocks increases, the synchronization error increases nonlinearly as demonstrated in [14] and [55] . Therefore, it is important to understand the limitations of PTP depending on the application environment and requirements.
g) PTP profiles: Profiles were introduced in PTP in order to allow other standards (e.g., ITU standards) to adapt PTP for specific applications. For instance, the telecom profile ITU-T G.8265.1 [62] has been released to allow end-to-end frequency distribution and synchronization and ITU-T G.8275.1/2 for time/phase distribution in LTE-A TDD access networks. Similarly, IEEE C37.238-2011 defines a set of PTP parameters and options to be used in Smart Grid power systems applications utilizing Ethernet communications.
C. IEEE 802.1 TSN, IEEE 802.1AS
IEEE 802.1 Time Sensitive Networking (TSN) is a set of standards being developed to support time synchronized low latency traffic transport on IEEE 802 based networks. Some of the key features are given as follows [63] , [64] :
• IEEE 802.1AS-2011: Layer 2 time synchronization, corresponding to a specific IEEE 1588 (PTP) profile.
• IEEE 802.1Qat-2010: Admission control for bridges in order to guarantee resources for audio and video streams.
• IEEE 802.1Qav-2010: Enhancement of the frame forwarding mechanism for time sensitive streams in order to improve the latency.
• IEEE 802.1BA-2011: Definition of usage profiles to provide interoperable communications between time sensitive devices. The IEEE 802.1AS group sets standards for Audio Video Bridging (AVB) to transport packets for time sensitive and high quality multimedia traffic [65] , [66] . It is also aimed for use in cyber-physical systems and sensor networks. 5 AVB traffic requires robust jitter and precise synchronization and should be prioritized. Furthermore, IEEE 8021AS ensures efficient synchronization performance to support both IEEE 802.3 (Ethernet) and IEEE 802.11 (WiFi) technologies. The AVB industry requires time synchronization to the order of 500 ns [66] . More specifically, an IEEE 802.1AS bridge implements an IEEE 1588 boundary clock and the end users implement an ordinary clock. Thus, IEEE 802.1AS does not provide new timing mechanisms, but reuses the existing PTP standard. However, compared to PTP, IEEE 802.1AS simplifies some PTP features to improve the stability over large networks. For instance, the grandmaster clock selection in IEEE 802.1AS provides faster grandmaster failover. IEEE 802.1AS also provides media-dependant delay measurement improvement for IEEE 802.11 (WiFi), IEEE 802.3, and other coordinated shared networks (CSNs). As IEEE 802.1AS is based on PTP, for the remainder of this paper, we do not further elaborate on IEEE 802.1AS.
D. Synchronous Ethernet (SyncE) -ITU-T G.8262
Another significant recent synchronization standard is Synchronous Ethernet (SyncE), standardized by the International Telecommunication Union (ITU) in ITU-T G.8262 [67] . Note that the native Ethernet protocol works only between two adjacent hops without any need of frequency synchronization, where the frequency clock accuracy is ±100 ppm. Effectively, the preamble in Ethernet frames allows a PHY layer receiver to initialize a new transmission and extract the bit stream directly. The fundamental synchronization principle of SyncE, depicted in Fig. 8 , consists of a clock signal transmitted at the physical layer of Fig. 8 ) is cleaned with a phase-locked loop (PLL) and is then passed to a clock multiplier unit (CMU) which then generates the output clock. The PLL attenuates the accumulated clock jitter. Timing devices in a SyncE network must support ±4.6 ppm in free-run, corresponding to the worst case performance scenario [68] . Further, SyncE works on a hierarchical master-slave manner, as depicted in Fig. 8 . The SyncE node generating the reference clock transmits the clock signal to its adjacent Ethernet node slave port. The receiving slave port then forwards the signal to the transceiver, which acts as a master port. As the reference clock signal gets propagated over all adjacent SyncE nodes, the overall network gets synchronized. Also, the PHY layer sends transmissions continuously in parallel with the regular data transmissions, in a fashion to Synchronous Optical Networks (SONETs) [68] . For in-depth implementation discussions on SyncE in telecommunication systems, the interested readers are referred to the recent survey [68] .
It is worth noting that in a given network path, all nodes must support SyncE to be synchronized. Further, as it operates at the physical layer, only the frequency can be recovered, which is a major reason for its deployment in mobile networks to synchronize, for instance, the frequency allocations efficiently [69] - [71] . Therefore, SyncE does not provide Timeof-Day (ToD) synchronization, which is a key feature of the PTP protocol. As pointed out in [70] , SyncE and PTP are complementary; SyncE can not only be used to provide tight frequency synchronization, but also to improve the PTP performance, where PTP can use frequency timing inputs from SyncE. The combination of SyncE and PTP was used in a telescope for nanosecond timing resolution [72] . Further, the White Rabbit synchronization system, described in the following, also combines PTP and SyncE in particle accelerators and detectors.
E. White Rabbit
White Rabbit (WR) is a synchronization technology combining the PTP and SyncE standards in order to meet subnanosecond accuracy requirements for particle accelerators and cosmic particle detectors [73] - [75] . These applications require deterministic and reliable data delivery as well as subnanosecond synchronization accuracy. A key feature provided by PTP used in White Rabbit is the residence time measurement to take into account the intermediate hop variable delays. WR aims at detecting asymmetry undetected by PTP in order to significantly improve the synchronization accuracy. Some of the key improvements and mechanisms proposed by WR are listed below:
• WR link setup: Prior to executing the regular PTP protocol, an initialization procedure operates for node identification, syntonization, and for providing the links parameters.
• WR link delay model: The delay from a master m to slave s is estimated according to fixed and variable parameters:
where tx and rx are fixed delays for the transmission circuitry at the transmission and reception sides, respectively, and δ ms is a variable delay of the transmission medium considering the fiber refractive indexes.
• Syntonization using SyncE: For improved syntonization, SyncE is used between master and slave nodes to share the same frequency.
F. Comparison
Table V compares the principal synchronization technologies, that is, NTP, PTP, SyncE, and White Rabbit. We observe that there is a clear trade-off between cost and synchronization accuracy. NTP was initially designed to provide synchronization for large-scale networks such as the Internet and aims at meeting millisecond accuracy requirements. On the other hand, PTP requires more investment and configuration efforts, but meets microsecond synchronization requirements. SyncE is expected to be widely used in mobile networks as it provides precise frequency synchronization. Some major pros of SyncE are that it is based on Ethernet, and it provides reliable endto-end frequency synchronization. However, one significant drawback is that all nodes all depend on a specific physical layer technology. For sub-nanosecond accuracy requirements, White Rabbit can be used, which combines both PTP and SyncE, but is the most costly option and cannot be used for large scale deployment (e.g., for the Internet) currently.
G. Applications
Revisiting the motivating applications of Section II we note the protocols and standards being adopted.
1) Mobile Cellular Networks:
The technologies considered for cost-effective mobile cellular network synchronization are GNSS, IEEE 1588, and Synchronous Ethernet. Although GNSS provides nanosecond synchronization accuracy and can be widely deployed in the United States, indoor deployment, for instance required for small indoor cells, is difficult due to low GNSS satellite signal reception. However, SyncE operates at the physical layer and is not intended for time of day distribution. Therefore, it is likely that a combination of GNSS/GPS as the time source with IEEE 1588 Precision Time Protocol (PTP) for distribution of time together with SynchE for distribution of frequency will be adopted [22] , [70] in mobile cellular networks.
2) Industrial Applications: Most of the industrial applications of Section II-B are planning to use PTP. In [28] , the implemented flight testbed was shown to provide less than 100 nanoseconds synchronization performance using PTP with hardware support, thus meeting the 15 μs requirement. Also, a navy testbed using PTP was shown to provide approximately 17 microseconds precision, thus also meeting their requirement of 500 μs.
3) Smart Grid: As in the industrial applications, PTP was chosen to support microsecond synchronization precision in several recent works [38] - [43] . Note that substations currently use a variety of architectures to have time synchronization services, including GNSS and IRIG [39] . With an increasing number of Intelligent Electrical Devices (IEDs) (e.g., voltage regulators, protective relays, recloser controllers, various sensors, etc.) to smarten power grids, there is an increasing interest to distribute synchronized time in a cost-effective manner, for example by using PTP [39] . Equipping each IED with a dedicated GNSS module would be economically impractical [42] . Furthermore, the IEDs may be housed indoors or underground. NIST recently designed a testbed to verify the synchronization performance capabilities of PTP for power distribution applications, as depicted in Fig. 9 [39] . In this testbed, the ordinary clocks (OCs) synchronize with the grandmasters (GMs) interconnected via boundary or transparent clocks (BCs/TCs) with PTP hardware support. The pulse per second (PPS) system records all clocks simultaneously to calculate statistics and quantify the synchronization performance. A traffic generator is also interconnected with the TCs/BCs in order to challenge the synchronization performance with 
V. PROTOCOLS FOR WIRELESS SENSOR NETWORKS (WSNS)
As previously discussed, there is an increasing need to timestamp events in IoT applications and time-aware systems. Distributed low-cost sensing devices need to be widely deployed to monitor physical phenomena such as temperature, light, pressure, and so forth [76] . These applications often use wireless communications and can be classified as Wireless Sensor Networks (WSNs). WSNs need to support data sensing, data communications, and processing, and provide energy supply in a low-cost manner. WSN nodes typically contain a battery and are thus energy constrained. Further, the collected data often needs to be associated with a temporal metadata, and thus time synchronization needs to be supported by the WSN. In the previous section, the main protocols and standards usually used in computer networks were overviewed. They are however not necessarily applicable for WSN applications which require efficient energy utilization [77] . Also, WSNs are bandwidth constrained compared to wired networks, and thus the synchronization traffic need to be limited. Furthermore, WSNs are generally duty cycled embedded systems, characterized by long sleep state intervals and short transmission state intervals [7] . In the following, we review the main synchronization protocols specifically proposed for WSNs, which can be categorized into static and dynamic protocols.
A. Static Protocols
In static protocols for WSNs, a given node synchronizes to its associated reference node following a fixed periodic transmission interval τ. The PTP and NTP protocols described in the previous section also have such a parameter.
1) Reference
Broadcast Synchronization (RBS): Elson et al. [78] proposed the reference broadcast synchronization (RBS) protocol for WSNs in order to synchronization clusters of nodes, where each one can communicate with each other. The reference node, referred to as beacon node, broadcasts a beacon message to the cluster nodes every τ second. The receiving nodes then transmit their respective reception times. Therefore, such a scheme does not need to deal with sending and transmission delays, thus reducing the potential sources of error. Based on the receiving times, each node calculates a relative time-scale.
2) Timing-Sync Protocol for Sensor Networks (TPSN):
Timing-sync Protocol for Sensor Networks (TPSN) considers a tree like hierarchy, where the root node is the source of time [79] . Each node at a given level synchronizes to the lower levels. The overall TPSN principle consists of two phases. In the first phase, the level discovery phase, the root node broadcasts a discovery packet, then the receiving nodes assign its level to one and broadcast again a discovery packet. It is broadcasted until the overall WSN is constructed. Then the synchronization phase begins, where the root node sends a synchronization packet. When the level 1 nodes receive the packets, it executes a two-way communications between each other. To reduce asymmetry, MAC layer timestamps are used. According to [76] , such MAC timestamps are more convenient in WSNs compared to computer networks, since the WSN nodes architecture is more coupled to the lower layers.
3) Tini-Sync and Mini-Sync (TS-MS):
To simplify the synchronization mechanism for WSNs, Sichitiu and Veerarittiphan [80] proposed Tini-Sync and Mini-Sync. TS-MS contains two fundamental mechanisms. Firstly, the data collection step consists of recording a set of two or more timestamp pairs using two-way packet exchanges between a reference node and given slave node. Then, using the collected data points, a line fitting mechanism is used in order to bound the clock offset and skew.
4) Lightweight Time Synchronization (LTS):
In [81] the Lightweight Time Synchronization (LTS) protocol was proposed in two versions: (i) Centralized multi-hop LTS and (ii) Distributed multi-hop LTS. In the centralized scheme, the reference node initializes the synchronization process, where three packets are exchanged. In the distributed protocol, each node to be synchronized initializes the process with the reference node, where only two packets need to be exchanged. One significant novelty proposed by the LTS protocol is the construction of a minimum spanning tree at each synchronization round. Further, if there are intermediate nodes between the slave and reference nodes, all intermediate nodes need to be synchronized first. More specifically, each node synchronizes to its immediate parent node.
5) Flooding Time Synchronization Protocol (FTSP):
The Flooding Time Synchronization Protocol (FTSP), as opposed to TPSN and its predecessors, is a unidirectional, ad-hoc, and tree-based protocol, where a root node is elected to provide the source of time [82] . As it is a static protocol, the synchronization rounds are based on a fixed interval τ. The τ parameter is manually configured based on the operating environment. Fig. 10 depicts an FTSP execution example, where the root node, 2, broadcasts a Time Message containing notably its identifier, sequence number, and its timestamp. The nodes in the transmission range receive the Time Message and adjust their local times. The receiving nodes increase the sequence number and broadcast the message. As the process is oneway, the potential time errors are reduced, and FTSP uses MAC layer timestamping. Further, FTSP takes into account the interrupt request delays from the micro-controller (e.g., handling, encoding, decoding, and byte alignment times) for improved precision [76] . Further, FTSP uses linear regression to deal with the clock skew according to a set of received messages. Further, FTSP is the default synchronization protocol in TinyOS, 6 a popular operating system for WSNs.
B. Dynamic Protocols
The dynamic synchronization protocols for WSNs basically monitor node properties, such as the variation of the clock frequency, in order to adjust the transmission interval τ. Temperature and manufacturing inaccuracies are the two most significant frequency error sources [7] , [83] . Manufacturing imprecision is static over time, however temperature changes frequently and thus needs to be taken into account dynamically. Recall in the static approaches, τ is fixed depending on the environment. In the following, we review the dynamic synchronization protocols.
a) Rate adaptive time synchronization (RATS):
In Ganeriwal et al. [84] , part of the Roseline project, 7 proposed the Rate Adaptive Time Synchronization (RATS) which considers a set of timestamp samples in order to model a linear clock model. More specifically, using the timestamp samples, a prediction error E p is compared to a known application error bound E max . τ is multiplicatively increased when E p ≤ E max and decreased otherwise.
C. Temperature Compensated Time Synchronization (TCTS)
In [85] , the authors focused on the temperature, which is a significant source of clock drift. Their proposal, TCTS, has 6 FTSP in TinyOS: http://tinyos.stanford.edu/tinyos-wiki/index.php/FTSP. 7 The Roseline Project is a collaborative project aiming at building a system stack that enables new ways for clock hardware, operating system, network services, and applications to learn, maintain and exchange information about time in the context of emerging CPSs. https://sites.google.com/site/roselineproject/. two main phases, namely the calibration phase and compensation phase. In the calibration phase, a calibration table is constructed, which contains the frequency errors for a range of temperatures. To do so, each node takes temperature sampling and determines the frequency error. Once the calibration table is filled, the reference node increases τ and then the compensation phase starts. In the compensation phase, the calibration table is used for correcting the frequency by taking temperature samplings. One significant advantage of TCTS is that it can continue synchronizing when the connection becomes unavailable.
Recently as part of the Roseline project, [86] , [87] MEMSbased oscillators were proposed, offering a silicon-based alternative to crystal based clocks for WSN nodes. One of its key components is a temperature-to-digital converter which enables precise compensation of the temperature noise by measuring the MEMS resonant frequency.
D. Dynamic FTSP (D-FTSP)
Shannon et al. [76] , [88] , [89] proposed dynamic FTSP by adapting the transmission interval τ such that a specific application phase error bound ε is met. The approach is similar to a preliminary dynamic mechanism proposed by Schmid et al. [7] . A key parameter taken into account by D-FTSP is the clock drift, noted φ, which correspond to the variation of a clock frequency. From a given sensor node perspective, the maximum clock drift φ max of the neighbors is taken. Then, the relation between ε and τ is given in D-FTSP as follows:
D-FTSP also considers an average phase error ε avg bound to not exceed. Then, in order to find τ, it is increased such that ε < ε avg holds. D-FTSP has been experimentally investigated and was shown to obtain similar synchronization performance compared to FTSP in a stable temperature environment, while reducing as much as 75% the number of synchronization transmissions, which significantly helps at reducing the energy consumption -a key property for WSNs.
E. Comparison
Static synchronization protocols for WSNs consider a preconfigured communications interval τ in order to synchronize a cluster of sensor nodes to a reference source node. The FTSP and TPSN protocols use MAC layer timestamping in order to reduce the communications delay uncertainties, thus requiring access to lower layers. As opposed to its predecessors, FTSP uses a one-way synchronization scheme in order to improve energy efficiency. However, static synchronization protocols do not take into account dynamic environmental parameters, such as the temperature, which influence the frequency drift and time synchronization performance. To overcome this shortcoming, dynamic synchronization protocols have been proposed. Those dynamic protocols usually consider a phase error threshold and adapt τ in order to meet the threshold. Adapting τ dynamically allows to decrease the number of synchronization messages and thus energy consumption. Table VI summarizes the main synchronization protocols for WSNs. Interested readers are referred to [76] for in depth readings on D-FTSP and other synchronization protocols for wireless sensor and WiFi networks.
VI. ACCURACY IMPROVEMENT MECHANISMS
Recent works introduced new mechanisms to improve the synchronization performance over packet-switched networks. Fig. 11 depicts our categorization of the main improvement mechanisms. At a high level, the improvement mechanisms can be grouped into those that require new specification/configuration, new software, and/or new hardware deployments. Generally, software and configuration-based mechanisms are cheaper to implement compared to hardware-based schemes, which are all described in detail in the following. In this section, we focus on the techniques for improving the accuracy of the NTP and PTP standards, which are the most widely investigated synchronization protocols.
A. Configuration-Based Improvement Mechanism 1) Quality-of-Service (QoS):
To mitigate the negative effect of variable delays, especially at intermediate nodes, the PTP standard recommends two main techniques: (i) processing PTP messages with high priority and (ii) measuring residence times to avoid poor synchronization performance with asymmetric delays. For routers having quality-of-service (QoS), supporting prioritized packets based on their packet class, they can be configured such that PTP messages are processed first with high priority, thus reducing the residence times. Adopting this approach is cost-effective, since only a few configurations are required at each node with QoS support. However, it is worth noting that if multiple PTP messages access the same router at the same time, there will still be non negligible queuing delays, as noted in [90] . To overcome this issue, a token-based mechanism was proposed, whereby a given slave node can transmit PTP messages only when it holds a token [90] . The proposed token-based was shown to be operational in a PTP system without introducing significant additional traffic.
B. Software-Based Improvement Mechanisms
1) MAC Cross-Layer:
Cross-layer optimization is a well known technique for improving the performance of systems following the waterfall-like principle of the Open Systems Interconnection (OSI) communications model, whereby instead of communicating between layers following the interfaces, one or several layers are bypassed for optimization purposes. PTP and NTP were both designed to be implemented at the application layer to facilitate wide deployment. These standards are therefore not aware of the implementations and characteristics of the communications mediums. It is worth noting that significant delays are experienced between the application and physical layers. For example, several wireless systems implement a distributed coordination function (DCF) to manage wireless channels, such as IEEE 802.11 (WiFi). The DCF mechanism contains a random backoff mechanism to avoid collision. Such a random mechanism makes the synchronization operation to be challenging since the communications performance is not deterministic. WiFi, thus, has a time division multiplexing protocol for carrying timestamps by periodically exchanging beacons. This protocol was extended in [91] by incorporating PTP messages in beacon frames, thus significantly improving the synchronization performance. The obtained experimental results was shown to provide 1.5 μs mean error by embedding PTP in the WiFi chipset, as opposed to approximately 7 μs by using the PTP standard. The MAC chipset needs however to be modified to take into account this cross-layer optimization.
2) Delay Estimation:
As discussed in previous sections, asymmetric links can significantly increase the time synchronization mean error. PTP introduces different mechanisms to improve the synchronization performance with asymmetric links by introducing correction mechanisms as we introduced in the previous section. Those correction mechanisms however require extra hardware support and asymmetry delay measurement. A different strategy consists of estimating the asymmetry by either using offline calculation models or via calibration. In the offline calculation approach, the asymmetric delays are estimated by modeling analytically the main network performance components [92] - [94] . One scheme proposed by [92] consists of considering the transmission delay as a major probable asymmetry delay component:
where F is the frame size and R s,n the data rate between node s and adjacent node n. Note that with this model, an asymmetry delay is present when R s,n = R n,s . The obtained results were shown to give 10 −3 ns offset error. Such a model might give a close approximation in certain systems, however it does not account for the propagation, queueing, and protocol overhead delays. Note that the transmission delay is negligible with a large capacity R s,n or in networks using a random backoff mechanism for channel access [95] . For improved delay approximations, a calibration technique can be used, which corresponds to the actual experimental performance measurement under a variety of network conditions [96] - [99] . Using real-world measurements, the exact delays can be used by the synchronization algorithm to take into account asymmetric delays. In [97] , the authors proposed to estimate the delays using a measurement-driven scheme by correlating path delay and traffic load under the main assumption that link delay is a function of the load (e.g., at high loads, queuing is a major delay component). The experimental results showed an approximately 11% estimation error minimization. Also, packet-switched networks are event-triggered systems, as the physical mediums are shared statistically. Performance bounds can be quantified to meet sub-microsecond synchronization accuracy using a traffic shaping mechanism as proposed and evaluated in [99] .
3) Multi-Path: The IEEE 1588 PTP standard recommends the same path for upstream and downstream communications to decrease the probability of having asymmetric delays. Some works looked at extending PTP with multi-path support [100] . Maintaining multiple paths between slaves and masters improve redundancy, which inherently improves availability and decreases recovery time after a link failure [57] . One drawback of PTPv2 is that the architecture depends on a single time source, which makes it vulnerable to byzantine failures [48] . Further, multiple paths can not only be used to improve availability, but also for enhancing synchronization accuracy, as proposed by the Slave Diversity mechanism [101] . The Slave Diversity technique, similarly to the antenna diversity mechanism in wireless communications, combines multiple path delays to mitigate the negative effects on the synchronization performance of having variable asymmetric delays. The performance improvement was illustrated in [101] , where a few microseconds synchronization accuracy was achieved by combining paths with ±10 μs variable delays. A Kalman filter for multi-path network synchronization was proposed in [102] , and introduces a memory effect to obtain more accurate estimate of the delay by using at least 2 alternate paths.
4) Probing: NTP and PTP protocols are probing-based schemes in that control packets (Sync, Delay_req, etc.) containing the timestamps are routed in the network in order to both transfer the timestamps and probe the network to estimate the approximate end-to-end delay and offset. Several works have investigated different probing-based schemes by sending probe messages and analyzing the sending and receiving events [103] - [106] . In [103] and [104] , the authors extended the PTP protocol by adding probe bursts after the operation of the PTP protocol in order to approximate the upstream and downstream data rates and so the end-to-end delay. However, their proposals, resulting in improved synchronization, were only investigated over single hop connections and will be difficult to implement over multi-hop paths. In a similar way, the authors in [105] proposed to duplicate Sync messages to find the delay over multiple intermediate nodes without a transparent clock. A synchronization accuracy of approximately 1 ms was obtained even with a delay jitter of 2-8 ms. However, such a scheme cannot mitigate asymmetric delays as only the delay from the master to slave nodes were probed. Also, probing messages were added before and after Sync and Delay_req messages in [106] in order to detect line utilization, which was shown to improve the synchronization accuracy from ±55 μs to 1 μs.
5) Servo Clock (Software):
Recall from Eq. (3) that a given slave clock relatively to its associated master clock is characterized by a rate (or frequency) and offset deviation [107] . The slave nodes can implement servo clocks locally to estimate these two components. In recent works, different strategies have been used to develop robust servo clocks, since software-only implementations are more cost-effective compared to hardware-based improvement mechanisms [108] .
One technique to estimate the relative clock rate is the use of a Kalman filter [108] , [109] . Kalman filters are widely used in telecommunications to estimate unknown variables given a set of observed measurements and random noise variables. In [108] , the authors proposed a model based on the leastsquares method by considering a set of inter-arrival times and assuming that synchronization messages are exchanged at exactly every second. Using such a technique, the authors noted an offset on the order of 1 μs with bandwidth usage 1-90 %, thus providing tolerance to cross-traffic. Further, this method was shown to provide improved convergence time (the time taken to stabilize the synchronization accuracy after the initialization phase) compared to the PTP standard. Note that for precise synchronization, the clock rate can be periodically adjusted using an adder-based clock. For instance in [110] , the tuning resolution of the adder-based clocks was set to 10 ns.
6) Timestamp (Software): Apart from the stability of the clock oscillators and variable network delays, the quality of the timestamping method (to obtain times T 1 , T 2 , T 3 , T 4 in NTP and PTP) plays a crucial role in the achievable accuracy [111] . The timestamping methods can be either software or hardware based. A software based timestamping method is executed in a given application with the assistance of the operating system features, while a hardware based method is operated at the MAC or physical layer at the network interface in order to timestamp prior to forwarding the frame to the communications channel. It is worth noting that software clocks tend to be less stable and reliable as multiple impairments are experienced. To overcome this problem, Ridoux and Veitch [112] , [113] and Pásztor and Veitch [114] proposed to use the central processing unit (CPU) oscillator, which provides a stable rate and can be accessed via the time stamp counter (TSC) register efficiently. The stable rate property provides more precise timestamps. By exploiting the CPU oscillator, they proposed TSCclock to significantly improve the synchronization performance without hardware support. In a two hops network [112] , the synchronization accuracy could be improved to the order of microsecond resolution, as opposed to the millisecond synchronization performance of NTP.
C. Hardware-Based Improvement Mechanisms
Even though software-based improvement approaches are more cost-effective, hardware-based improvement mechanisms are necessary to further improve the synchronization performance, but at the expense of an increased cost. For microsecond and sub-microsecond synchronization requirements, hardware support is generally used.
1) Servo Clock (Hardware):
Meier et al. [58] realized the PTP functions entirely in hardware in order to meet sub-microsecond synchronization performance. The developed field-programmable gate array (FPGA) takes into account the residence times, timestamp, and syntonization (clock correction via a servo loop). By implementing everything in hardware, including the syntonization function, a maximum offset of 40 ns was measured. Note that synchronization is often used in low-power devices, such as sensors and actuators. In these devices, typically periodic events occur, whereby ideally a sleep mode mechanism operates between events to decrease power consumption [115] , [116] . In such devices, a servo clock becomes key to keep synchronizing to a master node without exchanging extensive messages. However, a servo clock can significantly increase the energy consumption. In [117] , the authors proposed a deep-sleep mode to correct the clock offset and maintain low power usage.
2) Timestamp (Hardware): The IEEE 1588 standard recommends the use of hardware assisted timestamps to reduce time errors due to the timestamping function [53] , [118] . Typically, as PTP is an application layer standard, the timestamps are copied in the PTP messages at the application level. However, this approach of timestamping messages cannot provide precise timestamps due to many factors. First, the operating system frequently interrupts application processes for dynamic resource allocation (e.g., random access memory (RAM), CPU, etc.). More significantly, the transport, network, and MAC layers all add variable delays. For instance, frames are buffered at the MAC layer prior to transmission, and the experienced queuing delay is variable depending on the traffic load. Therefore, a significant time difference can occur between the timestamp creation and message transmission on the communications medium. By using hardware timestamping, the timestamp is injected in the frame just before it is forwarded to the communications medium using a media independent interface (MII) as described in [119] , thus significantly improving the timestamping accuracy. According to the measurements in [119] , a physical timestamping device has an error deviation of 2-16 ns.
3) Residence Time: As discussed in the previous section, transparent and boundary clocks allow one to measure residence times at intermediate nodes. This mechanism, requiring hardware support, is part of the IEEE 1588 recommendation for microsecond synchronization accuracy. Fig. 12 depicts a switch/router (with one input port and two output ports) supporting the residence time measurement mechanism [120] . Basically, one timestamp t 1 is created when the packet arrives in the router from the input port and another one t 2 just before the forwarding process is done at the output port, whereby the residence time equals RT = t 2 − t 1 . By doing so, the processing, queuing, control, and transmission delays are summed and can be used to improve the synchronization performance. The residence time mechanism is also used in White Rabbit (WR) synchronization systems.
VII. SECURITY
Security is of increasing importance for systems where time is critical, since malicious attacks to the clock synchronization service could cause damage and issues to the equipment and service reliability [46] , [121] . For example, in [122] , the authors showed that spoofing the GNSS signal at smart grid synchrophasors can result in deteriorated transmission line fault detection, incorrect voltage stability monitoring and poor event localization.
In general, the security of synchronization protocols can be addressed in either an end-to-end or hop-by-hop fashion. In the end-to-end approach, secured packets are exchanged between the source and destination nodes without any modification at intermediate nodes, where the destination node authenticates the source of the packets by verifying an integrity field. In the hop-by-hop security approach, the source, destination, and intermediate nodes share the encryption key, thus allowing the intermediate nodes to encrypt/decrypt or re-authenticate modified packets, which is required for instance at transparent clocks to update the correction field in PTP.
A. Security Threats and Requirements
The IETF TICTOC working group published an RFC discussing the threats and defining the security requirements for time protocols, focusing on NTP and PTP [123] .
1) Threats: Attackers can be categorized as internal, external, man in the middle (MITM), and packet injector. Internal attackers have access to a certain part of the network or own cryptographic keys, while external attackers do not have access to the keys or part of the network, but have access to the traffic. MITM attackers are able to intercept and change in-transit packets, while the traffic injector attackers create attacks by generating packets. The main threats which can be orchestrated by an attacker are described in the following:
• Packet manipulation: In such attack, an MITM attacker receives and modifies packets and forwards them to the destination.
• Spoofing: A spoofing attacker is able to act as a legitimate node and generate protocol packets, typically by acting as the master.
• Replay attack: In a replay attack, an attacker records packets and replays them at a later time without any modification.
• Rogue master attack: Similar to the spoofing attack, a rogue master attacker acts as a legitimate master, but as opposed to spoofing, it changes the behavior of the master election process.
• Packet interception and removal: In this attack an MITM drops time protocol packets to disrupt the service.
• Packet delay manipulation: The packet delay manipulation attack is active when an MITM attacker receives packets and relays them after an added unnecessary delay. [123] packets in order to degrade the source or destination performance.
• Master time source attack: As the grandmaster relies on an external source of time, an attacker can attack the time source, for example by jamming the GNSS signal. It is worth noting that GNSS is very susceptible to jamming and, with the advances in Software Defined Radio (SDR), increasingly sophisticated spoofing attacks are more likely to occur. The security threats are summarized in Table VII , which are categorized depending on the attacker type. We observe by looking at the internal and external categories that the number of security threats can be significantly decreased by using authentication techniques and secured encryption keys.
2) Requirements: According to [123] , the security requirements which must be provided are:
• Clock identity authentication and authorization.
• Authentication and authorization of the control messages.
• Protocol packet integrity.
• Must support either end-to-end security or hop-by-hop security.
• Spoofing prevention.
• Replay protection.
• Key freshness and security association.
• Protection against packet delay and interception attacks. It is worth noting that DoS attacks and performance protection are not required at this time.
Attempts at securing time synchronization have begun to appear, IEEE 1588 contains an annex aimed at protecting PTP packets [53, Annex K]. As PTP is often deployed in networking infrastructures that support multiple applications also requiring security, several recent works proposed to use Internet Protocol Security (IPsec) rather than the IEEE 1588 Annex K to secure PTP packets [124] , [125] .
B. Annex K of IEEE 1588
The IEEE 1588 provides an experimental extension for secure exchange of PTP packets between master and slave nodes. Fig. 13a ) depicts the protocol stack structure using Annex K of IEEE 1588, whereby an overhead of 30 bytes is used for security fields [124] . More specifically, it provides the following security features [126] :
• Authentication: The nodes are authenticated following a challenge request/response protocol [127] . HMAC-SHA256 and HMAC-SHA1-96 symmetric hash functions were selected to generate the integrity check values (ICVs).
• Integrity: Man-in-the-middle attacks are avoided by including authentication and ICV in all exchanged PTP packets.
• Replay protection: Replay attacks are prevented via the verification of sequence counters. Note that confidentiality is not covered in Annex K of IEEE 1588 [126] . Therefore, PTP packets need not be encrypted, which significantly reduces the security computational overhead. It is worth noting that the mechanisms adopted by Annex K to secure PTP packets should not interfere with the time functionality performance. As we outlined in the previous section, delay and jitter play a key role on the synchronization performance. There exists thus a trade-off between the synchronization performance and security [128] . The following overhead issues and solutions were outlined in [128] :
• Initialization phase: At startup, when no security association is established, a given master node sending a multicast Sync message to the slaves will cause a generation of at least three authentication messages for each slave node in a short period of time, which can significantly increase the network load.
• Computation load: It is worth noting that a slave node often has limited embedded computation capabilities (e.g., sensors and actuators), and increasing the synchronization interval and security overhead might decrease the synchronization accuracy due to increased CPU utilization.
• Correction field update: At each intermediate node having a transparent clock, the correction field for the residence time must be updated and the ICV needs to recalculated. To avoid this issue, special hardware can be used to provide on-the-fly recomputation security support.
C. Internet Protocol Security (IPSec)
Annex K of IEEE 1588 provides authentication, integrity, and replay protection services to prevent PTP attacks. However, as multiple applications might share the links used for exchanging PTP packets, having a security framework specifically for PTP might not be the most efficient protocol architecture. Rather, several works proposed to secure PTP packets using a network layer security scheme, such as IPsec, providing security to all applications transparently [124] , [125] . IPsec is embedded in IP with an extra IPsec header, as depicted in Fig. 13b ). It allows two operation functions: (i) Authentication only and (ii) Encapsulating Security Payload (ESP). The authentication function offers similar services to Annex K of IEEE 1588; a cryptographic ICV for integrity and a sequence number mechanism to protect against replay attacks. The ESP function, however, further extends the authentication mode services by providing the confidentiality of the data with encrypted payloads.
The authors of [124] and [125] pointed out that intermediate nodes with either transparent or boundary clocks can significantly decrease the PTP accuracy with IPsec, since these intermediate nodes cannot operate actively in the synchronization protocol (e.g., by summing the residence times). However, such an architecture provides secure time synchronization at low cost. Notice that changing a timestamp requires recalculation of the frame check sequence (FCS) and UDP checksum. To mitigate variable delays and jitters, resulting in poor synchronization performance, MAC and hardware timestampers can be configured at transparent clocks [124] .
D. Wireless Sensor Networks
Providing secure time synchronization in wireless sensor networks (WSNs) is a challenging requirement as wireless sensors have constrained resources [129] . A generic attacker model considered in [130] consists of an attacker able to control the shared communications channel by modifying, inserting, eavesdropping, and blocking messages sent between two sensors [130] . There exist three main attack types in regard to the synchronization control messages: (i) Modification of the timestamps, (ii) Forging and replay attacks, and (iii) Delayed message transmission [130] . The two first attack types can be avoided by using conventional security mechanisms providing integrity and authentication. However, the third type of attack is challenging, since both sender and receiver nodes usually are not aware of the exact delays experienced in the network. Such attack, referred to as pulse-delay attack consists of jamming an incoming message and then replay it with a delay [129] , [130] . The proposed solutions to mitigate this issue are based on delay thresholds estimations; the synchronization procedure is considered only when the calculated delay is close to the estimated minimum and maximum delays interval [129] , [130] . However, such a solution might not be practical in industrial systems, since for each technology and configuration, one would need to measure the delay.
VIII. CONCLUSION
In this survey, we discussed clock synchronization over packet-switched networks for telecommunications and industrial applications. Although GNSS, atomic clocks, dedicated TDM channel, or timing equipment (e.g., IRIG) could be used to synchronize clocks, these approaches are not currently economically viable to synchronize distributed nodes in largescale networks. We covered the major applications requiring robust synchronization, including telecommunications, industrial automation, and intelligent power grid and discussed their timing requirements. Next, we surveyed the main synchronization standards, namely NTP, PTP, SyncE, and White Rabbit. We outlined a trade-off between cost and synchronization accuracy. NTP is cost-effective, easy to implement and deploy, but can only provide millisecond accuracy. On the other hand, PTP typically requires more deployment effort and cost, but can meet microsecond requirements. We further overviewed the synchronization protocols designed for WSNs, which aim at reducing the energy consumption by adapting the number of synchronization messages. For all packet-based synchronization protocols, a key challenge is to avoid asymmetric end-to-end delays. These asymmetric delays occur due to variable queuing, transmission, and processing delays. To overcome this major problem, transparent clocks were introduced in the PTP standard, which measures the processing, routing, and queuing delays to correct asymmetric delays. We also categorized the accuracy improvement mechanisms, which can be classified into configuration-, software-, and hardware-based techniques. Software-and configuration-based approaches using the PTP standard are generally more costeffective as no new hardware equipment is required, and can provide microsecond synchronization performance. However, for highly precise synchronization performance, hardware support is required for precise timestamping and to take into account the residence times. Also, security is a major concern for protecting the timing messages against malicious attackers which could not only disrupt services, but even cause damage and failure to the equipment. Integrity and authenticity are the two main required security attributes which can be provided by the Annex K of PTP or via IPsec.
While synchronization is a widely investigated research topic, their are several open issues for next-generation applications requiring robust synchronization over packet-switched networks:
• Cost-effective synchronization over multi-hop asymmetric connections. The current PTP solution for reliable and precise synchronization over multiple hops consists of measuring the residence time at each node with special hardware support. This solution is economically not viable in large-scale networks and especially on low-power devices. The proposed solutions to mitigate asymmetry in a cost-effective manner are mainly based on delay estimation or probing. Estimation delay techniques can be interesting for single hop networks having simple delay-throughput performance profile. However, in the context of heterogeneous and multi-hop networks, such an approach becomes non viable and challenging to deploy. The probing-based proposals have interesting potentials, but were only investigated under simplistic conditions (single-hop with low network loading).
• Security and synchronization on devices with limited resources. Sensors and actuators, used in industrial automation and smart grid applications have limited computing and power capabilities as well as long lifetimes. The synchronization service should use few computing resources and provide high accuracy in a secure manner. This is especially needed in devices supporting real-time control of physical systems. Cryptography algorithms usually require significant resources in terms processing and extra bandwidth utilization [131] . There exists thus a challenging trade-off in this context between resource utilization and security robustness.
