V. CONCLUSIONS
Example 10: Let (a 0 ; a 1 ; a 2 ; a 3 ; a 4 ) = (0;0;1;1;0): V. CONCLUSIONS
The minimal partial realization problem has been considered as an instance of exact modeling of a behavior on a half-axis, as in [3] . Solutions within this framework are based on polynomials rather than Hankel matrices. A central role is played by behaviors that are the span of a finite number of trajectories and thus do not have a transfer function. It is for this reason that the notion of a behavior rather than a transfer function is essential to the approach. We put the theory to work in deriving an efficient and constructive iterative solution for the scalar case: the celebrated Berlekamp-Massey algorithm. An interesting feature of the algorithm is that its efficiency is enhanced by the update at each step of four polynomials rather than two. It is a topic of future research to put this idea to work for identification purposes, in the context of approximate modeling.
I. INTRODUCTION
It is known that many model reduction and H 1 -control problems may be transformed into the following distance problem: let R(z) be a stable real rational transfer matrix with McMillan degree n: Then for any > 0 and any integer k < n; find all transfer matrices Q(z); with at most k poles inside the unit disc, that satisfy kR(z)+Q(z)k1 [1] , [6] . A necessary and sufficient condition for the existence of a solution requires (k+1)st Hankel singular value of R(z) [1] , [4] .
The discrete-time version of this problem has received less attention than its continuous-time counterpart. Although the discrete problem can be tackled using a standard state-space approach, this approach breaks down if R(z) has poles at the origin [7] , [8] . This difficulty may be traced to the fact that the conjugation operation cannot be carried out in a standard state-space framework because R (z) is Manuscript received January 15, 1993; revised July 29, 1996. The authors are with the Department of Electrical and Electronic Engineering, Imperial College, London SW7-2BT, U.K.
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0018-9286/97$10.00 © 1997 IEEE anticausal. As an added complication, the direct feedthrough matrix in the solution formulas becomes unbounded as ! k+1 (R) (even if R(z) has no poles at the origin). One can argue that the discretetime results can be obtained from those of continuous time using a bilinear transformation. While this procedure is feasible, one would prefer to have a self-contained discrete algorithm since many control problems are inherently discrete-time problems. It is also desirable, for numerical conditioning purposes, that the solution depends in a simple and direct way on the original data of the problem [7] , [8] . This paper gives a general solution in a descriptor framework which allows the model reduction of discrete-time systems containing time delays (singular A-matrix) and which avoids the problems associated with unbounded D-matrices in the solution representation formula in the optimal case. The advantage of a descriptor framework is that it is closed with respect to conjugation and system inversion as well as the usual operations of addition, subtraction, and multiplication. The solution procedure closely follows that in [4] and [5] . Section II describes the notation, and Section III contains some preliminaries on the representation of systems in a descriptor framework. Section IV gives a characterization of all solutions to the Nehari approximation problem. Three examples are given in Section V, and the conclusions appear in Section VI.
II. NOTATION
This is fairly standard and is reproduced here for convenience. 
(A) is the spectral radius of (complex) matrix A.
Prefix R denotes real rational.
Transfer matrices will be represented by uppercase boldface type and with the dependence on z suppressed. Matrix dimensions of spaces will also be occasionally suppressed.
III. DESCRIPTOR ALLPASS SYSTEMS
Consider the descriptor system of equations [3] Ex k+1 = Ax k + Bu k ; y k =Cx k + Du k ; [3] . These are needed since it is known that the Hankel approximation of a given stable system may be anticausal. We begin by giving an allpass lemma for the descriptor system (2). Apart from dealing with the case of a possibly singular E; we cater to the case of (zE 0 A) singular for all z: (defined in (6) below).
2) If X = 0; and (E + A) and P are nonsingular, d (E; A) c (P ) and d (E; A) c (P ):
3) Suppose that the descriptor system has the special form 
Now, (3) gives
where J = [0 I]: This shows that range (B) range (zE 0 A), and so (2) has a solution for x given any u: Equations (6) and (10) If A22 in (5) is nonsingular, n2 = r, and H H H has a standard realization of order n 1 :
The (numerically ill-conditioned) Smith form is used in the proof of Lemma 3.1 to establish some system theoretic properties (existence and allpass character). This form will, however, not be used to calculate the solution of the Nehari approximation problem considered in this paper.
Remark 3.2:
Equations (3) and (4) will be referred to as the descriptor allpass equations. If E = I; (3) implies X = 0: In this case, these equations reduce to the familiar allpass equations 
The next theorem gives such an allpass embedding of R R R in a descriptor framework. 
We use Lemma 3.1 to prove that H H H satisfies the conditions of Lemma 4.1. Let 
In order to give a construction for such an allpass embedding of R R R; we need the following result which gives some properties of balanced realizations of discrete-time systems. 
Proof: See [9] for part 1). Part 2) follows from direct calculations.
Remark 4.1: It can be easily shown, using the semidefinite character of (22) The solution of the optimal problem will proceed as follows. 
Substituting (19)- (21) into (15) In the final example, we illustrate the solution of the optimal problem. Let
In particular, the algorithm applies even if R R R has poles at the origin. As Theorems 4.2 and 4.5 show, the generator will have standard state-space realization if A o is nonsingular.
