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Abstract
We propose associative learning models that integrate spike-time dependent plasticity (STDP) 
and firing rate in two semi-supervised paradigms, Pavlovian and reinforcement learning. Through 
the Pavlovian approach, the learning rule associates paired stimuli (stimulus-stimulus) known as 
the predictor-choice pair. Synaptic plasticity is dependent on the timing and the rate o f pre- and 
post synaptic spikes within a time window. The contribution of our learning model can be 
attributed to the implementation o f the proposed learning rules using integration of STDP and 
firing rate in spatio-temporal neural networks, with Izhikevich’s spiking neurons. There is no 
such model yet found in the literature. The model has been tested in recognition of real visual 
images. As a result of learning, synchronisation of activity among inter- and intra-subpopulation 
neurons demonstrates association between two stimulus groups. As an improvement to the 
stimulus-stimulus (S-S) association model, we extend the algorithm for stimulus-stimulus- 
response (S-S-R) association using a reinforcement approach with reward-modulated STDP. In 
the later model, firing rate in response groups determines a reward signal that modulates synaptic 
changes derived from STDP processes. The S-S-R model has been successfully tested in a visual 
recognition task with real images and simulation of the colour word Stroop effect. The learning 
algorithm is able to perform pair-associate learning as well as to recognise the sequence o f the 
presented stimuli. Unlike other existing gradient-based learning models, the S-S-R model 
implements temporal sequence learning in more natural way through reward-based learning 
whose protocol follows a behavioural experiment from a psychology study. The key novelty o f  
our S-S-R model can be ascribed to its lateral inhibition mechanism through a minimal 
anatomical constraint that enables learning in high competitive environments (e.g. temporal logic 
AND and XOR problems). The S-S model models for example the retrospective and prospective 
activity in the brain, whilst the S-S-R model exhibits reward acquisition behaviour in human 
learning. Furthermore, we have proven than, a goal directed learning can be implemented via a 
generic neural network with rich realistic dynamics based on neurophysiological data. Hence the 
loose dependency between the model’s anatomical properties and functionalities could offer a 
wide range of applications especially in complex learning environments.
Keywords: spiking neural network, spike timing dependent plasticity, associate learning, 
reinforcement learning, cognitive modelling
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Chapter 1
Introduction
In 1999, Erickson and Desimone published a behavioural experiment on visual 
discrimination tasks with primates. Well-known as the GO/NO-GO experiment, for each 
trial the subjects were shown a visual image, namely a predictor, proceeded by another 
image, namely a choice, with a delay, whilst the neuronal activity in those primates was 
observed following some conditional performance rules. The performanee was measured 
through actions by the subjeets that required them to release or not to release a bar 
followed by a reward, i.e. a reward was applied if the subjects indicated if the choice was 
the correct match o f the predictor by releasing the bar, or the subjects did not release the 
bar if the stimuli were unmatched (Fig. 1.1). After a series o f trials, they found that the 
subjeets learned the frequently presented paired stimuli eompared to infrequently paired 
ones, and there was eorrelation between the activity o f neurons during the delay between 
those stimuli with the magnitude o f responses to both the predictor and choice stimuli. 
The latter indieated that the neurons have also learned the temporal sequence o f stimuli.
.Bar. Fix . Predictor Delay Choice . Wait
Bar releas
0 200 500 1000 2000 2500 %00
Time (ms)
Predictor Delay Choice Reward Predictor Delay Choice Reward
o  m m
f NO-GO
Figure 1.1. Behavioural task for visual association learning reproduced from Erickson and 
Desimone (1999).
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We perceive their finding as the effect of priming in memory recall. The cognitive 
behaviour of priming effect shows signs of influence of previous information on the 
perception of subsequent information (e.g., Meyer & Schvaneveldt, 1971; Tulving, 
Schacter & Stark, 1982; Schacter, 1992; Filippova, 2011). The effect is a result o f ‘spread 
activation’ mechanism in the brain in which a recently probed stimulus invokes its 
associated information, consequently strengthening the retrieval of information of a later 
proceeded stimulus when both are related. For this case, the prime stimulus acts as a cue 
for the later stimulus. Stimuli can be associated through many ways including sharing of 
properties, semantic relevance, and sequence correlation. Furthermore, following the 
causality law of the world, in which an event precedes an effect, many causal 
relationships are temporally related. This also relates for sensor-sensor, sensor-motor and 
motor-motor events (Worgotter & Porr, 2005); yellow before green for traffic lights 
(sensor-sensor), a visual image triggers utterance (sensor-motor), and an action of 
grasping after arm movement (motor-motor). These events are temporally correlated.
In many circumstances, depending on the type of a cue, negative or positive, we can 
observe the effective use of priming practiced in our daily life. For example, the priming 
effects of television food advertising on eating behaviour, political campaigns on poll 
counts, landmarks on route following, and the use of priming test for diagnosis or therapy 
on patients with thought disorder e.g. Schizophrenia (e.g., Condray, Siegle, Cohen, van 
Kammen, & Steinhauer, 2003; Quelen, Grainger & Raymondet, 2005) and Alzheimer 
(e.g., Borge-Holthoefer, Moreno & Arena, 2011). Hence, here we can see some potential 
applications that can be built inspired by the cognitive process of priming effect. For 
example, an agent can be trained to associate stimuli for visual recognition task, path 
tracking, and multimodal authentication e.g. audio-visual. With an appropriate network 
model, a support tool can also be developed to study some cognitive impairment.
On the other hand, understanding a cognitive process for its functional and structural 
behaviour is rather difficult as the brain is complex and there are times exhibiting chaotic 
patterns (e.g., Korn & Faure, 2003; Bob, 2007). The consistency of findings between 
studies at the cellular level from the neuroscience field and psychological behaviour
experiments still remains an intriguing subject to unearth. However, interesting progress 
has been made in artificial neural network research as a result of deeper understanding of 
the brain giving more meaningful biological interpretation to a model.
1.1 Artificial Neural Networks (ANNs)
Since the first generation of Artificial Neural Networks (ANNs) consisting of 
McCulloch-Pitts threshold neurons (McCulloch & Pitts, 1943), the field of ANNs has 
evolved to its third generation with spiking neuron models. In the simple model of 
McCulloch-Pitts threshold neurons, a neuron can only a have binary state based on the 
total weighted incoming signals from others, filtered by a threshold value. A neuron will 
be turned on (fired) if the total activation rises above the threshold, otherwise it will be 
turned off. Despite its simplicity, this first generation of neural networks forms a basis of 
most of the later designs of popular ANNs.
Neurons of the second generation use a continuous activation function (e.g. sigmoid and 
hyperbolic tangent) instead of step or threshold function to compute their output signal. 
This neural computation is known as rate coding, in which activation of a neuron models 
the mean firing rate. With such improvement of the output computation, they can model 
the intermediate frequency of pulsing that can approximate any analog fimction 
arbitrarily well (e.g., Maass, Schnitger & Sontag, 1991; Dasgupta & Schnitger, 1992; 
Vreeken, 2003). Typical examples of neural networks consisting of neurons of these 
types are feedforward, e.g. multi-layer perceptrons (Homik, 1989) and recurrent neural 
networks, e.g. Hopfield nets (Hopfield, 1982).
Another realistic improvement in the second generation models is in its learning 
efficiency. Learning is implemented through adjustment of weights by strengthening or 
weakening their efficacy. Hence, this can modulate incoming signals (total weighted 
activations), consequently affecting the strength of output. The synaptic plasticity 
mechanism inherits some biological properties of a real neuron. One popular algorithm is
the backpropagation with gradient-descent learning (Rumelhart, Hinton & Williams, 
1986), which has been widely applied in many problems with supervised data. 
Meanwhile, for unsupervised learning, the self organising map (SOM) network was 
introduced (Kohonen, 1982). Given an initial range, the algorithm updates the weights in 
certain neighbourhood of neurons, to become closer to the input.
The earlier generation ANN models have been successfully used to solve problems in a 
number of tasks including classifications, e.g. Ciota & Gawinowski (2004), Siraj, Yusoff 
& Lam (2006), and Salam, Mohamad & Salleh (2011), clustering, e.g. Radicchi, 
Castellano, Cecconi, Loreto & Parisi (2004), and de B. Pereira et al. (2010), and 
cognitive modelling, e.g. Wyble, Sharma, & Bowman (2005), Kaplan, Sengor, Gurvit & 
Guzelis (2007) and Yiisoff, Grüning & Browne (2009a). However, the plausibility of 
these models with respect to biological neuron properties is minimal with several 
drawbacks.
The findings from neurophysiological experiments provide clues how information is 
encoded in the brain (e.g.. Bloom et al., 2001; Purves et al., 2008). Biological neurons 
use pulses or spikes to transmit information across brain regions. It is now well accepted 
that computational significance lies in the timing of those spikes (e.g., Hopfield, 1995; 
Maass, 1997; Thorpe, Delorme & Vanrullen, 2001; VanRullen, Guyonneau & Thorpe, 
2005). Therefore, with their biological counterparts in the use of spikes for neuron 
communication and computation, the niche of the third generation models is ascribed to 
their spatio-temporal information encoding. Spatio-temporal neural networks are 
commonly known as spiking neural networks (SNNs) (Gerstner & Kistler, 2002). 
Furthermore, it has also been discovered that humans can perform visual recognition i.e. 
facial recognition, in less than 100 ms (Thorpe et al., 2001). It takes at least 10 synaptic 
steps from the sensory level to the cortex, approximately 10 ms of processing-time per 
neuron. Therefore, with such information processing speed, the duration is too short to 
allow an averaging mechanism like rate coding (Gerstner, Kempter, van Hemmen & 
Wagner, 1999; Thorpe et a l, 2001).
It has also been found that real neurons exhibit richer dynamics in terms of spiking 
behaviours and computational properties. With a wide range of behaviours such as tonic 
spiking, phasic spiking, bursting, threshold variability, spike frequency adaptation, 
bistability and other stochastic oscillations (Izhikevich, 2004), it is improbable that these 
spiking dynamics have no meaningful computational interpretation. Another interesting 
feature of neuron biological process known as Spike-Timing Dependent Plasticity 
(STDP) can only be modeled using pulse coding (Bi & Poo, 1998). STDP uses 
correlations in the firing times of pre- and postsynaptic neuron for synaptic changes. 
Additionally, through the third generation models, memory capacity can also be 
maximised with appropriate encoding strategies. For example, the parameter of 
transmission delay in a spiking neural network allows formation of polychronous groups 
that can store a vast amount of patterns (e.g., Izhikevich, 2006, Paugam-Moisy, Martinez 
& Bengio, 2008). In encoding with polychronisation concept, a pattern is represented 
through a chain of neuron firings.
1.2 Biologically Plausible Learning
There have been many applications of SNNs to solve different problems especially when 
demanding analysis of complex data i.e. spatial and temporal data, (detailed discussion of 
SNNs and their applications can be found in Chapter 5). A number of algorithms have 
been introduced for implementing long-term potentiation (LTP) and long-term depression 
(LTD) of synaptic weights. As briefly mentioned earlier, STDP is arguably the most 
biologically plausible mechanism for learning in SNN paradigm (e.g., Bi & Poo, 1998, 
2001; Debanne, Gahwiler & Thompson, 1998; Abbot & Nelson, 2000; Feldman, 2000; 
Sjostrom, Turrigiano, & Nelson, 2001; Dan & Poo, 2004; Caporale & Dan, 2008). The 
increment or decrement of the weights is dependent on the order of pre- and postsynaptic 
spikes. If the postsynaptic (presynaptic) spike arrives after its presynaptic (postsynaptic) 
spike within some time interval, the weight is increased (decreased). This is also known 
as temporal Hebhian learning (Gerstner & Kistler, 2002). However, implementing STDP 
alone only constitutes an unsupervised approach. For learning applications requiring
specific goal definition, i.e. supervised learning, STDP needs to Be integrated with other 
suitable encoding strategies. Another limitation of learning with STDP is that it requires 
some control on synaptic changes as learning progresses, since the process could lead to 
infinité growth (suppression) of weights even after learning has reached its stable state 
(e.g., Izhikevich, 2006; Swiercz et al., 2006, Glackin, McDaid, Maguire & Heather, 2008; 
Ponulak & Kasinski, 2010)
In STDP based learning, for an unsupervised problem in an SNN, inputs are imposed 
during training, and the network evolves to a state in which its dynamics determine the 
output using the current values of the weights. The designed learning algorithms must 
uncover patterns and synchronicity in the network activity to create causal relationship 
between triggering input to an interpretable reached desired network state, i.e. the desired 
output (Dayan & Abbot, 2005). Meanwhile, in SNN supervised learning, STDP needs to 
be coupled with appropriate encoding scheme (e.g. Ponulak & Kasinski, 2006; Paugam- 
Moisy, Martinez & Bengio, 2008; Glackin, McDaid, Maguire & Heather, 2008). In such 
learning, synaptic changes are dependent on the direction of the gradient of the timing 
difference between currently produced output and target spike trains. However, the 
fidelity of so called ‘teacher signals’ (i.e. target spike train) operating in the biological 
network remains a conundrum. As discussed in review by Zipser and Andersen (1988), 
and Crick (1989), there are still questions open to debate; from which part of the brain 
might such instruction signals come, the consistency of the propagation of error signals 
with neurobiology and is there such local computation of error terms? In this research, it 
is our concern that, to some extent, a learning algorithm should be biologically plausible. 
In addition, we as well emphasise on learning with simple mathematical computation.
From past studies of SNN, we have found that little work has been reported on its 
implementation in reinforcement learning paradigm. What we found typically are abstract 
algorithms not based on explicit neural modeling (Sutton & Barto, 1998). Only recently 
there seems to be increasing work on modelling of reinforcement learning in SNN, after 
neurophysiological data linking dopamine signals in the brain that is believed to play an 
important role in enhancement of synaptic changes (e.g., Bailey, Giustetto, Huang,
Hawkins & Kandel, 2000; Gu, 2002; Dayan & Abbot; 2005; Smith, Starck, Roberts & 
Schuman, 2005). The dopamine signals are hypothesised to be responsible for the reward 
acquisition mechanism in the brain, thus giving us some clue on connection between 
synaptic plasticity at the microscopic level with behavioural changes in animals.
In reinforcement learning, agents must update their internal parameters in order to 
maximise reward over time at a given task (e.g., Sutton & Barto 1998; Dayan & Abbot; 
2005; Worgotter & Porr, 2005; Baras & Meir, 2007; Florian, 2007). This is implemented 
through a series of trial-and-error action-rewards in response to environmental stimuli. 
Unlike supervised and unsupervised approaches, where in most cases learning follows 
some specific rules with given initial state, in the reinforcement approach, agents explore 
and exploit their unknown identity states to establish a learning policy. We think this type 
of learning is more plausible, in agreement with the findings relating the role of 
dopamine signals in the brain reward circuits where at the cellular level they consolidate 
LTP and LTD resulted by STDP.
1.3 Computing Challenge
In the latest release of Grand Challenges in Computing Research report by the UK 
Computing Research Committee (UKCRC, 2008 -  updated January 2009) has also 
outlined two related areas under; 1) GC3 as application research: Memories for Life and 
2) GC5 as core research: The Architecture of Brain and Mind. For GC3, among the 
challenges for computer science are in Al -  indexing, clustering, automatic annotation, 
associative linking, contextual retrieval, narrative generation and in integration across 
senses, not only images and audio but also smell for example. These give us some hints 
on potential convergence between computer science and neuroscience, and the needs to 
process complex data. Hence this could lead to a truly remarkable range of applications.
Meanwhile under GC5, the challenge has been centred on moving from concrete 
neurological reality to abstract computer models -  from ‘white matter pathways’ to a
computer model of the neuronal workspace. The understanding of brain structures would 
bring some significant contributions; to advance work in robotics to have a robot capable 
of a range of sophistication in behaviour with some learning capabilities, to advance 
understanding of information processing mechanisms in the brain, leading for example to 
new therapeutic treatments, and can lead to a novel brain-inspired computer architecture.
For the next release of UKCRC 2010 (available information can be found at 
http://www.ukcrc.org.uk), there are still requirements for improvised or new methods for 
processing complex data. For example, among submitted proposals of computing grand 
challenges are those that address some needs of elastic sensor networks for information 
management in security applications, improvement for digital signatures from identifying 
a person to extracting his properties, synthetic sensory-motor systems for space 
navigation, and sensory substitution and multimodal interaction for disable groups 
supports.
1.4 Aim of the Thesis
In the spirit of the literature and up to date challenges offered in computing research, 
inspired by the neurobio logical properties in SNN, and cognitive behaviour of priming 
effect, we focus our research on a framework of pair-associate learning. In a stochastic 
spiking network with Izhikevich neurons (Izhikevich, 2003), an agent is trained to 
associate delayed paired stimuli, namely a predictor and a choice. We hypothesise that 
priming the agent with a predictor could facilitate the response to its choice.
The recurrent connectivity, properties of regular and fast spiking neurons, and synaptic 
transmission delays enforced in the proposed network, adapted from Izhikevih (2006), 
and Brunei and Lavigne (2009), provide richer dynamics to learning. Additionally, 
learning is implemented in a stochastic way with minimal assumption about the network 
dynamics. The network with random activity does not have any prior knowledge on the 
identity of learning signals. Input stimulation is induced at certain time only through
perturbation to the network activity. In a noisy environment, learning starts with 
coincident firings of neurons, and converges at high likelihood of postsynaptic firings due 
to causal effects.
Initially we propose a stimulus-stimulus (S-S) association using integration of STDP and 
firing rate. The contribution of our S-S model can be attributed to the application of the 
proposed learning rule using integration of STDP and firing rate in SNN, with 
Izhikevich’s spiking neurons. To our knowledge, there is no such model in the literature. 
Later, we extended the S-S model for richer network dynamics to a stimulus-stimulus- 
response (S-S-R) association model. This model implements reinforcement learning 
using reward modulated STDP. In addition to the previous model that performs only an 
auto-association task, the later model is able to execute temporal sequence associations.
The main contributions of our work can be seen as follows:
1. Cognitive model of learning. Our initial stimulus-stimulus (S-S) association 
learning model demonstrates the retrospective and prospective activities in the 
brain (published in Yusoff & Grüning (2010) and Yusoff, Sporea & Griming
(2011)), and the recent stimulus-stimulus-response (S-S-R) association learning
model exhibits the cognitive behaviour in reward acquisition task (submitted to 
/CfAW2072).
2. The findings demonstrate feasibility of learning with integration of STDP and firing 
rate. In the S-S model, synaptic plasticity is based on correlation between firing 
rates and spike timings, meanwhile in the S-S-R model, we implement reward 
modulated STDP. In this model, the firing rate is a parameter of a reward policy 
that derives a reward signal that determines the magnitude of synaptic changes. The 
derived reward signal modulates the synaptic changes proposed by the STDP rule.
3. Both of our proposed learning models can be used to train a stochastic network 
with recurrent and sparse connectivity.
4. The S-S-R model can be used to train temporal sequences.
5. Our models are developed with minimal assumptions of network dynamics;
learning is implemented in a noisy setting in which input stimulation is enforced
only through perturbation of background activity. Furthermore, the S-S-R model 
follows the protocol of reinforcement learning, hence there is no need of so called 
‘teacher signals’ as needed in instructive learning approaches (e.g., Farries & 
Fairhall, 2007; Legenstein, Pecevski & Maass, 2008; Ponulak & Kasinski, 2010). 
In our approach, learning starts from coincident firing of neurons and the derived 
reward signals (positive or negative) based on the firing rate of the target response 
group to reinforce stimulus-stimulus-response associations. The reinforcement 
strategy consequently strengthens the synapses from paired stimulus groups to its 
response group.
6. As an extension to our S-S model with synchronisation of activity as the core 
neural encoding, in the S-S-R model, we incorporate synaptic transmission delays 
and inter-stimulus interval (ISI) heterogeneous dynamics and as an attempt to 
implement polychronisation to increase memory capacity. In polychnronous 
network, a neuron can be a member of more than one group in the network and a 
pattern is represented through consistent activation of a neuronal group in a time- 
locked manner with some range of firing delays.
1.5 Organisation of the Thesis
The following parts of this thesis are presented in seven chapters {Chapters 2-8):
Chapter 2 -  describes the preliminary work studying the dynamics of information 
processing with priming effect in a paradigm of the Stroop test experiment. The Stroop 
effect demonstrates a negative priming effect due to limitation of our brain in inhibiting 
the irrelevant cue which consequently disrupts an attended task. The chapter first reviews 
some theoretical accounts of Stroop effect and known existing Stroop models, and then 
we discuss in detail the Stroop simulation experiments with rate neurons using a general 
model of Hopfield neural network;
Chapter 3 -  presents the literature review of Spiking Neural Networks (SNNs). The 
discussion includes the properties of SNN, reviews on related spiking neuron models,
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neural network architectures, spike coding schemes, synaptic plasticity and learning, and 
applications of SNNs.
Chapter 4 -  discusses in detail our S-S model. We present the basic properties of our 
model including network architecture, learning protocols and synaptic plasticity rules, 
and simulation experiments on stimulus-stimulus association learning.
Chapter 5 -  as an extension to our S-S model, we propose the second model, S-S-R for 
stimulus-stimulus-response association. We implement reward modulated STDP in a 
more plausible reinforcement learning paradigm. In this chapter, we first present the 
background of modulated STDP, some related works and the theoretical framework of 
our S-S-R model. In addition, the network properties and the standard learning protocol 
are also discussed in this chapter.
Chapter 6 -  extends Chapter 5 for implementation of our S-S-R model in a series of 
learning simulations in pair associate tasks. Here we demonstrate the ability of our 
proposed reward modulated STDP in learning temporal sequences of paired stimuli, i.e. 
delayed paired predictor-choice, under various pairing strategies. We also analyse our 
spiking network for priming effects in terms of facilitation and interference in memory 
recall, and learning with multiple responses.
Chapter 7 -  presents applications of our proposed S-S and S-S-R models in pair- 
associate tasks. We evaluate the performance of both models in solving selected real 
world problems.
Chapter 8 -  summarises our research in this thesis and suggests some potential future 
work for expanding the current findings.
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Chapter 2
Cognitive Modeiling of Priming Effect
Part o f  this chapter has been published as:
Yusoff, N., Sporea, I., & Grüning, A. (2011). Neural Networks in Cognitive Science — 
An introduction. In D. C. Verma & P. Lio' (Eds.), Bio Inspired Communications and 
Networking. IGI Global.
Yusoff, N., Grüning, A., & Browne, A. (2009b). Competition and Cooperation in Colour- 
Word Stroop Effect: An Association Approach. Frontiers in Behavioral Neuroscience. 
Conference Abstract: 41st European Brain and Behaviour Society Meeting, doi: 
10.3389/conf.neuro.08.2009.09.353.
Yusoff, N., Grüning, A., & Browne, A. (2009a). Modelling the Stroop Effect: Dynamics 
in Inhibition of Automatic Stimuli Processing. Proceedings o f the 2nd International 
Conference in Cognitive Neurodynamics. LNCS, Springer.
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For initial understanding on the dynamics of information processing in the priming effect, 
a cognitive behaviour known as the Stroop effect (Stroop, 1935) has been chosen for our 
experimental paradigm. In particular, we studied cognitive control in an environment that 
can cause automatic responses to certain classes of stimuli. These stimuli are the almost 
unavoidable negative cues that would result in distraction from the intended task due to 
one area of the brain dominating and suppressing the response of other functional areas. 
In such a condition, higher inhibition is required to boost attentional resources to provide 
the target response to the goal (e.g.. Herd, Banich & O’Really, 2006; Kaplan, Sengor, 
Gurvit & Guzelis, 2007). The goal of this initial stage of our work was to study memory 
formation and retrieval in terms of interference and facilitation.
2.1 Colour-Word Stroop Paradigm
In 1935, John Ridley Stroop discovered a cognitive phenomenon now known as the 
Stroop effect. The Stroop effect demonstrates the limitations of brain inhibitory processes 
on irrelevant responses. In his behavioural experiment, Stroop introduced a procedure 
known as the Stroop test (Stroop, 1935). In a Stroop test, subjects are required to respond 
(verbally) to a sequence of stimuli. The stimuli are the coloured colour-words in three 
conditions; control (e.g. a non coloured colour-word -  e.g. RED written in black or a non 
colour-word -  e.g. BOOK written in red), congruent (e.g. a colour-word RED written in 
red) and conflicting (e.g. a colour-word RED written in green). Participants are asked 
either to read the colour-words or to name their colours while the reaction times of 
performing the task are observed (Fig. 2.1).
The findings from Stroop studies concluded that there is increased reaction time in 
naming the colour of the printed colour-word denoting a different colour, while the 
subjects could easily read the word and ignore the colour. Meanwhile the congruence of 
the word and its colour reduces the time of response processing to the colour name. The 
automatic processing of a stimulus (here: word meaning) can cause interference or 
facilitation to other stimuli when this stimulus is presented in temporal or spatial
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proximity to the target stimulus (here: print colour) and can be seen as a type o f priming 
effect (e.g., Pash 1er, Johnston & Ruthruff, 2001; Johnson & Proctor, 2004). The priming 
effect occurs due to the automatic (and fast) processing o f irrelevant stimuli influencing 
less automated (and slow) target stimulus processing. The prime stimulus can be a cue if 
it is congruent with the target stimulus and facilitate its response; otherwise it is a 
distractor if they are conflicting. It is believed that whenever the interference occurs, 
cognitive inhibition is performed actively, requiring higher attentional control in 
producing the desired response to the intended stimulus.
BLUE GREEN YELLOW PINK
PINK GREY GREEN
BROWN PURPLE CAT RED
GREY XXXX
Figure 2.1. Example of stimuli in a Stroop test adapted from Stroop (1935).
The behaviour exhibited in Stroop provides us essential clues on some brain mechanisms.
Interference and facilitation
Competition of stimuli occurs when the task is to name the colour patch for a conflicting 
condition, as the response for the task (a word to be articulated that labels the name o f the 
colour) is distracted with the written word. Meanwhile the cooperation among stimuli can 
be observed when congruence between both facilitates the articulation o f the colour name. 
The phenomenon could also help us to understand the influence o f stimuli association on 
information processing speed due to what the psychologists termed as the priming effect. 
The priming effect explains how the semantic relationship between stimuli could speed 
up the recognition o f any o f them, when one precedes another. Otherwise, if the prime 
stimulus is not relevant, this could create interference to the later one. However, the 
interference only occurs if both are semantically relevant but with incongruent match, 
e.g., the word RED and the colour green are semantically relevant but incongruent.
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meanwhile the word BOOK and the colour green, are semantically irrelevant and 
incongruent.
The role o f attention in processing
Some stimuli are automatically processed requiring less attention from the brain, 
meanwhile some need more controls in order to focus to the attended stimulus to provide 
the correct response. This draws the distinction between automatic and controlled process 
(Posner & Snyder, 1975; Shiffrin & Schneider, 1977). Automatic processes are fast, thus 
they can occur involuntarily. In contrast, controlled processes are relatively slow and 
require more attention and always occur under voluntary control. For the Stroop case, 
reading words is an automatic process, meanwhile naming colours is a controlled process. 
The Stroop effect demonstrates a unique behaviour of selective attention. Typically, a 
target stimulus creates more enhanced cortical activity than the irrelevant one, but in the 
Stroop effect the distracting irrelevant stimulus dominates the brain.
Speed o f processing
There is a relevant difference in processing time for different stimuli. In the Stroop case, 
it is believed that the responses to word stimuli are processed faster, compared to colour 
names. Therefore whenever word and colour pair is presented, the response is faster for 
naming the colour if both are matched due to facilitation of the initially processed word 
prior to the colour name. Hence, colour naming becomes slower if both are unmatched 
due to the interference affect that requires more inhibition. Some postulate the speed of 
processing may be influenced by the effect of practice (e.g., Shiffrin & Schneider, 1977; 
Macleod and Dunbar, 1988), i.e. words are more dominant than colours.
A number of theoretical accounts to explain the Stroop effect have been discussed in 
MacLeod (1991). In any Stroop paradigm, there is always automatic processing of a 
stimulus involved that can cause interference or sometimes facilitation to another 
controlled process. There are also a number of accounts that have been made on the 
target-distractor issues in stimuli processing. For studying the facilitation and interference 
effects, our experiments relate the theory highlighted by Folk, Remington and Johnston
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(1992) hypothesising the distraction that can occur whenever the automatically processed 
distractor shares some associated features with the target present in the same location. We 
believe this could closely explain why the Stroop effect only occurs whenever the stimuli 
are incongruent but semantically relevant.
At this stage of study, we were investigating the cognitive mechanism underlying the 
priming effect in the colour-word Stroop effect paradigm. The cognitive mechanism 
encompasses how association between stimuli is made, stimulus cueing, facilitation and 
interference in memory recall and response processing with stimulus priming. In addition, 
the procedure in the Stroop effect test could also be a guideline in setting up the learning 
protocols.
2.1.1 Existing Colour-Word Stroop Models
Ever since the Stroop test was introduced, there have been a number of models with 
different emphasis in cognitive information processing. One of the most influential 
models is the parallel distributed processing (PDF) model developed by Cohen, Dunbar 
and McClelland (1990). To simulate the automaticity of word reading, for 
backpropagation based learning, the ratio between word patterns to colour patterns is 
10:1. Their model provides good coverage of Stroop-related data, but it is our concern 
that modelling of human cognition should be biologically plausible in nature. There are 
some aspects of parallel distributed processing models with backpropagation algorithm 
considered to be unrealistic compared to content-addressable (aka associative) models 
which are more plausible (an extensive review can be found in Crick (1984)). Another 
PDF model has also been proposed by Phaf, van der Heijden and Hudson (1990) known 
as SLAM (SeLective Attention Model). They use a general attention model but with a 
different architecture of pathway connections. For faster processing, the word stimulus 
pathways are connected directly to the response layer, whilst the colour pathways are 
connected through an intermediate layer to simulate the inhibition.
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Based on the Adaptive Control of Thought-Rational (ACT-R) cognitive architecture, 
Lovett (2002) proposed NJAMOS, a Stroop model also fitting a quite impressive 
coverage of Stroop-related data. The Stroop tasks in NJAMOS are implemented in terms 
of production rules, chunks of declarative knowledge and goals. The triggered production 
rules will compete with each other on the basis of their utility values, and given the one 
with highest value the action will be executed. In simulating the Stroop task, the rule 
associating the word reading will be easily invoked as it is general enough, thus it applies 
whenever the word-like stimulus is cued, resulting in a higher utility value of the rule. 
This represents the over practiced effect of word reading in human compared to colour 
naming. While ACT-R can perhaps claim cognitive adequacy it cannot account for 
biological realism. Hence this had raised a debate on the “symbol” versus “connectionist” 
(e.g., Pylyshyn, 1984; Polk & Seifert, 2002). Some researchers only regard ACT-R like 
based models as symbolic due to their processing mechanisms that involve matching in 
productions that only simulate the brain function at the neural level because it is only at 
the cognitive level that important generalizations can be retained.
A more detailed biologically realistic Stroop connectionist model has been proposed by 
Kaplan et al. (2007). In their model, four biological mechanisms are included, namely 
attention selection, automatic response (termed as “habitual response”), inhibition and 
error detection. The element of attention selection - specifying the task (word reading or 
colour naming) to be done, which also serves as the input to the net, is analogous to the 
Stroop test when the subject is told to perform one of the two tasks. Whenever the task of 
word reading is detected, the nodes in the habitual response network will be activated. 
On the other hand, if the task of colour naming is signalled, the nodes in the inhibition 
network are triggered to inhibit the automatic response in order the task (colour naming) 
will be able to provide the correct response. The error detection mechanism functions to 
readjust the “inhibition” if the value fed to the net earlier is not sufficient to inhibit the 
habitual task (see Fig. 2.2).
17
cw
CPWP
Figure 2.2. The Kaplan et al.’s connectionist model o f Stroop effect (reproduced from Kaplan et
al. (2007)).
Inspired by Kaplan et a l ’s model, we attempt to simulate the Stroop effect but with a 
more simplified network using only a single Hopfield Neural Network (HNN) (Hopfield, 
1982). The network is chosen for several reasons; we address the Stroop phenomenon as 
an association problem, the competition and cooperation of Stroop stimuli meets the 
pattern processing nature of the HNN. In Kaplan et al.’s hybrid model, a feedforwad 
network is used specifically to fimction as an error detection module to inhibit the 
irrelevant stimuli. This can be modelled via minimisation of the energy fimction in HNN 
pattern update procedure. In addition, the colour and word input channels, and the task 
(word reading or colour naming) channel can be represented as input vectors in a single 
HNN. In their model, habitual response and inhibition modules are triggered separately in 
response to word and/or colour stimuli, respectively. Using a single HNN, we define the
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habitual and controlled process (i.e. that requires inhibition) as dynamics of response 
processing that we manipulate the activation of input patterns, i.e. greater activation 
indicates a stronger input, hence resulting in stronger connection path that might cause 
habitual response with shorter processing time.
2.2 Colour-Word Stroop Model with Hopfield Neural Network 
(HNN)
We use HNN to simulate the effects of automatic processing of an irrelevant stimulus that 
influence the processing of the target response to a relevant stimulus (Yusoff, Griming & 
Browne, 2009a; 2009b). First, we developed a memory consisting of patterns 
representing four colour concepts with their associated background activity. Then, 
relevant Stroop stimuli were generated to simulate the Stroop test in human, where the 
time required for each Stroop stimulus to converge to any memory pattern was computed.
2.2.1 Colour-Word Associative Memory
To model the Stroop effect, we created a Hopfield network with an imprinted memory set 
of four random 56-bit patterns (see Fig. 2.3). Each 56-bit pattern was generated with 
random (uniform distribution) activation of bits (consisting of bits +1 and 1). From our 
preliminary experiment, we have found that, a 32-bit pattern is sufficient to distinguish 
processing time based on the number of bit updates. Hence, in the following experiment, 
the 32-bit pattern was used to represent two input vectors consisting of <WORD> (16 
bits) and <colour> (16 bits) channels. For greater influence of the backgroimd, that 
figuratively reflects the “attention focus” in a goal-oriented task, a 24-bit pattern was 
used to represent the <Background> input vector. Thus a pattern with 56 bits length is 
used in our Hopfield based Stroop model. Therefore, each pattern stands for a colour 
concept and has three parts which stand for the colour word (<WORD> - 16 bits) and its 
visual colour (<colour> - 16 bits) and finally a pattern (<Background> - 24 bits) that
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models process noise due to ongoing other cognitive activity. It can be seen as a simple 
model of the degree of attention that is devoted to colour naming and word-naming. The 
idea is that the underlying cognitive representation of the colour has to be activated in 
order to trigger an action (speak out the colour / press a button) and the M l pattern of 
colour activation can be triggered by completing part-pattems that correspond to a 
visually perceived colour <colour> or the meaning of the read word <WORD>. If these 
are conflicting, they will compete to drag the pattern completing processes into different 
directions. An example of a memory is as depicted in Fig. 2.3.
<RED> <red> <Background: RED-red>
— — -j- —
<GREEN> <green> <Background: GREEN-green>
<BLUE> <blue> <Background: BLUE-blue>
—  + --------j- — +  —  -j- — +  — — +  —  +  +  — +  — +  —  +  —  +  — — — H“ — 4" — — — 4—1~ — — 4~"“ 4 "“ “ *i* — — 4" —
<YELLOW> <yellow> <Background: YELLOW-yellow>
—  — H—f- — 4" — — +  — H— — — — -f- — — — -f- — — -f- — —
Figure 2.3. An example of a memory for coloured colour words with their associated background.
2.2.2 Stroop Stimuli
For Stroop stimuli representations, from each memory set, 20 test patterns are generated 
to observe the recall performance. The performance is observed under three conditions 
of stimuli: control -  absence of irrelevant stimulus to the attended task (e.g. for a word 
reading; <Background><RED><minimal noise>, 4 test patterns), conflicting -  
incongruent colour concept (e.g. <Background><RED><green>, 12 test patterns) and 
congruent -  compatible colour concept (e.g. <Background><RED><red>, 4 test patterns). 
Performance is measured based on the number of bit-flips required in HNN updated 
asynchronously to converge to the closest (measured by Euclidean Distance) target 
memory pattern (Collier, 1997). This simulates the reaction time (RT) taken by a subject 
to perform any of the tasks.
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In our model, a part-pattern <Background>, <WORD> or <colour> is defined by its 
distribution of on-bits. The actual test patterns are derived from this by randomly flipping 
some of the on-bits to zero with a probability p. To model test-pattems that correspond to 
a word-reading task, the part-pattems are subjected to this noise as follows: In the 
<WORD> component the flip probability is 0.25 for each bit, and 0.88 in average (i.e. 
random noise with uniform distribution, p=[0.15, 1.0]) for the <colour> component to 
model the subject's focusing on the input channel for <WORD> which is assumed to 
reduce noise in this channel. Test-pattems that model colour naming are derived from the 
imprinted memory by flipping on-bits to zero with probability of 0.75 for <colour> and 
0.63 in average (i.e. random noise with uniform distribution,/?=[0.25, 1.0]) for <WORD> 
to model that despite focusing on the <colour> input channel the more automated cannot 
be suppressed to a high degree. For a word reading task, the greater noise in the <colour> 
channel than the <WORD> channel (i.e. p=0.88 > p=025) reflects a strong input (almost 
unavoidable) from the <WORD> channel. Even for a colour naming task, the greater 
noise in the <colour> channel (i.e. j?=0.75 > p=0.63) indicates a dominance of the 
<WORD> input over the <colour> input. This models colour naming task as a controlled 
process that requires support activation from the background (i.e. here percept as “focus”).
For test patterns for the congruent condition are generated simply by choosing <WORD> 
and <colour> part-patterns as above that stand for the same colour (4 combinations). Test 
patterns for the conflicting condition are derived by choosing those part pattems that 
stand for different colours (4*3 combinations) and finally control pattems are generated 
by choosing either the <WORD> or the <colour> component as above and setting the 
other component with noise by having maximum probability of 0.25 random switching 
on some bits (4 combinations)..
Finally, the <Background> component is a simple model of global processing noise due 
to background activity, limited attention and so on, and hence a test pattem's 
<Background> component deviates the more from the (unique) imprinted one the less 
focused an individual is. Different levels of distraction are then modelled by different bit-
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flip probabilities p  for the <Background> component. In our simulation, the p  is varied 
from 1 (all on-bits flipped to zero) to 0 (no on-bit flipped to zero, i.e. maximal possible 
focus on the task).
2.2.3 Technical Details of HNN setup
In bur HNN model (based on formulations in Hopfield (1982) and Popoviciu & Boncut 
(2005)), a memory is formed through pattern association. All memory pattems (a pattem 
noted as x) are correlated to each other using the equation in 2.1. The correlation derives 
a set of weights ()T) as a product of pattem vector associations.
M
Wÿ = S  Xi(k)xj(k), i Wii = 0, i j  = 1 ton  . (2.1)k=l
Once a set of association weights is obtained, a test pattem (represented by xr) is 
presented to the system. In our model, xr represents a Stroop stimulus with an amount of 
background process noise depending on the task to recall the target colour concept. To 
recall a target memory pattem, at any given time, each bit (representing a neuron in 
biological system) in xr, receives the total activation (net, computed using 2.2) from 
others through the HNN asynchronous update mechanism:
netift) = Zwji (xr/t)), i iJ  = 1 to n .  (2.2)
where neti(t) is the net input to neuron i at time t, Wp is the connection strength between 
neuron y to neuron i, xrj is the state of neuron j  (+1 or -1) in test pattern xr. In an update 
cycle, the state of neuron i is updated according to 2.3.
xri(t+l) = ©(netift)) = "
+1 neti(t) > 0
xvi(t) netift)=0
-1 netift) < 0
(2.3)
The Stroop HNN based model is illustrated in Fig. 2.4.
2 2
1. Present Stroop stimuli 
to the network
2. Asynchronous pattem 
update (max iter.=300)
<Background: WR [0% - 100%]><RED><green>
<Background: CN [0% - 100%]><RED><green>
<Background><RED><red> 
 >
<Background><GREEN><green> 
 >
3. Converged pattem
Figure 2.4. Hopfield neural network based Stroop model. The network consists of 56 neurons 
(bit), X , {rix=56, with nBackgrotmd=24, nwoRD=^ 6 and r ico io u r-^ 6 )  interconnected to each other (with no 
self-connection). Wy represents the strength of connection between neuron i and J. Depending on 
the task, word reading (WR) or colour naming (CN), at time t, the network is presented with a 
different test pattern stimulus, represented by xr. During Hopfield asynchronous update, each 
randomly selected bit, xr„ is updated until xr has converged to a closest memory pattern measured 
by Euclidean Distance within a maximum of 300 update iterations (with probability of 1/n « 0.02 
for each bit to be selected in every iteration).
2.3 Simulation Results
To study the influence of <Background> in response processing, with the Stroop task- 
related settings of colour concept, we ran a series of simulations with 10 different sets of 
random pattems for the colour concepts. The average number of bit-flips required by the 
HNN asynchronous update recalling the closest correct memory was recorded as the 
reaction time. The maximum number of update iterations for each test pattem was 300 
iterations for each trial (with a total of 100 trials for each test pattem) with equal 
probability for a bit to be updated provided the 56-bit length vector.
2.3.1 Effects of Background Noise to the Attended Task on Processing
Not unexpectedly, for both tasks word reading (WR) and colour naming (CN), less 
deviation from the imprinted <Background> pattem leads to a decrease in response (i.e. 
convergence) times (see Fig. 2.5). However the effect of stimuli conditions varies
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between WR (top) and CN (bottom). The response to WR is processed faster compared to 
CN for all levels of distraction in <Background>. WR requires less processing time due 
to greater initial activation of <WORD>, meanwhile the higher processing time in CN is 
a result of the great bit-flip noise of the <colour> and less suppression of <WORD> 
(irrelevant stimulus) raising interference making it more difficult to reach a local attractor 
corresponding to a colour representation.
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Figure 2.5. Performance results of the Stroop task with <Background> noise modulation from p 
= 0 (fully focused) io p = 1 (maximum distraetion) for {top) word reading (WR) and {bottom) 
colour naming (CN), in three stimuli conditions; control, conflict and congruent.
For WR, there is no significant influence {p >0.1) of the Stroop conditions (control, 
conflict and congruent) on the reaction time. It is shown that, at each distraction level, the 
responses to any Stroop stimulus are recalled with similar reaction times. Meanwhile 
there is a significant difference {p <0.01) found in CN for the conflicting condition (no 
significant effect in control and congruent conditions, p (control,congruent) > 0.05). For CN, 
interferences constantly occur at all distraction levels in conflicting stimulus conditions.
24
Otherwise, greater similarity to the imprinted colour memories facilitates the response 
processing in the congruent stimulus condition.
2.3.2 Comparison to Human Performance
Fig. 2.6 shows human (left) reaction times (in msec) and model (right) reaction times (in 
number of bit-flips until convergence). For our model, in relation to the human average 
performances with variety of cognitive abilities, e.g. age and education (Kaplan et al., 
2007), we consider the average of the reaction time (RT) in processing the response for 
both WR and CN at all levels of background noise. The results show that the words are 
always read faster than colours are named, (for the model data: WR: RTcon//-o/=7.05 bit- 
flips, Kïconflicrl26 bit-flips, RTco„g„/e«/=6.53 bit-flips; CN: RTco«/ro/=13.05 bit-flips, 
RTcon/7/c/=18.32 bit-flips, RTco«grMe«/=10.39 bit-flips). The increase in reaction time can be 
found in the conflicting stimuli conditions both for humans and the model.
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Figure 2.6. Performance results for Stroop task. (Left: Results from empirical study by Dunbar & 
MacLeod (1984), Right: Results of the model’s simulation.)
In addition to the RT, we also observed the frequency (freq) of correct recalls to target 
responses. Referring to Table 2.2 and Fig. 2.7, consistent with what are recorded in RT, 
longer processing time leads to higher recall error rate. The correct recalls recorded in 
WR are as follows, WR^ e^ c^o/j/ro/,cor/-ec/^ ~87.82 bit-flips, WR^ gg^ co«/7/c/,co7rec(j~87.43 bit-flips,
^ ^ f r e q ( c o n g r u e n t . c o r r e c t ) = 9 \ . ^ l  b i t - f l i p S ,  w h i l s t  f o r  CN WO o b t a i n e d ;  C ^ f r e q ( c o n t r o l , c o r r e c t )  =  l O M
freq  (conflict,correct) 23.25 b i t - f l i p S ,  freq  (congruent,correct) 81.02 b i t - f l l p S .  For t h l s
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study, as what have been emphasising in the reported psychological Stroop studies, we 
only focus on the RT as the determinant of the Stroop effect. From our experiments, the 
variability in initial attention level and initial activation of stimulus (both relevant and 
irrelevant) causes the differences in reaction times and frequency of correct recalls in 
both WR and CN. In reality, this reflects the dominance of word stimuli that results in 
habitual response which could disrupt human attention at certain levels of information 
processing, when a cue stimulus is incompatible with an attended task (e.g. Posner & 
Snyder, 1975; Shiffrin & Schneider, 1977; Herd et al., 2006).
T a b l e  2.1
A v e r a g e  o f  C o r r e c t  R e c a l l  f o r  
W o r d  R e a d in g  (W R ) a n d  C o l o u r  
N a m in g  (CN)
Task
Average reaction time 
(num. of bit flips)
Control Conflict Congruent
WR 87.82 87.43 91.87
CN 70.64 23.25 81.02
S 50
Figure 2.7. Illustration of results from Table 2.1
2.4 Summary and Discussion
HNN has been used to simulate the interferences and facilitations in processing responses 
to Stroop stimuli. For this purpose, a cognitive colour concept is broken down into three 
components standing for activation coming in through the word reading and the colour 
naming channels and a third component accounting for noise coming from various 
unspecified sources (background activity, lack of attention to the task and etc.).
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The results show that our simple model is able to simulate the interference and the 
facilitation while reflecting human reaction time data on the Stroop effect. We therefore 
suggest that the Stroop effect could simply be viewed as an associational or pattem 
completion effect (e.g., Ellis & Humphreys, 1999). A Hopfield network has a set of 
imprinted memories which serve as attractors for its bit-flip update dynamics. These 
attractors correspond to the fixed cognitive colour concept that among other things 
(which can also be thought to be subsumed in the background noise) has components that 
correspond to the word corresponding to that colour as well as components that 
correspond to the visual percept of that colour.
In the congruent cases, inputs from both the word reading and colour naming coincide 
and would drag cognitive activity easily towards the corresponding frill colour concept. 
In the control case, which corresponds to reading colour words in a neutral colour (i.e. 
black) or to seeing words with no colour association printed in colour, no problem arises 
since again the activity is easily attracted to the colour concept corresponding to the non­
neutral channel. Finally in the conflicting configuration a conflict arises because the 
combined activity has components that would drag it to different (mutually exclusive) 
attractors of the HNN corresponding to different cognitive colour concepts. Depending 
on the intensity of the two different competing channels which might stem from attention 
to the task or from different degrees of automaticity of the two conflicting channels, the 
one or the other subpattem wins and the resulting pattem is dragged to the attractor that 
corresponds to the “stronger” subpattern.
We address the Stroop phenomenon as a priming effect that results in facilitation or 
interference in memory retrieval. Here we support the semantically related target- 
distractor hypothesis by Folk et al. (1992) that in the colour-word Stroop case, the target 
task colour naming, e.g. <red> shares a semantic property with its distractor, the colour 
word e.g. <GREBN>. This is evidenced by the increased number of bit updates required 
in HNN pattem recall when paired stimuli are conflicting compared to when there is only 
a single stimulus (control case) that in our simulation despite of the noisy
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<BACKGROUD> pattem, we also randomly (with p=025) activate the irrelevant 
channel.
At this stage of research, we were only studying the dynamics of information processing. 
Unlike other models, we explored the priming effect in a network with recurrent 
connections. The suggested model describes the Stroop effect without any particular 
assumptions about processing pathways or cognitive architecture by using a general 
purpose associative neural network metaphor. However the fidelity of our model is
J
somewhat minimal. The model is limited to modelling the cognitive control mechanism 
only at the cortico-cortical level, where we assumed the stimuli are already pre-processed 
by other sensory networks. Therefore, the model does not explain the asymmetric 
processing of word stimuli.
At this point, we also see the potential of several dynamic parameters in enforcing the 
proper function of the model, for example the dynamics of firing behaviour, the 
refractory properties of each neuron in the network and the adaptation to stimulation. 
This suggests that these parameters need to be studied together for better approximation 
to human cognition, which is difficult to derive from our discrete based model. One 
immediate future direction is to enhance the dynamics of the model with some elements 
of a spiking neuron model. For its best in temporal processing, the spiking neuron model 
could improve the current rate coded model in capturing response processing time. 
Furthermore, by embedding the time properties, using appropriate parameters, we can 
also experiment the influence of delay between stimuli on response processing in the 
Stroop effect. The model can then be used to predict the competition and cooperation of 
stimuli in response processing more accurately, and be tested on whether it can be 
generalised to other similar information processing paradigms.
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Chapter 3
Literature Review: 
Spiking Neural Networks (SNNs)
Spiking Neural Networks (SNNs) fall into the third generation models of Artificial 
Neural Networks (ANNs). In comparison to McCulloch Pitts based models, SNN has 
more advantages for biological reasonable values of its fonction parameters, and fast and 
efficient computation where the timing of input signals carries important information 
(e.g., Hopfield, 1995; Maass, 1997; Thorpe, Delorme & Vanrullen, 2001; VanRullen, 
Guyonneau & Thorpe, 2005). In neuron communication, within a certain time interval, 
signals in the form of a spike pulse are propagated in the neuronal workspace. Thus, by 
exploiting the spiking behaviour as the core element of the model, SNN models more 
closely simulate the biological neural system. On the other hand, the computational 
complexity in the previous models that requires a mass number of hidden units could be 
simplified with a single spiking neuron function. Hence, a small number of McCulloch 
Pitts neural networks can also be computed by a small SNN (Mass, 1997). The dynamics 
of neuronal circuit consisting of spiking neurons with spatio-temporal distribution of 
spikes have been of interest in most of the recent ANN models.
In this chapter we discuss the main features and issues in the field of Spiking Neural 
Networks. The discussion begins with some properties of spiking neuron models, where 
we first summarise the elements of neuronal dynamics in a biological neuron system. 
Next, we highlight the computational complexity and plausibility of some selected 
models. Then we extend the discussion to models of synapses concerning network
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architectures, spike coding and learning algorithms in SNN. We complete the chapter 
with a review of the SNN applications.
3.1 Spiking Neuron Models
The advent of technology in electrophysiological and neuroimaging studies to delineate 
activity in brain have allowed better investigations, recordings and simulations of brain 
activity projecting the structural and functional behaviour of it. Looking more closely at 
the brain, it consists of a large number of neurons (Fig. 3.1). These neurons form 
connections with each other to compose a network and interact among them whether 
receiving stimuli (input) to triggering actions (output).
In general, a biological neuron has three main components; dendrites, soma (or cell body), 
and axon. Dendrites receive signals from other neurons (connected by synapses) and the 
soma sums the incoming signals. When sufficient input is received, the cell is fired, that 
is it transmits a signal over its axon to other cells (e.g.. Bloom et al., 2001; Gerstner & 
Kistler, 2002).
b Î s M K ' . . ' SynapM
Nudew
C«Ubody
Figure 3.1. Left: Biological neuron system (drawing by Ramon y Cajal, 1909, taken from 
Gerstner & Kistler, 2002). Right: Components of a neuron; dendrites, soma and axon, that play 
roles in signal transmission from a sending neuron (presynaptic neuron) to receiving neuron 
(postsynaptic neuron).
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Neurons in the biological system communicate through their specific chemical 
messengers, known as neurotransmitters (e.g.. Bloom, Nelson & Lazerson, 2001; Tortora 
& Grabowski, 2003; Purves et al., 2008). A neurotransmitter carries, boosts and 
modulates signals between neurons. Typically, it is released from the axon terminal then 
it crosses the synaptic cleft to reach the receptor site of the other neuron. For brevity, a 
presynaptic neuron sends information in a form of pulses known as action potentials or 
spikes, to a postsynaptic neuron. The postsynaptic neuron might or might not fire 
depending on the potential difference between the interior of the cell and its surroundings 
(i.e. at a synaptic cleft). This potential difference is known as membrane potential (e.g., 
Gerstner & Kistler, 2002; Tortora & Grabowski, 2003). In this thesis, we represent the 
membrane potential with a variable v.
Without any triggering spike the resting membrane potential Vrest is normally in between - 
-70 and -60 mV. The resting state can be changed by the excitatory synapses which 
induce the excitatory postsynaptic potentials (EPSP), or by the inhibitory synapses which 
produce the inhibitory postsynaptic potentials (IPSP) (Fig 3.2). With a negative resting 
state, the membrane already has a negative polarisation. A membrane is depolarising if an 
excitatory input reduces the negative polarisation, and it is hyperpolarizing if an input 
increases the negative polarisation (Tortora & Grabowski, 2003; Purves et al., 2008).
When the membrane potential v reaches a certain threshold, a neuron is triggered to fire, 
generating an action potential or spike. Often, a summation of many impulses is required 
to produce sufficient v. The summation either resulted by accumulated impulses from a 
number ofpre-synaptic neurons firing simultaneously, or firings of a pre-synaptic neuron 
a number of times in rapid succession (Bloom et al., 2001). Directly after a neuron fires, 
there is a refractory period where the neuron cannot generate another action potential and 
the membrane potential decreases. The decreased membrane potential is known as after­
hyperpolarisation potential (AHP).
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Figure 3.2. Membrane potential of a neuron in response to input currents. With no input, the 
membrane potential is at its resting state Vrest, in between -70 and -60 mV. When the inhibitory 
input arrives, it triggers the inhibitory postsynaptic potential (IPSP) where the membrane 
potential value decreases below Vrest- Following a sufficient summation of excitatory inputs, 
excitatory postsynaptic potentials (EPSPs) are triggered. Once the membrane potential value 
reaches the threshold vthresh, in between -55 and -40 mV, a spike is fired. After the spike reaches 
its peak, the membrane potential decreases (after-hyperpolarisation potential AHP) to a value 
below Vrest- This is known as the refractory period. Then the membrane potential settles back to its 
resting potential.
Generally, a spiking neuron model describes a summation of input that produces a spike 
indicated by the increase or decrease in the membrane potential variable. Therefore, in 
most spiking neuron models, the basic elements of neuronal dynamics can be 
characterised by the following properties (e.g., Gerstner & Kistler, 2002; Izhikevich, 
2007a):
■ Membrane potential
■ Excitation variables -  describes the upstroke of the spike
■ Recovery variables -  models after the downstroke of the spike
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■ Adaptation variables -  represents activation of slow voltage currents, built up 
during prolonged spiking (Izhikevich, 2003), but not all models include this.
Some examples of spiking neuron models include Hodgkin-Huxley (Hodgkin & Huxley, 
1952), integrate-and-fire (since Lapicque (1907) as reviewed in Brimel & van Rossum
(2007)), FitzHugh-Nagumo (FitzHugh, 1955), spike response model (Gerstner, 1995) and 
Izhikevich spiking model (Izhikevich, 2003). The plausibility of these models can be 
analysed in terms of their richness and complexity of neuro -computational features. A 
better model has wider coverage of spiking behaviours (e.g. regular spiking and bursting) 
of individual neurons when responding to certain current voltage (input). Nevertheless, 
richness of spiking behaviours should also be reserving the computational complexities. 
Even though having good coverage of spiking behaviours, some models would demand 
quite a number of parameters which are not easy to deal with when fine-tuning them for 
any desired behaviours, while others could just derive the behaviour with only some 
manipulation of values. Perhaps the integrate-and-fire (IF) has been a dominant model in 
the applications of SNN. This is due to the simplicity in its model equation. However, the 
IF model is one of the models with least biological accounts (e.g., Izhikevich, 2004; 
Dayan & Abbot, 2005). For example in the widely used type of IF model, the leaky 
integrate-and-fire (LIF), since the model only has a linear equation with fixed threshold, 
it cannot have phasic spiking and spike latency (Izhikevich, 2004).
From the review of 11 spiking neuron models, made by Izhikevich (2004), we can 
shortlist to five models exhibiting an acceptable range of spiking dynamics. These 
models from the most to the least plausible are listed as follows; 1) Hodgkin-Huxley, 2) 
Izhikevich, 3) Wilson, 4) Hindmarsh-Rose, and 5) Morris-Lecar. However, from the 
computational complexity aspect, Izhikevich has more advantage as the Hodgkin-Huxley 
model is computationally intensive having each neuron update requires approximately 
1200 flops compared to only 13 in Izhikevich's.
Up to this point, we are interested with the rich dynamics and simplicity in computational 
properties of a spiking model. Therefore, in the following section, we will further analyse
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the properties of models with most biological plausibility and/or computational 
complexity advantages.
3.1.1 The Hodgkin-Huxley (HH) Model
The spiking neuron model by Hodgkin and Huxley (1952) is one of the most important 
models in computational neuroscience. They conducted an experiment on a squid axon 
and foimd three major ion channels namely sodium (Na), potassium (K) and leakage 
currents which were mostly carried by Cf ions. Therefore the HH model was proposed to 
explain the conductivity of these currents that pass through a cell membrane. The 
equation of HH model is read as fo Hows (3.1):
Cv' = 1- gKn^(v- - gMam^h(v- ENct)-gL&- EjJ (3.1)
C stands for membrane capacitance and v is the membrane potential. The variable I  
represents the summation of currents (synaptic or external). gK and gNa, are the time 
dependent conductance functions, and gi is the voltage-independent conductance that 
describes the leakage channel. Ek, EWaand E^are the reverse potentials for corresponding 
ions. Conductances and reverse potentials are empirical parameters. Typical values of 
conductances are = 36 mS/cm^, gNa = 120 mS/cm^ and gi = 0.3 mS/cm^. In the original 
HH model, for convenience, the reverse potential values were set where the resting 
potential was at v » 0 mV. Later, for a more realistic interpretation of the value for the 
resting potential that is approximately at v « -65 mV, the shifted reverse potentials are as 
follows; Ek = -12 mV, Ej^ a ~ 120 mV and El = 10.6 mV. Variables m, n and h (known as 
the gating variables) expressed in gNa and gK describe the probability that a given channel 
is open.
The HH model provides a biophysically meaningful description of the giant axon of the 
squid. The model equations capture the essence of spike generation through the 
conductances of major ion channels. However, neurons in the central nervous system
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have a larger variety of ion channels with much richer properties than the squid axon 
studied (Gerstner & Kistler, 2002; Izhikevich, 2007a). Hence, there might be some 
aspects of neuronal dynamics that could not be explained by the original HH model. 
Modifications of the original HH model, commonly known as Hodgkin-Huxley-type 
models or conductance-based models, e.g. Connor-Stevens model by Connor and 
Stevens (1971) and Morris-Lecar model by Morris and Lecar (1981), give better 
interpretations to the many dynamics of spike generation, if not all, but there is more to 
computational property of neurons than just the spike-generation mechanism (Izhikevich, 
2007a). Furthermore, the more accurate a model could explain the spiking properties, it 
would require more intensive mathematical equations (e.g., Izhikevich, 2004; Clopath et 
al., 2006). Therefore, since large simulation of neuron population provides more 
interpretive values of neuronal activity, HH model is computationally prohibitive.
3.1.2 Leaky Integrate-and-Fire (IF) Models
The simplest integrate-and-fire (IF) model, the leaky IF neuron is one of the most widely 
used models in SNN researches. A neuron is adequately modelled with a simple function 
by integrating input and then spike triggering at a certain threshold. The leaky IF model is 
written as 3.2:
v ’= I a  - bv,
(3.2)
ifv>  Vthresh, then v<- c
where v is the membrane potential, I  is the input current, and a, h, c and membrane 
potential threshold Vthresh are the model parameters. When v reaches Vthresh, the neuron 
fires a spike, and then v is reset to after-spike value c.
With a single variable v explaining the neuronal dynamics, the leaky IF model acts as 
only an integrator. This limits the model to other properties of spiking behaviour e.g. 
phasic spiking, bursting, threshold variability and bistability. As needs arose, a number of 
IF based models were then introduced with some models incorporating particular
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behaviours. Some examples of IF models include Integrate-and-Fire-or-Burst (Smith et 
a l, 2000), Quadratic IF (Latham, Richmond, Nelson & Nirenberg, 2000), Resonate-and- 
Fire (Izhikevich, 2001) and IF with Adaptation (Brette & Gerstner, 2005). However there 
is no single IF model that could exploit all properties of spiking behaviour.
3.1.3 Izhikevich (2003) Spiking Neuron Model (IM)
. i
Izhikevich's (2003) spiking neuron model (as in Fig. 3.3) was proposed based on two 
principals; computationally simple, and yet capable of producing rich firing pattems 
exhibited by real biological neurons. Depending on four parameters {a, b, c, and d), the 
model reproduces spiking and bursting behavior of known types of cortical or 
thalamocortical neurons (Izhikevich, 2004; Izhikevich, 2007a).
peak 30 mV
v(t)
reset d
u(t)
sensitivity b
Figure 3.3. Izhikevich spiking neuron model, reproduced from Izhikevich (2003).
Dynamics of membrane potential are explained by variable v (in 3.3), and u (in 3.4) 
represents a membrane recovery variable, which accounts for the activation of K+ ionic 
currents and inactivation ofNa+ ionic currents, and it provides negative feedback to v (v' 
is the derivation of v over time t). Meanwhile, synaptic currents or injected currents are 
delivered via the variable I.
v ’—0.04v^+5v+140-u+I (3.3)
u'=a(bv-u) (3.4)
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After the spike reaches its peak +30 mV {Vpeak= +30 mV), the membrane voltage and the 
recovery variable are reset according to (3.5). Vpeak is not a firing threshold, but the peak 
(cut ofÇ of a spike. The model has a dynamic firing threshold like real neurons, 
depending on the activity. Approximately the value is between -55 mV to -  40 mV. The 
resting potential in the model is between -70 and -60 mV depending on the value of b.
ifv>+30m V, thenu <-u + d, V <-c (3.5)
Fine tuning the value of the four parameters (a-d), can lead to particular behaviours of 
cortical neurons (and also some thalamocortical neurons). The descriptions of parameters 
a, b, c and d  are as follows:
■ Parameter a: the time scale of the recovery variable w, smaller values result in 
slower recovery (typical value, a = 0.02).
■ Parameter b\ the sensitivity of the recovery variable u to the subthreshold 
fluctuations of the membrane potential v (typical value, b = 0.2).
■ Parameter c: the after-spike reset value of the membrane potential v caused by the 
fast high-threshold K+ conductance (typical value, c = -65 mV).
■ Parameter d: after-spike reset of the recovery variable u caused by slow high- 
threshold Na+ and K+ conductance (typical value, d = 2).
Here we can conclude that the IM spiking neuron model is a simple model consisting of 
only two equations and has only one nonlinear term, i.e. v^ . Despite its simplicity, IM is 
also plausible. With just some coordinate changes the model still inherits a whole class of 
biophysically detailed and accurate Hodgkin-Huxley-type models (Hoppensteadt & 
Izhikevich, 2002). Based on these properties, the Izhikevich spiking neuron is the model 
of our choice.
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3.2 Neural Network Architectures
From the neuronal level we can go up to cortical structures, to the whole brain, and 
finally to the behaviour of the organism. Due to its involvement in higher fiinctions such 
as sensory perception, generation of motor commands, spatial reasoning, conscious 
thought and language, most of the research studying human cognition concentrate on the 
neurons at the cortical level.
The cortical neuronal network is composed of pyramidal cells (80%) and intemeurons 
(20%) (Abeles, 1991; Braitenberg & Schütz, 1991). Each neuron receives excitatory 
synaptic contacts from pyramidal cells and inhibitory contacts from intemeurons. In most 
parts of the brain, neuron connectivity is found to be sparse (e.g., Grillner, Markram, 
Schutter, Silberberg & LeBeau, 2005; Jones, 2000; Capaday et al., 2009). Pyramidal cells 
send connections to other pyramidal cells through AMPA (a-amino-3-hydroxy-5-methyl- 
4-isoxazolepropionic acid) and NMDA (N-methyl-D-aspartic acid) synapses. 
Intemeurons send GABAergic (gamma-aminobutyric acid) connections to pyramidal 
cells and other intemeurons. AMPA and NMDA receptors play a vital role in the 
mediation of excitatory synaptic transmissions, meanwhile G ABA is the inhibitory 
neurotransmitter in the brain. These connections send to the network all the information 
(stimuli) received from the lower levels of the brain, and interactions between cortico- 
cortical subpopulations. An example of a cortical model as proposed by Bmnel and Wang 
(2001) is shown in Fig. 3.4.
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Figure 3.4. The cortical network model. Pyramidal cells send connections to other pyramidal 
cells through AMPA and NMDA synapses. Intemeurons send GABAergic connections to 
pyramidal cells and other intemeurons. Both receive excitatory connections from other cortical 
areas. Pyramidal cells can be functionally divided in several groups according to their selectivity 
properties. Group #1 is selective to object #1, etc. (reproduced from Brunei & Wang (2001)).
The anatomical structure of a neural network is one of key properties to determine its 
dynamics. Thus in this section, we present some properties of neural network 
architectures. These network models are described as follows:
■ Feedforward networks -  neurons are connected in a one-directional flow (with no 
feedback connection) from input to output units (Fig. 3.5). There can be multiple 
layers of neurons depending on the complexity of a problem. The feedforward 
topology models the lower level of neural information processing (peripheral 
nervous system). Therefore, it is often used in modelling of low-level sensory 
system (e.g., Rochel, Martinez, Hugues, & Sarry, 2002; Dayan & Abbot, 2005).
output layer
intermediate layer
input layer 
Figure 3.5. Feedforward neural network.
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Recurrent networks -  neuron connections are bidirectional with feedback-loops 
(Fig. 3.6). Recurrent networks have richer dynamics compared to the feed 
forward networks (Dayan & Abbot, 2005). Therefore they are suitable in tasks 
that involve modelling, analysing and controlling objects (e.g.. Hertz, Krogh & 
Aimer, 1991; Kroese & van der Smagt; 1996). However, it is not easy to analyse 
and more difficult to implement supervised learning than in a feedforward 
network. It has been found that, in many parts of the brain, networks are recurrent 
in nature with sparse connectivity (e.g., Jones, 2000; Cutsuridis & Wennekers, 
2009).
Figure 3.6. Recurrent neural network with full connectivity with feedback-loops.
Excitatory-Inhibitory networks -  a recurrent network consists of excitatory and 
inhibitory subpopulations of neurons where the number of excitatory neurons is 
always greater than the one of inhibitory neurons, i.e. 4:1 (Abeles, 1991; 
Braitenberg & Schütz, 1991). With such asymmetric structure, this network 
model provides richer dynamics than the single population models with 
symmetric coupling matrices (Dayan & Abbot, 2005). Synaptic connectivity is 
predefined depending on the type of neurons; excitatory synapses on excitatory 
neurons, excitatory synapses on inhibitory neurons, inhibitory synapses on 
inhibitory neurons and inhibitory synapses on excitatory neurons (Fig. 3.7). 
Connectivity can be either fully or sparse random. The network is modelled 
directly after the structure of cortical network (as illustrated in Fig. 3.4).
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Figure 3.7. Excitatory-Inhibitory neural network with recurrent and random connectivity. 
Typically, the number of excitatory neurons is greater than the number of inhibitory 
neurons.
Liquid State Machine (LSM) -  a kind of hybrid network that inherits some 
properties of recurrent architecture but with random connectivity between neurons. 
It consists of a large, fixed recurrent network, commonly known as the neural 
microcircuit (NMC) that comprises a set of output units. The NMC functions to 
project the inputs into spike trains which later integrated in the readouts (Fig. 3.8) 
(Maass, Natschlager & Markram, 2002). In the LSM, only the connections 
between NMC and the readouts are modifiable. With no need to custom designed 
circuits, the network has been claimed to be able to perform many tasks including 
word recognition e.g., Verstraeten, Schrauwen, Stroobandt, & Campenhout 
(2005), robotics e.g., Hertzberg, Jaeger & Schonher (2002), and 
telecommunication e.g., Jaeger & Haas (2004). However, for a type of real-time 
computing without stable states, LSM requires efficient computations.
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NMC readouts
inputs
modifiable connections
outputs
Figure 3.8. Liquid state machine (LSM).
Network architecture is one of the important attributes of SNN. The architecture also 
determines the richness of the network dynamics. Regardless of the level of processing 
(e.g. sensory or cortical) the properties of architecture should at some point be consistent 
with properties of the neurons (e.g. cortical neurons) it is modelled with. This ensures the 
activity conveys closely the biophysical information. It has been known that the 
biological circuit is recurrent with sparse connectivity. However, until now, there is no 
definite answer on the accurate mapping of architecture and the function it reflects. Is 
there any existence of a so called homogeneous generic network, or the interaction 
between networks with inhomogeneous connectivity that play a role in a function 
execution?
3.3 Spike Coding
Neurons transmit information by emitting sequences of spikes in various temporal 
patterns. Therefore, in neural encoding, timing of action potentials conveys essential 
information (e.g., Bi & Poo, 1998; Thorpe et al., 2001). Neural encoding involves 
measuring and characterising how stimulus signals are represented by stereotyped action 
potentials in mapping the stimulus to a response. In this section we will review a number 
of up-to-date spike coding schemes. The discussion will be based on two paradigms of 
coding schemes; firing rates and temporal codes.
42
3.3.1 Spike Coding Based on Firing Rates
The idea that information lie in the firing rates is inspired by a pioneering work by Adrian 
and Zotterman (1926). From their experiments with frogs, they concluded that there is 
correlation between firing rate of stretch receptor neurons in the muscles with the force 
applied on the muscle. Therefore, this indicates that the firing rate of a neuronal 
population in response to a stimulus can be used to encode neuronal activity shown via an 
enhanced activity. Furthermore, the firing rate also encodes the intensity of the stimulus. 
Another finding to agree with this is the experiment by Kandel and Schwart (1991) on 
touch receptor in leeches. They found that, within a stimulation period of 500 ms, a 
stronger touch stimulus leads to more spike emissions. Since then, firing rate has been a 
standard measurement for neural encoding for many years. In the up to date definitions, 
firing rate can be viewed in three different notions as follows (Dayan & Abbot; 2005; 
Gertstner & Kistler; 2002):
a) Rate as a spike count (average over time) -  firing rate at time t during a trial is 
measured by counting all the spikes that occur between times t and t+At, for some 
interval At defined by the experimenter, and dividing this count by At. For some 
sensible averages of spike occurrences, typical values for At can be 100 ms or 500 
ms.
b) Rate as spike density (average over trials) -  firing rate is defined as the averaged 
number of spikes occurring between t and f+Zf over multiple trials.
c) Rate as a population activity (average over several neurons) -  firing rate is the 
summation of the number of spikes for the whole population, that occur between 
times t and t+At, for a small value of At.
3.3.2 Spike Coding Based on Temporal Codes
Without also to deny the role of firing rates in neural coding, there is growing evidence 
from behavioural experiments suggesting that essential information could also be found 
in the precise timing of spikes. A fly can change its direction in response to new stimuli
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within just 30-40 ms (Rieke et al, 1996). Such fast detection demonstrates that the 
response by the fly could only result one or two spikes. Hence, it is rather impossible to 
capture this fast signal processing by time averaged firing rate coding over long time 
window (Gerstner & Kistler, 2002). Furthermore, it has been found that humans can 
recognise visual scenes in just a few hundred milliseconds (Thorpe, Fize, & Marlot, 
1996). Even though the visual recognition task could involve several levels of processing, 
the timing is still relatively too long to capture each level. In another experiment with 
visual recognition has also observed that humans could also be able to detect images 
presented in unrelated sequence for only 14-100 ms (Keysers et al., 2001).
The behavioural experiments suggest the significance of spike timing in neural encoding. 
The concept of temporal coding arises when the precision of spike timing provides most 
of the information in neural processing. Some well-known strategies of temporal coding 
are presented as follows (Borst & Theunissen, 1999; deCharms, 1998; Gabbiani & 
Midtgaard, 2001; Liu, Tzonev, Rebrik, & Miller, 2001; Gertstner & Kistler; 2002; 
Izhikevich, 2006):
a) Time-to-flrst-spike coding -  this scheme assumes that the first spike contains most 
of the relevant information. For this, it counts the latency between a stimulus signal 
onset time and the time o f the first spike in the response signal (Fig. 3.9A).
b) Phase coding -  relevant information is contained in times of spikes with reference 
to a periodic stimulus signal. Spike trains encode firings of neurons in different 
phases with respect to the background oscillation (Fig. 3.9B).
c) Latency coding -  essential information is contained in the latency between spikes 
within a group of neurons in the response signal (Fig. 3.9C).
d) Rank order coding -  the time order of neuron firings encodes the key information 
(Fig. 3.9D).
e) Synchrony scheme -  time correlation between spikes conveys important 
information. This to assume that synchronous firing times encode the same 
object/event (Fig. 3.9E).
f) Polychrony scheme -  in this scheme, consistent activations of a group of neurons 
with delays in firings contain relevant information. In a difference with the coding
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A.
by synchrony scheme, where delays are assumed to be constant, this scheme 
assumes neurons from the same group could also fire in a certain acceptable range 
of delays (Fig. 3.9F).
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Figure 3.9. Timing based spike coding scheme: A) time-to-first-spike coding; B) phase 
coding; C) latency coding; D) rank order coding; E) synchrony scheme; F) polychrony 
scheme.
For information encoding in a spiking neural network, it is well-advised to count for time 
measurement either using firing rate (within a time window) or precise timing. Until now, 
there is no clear evidence that could lead us to determine the most realistic spike 
encoding (i.e. firing rate or precise timing) since both have been proven to convey 
computational significance on how the real neuronal system encodes a certain
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information. It is also unknown if different parts of the brain may execute different 
encoding strategies. Hence, in this study it is tempting to explore the integration of firing 
rate and precise timing encoding schemes. As neurons work collaboratively to perform a 
cognitive function (Bloom et al., 200; Purves et al., 2008), we anticipate that the neuronal 
activity may result from the interaction between the process at local synapses and global 
network activity.
3.4 Synaptic Plasticity and Learning in SNNs
Synaptic plasticity is the basic phenomenon underlying learning and memory, and plays a 
significant role for cortical computations (e.g.. Fortune & Rose, 2001; Bugmann, 2002; 
Dayan & Abbot, 2005; Sengupta, 2005; Chelaru & Dragoi, 2008). Synaptic plasticity is 
an increase or decrease in the efficacy of synaptic transmission that results from prior 
activity in the synapse under study (e.g., Gertnertt, Fortune & Rose, 2000; Zucker & 
Regehr, 2002; Sengupta, 2005).
Most synaptic plasticity models are inspired by Hebb’s postulate (Hebb, 1949). In his 
original theory, Hebb conjectured that if input from neuron A often contributes to the 
firing of neuron B, then the synapse from A to B should be strengthened. Even though 
Hebb only suggested the potentiation in synaptic efficacy, the theory has also been 
generalised to depression of synapses for repeated failure of neuron A to be involved in 
the activation of neuron B (e.g., Gerstner & Kistler, 2002; Dayan & Abbott, 2005). Often, 
the theory is also rephrased as the correlations in the firing activity of pre- and 
postsynaptic neurons, and generally known as Hebbian learning.
The conceptual view of Hebbian learning can be generalised into several aspects 
(Gerstner & Kistler, 2002):
■ Locality -  the synaptic modifications depend on local variables, i.e. on information 
that is available at site of the synapse, such as pre- and postsynaptic firing rate, and 
the actual value of the synaptic efficacy
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■ Cooperativity -  the synaptic changes depend on the level of activities at both pre- and 
postsynaptic neurons, thus interaction between these activities determine the 
amplitude of change
■ Time dependence -  the change in synaptic efficacy depends on the time correlation 
between pre- and postsynaptic neurons, such as precise time of occurrence of pre- 
and postsynaptic activities, or the timing order of spike arrivals between pre- and 
postsynaptic
We have briefly summarised some paradigms of Hebbian learning depending on both 
firing rate and time correlations. Next, we will discuss some implementations of learning 
in SNN.
3.4.1 Rate-dependent Hebbian Learning
Rate-dependent based Hebbian learning assumes that essential information in neurons 
can be obtained from their firing rates. From the cooperativity aspect of Hebb’s postulate 
that learning depends on the interaction between pre- and postsynaptic activities, the 
concept has also been applied in SNN learning. In such learning models, synaptic 
efficacy depends on the level of activity between neurons in a certain acceptable time 
interval.
For example in an SNN learning model proposed by Mongillo, Amit and Brunei (2003), a 
synapse is potentiated if the firing rates in both pre- and postsynaptic neurons within a 
certain time window reach a certain high threshold. Thigh. If it is only the presynaptic 
(postsynaptic) neuron reaches the Thigh, while its postsynaptic (presynaptic) only emits 
spike adequately higher than the low threshold Thigh, the synapse is weakly potentiated. 
Meanwhile, the depression of a synapse is applied if firing rates in both are below than 
low threshold Tioyv- Synaptic changes are given by some experimented probability values 
a. To involve the time course between pre- and postsynaptic activities, synaptic plasticity 
is implemented within a number of 100 ms learning time bins, with overlapping window
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frames Le. let a frame ti begin at time t==100 ms and end at then the following
frame t2 starts at t=150. Even though the rate dependent based models are feasible, they 
are only suitable for applications where precise timing is not an issue.
3.4.2 Spike-time Dependent Plasticity (STD?)
Spike-time Dependent Plasticity (STD?) is a generalisation and refinement of Hebbian 
learning (Gerstner & Kistler, 2002). In STDP, synaptic changes depend on the relative 
timing of pre- and postsynaptic spikes. Synaptic strength is increased (potentiation) if the 
presynaptic spike precedes the postsynaptic neuron within a time window of a few tens 
milliseconds. The strength is otherwise decreased (depression) when the order of the 
spikes is reversed. The phenomenon of such plasticity has been experimentally observed 
in hippocampal and visual cortical neurons verifying the effect of spike timing on 
changes in synaptic strength. The direction and magnitude (Fig 3.10) of the change were 
found to last approximately 10 to 50 milliseconds and decaying exponentially to 0 by the 
end of the time course (Bi & Poo, 1998; Nishiyama et al., 2000).
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Figure 3.10. Spike timing dependent plasticity. The percentage change in Excitatory Postsynaptic 
Current (EPSC) following the difference between pre- and postsynaptic spike timings i.e. At=tposr 
(reproduced from Bi & Poo, 1998)
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Often, plasticity is said to have significant effect on excitatory synapses only. For 
inhibitory synapses, the biological synaptic process is unclear and not many experimental 
data have been reported (Swiercz et al., 2006). Some believe that inhibitory plasticity is 
computationally unwise and is not pervasive in nervous systems (McBain, Freund & 
Mody, 1999). Although there is evidence on contribution of the plasticity of inhibitory 
synapses in some experiments, but the order of firing between the pre- and postsynaptic 
neurons is not modelled, thus plasticity only based on Hebb’s original rule with no time 
course involved (Paugam-Moisy, 2006).
The STDP mechanism can govern the variability of neuron firing by optimising the 
reciprocal timings between the presynaptic input and the activity of the postsynaptic 
neuron (e.g., Kempter, Gerstner, & van Hemmen, 1999, 2001; Song, Miller & Abbott, 
2000). By controlling the likelihood of postsynaptic activities in response to a given input 
can lead a network to some desired stable state. STDP has been successfully applied in 
unsupervised (e.g., Izhikevich, 2006; Pham, Packianather & Charles, 2006; Henry, Dauce 
& Soula, 2007; Long & Gupta, 2008; Arena, Fortuna, Frasca, & Patané, 2009) leaning. 
Furthermore, coupled with appropriate encoding strategy, STDP has also been 
implemented using supervised learning approach (e.g. Legenstein, Naeger & Maass, 
2005; Paugam-Moisy et al., 2008; Ponulak & Kasinski, 2010).
3.4.3 Spike-based Supervised-Hebbian Learning
In learning with spike-based supervised-Hebbian approach, neuronal activity is trained to 
converge at a target spike train. In implementing this, for example in a temporal-based 
learning paradigm, the postsynaptic neuron is forced to fire at a target time following a so 
called “teacher signal”. Thus, basically synaptic changes are dependent on the difference 
between the firing times of produced output (/o) and the desired output (fQ) spike trains.
In some proposed algorithms (e.g. Ruf & Schmitt, 1997), the synaptic changes Aw are 
only applied based on the firing time difference of a single neuron i.e. Aw = r](/d - ^o)
49
where /d and /<, are respectively the desired time and the spike time, and ;/ > 0 is the 
learning rate. Later to consider the activity of real neurons, that a neuron often receives 
input from several presynaptic neurons, the algorithm was then improved. A more 
realistic and practical approach has been proposed in the remote supervision method 
(ReSuMe) by Kasinski and Ponulak (2005). ReSuMe has been successfully implemented 
to code neural information in precisely timed spike trains with complex temporal and 
spatio-temporal firing patterns. The learning equation in ReSuMe reads as follows (3.6):
y  00
à W o i(t)  = [Sd(t) -  Soft)]  [ad + / üdi(s) Sifts) ds]y 0
which involves three types of spike trains namely the input »S/„, i.e.. Si, the output So and 
desired S</ spike trains. Synaptic changes are based on error minimisation between So and 
desired S^/with a non-correlative factor ad, aid(s) is the Hebbian term that is related to the 
causal order of spikes, and s denotes a delay between the pre- and postsynaptic firing 
times. The learning rule has been applied to both excitatory and inhibitory synapses and 
has been used with a number of spiking neuron models.
3.4.4 Modulated Spike-time Dependent Plasticity
With the emergence of evidence to relate STDP with reward circuits in the brain (e.g. 
Bailey et al., 2000; Gu, 2002; Smith et al., 2005), the number of reinforcement learning 
models in SNN is now increasing (discussion of related works can be found in Chapter 5). 
Here we describe a well known approach, the modulated spike timing dependent 
plasticity (Izhikevich, 2007b; Florian, 2007; Legeinstein, Pecevski & Mass, 2008). In 
learning with modulated STDP, synaptic change is based on a reward signal, eligibility 
trace and STDP learning curve. The weight update rule holds (3.7):
Aw = rft)zft) (3.7)
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The change of the synaptic weight Aw is proportional to the product of reward signal r(t) 
with an eligibility trace z(t). r(t) is the reinforcement signal derived from some reward 
policy. The eligibility trace zy(t) is the sum of weight changes of wy proposed by STDP. 
The eligibility trace zy(t) sums up weight changes from presynaptic neuron i to 
presynaptic neuron J. With the absence of r, i.e. r  = 0, during an interval, the eligibility 
trace z decays to 0 resulting in only small or no modification of the synaptic strength. 
Therefore, consistent reinforcement through reward within a time course results in the 
consolidation of synaptic strength w increasing the probability of pre- and post synaptic 
firings (Fig. 3.11).
Technically, learning in a spiking neural network can be implemented either using an 
unsupervised or a supervised approach. For unsupervised learning, perhaps the temporal 
based Hebbian paradigm, spike-time dependent plasticity (STDP), is to be the most 
biologically plausible approach. However, the unsupervised approach is not suitable for 
goal-oriented applications, where supervised approaches are more feasible. Nevertheless, 
in some supervised approaches proposed for SNN, for model simplifications, there are 
several assumptions made about firing behaviours of a neuron.
Among the assumptions made include that essential information in neurons can be 
obtained only from their firing rates (as reviewed in Kasinski & Ponulak, 2006). This 
may neglect the time course of a neuron’s membrane potential which has been found to 
carry important information in the neural system (e.g., Thorpe et al., 2001; Dayan & 
Abbot, 2005; van Rullen, Guyonneau & Thorpe, 2005). Some models (e.g., Bohte, 2002; 
Bohthe, 2002; Pfister, Toyoizumi & Gerstner, 2006; Florian, 2007) also assume each 
neuron in a simulated network to fire only once during a simulation cycle or firing 
behaviours have also to follow some distribution law, e.g. Poisson spike train. Such 
models ignore some dynamic properties of spiking neurons. Thus, here we aim for an 
algorithm with more stochastic properties of spiking neurons with practical 
computational complexity. In this study, we explore the integration of rate dependent 
encoding with spike-timings through STDP (described in detail in Chapter 4-6). Using 
Izhikevich’s spiking neuron model that exhibits some behaviours of cortical neurons, we
51
implement associative learning in the SNN paradigm. We explore learning through 
perturbations of the background activity in a noisy setting. In particular, the change of 
synaptic efficacy depends on time correlation between pre- and postsynaptic neurons at 
local synapses that consequently influence the global activity representing a response.
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Figure 3.11. Firings of pre- and postsynaptic neurons induce changes to the eligibility trace, as 
the variable z sums up synaptic changes that include both triggered by pre-post spike (dashed 
line), and post-pre spike (dash-dotted line) according to the STDP rule. The reward signal r 
modulates the eligibility trace z through consistent reinforcement (when r 0) to synaptic weight 
w  within a time course, i.e. Aw = r(t)z(t), the figure is inspired by Legeinstein, Pecevski & Mass
(2008).
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3.5 Applications of Spiking Neural Networks
Due to its powerful and realistic computational properties, SNN offers a range of 
applications. In this section we review several practical applications in which SNN has 
advantages in information processing especially when processing of complex data variant 
in frequency and time is of importance. The goal is to survey, the widely used spiking 
neuron model, and the trait of the problem domains in which SNN is implemented.
Olfactory system
SNNs with integrate-and-fire (IF) neurons have been trained to recognise odours (Brody 
& Hopfield, 2003; Allen, Abdel-Aty-Zohdy & Ewing, 2005; Ambard, Guo, Martinez & 
Bermak, 2008). The models have shown promising performance in odour selection when 
tested with varying range of odour concentrations in the presence of a strongly distracting 
background. Ambard et al. (2008), have successfully tested the odour recognition system 
with real data consisting of 4 gases namely hydrogen, ethanol, carbon monoxide, and 
methane.
Visual recognition
Attempts to process complex visual images have led to growing interests in applications 
of SNN in processing and recognition of image signals. These include character 
recognition, e.g. Gupta and Long (2007), edge detection, e.g. Wu, McGinnity, Maguire, 
Belatreche and Glackin (2007) and image clustering, e.g. Meftah, Benyettou, Lezoray & 
QingXiang (2008). In real problems, SNNs have been used in processing and detection of 
medical images. Cios, Swiercz and Jackson (2004) proposed a somatosensory-like system 
with Hebbian-type spike-time-dependent plasticity to train and classify diabetic 
retinopathy images. The learning method was then improved by Swiercz et al. (2006) 
with a new Synaptic Plasticity Activity Rule (SAPR) and was tested for object detection 
in eye images of diabetic retinopathy patients and lung images of cystic fibrosis patients. 
For digital watermarking, a Pulse Coupled Neural Network (PCNN) algorithm was 
implemented to process a digital image to protect the ownership by hiding a human iris
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data into a digital image for an authentication purposes (Hassanien, Abraham & Grosan, 
2009). The algorithm was used to adjust the intensity of the iris image. Then 
segmentation is performed to determine the boundaries of the human iris image.
Speech processing
Some related problems owing to varying frequency in speech and sound data in auditory 
systems could be solved using SNNs. SNNs have been used in emotion recognition via 
extracted vowel information from an input speech signal (Buscicchio, Gorecki & 
Caponetti, 2006). In Verstraeten, Schrauwen, Stroobandt, & Campenhout (2005), SNN is 
applied in recognition of isolated words in spatio-temporal speech data. A number of 
applications can also be found in sound localisation, the identification of input sound 
source position (e.g. Voutsas & Adamy, 2007; Liu, Erwin & Wermter, 2008; Glackin, 
McGinnity, Maguire, & McDaid, 2010).
Robotics
In the area of trajectory tracking, Kubota and Sasaki (2005) proposed a fuzzy spiking 
neural network algorithm to train mobile robots to memorise patterns of motion. The 
spiking neuron is based on the spike response model. The simulation results 
demonstrated that the robot can leam collision avoidance and target tracing through 
interaction with its environment. Meanwhile, Yanduo and Kun (2009) implemented a 
liquid state machine with the Parallel Delta Rule to solve the robot path planning 
optimisation problems. Their simulation results have proven the effectiveness of the 
proposed approach where it could produce optimal way, without collision and fast. For 
source localisation, SNN has been used for robotic agent collaboration in localising and 
repairing scale formations in tanks and pipes within inaccessible fluidic environments 
(Hagras et al., 2006). Each unit in the network represents a robotic agent. The learning is 
based on an adaptive Genetic Algorithm (GA). It has been shown that the robotic agents 
are able to move towards the site of scale formation and collaborate to repair damage.
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Simulation o f biological neural circuits
Due to its realistic properties, SNN could also be an ideal approach in modelling and 
analysis of biological neural circuits. With some realistic designs of network topology 
and its function, the recordings of neuronal activity from the simulation of SNN are then 
compared to the biological experiment findings, for example:
■ Dominguez, Becker, Bruce and Read (2006) -  developed a model that captures
some cortical links of hearing loss (tinnitus).
■ Cios et al., (2004) -  modelled a somatosensory system that simulates the four
levels of information processing: sensory afferents, spinal cord -  brainstem, 
thalamus and cortex.
■ Choe (2004) -  proposed a model of cognitive reasoning namely analogical 
processing in the thalamocortical networks. It has been hypothesised that the 
thalamus, thalamic reticular nucleus (TRN) and associated part of the cortex may 
be involved in completion and filtering mechanisms in the brain. Completion 
performs the activation of representations related to a certain given input, and 
filtering involves in removing irrelevant inputs among those completions.
■ Brunei and Lavigne (2009), Koepke, Loh, Costa and Deco (2006), and Lavigne
and Darmon (2008) — simulate the semantic priming effect in the brain, a
cognitive phenomenon that demonstrates facilitation and interference effects in 
stimulus processing preceded by a prime stimulus.
3.6 Summary and Discussion
We have reviewed the properties of a spiking neural network for plausible spiking 
dynamics, synaptic connectivity, spike encoding strategies, learning and synaptic 
plasticity, and its applications in several problem domains. In this study, we aim to 
propose a plausible learning algorithm that closely simulates the learning behaviour in 
human. In addition, the learning algorithm should also be able to cope with noisy and 
stochastic environment.
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For neural network dynamics, we conclude that Izhikevich spiking neuron model 
(Izhikevich, 2003) is the optimal model with rich and realistic spiking behaviours as well 
as with simple computation. The model inherits most of the Hodgkin-Huxley model’s 
(Hodgkin & Huxley, 1952) spiking dynamics and computational simplicity of widely 
used leaky integrate-and-fire (IF) model (e.g. Latham et al., 2000; Smith et al., 2000).
Network connectivity is also one of the key determinants for neural network dynamics. 
Here, we are interested for plausible anatomical structure of the cortical network due to 
its participation in higher cognitive functions. Several well-known topologies have been 
studied and we found that a network with recurrent connection provides richer dynamics 
compared to a feedforward network. Furthermore, the dependency between the network 
structure and its function is also one of our major concerns in this study.
The main challenge for learning in SNN is to find the suitable neural encoding. We have 
studied both up-to-date firing rate based and temporal based spike encodings. The 
computational significance in both has been proven from certain experimental data (e.g. 
Adrian & Zotterman, 1926; Kandel & Schwart, 1991; Rieke et al., 1996; Thorpe et al., 
1996) that explain the operations of real neuron system. Nevertheless, up to our 
knowledge not many algorithms incorporate both encoding. Therefore, it is intriguing to 
explore learning with integration of both firing rate and spike timing. In particular how 
plasticity that occurs at local synapses can be influenced or modulated by a global 
activity.
For a goal-directed learning (i.e. supervised) in SNN, most of the proposed algorithms 
(e.g. Ruf & Schmitt, 1997; Kasinki & Ponulak, 2005) require a spike template as the 
learning target. The objective of learning is to minimise the error between the desired and 
output spike timings. Even though learning has been proven successfully, it remains 
unclear on the biophysical mechanism of such synaptic plasticity in the brain (Zipser & 
Anderson, 1988; Crick, 1989). For this reason, we regard reward-based learning as more 
plausible that exhibits human learning. For such learning in SNN, modulated spike- 
timing dependent plasticity (e.g. Izhikevich, 2007b; Florian 2007; Legeinstein et al.,
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2008) demonstrates a mechanism of reinforcement learning in which synaptic plasticity is 
dependent on a global reinforcement signal that enhances plasticity at local synapses. The 
goal of learning is to maximise the reward signal through a series of reward-actions with 
no specific learning target (i.e. spike-train).
There is wealth of evidence demonstrating the promising applications of SNN in 
problems with complex and noisy data. On the other hand, computational complexity is 
still found to be the priority in implementation. For this reason, networks with integrate- 
and-fire spiking neurons are still the first in many applications. For some points we have 
discussed about the plausibility of integrate-and-fire models {Section 3.1), this again 
opens some questions on their uses in bio-modelling tasks. It has been known that the 
brain is chaotic in nature, thus it is more efficient to have a model that could capture 
richer dynamics. Hence, this raises a need to a new simple but plausible approach of SNN 
that can bring benefits in terms of implementation cost (i.e. complexity) and more 
meaningful interpretation of information processing.
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Chapter 4
Stimulus-stimulus (S-S) Association 
Learning for Spiking Neural Networks
Part o f  this chapter has been published as:
Yusoff, N., Sporea, I., & Griining, A. (2011). Neural Networks in Cognitive Science -  
An introduction. In D. C. Verma & P. Lio' (Eds.), Bio Inspired Communications and 
Networking. IGI Global.
Yusoff, N., & Griining, A. (2010) Supervised Associative Learning in Spiking Neural 
Network. In K. Diamantaras, W. Duch, & L. Iliadis (Eds.), ICANN2010. Springer.
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In this chapter, we propose a stimulus-stimulus (S-S) auto-association learning algorithm 
as a combination of firing rate dependent and STDP approaches (Yusoff & Griming, 
2010; Yusoff et a l, 2011). For learning simulation in a network with simple Izhikevich 
spiking neurons {Chapter 3, Section 3.1.3), we extend the rate dependent based 
associative learning by Mongillo et al. (2003), and integrate it with STDP rules suggested 
in Paugam-Moisy et al. (2008). The model can be implemented in a simple way without 
requiring any spike templates for learning targets. Supervision in learning is only through 
intensified current into paired target neuron subpopulations. Learning is performed by 
associating two different stimuli, a predictor and a choice, where synchronisation of 
network activity among inter- and intra-subpopulation neurons is an indication of 
learning convergence.
4.1 Network Architecture
In our simulations, the network structure is an adaptation of recurrent excitatory- 
inhibitory neural network models as proposed by Brunei and Lavigne (2009), Izhikevich 
(2003) and Mongillo et al. (2003). The network with Izhikevich spiking neurons is 
composed of 1000 neurons {N=1000) with 800 excitatory neurons {N e = 8 0 0 )  and 200 
inhibitory neurons {Ni=200), following the ratio of pyramidal cells (i.e. excitatory) to 
interneurons (i.e. inhibitory) in the cortical network (Abeles, 1991; Braitenberg & Schütz, 
1991).
Each neuron receives synaptic contacts from 20% of excitatory neurons {C e = 0 .2 N e )  and 
20% of inhibitory neurons {C e = 0 .2 N j) ,  randomly. The excitatory neuron population is 
divided into subpopulations or groups that each represents an object for the memory 
under study, while the inhibitory subpopulation acts as the global network inhibition. The 
neuronal grouping according to their selectivity properties is based on neurophysiological 
data (e.g. Kubota & Niki, 1971; Wilson et al., 1993; Fuster & Jervey, 1981; Miyashita 
and Chang, 1988) from inferotemporal cortex (ITC) or prefrontal cortex (PFC) 
recordings. Cells that are visually responsive show consistent activation in response to
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their best stimulus (Brunei & Wang, 2001). For this study, there are four groups of 
excitatory neurons, i.e. Si, i=0 to 3, with 160 (selectivity, /=0.2  -> fNE=160) units each. 
For simplicity, we allocate neurons into stimulus groups as the followings: So: neurons 1- 
160, Sj: neurons 161-320, S2: neurons 321-480 and S3: neurons 481-640, while the 
remaining neurons are non-selective (NS) to any stimulus and neurons from 801-1000 are 
inhibitory. An abstract representation of the network connection is shovm in Fig. 4.1
4.1.1 Neuron Spiking Dynamics
In the proposed network model with Izhikevich spiking neurons, neurons are classified 
into two different types of dynamics namely regular spiking (RS) type and fast spiking 
(FS) type. Like most pyramidal neurons, all excitatory neurons in our model are RS 
neurons with increasing inter-spike interval. The inhibitory neurons are modelled with 
fast spiking (FS) type neuron parameters that produce periodic firings of action potentials 
with high frequency (see Fig. 4.2). The inhibitory neurons with FS dynamics are well 
suited to suppress some neurons from reaching threshold when stimuli are non-optimal or 
weak.
Following the parameters as suggested in Izhikevich (2003), the dynamics of membrane 
potential, v, is given by equations 3.3 and 3.5 {Chapter 3, Section 3.1.3). All neurons are 
initialised with v = -  65.0 (at resting potential state), a -  <7 are the model parameters for a 
neuron to exhibit particular spiking behaviour, i.e. RS or FS type neuron. For some 
parameters, to have heterogeneous dynamics for different neurons, their values are 
updated with a random variable with uniform distribution in the range of 0 and 1, for 
neuron i, where C = 0 corresponds to RS neuron, i.e. gives bias distribution towards 
RS neurons. The values of parameters a- d  are given in Table 4.1.
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Ta ble  4.1.
I z h i k e v i c h  S p i k i n g  N e u r o n  M o d e l  p a r a m e t e r s  f o r  S t i m u l u s - s t i m u l u s
A s s o c i a t i v e  L e a r n i n g
Parameter Excitatory (RS neuron)
Inhibitory 
(FS neuron)
a 0.02 0.02 + 0.08C
b 0.2 0.25 -0 .0 5 g
c -6 5 .0 +  15^, -65.0
d 8 - 6 A 2
A.
S i
B.
O  excitatory  unit 
®  inhibitory unit
So S i S2 Sg NS IH
1-160 161-320 321-480 481-640 641-800 801-1000
Figure 4.1. (A) Recurrent spiking neural network consisting o f 80% excitatory (Ne) neurons and 
20% of inhibitory (N,) neurons, with sparse and random connectivity, p  = 0.2. The network 
comprises of an excitatory neurons pool and an inhibitory neurons pool. Si and Sj are 
subpopulations of excitatory neurons that are selective to a certain object stimulus. The 
connection strengths of excitatory synapses on excitatory neurons, excitatory synapses on 
inhibitory neurons, inhibitory synapses on excitatory neurons, and inhibitory synapses on 
inhibitory neurons, are labelled by wi/a, wei, wje, and wu, respectively. wi is the synaptic 
connection within the same subpopulation and Wa is the synaptic connection between two 
associated subpopulations. (B) Neurons are divided into subpopulations of stimulus groups (S) 
with 160 neurons each, non-selective neurons (NS) and inhibitory pool (IH).
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Regular spiking (RS)
F a s t  sp ik ing  (F S )
Figure 4.2. Types of neurons: {top) regular spiking and {bottom) fast spiking; figure is 
reproduced from Izhikevich (2004).
4.2 Learning Protocols
The associative learning rule proposed in this study follows the protocols in 
neuropsychological experiments with monkeys performing a visual recognition task in 
works by Sakai and Miyashita (1991), Erickson and Desimone (1999), and Naya, 
Yoshida and Miyashita, (2001, 2003). Stimuli were a set of images with various contrast 
levels. In their experiments, a learning phase consisted of a number of trials. In each trial, 
the subject was presented with a pair of stimuli, followed by an appropriate reward or 
punishment depending on the task. If the presented pair of stimuli was to be strongly 
associated (valid pair of stimuli), the monkey was given some form of reward. Otherwise, 
punishment would indicate both stimuli in the pair should be avoided from each other.
From their experiments, after a number of learning trials, recordings from cells in the 
associative cortex of the monkeys showed persistently increasing activity in the brain 
when presented with a stimulus. The activity was indicating not only the response to the 
shown stimulus but also the stimulus that the monkeys were expecting to be seen, one
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that had been associated to the shown stimulus. A number of successive trials resulted in 
facilitation in learning observed through reduced time in recognition of the later 
presented stimulus. Hence, the recordings from cortical neurons have concluded two 
types of task-related activity in the brain namely “retrospective” - related to previously 
shown stimulus and “prospective” - related to a stimulus that the brain expects to appear 
(e.g., Brunei & Lavigne, 2009; Erickson & Desimone, 1999; Mongillo, Amit & Brunei, 
2003). Prospective activity is not triggered directly by external stimuli but could be 
invoked by activations of other associated events.
For our implementation, in a learning session with each trial of 500 ms simulated time in 
1 ms step, the network is trained to learn a pair of stimuli. The learning trial is run in the 
following four intervals:
1. Pre-stimulus: Both excitatory and inhibitory neurons receive noisy external currents, 
y^i(t), where y is the strength of currents with yN(E)=3 and yN(i)=l, and ^i(t) is Gaussian 
noise with ju=0 and (7=1, injected to neuron i. The noisy current models the 
thalamocortical input (Izhikevich, 2003) and serves as some background activity with 
no preferred stimulus. At this state, neurons in the network only fire asynchronously.
2. Presentation o f the first member o f a stimulus pair. For t > 150 to t < 350 ms, the 
strength of external currents to the first target stimulus subpopulation (i.e. the 
predictor) is intensified to yQ(t) with y =30 and ( f t )  is the distribution with random 
values in the range of 0 and 1, uniformly distributed of the current.
3. Stimulus Onset Asynchrony (SOA): To model the delay between the onset of a 
predictor and a choice. There are some overlapping stimulation times between the 
two stimuli.
4. Presentation o f the second member o f a stimulus pair: For t>250 to t< 450 ms, the 
second target stimulus subpopulation (i.e. the choice) is stimulated with the same 
range of current as its associated subpopulation i.e. same procedure as in 2 .
For a testing phase, the network is also stimulated with similar amount of intensified 
currents but for every ms of the simulation time {t^500 ms). In this phase, the trained
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network is only triggered with any member of a pair, and we observe the activity in its 
associated group.
4.2.1 Synchronisation of Activity in a Network
For learning stimulus-stimulus association, in our experiments we define 4 conditions of
network activity as follows:
■ Asynchronous activity -  Neurons in a network fire at a random time and no target 
enhanced activity occurs (Fig. 4.3A).
■ Synchronous activity within a subpopulation -  Neurons in the same group fire in 
close temporal proximity within a certain time interval (see Section 3.3.2e) (Fig. 
4.3B).
■ Synchronous activity among inter and intra-subpopulation o f neurons -  Neurons in 
the same and associated groups fire closely within a certain time interval. The 
activation of neurons in the associated group could be due to some causal effect of 
the neuronal firing (Fig. 4.3C).
■ Synchronous activity in the network with co-activation o f  undesired groups -  A 
network suffers undesired activity due to activation of incongruent pairs (Fig. 4.3D).
4.3 Synaptic Plasticity Implementation
Synaptic plasticity is applied on excitatory to excitatory synapses {wi/f). Other synapses 
{wEh w/£, and wfi are set to some optimal values (as in Table 4.2) based on the initial 
experiment results from simulation with pre-structured synaptic matrix. In our 
experiments, inhibitory synapses are not plastic.
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Synaptic modification rules are based on spike emission rate and spike-timings of firing 
of pre- and postsynaptic neurons within a learning bin, T=100. The amount of 
potentiation and depression depends on the function of time difference in Fig. 4.4.
A
50 100 ISO 200 250 300 350 400 450 500
Time (ms)
c D
-ÿ-
I I  I 
i l l
Figure 4.3. Neuronal activity. A) Asynchronous activity, B) Synchronous activity within a 
subpopulation, C) Synchronous activity among inter and intra-subpopulation o f  neurons (i.e. 
stimuli association), and D) Synchronous activity in the network with co-activation o f  
undesired groups.
T a b l e  4.2.
I n i t i a l i s a t i o n  o f  s y n a p t ic  c o n n e c t i o n  s t r e n g t h s  w i t h  Ç u n if o r m e d  r a n d o m
VALUES BETWEEN 0 AND 1
Synaptic connection Coding Synaptic strength
Excitatory synapses on excitatory neurons 
(only where initialisation applies)
W i ;
Excitatory synapses on inhibitory neurons W e i 0 .5;
Inhibitory synapses on excitatory neurons W je <
Inhibitory synapses on inhibitory neurons W// - c
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Learning is implemented in a Hebbian paradigm, considering both rate dependent and 
time based approaches on emissions of spike by both pre-synaptic and post-synaptic 
neiirons in a learning window. The length of the learning window may vary depending on 
the experimenter and the type of neuron. For a sensible time window of spike occurrence, 
typical values are T==100 ms or T=^500 ms (Gerstner & Kistler, 2002). However the 
duration may also be longer or shorter (e.g., Keysers et al., 2001; Rieke et al., 1996; 
Thorpe et al., 1996).
1000
c
2DOZ
Ti.s T2.S Ti,e T2.E T, ms
Figure 4.4. Learning time bins with overlapping window slides, Tm.s is a beginning of a time bin 
which the plasticity ends at T n ..e  for r=100 ms (i.e. T n  e ~  T m .s) with increment o f {6T(Mogillo et 
al., 2003).
For our learning implementation, in a learning trial of 500 ms, the time window is 
divided into 7=100 ms with overlapping bins that each has %7 increments (Fig. 4.4). For 
each learning time bin 7, the number of spikes (where Spre and Spost represent the number 
of pre- and postsynaptic spikes respectively) is counted for every excitatory neuron 
(Mogillo et al., 2003). In Mogillo et al. (2003), the synaptic adjustments are based on 
some probability values depending on the spike emission rate between pre- and 
postsynaptic neurons only within the overlapping window time slides of 100 ms each. 
There is no precise time course involved between pre- and postsynaptic neurons in their 
model with integrate and fire neurons. Here we extend their method for more plausible
67
spatio-temporal learning, by integrating the spike dependent time plasticity based 
synaptic adjustments. For brevity, in our approach, weight adjustment is dependent on 
Aw calculated as a function of time difference (Paugam-Moisy et al., 2008), At = tpost -  
tpre = t f  -  tP, where t f  and tP  are the last firing times (Gerstner & Kistler, 2002) of 
post-synaptic neuron j  and pre-synaptic neuron /, respectively, within the learning time 
bin, r  (Fig. 4.5). •
A l V
1.0 -
potentiation
100
ms
depression
-0.5
. A f
Figure 4.5. A function of time difference between last firing o f pre-, and post synaptic neuron,
tP, At = tpost -  tpre = t f  -  tP, on excitatory neurons; reproduced from Paugam-Moisy et al. (2008).
As another extension to Mogillo et al. (2003)’s model, to avoid saturation of synaptic 
strength values infinitely, we keep the weight values within a certain range, 0 to 3 
(similar approaches of synaptic scaling can also be found in Izhikevich (2006) and 
Swiercz et al. (2006)).
4.3.1 Synaptic Learning Rules
A synapse w is highly potentiated to the maximal synaptic strength {wmca = 3) if both pre- 
and postsynaptic neurons emit spikes above the high threshold, T+ and only if the time 
difference between the pre- and postsynaptic neurons is above 0 {At > 0). Meanwhile, w 
is weakly potentiated with an amount of Aw (derived from Fig. 4.5), if the pre-synaptic
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(postsynaptic) neuron emits spike above T+whilst the postsynaptic (pre-synaptic) neuron 
spike emission rate is below T+but above the low threshold, fa. For depression of IT, 
where At < 0 from Fig. 4.5, it is applied if the pre-synaptic (postsynaptic) neuron emits 
spike above T+ and the post-synaptic (pre-synaptic) neuron emits spike below Ta.
To determine the values for T+and Ta, we simulated a network with background activity 
of y^i(t) where yN(E)= 5 and ym(i)= 2, and ^i(t) was the Gaussian noise with /^=0 and a=\ 
injected into neuron z, randomly for 100 ms, and supplied a range of external current to a 
selected excitatory neuron (i.e. RS type neuron). At this stage, no synaptic plasticity was 
implemented, and weights were initialised according to Table 4.2. The cut-off value for 
the high threshold T+ is calculated as 80% of the averaged spike counts of the stimulated 
neuron within the 100-ms window, over 100 simulations. Meanwhile, for the low 
threshold cut-off value Ta, it is 80% above the averaged spike count of a randomly fired 
excitatory neuron. As a combination of the rate dependent and timing based approaches, 
the synaptic plasticity rules are formulated in 4.4- 4.6.
i. High potentiation with high threshold, T+ and maximal synaptic strength, Wmax = 3 
I F (  (Spre ANDSpost > T ^ )A N D A t> 0)
Wij (t+1)  <-Wmax
ii. Weak potentiation with low threshold. To and minimum synaptic strength, Wmin = 0 
AND At > 0)
W ij (t+1) <-mca(Wrnin,min(Smax, ^ij (t)+ Aw)) (see Section 4.3 for Aw )
iii. Depression
IF (  [  (Spre ^  T+ and Spost <  TJ OR (Spost >  T+ and Spre ^  Tc) ]  AND At < 0 )
Wij (t+1) <-max(wmin,min(Wmax, Wij (t) -  \Aw\)) (see Section 4.3 for Aw  )
(4.4)
04 5)
(4.6)
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4.4 Experiments and Results
We began with a series of preliminary simulations using a simple prestructured network 
to investigate the optimal parameters for later use in learning. The parameters included a 
range of weight values and stimulation to background activity. With the same neuronal 
connectivity as described in Section 4.1, wq hard coded the association between neurons 
within the same group, as well as between predictor and choice groups. In this mode, all 
neurons were not plastic as there was no learning. We tested the prestructured network 
with a set of weight values. We studied the dynamic properties of our proposed learning 
model. Next, we implemented the auto-association learning according to 4.4-4.6, in 
which encoding was based on the combination of firing rate dependent and spike-timing 
dependent plasticity (STDP) approaches from Paugam-Moisy et al. (2008) on a learning 
task similar to Mongillo et al. (2003). Learning was performed by pairing two different 
stimuli, namely predictor-choice pair, through intensified currents to both with different 
onset times for both. We then observed synchronisation of network activity within and 
between subpopulations of neurons.
All simulations were implemented in MATLAB. The proposed learning rule was applied 
to the excitatory-inhibitory network consisting of Izhikevich neuron model (IM) as 
described in Chapter 3. The simulation results demonstrate that long-term associations 
between stimuli involving synaptic plasticity could be triggered by overlapping short­
term activity which only involves activity dynamics (e.g., Mongillo et al., 2003; Brunei & 
Lavigne, 2009), linking neuronal activity and long-term memory.
4.4.1 External Currents
For every ms in each learning trial, each neuron received background noisy external 
currents ^i(t), where ^i(t) was the Gaussian noise with mean p  and standard deviation cr, 
varied depending on the type of neurons, excitatory or inhibitory where ojve > CTm. In our 
simulations, external current to target subpopulation can be classified into three types;
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Type I -  constant currents with probability of 1.0, Type II -  uniformly distributed 
currents in the range of 0 to y pA, and Type III - Gaussian noisy currents with mean p  
and standard deviation a. Examples of the three current types to target excitatory 
subpopulation are illustrated in Fig 4.6-4.S.
<-> 19.8
60 80 100 120 140 160
N euron
Figure 4.6. Current stimulation of Type I to an excitatory subpopulation having constant current 
with probability o f 1.0 e.g. 20 pA.
20 
' 18 
18 
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I 8 
6 
4 
2 
0
100 120 140 160
Figure 4.7. Current stimulation of Type II to an excitatory subpopulation with uniform 
distribution from 0 to y pA, e.g. y=20.
71
100 120 140 160
Neuron
Figure 4.8. Current stimulation of Type III to an excitatory subpopulation having Gaussian 
distribution with mean p  and stdev <j, e.g. <%g=20.
4.4.2 Maximal Synaptic Strength
In this section, we discuss the experiment where a spiking network was prestructured 
with a set of synaptic strengths. The goal was to find an appropriate range of strength of 
excitatory synapses on excitatory neurons w//a. This phase was necessary for fiirther 
learning experiments in order to avoid weight saturation to infinite values. In our 
implementation, other connections, excitatory synapses on inhibitory neurons weu 
inhibitory synapses on excitatory neurons wm, and inhibitory synapses on inhibitory 
neurons w//, were set to random values with moduli drawn uniformly the range of 0 to 1, 
and with signs of connections depending on the type of the neuron (excitatory or 
inhibitory).
In the experiment with the prestructured network, we only used the testing phase where 
the task was to recall the associative memory ^ ( t )  in response to a presented stimulus 
Si(t). The recall was simulated over 500 ms. At times 150 <t <350 ms, the network was 
stimulated with an amount of current into a target excitatory subpopulation with Type I, 
Type II and Type III currents. The fraction of neurons within a group to be stimulated 
was p=0.15, selected randomly (with uniform distribution). In order to minimise the 
influence of irrelevant network activity, and only to see the effect of synaptic strength, no 
background current was present at this stage of experiment.
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To find the optimum values of synaptic connections between excitatory neurons among 
the same subpopulation and two associated subpopulations, we varied the values of Wua 
into five different uniformed distributions in the ranges of 0 to i, 0 to 2, 0 to 3, 0 to 4 and 
0 to 5. The network activities in response to stimulation on target subpopulations are 
illustrated as follows (Fig. 4.9- 4.13):
a) Neuronal activity with uniformly distributed wi/a values between 0 and 1 
A B
0 50 100 150 200 250 303 350 400 450 500
Time (ms)
50 100 150 200 250 300 350 400 450 500
Time (ms)
50 100 150 200 250 300 350 400 450 500
Time (ms)
Figure 4.9. Neuronal network activity in groups (neurons: 161-320) and S3 (neurons: 481-640) 
for association of Si<->S3 with uniformly distributed wy/a values between 0 and 1 when stimulated 
with A) Type I, i.e. 20 pA, B) Type II, i.G.y=20 pA, and C) Type III i.e. o=20 pA currents.
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b) Neuronal activity with uniformly distributed wj/aValues between 0 and2
A  B
0 50 100 150 200 250 300 350 400 450 500
Time (ms)
c.
0 50 100 150 200 250 300 350 400 450 500
Time (ms)
0 50 100 150 200 250 300 350 400 450 500
Time (ms)
Figure 4.10. Neuronal network activity in groups Sj (neurons: 161-320) and S3 (neurons: 481- 
640) for association of S]<~yS3 with uniformly distributed wj/a values between 0 and 2 when 
stimulated with A) Type I, i.e. 20 pA, B) Type II, i.e.;=20 pA, and C) Type III i.e. o=20 pA 
currents.
c) Neuronal activity with uniformly distributed Wi/a values between 0 and 3
A. B.
I l l
50 ICO 150 200 250 300 350 400 450 500
Time (ms)
50 100 150 200 250 300
Time (ms)
350 400 450 500
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Tim e (me)
Figure 4.11. Neuronal network activity in groups Sj (neurons: 161-320) and S3 (neurons: 481- 
640) for association of Sj<^3 with uniformly distributed W]/a values between 0 and 3 when 
stimulated with A) Type I, i.e. 20 pA, B) Type II, i.e.;^20 pA, and C) Type III i.e. o=20 pA 
currents.
d) Neuronal activity with uniformly distributed wi/a values between 0 and 4 
A B
I
0 50 100 150 200 250 300 350 400 450 500
Tim e (m s)
0 50 100 150 200 250 300 350 400 450 500
T im e (m s)
0 50 100 , 150 200 250 300 350 400 450 500
Tim e (m s)
Figure 4.12. Neuronal network activity in groups Si (neurons: 161-320) and S3 (neurons: 481- 
640) for association of Si<->S3 with uniformly distributed wi/a values between 0 and 4 when 
stimulated with A) Type I, i.e. 20 pA, B) Type II, i.e.;^20 pA, and C) Type III i.e. c f=20 pA 
currents.
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e) Neuronal activity with uniformly distributed wi/avalues between 0 and 5
A  Bn
I
I
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Figure 4.13. Neuronal network activity in groups Sj (neurons: 161-320) and S3 (neurons: 481- 
640) for association of S]<-^ 3 with uniformly distributed wj/a values between 0 and 5 when 
stimulated with A) Type I, i.e. 20 pA, B) Type II, i.e.;r=20 pA, and C) Type III i.e. o=20 pA 
currents.
The network showed no consistent synchronisation of activity with the maximal value of 
connection strength Wmax < 3 (Fig. 4.9 and Fig. 4.10). In the 500 ms simulation window, 
neurons only fired asynchronously. Performance of memory recall was only improved 
with more synchronised activity when 3 < Wmax ^  5 (Fig. 4.11 and 4.13).
The higher range of synaptic scale would make a network more sensitive to external 
currents. This is to say, only a small number of neurons need to be stimulated in order to 
have synchronised activity. Nevertheless, the synaptic connection values should not
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grow infînitively. This is to avoid the network from being too sensitive to any irrelevant 
noise signal. For this, we chose the range of 0 to 3, as the appropriate range of synaptic 
strengths. With the chosen range, the network shows some synchronised activity with 
constant current as well as fair performance for noisy currents (see Fig. 4.10). For a 
network with noisy currents, the activity could be improved with some other optimum 
current distribution. In addition to Wmax value, depression of excitatory synapses should 
also be controlled thus the value of Wmin < 0 is to be avoided. This is crucial for 
plausibility aspect of the network model, not to violate the neurophysiology laws. For 
simplicity we considered Ww/«=0 .
4.4.3 Bacl^round Activity
In this section, we investigate the effect of background currents to network activity. The 
purpose of the experiment was to find appropriate range of background current for 
learning simulations. At this stage, the network was a prestructured network with fixed 
connection strengths in between 0 and 3 obtained from the previous experiments.
The background activity is to give dynamics to the network simulating the processing of 
noisy and chaotic signals in the brain. Moderate level of background activity is important 
to give balance to the network excitation and inhibition. In an associative memory 
network, learning with too high background level could lead to an interference effect as 
the network could suffer too much excitation, and a network with low level noise- 
tolerance is not efficient. Moreover, a noisy input signal is used to model the noisy 
thalamocortical input.
In our experiments, for background activity, both excitatory neuron and inhibitory 
received Type III currents where ciNe >(%/. We varied the standard deviation cr 
( m e a n s t a r t e d  with a ratio of = 5:2 (Izhikevich, 2003). For memory recall
tasks, the excitatory target subpopulation was stimulated with Type II currents in the
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range of 0 to 30 pA. The networks with corresponding background activities are 
exhibited in Fig. 4.14.
We have studied four combinations of o#/ i.e. 5:2, 4:1.6, 3.5: 1.4 and 3:1.2. We have 
observed that, with the background activity (Fig. 5.1.A-D Left), when (Jns >4  and c7Ni> 
1.6, the network seemed to have synchronised pattern with unknown event. Furthermore, 
when we performed memory recall on Sj for association S] S3 (i.e. Si: neurons 161- 
320, S3: neurons 481-640) (Fig. 5.1.A-D Right), there were undesired activations of 
patterns obviously found for 5, 0#/= 2. Meanwhile for oVe= 4, am= 1.6, activation 
of relevant pattern seemed to be distracted. The network performed well for memory 
recall task when aNe ^  S. 5 and cr^ <1.4. Therefore, here we selected the maximum 
external currents for background activity to be = 3.5 and = 1.4 .
A (JN e~  6 , <JMi~ 2
10001^
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B G n c =  4, (T N i=  1.6
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T7-
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c  GNe= S. 5, <JNi= 1.4
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Figure 4.14. Network with background activity for 4 (A-D) different ratios of (JNe. am (Left: 
background activity with noisy currents, mean // and stdv^cr, Right: Recall to Target 
Subpopulation Si: neurons 161-320, with corresponding background activity)
4.4.4 Learning
In our simulation, for every ms in each trial, each neuron received background noisy 
external currents §(7), where is Gaussian noise with mean /u and standard deviation <x 
Excitatory and inhibitory neurons received external currents with standard deviations 
ONe=^ 3.5 and <jMi=1.4, respectively. During a learning trial, for t>150 to t< 350 ms, the 
external current distribution to target stimulus subpopulation So was changed to a uniform 
one from range 0 to /  with ]^30. This represented a stimulus (e.g. visual) presentation 
with intensity of 0 < y < 30 for 200 ms in the presence of the transient background input. 
Then, for t>250 to t< 450 ms, the target stimulus subpopulation S2 was stimulated with
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the same range of currents as its subpopulation to be associated. For the implementation 
of synaptic rules (4.4-4.6), the high threshold T+ and the low threshold Ta were 
respectively 5 and 2, obtained from a preliminary experiment {see Section 4.3.1). We ran 
two batches of simulations: 1) learning with familiar stimuli and 2) learning with novel 
stimuli. For 1, a stimulus was assumed to have learned prior to establishing relationship 
between two different stimuli, while for 2 only a small subset of synapses were initialised 
with some strength values.
a) Learning with Familiar Stimuli
For implementing associative learning with familiar stimulus, the network was assumed 
to have learned each stimulus for each pair. The learning was only to establish an 
association between paired (known) stimuli. For this purpose, neurons in the same 
subpopulation (i.e. represented as a stimulus) were connected with a set of random wi 
values in the range of 0 and 3. With such pre-initialised synaptic connections, neurons in 
the same subpopulation always fired synchronously. An example of associative learning 
result between two stimuli. So and S2 is depicted in Fig. 4.14.
After two trials, an association of So S2 could be established. Initially, intensified 
currents to subpopulations So and S2 activated their respective subpopulation only. Then, 
at times 350 <t <450 ms, there was prolonged activity of So by activation through S2. In 
trial 2 , prospective activity can be observed with activation of S2 within stimulation 
period of So (in 150 <t <250 ms) and activation of Sq within stimulation period of S2 (in 
350 < t<  450 ms).
The network was then successfully tested with recalls to any member of the learned pair 
associated stimuli. For a pattern recall, stimulation (intensified currents) was only applied 
to a target subpopulation for every ms within 500 ms time window. An example of recall 
results are illustrated in Fig. 4.15.
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Figure 4.14. Synchronisation of neuronal network activity after two learning trials for a pair of 
familiar stimuli So <-^ 82 . Currents to excitatory subpopulation neurons of So (neurons: 1-160) are 
intensified for 200 ms {t>150 to t<350 ms), then S2 (neurons: 321-480) is stimulated for the same 
duration (t>250 to t<450 ms). Association of patterns is measured based on synchronous activity 
in each member of the paired stimuli. A) Learning trial 1: activation of So is observed in between 
350 to 450 ms, B) Learning trial 2: activation of S2 (in between />150 to t<250 ms) and activation 
of So (in between t>350 to t<450 ms) as the results of pattern association.
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Figure. 4.15. Pattern recall after two learning trials for stimulus pair So < ^ 8 2  with intensified 
currents to target subpopulation. A) Activation of associated patterns after any member of the 
stimuli pair is stimulated, meanwhile in B) is the recall to non-associated stimuli.
b) Learning with Novel Stimuli
For learning with novel stimuli, only 20% of neurons within the same subpopulation were 
initialised with wi values in the range of 0 and 1. The initial values of wi represent some
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random connectivity assumed to be the result from any previous learning. Initially, in our 
simulation, the initialised synaptic connections were not enough to have synchronous 
activity within a subpopulation compared to when learning with familiar stimuli. Results 
of association learning with novel stimuli So and % are depicted in Fig. 4.16.
From Fig. 4.16, during the early phase of learning, after stimulations to So and 82, the 
neurons in both subpopulations only fired asynchronously caused by the injected current 
within t>150 to t:^50 m s  and t>250 to t< 450 ms for Sq and 62, respectively. A spill-over 
of activity from So to S2 and vice-versa could only be observed after ten trials. Results of 
memory recall are exhibited in Fig. 4.17.
A. Trial 1 B. Trial 10
1000
800 . : /  -  j  i'. i '  ■ r
700
g
5  500
•
400
300 :i Ji'.iM';
*
200
0 50 100 150 200 250 300 350 400 450 50
100
1 a 1  i
Time (ms) Time (ms)
Figure. 4.16. Neuronal network activity after one and ten learning trials for stimulus pair S q <^82. 
Currents to excitatory subpopulation neurons of S q is intensified for 200 ms {t>150 to t< =  350 
ms), then 82 is stimulated for the same duration {t>250 to r<= 450 ms). A) In the early phase of 
learning, after one trial, neurons in subpopulations So and 82 fired asynchronously as both stimuli 
are novel and activity are only dependent on the external currents. B) After ten trials, neuronal 
activity within each subpopulation is more synchronised as the result of learning. Activation of 82 
(within t>150 to t< =  250 ms) and activation of So (within t>400 to t<=  500 ms) indicate 
association of So 82.
From the results of pattern recall, it shows that the network has learned each stimulus. 
The association of stimulus pair e.g. So S2, is shown by synchronous activity among 
neurons in the same subpopulations and associated subpopulations in comparison with 
the recall to unlearned and non-associated stimuli as depicted in Fig. 4.17B.
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Figure 4.17. Pattern recall after associative learning with intensified current to target 
subpopulation. A) Recall to learned and associated stimulus pair, B) Recall to novel and non- 
associated stimuli (unlearned).
4.5 Summary and Discussion
We have modelled a simple stimulus-stimulus (S-S) associative learning scheme utilising 
Hebbian learning both for spike rates and timings (STDP) for synaptic plasticity, similar 
to Paugam-Moisy et al. (2008). Unlike other supervised approaches (in the review by 
Kasinski & Ponulak, 2006) where neuronal activity is forced to have relatively precise 
spike timing to match the desired target spike train, this scheme only uses supervisory 
currents to establish an association between two stimuli. A key difference with previous 
approaches (i.e. Mongillo et al., 2003), that only rely on sliding average spike rates, our 
approach has a plausibility advantage by incorporating spike timings. We have run a 
series of simulation experiments for learning associations of familiar stimuli and novel 
stimuli. For learning with familiar stimuli, associations between pair patterns are learned 
faster compared to novel stimuli. The associations show in spill-over of activity between 
the two stimuli involved. This demonstrates once more that long-term associations 
between stimuli involving synaptic plasticity are triggered by overlapping short-term 
activity involving only short-term activity dynamics. The S-S model parameters are 
summarised in Table 4.3.
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Ta b l e  4.3.
S - S  M o d e l  P a r a m e t e r s
Parameter Coding Values
Number of excitatory neurons Ne 800
Number of inhibitory neurons N 200
Recurrent connectivity 0.2
Number of recurrent excitatory connections per neuron 160
Number of recurrent inhibitory connections per neuron 40
Number of stimuli 4
Number of excitatory neurons per stimulus group 160
Strength of synapses:
Excitatory synapses on excitatory neurons W]/a [0, 3] mV
Excitatory synapses on inhibitory neurons We i o .5 c c e ro ,n
Inhibitory synapses on excitatory neurons WiE
Inhibitory synapses on inhibitory neurons W ii - c
Learning window 500 ms
Learning bin 100 ms
Stimulus presentation 100 ms
Stimulus onset asynchrony SOA 100 ms
Firing threshold:
High T+ 5
Low Ta 2
Background noise (Gaussian) yU=0
per excitatory neuron (7Ne=3.5
per inhibitory neuron u///=1.4
External input current y e  [0, 30] pA
There are some aspects of our S-S model could be improved. The model is not feasible to 
train temporal sequence since its algorithm only performs auto-associative learning. For 
example once an association of paired stimuli, e.g. S o ^  S2, has been obtained, triggering 
any member of the pair would also invoke the other member. The model is suitable for 
pattern completion problem. For learning temporal sequences, it requires response 
groups, to discriminate representations of stimuli. Hence, in the following chapter, we 
propose a stimulus-stimulus-response (S-S-R) association. With our S-S-R model, we can 
also train a network with various pairing strategies, thus this could add more learning 
pairs to improve memory capacity. In addition, the S-S model only implements 
abstractive Pavlovian learning at the cellular level. For more plausible cognitive 
modelling we believe a better model should be able to explain reinforcement mechanism 
linking plasticity at the synaptic level with behavioural level.
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Chapter 5
Background: Modulated Spike-Timing- 
Dependent Plasticity
In behavioural psychology, animals learn appropriate actions in response to particular 
stimuli so as to receive or maximise rewards, and avoid aversive stimuli. Reward learning 
is a form of reinforcement learning (e.g.. Abbot & Dayan, 2005; Fremaux, Sprekeler & 
Gerstner, 2010). In this chapter, we discuss learning of reward-dependent behaviour 
where we find the connection between synaptic plasticity at the cellular level and 
behavioural changes with respect to the role of dopamine signalling. In particular, in 
learning where the Hebbian synaptic plasticity is modulated by the global reward signal 
(i.e. the dopamine signal) resulting from some network response. We present the 
background study on reward-modulated spike-timing-dependent plasticity (STDP) and 
our proposed research framework on pair-associate learning using reward-modulated 
STDP in the SNN paradigm.
5.1 Neuromodulation through Dopamine Signalling
The search of a link between the synaptic plasticity mechanism at the cellular level and 
its contribution to the adaptive changes at the behavioural level has found the 
involvement o f third signals as mediators relating these two plasticity levels (e.g., Bailey 
et al., 2000; Ou, 2002; Smith et al., 2005). Dopamine (DA) has been identified as one 
such third signal and plays a role in reward acquisition mechanisms such as motivation 
(e.g., Robbins & Everitt, 1996; Wise, 2004), appetitive conditioning tasks (e.g., Berridge
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& Robinson, 1998; Ikemoto & Panksepp, 1999), and drug addiction (e.g., Di Chiara, 
2002; Everitt & Robbins, 2005).
It has been found that DA contributes to enhancing the long-term potentiation (LTP) and 
long-term depression (LTP) (e.g., Impey et al., 1996; Otmakhova & Lisman, 1996; Barad 
et al., 1998). In neuromodulatory systems, triggering of AMP A or NMD A receptors 
which play a key role in normal synaptic transmission and plasticity is believed to 
activate the dopamine signal (Smith et al., 2005). The release of dopamine causes an 
increase in the delivery of one of the protein subunits to the cell membrane, consequently 
enhancing responsiveness to a transmitter. This suggests that there may be some 
specificity to dopamine’s actions in stimulating local protein synthesis even though the 
dopamine triggering mechanism is still unclear. Furthermore, other findings suggest the 
existence of a short window of opportunity for the enhancement of LTP due to direct 
application of the released DA. The effect of a DA-triggered event on LTP has been 
found to disappear if the DA (via its receptor agonists) comes at the synapses 1 5 - 2 5  
seconds after their associated protein (Otmakhova & Lisman, 1996; Impey et al., 1996; 
Barad et al., 1998). Correspondingly, the DA inhibits (via its receptor antagonists) 
depotentiation even after the plasticity-triggering-stimuli raising the possibility of 
memory retainment before a reward. DA is also shown to enhance LTD (Otani et al., 
2003).
The findings strongly indicate the importance of dopamine signalling for reward circuits 
in the brain. Hence, this gives us some clue on its contribution to reinforcement learning 
that is responsible for behavioural changes in response to environmental stimuli for 
positive or negative consequences (e.g.. Smith et al., 2005; Schultz, 2007; Samson, Frank 
& Fellous, 2010). In the context of STDP-based learning, the causal relationships 
between pre- and postsynaptic neurons are reinforced only when there is a reward. By 
having the selective synapse reinforcement, potentiation leads to reduced variability of 
the output and depression through negative reward leads to increased variability o f the 
network’s behaviour (Florian, 2007).
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5.2 Related Work on Reward-Modulated Spike-Timing Dependent 
Plasticity
Realising the influence of dopamine signalling on the consolidation of LTP and LTD, 
recent studies in reinforcement learning for spiking networks have been focused on 
modulated STDP based learning. In reinforcement learning by Xie and Seimg (2004), 
correlation between fluctuations in irregular spiking and a reward signal serve as an error 
signal for training a network. The network is composed of neurons firing a Poisson spike 
train. The learning rule exhibits a similar apparatus to reward-modulated STDP. 
However, the dynamic properties of neurons in their model are limited to Poisson- 
distributed pulses. Moreover, manipulating neuron firing rate assumes that neurons in the 
model respond immediately to their input. This neglects temporal response properties of 
spiking neuron models.
Meanwhile, Pflster, Toyoizumi, and Gerstner (2006) proposed the maximisation of the 
probability of firing at a desired time as the goal to reinforcement learning. In their 
approach, changes in synaptic efficacies are dependent on the direction of the gradient of 
the expected reward. The expected reward signal is quantified as the average of spike 
timings over all pre- and post spike trains. For synapse depression some constraints are 
applied. Their experiments indicate promising results in learning with a stochastic spiking 
network. However, there is no clear distinctive feature between reinforcement learning 
and supervised learning, as they claim both have the same interpretation from the 
synaptic plasticity point of view. There is also an assumption that neurons are silent until 
the “correct” input is presented, which ignores some dynamic properties of spiking 
network.
The two previously described studies resemble modulated STDP but they are not directly 
related with the STDP learning curve. Learning with modulated STDP requires a third 
signal derived from the learning objective function. The third signal acts as the reward 
signal that modulates synaptic change proposed by the STDP standard rule. Plausible
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reinforcement learning using modulated STDP has been derived by Florian (2007). The 
goal of learning is to maximise the reward as a fraction of synaptic change depending on 
the activity of the output neuron and in another experiment calculated based on the 
distance between the target pattern and the actual output. Two learning rules have been 
studied, namely MSTDP (modulated STDP) and MSTDPET (modulated STDP with 
eligibility trace). The simulation experiments have elucidated that reinforcement learning 
can be achieved through MSTDP by a global reward signal whilst MSTDPET allows 
delayed reward. However, the dynamic of the model is restricted to a frilly coimected 
feedforward network with neurons firing Poisson spike trains.
In reinforcement learning by Fairies and Fairhall (2007), the difference A(t) between the 
actual output spike and target output spike trains serves as a fraction of a reinforcement 
signal used to modulate synaptic plasticity. A(t) is calculated by convolving the spike 
trains with Gaussian of unit height and width cr, and subtracting one of the smoothed 
spike trains from the other. The reinforcement signal is multiplied with synaptic changes 
according to standard STDP rule. The modulated STDP has proven its capability to learn 
target spike train for an optimal number of output neurons. Nevertheless, the all-to-all 
(fully) connectivity in a feedforward network implemented in their model affects the 
variability in activity of output neurons. The learning performance decreases as the 
number of output neurons increases.
The mentioned previous studies implement modulated STDP based learning with 
feedforward structured network and some assumptions on the spiking dynamic 
characteristics. It is thus tempting to study modulated STDP in richer network dynamics. 
For example Izhikevich (2007b) and Legenstein, Pecevski and Mass (2008) have 
experimented on reinforcement learning through modulated STDP in a recurrent network 
with random and sparse connectivity. The latter implements learning in a liquid state 
machine paradigm.
Our work inherits some learning properties from Izhikevich (2007b). In his model, the 
goal of learning is to maximise the reward obtained from a dopamine (DA) concentration
variable. In an experiment Avith reinforcement learning, reward is determined based on 
the firing rate of response neurons that enhances the synaptic change proposed by the 
STDP rule. For implementation of learning, a network with background activity is 
triggered with super threshold current to a stimulus group. Firing rate in each response 
group is calculated within an interval of 20 ms, and then a reward is delivered after a 
delay. The experiment has shown that changes of concentration in the DA signal (reward 
signal) can selectively influence the right synapses at the right time in a network with 
STDP, even if the reward comes after a delay. The delay is inversely proportional to the 
ratio of firings of target to non-target, so greater ratios result in faster reward.
With similar modulated STDP based learning, Legenstein et al. (2008) have explored the 
capabilities and limitations of reward-modulated STDP in contexts where the temporal 
structure of spike train matters. In their method, the reward is based on how well the 
output spike train matches some arbitrary spike train determined by the timing 
differences between the action potentials of the trained neuron and the training neuron. 
The network receives positive reward if the training neuron spikes around the target spike 
or somewhat later and negative reward if the neuron spikes much too early. This 
reinforcement strategy would eventually result in the training neuron to fire close to the 
desired spike output. However their model requires a so called supervisory signal (target 
spike train) for reinforcement purposes.
Here we extend the instrumental conditioning proposed by Izhikevich (2007b) for pah- 
associate learning task. In Izhikevich’s model, learning is to reinforce association 
between a stimulus group and a response group. The experiment demonstrated plausible 
and promising results in learning with modulated STDP. The work has proven that a 
reinforcement signal known as the dopamine signal can selectively enhance synaptic 
changes proposed by the standard STDP rule. We explore the ability of modulated STDP 
in tasks that require stimulus-stimulus-response association. The goal of learning is to 
associate a pah of stimuli, namely a predictor-choice pair with a desired response. In our 
reinforcement learning paradigm, we reward a network for a correct response and 
penalise an incorrect response.
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In the following sections, we describe the dynamics of the spiking network and a 
procedure to run a learning simulation.
5.3 The Spiking Network Model
The neural network simulation model is based on the properties of synapse model as 
proposed in Izhikevich (2006). The recurrent spiking network consists of 800 excitatory 
and 200 inhibitory spiking neurons. The spiking properties of each neuron are modelled 
with Izhikevich spiking neuron model (Izhikevich, 2003; 2006). The detailed description 
of Izhikevich spiking neuron model can be found in Chapter 3, Section 3.1.3.
The connectivity between neurons is random and sparse with probability p=0.1. Each 
excitatory neuron is randomly connected to 100 neurons, and each inhibitory neuron is 
randomly connected to 100 excitatory neurons. The connectivity between neurons is 
modelled after the structure of neocortex with random and sparse cormectivity (Jones, 
2000; Cutsuridis & Wennekers, 2009). Each synaptic connection, from neuron i to j ,  is 
defined by two parameters: a weight Wy and a synaptic transmission delay dy. In our 
model, the range for excitatory synaptic weights is 0 < w < 4.0 mV. Weights are 
initialised with 1.0 and -1.0 for excitatory and inhibitory weights, respectively. Synaptic 
plasticity is only applied on excitatory weights whilst the inhibitory weights are not 
plastic. Nevertheless, some inhibitory weights are fixed to -4.0 mV. These inhibitory 
weights are randomly selected for strong lateral inhibition among certain groups of 
neurons. The delay is randomly set integer between I to 20 ms, as suggested in 
Izhikevich (2006) and Paugam-Moisy et al. (2008).
The excitatory population is divided into subpopulations of neurons namely m stimulus 
groups S, n response groups R and non-selective neurons NS. In our model the inhibitory 
subpopulation /iTacts as global inhibition (Fig. 5.1). Each stimulus group consists of 50
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neurons and each response group consists of 100 neurons. The number of neurons in the 
respective groups is fixed for all experiments unless mentioned.
A.
O
O xcitatory neuron
®  inhibitory neuron
B.
5o
Ro Rk
/TT
S,
Rr
Sn NS
Figure 5.1. (A) Schematic view of a recurrent spiking neural network consisting o f 80% 
excitatory (N e) neurons and 20% of inhibitory (Nj) neurons, with sparse and random connectivity, 
p  = OA (no se lf  feedback), i.e. N e {N e , N j} and Nj N e . Each synaptic transmission has 
random delay d  e  [1, 20]. (B) Neurons are divided into subpopulations of stimulus groups (S), 
response groups (R), non-selective neurons (NS) and inhibitory pool (IH). S  and R are composed 
of 50, and 100 excitatory neurons, respectively.
As an extension to the network model in Izhikevich (2006), the novelty of our model can 
be ascribed to its lateral inhibition mechanism applied via an anatomical constraint (not 
shown in Fig. 5.1 as this is proposed and discussed in detail later in Chapter 6 , Section
6.4 .
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5.4 Synaptic Plasticity through Modulation of STDP by Reward
For learning, we presume the task of an agent is to interact with its environment and the 
agent performs a desired action Ri chosen from a set of R through maximisation of 
reinforcement signal, r. The reinforcement signal r(t) is derived from a policy whose 
parameter is the intensity of neurons firing F, in those groups representing R, i.e. 0(F), 
Fm G /Rm/.
5.4.1 Initialisation
As described earlier, the spiking dynamic is given by v' = 0.04v^ + 5v + 140 - u  + I. We 
initialise the membrane potential, v = -60.0 mV. The value is above resting potential, c = 
-65.0 mV, that assumes some initial activity prior to learning. In our model, all excitatory 
neurons are regular spiking (RS) type and all inhibitory are fast spiking (FS) type neurons.
The recovery variable u, i.e. u ’ = a(bv -  u), is set with a time scale, a = 0.02 for RS 
neurons and FS neurons are set to a = 0.1 and its sensitivity to the subthreshold 
fluctuations of membrane potential, b = 0.2. The after-spike reset of variable u, d  
determines after-spike jump of u following 3.5 {Chapter 3, Section 3.1.3), i f  v > +30 mV, 
then u <-u + d .ln  our experiments, d  = 8.0 for RS neurons and d  = 2.0 for FS neurons.
For weight initialisation, excitatory weights w^are initialised with 1.0, and for inhibitory 
weights wi, the values are set to -1.0. Other parameters are initialised as follows: the 
eligibility traces, z = 0, reward signal, r  = 0, and input current, 1 = 0.0.
For every learning phase, a network is initialised with only random activity for the first 
100 ms and there is no stimulation (i.e. intensified currents to target groups) during this 
period. For random activity in the network, at every t we select a neuron randomly and 
deliver a 1-ms pulse of 20 pA current which forces the neuron to spike.
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5.4.2 Spike-time dependent Plasticity
Following the standard STD? rule, a change of weight depends on the difference At 
between the firing time of postsynaptic neuron tpost and that of the presynaptic neuron tpre. 
For each fired neuron, we find the last spike timing of each of its presynaptic neurons. 
The synapse is reinforced if the pre-synaptic neuron fires before its postsynaptic (+ve part 
of the STDP curve), and depressed otherwise (-ve part of the STDP curve). The 
magnitude of change is given by the following rule (5.1):
i f  At >0
AWstdp =  1
i f  A t< 0  (5.1)
where At = tpost - tp re , parameters t +  ( t _ )  is the millisecond-scale time constant, and A+ 
(A-) represents the maximum of the change, Awstdp, when At is approaching 0. In our 
model, as suggested in Izhikevich (2007b) and supported by experimental data found in 
Bi and Poo (1998), Nishiyama et al. (2000) and Normann et al. (2000) (in a review by 
Karmarkar, Najarian, & Buonomano, 2002), the choice of the parameters is as follows: 
^  20 ms, vf+ = 0.1, and A-=  0A5 (see Fig. 5.2). Each time a neuron fires, we reset
the magnitude of change variables (i.e. and to 0.1. Every millisecond those 
variables decay with a rate of 0.05 (Izhikevich, 2007b). The LTD window is greater than 
LTP (i.e. A+) indicates stronger depression than potentiation. This is to eliminate a
firing event when the pre- and postsynaptic neurons fire uncorrelated Poissonian spike 
trains. By having LTD > LTP, the probability of causal interactions in the network by the 
STDP can be increased (Fig. 5.2).
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pre
post
LTP
LTD
0
interval, A t = tpost-tpre
Figure 5.2. Spike-timing dependent plasticity (STDP) rule. The weight o f synaptic connection 
from pre- to postsynaptic neuron is potentiated (decreased) if  the post-synaptic neuron fired after 
(before) the pre-synaptic spike, i.e. tpost-tpre > 0 (tpost-tpre < 0), with magnitude In
our experiments: x+ = x. = 20 ms, A+ = 0.1, and A_ = 0.15; figure is reproduced from Izhikevich 
(2006).
5.4.3 Reward Modulated Spike-time Dependent Plasticity
For every time step of 10 ms, a weight update is only applied to excitatory-excitatory and 
excitatory-inhibitory synapses whilst inhibitory-to-excitatory synapses are kept fixed. 
The weight update rule (Izhikevich, 2007b; Florian, 2007; Legenstein et al., 2008) holds 
(5.2):
Aw(t) = [a  + r(t)]z(t) (5.2)
The change of the synaptic weight Aw is dependent on a reward signal derived from 
5.3, and an eligibility trace z(t), where zy(t) is the weighted sum of weight changes 
Awstdp.ij of presynaptic neuron i to postsynaptic neuron j, proposed by STDP. a  is an 
activity-independent increase of synaptic weight.
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Assuming F/ as the intensity of firings of a desired response group Rj, in a time interval 
St, and Fj is the highest firing rate of non-target groups, (Rf, RJ) e R and i ^  j ,  the 
derivation of reinforcement signal r(t) from the reward policy ©(F), is given by 5.3:
< r(t — 1) +0.5 i f  Fi(St) > 2Fj(St) {strong +ve reward)
©(F) = ■< 7 —Fj/Fi i f  Fj(St) <Fi(St) < 2Fj(St) {weak+ve reward)
-0.1 i f  Fi(St) <Fj(St) {-ve reward)
The reward signal is rated according to strong positive reward, weak positive reward and 
negative reward. This is inspired by experiments in Mogillo et al. (2003) and Izhikevich 
(2007b), in which greater reward is delivered to higher firing rate. With such 
implementation, higher firing rate will result faster learning when a target response is 
achieved. Similarly, in the behavioural experiment by Erickson and Desimone (1999), to 
encourage rapid response, the subject (i.e. a monkey) was rewarded with more drops of 
orange juice for a faster correct action.
The change of synaptic weights is defined as:
w = w + Aw (5.4)
As suggested in Izhikevich (2007b) an activity has its decay rate. Every millisecond, r 
decreases to 0.995*r, and for every synaptic weight update z decreases to 0.99*z. Even 
though the choice of rates permits a slow decay to zero resulting in small overall 
potentiation in the absence of reward, this is compensated by depression due to greater 
LTD window than the LTP window. To avoid infinite growth of weights and change of 
weight sign, weights are kept to be in the range between 0 to 4 mV (i.e. if w„ew < 0, then 
Wnew <- 0; if W„ew > 4, then W„ew <- 4).
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5.5 Reward Modulated STDP in Pair-Associate Learning
We implement the reward-modulated STDP in pair-associate learning. The task is to 
associate a stimulus pair of (Si,Sj) to a target response Rk. The stimulus pair consists of Si, 
namely the predictor and Sj, its choice. The presentation of Sj follows after Si in a 
sequence with an inter-stimulus interval (ISI). As a result of learning, fires most spikes 
after the sequence (SuSj).
In the original reinforcement learning proposed by Izhikevich (2007b), learning only 
involves association of a stimulus to a response group. The network has fixed synaptic 
transmission delay of 1 ms. In the reported experiment, reinforcement to different target 
responses is implemented in batches. Initially the network was rewarded for the first 
response group, then after successive trials, the reward was changed to the second group. 
The author has proven reinforcement can be shifted evidenced by the increment and 
decrement of firing rate to a response group (see Fig. 5.3). This somehow offers a 
challenge for learning with multiple input-output mappings with correlated spike train 
competing between outputs especially for a random network.
At this point, we expand his experiment by presenting input (i.e. stimulus pair) to a 
network randomly in a system with multiple outputs. Learning involves association of 
two stimuli to a response. We also implement depression of synaptic weights through 
negative rewarding. Furthermore, our proposed network has synaptic transmission delays 
in between 1 - 2 0  ms. Some examples of learning with delays in different learning 
paradigms can be found in Izhikevich (2006) and, Paugam-Moisy et al. (2008).
For stimulation protocols, we follow the procedure in Izhikevich’s that each stimulus 
group is supplied with super threshold current of 20 pA. Learning stimulation is 
implemented by perturbing the network with a strong 1-ms pulse constant current as 
described above. Hence, this provides richer dynamics to learning when the identity of 
each stimulus group and the response group is unknown to the network.
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Figure 5.3. The shift of reinforcement from response A to response B for a stimulus S, as reported 
in Izhikevich (2007b) (figure is reproduced from Izhikevich (2007b)).
5.5.1 Learning Protocols
From the population of 1000 neurons, we select n non-overlapping groups of 50 
excitatory neurons each e.g. Si(0 < i <n). Each group represents a stimulus. Another m 
exclusive groups of 100 excitatory neurons each are selected as response groups, Rm, e.g. 
Ro^ A and Ri = B, where A and B are the group labels. The bigger size of response group 
subpopulations increases the connectivity from a stimulus group to a target group in the 
random and sparse network.
For each learning simulation, a network is given a set of pair-response mappings (Si,Sj)-> 
Rk, with different pairing strategies depending on the task. During training, for each 
learning trial, we randomly select a stimulus pair, e.g. predictor = So and choice = Si, 
with target response, e.g. ^  and stimulate all 50 neurons within each stimulus group with 
super threshold current, i.e. 20 pA at time t„ and t„+isi for a predictor Si and choice Sj,
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respectively. ISI is an experimental parameter in the range of 10 -  50 ms. From the onset 
of a choice, in a 20-ms time window of the response interval, we count the number of 
spikes fired by neurons in the response groups, A and B. The next trial proceeds with 
delay of 100 ms after the offset of each response interval (see Fig. 5.4 and Fig. 5.5A). For 
a regular spiking type excitatory neuron, it fires spikes with decreasing ft-equency due to 
large spike-afterhyperpolarisations (Izhkevich, 2003). Therefore, in our experiments, 
stimulation to the same stimulus group within a short time interval is not allowed. From 
an initial experiment, we have found that, the minimum interval for stimulation to the 
same group is approximately 100 ms. We reward the network based on the number of 
spikes in A and B within the 20 ms interval following reward policy in 5.3. Every 
learning task is repeated with 10 different networks.
For a testing phase also known as the “probe trial”, we run a simulation consisting of a 
number of trials for 200 ms each. In each trial, we present a stimulus pair to the network 
randomly with equal probability for each pair to be tested. We also apply some degree of 
distortion via smaller random activation of neurons in a learned stimulus group i.e. with 
probability of less than 1.0. The network with some background activity as described 
before is then intensified with super threshold current of 20 pA applied onto the tested 
predictor at some random time, t in between 100-120 ms. The stimulation of choice 
group proceeds after the predictor group depending on the tested ISI. The number of 
spike counts within the 20-ms response interval (starts fi*om the onset of the choice) is 
used to compute a winning response (Fig. 5.5B). The testing result shows the average 
percentage of performance over a number of trials, i.e. performance = (number o f  correct 
recall/number o f trials)"^ 1 0 0 .
5.6 Summary and Discussion
We propose an associative learning model using reward modulated spike-time dependent 
plasticity in reinforcement learning paradigm. The task of learning is to associate a 
stimulus pair, known as the predictor-choice pair, to a target response. In our model, a
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generic architecture of neural network has been used, with minimal assumption about the 
network dynamics. In a network with random connectivity, there are subpopulations of 
excitatory neurons that are selective to certain stimuli. The network is presented with a 
predictor stimuli followed by its paired choice with a certain inter-stimulus interval (ISI).
To serve a goal-directed learning, our proposed algorithm integrates STDP and firing 
rate. The firing rate is a parameter of a reward policy (cf. 5.3) that determines the 
adjustment value for synaptic changes proposed by STDP standard rule. The reward 
policy function derives a reinforcement signal (i.e. the adjustment value) based on firing 
rate of a response group. In Izhikevich (2007b), learning only applies positive 
reinforcement, for our case, the adjustment value represents the dopamine concentration 
variable that results in strong positive, weak positive or negative reward signals. Higher 
firing rate of the target response group yields stronger signal for synapse reinforcement. 
Therefore, rewarding mechanism is based on modulation by the dopamine variable, 
where the increment/decrement of its values enhances the potentiation or depression 
resulted by the STDP process. The learning model has been successfully tested for 
temporal sequence learning with exclusive stimulus groups as well as in a setting with 
overlap of patterns between stimulus groups. For the latter case, the model performance 
has been verified in solving temporal AND and XOR problems. The detailed discussion 
of learning experiments is presented in the following chapter.
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Chapter 6
Simulations of Pair-associate Learning 
using Reward Modulated Spike-timing 
Dependent Plasticity (STDP)
Part o f  this chapter is to be published as:
Yusoff, N., Griining, A., & Notley, S. (2012). Pair-Associate Learning with Modulated 
Spike-Time dependent Plasticity. In A. E. P. Villa et al. (2012) (Eds.), ICANN 2012, 
Part I, LNCS, 137-144. Springer. (To appear)
Yusoff, N. & Griining, A. (2012). Biologically Inspired Temporal Sequence Learning. 
Journal o f Procedia Engineering. (To appear)
Yusoff, N. & Griining, A. (2012). Learning Anticipation through Priming in Spatio- 
Temporal Neural Networks. ICONIP 2012. (Accepted for presentation).
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To demonstrate the performance of our proposed stimulus-stimulus-response (S-S-R) 
learning model, in this chapter we present a series of simulation experiments for training 
a network to associate a stimulus pair to a response group, (Sj, Sj) Rk. The network is 
given a set of pair-responses for a number of tasks under various experimental criteria, 
namely pairing strategies, exclusivity of group membership, interference and competition, 
temporal logic functions i.e. XOR and AND problems, and learning with higher number 
of outputs.
In our model, a generic architecture of neural network has been used, with minimal 
assumptions about the network dynamics. We demonstrate that stimulus-stimulus- 
response association can be implemented in a stochastic way within a noisy setting. The 
network has rich dynamics resulting from its recurrent connectivity and background 
activity. Furthermore, our model incorporates temporal variance including spike timings, 
synaptic delays and ISI.
All training simulations presented in this and the following sections were implemented in 
C++ and testing or probe trials were performed in MATLAB. The proposed learning 
algorithm was applied to a recurrent excitatory-inhibitory spiking network composed of 
800 excitatory and 200 inhibitory neurons (N=1000, Ne=800, Ni=200), with 100,000 
synaptic interconnections (just as before, described in Chapter 5).
6.1 Association of Paired Stimuli and Dopamine Response
We trained a network first to learn a simple learning task whose aim was to select the 
optimal parameters for further use in other extended pair-associate tasks. For this purpose, 
the network was trained to associate 4 paired predictor-choices, each of which was 
reinforced to respond to one of 2 target responses, A or B. We studied the network 
dynamics by observing the interaction between 2 stimulus groups of the paired predictor 
and choice with those 2 response groups. At this point, to minimise the interference due
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to correlated spike patterns, predictors and choices were selected from different groups. 
The learning pairs were as follows: { (So, Si) -> A, (S2, S3)  B, (S4, S5)  ->A, (So, S?) -> B}.
6.1.1 Pair-associate Learning with Exclusive Stimulus Groups
In our first experiment, following the standard learning protocol defined in Chapter 5, we 
stimulated all 50 neurons in a predictor group Si proceeded by a stimulation to all 
neurons in its choice Sj. The ISI between the predictor and the choice was fixed to 10 ms 
as the average of synaptic transmission delays, 1 -  20 ms. For testing (i.e. probe trial), at 
this stage of the experiments, we as well stimulated all neurons in the learned groups 
prior to investigating error tolerance in a tested stimulus group as opposed to stimulate a 
fraction /? < 1.0 of them.
The averaged performances (correct recall rates) for 10 different simulated networks 
were 44.24% and 43.75% for training and testing, respectively. The low performance 
below chance of 50% indicates less significant effect of the reward signal, r, in learning. 
This was also evidenced by the invariance in the number of spike counts in response 
groups where the averaged activations were 6.55 for the target and 6.23 for the non-target 
response groups, meanwhile the control group (a non-reinforced group) indicated 6.6. 
The neuromodulation in the response groups did not selectively reinforce the target 
synapses. The neuronal firings could also be due to only random activity in the network. 
From this point, we anticipated that, there was a need of some activity-dependent bias 
input to increase activation of the neurons in target response groups within such 
competitive learning paradigm (Fig. 6.1 A).
6.1.2 Winner-Take-All
To overcome the problem with low response discrimination rate, we adapted the winner- 
take-all (WTA) mechanism as proposed by Gupta and Long (2009). They proposed a
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WTA mechanism to promote competitive learning among output neurons for spiking 
neural networks. In their unsupervised learning implementation, if an output neuron is the 
wiimer, it sends an inhibitory pulse to all other neurons and a self excitatory pulse to 
itself. Moreover, at the onset of a new stimulus, a neuron not yet fired is given a bias 
pulse to initiate its spike, avoiding the same neuron learning the same stimulus. Their 
result has proven that the proposed WTA strategy can accelerate learning as an output 
neuron fires more vigorously as it learns to recognise more.
In our model, WTA is implemented through an intensified excitatory pulse known as the 
bias pulse Vbias, randomly injected into the wiimer of response groups. The response 
group with the highest number of spike counts is considered to be the winner. After each 
response interval of 20 ms, if the wiimer is a reinforced group (the target response group), 
we intensify current to random neurons within that group with an increase of 50 pA. For 
a group with strong positive reward, the pulse of its neurons is increased with probability 
p  for each to be selected is 0.5, and 0.25 into neurons in the winner with weak positive 
reward (the reward policy is discussed in Chapter 5) (Fig. 6.2). This will increase the 
probability of firing of neurons that have not yet been fired, at the same time shortening 
the refractory period of those fired neurons in the group via random supply of excitatory 
currents.
With the WTA strategy incorporated into our model, the performance increased to 
94.08% and 99.9%, for training and testing respectively. This resulted in facilitation of 
the reinforcement to target responses by the Vbias, with the averaged number of spikes of 
9.98, when compared with the non-reinforced group’s indicating 7.18 and the negatively 
rewarded group’s with 3.15 (see Fig. 6.IB). Therefore to produce more activity in the 
target response group and accelerate learning, in following experiments, we implemented 
the WTA strategy in each learning simulation.
103
A2 4 6
— " C  (norvreinforced)
10 12 14 15 18 20
tim e (mln)
(S,.Sg):A
7
6
r
| 3 •C (norvreinforced)
8 10
tim e (mln)
12 14 20
(Sj .S3):B
g
■C (non-reinforced)I
tim e (mln)
£.
i 'C (non-reinforced)
tim e (min)
B
( S „ .S ,) :A
—' —" C  (norvreinforced)
2 4 6 10 12 14 16 18 20
time (min)
• —••C (non-reinforced)
Dme (min)
(Sj .S3):B
“ •“ ••C (non-reinforced)
time (min)
•“ •••C  (non-reinforced)
tim e(m in )
Figure 6.1. Firing rates in target response groups, i.e. {A. B) and non-reinforced group, i.e. C, for 
learning with Pair-Response = {(So,Sj)-^ A, (82,83)-:^ B, (84,85)-> A, (86,87) -> B}, (A) 
WITHOUT (B) WITH implementation of winner-take-all (WTA) strategy.
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20 ms offsetonset
Figure 6.2. Random excitatory pulse (stimulated neurons shown in gray), vtias, to the winner of 
response groups, e.g. B, with an increase of 50 pA 1-ms pulse current from the offset of a 
response interval. The winner is determined based on the number of spike counts in a 20-ms 
response interval (shown in black circles), e.g. |.B| > \A\.
6.1.3 Inter-stimulus Interval (ISI)
The goal of this experiment was to find the optimal ISI. In the previous experiments, we 
fixed the ISI to 10 ms taken as the average of synaptic transmission delays. In this 
section, we studied how the delay between a predictor Sj and a choice Sj in a pair 
influenced the association to a reinforced response group. Using the same learning pairs 
as in experiment described in Section 6.1.1, in every trial, a stimulus pair was randomly 
selected and presented to the network. The activation of neurons in the response groups 
was observed within 20 ms from the onset of the choice. We have trained the network 
with a set of ISIs in between 10 -  50 ms.
The network learned to associate a stimulus pair to its target response when the ISI < 20 
ms with the averaged performance achieved for training was 82.2% and 91.07% for 
testing. When stimulated with strong current (i.e. 20 pA), each triggered neuron fired 
almost immediately and sent its excitatory postsynaptic potential with maximal
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transmission delay of 20 ms. Therefore the range of delay was consistent with ISI. Hence, 
for ISI > 20 ms, the average performance was below the chance level and the invariance 
of spike counts in the target, non-target and control groups was low indicating only 
random activity in those groups (see Fig. 6.3).
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Figure 6.3. (A) Averaged performance of training and testing (probe trials) for ISIs 10 to 50 ms. 
(B) The firing rate in target response, non-target and control (non-reinforced) groups.
To further investigate the memory recall of the learned predictor-choice presentations of 
training with ISI < 20 ms, we tested the network with unlearned stimulus pairs. Here we 
hypothesised there was NO correlation between the learned and unlearned pairs in 
testing. We swapped the position of a stimulus in a pair, i.e. changing a predictor to a 
choice, and vice versa, from each learned pair. The testing pairs were as follows: (Sj,So), 
and
The optimal performance was achieved when the choice was delayed 15 ms after the 
onset of the predictor. When the stimulation delay was 10 ms, we found only small 
variance (p<0.1) of the averaged performance between the recognition of learned 
stimulus pairs (SuSj) and unlearned stimulus pairs (Sj,S^, i.e. 99.9% (for learned stimulus 
pair) and 98.1% (for unlearned stimulus pair). This shows that a shorter ISI could cause
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dominance of a predictor over its choice in a learning pair. For example a network 
trained with (So, Sj) A for ISI = 10, when tested with an unlearned pair of (Si, So) 
would also response to A with high probability. The network only strongly associated the 
predictor to its pair response. So A, hence resulting in less effect of the choice, Si. The 
discrepancy in testing performance between learned and unlearned pairs was higher 
(p>0.1), when the delay between stimuli was greater than 10 ms (and delay < 20 ms). The 
error rate of the recall to unlearned stimulus pairs increased from 7.24% (ISI <10 ms) to 
17.11% (ISI >10 ms) implying the network had learned the sequence of presentation of 
stimuli. In other words, the network response was influenced by the interaction between 
predictor and choice, instead of just only resulted from the predictor when ISI < 10 (see 
Fig. 6.4).
We then further analysed the performance of learning with ISI = 15 ms and ISI = 20 ms. 
There was a trade-off between the increase in ISI and response rate. An increase in ISI 
decreased the activation of neurons in the target groups (Fig. 6.3B). When trained with 
ISI = 20 ms, variance of averaged spike counts in the target, non-target and control (non- 
reinforced response) groups was low giving the ratio of averaged activations of target to 
control, and target to non-target, 3.60: 2.51 and 3.60:2.08, respectively. On the other 
hand, networks trained with ISI = 15 ms was observed with averaged activations of 6.71 : 
4.38 (target:control) and 6.71:2.44 (target: non-target). Hence, the optimal delay between 
predictor and choice has been found at 15 ms.
In a learning trial, by priming a network with a predictor delayed by ISI=15 ms, can still 
facilitate the response to its choice. Nevertheless at this point, the experiment only 
involved exclusive stimulus groups with no overlapping neurons in different groups. We 
however predicted that, learning with a higher overlap of neuronal groups would require 
greater influence from both predictor and choice, that is to say, with shorter ISI between 
predictor and choice.
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Figure 6.4. The average of correct recalls for inter-stimulus interval (ISI) 10, 15 and 20 ms in 
probe trials with learned pairs (solid line) and unlearned pairs (dotted line).
6.1.4 Probe Trials
After the network had been trained with Pair-Response = {(So,Si)-> A, (S ^S s)^  B, 
(84,85)-> A, (85,87)-^B }, we ran a number of probe trials for different recall tasks.
a) Recalls with random selectivity o f the neurons in the stimulus groups.
During training, at stimulation times t„ and tn+isi, all neurons (A^=50) in the predictor and 
choice groups were supplied with a supertbresbold current of 20 pA. To test for noise 
robustness in a response recall, for every learned stimulus pair, we performed response 
recalls by randomly activating neurons in the predictor and choice groups. We tested a 
trained network with selectivity of neurons to be stimulated, pn, from 0.5 to 1.0.
The averaged recall performance over 100 probe trials showed that the each stimulus 
group required minimal activations of 70% (35 out of 50) of neurons at minimum of 
65.48% of correct recalls. In other words, a network with random synaptic connectivity 
of 0.1, tolerated maximal distortion probability of 0.3 (Fig. 6.5A).
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b) Recalls with only choice groups (neutral condition), congruent pairs, and 
incongruent pairs.
We ran a series of probe trials to see the effect of priming in response recalls. A trained 
network was probed with 3 conditions of stimuli namely neutral -  the network was only 
presented with learned choices without their predictor, {Si, S3, S5, S7}, congruent -  
learned paired stimuli (predictor-choice), {(So, Si), (S4,Ss), (Se,S7)}, and
incongruent -  predictor and choice with conflicting responses, {(Sq,S3), (S^Si),
(S6,Ss)}. For trials with congruent and incongruent conditions, the ISI was 15 ms.
In response to a single stimulus {neutral condition -  with choice only), the averaged 
performance over 100 trials was 53.93%. When presented with congruent pairs, the 
percentage of correct recalls achieved 95.85%, meanwhile averaged correct recalls when 
responding to incongruent pairs decreased to 42.28% (Fig. 6.5B). This indicates a 
facilitation effect when a choice is preceded with its correct paired predictor. Priming the 
network with a predictor acting as a cue to its choice gives advantage in recalling the 
response. Meanwhile high competition or interference exists when the network is probed 
with predictor-choice having conflicting target responses.
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Figure 6.5. (A) Correct recall rates for neurons selectivity with p  from 0.5 to 1.0. Each stimulus 
group consists of 50 excitatory neurons exclusively. Neurons are randomly selected (with 
probability of p) and stimulated with external super threshold current of 20 pA. (B) Correct recall 
rates for 3 stimulus conditions; Neutral -  recalls with only choice stimulus. Congruent -  recalls 
with matching predictor-choice, and Incongruent -  recalls with unmatched predictor-choice.
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6.1.5 Synapse Reinforcement
At the early phase of learning, activation in each stimulus group was only evoked by 
coincident firings of 50 stimulated neurons. After a number of rewards given based on 
the activation rate of the response groups (within an interval of 20 ms from the onset of a 
choice), the network response to the paired stimuli became reinforced. The synaptic 
connections from the paired predictor-choice were stronger compared from other non- 
reinforced stimulus groups (Fig. 6.6). Hence, neurons in paired stimuli could strongly 
influence their postsynaptic targets.
6.1.6 Learning Window
For learning stability, in the following experiments, we ran every simulation for 20 
minutes simulation time (1200 secs), repeated for 10 different networks. However, we 
have observed that the learning gradient only deviated essentially from 0 within the first 
10 secs, approximately after 74 trials (i.e. with ISI=15 ms, response interval=20 ms, and 
trial delay=100 ms) with random presentation of learning pairs (Fig. 6.7).
6.1.7 Discussion
By frequently stimulating predictor-choice pairs, and firings that follow the pre-then-post 
order rule of the STDP, the synaptic connections from those 50 neurons in the paired 
groups to the fired postsynaptic neurons become eligible for potentiation. When there is 
no reward, i.e. r = 0.0, after some period of time, the eligibility trace, z, decays to zero, 
resulting in only small potentiation. In such a case, due to random spikes and long-term 
depression (LTD) window of STDP is greater than the long-term potentiation (LTP) 
window, the amount of the potentiation is compensated by the STDP depression 
mechanism. On the other hand, if there is a reward, i.e. increment (decrement) of r value, 
the amount of potentiation (depression) can be enhanced. Therefore, a reward mechanism 
based on a conditional response reinforces connections to a target response group, A or B 
(Fig. 6.8).
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Figure 6.6. Learning W \t\v Pair-Response = {(So,Si)-^ A, (82,83) -^  B, (84,85) -^  A, (86,87) -^  B}. 
(A) Average of excitatory synaptic weights of reinforced connections from stimulus group to the 
target response group, A or B, after 1 minute of learning. (B) Average o f excitatory synaptic 
weights after 1 min of learning from a stimulus group of a pair (first row) -  reinforced 
connection, and from 2 selected stimulus groups (second and third rows) -  non reinforced 
connections, to the response groups, A and B.
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Figure 6.7. Learning gradient after 60 seconds.
Interestingly, in our experiments, despite of the chaotic spiking network resulting fi*om 
random activities and synaptic delays, the rewarding mechanism could still reinforce the 
right synapses even on delayed paired stimuli. The optimal inter-stimulus interval was 
achieved at 15 ms. It has been shown that (in Section 6.1.4b), for a paired predictor- 
choice, priming a network with the predictor as a cue facilitates recalls to correct 
response.
During a learning trial, we delivered a strong constant current to all neurons in each 
stimulus group. The trained network then could recall learnt associations with random 
stimulations with minimum value of p„ = 0.7. This demonstrates that, with the sparse and 
random connectivity, the spiking network can still tolerate averaged input error of 30%.
6.2 Learning with Overlapping Neurons in Stimulus Groups
In the previous experiments, each stimulus group consisted of 50 mutually exclusive 
excitatory neurons. Each input neuron was a unique member of a group. In contrast, for
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the next experiment, a stimulus group was composed of 50 randomly selected neurons. 
From the population of 800 excitatory neurons, we randomly selected 10 overlapping 
stimulus groups (with A^=50), Sj {0 < i < P), and 2 non-overlapping response groups with 
100 neurons each. Using the same standard protocol for learning and probe trial, ISI = 15 
ms and the same pairing strategy as before, we trained a network with 4 paired predictor- 
choices, i.e. Pair-Response = {(So,Si)^A , (82,83)-^ B, (84,85)-^ A, (80,87)^8} (Fig. 
6.9). The averaged correct response rates over 10 different networks were 68.33% and 
63.25% (p=1.0), for training and testing, respectively, which are lower performances than 
when the network was trained with non-overlapping groups; for ISI=15 ms discussed in 
Section 6.1.3, the averaged correct response rates were 87.33% and 95.18%, for training 
and testing, respectively.
We have also repeated the experiment with a stimulus group consisting of both excitatory 
and inhibitory neurons selected randomly. The averaged performances decreased to just 
above chance with 57.57% (training) and 52.10% (testing). Despite its random and sparse 
connectivity, the network can be trained with stimulus groups consisting of overlapping 
excitatory neurons. The inhibitory neurons in our network are so far only for global 
network inhibition purposes.
Practically, our proposed learning rule can be used for stimulus-stimulus-response 
association. However, until now, learning only dealt with different stimulus groups 
having an exclusive population of neurons, and only experimented with low probability 
of overlapping neurons. It remains to investigate the question on the applicability of the 
learning model in discriminating a response with conflicting inputs. In other words, the 
model should be tested under conditions in which higher correlation between learning 
pairs exists. We refer to correlation as the number of overlapping neurons (or spikes) 
with some degree of probability between two learning pairs. This is to verify if a network 
can be trained to learn temporal sequences in the following section.
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Figure 6.8. (A) Learning at the early phase; aetivity is only evokeci by coincident firing of 50 
stimulated neurons in each group, e.g. paired stimuli (8 4 ,8 5 )  (neurons 201-250 and 251-300) , and 
its target response group (neurons 601-700) (shown in the dashed box). (B) Learning after a 
number o f trials: the neuronal activity in the target response group inereases after in response to 
stimulation of (84,85).
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Figure 6.9. Spike raster plot for learning with stimulus groups consisting of overlapping 
excitatory neurons.
6.3 Learning Temporal Sequence
In the previous experiments we trained a network with exclusive paired predictor-choices. 
The network only associated different stimulus groups with their target response, A or B. 
In the following experiments, we investigated the learning performance with different 
pairing strategies. The goal was to train a network to discriminate a stimulus pair by 
learning its temporal sequence. We analysed the network performance in response to 
some interference as a result o f  correlation between neural spike trains.
6.3.1 Sequence of Predictor —> Choice
In this section, we manipulated the sequence o f  predictor-choice  and exclusivity o f  the 
pred ictor  and/or choice in a learning trial. Unlike in the previous cases with exclusive 
stimulus groups, learning might have unstable learning pairs due to correlation in neural 
spike trains and conflicting responses. There were learning pairs sharing the same 
pred ictor  or choice.
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a) Non-exclusive pred ictor
We trained a network with non-exclusive pred ictors  but exclusive choices. We performed 
training with 4 stimulus pairs, Pair-Response  = {(So,Sj)^A , (80,82)^ B, (83,85)-> A,
(84,80)^ B}, 2 of them (the studied pairs) sharing the same predictor, 80, with different 
choices, 8j and 82, and the remaining 2 were the control pairs both with exclusive 
predictors  and choices, (83,85) and (84,85). The ISI was fixed to 15 ms and in probe trials 
we varied the stimulation to target subpopulations with random probability of neuron 
selectivity from 0.7 to 1.0. The result is shown in Fig. 6.10
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Figure 6.10. The averaged success rate of correct mappings in training for each stimulus pair in 
Pair-Response = {(So,S])-> A, (80,82)—^ B, (83,85)^ A, (84,85)-> B}, within a 20-min learning 
window.
In comparison to the control groups, correlation in spike patterns due to the shared 
pred ictor  increased the number of incorrect response recalls in probe trials for pairs with 
the same predictor, i.e. averaged incorrect response rate; 20% (in studied pairs) and 9.3% 
(in controls) and spurious response rate {A =B )‘, 10.95% (in studied pairs) and 7% (in 
controls). Nevertheless the response discrimination rates for studied pairs to target 
responses in training and testing, with 68.47% (the average of correct response across the
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20-min learning window) and 69.10%, respectively, indicated the network could still 
differentiate temporal sequences at above chance in associating partially correlated input 
spike trains.
b) Non-exclusive choice
We repeated the experiment in 6.2.1(a) for learning with non-exclusive choices. A 
network was trained with 4 pairs i.e. Pair-Response = {(So,Si)->A, (82 ,8 ] ) ^  B, (83 ,85)->■ 
A, (84 ,85) ^  B}, with 2 paired predictor-choices sharing the same choice and 2 control 
groups (Fig. 6.11).
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Figure 6.11. The averaged success rate of correct mappings in training for each stimulus pair in
Pair-Response = {(So,Si)^ A, (82,81)-^ B, (83,85) ^  A, (84,85)-^ B}, within a 20-min learning 
window.
Unlike when the network was trained with stimulus pairs sharing non-exclusive predictor 
but different choices, in this experiment, neural spike train correlation in the stimulus 
groups could result in one of the competing pairs, i.e. (80 ,81) ^  A and (8 2 ,8 j ) ^  B, to 
become slightly unstable. In this case, (80 ,81) ^  A achieved correct mapping in probe 
trials with 75.50%, meanwhile (82 ,8 ])—>■ B with only 61.10%. One of the pairs could 
easily be dragged to the response of its opponent pair. This is due to the fact that, the
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number of spikes in response groups was counted within a 20-ms response interval from 
the onset of a choice. Consequently, with ISI of 15 ms and decays in STDP process 
(xsTDP= 20 ms) to some extent decreased the influence of the predictor.
c) Orthogonally identical learning pairs
In this section, in training to associate 4 pairs with their target response, A or B, i.e. Pair- 
Response = {(So,Si)—>A, (S],So)—^B, (83 ,85) ^ A, (84 ,86) ->B}, there were 2 orthogonally 
identical pairs, i.e. (80,81)-^ A and (81,80)^ B, and the control pairs. There were input 
spike trains consisting of spikes from the same stimuli but with different temporal 
sequences.
The probe trial result revealed that the network learned the temporal difference and 
associated to its target response with the averaged correct response recall rate (cf. 
Chapter 5, 8 ection 5.5.1) of 71.90% for the studied pairs and 82.85% for the control pairs. 
In this case, the learning experienced less interference compared to when the network 
was trained with pairs sharing the same predictor or choice (Fig. 6.12).
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Figure 6.12. The averaged success rate of correct mappings in training for each stimulus pair in 
Pair-Response = { ( S o ,S i ) ^  A, (S },S q )->  B, (8 3 , 8 5 ) —> A, (8 4 , 8 5 ) ^  B}, within a 20-min learning 
window.
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d) Asymmetrically different learning pairs
We have also applied a pairing strategy having a stimulus group to be a predictor of a 
pair, and also a choice in another pair. We trained the network with 4 pairs as follows: 
Pair-Response = {(So,Si)^A, (Si,S2)-> B, (S3,Ss)->A, (S4,S6)->B}. The first two pairs 
were asymmetrically different pairs sharing the same stimulus group as a predictor (or a 
choice), i.e. Si, with conflicting target responses.
The result showed that the network was able to discriminate the response to both 
asymmetrically different pairs, i.e. (So,Si) and (Si,S2), with averaged performance of 
78.05%, comparatively good as compared to the control groups with correct response rate 
of 84.65%. This is again to demonstrate that, temporal difference between two input 
spike patterns in a sequence contributes to the discrimination of recalls to target response 
(T%.6T3^
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Figure 6.13. The averaged success rate of correct mappings in training for each stimulus pair in 
Pair-Response = {(So,Si)—> A, (81,82)—> B, (8 3 , 8 3 ) — A, (84,83)-> B}, within a 20-min learning 
window.
e) Stimuli pairs represent a sequence
We extended the task in Section 6.2.1(d) by training a network with stimulus pairs that 
each pair was a sub-chain of a sequence Si,Si+i,..,Si+n. The pair-response set was as
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follows: Pair-Response ^  { (S o ,Si)^  A, (8 1 ,8 2)-^  B, (8 2 ,8 3) A, (8 3 ,8 4) ^  B). In this 
experiment, there were more than 2 pairs that were asymmetrically different. In a 
learning trial, we randomly selected and presented a paired predictor-choice, (8 j,8 j) and 
reinforced the network to respond to its target response, A or B.
The interference increased due to partially correlated input spike patterns between two 
stimulus groups. There were unstable pairs, whose predictor and choice were attracted to 
conflicting responses. For example the pair (8 2 ,8 3) A ,  its predictor 8 2  was ihQ choice 
for (8 1 ,8 2 ) - ^  B, and its choice 8 3  was the predictor for (8 3 ,8 4) -^B. Meanwhile, the pair 
whose choice was not a member of any other pairs was more stable, even when compared 
to a pair with unique predictor, i.e. unique choice, 8 3  in (8 3 ,8 4) ->B  vs. unique predictor, 
8 0  in (8 0 ,8 1 ) - >  A  . Nevertheless, the overall performance with 68.59% and 66.56% (the 
average performance of all pairs) for training and testing, respectively, demonstrate that 
the network can practically learn a sequence formed by its sub-chains (Fig. 6.14).
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Figure 6.14. The averaged success rate of correct mappings in training for each stimulus pair in 
Pair-Response = {(Sq,S i) —> A, (81,82)^ B, (82,83)-> A, (83,84)-> B}, within a 20-min learning 
window.
Generally, our algorithm can be applied to train a network to learn temporal sequences 
particularly for pair associate tasks consisting of learning pairs with non-exclusive
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predictor or choice, those are orthogonally identical and asymmetrically different. 
However, correlation of spike patterns between two paired stimuli decreases response 
discrimination rate. From those tested conditions, we have found that a network trained 
with non-exclusive choice suffers more interference compared to other conditions. This is 
the result of delay between stimuli allowing small depression due to random spikes 
(noise) and the absence of reward in the period of ISI. In such case, the contribution from 
the predictor decreases. On the other hand, the ISI of 15 ms can sufficiently give 
temporal difference between two orthogonally identical pairs.
6.3.2 Analysis of Interference
All of the experiments described in Section 6.2.1 involved learning to discriminate 
temporal sequences. We have studied a number of pairing strategies in correspondence to 
the network performances in training and probe trials. Some of the simulations have 
shown an effect of input spike pattern correlation resulting in interference in response 
recall. In this section, we further analysed the level of such an interference effect in pair- 
associate learning tasks.
a) Pair-Response = {(So,Sj)^A, (80,82)  ^ B }
We began with training a network with 2 paired predictor-choices sharing the same 
predictor (Fig. 6.15). The averaged correct and incorrect response recall rates in probe 
trial were 66.20% and 21.70%, respectively. With partially correlated spike train, the 
network could still compromise the interference due to non-exclusive predictor with 
performance at above chance (summarised results in Table 6.1).
t, tn+ISI
Figure 6.15. Learning pairs with shared predictor, i.e. {(So,Si)->A, (80,82) ->B}
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b) Pair-Response = { ( S o ,S j ) - ^ A ,  ( 8 0 , 8 2 ) ( 8 i , 8 o ) - > B }
To further study the dynamical stability of neuronal responses to correlated input spike 
trains, in the next experiment we added another stimulus group, (81 ,80), to the task in 
8 ection 6.2.2 (a). We simulated the effect of interference due to non-exclusivity and 
identical orthogonality in learning pairs (Fig. 6.16).
tn tn+ISI
B
Figure 6.16. Learning with non-exclusivity and identical orthogonality, i.e. {(8 q,Si)-^ A, 
(So, Sj) —>B, (Si, So) —> B}
The results over 10 different simulated networks demonstrated that a network tolerated 
the interference when learning pairs were orthogonally identical better than when they 
share the same predictor. The neural correlation of the input spike trains in (8 0 ,81)  and 
(80,82)  increases the error rate in response recall (Table 6.1).
c) Pciir-Response = {(80 ,81)  A, (80,82) B, (8 2 ,81) —^ A}
In the next following experiment, we trained a network under the effect of non­
exclusivity and asymmetrical difference. We combined learning pairs with non-exclusive 
predictor, i.e. (80 ,81) - ^  A  and (80 ,8 2 ) ^ 8  and non-exclusive choice, i.e. (8 0 ,81)->  A  and
(82 ,81) - ^  B ,  and asymmetrically different pairs, i.e. (80,82) - ^  B  and (82 ,81)->  A  (Fig. 
6.17).
122
tn tn+ISI
B
Figure 6.17. Learning with non-exclusivity and asymmetrical difference, i.e. {(So,Sj)-^A, 
(So,S2)—>B, (S2,Si)—>A}
The averaged performance was low with only 51.73%. In Section 6.2.1(a), Section 
6.2.1(b) and Section 6.2.1(d), where the exclusiveness of predictor and choice, and 
asymmetrical difference were treated in different learning tasks, the averaged 
generalisation rates were higher with 69.10%, 68.30% and 78.05%, respectively for each 
case (Table 6.1).
The results of interference analysis for learning with shared predictor, non-exclusivity 
and identical orthogonality, and non-exclusivity and asymmetrical difference are 
summarised in Table 6 .1.
T a b l e  6 .1  
A n a l y s i s  o f  I n t e r f e r e n c e
Type of 
interference Stimulus pair
Training 
(mean% ± SE)
Testing 
(mean% ± SE)
■ shared predictor
(So,Si)—> A 
(SofSA—^B
68.87 ±2.71 
63.79 ±7.44
72.00 ± 7.48
62.00 ± 11.21
■ non-exclusivity (So>Si) —> A 73.82 ±4.60 80.00 ±4.52
■ identical (SofSd B 36.44 ±3.26 42.00 + 4.24
orthogonality 71.23 ±7.84 72.40 ± 8.75
■ non-exclusivity (So,Si)—>A 71.79 ±4.79 72.80± 5.24
■ asymmetrical 43.09 ± 11.45 37.60± 8.30
difference (S2,S])—>A 80.09 ±2.71 73.20 ±5.16
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The results demonstrate the level of interference that could disrupt the stability of a 
pattern due to conflicting responses. The effect of non-exclusivity could be observed 
when any of learning pairs shared a predictor or a choice:
6.3.3 Minimising the Correlations in Spike Patterns
At this point, we predicted that high correlation of spike patterns between two learning 
pairs might have caused decrement of learning performance. To minimise the high 
correlation of spike patterns between pairs, in the following experiment, neurons in each 
group were triggered randomly with probability of ;? < 1.0. The goal was to stimulate 
some variability in neuronal activity where in all experiments described in Section 6.3.2, 
the degree of overlapping neurons for the same group was p=l.O that all neurons in the 
group were supplied with 20 pA 1 -ms pulse current for every trial.
In the next experiment, there were 2 pairs of predictor-choices, from two same stimulus 
groups, %and Si, but with probability of overlapping neurons of j? < 1.0 in pairs with the 
same group label, and two exclusive response groups, A and B. Initially we randomly 
selected neurons for each group to be delivered with 20 pA 1 -ms pulse currents, and to 
minimise variability, the random sets of neurons were fixed for every trial. The example 
of current stimulation pattern is illustrated in Fig. 6.18. In parallel with our previous 
experiments, we kept the probability of neurons with some p  value so that the minimum 
of neurons triggered for each group was 50 neurons. We ran a series of learning 
simulation with varied numbers of neurons in each group, n, from 100 to 300, i.e. the 
minimum of «*/? = 50. The training and testing results are shown in Fig. 6.19.
Theoretically, a greater number of neurons in each group can lower the probability of 
overlapping activity caused by firings of the same neurons. However, this is also subject 
to the level of randomness in a sparse recurrent neural network for its connectivity and 
background activity. From our experiments, we can see that, for 2 predictor-choice pairs
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with minimum activation of 50 neurons in both predictor and choice groups, it requires a 
minimum number of 100 neurons for each pair for an above random performance.
20PAI nnn n y n n
n n n
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Figure 6.18. Two competing stimulus pairs sharing the same predictor and choice groups, with 
different random set of stimulated neurons.
™ 50
y 40
(p=0.5,n=100) (p=0.25,n=200) (p=0.25,n=250) (p=0.25,n=300)
Figure 6.19. The training and testing performances of learning with non-exclusive stimulus 
groups with different random set of stimulated neurons, i.e. p  is the probability for eaeh neuron to 
be stimulated, and n is the number of neurons in each stimulus group.
6.4 Network with Lateral Inhibition
In the previous series of experiments, the connectivity between neurons in a trained 
network was sparse and random with ;? = 0.1. In a network with 1000 neurons consisting 
of 800 excitatory and 200 inhibitory neurons, each excitatory neuron was connected to
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100 neurons (excitatory and inhibitory), whilst each inhibitory neuron had connections to 
100 excitatory neurons only. With a simple network structure in learning we 
implemented the WTA strategy via application of random excitatory bias signals to the 
winner of target response groups. With the WTA method, it could increase the 
probability of activation of some neurons in a target response group that had not been 
fired. This would consequently result in higher activation in the target response group 
compared to its competitors. However, the simplicity of the structure has some 
limitations for learning with high competition.
For learning with exclusive stimulus groups, the proposed rule achieved excellent 
performance as all predictor-choice pairs were stable. The stability of each stimulus pair 
was dependent on correlation of spike patterns between two learning pairs. We have 
discussed some level of interference due to exclusivity of stimulus pairs in the previous 
section that may defeat learning performance due to conflicting responses, e.g. (So, Sj)
A and (So, S2)  —^B.
Furthermore, the connectivity between output neurons might have also caused undesired 
causal firings. For example, learning with 2 competing target responses, A and B, in 
which strengthening of synaptic strength between Sj A could also lead to activation of 
neurons in response group B due to triggering of synapses A B. In short, firings of 
postsynaptic neurons of ^  in 5. Therefore, there is a need to apply some inhibition 
mechanism via anatomical constraints. To improve the discrimination rate in a 
competitive learning, we suggest a modified network topology with a lateral inhibition 
mechanism (see Fig. 6.20).
For clarity of discussion, we divide the network into two modules namely Response 
module and Input module:
Response module
In the network with lateral inhibition, we eliminate the excitatory synaptic connections 
between response groups. Excitatory neurons in each response group, e.g. R+m, is
126
connected to its inhibitory pool, e.g., R~m. The inhibitory pool provides inhibition to its 
competitor group(s) through negative synaptic cormections. The synaptic strength from 
an inhibitory pool of a response group to excitatory neurons in its competitor is set to -4.0 
(a strong inhibition). Generally, each neuron has connectivity of 0.1 (i.e. 100 out of 1000 
neurons). Each excitatory neuron in the response module has 50 postsynaptic neurons 
from its inhibitory pool, and 50 postsynaptic neurons consisting of neurons from the same 
excitatory response group and/or excitatory neurons in the input module. Meanwhile each 
inhibitory neuron in this module is connected to other 100 excitatory neurons of its 
competitor groups. By having such anatomical constraints in the response module, 
activation of any neuron in a response group will invoke its inhibitory pool that 
eventually sends some amount of inhibitory postsynaptic potentials to its competitor(s).
Input Module
For synaptic connections in input module, each excitatory neuron has random 
connections to 100 neurons from the whole populations (from 1000 neurons), and each 
inhibitory neuron in this module is connected to 100 excitatory neurons from the whole 
population as in the network without lateral inhibition described earlier.
j
[ - C r h — c R -k < R+ m — c R~m
_ ?  9  ■ _ _ y  y
S + , S+J S+ n N S + - - - - - - - i— — 0
IH - i n p u t  m o d u l e
R e s p o n s e  m o d u l e
Figure 6.20. Recurrent spiking network with subpopulations of stimulus groups (5), response 
groups (i?; R+ and R_), non-selective neruons {NS) and inhibitory pool {IH). Lines end with open 
circle show excitatory connections, and lines end with solid circle indicate inhibitory connections.
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For learning execution, in a 20-ms response interval, there are 2 phases o f reinforcement. 
In the first phase, a reward signal is produced for the number of spike counts of neurons 
in the target response inhibitory group, i.e. within 10 ms of the
response interval from the onset of a choice. This is to strengthen the synapses from a 
triggered stimulus pair to its postsynaptic neurons in the target response inhibitory group 
for lateral inhibition to its competitor group(s). In the second phase, the same mechanism 
is applied for reinforcement of the excitatory response groups but based on number of 
spike counts within 20 ms. WTA is also implemented in both phases through bias 
random excitatory signals to the winner for each phase (Fig. 6.21).
\R + n
0 +
onsetchoice 10 ms 20 ms
response interval, 20 ms
Figure 6.21. Synapse reinforcement phases, in a 20-ms response interval (after the onset of a 
choice). In Phase I: after 10 ms, reinfocement of (SuSj) and in Phase II: after 20 ms,
reinfocement of (Si,S^
For each stimulus, we randomly selected 50 neurons from each group to deliver a 
superthreshold current of 20 pA, for example in group So consisting of 100 neurons, 50 
neurons were selected to be paired with 50 neurons from group Sj (out of 100 neurons, 
chosen randomly). Hence for two stimulus pairs, e.g. (Sq,Sj) - ^ A  and (80 ,82) -> B, the 
predictor 8 0  might have a number of overlapping neurons (same procedure described in 
Section 6.3.3).
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We repeated experiments in Section 6.3.2 for analysis of interference. There were 3 
conditions of stimulus pairs; case I -  shared predictor, Pair-Response = { ( S o , S i ) - ^ A ,
(80 ,82)->  B}, case II -  interference from non-exclusivity and identical orthogonality, 
Pair-Response = { ( 8 0 ,8 1 ) - >  A , ( 8 0 , 8 2 ) ^  B, ( 8 j , 8 q ) - ^  B}, and case III - non-exclusivity 
and asymmetrical difference, Pair-Response = { ( 8 o , 8 i ) - > A ,  (8 0 ,8 2 )->B, ( 8 2 ,8 1 ) - ^  A } .  To 
create more interference effects due to neural spike train correlation, the ISI was set to 10 
ms as the average of synaptic delays in the range 1 to 20 ms. Learning performances 
without and with the lateral inhibition mechanism are depicted in Fig. 6.22.
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Figure 6.22. Results of learning with (solid line) and without (dotted line) lateral inhibition for 
case I (shared predictor), case II (non-exclusivity and identical orthogonality), and case III (non­
exclusivity and asymmetrical difference); A) training, B) probe trials with probability of neuron 
activation p=1.0, and C) probe trials with probability of neuron activation 0.7 < p<1.0.
In all the three cases, learning performance could be improved through implementation of 
our proposed lateral inhibition. For training, the averaged discrimination rates in case I, II 
and III are 86.56%, 76.99% and 93.79% respectively, in comparison with learning 
without the lateral inhibition, 53.89%, 46.30% and 78.26% for case I, II and III 
respectively. We ran testing for two batches of input conditions namely, learned stimulus 
pairs and noisy stimuli with only a fraction of neurons stimulated randomly with 0.7 <
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The results were as follows; for learned pairs (p=0.0) in case I, II and II, 85.40%, 
73.73% and 96.00% respectively (without lateral inhibition: 50.25%, 47.33% and 
83.60%) and for distorted test pairs, 70.80%, 70.07% and 81.60% respectively (without 
lateral inhibition: 51.13%, 44.40% and 70.13%).
6.5 Learning Logic Functions
In this section, we describe benchmarking of our learning model at solving temporal logic 
functions of AND and XOR problems. In our spiking network, excitatory neurons are 
regular spiking type neurons, meanwhile inhibitory neurons are fast spiking type neurons. 
In every stimulation, each target neuron receives super threshold current with strength of 
20 pA. As described in Chapter 5, Section 5.5, generally stimulation to the same group 
within 100 ms does not work because of decreasing frequency of spike in our model, 
therefore, there are two conditions of input to logic fimctions, namely (So, So) and (Si, Si) 
are not allowed. Alternatively, to perform a logic function task, we defined 4 distinct 
stimulus groups. So, Si, S2, and S3. Here So = TRUE for the first stimulus, and S2 = TRUE 
for the second stimulus, and. Si and S3 represented the FALSE value of the first and 
second stimuli, respectively. Meanwhile, the response group A represented a TRUE 
response and the response group B was considered a FALSE response.
For the AND problem, the pair-response set was as follows: Pair-Response = {(8 0 ,82)
A, (80 ,83) —^ B, (81 ,82) — B, (81 ,83) — B}. For this case the learning simulation inherited 
the interference caused by non-exclusivity of both predictor and choice, i.e. the pairing of 
TRUE and FALSE values for the first and second variables, e.g. (80,82)  and (81 ,82). In 
experiment with XOR problem, i.e. Pair-Response = {(80 ,82)  ^ B ,  (80,83)->  A, (81 ,82)->  
A, (81 ,83) ^ 8 ) ,  correlation between two input spike trains both in predictor and choice 
served a high competition in learning. All stimulus groups were unstable due to shared 
predictor and choice having conflicting responses. With such profile of competitive 
learning as a result of correlation of neural spike patterns in learning logical functions, we 
ran the experiments using a network with lateral inhibition. Simulation results indicated
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that a network with stochastic dynamics and minimal anatomical constraints can also 
learn temporal logic functions with good performances achieved at 85.95% in training 
and 85.85% {p=1.0) in testing for AND problem, and for learning temporal XOR at 
81.88% in training and 79.53% (p=1.0) in testing. The non-linearity in XOR problem 
slightly decreased the performance of learning. Furthermore, for every learning and 
testing trials, the network received different dynamics that could also affect the 
performance deviations. The recall of learned sequences in the temporal AND and XOR 
problems for each pair are depicted in Fig. 6.23.
AND
.100
8 50
8 50
XOR
random level 
= 50%
'i ' f
-----Î -----
. ......
g(Sg.S2):B
C](S,.S3):B
Figure 6.23. The correct recall rates for learning temporal AND and XOR problems with Pair- 
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6.6 Learning with FOUR responses, {A, B, C, D}
All of the experiments discussed so far only involved reinforcing a network to associate 
paired predictor-choice to one of the two target responses, A or B. We have also studied a 
number of paired stimuli conditions for their facilitation or interference effects in 
discriminating the target response. In the following experiment, we ran learning 
simulation with 4 target responses. A, B, C and D. The goal of this experiment was to
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examine fiirther the performance of our learning model in an environment that demands 
high competition.
For this experiment, the network was trained using the lateral inhibition mechanism (as 
described in Section 6.3). To control the effect of interference caused by correlation in 
input spike trains, initially we only selected 4 paired stimuli with non-overlapping groups, 
i.e. Pair-Response = { ( S o ,S i ) - > A ,  (82,83) ~^B, (84 ,85) C, (8 5 ,87) ^  D}. The averaged 
target discrimination rate when ISI = 10 ms, for training was 84.18% and 88.50% for 
testing with learned pairs (i.e. activation of neurons in a stimulus group with p  = 1.0). 
Nevertheless, with the increase in the number of target responses, the network required 
higher activation of neurons in a stimulus group which we have found in our case at the 
minimum of 80%, i.e. permissible error of 20% (10 out of 50 input neurons). The 
averaged success rate of the probe trials with the maximum of 20% distortion was 
64.10%. However, in parallel with the initial experiment described in Section 6.1 for 
learning with 2 target responses, A  and B, this suggests that, our random and sparse 
recurrent spiking network (with lateral inhibition) can also be practically trained to learn 
multiple input-output mappings.
We have also run learning with non-exclusive stimulus groups with predictor-choice pair 
as follows: Pair-Response = {(80 ,82) ^  A, (80 ,83) ^ 8 , (83,82) ^  Q (81 ,83) - ^  D}. In the 
latter learning mode with non-exclusive stimulus groups, to reduce too high correlation in 
neural spike patterns, the same stimulus group, say a predictor that was to be paired with 
different choices was allowed to have some probability of non-overlapping neurons (as in 
Section 6.3.3). This is to say, two stimulus groups with the same label consisted of 
neurons selected randomly from the same pool. Therefore, for each stimulus, we 
randomly selected 50 neurons from a pool of 100 neurons to be delivered a 
superthreshold current of 20 pA. For example in group 80  consisting of 100 neurons, 50 
neurons were selected randomly to be paired with 50 neurons from group 81  (out of 100 
neurons, chosen randomly). Hence for two stimulus pairs, e.g. (80, 8 j) - ^ A  and (80 , 82)  
—> B, the predictor 8 0  might have a number of overlapping neurons with some
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probability. The correct recall rate was achieved at 78.47% and 78.70% for training and 
testing (p=1.0), respectively (Fig. 6.24A).
The experiment was repeated for ISI=15 ms, and the performance decreased to 63.22% 
and 71.50% (p=1.0) for training and testing respectively in learning with exclusive 
stimulus groups. Meanwhile for learning with non-exclusive stimulus groups the correct 
recall rates for training and testing were 61.00% and 65.50% respectively. It shows that 
greater influence from a predictor provides more facilitation to the recognition of its 
choice in learning with shorter ISI. This however only applies to learning with lateral 
inhibition. In learning with no inhibition mechanism, we have found that shorter ISI at 
some point could dominate the response to its choice (Fig. 6.24B).
We also ran an experiment with only 2 stimulus groups, So  and S i ,  paired into 4 
predictor-choice which random set of neurons for each member of a pair, i.e. Pair- 
Response = { (S o ,S i) :  Pair 1->A, (S o ,S i) :  Pair 2-> B, (S o ,S i) :  Pair 3 - ^ C ,  (S o ,S i) :  Pair 
4 - > D } .  Here groups with the same label. So  and S i ,  might have overlapping neurons with 
p  < 1.0. We have found that, for an above 50% performance, the minimum number of 
neurons in each group is 62.
6.7 Learning with Standard STDP Rule vs. with Reward-modulated 
STDP
As discussed earlier in Section 6.1.2, to facilitate the firing of neurons in a target response 
group, we incorporate a winner-take-all strategy. This is implemented through a supply of 
bias current to randomly selected neurons in the winner of response groups. The bias 
current could trigger neurons those are not yet fired and to shorten the refractory period 
of those recently fired ones. At the moment, we apply VMas to a winning group with 
probability of 0.5 and 0.25 for each neuron in the group to be selected, for strong and 
weak reinforcements, respectively. Nevertheless, our simulation experiment could be 
revised for better and systematic execution in application of the Vbias to a winning group.
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Figure 6.24. The correct recall rates for each stimulus pair for training and testing with 4 target 
responses, i.e. Pair-Response = {(So,Si)^A, (82,83)-:>B, (84,85) ^ C ,  (86,87)^ D}\ (A) ISI = 10 
ms and (B) ISI = 15.
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We ran an experiment to see the effect of on synaptic plasticity. We have compared 
two batches of learning; with only STDP and reward modulated STDP. We conclude that, 
at some point the contribution of Vtias on activation of neurons in a winning group is 
somewhat strong. The synaptic strength after some learning with only STDP and reward- 
modulated STDP is exhibited in Table 6.2.
Table  6.2
S y n a p t i c  S t r e n g t h  f o r  T r a i n i n g  w i t h  O n l y  STDP a n d  M o d u l a t e d  STDP
F O R  ISI=10 M S  A N D  ISI=15 M S
Plasticity
Synaptic strength 
(mV)
ISI =10 ms ISI =15 ms
(Pred, Cho) 
-> Target
(Pred, Cho) 
-> Non-Target
(Pred, Cho) 
-> Target
(Pred, Cho) 
-> Non-Target
ONLY STDP 3.16 1.73 3.06 1.78
Modulated STDP 3.26 1.71 3.15 1.63
From Table 6.2, the contribution of reinforcement signals in synaptic plasticity is fairly 
small. This can be seen fi-om small differences in synaptic strength to target and non­
target groups, between learning with only STDP and reward modulated STDP. However, 
for all learning with reward modulated STDP, synaptic strength to target groups is always 
higher, and synaptic strength to non-target groups is always lower. For this experiment, 
for comparison of learning with no synaptic depression, the negative rewarding in reward 
modulated STDP based learning was not applied. The experiment was run with ISI = 10 
ms and ISI =15 ms, and we have found that the contribution of reinforcement signals is 
higher as the ISI increases. This is due to the positive correlation of the eligibility trace, z, 
that sums up the weight changes proposed by standard STDP with reward signal, r, that 
normalises the pre-post and post-pre activity. Furthermore, delayed reward could also be 
explored for more comprehensive experiment.
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6.8 Summary and Discussion
In this chapter, we have demonstrated the ability of reward-modulated spike-time 
dependent plasticity (STDP) in pair associate learning tasks. A network with variable 
spontaneous activity can be trained to learn stimulus-stimulus-response association 
through some mechanism of reinforcement learning. To serve a goal-directed learning, 
our proposed model integrates STDP and firing rate (in Chapter 5, 5.1 -  5.3). The firing 
rate is a parameter of a reward policy that determines the adjustment value for synaptic 
changes proposed by STDP standard rule. The adjustment value represents the dopamine 
concentration variable, i.e. reinforcement signal, r, that results in strong positive, weak 
positive or negative reward signals. Therefore, the rewarding mechanism is based on 
modulation through the dopamine variable, where the increment/decrement of its values 
enhances the potentiation or depression resulting from the STDP process.
In the network with random connectivity, there are subpopulations of excitatory neurons 
that are selective to certain stimuli. In each learning trial, the network is presented with a 
predictor stimulus followed with its paired choice with an inter-stimulus interval (ISI). 
The response is based on the number of spike counts in some excitatory groups within 20 
ms interval from the onset of a choice stimulus. The response group with the highest 
activation is considered to be the winner. To speed up the learning convergence, the 
winner is supplied with a biased excitatory increased current to randomly selected 
neurons. After a number of trials in our experiment, the network response to the 
presented paired-stimuli became stronger which consequently strengthened the 
reinforcement to target synapses.
At the early phase of our experiments in pair-associate tasks, we investigated the 
interaction between both paired stimuli with ISI from 10 to 50 ms. We have found that, in 
learning with exclusive groups, the maximal ISI is 15 ms for significant influence o f  a 
predictor to its choice. In learning with non-exclusive stimulus groups, greater influence 
from a predictor is required to facilitate discrimination of target responses due to 
correlation in neural spike trains. The optimal ISI for such learning condition has been
136
found at 10 ms. Too high dependency of a choice on its predictor at some point limits a 
system to have longer temporal delay between stimuli. There is also a possibility that the 
network treats a stimulus pair as a single stimulus. This is however a trade-off for a 
system with high competition of outputs.
From our simulation experiments, the results show that a network can be trained with 
multiple input-output mappings. Here we extend the reinforcement learning proposed in 
Izhikevich (2007b). In Izhikevich’s approach, learning only involves reinforcement of a 
stimulus group to a response group. There are one stimulus group and two response 
groups where the reinforcement to one response group is implemented first then learning 
is shifted to another response group. In our implementation, we associate a pair of stimuli 
to a response group, that each is presented randomly. The network is given a set of pair- 
response with a target response for each. Learning has been tested with a number of 
pairing strategies. The model has been successfully tested for temporal sequence learning 
with exclusive stimulus groups as well as in a setting with an overlap of patterns between 
stimulus groups. Furthermore, the model has successfully been benchmarked at solving 
the AND and XOR problems.
Initially, learning tasks only involved association to two response groups, A and B. In 
such cases, neurons in both groups act as the dopamine neurons whose activation within 
its group in an interval time could be a behavioural action in anticipation of the reward.
There was a limitation due to high correlation of spike patterns that might cause 
instability of learning pairs. We have analysed several levels of interference that can lead 
to high competition of responses. Even the performance in some such cases was above 
chance, non-inclusivity in learning pairs could somehow affect discrimination of 
temporal sequences. For example for a system with shared choices, e.g. Pair-Response e 
{(So,Si)^ A, (S2,Si)-> B}, any of the stimulus pairs could be dragged to an undesired 
response. As an immediate solution, we introduce some anatomical constraints on the 
current network model by eliminating the excitatory connections and inserting inhibitory 
connections between neurons in response groups {Section 6.4). This provides a solution
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to enhance the discrimination rate for some learning conditions with non-exclusive 
stimulus groups. As learning progresses, reinforcement of synapses is achieved not only 
to target response groups but also to its inhibitory pool from a triggered stimulus pair. 
Strengthening of synaptic connections to an inhibitory pool could facilitate discrimination 
to a target group as neurons in the competitor groups will be suppressed. Even though the 
biological interpretation of such an inhibition mechanism is not well defined in our model, 
this serves as an initial attempt for understanding the synapses of the anterior cingulate 
cortex (ACC) triggered on events related with conflict or error detection (e.g., Botvinick, 
Braver, Barch, Carter, & Cohen, 2001; Holroyd & Coles, 2002; Kaplan et al., 2007).
We have also tested learning in environments with higher competition of responses. We 
extended the training to discriminate paired predictor-choice for four responses, i.e. A, B, 
C and D. The performance indicates some potential of our model in learning multiple 
input-output mappings with high competition of outputs. Nevertheless, the increase in the 
number of responses requires greater number of spikes from the input neurons with 
minimum of 80% activation from each stimulus group.
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Chapter 7
Learning in Real World Tasks
In this chapter we present some potential applications of our model in noisy and uncertain 
environments represented by real problem data. Using the same protocols and network 
architecture with stochastic dynamics as discussed in the earlier chapters {Chapters 4-6), 
we implemented the proposed learning model in two applications that include an 
association task and cognitive modeling of the Stroop effect.
For the association task, we first trained a network using our auto-associative stimulus- 
stimulus (S-S) model (described in Chapter 4) to associate paired visual images. Learned 
associations could be observed by triggering any member of an image pair and would 
invoke activation of its matched image stimulus. We later used the same visual images to 
train a network with our stimulus-stimulus-response (S-S-R) model (described in Chapter 
5). Simulation results demonstrate the feasibility of our S-S-R association model in 
discerning responses to delayed paired visual images. Furthermore, with appropriate 
experimental settings, we have also simulated the Stroop effect cognitive behaviour as an 
improvement to our Stroop rate coding model described in Chapter 2, with more 
biologically realistic properties.
7.1 Visual Pattern Association
For training with real visual association task, an agent was rewarded for responses that 
pointed to a correct match of paired predictor image and the choice image. For training a
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network to associate paired real visual stimuli, in this experiment, we selected randomly 
6 2-D images from the Internet for learning samples (as shown in Table 7.1). Those 
visual images were preprocessed using Matlab Image Processing Toolbox. For simplicity 
and to reduce the amount of data required, each image was converted from RGB to 
grayscale and compressed to 20x20 pixels. We have trained the visual image data using 
both our S-S and S-S-R models.
T a b l e  7 .1
P a i r e d  V i s u a l  I m a g e s  a n d  T h e  T a r g e t  R e s p o n s e s
Predictor Choice Target
A
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7.1.1 Stimulus-stimulus (S-S) Association
For learning using the S-S model, we trained a network composed of 1000 neurons with 
800 excitatory and 200 inhibitory neurons. Each neuron had synaptic connections to 20% 
excitatory and 20% inhibitory neurons. There were 6 stimulus groups consisting of 
exclusive excitatory neurons with 120 neurons each. Each neuron represented a pixel slot 
of an image. Therefore, those 120 neurons were a sample of an image extracted randomly 
from the 400 pixels (i.e. 400 pixels = 400 neurons), and they were fixed across trials.
At a particular time, the network was intensified with stimulation to a group representing 
a predictor image stimulus for 200 ms followed by stimulation to its paired choice image
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stimulus with the same duration at an onset time within the stimulation period of the 
predictor (see Fig 7.1). In the network with background activity, y^i(t), where y is the 
current strength, and is the Gaussian noise with yW=0, <7= 1, each target group received 
intensified current of yCi(t) with y=30 and Ci(t) represents the preprocessed image pixels, 
in the range of 0 to 1. Each visual pair was presented randomly with uniform distribution 
in a learning phase with 20 trials. The network activities at the initial phase of learning 
and after several trials (i.e. with an average of « 7 trials for each stimulus pair) are 
depicted in Fig. 7.1.
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Figure 7.1. Learning of visual input (Left column) at initial phase, and (Right column) after 
several trials (maximum of 20 trials). At the early phase of learning, neurons only fire 
asynchronously due to intensified external currents. After a few trials (i.e. < 7 trials), 
synchronisation of activity in the same subpopulation and assoeiated subpopulation can be seen 
(shown in dashed boxes), through activation of neurons.
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The synchronisation of activity between a predictor group and a choice group was 
achieved approximately after 7 (or less) learning trials. From this point, we could 
visualise spills of activity fi*om a group to its paired group indicating an auto-associative 
relationship between both.
For a testing trial we stimulated only a learned stimulus group for every ms in 500-ms 
window. Association of stimuli could be observed through activation of neurons in 
associated group. Activity in the associated group was mainly due to causal effect of 
triggering a member of a stimulus pair (see Fig. 7.2). We also tested the memory recall 
with distorted original learned image data by adding some uniformly distributed random 
noise 0.5%(t) into a pixel i, i.e. new probe = learned image + 0.5*%) . The distorted 
image could still successfully activate its pair.
B
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Figure 7.2. (A) Visual stimulus of “apple” (neurons # 1-120) triggers a recall to “orange”. (B) 
Visual stimulus of “pen” (neurons # 601-720) triggers a recall to “book”, (C) Visual stimulus to 
“sun” (neurons # 121-240) triggers a recall to “sunglasses” (D) A distorted visual image o f “sun”.
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7.1.2 Stimulus-stimulus-response (S-S-R) Association
In implementation of our S-S-R model in the visual image association task (Fig. 7.3), 
from the Matlab preprocessed images, we further discretised their pixels (i.e. in the range 
of 0 to 1) into 0 and 1 with threshold of 0.5. For training purposes, pixels were 
represented by an array of zeros and ones that each bit of 1 would invoke a 20 pA of 1 - 
ms pulse current to a neuron. In our simulation, a stimulus was represented by 400 
neurons (cf. Section 7.1.1), hence for an experiment with 6 stimuli, it required a 
minimum of 3200 excitatory neurons to represent stimulus groups (i.e. 6 stimulus groups 
X 400 neurons = 2400 neurons) and response groups (i.e. 2 response groups x 400 
neurons = 800 neurons). Hence, to follow the same ratio of excitatory to inhibitory 
neurons as in the neocortex, we designed a network consisting of 4000 spiking neurons, 
i.e. 3200 excitatory and 800 inhibitory neurons. The connectivity between neurons was 
random and sparse. Each excitatory neuron was connected to 100 neurons, meanwhile 
each inhibitory neuron was connected to only 100 excitatory neurons (cf. Chapter 5, 
Section 5.3).
For stimulus-stimulus-response task, the network was trained to associate a pair of 
images with a target response, A ox B (see Table 7.1). The averaged learning performance 
was 89.28% and all image pairs were correctly discerned with 100.00% accuracy in 
probe trials. In addition, we also probed the network with distorted images. For distortion 
method, to get a variety of samples (i.e. from a learned stimulus) for probing the network, 
for each learned image pattern, a random pattern was created with probability of 
activation 0.25. A distorted image pattern was derived from an XOR operation between 
the learned image pattern and the randomly generated pattern. For probe trial with 
distorted images (with 10 distorted versions for each image), the averaged correct 
response rate was achieved at 87.33%.
The synchronicity of activity found in a network trained with the S-S model and a good 
response discrimination rate using the S-S-R model, demonstrate that both are practical 
for association tasks. A network with stochastic dynamics has been trained to associate
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paired visual images with variant frequency and successfully recognised the learned 
stimulus pairs even when probed with noisy (distorted) versions of the images.
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Figure 7.3. Spike raster plot of network activity during learning after a number of trials. Each 
visual stimulus pair is reinforced to respond to a target group, i.e. A or B. The number of spike 
counts in the response group determines the winning response.
7.2 Cognitive Model of Stroop Effect using Spiking Neural Network
In Chapter 2, we studied the dynamics of information processing exhibited in cognitive 
behaviour of the Stroop effect. We have reviewed several popular connectionist models 
of the Stroop effect and simulated the automatic response of word stimuli at certain stage 
of information processing using a general recurrent Hopfield model (see Chapter 2). Our 
goal is to simplify the Stroop connectionist model by Kaplan et al. (2007) consisting of 
several processing modules to demonstrate the cognitive inhibition on habitual response. 
In this section, we show how the cognitive behaviour can be modelled with a recurrent 
spiking network based on some theoretical accounts of Stroop effect.
144
In our recent Stroop model, we developed a recurrent network with 1000 Izhikevich 
spiking neurons composed of 800 excitatory and 200 inhibitory neurons. The 
connectivity between neurons is sparse and random with probability of 0.1 as before 
(described in Chapter 5). For Stroop simulation, from the excitatory neurons pool, there 
are 2 stimulus groups to represent word stimuli, e.g. “RED” and “GREEN”, 2 stimulus 
groups that are selective to colour stimuli, e,g. “red” and “green”, and there are 2 
response groups to represent respectively the “Red” and “Green” colour concept (Fig. 
7.4).
Figure 7.4. A sparse and random recurrent network for Stroop paradigm. “RED” and “GREEN” 
are selective to word stimuli whilst “red” and “green” represent colour stimuli, “Red” and 
“Green” are the response groups, NS and 77/are respectively the non-selective and inhibitory pool.
Using the proposed stimulus-stimulus-response model {Chapters 5-6), we first trained the 
network to learn individual stimulus groups, i.e. word stimuli - “RED”, “GREEN” and 
colour stimuli -  “red” and “green”. The stimulation was done in the following way; each 
stimulus group was partitioned into two parts, namely a predictor and a choice separated 
with 15-ms delay. For example a word group “RED” was first stimulated via its predictor 
followed by the choice. At learning stage, stimulations to all predictor stimuli were 
implemented randomly with probability of 0.5 for each neuron to be induced with current. 
This is to simulate an initial percept of word or colour stimulus (e.g. early stage of 
attention). Stimulations to choice stimuli in which the responses were counted were
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supplied with currents to all o f their neurons. The response was based on the spike count 
in groups representing the colour concept, i.e. “Red” and “Green” within 20 ms interval 
from the onset of a choice stimulus. The group with the greatest number of spike counts 
was chosen to be the winner.
In learning with Stroop stimuli, the word stimuli were presented randomly three times 
more than the colour stimuli. This is based on a theoretical account of the Stroop effect 
that conjectures a response for a word is automatic as a result of effect of practice that in 
human, words are over-learned, consequently to create habitual response (e.g., Shiffrin & 
Schneider, 1977; Macleod and Dunbar, 1988). The well-known classic Stroop effect 
model by Cohen et al., (1990) has also incorporated this account into their learning. In 
their parallel distributed processing model trained with backprogation learning, word 
stimuli were presented 10 times more than colour stimuli. Hence, this could result 
stronger processing path (connection weights) for word stimuli. We ran the training 
experiment for 20 mins simulation time repeated for 10 different network configurations.
In Stroop probe trials, there were three types of stimuli namely control, congruent and 
incongruent. The Stroop tasks, word reading or colour naming, were distinguished 
according to the sequence of predictor and choice. The target task is determined by the 
choice stimulus group. For example if the task is word reading, the choice stimulus is 
either the word “RED” or “GREEN”, meanwhile the choice stimulus is the colour “red” 
or “green” if the task is colour naming. Here we study the effect of a predictor stimulus 
on a c/20/ce stimulus.
For control stimuli, a trained network was tested with learned word and colour stimuli. 
Each group was first triggered via their predictor that we randomly supplied 
superthershold current of 20 pA to selected neurons with minimump  = 0.5. To minimise 
the variability in firing activity and only study the Stroop effect, all neurons in every 
choice group were activated with external currents. The stimulation to a predictor and its 
choice was delayed for 15 ms. A similar procedure of stimulation was applied for 
congruent (e.g., “RED” and “red”) and incongruent (e.g., “RED” and “green”) Stroop
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stimuli. For Stroop tests with congruent and incongruent pairs, the predictor and choice 
of the same group (e.g. “RED”) were stimulated concurrently using the same method of 
stimulation for control groups but without delay. Meanwhile stimulation to different 
groups was implemented with delay (Fig. 7.5). The Stroop stimuli for word reading and 
colour naming are shown in Table 7.2. The results of probe trials with Stroop stimuli are 
exhibited in Fig. 7.6.
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e.g . w ord stim ulus: "RED"
predictor
•  /  #
choice
B
word: "RED"
•  / #
u  \
predictor stimulus at t„
colour: "green'
choice stimulus at tn+isi
Figure 7.5. (A) Stimulation to a stimulus group is implemented via delivery of current to its 
predictor, randomly selected, followed by stimulation to all neurons to its choice group with 
delay of 15 ms during training. (B) Stimulation procedure for incongruent (also for congruent) 
Stroop stimuli. The same stimulation method as in A is applied for triggering neurons in the same 
group, e.g. word stimulus “RED”, but with simultaneous activation of its predictor and choice. 
Stimulation to different groups is delayed with inter-stimulus interval ISI. For congruent pairs, 
ISI is fixed with 15-ms delay.
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T a b l e  7 .2
S t r o o p  S t i m u l i  f o r  W o r d  R e a d i n g  ( W R )  a n d  C o l o u r  N a m i n g  ( C N )
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Figure 7.6. Stroop performance for control, congruent and incongruent in probe trials with ISI 
15 ms.
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Fig. 7.6 shows the Stroop test performance for ISI = 15 ms for word reading (WR) and 
colour naming (CN) tasks. The effect of over-learned word stimuli can be seen in 
performance of control stimuli with 72.2% and 63.4% for WR and CN respectively. The 
facilitation of word stimuli to colour stimuli was achieved with 99.9% and 99.40% of 
correct recalls for both WR and CN, respectively, with congruent pairs. Meanwhile, the 
interference effect of uhdesired word responses to colour stimuli in CN was shovm in 
recalls with incongruent pair. The dominance of word stimuli can be observed from less 
negative effect for WR and greater effect in CN. Even with 15 ms delay, the correct 
response recall rate for CN was only 30.9% (WR: 65.8%).
The results are consistent with our findings in Chapter 2 and Stroop behavioural study in 
human by Dunbar & MacLeod (1984) {Chapter 2, Fig. 2.6). Even though in latter, the 
key measurement is the response time, the delay in response processing is a result of 
cognitive inhibition due to conflicting responses and error detection that affect accuracy 
(a detailed review on the role of anterior cingulate cortex in conflict and error detection 
for response reaction time and accuracy can be found in Kaplan et al., 2007).
7.3 Summary and Discussion
We have investigated the feasibility of S-S-R learning model in two identified problems 
namely an association task (the S-S model has also been implemented), and a cognitive 
modelling. Both S-S and S-S-R models have achieved good performance for the 
association task (e.g. visual association). In such a problem, stimuli are represented by 
exclusive neuronal subpopulations. This is practical for a system with multiple sensors 
that each of them is selective for different modality. Similar applications can be built 
around this setting, for example, association of speech and visual signals can serve an 
audio-visual person authentication system for security domain, agent movement with left 
and right sensors for navigation or foraging system, and sequence detection applications 
e.g. words extraction and motion detection.
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In cognitive modeling of the Stroop effect, we show that the cognitive behaviour can be 
modelled with a generic neural network architecture. In some existing Stroop models 
(reviewed in Chapter 2), a specific network architecture is required to simulate the 
automaticity of word stimuli. In ours we only include a learning mechanism that could 
explain a negative priming effect in information processing.
Our model is relevant and can explain the behaviour according to some theoretical 
accounts. This demonstrates that the model can be used to study human cognition related 
to priming effect. Therefore this could offer a support tool for understanding and 
diagnosis of certain cognitive impairment. However, the model could be improved to 
capture reaction time in response processing. This we believe is a trade-off between 
synaptic transmission delays in our spiking network. With the absence of delays, we can 
measure response time when some firing rate exceeds a threshold at certain time t. 
Nevertheless, this could only be possible if a neuron only acts as an integrator with fixed 
neuron firing threshold. In our network with Izhikevich spiking neuron, as with biological 
neurons, a neuron does not have a fixed threshold.
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Chapter 8
Conclusion and Future Work
This thesis enfolds human learning paradigm (i.e. Pavlovian and reinforcement), 
cognitive priming and spiking neural network dynamics, under a framework of pair 
associate learning. The strength of this thesis can be attributed to the modelling of 
learning that exhibits human cognition at a certain level of information processing. In our 
model, a generic architecture of neural networks has been used, with minimal assumption 
about the network dynamics. We show that learning can be implemented in a stochastic 
way within a noisy environment setting. The network has rich dynamics resulting from 
sparse and recurrent connectivity, synaptic transmission delays and background activity. 
As a result of pair associate learning, priming a network with a predictor stimulus can 
facilitate the response to its choice. Depending on ISI, one can as well perceive this as a 
pattern completion mechanism. Nevertheless, the identity of a predictor is independent to 
its choice's. In our model, we treat predictor and choice as separate entities.
8.1 Conclusion
In this thesis we propose stimulus-stimulus association in two learning paradigms namely 
classical conditioning (i.e. Pavlovian learning) in Chapter 4, and reinforcement learning 
in Chapters 5-6. The pair associate learning can be implemented in a spiking network 
with stochastic dynamics. In both approaches, the learning rule is based on firing rate and 
spike timings, i.e. spike timing-dependent plasticity (STDP). Learning is implemented 
using a recurrent network with sparse and random connectivity consisting of Izhikevich 
spiking neurons. The Izhikevich spiking neuron model inherits biological properties
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exhibited by Hodgkin-Huxley model, and yet is computationally efficient as the 
integrate-and-fire model (Izhikevich, 2003).
In the Pavlovian learning paradigm, within a trial with length of 500 ms, the synaptic 
plasticity rule is dependent on firing rate (i.e. spike emission) of pre- and post synaptic 
spikes within the overlapping window time slides of 100 ms each. The amount of 
potentiation and depression is derived from an STDP function that counts the timing 
difference between the last firing of pre- and postsynaptic spikes. The learning is defined 
as in Chapter 4, equations 4.4-4.6. After a number of trials, synchonisation of activity can 
be achieved between the same neuron subpopulation (group), and the associated 
subpopulation. The synchronisation of firing within the same neuronal group simulates 
the retrospective activity in human cognition as a result of stronger synaptic connections 
derived from a learning process. This is to say a recall to an individual stimulus. 
Meanwhile, the spread activation to an associated group demonstrates prospective 
activity triggered by a recall to another stimulus.
For the reinforcement approach, we propose reward-modulated STDP according to the 
learning rule described in Chapter 5 (equations 5.1-5.4). In contrast with the Pavlovian 
based model, we implement stimulus-stimulus-response association. Reinforcement of 
paired stimuli to a target response is based on a reward signal derived from a reward 
policy whose parameter is the firing rate of response groups. The reward signal, modelled 
after the role of the dopamine signal in the brain, modulates synaptic changes proposed 
by the STDP rule. Through this mechanism, the reward enhances the amount of 
potentiantion (or depression) resulting from STDP. The learning demonstrates reward 
acquisition behaviour in human learning, and links STDP and behavioural changes. 
Additionally to accelerate learning we implement a winner-take-all (WTA) strategy. The 
winner-take-all has been of interest to be an efficient learning approach for its 
generalisability and discriminatory capacities. WTA based learning in spiking neural 
network has also been studied in e.g. Jin and Seung (2002), Oster and Liu (2005), and 
Oster, Douglas and Liu (2009). It has been conjectured that decision processes are not 
localised in one specific region of the brain. The process evolves in a distributed manner
152
via cooperation between different regions in achieving a stable response. Hence, 
cooperative and competitive properties owned by the WTA methods contribute to this 
distributed decision process (e.g., Amari & Arbib, 1982; Braitenberg & Schütz, 1991). 
The experimental results reveal the practicality of our learning rule in training a 
stochastic network to associate delayed paired stimuli with a response. Furthermore, the 
network can also learn temporal sequences within an appropriate range of ISI including 
temporal AND and XOR.
We have also tested the proposed learning model in several real applications. The model 
works at its best for an association task with exclusive input sources. Meanwhile, for 
cognitive modelling related to a priming effect, e.g. the Stroop effect, the model is 
adaptable for studying human cognition. As an early step to model the priming effect, we 
simulated (in Chapter 2) a Stroop test and studied the dynamics of information 
processing using a generic recurrent Hopfield network (Yusoff, Grüning & Browne, 
2009a; 2009b). Hopfield was chosen for its update rule in pattern completion that could 
model the competition and cooperation in memory recall in the Stroop effect. However, 
due to static optimisation in Hopfield learning, the model only partially could simulate 
the behaviour of the Stroop effect. There are a few theoretical accounts of the Stroop 
effect that the model could not efficiently explain, such as the asymmetric processing of 
both competing stimuli, here words and colours. This has been improved using our recent 
model. Moreover, the later SNN based Stroop model is developed with more justifiable 
biological features. The key difference to most existing models found in the literature 
which use a specific network structure, is that our model uses a generic structure to 
simulate the undesired response processing. The findings support a theoretical account of 
Stroop effect, that postulate the dominance of words over colour stimuli is resulted from 
the over learning of word stimuli (e.g., Shiffrin & Schneider, 1977; Macleod & Dunbar, 
1988).
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8.2 Future Work
Despite the niche of our model that can be characterised by properties of its biologically 
realistic learning, here we also present some as yet unsolved problems for future 
improvements.
Memory capacity
There is a need to incorporate alternative stimulus encoding to increase the memory 
capacity. In our approach, a stimulus is represented by a fixed group of excitatory 
neurons with only some acceptable degree of overlapping of neurons between competing 
stimuli. This has put some limitations to our model for large-scale applications and 
especially for non-linear classification problems. One solution to this problem may be to 
implement a network with polychronous groups. Such a model allows a neuron to be a 
member of multiple groups with different synaptic transmission delays, hence could 
maximise memory capacity. By including synaptic transmission delays into our network 
model, reinforcement to a target group could be caused by repetition of synfire chains in 
a subpopulation of neurons evoked by a paired predictor-choice. We conjecture here that 
there exist some polychronous group activities that may contribute to the increase in 
activation of response neurons. The study of the emergence of such polychronous group 
activities and the influence of each individual group in the reinforcement process could 
lead to an interesting subject to explore. Nevertheless, this provides a range of issues at 
several levels of complexity on learning, stimulus and response encoding, and pattern 
detection.
Model functionality
There are also several aspects of model fimctionality that could be revised. An efficient 
method to measure response time is required especially for applications in which reaction 
time is the determinant of some cognitive process. In addition, neurons in our model are 
either regular spiking type (excitatory neurons) or fast spiking type (inhibitory) neuron. It 
is also intriguing to study other pertinent spiking types of neuron.
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Despite the limitations we have highlighted, the key advantages of our learning model 
can be credited to its biological realism and computational simplicity. Learning can be 
applied in a simple way based on the STDP rule that counts correlation in spike timings, 
and firing rate.
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