We report preliminary results on stochastic optimization with limited distributional information. Lack of complete distribution calls for stochastically robust models that, after exploiting available limited or partial information, offer risk-shielded solutions, i.e., solutions that are insensitive to all possible distributions of random variables. We focus on the well-known newsvendor problem in this study, where the distribution of the random demand is only specified by its mean and one of the following: its standard deviation or its support. We propose a stochastically robust model for the newsvendor problem. More specifically, our model tries to minimize the regret that is defined as the ratio of the expected cost based on limited information to that based on complete information, called Relative Expected Value of Distribution (REVD). We show how to derive an optimal solution to the REVD model. Numerical examples are provided to compare our model with other similar approaches. The goal is to establish a confidence ratio that the decision from our model is not worse, relatively, too much than the decision based on the true distribution which would be never known exactly in real world applications.
Introduction
We consider the newsvendor problem that can be described as follows. A newsvendor sells certain product whose demand is unknown but follows cer-tain probability distribution. The newsvendor needs to place an order of q units before observing the demand. There are three types of costs: the unit ordering cost c, the unit inventory holding cost p, and the unit stock-out cost t. The objective is to decide the optimal order quantity q so that the expected total cost is minimized. The problem can be formulated as
where z is a random demand with a probability distribution f (pdf) and a cumulative distribution F (cdf). We assume w.o.l.g. that c ≤ t, otherwise there is a trivial optimal ordering q * = 0 for arbitrary distribution, since G f (q) ≥ 0 for every q > 0. We also assume that c > 0.
When f is known, the optimal ordering quantity, denoted by q * f , can be easily obtained as it satisfies
However, in many practical situation, the distribution f is not necessarily known. On the other hand, it is much easier to estimate points of the mean, the standard deviation, and the support of z based on historical data. Scarf [4] (see also Vairaktarakis [7] for more general settings) proposed a min-max approach to the newsvendor problem when only the mean µ and standard deviation σ of the demand are known. More specifically, he solves the following min-max problem min
where H(µ, σ) is the set of distributions with mean of µ and standard deviation of σ. The distribution-free solution Scarf introduced is
where the solution q * u is often referred to as the "Scarf's rule". Scarf's results have been extended to more general setting, see, for example, Gallego and Moon [2] .
In a Boeing Stochastic&Robust Optimization project report [1] , for a class of stochastic optimization problems the authors established a relative regret bound on a solution optimal to a deterministic counterpart, that is, simply adapting the mean values of random variables in decision making. The tightness of the bound depends on the closeness in cost function gradients and may be efficiently checked when the deterministic solution is found. The goal of the study can be also used to measure the benefits of distribution information.
Therefore, one would like to choose an optimal q such that
is minimized, where H(I) is the set of all possible distributions.
In [5] 
, H(I) is chosen as H(µ, σ)-all distributions with the given mean and standard deviation; and in [3], H(I) is chosen as H(µ, [A, B])-all distributions with the given mean and support [A, B]
of the random demand. Closed form solutions for these two cases are provided in both [5] and [3] while other kinds of partial distribution information (i.e. symmetry, unimodality) are also investigated in [3] . (The closed form solution for H(µ, [A, B] ) derived in [3] was incomplete, so that we shall give complete results and proofs in Appendix (6.5) .)
It can be expected that the min-max regret approach is less conservative than Scarf's approach. However, the optimal objective value obtained in the AEVD model must be interpreted in context. For instance, for two distributions, one with a regret of $100 and another one of $200, which might be meaningless if $100 is 50% of the corresponding minimal cost and $200 is only 10% of the corresponding minimal cost.
Therefore, we propose a new robust model where the regret is defined as the ratio of G f (q) and
.
We show how to compute
The analysis is slightly more complicated than that in the AEVD model because a fractional objective function is involved here. Now, it is straightforward to interpret the objective value of our REVD model. For example, if the optimal REV D is 1.1, it means that the chosen decision is at most 10% above the expected minimal cost when one knows the complete distribution of the demand. Furthermore, we develop techniques to find the optimal q such that
is minimized.
The above three approaches were suggested under general settings of robust optimization in [6] by Kouvelis and Yu, corresponding to three different robustness criteria: Absolute Robustness, Robust Deviation and Relative Robustness. In a specific decision, some or all of the robustness criteria might be applied. The Scarf's rule (absolute robust criterion) tends to lead to decisions that are very conservative in nature and the main concern is how to hedge against the worst possible happening. The AEVD (robust deviation) and REVD (relative robustness) tend to be less conservative in their decision selection, and more in tune with a logic that attempts to exploit opportunities for improvement, in other words, minimize the regret. And, the AEVD model is to minimize the absolute regret, while the REVD model is to minimize the relative regret. For most of the cases, the AEVD and REVD model will tend to favor similar decisions, but the REVD should be used in the situations that either the performance of the optimal AEVD ordering is highly variable (i.e. can be very small or large); or the demand distribution fluctuates in a wide range (i.e. the standard deviation of the demand is very large). These situations will be illustrated by numerical simulations in Section 4.
We are also investigating the multiple-item and capacitated inventory problem based on the same models, where similar results are obtained and will be reported in a new report.
Min-Max REVD with mean and support
In this section, we compute (2) with H(I) = H(µ, [A, B] ) by using the duality of linear fractional programming. In particular, consider a primal problem (P ) max
The primal problem can be reformulated as a linear program by applying the following variable transformation:
Therefore, the dual problem is
Now, apply the above result to the min-max REVD:
Let's consider the inner optimization problem
which can be formulated as
where
and
Then, we can view it as an infinite fractional LP with
and the variable vector f (x)| A≤x≤B , where f (x) is the density of the distribution F (x).
Hence, the dual of this infinite fractional LP problem is
It is equivalent to min λ s.t. −µy 1 
Now, from the dual problem we get the following results: (Note: Minimizing λ is equivalent to minimizing the function value of the left-hand-side at x = µ. )
ifq ≥ µ and q ≥q, 1 +q
ifq ≤ µ and q ≤q.
Notice that the result are symmetric under the following exchange: p ↔ −t, t ↔ −p and A ↔ B.
as the largest REVD, and let q e be the decision that minimizes it, that is q e = arg min REVD max (q).
Then we have the following lemma:
We can further simplify it by introducing the following variable transformations:
Then, the above formula becomes
Notice that h + (q) is a decreasing function while h − (q) is a increasing function, and
Therefore, we can calculate q e by solving the following optimization problem: max
Eliminating θ from the constraint and then plug it into the objective function, we get the following optimization problem:
We now have 
From Theorem 1, we can further show that the minimum of REV D max increases as a or b increases, which is also illustrated in the numerical examples given in the next section. Actually, we can see this from the model directly. Note that a + b = B−A µ measures the size of the support, which is an indicator of the uncertainty. Hence, as a or b increases, the support gets larger, and the amount of uncertainty increases, therefore it's reasonable to expect larger minimum REV D max .
To analyze the above optimization problem, we first look at a special case
). In this case the objective function is symmetric w.r.t x and y. Since it is concave, the optimal is achieved at x = y. Therefore, the above optimization problem is deduced to the following univariate optimization problem:
. Therefore the optimal x * that maximize φ a,α (x) is the root of the second order equation
and the minimum REV D max for this case is φ a,α (x * ).
To illustrate the variance of REVD, let's look at a few plots of g(x, y) for several sets of a, b, α and β. The plot of g(x, y) for the case of a = b = 1, α = β = 2 is given as below: 
respectively. If f = T (γ), the objective function G f (q) after some algebraic manipulation, can be simplified as follows:
We have 
In view of Lemma 3, for any given decision q, we only have to search among two-point pdf's T (γ) to find its largest REVD, i.e., to find a parameter
From the geometric interpretation we can define
, and
. Then, we derive
Thus, combining with the result in Lemma 3, we have REVD max (q) = max{ max
Let q e be the decision that minimizes the largest REVD, that is q e = arg min REVD max (q).
Notice that V + (q, γ 1 ) and max −c≤γ 1 ≤p V + (q, γ 1 ) are both increasing functions of q, while V − (q, γ 2 ) and max −t≤γ 2 ≤−c V − (q, γ 2 ) are both decreasing functions of q. It follows that
and max
Therefore, we can simplify the formula for REV D max (q) as follows:
The above formula also illustrates how to calculate the maximum REVD for any given decision q. Now, let us calculate q e by the following optimization procedure: max
Eliminating θ from the constraint and then plug it into the objective function, we get the following optimization problem: where
From Theorem 2, we can further show that the minimum REV D max decreases as λ = To analyze the above optimization problem, we first look at a special case when α = β, i.e. t − c = p + c. Notice, in this case the objective function is symmetric w.r.t x and y, since it is concave, then the optimal is assumed when x = y. Therefore, the above optimization problem is deduced to the following univariate optimization problem: for the general case.
Notice
]. Therefore the optimal x * that maximize φ α,λ (x) is the root of the following equation 
Numerical examples
Here we present some numerical examples to confirm our model and theoretical findings.
Given mean µ and standard deviation σ
Consider the following newsvendor example used in Gallego and Moon [2] : p = 10.10, t = 15.20, µ = 900, σ = 122.
For different value of the fixed ordering cost c, we use the following ordering quantities: the simple mean µ, the Scarf's rule q * u , the min-max AEVD ordering q d , the min-max REVD q r c , the optimal order quantities under the normal distribution, Gamma distribution, Log-normal distribution and uniform distribution respectively. Furthermore, for each order quantity, we calculate the maximum AEVD, the maximum REVD and the cost range. Notice, [5] did not take the ordering cost c into account, hence we enhance their result in Appendix (6.6) when the ordering cost exists, so that we can compare their result with that from our model. The cost range can be computed from the tight upper bound G u (q) and lower bound G l (q) of G f (q) given in [5] :
, and From the numerical results, we can observe the followings. Table 1 , the order quantity from the AEVD model has a large maximum REVD 2.030, i.e. the worst case cost is 103% more than the minimal cost. In contrast, the order quantity from the REVD model has maximum REVD 1.645, whose worst case cost is only 64.5% more than the minimal cost. And the regrets from not ordering optimal for these two ordering quantities are 459.80 and 516.45, which is almost in the same scale. That's why our REVD model is preferable to AEVD model in those situations. is small ( i.e. the inventory holding cost is dominant).
For the example in
3. We have considered four distributions: normal, Gamma, Log-normal, Uniform. Although none of them dominates the others, it is quite clear that uniform distribution may not be a good choice for the newsvendor in making decisions.
Given mean µ and support [A, B]
Notice, the maximum REVD only depends on α, β, a and b. Hence, we can fix three of them, and change the value of the other parameter to see the corresponding changes of the maximum REVD. In particular, if we fix A = 0, B = 1 and p = 1, then a = 1. We can change α, β or b, and compute the maximum REVD corresponding to the optimal ordering under different distributions, say, Beta(1, b), Beta(2, 2b), Beta(3, 3b), Triangular distribution and Uniform distribution. Compare them with the results for maximum REVD of min-max REVD ordering and mean ordering, we get the following: From the numerical results, we can observe the followings.
1. The triangle and some beta distributions seem to shield risk quite well for the worse case, so that they might be good benchmark distributions for inventory decision making when the demand mean and support are known.
2. Again, it is quite clear that uniform distribution may not be a good choice for the newsvendor in making decisions.
Remarks Note that in these numerical examples we did not include the ordering quantity that minimizes the maximum AEVD for the following two reasons: First, we did not derive the method to compute the ordering quantity that minimizes the maximum AEVD with mean µ and support [A, B] . In fact, the method provided in [5] to compute the min-max AEVD ordering is only for the case of given mean µ and standard deviation σ. And, [3] and Appendix 6.5 in our report deal with the case of given µ and support [A, B] , but what we computed is RVAI (Robust Value of Additional Information), which is the difference between the profit and optimal profit, instead of the difference between the costs in AEVD. Although these two are equivalent somehow, but we still need to take some time to convert them from one to another. Secondly, neither [5] nor [3] takes the ordering cost c into consideration, hence at the time when we derive Theorem 3 in Appendix 6.5, ordering cost was not taken into account either. But if we need to compare the AEVD with our REVD model, 'c' needs to be taken into account. We plan to do so soon.
Conclusions and Future Work
Our findings have important implications to general stochastic optimization. For example, in the case of knowing the mean and support, the triangle distribution could be used as a "robust" assumption in decision models and sampling methods. For knowing the mean and standard deviation, the normal distribution seems save for a class of problems. We plan to investigate these distributions further.
The problem discussed above has only one random variable. As we mentioned earlier, we are now investigating the multiple-item, dependent random variable, and capacitated inventory problem under the same model.
More importantly, we plan to apply the model and approach to general stochastic optimization problems, where we also like to derive theoretical bounds on REVD for certain classes of problems.
Appendix

Proof of Lemma 1.
Proof: (i)q ≥ µ and q ≥q ⇒
(Note: coincide with the first segment.) Therefore,
(Note: intersect with two point at x = A and x =q). Therefore,
(Note: intersect with two point at x =q and x = B). Therefore,
(Note: coincide with the second segment.) Therefore,
The above four cases together completes the proof.
Proof of Lemma 2.
the last equality is because of the following facts:
Then,
the last equality is because
By the same way, we have 
Therefore, we can get the formula for REV D max (q) as follows:
Proof of Lemma 3.
We have two ways to prove it. Method 1. Apply the result of Theorem 3 and remark (7) in paper [5] . Let T (γ) be the two-point pdf chosen in Theorem 3 such that q 1 
From the geometrical interpretation of this dual problem , we can see that there are at most two intersection points (i.e. two active constraints of the dual), which means the optimal distribution is at most a two-point distribution.
Proof of Lemma 4.
Consider the following two cases:
On the other hand, from the geometric point of view, since G T (γ) (q) is a convex function, we have
It follows that
(2) When −t ≤ γ ≤ −c, by the same way we have
Combining these two, we have
6.5 The ordering that minimizes the RVAI for distributions with given mean µ and support [A,B] In [3] , the min-max regret problem is formulated as
where Π(Q, F ) = pE F [min{Q, D}] − cQ is the expected profit. Notice, here we use the same notation as in [3] : Q is the order quantity before the selling season,Q is the order quantity after observing the demand distribution, c is the unit order cost and p is the unit selling price. We use these notations throughout all this subsection.
Definition 1
The Robust Value of Additional Information (RVAI) corresponds to the maximum profit loss from knowing only partial information on the demand distribution. Mathematically, the RVAI is the optimal value of the above problem.
By inverting the order of maximization, it can be formulated as follows:
Theorem 3. (The original one, Theorem 2 given in [3] , was imcomplete) If the demand distribution is nonnegative, with support [A, B] and mean µ, the min-max regret order quantity is the following:
where Q 0 = Γ 2 ∩Γ 2 is the intersection point of Γ 2 andΓ 2 in the monotonic interval, i.e. the unique solution of
, such that Q is in the monotonic interval of both Γ 2 andΓ 2 .
6.6 The ordering that minimizes the maximum AEVD for distributions with given mean µ and standard deviation σ Let be the set of all pdf's with a given mean µ and a given standard deviation σ. Then all the two-point pdf's in can be represented by {T (γ)|− t < γ < p}, where T (γ) is a two-point pdf that assigns weights ω 1 (γ) = t+γ p+t and ω 2 (γ) = p−γ p+t to points
respectively. If f = T (γ), the objective function G f (q) after some algebraic calculations, can be simplified as follows: Proof: We have two ways to prove it. Method 1. Similar to the proof of Theorem 3 in paper [5] . (Note: The proof for AEV D f (q) ≤ AEV D T (γ) (q) is slightly different from the proof in [5] , because the definition of G f (q) is different.) Method 2: Use duality to prove it, which is pretty much the same as the proof for Lemma 3.
In view of Lemma 5, for any given decision q, we only have to search among two-point pdf's T (γ) to find its largest AEVD, i.e., to find a parameter −t ≤ γ ≤ p that maximizes REV D T (γ) (q):
AEVD max (q) = max We omitted the proof because it is only slightly different from the proof in [5] . The only difference is that we take into account the ordering cost 'c'. Eliminating θ from the constraint and then plug it into the objective function, we get the following non-constrained optimization problem: 
