Independent component analysis (ICA) is a powerful computational tool for separating independent source signals from their linear mixtures. ICA has been widely applied in neuroimaging studies to identify and characterize underlying brain functional networks. An important goal in such studies is to assess the effects of subjects' clinical and demographic covariates on the spatial distributions of the functional networks. Currently, covariate effects are not incorporated in existing group ICA decomposition methods. Hence, they can only be evaluated through ad-hoc approaches which may not be accurate in many cases. In this paper, we propose a hierarchical covariate ICA model that provides a formal statistical framework for estimating and testing covariate effects in ICA decomposition. A maximum likelihood method is proposed for estimating the covariate ICA model. We develop two expectation-maximization (EM) algorithms to obtain maximum likelihood estimates. The first is an exact EM algorithm, which has analytically tractable E-step and M-step. Additionally, we propose a subspace-based approximate EM, which can significantly reduce computational time while still retain high model-fitting accuracy. Furthermore, to test covariate effects on the functional networks, we develop a voxelwise approximate inference procedure which eliminates the needs of computationally expensive covariance estimation. The performance of the proposed methods is evaluated via simulation studies. The application is illustrated through an fMRI study of Zen meditation.
INTRODUCTION
Functional magnetic resonance imaging (fMRI) is one of the most commonly used imaging technologies to assess neural activities in the brain. In fMRI studies, the observed data represents combined signals generated from various brain functional networks. One major goal in fMRI analysis is to characterize the spatial patterns as well as the temporal dynamics of these underlying networks.
Independent component analysis (ICA) is an effective tool to achieve this goal. As a special case of blind source separation, ICA separates observed data into linear combinations of latent components that are statistically independent. As a fully data-driven algorithm, ICA does not require any prior information about the underlying source signals.
ICA was initially applied to analyze single-subject fMRI data (McKeown et al., 1998; Biswal and Ulmer, 1999; Calhoun et al., 2001; Beckmann and Smith, 2005; . Denote by Y the T × V fMRI data matrix for one subject, where T is the number of MR scans and V is the number of voxels in the 3D brain image acquired during each scan.
That is, each row of Y represents a concatenated 3D image. Classical noise-free ICA model can be applied to decompose the observed data as follows,
where q is the total number of source signals. Each row of S concatenates the 3D map of a spatial source signal. A is the temporal mixing matrix which linearly combines the q spatial sources to generate the observed series of fMRI images. The q source signals are assumed to be independent in the spatial domain and hence are called independent components (ICs).
To decompose multi-subject fMRI data, ICA is extended for group analysis, which is referred to as group ICA (Calhoun et al., 2001) . One commonly used group ICA method in fMRI analysis is the temporal concatenation group ICA (TC-GICA). In TC-GICA, the T × V fMRI data matrices for N subjects are stacked on the temporal domain to form a tall T N × V matrix. The concatenated matrix is then decomposed into the product of a T N × q group mixing matrix and a q × V spatial source matrix with independent rows. A notable restriction of the TC-GICA framework is the assumption on homogeneous spatial source signals across subjects. To overcome this restriction, Guo and Tang (2013) proposed a hierarchical group ICA (H-GICA) model to accommodate betweensubject variability in spatial source signals by incorporating subject-specific random effects in ICA.
One major limitation of the existing group ICA methods is that they do not incorporate subject's covariate information in the ICA decomposition. The need to consider covariate effects in ICA arises from the fact that the spatial distributed patterns of brain functional networks vary considerably with subjects' clinical, biological and demographic characteristics. By assessing and testing the covariate effects on the ICs, we can address a series of important questions in mental health research such as how the functional networks are associated with mental disorders and how they response to treatments (Greicius, et al., 2007; Chen et al., 2007; Sheline, et al., 2009) . Currently, investigators take two ad-hoc approaches to investigate covariate effects in ICA. The first approach is to first conduct single-subject ICA separately on each subject's data, select matching components from each subject and then perform group analyses on the selected single subject IC maps (Greicius, et al., 2007) . A major problem with this approach is that it is often challenging to identify matching ICs across subjects since ICA output is invariant under permutations. Furthermore, since most ICA algorithms are stochastic, ICs extracted in separate ICA runs for different subjects are often not comparable to each other. The second approach is heuristic two-step regression strategies based on TC-GICA models such as the back-construction method (Calhoun et al., 2001 ) and the dual regression method (Beckman et al., 2009) . Basically, these two-step methods first perform TC-GICA to extract group common IC maps and then reconstruct subject-specific maps by performing post-ICA analysis such as adjusting the mixing matrices with respect to subject-specific observed fMRI data. In the second step, covariate effects are evaluated via secondary tests, such as two-sample ttests or MANCOVA, on the subject-specific maps. These two-step procedures are developed based on heuristic reconstructions and comparisons without supporting underlying probabilistic models. More importantly, the common group IC maps extracted in the TC-GICA step can be severely inaccurate when there are strong covariate effects or the sample data are imbalanced in terms of the covariates patterns. Since all subsequent analyses in the two-step procedures are based on the TC-GICA maps, the accuracy of the results become questionable.
In this paper, we propose a new hierarchical covariate ICA regression model (hc-ICA) that directly model covariate effects in group ICA. In the first-level model, we decompose the fMRI data for each subject as linear mixtures of subject-specific spatial source signals. In the second-level model, we model the subject-specific spatial source signals in terms of baseline population-level spatial source signals, covariate effects and between-subject random variabilities. To the best of our knowledge, hc-ICA is the first model-based statistical method for estimating and testing the covariate effects on brain functional networks. Comparing to the existing methods, hc-ICA has the following advantages:
first, it can provide model-based estimates of brain functional network spatial maps for clinical and demographic subpopulations such as mentally disordered vs. normal subjects. secondly, it can potentially offer more accurate estimation and inference for the primary effects of interest, e.g. disease or treatment, on functional networks by appropriately accounting for other confounding factors in the ICA model.
We propose a maximum likelihood (ML) approach to estimate the parameters in our model via the EM algorithm. We first develop an exact EM which provides explicit forms for both the E-step and M-step. To provide a faster estimation method, we further develop a subspace-based approximate EM algorithm which focuses on a subspace of the latent states of the source signals. We provide theoretical justification as well as empirical evidence through simulations that the subspace-based EM can provide highly accurate approximation to the exact EM. We show that the computation load of the approximate EM scales linearly with the number of ICs, which is significantly more efficient as compared to the exponential growth of computing time in the exact EM. To test covariate effects in hc-ICA, we propose a voxel-wise approximate inference procedure which eliminates the needs of computationally expensive covariance estimation. We illustrate the performance of our estimation and inference methods through simulation studies. The proposed methods are applied to an fMRI study on Zen meditation.
METHODS

Preprocessing prior to ICA
Suppose that our original fMRI dataset consists of N subjects. For each subject, the fMRI signals are acquired at T time points across V voxels. Let y i (v) ∈ R T be the time series recorded for subject
] is the T × V fMRI data matrix for subject i. Prior to ICA, several preprocessing steps, which include centering, dimension reduction and whitening, are generally performed to reduce the complexity of data and guarantee the identifiability of models (Hyvärinen, Karhunen and Oja, 2001) . Under the paradigm of group ICA, we perform a unified dimension reduction and whitening procedure on the original fMRI data as: for i = 1, ..., N ,
where Λ i,q contains the largest q eigenvalues of Y i Y i and U i,q contains the q corresponding eigenvectors as its columns. The residual variance,σ 2 i,q , is the average of the smallest T − q eigenvalues that do not appear in Λ i,q . The value of q, which is the number of ICs, is determined using the Lapalce approximation (Minka, 2000) . Throughout the rest of our paper, all the models and methodologies will be developed based on the preprocessed data Y i = [y i (1), ..., y i (V )] for i = 1, ..., N , which are q × V matrices.
A hierarchical covariate ICA regression model (hc-ICA)
In this part, we present a hierarchical covariate ICA regression model to model the covariate effects on the ICs. We provide detailed introduction on our model in the following.
The first-level model
As in the single-subject ICA, our first-level model decomposes each subject's preprocessed signals as the linear combinations of q independent sptial source signals that are mixed through a q × q mixing matrix. Both the spatial source signals and the mixing matrices are subject-specific. Additionally, we include noise terms to capture residual variabilities that are not explained by the q independent components. The noise terms can also help avoid overfitting and enable formal statistical inferences (Beckmann and Smith, 2004 ). Then our first-level model is specified as follows:
where 
The second-level model
In the second stage of the hierarchical model, we model subject-specific spatial source signals s i (v) in term of population-level source signals modulated by covariate effects, that is, 
captures the effect of the kth covariate on th IC at voxel v, γ i (v) is a q × 1 vector reflecting the random variabilities among subjects after adjusting the covariate effects. We assume
. By specifying IC-specific variances in D, we allow the between-subject variabilities to vary across ICs. Our proposed covariate ICA model can estimate subpopulation-level spatial source signals for subjects sharing the same covariate measures. It can also allow us to assess the adjusted effects of primary covariates, such as treatment or disease group, while controlling for other potential confounding factors. These strengths demonstrate the importance to build regression models under the ICA paradigm.
Source distribution model
We propose to model the unobserved population-level spatial source signals s 0 (v) in (4) through probability distribution functions (pdf), which help provide a statistical framework for estimation and inference within our model. Following previous work (Guo and Tang, 2013) , we choose a mixture of Gaussian distributions (MoG) as our source distribution model. Mathematically, MoG is dense in the functional space of probability distributions (Kostantinos, 2000) . In our model for fMRI data, MoG reflects the true spatial distribution patterns of the functional networks in brain (Biswal and Ulmer, 1999) , captures various types of non-Gaussian fMRI signals (Xu et al., 1997) and offers tractable likelihood-based estimations (McLachlan and Peel, 2000) . Specifically, for a given , we assume that (Beckmann and Smith, 2004; Guo and Pagnoni, 2008; Guo and Pagnoni, 2011) .
To facilitate derivations in models involving MoG, it is helpful to define latent states variables (McLachlan and Peel, 2000) . Here we define z(v) = [z 1 (v), ..., z q (v)] at voxel v as follows.
z (v), = 1, ..., q, takes value in {1, . . . , m} with probability p[z (v) = j] = π ,j for j = 1, .., m. All elements of z(v) across all voxels are assumed to be independent. Conditional on z (v), we have that
We can generalize this result to all ICs as follows: conditional on z(v),
where
. We view (6) as the third-level of our hc-ICA model.
Maximum likelihood estimation
We propose to estimate parameters in the hc-ICA model through a maximum likelihood (ML) approach using the EM algorithm. Based on models in (3), (4) and (6), the complete data log-likelihood for our model is
All the parameters in the likelihood function are represented by
The exact EM algorithm
Through this part, we develop an EM algorithm to find the the ML estimates (MLEs) of our model.
The EM algorithm iterates between the E-step and the M-step to update the parameter estimates until convergence. We briefly introduce our algorithm in this section. More details about the EM algorithm are presented in Appendix.
E-step:
In the E-step, given the parameter estimatesΘ (k) from the last step, we derive the conditional expectation of the complete data log-likelihood as follows:
is the vector concatenating all the observed data at voxel v,
is the vector containing latent source signals for each subject as well as the whole population. The detailed expression of Q(Θ|Θ (k) ) is available in Appendix. To evaluate Q(Θ|Θ (k) ), the joint conditional distributions of s(v) and z(v) given our observed data, y(v), need to be obtained at each voxel. The direct derivation of the conditional distributions through the standard integration approach is cumbersome due to the hierarchical model structure. We develop a fast and convenient approach by collapsing the three-level hierarchical model into a nonhierarchical model and then rewriting it in the form of a classical linear model (please see Appendix A.2 for details). The specific steps to obtain the conditional distributions are summarized in the following. First, we find
, which is exactly a multivariate Gaussian density ( (25) in Appendix). Secondly, we evaluate the probability mass functions, p z(v)|y(v);Θ (k) through the Bayes's Theorem
( (26) in Appendix). Thirdly, we obtain the joint distribution p s(v), z(v)|y(v);Θ (k) by convolving the two distributions derived in the previous two steps. Given this joint conditional distribution, all the conditional expectations in (9) are available and they all have analytical forms. Specifically, we only need to evaluate the conditional expectations in the Q-functions such as
can be given as
where R represents the set of all possible values of z(v) which has a cardinality of m q . Based on what we have presented above, our E-step is fully analytically tractable. No iterative numerical integration routines are needed.
M-step:
In the M-step, we update the current parameters estimatesΘ (k) tô
We have derived explicit solutions for all parameter updates. The updating rules are as follows:
• Update A i : for i = 1, ..., N , we let
and then update A
) where H(·) is the orthogonalization transformation.
• Update E = I q ν 2 0 :
is the th column ofβ(v) (k+1) .
• Update π ,j :π
• Update µ ,j :μ
• Update σ 2 ,j :
Here,
The full estimation routines for the exact EM algorithm are summarized in Algorithm 1. 
by convolving the distributions derived in 1.a and 1.b.
Evaluate conditional expectations in
,j according to (11), (12), (15), (16), (17) Update the variance parameters D, E according to (13), (14) until
Consequently, as the number of spatial source signals increases, the algorithm will become extremely slow. Normally the exact EM is not feasible when q is larger than 10 for real data analysis.
To solve this problem, in the next part, we propose an approximate EM which runs fast even when the number of spatial sources is large.
The approximate EM algorithm based on subset contraction
In this section, we propose an approximate EM algorithm that requires only O(mq) flops to complete.
Like the exact EM, the approximate version is analytically tractable. Denote by R the set containing
, which has a cardinality of m q . We enumerate the elements in R as z r = [z r 1 , ..., z r q ] where z r ∈ {1, ..., m}, r = 1, ..., m q for all = 1, ...q. The key of the approximate algorithm is that instead of considering all the m q elements in R during the E-step, we only need to focus on a small subset of R for neuro imaging data. The following proposition provides the theoretical justification for the proposed subset contraction approximation.
Divide R as follows:
• R 1 = {z r : ∃ a unique integer , s.t., z r ∈ {2, ..., m}};
• R 2 = R\(R 0 ∪ R 1 ).
Then for all 0 < < 1, there exists 0 < δ < 1 such that when π ,1 > 1 − δ for all = 1, ..., q, we have McKeown, et al., 1998; Daubechies, et al., 2009 . That is, within a specific brain functional network (IC), most of the voxels exhibit background fluctuations while only a small number of voxels are activated (or deactivated).
This result implies that when the spatial source signals are independent and sparse, their probability masses will concentrate to a small subspace. Based on this fact, we modify our exact EM algorithm into an approximate version specifically for fMRI data. In the E-step, when evaluating the probability masses, Comparing with the exact EM, the major change in the approximate EM arises from evaluating the conditional distribution z(v) | y(v). We use a sparse vector of probability masses to approximate the exact conditional distributions of z(v) given y(v) as defined in (31). The concentration of measures to the subset R = R 0 ∪ R 1 leads to the simplification in evaluating the conditional expectations. For example, in the E-step, under the approximate EM algorithm,
where R ( ,j) is defined correspondingly as R ( ,j) = {z r ∈ R : z r = j}. This equations implies that, instead of summing over all possible realizations of the m q latent states in R and the m q−1 latent states in R ( ,j) , we only need to perform less than mq summations (since both the cardinality of R and the cardinality of R ( ,j) , ∀ , j, are bounded by mq) by imposing the approximated conditional . repeat E-step:
Evaluate conditional expectations in
,j according to (11), (12), (15), (16), (17) Update D, E according to (13), (14) until
Inference for the covariate effect estimates
For inferential purposes in a fully parameterized model, the inverse of the information matrix is usually used for estimating the asymptotic variance-covariance matrix of the MLEs. Standard EM algorithms only provide parameter estimates without considering the information matrices. Many extensions to the EM algorithm have been developed to estimate the information matrices (Louis, 1982; Meilijson, 1989; Meng and Rubin, 1991) . However, for our model, these information matrix based methods can be computationally expensive. First, the dimension of the information matrix for our model is huge because of the large number of parameters, which scales to the number of voxels.
Second, the ML estimates,β(v), v = 1, ..., V , are not independent across voxels because they depend on the same set of parameters such as the mixing matrices. As a result, the information matrix of our model is ultrahigh dimensional and is not sparse, which makes it extremely challenging to invert.
In this part, we propose an efficient method to approximately estimate the asymptotic standard errors ofβ(v) by directly using the output from our EM algorithms. Our method circumvent the computationally expensive matrix inversions in those information matrix based methods. Considering our original model given in (3) and (4), we can collapse the two equations and then left multiplying the orthogonal matrix, A i , on both sides of the collapsed equation, then we have
In (19), X i = x i ⊗ I q and γ i (v) + A i e i (v) ∼ N (0, W ) with W = D + E being an arbitrary q × q diagonal matrix. We can rewrite (19) as
We propose voxel-wise approximation to the original model by imposing voxel dependent covariance structure 
whereβ(v) is the ML estimates based on our EM algorithms while the term W (v) in (21) is given as
The operator "•" in (22) represents the Hadamard product of matrices. We finally plugging y * (22) to replace y * i (v). Here,Â i is the ML estimates for the mixing matrices. The estimator s 0 (v) is given as the posterior mean, E s 0 (v)|y(v),Θ , which is exactly our estimates for the population-level spatial sources.
Given the variance estimators, hypothesis testings on the covariate effects are performance using the asymptotic Wald tests. Our method can provide voxel wise Z-statistics and p-values for testing whether a specific covariate has significant influences on a brain functional network at each voxel.
Various techniques handling multiple comparison issues such as the Boferroni correction or FDR can be directly applied to our voxelwise p-value maps or Z-statistic maps.
SIMULATION STUDIES
Simulation study I: performance validation of our model
Within the group ICA framework, dual-regression (Beckmann, et al., 2009 ) is comparable to ours.
The output from the dual-regression can be readily used to estimate the covariate effects. We compare our method with the dual-regression and report the results in this part. We simulate fMRI data with q = 3 spatial sources for N = 10, 20, 40 subjects. We generate p = 2 covariates for each subject with one being categorical (x i1 iid ∼ Bernoulli(0.5)) and the other being continuous (x i2 iid ∼ Uniform (−1, 1) ).
The spatial source signals across subjects consist of 4 slices of images and each slide has 25×25 voxels, resulting in a total number of V = 2500 voxels. These subject-specific IC maps are created following (4) where s 0 (v), β(v) and γ i (v) are simulated respectively as follows: generate 3 distinct populationlevel IC maps of size 25 × 25 × 4 with the value of each voxel being 4 (activated) or 0 (not activated); for each of the two covariates, generate 3 distinct covariate effect maps of the same size with the value of each voxel being 0, 1.5, 1.8, 2.5 or 3.0; sample the between-subject random variabilities from one of the three noise levels: low (D = diag(0.1, 0.3, 0.5)), medium (D = diag(1.0, 1.2, 1.4)) and high (D = diag(1.8, 2.0, 2.5)).
After the subject-specific IC maps are created, their temporal responses are generated by randomly permutating the phase of three time series of length T = 200, which are estimated from real fMRI data analysis. Then Gaussian background noise with a variance of 1 is linearly added to the mixed spatial sources to generate one simulated fMRI data matrix of size 200 × 2500 for each subject.
Both our method and the dual-regression are implemented for the simulated fMRI data over 100 runs. The performance criteria to compare these two methods are primarily the correlations between the true and estimated signals in both temporal and spatial domains. To compare the estimates for the covariate effects, we report the mean square errors (MSEs) ofβ(v), which is defined as
whereβ (s) (v) denote the estimator from the simulated dataset from the sth run and · F is the Frobenius norm for matrix. We present the results of the correlations and the mean square errors in Table 1 . The results demonstrate that hc-ICA provides more accurate estimates compared with the dual-regression for signals from both the spatial and time domains. The covariate effect estimates from hc-ICA have smaller mean square errors. These advantages become more dramatic as the sample size decreases or the the between-subject random variabilities increases. This implies that our method can better adapt to noisy fMRI datasets with smaller sample sizes. To further illustrate the mechanism of the outperformance of hc-ICA, we plots estimated population-level IC maps and the covariate effect maps from both methods in Figure 1 . We can see clearly in Figure 1 that the estimates of the population-level IC maps from the dual-regression are heavily interfered by the covariate effects, especially the one for the categorical covariate. The estimated covariate effect maps from the dual-regression also show mismatches across the three spatial sources. These are in sharp contrast to the accurate estimates from hc-ICA.
[ Table 1 
Simulation study II: performance of the approximate EM
In this part, we compare the performance of the exact EM algorithm with the approximate version.
We simulate fMRI data with q = 3, 6, 10 spatial sources for ten subjects with two covariates. The simulated datasets are generated similarly to 3.1. It is worthwhile to note that the between-subject random variabilities now have a variance-covariance matrix D = I q for all scenarios (q = 3, 6, 10). We fit the hc-ICA model to the simulated fMRI datasets using both the exact EM and its approximate version over 50 runs. Table 2 presents the results of the simulation study. We evaluate the accuracy of the two algorithms based on the correlations between the estimated population-level IC maps and the truth as well as the mean square errors ofβ(v) as defined in (23). We also report the average computation time in mimute for each run and the proportion of converged runs in Table 2 . Based on the results in Table 2 , we claim that the accuracy of the approximate EM is comparable to that of the exact EM. However, as the number of ICs become larger, the approximate EM runs significantly faster than the exact one.
[ Table 2 about here.]
Simulation study III: performance of our inference procedures
We examine the performance of our inference procedures forβ(v) through this part. We simulate simple fMRI datasets with q = 2 spatial sources and p = 2 covariates for N = 20, 40, 80 subjects.
The covariates are specified the same as in 3.1. To facilitate computation, we only consider V = 400 voxels and thus simulate 20 × 20 2D images with similar patterns of the slices in 3.1. The variance of between-subject random variabilities is fixed as 0.5 for both of the two spatial sources. The variance of the noise terms added to the observed signals is 0.8. We implement our method and the dualregression for the simulated datasets over 1, 000 runs. The standard errors forβ(v) from fitting our model are generated using the procedures described in 2.4. For the dual-regression, these standard errors are the direct output of the post-hoc OLS regressions, where the dual-regression estimates for s i (v) are regressed on the vectors of covariates. For those β k (v) = 0, we can estimate the Type-I error rate for testing H 0 : β k (v) = 0 versus H 0 : β k (v) = 0 at a given significance level, α. We report the average of these Type-I error rates in Table 3 . For those β k (v) = 1.5, 1.8, 2.5 and 3.0,
we can estimate the test powers when α is fixed as 0.05. The powers for nonzero β k (v)s with the same values are averaged and the averages are reported in Table 3 . We can see from Table 3 that our method can provide more accurate Type-I error rates compared with the dual-regression as the sample size increases. Our method is also generally more powerful than the dual-regression when the covariate effects are larger than 1.5.
[ Table 3 about here.]
REAL FMRI DATA APPLICATION
We apply our methods to an fMRI study comparing the neural activity patterns between Zen meditators and controls. In the study, twelve Zen meditators with more than 3 years of daily practice were recruited along with twelve control subjects who have never practiced meditation. Demographical factors such as age, gender and education level were matched for the two groups. In the study, 50
words and 50 phonologically and orthographically matched nonword items were displayed on a screen in a pseudo-random temporal order. Subjects were asked to respond whether the presented item was a real English word or not via a button-box with their left hand (index finger = "yes", middle finger ="no"). Subjects were instructed to return attention to their breathing once they would catch themselves mind-wandering. A total number of 520 MR scans were acquired on a 3T Siemens Magnetom Trio system. Each scan contained 53 × 63 × 46 voxels. The images were corrected for slice acquisition timing differences and subject movements, registered and spatially normalized to the MNI standard brain space. We analyzed the Zen meditation data by first performing the preprocessing steps as described in 2.1. The number of ICs was selected to be 14 by Laplace approximation (Minka, 2000) .
Therefore, we fit our model with 14 spatial sources for 24 subjects using the approximate EM. The covariates of the model consisted of the intercept and the group indicator (1 for the meditators, 0 for the controls). The sign of the output signals are all calibrated by guaranteeing positive correlations between the estimated time courses and the rhythm of experimental stimulus.
Based on the extracted spatial sources, we identify two functional networks of particular interest. 
DISCUSSION
We proposed a hierarchical covariate ICA regression model to systematically study the covariate effects on brain function networks. Numerical analysis justified the reliability and efficiency of the related estimating and inferential procedures for our model. A real fMRI data example illustrated how our methods can be applied to stimulate new findings in neurobiology, psychology and related biomedical fields.
In the approximated EM algorithm, we decrease the computational burdens by concentrating on a subset of the latent class variables. Concentration of measures to this subset can be interpreted as the belief that activation regions within a certain brain functional network do not overlap. This belief is usually true for most fMRI studies. However, we still evaluated the performance of the approximate EM when the non-overlapping assumption was broken through simulation studies. The criterion we adopt was the correlations of the estimated population-level spatial maps and the truth. We found that the approximate EM could always provide accurate estimates in the non-overlapping regions.
For the overlapping regions, the estimates from the approximate EM were slightly biased. However, the overall estimates are acceptable (correlation larger than 0.95) even when the overlapping rate reaches 20%. For our model, the inference procedures are derived through voxel wise approximations to the original model. It involves a few ad-hoc adjustments. By plugging in the estimates for the mixing matrices and population-level spatial signals, we fail to account for the variabilities in their estimates. Thus we may underestimate the standard errors. The slightly inflated Type-I errors in our simulation studies agree with this argument. Some potential directions of future works might be: establishing rigorous asymptotic theories about our model, providing sparse solutions for the covariate effect estimates and extending our model to clustered or longitudinal settings.
A 1: The expression of Q-functions
In this section we present details about our EM algorithm.
E-step:
The Q-function given in (9) can be expressed as
and y(v) = [y 1 (v) , ..., y N (v) ] contains all the observed data at voxel v (for all the N subjects).
To evaluate the Q-functions, we need the joint conditional distribution,
. To achieve this goal, we first collapse our model defined in (3), (4) and (6) across the N subjects as, for v = 1, ..., V ,
. This representation is a canonical Bayesian general linear model given z(v). Then given z(v) and conditional on
Note that from equation (4) and (6), s(v) = P r z(v) + Q z(v) , where
we can easily have that:
Next we need to find
for all v, by simply applying the Bayes' theorem,
where R is the range of
A 3: Proof of Proposition 1
We prove Proposition 1 by introducing a lemma.
where κ = m j=2 τ ,j and τ ,j = π ,j /π ,1 .
Proof.
Also we have that m j=1 π ,j = 1 for all = 1, ..., q, then π ,1 + π ,1 m j=2 τ ,j = (1 + κ )π ,1 = 1, which gives π ,1 = 1/(1 + κ ). Thus
Now we prove the Proposition 1.
Proof. Based on the definition of τ ,j in Lemma 1,
For all 0 < < 1, let δ =
A 4: Remarks on the approximate EM
In the approximate EM, the conditional distribution z(v) | y(v) is determined by the probability
where R = R 0 ∪ R 1 . Thus we use a sparse vector of probability masses, with concentration of measures on the subset R = R 0 ∪ R 1 , to approximate the exact conditional distribution of z(v) given y(v). The follow-up evaluations of the conditional moments in the E-step only involves z(v) ∈ R.
And the corresponding definition of R ( ,j) is adapted to R ( ,j) = {z r ∈ R : z r = j}. Figure 2: Results for the task-related network. The subpopulation-level maps for the controls and meditators as well as the parametric Z-statistic map and p-value map for testing the differences are presented. Z-statistic and p-value maps thresholded at p < 0.01. Figure 3 : Results for the default mode network. The subpopulation-level maps for the controls and meditators as well as the parametric Z-statistic map and p-value map for testing the differences are presented. Z-statistic and p-value maps thresholded at p < 0.01. 
