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Capítulo 1
Introducción
Los sistemas de control se han desarrollado como una herramienta para manipular
o controlar los estados y las salidas en un sistema dinámico, llamado planta, de tal 
manera que el conjunto controlador-planta opere de una determinada manera tanto 
en el transitorio como en el estado estacionario ([Ogata, 1997; Nise, 2000; Franklin et 
al, 1994]). Simultáneamente es deseable que el sistema garantice cierta robustez ante 
variaciones en los parámetros y perturbaciones externas. Este último requerimiento 
ha dado lugar al desarrollo de técnicas de control robusto.
Sin embargo desde el punto de vista de control, la característica más importante 
y deseable en un sistema dinámico es la estabilidad. Esto quiere decir que en muchos 
casos es suficiente garantizar la estabilidad de un punto de equilibrio en una deter­
minada región del espacio de estados, de tal manera que si las perturbaciones, etc, 
desplazan el sistema desde el punto de equilibrio este pueda retornar a él. Teniendo 
en cuenta que los sistemas físicos se rigen por leyes no lineales, y que los modelos 
lineales con los cuales se aproximan estos, representan una pequeña área de opera­
ción del sistema, es importante clasificar el comportamiento en una amplia región y 
garantizar la estabilidad del sistema completo en la zona de operación de éste.
La no linealidad de tipo ON-OFF es ampliamente usada a nivel industrial. Ello 
es debido a su bajo costo y buen desempeño, sin embargo su análisis al momento de 
una implementación, se limita, en la mayoría de los casos, a determinar una banda 
de histéresis para así evitar excesivas conmutaciones, lo cual reduciría la vida útil 
del actuador. Así mismo, la mayoría de los actuadores incluyen otros fenómenos no 
lineales tales como zona muerta y saturación, los cuales no son tenidos en cuenta al 
momento del diseño de un controlador. Este tipo de no linealidades puede dar lugar 
a fenómenos tales como oscilaciones autosostenidas, bifurcaciones y caos, entre otros.
El fenómeno de caos se confirmó en la década de los años 80 [Baillieul et al, 
1980]. Antes, este fenómeno había sido asociado a errores en la medición. En [Chua, 
1987] se hizo un estudio del fenómeno de caos en sistemas electrónicos, el cual fue 
posteriormente confirmado de manera experimental por Deane en un convertidor ti­
po buck [Deane y Hamill, 1990a]. Posteriormente, en [Ott et al, 1990] y [Pyragas,
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1992] se diseñaron técnicas para controlar el caos. En [Ott et al, 1990) se utilizaron 
pequeñas perturbaciones de la órbita inestable a controlar que convive con el caos 
para estabilizarla, y es actualmente conocida como la técnica OGY. En [Pyragas, 
1992) se tomó como base de la realimentación el estado retardado el período de la 
órbita inestable a controlar y se controló el caos. Esta técnica se conoce como TDAS 
(Time Delayed Auto-Sinchronization). Estas dos técnicas y sus variantes [Batlle et 
al, 1999; Santos y Rodríguez, 2000] son las más usadas y conocidas actualmente para 
controlar el caos. También existen otras técnicas, menos conocidas tales como (Pod- 
dar et al, 1995; Poddar et al, 1998].
En este trabajo se presenta el desarrollo matemático con el cual se garantiza 
la operatividad de una nueva técnica de control, diseñada especialmente para siste­
mas discretos, la cual se basa en el teorema de continuidad de los valores propios. 
Inicialmente esta técnica ha sido reportada en la literatura en [Angulo, 2004).
Sin embargo el aporte de este trabajo radica en que en éste se desarrolla de manera 
más profunda la técnica, se prueba su utilidad en diversos sistemas discretos y se 
demuestra de manera analítica, basado en la continuidad de los valores propios y en 
teoría de medida de matrices, la forma como se debe calcular la constante N  asociada 
al controlador. Se muestran los resultados obtenidos cuando es aplicada a diversos 
sistemas tanto autónomos como no autónomos. Se incluyen el convertidor buck, el 
mapa del seno y el mapa de Hénon entre otros. La versatilidad de la técnica se basa 
en que sirve para estabilizar órbitas de período uno y superior en sistemas inestables 
y /o  caóticos de manera simple y no requiere medición alguna de las variables de 
estado.
Por las características del controlador, la técnica ha sido denominada Controlador 
por Inducción al Punto Fijo (FPIC), debido a que en términos generales lo que se 
hace es obligar al sistema a que evolucione al punto fijo. En este sentido se parte 
del conocimiento previo del punto fijo o el valor de estado estacionario de la señal 
de control, bien sea de manera numérica o analítica, y con base en él se diseña la 
estrategia de control propuesta. De este modo, muestra ser particularmente útil para 
controlar sistemas caóticos, dado que en ellos casi siempre existe la órbita de período 
uno, la cual, en la mayoría de los casos, se corresponde con la órbita que se quiere 
controlar.
En particular se analiza el convertidor tipo buck manejado con PWM de pulso 
al lado (PWML) y pulso centrado (PWMC) cuando el ciclo de trabajo se calcula 
aplicando la técnica de promedio cero en la dinámica del error (ZAD) (Angulo, 2004; 
Angulo y Fossas, 2003). Se incluyen los casos con un período de atraso, el cual es 
siempre inestable, y sin atraso operando en zona de caos para los esquemas de pulso 
al centro y al lado. También se aplica la técnica propuesta sobre el convertidor buck 
manejado con rampa y se hacen pruebas de rechazo a perturbaciones en la carga.
3El trabajo está organizado de la siguiente manera. En el capítulo 2 se presenta 
la técnica de control y su aplicación a sistemas autónomos, no autónomos y con 
un período de atraso. En el capítulo 3 se aplica el FPIC al convertidor tipo buck; 
inicialmente se determina la estabilidad de los sistemas a estudiar para garantizar su 
operación en zona inestable o caótica y posteriormente se aplica el controlador. La 
estabilidad del sistema controlado se verifica a través de los exponentes de Lyapunov. 
Posteriormente en este mismo capítulo se aplica la técnica cuando el ciclo de trabajo 
es definido de acuerdo con el instante de cruce del voltaje de salida en la carga con 
una rampa de control. En el último capítulo se presentan algunas conclusiones y 
parte del trabajo futuro.
Capítulo 2
Control por Inducción al Punto
En este capítulo se demostrará y analizará la técnica de control propuesta consi­
derando los sistemas discretos autónomos, no autónomos y con retardo y se aplicará 
sobre algunos sistemas típicos.
En general este controlador puede ser pensado como un esquema típico de control 
feed-forward, como muestra la Figura 2.1, de manera similar a como se corresponde 
un sistema de control con modelo de referencia. En este caso el modelo no corresponde 
al comportamiento deseado del estado, sino al valor deseado del controlador en estado 
estacionario. De este modo se evita medición de los estados para generar la señal de 
control en el camino de alimentación directa. La señal de control correspondiente 
a la realimentación, será la encargada de estabilizar el sistema ante perturbaciones 
en la salida. Se supone que la señal de control en estado estacionario, notada en el 
dibujo como ü*, se conoce “a priori” de manera analítica o experimental.
Controlador
u(x(k)}
R 7  Planta
Figura 2.1: Esquema básico del control FPIC.
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2.1. Sistemas Autónomos
2.1 .1 . Teorema de F P IC
Sea un sistema descrito por un conjunto de ecuaciones en diferencias
x(fc +  1 ) =  f(x(fc)) (2 .1 )
donde x  E 1 *  y f  : R " i—> R". Supóngase que existe un punto fijo x*, el cual es 
inestable y que corresponde con la órbita que se quiere controlar, es decir
x* =  f(x*)
y
A‘ | <9x| A¿( J) | =
Bajo estas condiciones la ecuación
di > 1  para al menos un i.
x (* + 1 )  = íííMMí: (2 .2)
garantiza estabilización del punto fijo para algún N  real positivo.
2.1 .2 . Demostración
Inicialmente debe notarse que en la ecuación (2.2) el punto fijo no se ha alterado. 
En este caso el Jacobiano del nuevo sistema puede ser expresado como:
Jc =  w T T J
donde Jc significa el Jacobiano del sistema controlado. Por lo tanto una correcta 
asignación de N  garantiza estabilización del equilibrio, ya que los valores propios del 
sistema controlado serán los valores propios del sistema original divididos entre el 
factor N  + 1 .
2.1 .3 . Selección de N
N  debe ser elegida de tal manera que
1
N  +
t |A¿(J)| < 1 V i (2.3)
es decir
jV + ~l  m áxlA¿(J )l < 1  (2-4)
Dado que del enunciado del teorema se toma N  positivo, la restricción sobre N  
está dada por:
iV > máx|Aj(J)| — 1 (2.5)
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2.1 .4 . Ejemplos de Aplicación
A continuación se aplica la técnica antes descrita para los sistemas correspon­
dientes al mapa del seno (sistema unidimensional) y un sistema bidimensional.
Ejemplo 1. Mapa del seno
Considérese el mapa del seno [Strogatz, 2000] definido por
x(k +  1 ) =  r sin(wx(k)) (2 .6 )
con 0 <  r <  1 y 0 < x < 1. En la Figura 2.2 se muestra la evolución del exponente 
de Lyapunov en la medida que el parámetro r varía de 0.5 a 1.
Figura 2.2: Comportamiento del exponente de Lyapunov.
La presencia de un exponente de Lyapunov positivo para un sistema que evo­
luciona en una zona finita del espacio de estado implica comportamiento caótico 
[Banerjee y Verghese, Eds, 2001]. Se observa que a partir de 0.73 aproximadamente, 
el sistema presenta comportamiento caótico.
La Figura 2.3 muestra el mapa unidimensional x(k  +  1) vs x(k)  una vez se fija 
el parámetro r en 0,9 y se itera sucesivamente el sistema partiendo de cualquier 
condición inicial diferente de cero.
El punto fijo se obtiene resolviendo de manera numérica la ecuación
x(k) =  0 ,9 sin(7ra:(/c))
la cual tiene como solución x* =  0,7104. El sistema linealizado alrededor de este 
punto tiene un valor propio en —1,7357.
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Figura ‘2.3: Diagrama unidimensional del mapa del seno, r =  0,9.
Aplicando la condición sobre el valor (le N  se tiene que
N  >  0,7357
Por simplicidad se toma ./V =  1 y a continuación se obtiene el nuevo mapa propuesto 
como
x(k +  1} =  r g n ( jy ( t ) )  +  0,7104 p  ?)
La Figura 2.4 muestra la evolución de la variable x  y cómo ésta converge al punto 
fijo x  =  0,7104.
La Figura 2.5 presenta el comportamiento del exponente de Lyapunov variando 
r y dejando el nuevo mapa propuesto. Se observa que el límite de la estabilidad se ha 
movido aproximadamente a 0,96, incluyendo en su zona estable el valor de r =  0,9 
que fue el valor considerado en el caso desarrollado.
A continuación se mostrará que también es posible controlar órbitas de orden 
superior. Para este sistema se tomará la órbita 2-periódica. En este caso el punto fijo 
está dado por
x(k)  =  0 ,9 sin(0 ,9 7 rsin(7rx(fc)))
el cual tiene como solución x* =  0,3980 y x* =  0,8541. La linealización en esos 
puntos da un valor propio en —2,2585. Se observa que
N  >  2,2585 -  1
y tomando N  =  2  el mapa propuesto está dado entonces por:
( 0 ,9 sin(7ra;(fc)), si k es impar,
x[k  +  1) =   ^ 0,9 sin(7rx(fc)) -I- 2 * 0,8541 . ; (2.8)
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0.9 —  
0.85 - 
0.0 
0.75 -
0.7 - 
0.65 ■ .
0 .6  -  
0.55 -
0.5^ —----- 1------- 1------- 1------- 1------- '------- 1------- '------- 1------- 1-------
0 10 20 30 40 50 60 70 80 90 100
k
Figura 2.4: Evolución temporal (leí mapa del seno cuando es controlado para estabi­
lizar la órbita de período 1 .
Figura 2.5: Evolución del exponente de Lyapunov para el sistema controlado.
La Figura 2.6 muestra la evolución del sistema con la técnica propuesta. Se puede 
ver que la órbita 2 -periódica se estabiliza rápidamente.
Observaciones. En la ecuación (2.8) es independiente si el algoritmo de control 
se usa para k pares o impares, así como el valor del equilibrio de realimentación. Se 
puede usar cualquiera de los valores de estado estable. >
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10 20 30 40 50 70 80 90 100
Figura 2.6: Evolución temporal discreta del mapa del seno cuando es controlado para 
estabilizar la órbita de período 2 .
Ejemplo 2. Sistema bidimensional
Considérese el sistema descrito por las ecuaciones
xi(k + 1) =  -ax\ + x2 
X2 (k +  1) =  bxi
Para los valores a =  0,5 y b =  1,1 el sistema presenta un punto de equilibrio en 
— (0)2,0,22). El Jacobiano del sistema está dado por:
~2l Xl (2 .10)
Así los valores propios del sistema linealizado, alrededor del punto de equilibrio son
Ai =  -1,1535 y A2 =  0,9535
y por lo tanto el sistema es inestable.
Para estabilizar el sistema aplicando la técnica anterior, se debe seleccionar N  > 
1,1535 — 1. Se toma N  =  1 y se propone el siguiente mapa:
„ . ( *  +  +  «  +
bx\ +  0,22 (2U>
x 2(k +  1 ) = ------ -------
Los resultados se muestran en la Figura 2.7.
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0.225 ------------------------------------------------------------------------------- ------ ------------------------------------------------------------------------
0.22 - • ‘ * . • .......................................................................................................................................................
0 .2 1 5 - 
0.21 - 
*  0.205 -
+ +
0.2 -+ ^ +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  +  -.
+
0.195 •
0.191----- 1---------1---------------'---------------1---------------'---------------1---------------1--------------- '--------------- 1--------------- 1---------------
0 5 10 15 20 25 30 35 40 45 50
k
Figura 2.7: Evolución temporal discreta del sistema propuesto en (2.11). En ’+ ’ x\ 
en X2-
2.2. Sistemas No Autónomos
En esta sección se hará un análisis semejante al que se hizo en el caso anterior, 
pero considerando que el sistema es no autónomo. En este contexto se entiende poí­
no autónomo un sistema que es excitado con una señal externa u.
2.2 .1 . Teorema de FPIC
Considérese un conjunto de ecuaciones en diferencias tal como se muestra en la 
ecuación (2 .1 2 )
x(fc +  1 ) =  f(x(fc), ü(x(k)))  (2 .1 2 )
donde x  € R", ú(x(fc)) : M” 1—> M y f : Mn + 1  h-> Rn.
Sea (x*,ü(x*)) :=  (x*,ü*) un punto fijo de la ecuación (2.12). El .Jacobiano del 
sistema evaluado en este punto está dado por:
donde
di dü 
dü <9x
3f
— Jx “I" (2.13)
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Supóngase que
M i < 1  V i (2.14)(x*,ú*)y
bajo estas condiciones existe una señal de control, notada por simplicidad como u, 
dada por
ü(x(k))  +  Nü*
N  +  l
que garantiza estabilización del equilibrio para algún N  real positivo.
(2.15)
Observaciones. En la ecuación (2.15), la señal ü(x(k))  puede representar en 
realidad cualquier controlador U(x(k))  siempre y cuando cumpla que preserva el 
equilibrio, es decir U (x(k))\x*ü*. >
2.2 .2 . Dem ostración
La ecuación que describe el sistema con el nuevo controlador es:
x(k  +  1 ) =  f(x (k ),u ) (2-16)
Este sistema tiene el mismo punto fijo que la ecuación (2.12) como se puede ver de 
la ecuación (2.15). Para determinar la estabilidad del nuevo sistema se obtiene el 
Jacobiano y se evalúa en el punto, es decir
J =  "
n dx
di du dü 
du dü dx
df
dx
1 df dü
(x*,u*)
el cual puede ser escrito de manera compacta como
1  „
N  +  1 du dx
Jn — "l- JV +  1
donde 3X está definido igual que en el caso anterior y
(2.17)
(2.18)
_  di dü 
u ~  faifa.
Por el teorema de continuidad de los valores propios se tiene que si N  es sufi­
cientemente grande, los valores propios de la matriz Jn se aproximan a los valores 
propios de la matriz Jx y  puesto que todos éstos son estables, el sistema con la nueva 
señal de control será estable.
A continuación se explicarán dos maneras de calcular N. La primera se basa en 
el teorema de continuidad de los valores propios y establece un límite para N  muy 
superior al real. La segunda técnica, la cual se aplica únicamente a matrices A  con 
valores propios reales, da una cota mucho más fina.
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2.2 .3 . Selección de N  aplicando el teorema de continuidad de los 
valores propios.
Inicialmente se aplicará el teorema de Bauer-Fike [Bauer y Fike, 1960; Eisenstat 
y Ipsen, 1998], con el cual se acota la distancia absoluta entre los valores propios A¿ 
de la matriz A  (real o compleja) y los valores propios Xp de la matriz perturbada 
A  +  B ,  de la siguiente manera:
|A -  Ap| <  k ( x )||B|| (2 .1 9 )
donde ||.|| hace alusión a la norma 2 de la matriz y k ( x ) =  ||X|| ||X- 1 ||, se conoce 
como número de condición de la matriz X  con respecto a la inversión. La matriz X  
está formada por el conjunto de vectores propios de A.
Para una matriz real o compleja G ,  se define la norma inducida 2 o norma 2, 
como
||G||2 =  v /A máx( G 'G )  : =  ||G|| (2 .2 0 )
donde G '  es la transpuesta de G  y Amáx se refiere al mayor valor propio de la matriz 
( G 'G )
Esto quiere decir que tomando el valor propio más cercano al círculo unitario y 
calculando la máxima distancia entre este valor propio y el círculo unitario, la cual 
será notada como d\, se puede obtener un límite para la cota y así calcular N  como:
^ ~ Y k(x )||Ju|| < d\ (2 .2 1 )
así se tiene que
N  >  -  1 (2 .2 2 )
Para el caso en que la matriz A  sea no singular, se tiene que la cota para un valor 
propio y su perturbación es [Eisenstat y Ipsen, 1998]
mín lAi ~  Arl <  «(x)11A-1 B|| (2.23)
1^*1
Conservando la notación anterior y teniendo el cuenta que el mínimo sobre i equivale 
a tomar el valor propio más cercano a la unidad, debido a que todos los valores propios 
se pueden perturbar hasta 1 , se tiene que
- Í - k M I I J ^ J u II <  — ( 2. 24)  jv +  1  max | |
14 CAPÍTULO 2. CONTROL POR INDUCCIÓN AL PUNTO FIJO (FPIC)
y N  puede ser calculado de
m á ^ K ( x ) | | J _ l j u | | _ i  ( 2  2 5 )
Para algunos casos especiales de la matriz A , la cual debe cumplir que todos 
sus valores propios sean reales, se puede hacer uso de otra teoría para calcular la 
constante N.
2.2 .4 . Selección de N  aplicando teoría de medida de matrices.
En este caso para determinar el valor de N  se hará uso del concepto de medida 
de una matriz [Vidyasagar, 1993], la cual se nota como ¡i y está basada sobre la 
definición de norma inducida, de la siguiente manera
/ * \ lím ||I +  eA||¿-l 
' “ (A ) =  « -  0 + — ;---------
donde ||.||, se refiere a la norma inducida i.
La ventaja de la medida sobre la norma es que es sensible al signo, así en general 
/x(A) /i(—A ). La medida de una matriz cumple también las siguientes propiedades 
(entre otras):
■ Propiedad 1. -||A||, <  /¿¿(A) < ||A||,.
■ Propiedad 2. /i(a A ) =  a¿¿(A) V a  > 0.
■ Propiedad 3. ( i(A +  B) <  //(A ) +  B).
■ Propiedad 4. Si A es un valor propio de A , entonces — /¿(—A ) < Re{A) < n(A).
La medida de la matriz, basada en la norma inducida 2, queda dada por
/ i v  -^máx(A +  A )M2 (A ) = --------- ---------- :=  fi{ A ) (2/26)
Observaciones Es fácil notar de la definición de medida (ecuación (2.26)) y sus 
propiedades, que si todos los valores propios de la matriz A  son reales y se cumplen 
simultáneamente las siguientes dos condiciones
//(A ) < 1 y /x (-A ) < 1 (2.27)
entonces esto implica que
- 1  <  /x(A) < 1  y -  1 < f i ( - A ) < 1 (2.28)
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y por lo tanto, debido a la propiedad 4, la matriz A  tiene todos sus valores propios 
dentro del círculo unitario. \>
Con esta definición de medida, sus propiedades y los requerimientos acerca de la 
medida para garantizar la estabilidad, se pasará a calcular N. Sean
A  =  B  — «I ¡i
A + ÑTTB _ Jn
Para que el sistema controlado sea estable se requiere, aplicando las ecuaciones (2.27) 
que
M -J „ )  =  M - a - ]7 T T b ) < i
Por las propiedades 2 y 3 se tiene que las anteriores ecuaciones pueden ser escritas 
como
**(A  + j v T I B * 5  +  jv T T ^ B ' < 1  
' * < - A  -  a T T I b >  s  “ { - a )  +  1 v T I ' ‘ ( - b )  <  1
Despejando /i(B ) y teniendo en cuenta que N  es positivo se tiene:
(2.30)
M(B) < ( N  +  1)(1 -  M(A )) (2.31)
/í ( -B )  < ( N  +  1 ) ( 1  -  n ( - A ) )  (2.32)
Finalmente, considerando que se cumplen las condiciones impuestas en la ecuación 
(2.28), partiendo de la definición de medida y devolviéndose en los cambios de A  y 
B  se tiene que
JV > máx {  ^ (J“¿  J"> -  1, í ' J '  -  1}  (2-33)
T «x j ¿ ^maxv **x ¿ t) )
2.2 .5 . Ejemplos de Aplicación
En esta sección se van a considerar dos ejemplos particulares, correspondientes 
a un sistema en una variable y el mapa de Hénon, el cual para algunos valores 
particulares de las constantes presenta un atractor extraño.
Ejemplo 1. Ecuación en una variable.
Sea la ecuación
x(k +  1 ) =  ^x(k ) 2  +  x(k)  +  ü(x(k)) (2.34)
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donik'
« (* (* ))  =  2X(k^  ~ 2X^  ~  4 
Para este sistema, resolviendo la ecuación
x(k) =  ^x(k)2 +  x(k) +  ^x(k)2 -  |x(k) -  ^
se tienen dos puntos fijos ubicados en
x** =  Í ( 5 ± v /2 9 )
El primer punto fijo está en a:1* «  —0,0963 y el segundo está en x 2* «  2,5963. 
El sistema completo con el controlador no es estable en ninguno de estos dos puntos 
como se puede corroborar fácilmente evaluando el sistema linealizado:
J\XU (2x(k)  -  0
Para el punto fijo en —0,0963 el valor propio del sistema linealizado es Ai =  —1,6926 
y en el punto fijo 2,5963 se tiene un valor propio de A2  =  3,6922. En ambos casos el 
sistema es inestable.
Sin embargo el Jacobiano del sistema sin el controlador es
Jx =  x +  1
el cual evaluado en el equilibrio x* — —0,0963 es estable, ya que se tiene un valor 
propio en
Ai =  0,9037
Así la señal de control de estado estacionario está dada por:
ü* =  - x * 2 -  -x*  -  -  -  -0,0046
2 2 4
Del teorema anterior se puede decir que existe algún N  real positivo, con el cual 
la señal de control dada por
ü(x(k)) +  Af(—0,0046) 
U ~  N + l
garantiza estabilización del punto fijo.
Con la señal de control así generada, el sistema quedará entonces descrito por:
x { k + í ) ^ f + x { k ) + m ± p ^ m
Con este controlador el sistema evaluado en el punto de equilibrio está dado por 
J — {x +  1)1*. +  ^  ^   ^(x — 2,5) li*
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y tiene un valor propio en
el cual con una correcta asignación de N  será estable. En particular, considerando 
las restricciones sobre N  que garantizan estabilización del equilibrio, se tiene que
, f 2(x* — 2,5) , 2(—a;* + 2,5)
> max { 2  -  2(—0,0963) ’ 2 -  2(0,0963) }   ^ ^
así N  >  1,87.
Haciendo un análisis de los valores propios del sistema, se ve que un valor de N  
inferior, aún estabiliza (sólo se requiere N  >  0,37). Este sobredimensionamiento en 
el valor de N  es debido a la propiedad 3 de la medida, sección 2.2.4, página 14.
Ejemplo 2. Mapa de Hénon
En este caso se considera un sistema bidimensional, conocido como el Mapa de 
Hénon [Strogatz, 2000]. Inicialmente se controlará el sistema aplicando la técnica de­
sarrollada en la sección 2 . 1  página 6 , es decir tratándolo como un sistema autónomo. 
Posteriormente se ajustará el modelo para aplicar la técnica considerándolo como un 
sistema no autónomo (sección 2 . 2  página 1 1 ).
Considérese el Mapa de Hénon definido por
xx{k +  l) =  l - a x \  +  x2 , >
x2(k +  l ) = b x i  { 6 )
Para los valores a =  1,4 y 6  =  0,3 el sistema presenta un atractor tal como se 
muestra en la Figura 2.8.
La órbita de período 1  del sistema tiene un valor de estado estacionario (xj, x^) =  
(0,6313,0,1894). El Jacobiano del sistema está dado por:
o )  ‘2-37>
y evaluado en el punto fijo tiene valores propios
Ai =  -1,11 y A2  =  0,27
Para controlar el sistema,considerando la técnica de sistemas autónomos, es suficiente 
hacer N  > 1,11 — 1, por lo tanto considerando N  =  1 , el mapa propuesto controlado 
está dado por:
^l ( fc+1) =  -1 - a4  +  .^  +  ° > 6 3 1 3
6 xi +  0,18$4 i2'38)
x2( k +  1 ) = -------- ---------
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Figura 2.8: Evolución en el espacio de estados del mapa definido por la ecuación
(2.36).
Figura 2.9: Evolución temporal discreta del mapa de Hénon controlado.
En la Figura 2.9 se muestra el comportamiento de las variables x\ y X2 en función 
de la variable temporal discreta k.
A continuación se estabilizará una órbita de orden superior. Este sistema presenta
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una órbita de período 4 en
(X*,X2)
' (1,1250,0,0653) 
(-0,7067,0,3375) 
(0,2177,0,1914) 
k (0,6379, -0,2120)
En este caso los valores propios del Jacobiano del sistema son
Ai =  8,6394 y A2 =  0,00094
Así para poder controlar la órbita de período 4 se debe hacer N  > 7,6394. Tomando 
N  — 8  el mapa se transforma en:
f 1 -  ax\ +  x 2 +  8  * 1,1250
Xl(k +  1) -  l  ----------------- 9 ----------------- ’ SI k es multlPlD de 4>
[ 1  — ax\ +  X2, en los otro casos. ^  3 g^
f b x i + 8 *  0,06532 
X2(k +  1) =  ----------- g----------- > 51 k es múltiplo de 4,
en los otro casos.
La Figura 2.10 muestra el comportamiento de los estados cuando el sistema evo­
luciona de acuerdo con el mapa propuesto en (2.39). El sistema estabiliza tal como 
se esperaba.
Figura 2.10: Evolución temporal discreta del mapa de Hénon controlado cuando se 
estabiliza la órbita de período 4. En la variable x\ y en la variable X2■
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Ahora se aplica la técnica considerando el sistema no autónomo. Con el fin de que 
el sistema cumpla los requisitos dados por el teorema de la sección 2 .2 .1 , se define 
nuevamente el mapa como:
xi{k +  l ) = x 2 +  ü . . 
x 2(k +  1 ) =  bXl [ ü)
con ü =  1 — ax i e igual que en el caso anterior a =  1,4, b =  0,3. De este modo, 
el sistema actual corresponde con el anterior, y tiene el mismo equilibrio (x\,x2) =  
(0,6313,0,1894)
En este caso se debe evaluar el .Jacobiano del sistema sin el controlador. Este se 
puede expresar como:
J - ( l i ) <2-41>
el cual tiene los valores propios en
A =  ±Vb
Debido a que b =  0,3 los valores propios tienen magnitud menor que 1 y ambos 
son reales, así se puede calcular el factor N  aplicando los resultados obtenidos en la 
sección 2.2.4, página 15, ecuación (2.33).
El valor de estado estacionario ü* se puede calcular como
ü* =  1 — a x f  =  0,442
y la señal de control u que garantiza estabilización del punto 
positivo se obtiene de
1 — ax\ +  N  * 0,442 
U =  N  +  l
En este caso,
7  _  (  - 2 aa;i 0  \
u V 0  0  J
y aplicando la ecuación (2.33) se tiene
N  >  máx { ° ' “  ‘ }  P -'13)
así, N  >  4,05.
Aplicando las fórmulas definidas en las ecuaciones (2.22) y (2.25) se obtienen los 
siguientes resultados: d\ =  0,4523, ||JU|| =  1,7676,
fijo para algún N  real
(2.42)
(  0,8771 -0,8771 \
V ° ’ 4 8 0 4  ° ’ 4 8 0 4  /
(2.44)
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y por lo tanto k (x ) =  1,8257. Aplicando la ecuación (2.22) se tiene que
N  >  6,14
Para aplicar la ecuación (2.25) se calcula ||Jx_ 1Ju|| =  1,7676 y máx|A¿| =  0,5477, 
por lo tanto
N  >  2,91
Como se observa esta última cota hallada es mucho mejor que las anteriores. Sin 
embargo el sistema estabiliza con valores menores de N. En la Figura 2.11 se muestra 
el comportamiento de las variables xi y X2 en función de la variable tiempo discreto 
A:, para N  =  2 .
0.
_  0. 
5*
10 20 30 40 50 60 70 80 90 100k
Figura 2.11: Evolución temporal discreta del mapa de Hénon controlado cuando se 
estabiliza la órbita de período 1. En la variable x\ y en V la variable x%.
En este caso del sistema no autónomo, también sería posible estabilizar órbitas 
de orden superior.
2.3. Sistemas con Retardo
En esta sección se hará un análisis semejante al que se ha hecho en los casos an­
teriores pero considerando sistemas que presentan un período de atraso. Esta técnica 
ha demostrado ser particularmente útil para este tipo de sistemas ya que en muchas 
ocasiones, por ejemplo en el caso de sistemas continuos estables, al introducir retar­
dos de tiempo, el sistema tiende a inestabilizarse, así analizando el sistema continuo 
con herramientas matemáticas asociadas a sistemas discretos, es posible estabilizar 
el sistema.
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2.3 .1 . Teorema de F P IC
Considérese el caso de un sistema definido por un conjunto de ecuaciones en 
diferencias
x(fc +  1) =  f  (x(fc), ü(x(k)))  (2-45)
donde x  € Rn, f  : R " + 1  i—> R " y tt(x(fc)) : R" i—> R con ú(x(fc)) la señal de control.
Sea (x*,ü(x*))  :=  (x*,ü*) un punto fijo de la ecuación (2.45). El .Tacobiano del 
sistema evaluado en el punto (x*,ü*) está dado por:
J =
dí_
d x (x*,Ú*)
di dú 
+  dü dx — Jx “i“
(2.46)
donde
(x*,ú*)
_
“ 9x
Supóngase que
A *
<9f
dx
<  1 V i (2.47)
(x*,ñ*) y
Considérese ahora la misma señal de control pero los estados que la generan son 
tomados con un período de atraso, entonces la señal de control será
ü(x(k — 1 ))
En este caso, debido a la presencia de un período de atraso es posible que el sistema 
se ínestabilice, sin embargo debe notarse que el punto fijo no se mueve en el sistema. 
Bajo esta condiciones existe una señal de control dada por
ü(x(fc — 1)) +  Nú*
u  —  -------------------- r ; — ; --------------------N +  1
la cual para algún N  real positivo garantiza estabilización del punto fijo.
(2.48)
2.3 .2 . Dem ostración
Considerando un período de atraso las nuevas ecuaciones son
x(fc +  1) =  f  (x(fc), ü(x(k — 1))) (2.49)
Haciendo el siguiente cambio de variables z\ =  x(k)  y =  x(k — 1), se tiene
z i (k +  1 ) =  f  (zi(k), ü (z2 (fc))) 
z 2(fc +  1 ) =  zi(fc)
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Con la nueva señal de control las ecuaciones de estado pueden ser escritas de la 
siguiente manera
2l(t  + l) =  t ( 2 l W ,M£ 2 M ± ^
Z2 (k +  1) =  Z i (k)
En este caso, el Jacobiano del sistema evaluado en el punto fijo se calcula como
(2.50)
di 1 di dñ 
dzi N + 1 95 dz2
I 0 (zj,z*)
donde I es la matriz idéntica de dimensión nxn y  0  es una matriz de ceros de 
dimensión nxn. Esta matriz puede ser dividida como la suma de dos matrices de la 
siguiente manera
df dú
(2.51)
( Z 1>z 2 )
Jl +  _ U , 2 = ( ü r  «
1 N  +  l 2  V 0 0
+  1  (  0  
jv +  i \  i  o
donde J j corresponde a la primera matriz y J 2 a la segunda. Los valores propios de 
la matriz Ji son los valores propios de 3X y n valores propios en el origen. Por los 
mismos argumentos de antes, para un N  suficientemente grande los valores propios 
de la matriz J se aproximan a los valores propios de la matriz J 1 y puesto que todos 
éstos son estables, el sistema con la nueva señal de control será estable.
2.3 .3 . Selección de N
Por la semejanza entre los resultados en términos de las matrices para sistemas 
con retardo y los resultados para sistemas no autónomos, la selección de N  se hace 
de acuerdo con las cotas halladas en esa sección. Sin embargo, teniendo en cuenta 
que la matriz a perturbar siempre tendrá valores propios en el origen será imposible 
aplicar la ecuación (2.25). Por lo tanto N  podrá ser calculada de la ecuación (2 /2 2 ), 
la cual por comodidad se repite aquí:
N  >  íMB _  !  (2.52)
a \
De otro lado, si todos los valores propios de la matriz A  son reales, se puede calcular 
N  también de
(253)
2.3 .4 . Ejemplos de Aplicación
En esta sección, igual que en el caso anterior, se van a considerar dos ejemplos 
particulares, correspondientes a sistemas de una y dos variables.
24 CAPÍTULO 2. CONTROL POR INDUCCIÓN AL PUNTO FIJO (FPIC)
Ejemplo 1. Ecuación en una variable.
Sea la ecuación
x\(k +  1) =  ax\(k) +  u(k) (2-54)
con — 1 < a <  1. Usando realimentación del estado y una referencia dada uref  para 
controlar el sistema, se hace u{k) =  —bx,\(k) +  urej
x\(k +  1) =  axi(fc) -  bxi(k) +  uref  (2.55)
Este sistema dinámico es estable si |a — 6 | < 1. El valor de estado estacionario
Ur e  f
de la variable x\ es x? = ---------—r, así la señal de control en estado estacionario se
1 I - 0 + 6
puede obtener como:
* 7 * i u r e f  1  ^U =  6 Xj +  Uref ~  b~ ■ r +  Uref ¡J l - a + 6  1 l - a + 6
Si la señal de control sólo puede ser generada con un período de atraso, el sistema 
queda expresado como:
x\(k +  1) =  axi(k)  — bx\(k — 1) +  urej  (2.56)
haciendo el cambio de variables x 2{k) =  xy{k — 1 ) se tiene
(2.57)x i ( k  +  í )  =  a x i ( k )  -  bx2{k)  +  Uref  
x 2( k +  l )  =  X i { k )
Este sistema, tiene la ecuación característica
A2  — a \  +  b
la cual tendrá todos sus ceros dentro del círculo unitario si y sólo si (aplicando el 
criterio de Jury [Astróm y Wittenmark, 1997])
6  <  1 , 6  > — 1  — o y 6 > — 1  +  a
Así, tomando cualquier valor de a € (—1, 1) y un 6  >  1 el sistema es inestable. Sin 
embargo si la señal de control se genera como:
—bx2{k) +  urej  +  Nu*
N  +  l
se garantiza estabilización del equilibrio para algún N  real positivo. En particular, 
aplicando la ecuación (2.53) y suponiendo 0 < a < l y 6 > l s e  tiene que
N  >  m á x  { Z 2 ^  ~ 1 5  ~  4  ( 2 5 8 )
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Ejemplo 2. Ecuación en dos variables.
Sea el sistema
1/  xi(k  +  1 ) A /  0  i \ /  x i ( k ) \  /  0
V x2(k +  1 ) )  V -0 .9  0 , 8  )  ^ x 2(k) J +  \ 1  1 U (2.59)
El cual tiene sus raíces dentro del círculo unitario (|Ai,2| =  0,9487), y están ubicadas 
en
Ai,2 =  0,4 ±  ¿0,8602
Supóngase que se quiere usar realimentación del estado para reubicar los polos, de 
tal manera que el sistema controlado presente un comportamiento del tipo deadbeat 
(polos en el origen). La señal de control u se obtiene como una combinación lineal 
de los estados
U =  — k\X\ — k2X2 +  Uref
y la referencia. No se considera, por simplicidad, el control integral para corrección 
del error de estado estacionario. Al resolver el sistema, se tiene que los valores de fci 
y k2 con los cuales el sistema controlado tiene valores propios en el origen
Ai,2 =  0
son k\ =  —0,9 y k2 =  0,8. La representación queda dada por:
x\{k + 1 ) 
x 2(k +  1 )
0 1 
0 0 í  xi{k) V x 2(k) (2.60)
Como se puede ver el sistema es estable y su valor de estado estacionario es
- i
u.■re f (2.61)3 ) - ( ¡ ? )  (i
es decir
(Xi,X2) =  (^re/)^re/)
así la señal de control de estado estacionario es
u =  ( l , l ) u ref
Considerando ahora que la señal de control sólo puede ser tomada con un período 
de atraso, lo cual evidentemente ubicaría los polos en otras posiciones, se tiene que
u =  —kix\(k — 1) — k2x 2{k — 1) +  uref
Haciendo los cambios de variable correspondientes, el sistema estaría representado 
como
( x\(k +  1 ) N /  ° 1 0 0 \x 2(k +  1 ) -0 ,9 0 , 8 0,9 - 0 , 8
x 3(k + 1 ) 1 0 0 0
\ x 4( k +  1 ) V  0 1 0 0 /
/  zi(fc) 
x 2(k) 
x 3{k)
\ Xi{k) )
í °\  1
0
V  o  /
¿ref (2.62)
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Los valores propios del sistema son:
Ai,2  =  -0,2376 ± j 0 , 8058, A3  =  0  y A4  =  1,2751
Como puede verse un valor propio ahora tiene magnitud mayor que 1, y el siste­
ma opera de manera indeseable. Sin embargo, si se hace
u =
—kix\(k — 1) — k2x2{k — 1) — uref  +  N  * (1,1 )uref  
_ _ (2.63)
/ 0 1 0 0 \ / 0 0 0 0 \
- 0,9 0,8 0 0
y J2 =
0 0 0,9 -0 ,8
1 0 0 0 0 0 0 0
V 0 1 0 0 \ 0 0 0 0 /
se tendrá que el sistema se estabiliza para algún N.  Aplicando la ecuación (2.53) se 
tiene que
(2.64)
Los valores propios de Ji son los valores propios del sistema original y dos valores 
propios en el origen, es decir
Aij2 — 0,4 ±  ¿0,8602 y A3 i 4  =  0
Dado que la matriz sin perturbar tiene valores propios complejos conjugados, la 
ecuación (2.53) no se puede usar. Para aplicar la ecuación (2.52) se calcula: d\ =  
0,0513, ||J2|| =  1,2042, k ( x ) =  3,5742 y así
N  > 82
En el caso de sistemas con retardo la cota hallada está muy por encima del valor 
límite real, es las Figuras 2.12 y 2.13 se pueden ver los resultados de este sistema 
con TV =  3. Se preserva el valor de estado estacionario de las variables de estado y 
se estabiliza el sistema.
En el siguiente capítulo se hará uso de la técnica antes descrita en sus diferente 
variantes para controlar el convertidor de potencia tipo buck cuando el PWM es 
manejado de dos maneras: por comparación del voltaje de salida con la rampa y 
dinámica de error con promedio cero en cada iteración. En el segundo caso se hace 
uso de los esquemas de pulso al centro, pulso al lado y pulso al centro con un período 
de atraso.
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Figura 2.12: Evolución temporal de la variable discreta x\ del sistema controlado.
Figura 2.13: Plano de fase del sistema controlado
Capítulo 3
Aplicaciones al convertidor tipo 
buck
Los convertidores de potencia son dispositivos que tienen amplias aplicaciones 
debido a las necesidades crecientes de los sistemas eléctricos de potencia y de los 
dispositivos electrónicos, de disponer de fuentes de voltaje altamente confiables. Por 
este motivo su estudio y control ocupan un lugar importante dentro de los sistemas 
dinámicos.
Desde hace algún tiempo en el diseño y construcción de estos convertidores se 
usan fuentes DC y un modulador de ancho de pulso (PWM) para obtener el valor del 
voltaje deseado a la salida. La operación en lazo abierto del sistema no es confiable 
por el ruido inherente a los sisteméis, así como por las constantes variaciones en la 
carga, motivo por el cual el ancho del pulso se ajusta de acuerdo con una ley de 
control. Debido a la presencia de la realimentación y a la continua conmutación de 
la fuente, el sistema en conjunto exhibe comportamientos propios de sistemas no 
lineales.
De otro lado, debido a que los convertidores de potencia pueden ser tratados como 
sistemas de estructura variable [Utkin, 1977; Utkin, 1978] y a la evolución de los 
controladores basados en modos deslizantes [Utkin, 1992], cuya principal aplicación 
está en los sistemas de estructura variable, se han desarrollado muchos controladores 
de este tipo los cuales, en general, presentan la característica de ser robustos. Carpita 
[Carpita et al, 1988], haciendo uso de la teoría de sistemas de estructura variable, 
calcula un controlador en modo de deslizamiento con modelo referencia, en el cual 
la superficie de deslizamiento se genera como una combinación lineal del error del 
estado. Los resultados mostraron un controlador robusto, estable y eficiente, sin 
embargo debido a la acción discontinua del controlador se genera chattering en el 
sistema lo que puede ocasionar poca homogeneidad en la conmutación de la fuente 
aumentando el rizado y la distorsión a la salida.
Recientemente han sido reportadas en la literatura [Ramos et al, 2003; Biel et 
al, 2 0 0 2 ] técnicas de control para convertidores de potencia basadas en un esquema
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de PWM con pulso al lado, en el cual la duración del pulso es definida por el pro­
medio cero de la dinámica del error (Zero Average Dynamics ZAD) en cada período 
de muestreo. Con esta técnica de manejo del PWM se garantiza frecuencia fija de 
conmutación lo que disminuye el chattering en el sistema, se obtiene un controlador 
robusto debido a la selección de la superficie de deslizamiento y un error muy bajo, 
como consecuencia del promedio cero. Resultados numéricos y experimentales han 
demostrado que la técnica es altamente eficiente y se puede presentar como una bue­
na alternativa para sistemas de potencia que requieren conmutación de la fuente a 
frecuencia fija.
Un esquema simplificado del convertidor de potencia tipo buck, se presenta en la 
Figura 3.1. Este sistema tiene un modelo lineal dado por
I PWM I
1 _  U tm V ar >L +
Figura 3.1: Esquema de un convertidor manejado con PWM.
i i
:f  o J ( ” M f ) “ <->
Como variables de estado se consideran el voltaje en el condensador v y la corriente en 
la inductancia i. La variable de control u toma valores discretos en el conjunto { —1,1} 
dependiendo de la posición del interruptor. Para adimensionalizar la dinámica se hace
el siguiente cambio de variables [Fossas y Zinober, 2001] xi — v/E, X2 =  7?\fb^ Y 
t =  r/y/LC así se tiene el parámetro 7  =  y el período de muestreo queda
definido como T  =  Tc¡  \ÍLC. Con este cambio las ecuaciones pueden ser escritas de
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la siguiente manera
U M >  (32>
Este sistema va a ser controlado mediante un PWM a fin de que el promedio de la
dinámica del error s(x(í)) =  s(x), en cada período de conmutación sea cero (técnica 
ZAD):
rT
s(x) =  0/JoI 
Tal como propuso Carpita en |Carpita et al, 1988] s(x) se define como:
s(x) =  (X\ -  X\ref) +  ks(x 1 -  Xiref) (3.3)
donde x\ es la variable a controlar, x\rej  es la señal de referencia y ks es la constante 
de tiempo asociada a la dinámica de primer orden que se quiere siga el error. La 
señal de control suministrada al sistema se puede definir según la ecuación (3.4) para 
un PWM con pulso al centro como
{
1 si kT < t <  kT +  d/2 
- 1  si kT +  d/2 < t < k T + ( T -  d/2) (3.4)
1 si kT +  (T -  d/2) < t <  kT +  T
donde d se calcula de la siguiente ecuación [Angulo y Fossas, 2003; Angulo, 2004]
Í
1 si T < d c
dc/T si 0 <  dc < T  (3.5)
0  si dc <  0
con
J 2a ( x ( f c r ) ) + T ¿ + ( x ( f c r ) )
c s+(x(/cT)) — s_(x(fcT)) 1 j
En este caso s+(x(fcT')) se debe interpretar como la derivada de la dinámica del error 
s cuando u =  1, análogamente s_(x(fcT)) es la derivada de la dinámica del error s 
cuando u =  —1, es decir s+ =  s(x(fcT))|„=i y s .  =  ¿(x(fcT))|u=_j.
Para un sistema que opera en un esquema de PWM con pulso al lado, la señal 
de control se puede definir según la ecuación (3.7) como
_  í —1 si kT < t  < kT +  d , .
U ~ \ 1 si kT +  d < t < k T  [ }donde d se calcula de la siguiente ecuación [Fossas et al, 2001; Ramos et al, 2003;
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Ramos et al, 2002b; Ramos et. al, 2002a)
d =  <
1 si s(x(kT )) > 0  y a(x(kT)) +  T s - > 0
1 si s(x(kT )) > 0  y s(x(kT )) +  Tá- < 0 y
di si s (x (kT )) >  0  y s(x (kT )) +  T s - < 0 y
0 si s(x(kT )) < 0  y s(x(kT )) +  Ts+ < o
0 si s (x (k T )) < 0  y s(x(kT )) +  Ts+ >  0 y
.  d2 si s(x(kT )) < 0  y s(x(kT )) +  Ts+ > 0 y
y s - definidos igual que antes y
|á_| - 2 |s(0 )|/T
+  l®+l
s(x(kT))/  |s_| >  T ¡ 2 
s(x(kT))/  |s_| < T /2
|s(x(*r))| /|á+|>T / 2  
|s(x(fcT))|/|s+| < T /2  
(3.,
(3.9)
do — 1  —
'|á+|-2 |s(0 )|/T (3.10)
|s-| +  |s+|
Cuando el sistema presente un período de atraso (operando en pulso centrado) el 
ciclo de trabajo d se calcula de:
con
1 si T < d c 
d =  {  dc/T si 0 < d c < T  
0  si dc <  0
2*(x(fc -  1 )T) +  Ts+ ((x(k  -  1 )T) 
s+ ( ( x ( k - l ) T ) - é - ( ( x ( k - l ) T )
(3.11)
(3.12)
donde s+ — s(x(k  — l)T)|u=i y s_ =  á(x(k -  l)T)|u=_i.
Para aplicar la técnica de control diseñada se toman los siguientes valores Tc =  
50/xs, R — 200, L =  2m H  y C =  40iiF  así T =  0,1767 y 7  =  0,35. Para la referencia 
se toman los siguients valores: en regulación se tiene un valor de 0 .8 , y en rastreo de 
0,8sin(üjí) con w =  0,0889, que corresponde al valor normalizado de una frecuencia 
de 50Hz.
3.1. Estabilidad y control del buck manejado con ZAD y 
pulso al centro
En este caso el sistema queda completamente definido por las ecuaciones (3.2), 
(3.4), (3.5) y (3.6). En [Angulo y Fossas, 2003; Angulo, 2004] se ha demostrado que el 
parámetro ks asociado a la constante de tiempo en la ecuación (3.3) de la página 31, 
asociada a la dinámica del error, se comporta como un parámetro de bifurcación. Para 
el caso que nos interesa es suficiente determinar el límite de la estabilidad de la órbita 
de período 1, lo cual se puede hacer calculando los exponentes de Floquet del sistema,
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obtenidos al resolver la ecuación variacional asociada [Drazin, 1992]. El objetivo 
de esta técnica es determinar la estabilidad de una órbita periódica en general. El 
procedimiento utilizado consiste en tomar una solución periódica del sistema (a:*) 
y perturbarla con una función temporal exponencial (e^), de tal manera que si la 
solución periódica es inestable la perturbación crecerá y por lo tanto la parte real de 
su exponente [i será positivo. Por el contrario si la solución periódica es estable, la 
perturbación decrecerá obteniéndose en la solución de la ecuación, exponentes /z con 
parte real negativa. En el apéndice A sección A .l, página 59, se puede encontrar el 
desarrollo matemático realizado para obtener los exponentes de Floquet presentados 
en la Figura 3.2
Variación de la parte real de  lo s Exponentes de Floquet
Figura 3.2: Evolución de la parte real de los exponentes de Floquet, en la medida 
que el parámetro ks varía.
Se observa que el límite de la estabilidad de la órbita de período 1 está en ks =  
3,25 aproximadamente. Como la estabilidad es perdida y el sistema evoluciona dentro 
de una región finita, debido al fenómeno de saturación del ciclo de trabajo, se tiene 
que éste debe presentar caos. La Figura 3.3 muestra el diagrama de bifurcaciones. La 
primera bifurcación que se presenta en el sistema es de tipo Flip [Kuznetsov, 1998], 
este tipo de bifurcación se caracteriza porque el sistema pasa de tener una órbita
1-periódica estable a tener una órbita 2-periódica estable. A continuación se sucede 
la siguiente bifurcación por colisión de borde. Sucesivas bifurcaciones flip, seguidas 
de colisión de borde generan el caos, aproximadamente a partir de ks =  2 ,8 , sin 
embargo el comportamiento caótico es claramente visible para valores bajos de ks 
como por ejemplo 0,5. Un análisis completo de la transición al caos en este sistema 
puede ser consultado en [Angulo et al, 2004].
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O iagram a de bifurcaciones: Referencia 0.8
Figura 3.3: Diagrama de bifurcaciones. Parámetro de bifurcación ks.
3.1 .1 . Control con F P IC
Para aplicar la técnica se debe conocer el punto de equilibrio, éste puede ser cal­
culado de manera analítica o numérica. El valor de estado estacionario, corresponde 
con el valor de regulación, el cual para una referencia de 0 . 8  será (x \, X2 ) =  (0 ,8 , 0,28) 
y para el ciclo de trabajo está dado por:
d* =
Ahora aplicando la técnica propuesta, asignando a, N  e\ valor de 1, el ciclo de trabajo 
d(k) a ejecutar en cada período de muestreo quedará dado por
d(k) =
d +  d*
donde d está dado por (3.5) y (3.6). En la Figura 3.4 se muestran los resultados 
cuando el sistema trabaja en zona caótica con ks — 0,5. El valor de estado estacio­
nario asociado a las variables del mapa de Poincaré es x\ =  0,7999 y x\ =  0,2801, 
llevando a un error de 0,0125%.
Se observa una rápida recuperación del sistema, estabilizando la órbita de pe­
ríodo 1. Tal como se ha dicho antes (secciones 2.1, 2.2 y 2.3, páginas 6 , 11 y 21), 
también se pueden controlar órbitas de período superior. En [Angulo et al, 2004] se 
ha demostrado que una vez se pierde la estabilidad de la órbita de período uno, el 
sistema presenta una órbita 2 -periódica estable (donde cada ciclo es del tipo no sa­
turado) y una órbita 1-periódica inestable. Posteriormente la estabilidad de la órbita
2 -periódica no saturada se pierde para evolucionar a una órbita 2 -periódica saturada,
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Figura 3.4: Ciclo de trabajo para el sistema controlado (FPIC) y sin controlar. En 
ambos casos ks =  0,5.
es decir un ciclo saturado es seguido de un ciclo no saturado. La órbita 2-periódica 
no saturada permanece en el sistema pero es inestable. En la Figura 3.5 se ha es­
tabilizado un punto fijo 2 -periódico sin saturación, induciendo el ciclo de trabajo 
esperado cada 2  períodos de muestreo.
A continuación se hace una simulación de la respuesta del sistema cuando es 
controlado con FPIC y se suceden condiciones de operación extremas. Este análisis 
da una idea de la robustez del sistema operando con la técnica de control propuesta. 
La Figura 3.6 muestra el comportamiento de la variable x\ cuando se presentan 
cambios bruscos en la carga. Se han simulado los eventos de circuito abierto, el cual 
equivale a suponer 7  =  0 , y una caída de resistencia a un 1 0 % del valor nominal 
de la carga haciendo 7  =  3,5. Este tipo de fenómenos suelen ocurrir en los sistemas 
de potencia. La operación en circuito abierto se simula a los 18s. El controlador 
responde en no más de 2 0  períodos de muestreo, lo que equivale a estabilizar el 
sistema real en lms. A los 36s. el sistema pasa de operar en circuito abierto al 10% 
del valor nominal de carga. En este caso el tiempo de estabilización es de 2.5 ms, 
aproximadamente (50 períodos de muestreo). Para esta simulación se supone que el 
sistema inicialmente opera en zona de caos, con un valor de la constante k¡¡ =  0,5 y 
con un controlador FPIC, con valor de la constante N  =  1 , el cual ha estabilizado el 
sistema. Posteriormente se simulan los cambios de carga.
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Figura 3.5: Ciclo de trabajo para el sistema sin control y con control FPIC. Se tiene 
un valor de la constante ks =  0,5 y se ha estabilizado un punto fijo 2-periódico.
órbita 2T-periódica estabilizada
".y : 1 <—• .y —r-
.................. « .s* *  . :  : .  *
3.1 .2 . Control por realimentación
En esta sección se usa una técnica clásica de control por realimentación. En 
particular, para controlar el ciclo de trabajo se hace uso de la expresión
d(k) =  d +  r]d(k — 1) (3.13)
donde d(k) es el ciclo de trabajo que se va a ejecutar, d es valor obtenido con las 
ecuaciones (3.5) y (3.6) y d(k — 1) es el ciclo de trabajo de la iteración anterior.
Se ha calculado el límite de estabilidad por medio de los exponentes de Lyapunov 
para el sistema de estudio con un valor de la constante ks =  0,5 y controlado con 
realimentación (ecuación (3.13)). Los resultados se muestran en la Figura 3.7. En esta 
gráfica se observa la combinación de í? y ks que garantizan estabilidad en el sistema. 
Nótese que no se permite mucha excursión de ks debido a que habría que aumentar 
significativamente r¡ lo que conllevaría a problemas, ya que el peso del ciclo anterior 
empezaría a ser muy alto y tendería a saturar el ciclo (le trabajo constantemente. 
En la Figura 3.8 se muestran los resultados cuando ks =  0,5 y r¡ =  0,165. El valor 
de estado estacionario asociado a las variables del mapa de Poincaré es x\ =  0,8131 
y x,* =  0,2846, llevando a un error de 1.69% Comparando el desempeño de ambas 
técnicas se ve que el sistema con FPIC estabiliza muchos más rápido, no requiere 
medición de variables y presenta menor error.
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Figura 3.6: Comportamiento del voltaje para el PWMC con FPIC y valor de las 
constantes fcs=0,5 y N =l. En t =  18s se simula operación en circuito abierto. En 
t =  36s se simula un cambio de operación de circuito abierto al 10 % del valor nominal 
de carga.
Figura 3.7: Zonas estable e inestable para el sistema con control por realimentación.
3.1 .3 . Control con T D A S
En esta sección se hará uso de la técnica de control de AutoSincronización por 
Retardo de Tiempo (TDAS), para controlar el caus. El objetivo de esta técnica es
38 CAPITULO 3. APLICACIONES AL CONVERTIDOR TIPO BU CK
Figura 3.8: Ciclo de trabajo para el sistema con control por realimentación y sin 
controlar. En ambos casos ks =  0,5.
aplicar realimentación de la(s) variable (s) retardada(s) en el tiempo, de tal mane­
ra que cuando el sistema estabilice en la órbita a controlar, el esfuerzo de control 
sea mínimo [Pyragas, 1992]. La variable que induce la inestabilidad en el sistema 
propuesto puede ser asociada al ciclo de trabajo. Por este motivo para controlar la 
órbita 1 -periódica, es suficiente modificar el ciclo de trabajo de acuerdo con
d(k) =  d +  rj(d(k) -  d(k -  1)) (3.14)
donde d(k) es el ciclo de trabajo que se va a aplicar, d es valor obtenido con las 
ecuaciones (3.5) y (3.6), d(k -  1) es el ciclo de trabajo de la iteración anterior y rj es 
el factor de control.
En la Figura 3.9 se muestra el límite de la estabilidad calculado con los Expo­
nentes de Lyapunov, cuando el sistema es controlado con la técnica antes descrita. 
En ella se observa la combinación de T] y ks que garantizan estabilidad en el sistema.
En la Figura 3.10 se presentan los resultados cuando ks= 0.5 y r¡ =  —0,1. Los 
valores de los estados obtenidos de la aplicación de Poincaré en régimen permanente 
son £ 1 = 0 . 7 9 9 9  y £2 = 0 .2 8 0 1 , llevando a un error de regulación de 0,0125%.
La ventaja clara de la técnica FPIC propuesta, radica en que no se requiere 
medición del estado.
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Figura 3.9: Zonas estable e inestable para el sistema con TDAS.
Figura 3.10: Ciclo de trabajo para el sistema controlado con TDAS y sin control, 
para un valor de la constante ks =  0,5.
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3.2. Estabilidad y control del buck manejado con ZAD y 
pulso al lado
En este caso el sistema queda completamente definido por las ecuaciones (3.2),(3.7), 
(3.8), (3.9) y (3.10). La Figura 3.11 muestra la parte real de los exponentes de Flo- 
quet. Estos han sido calculados por un proceso semejante al realizado para el PWM 
con pulso al centro (apéndice A .l, sección A .l, página 59). El límite de estabilidad 
de la órbita 1-periódica está en ks =  0,18 aproximadamente. En la Figura 3.12 se 
presenta el diagrama de bifurcaciones. Nótese que en este caso no existe una tran­
sición al caos, sino que éste se genera de manera abrupta una vez que se pierde la 
estabilidad. Debido a que el punto fijo no cambia aunque se cambie de esquema de
Figura 3.11: Evolución de la parte real de los exponentes de Floquet, en la medida 
que el parámetro ks varía.
pulso, se sigue considerando como valor de estado estacionarios del ciclo de trabajo:
j* 1 r e f
a -  2 .
Igual que en el caso anterior, con N  =  1, el ciclo a ejecutar en cada iteración esta 
definido por
donde d está dado por (3.8), (3.9) y (3.10) y se ha considerado N  =  1. En la Fi­
gura 3.13 se muestra el comportamiento del sistema sin controlar para un valor de 
fcs-=0-14136. La Figura 3.14 muestra el mismo sistema pero con la técnica propuesta.
El valor de estado estacionario asociado a las variables del mapa de Poincaré es 
£1=0.7987 y £2=0.2982, llevando a un error de 0.1625%.
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Figura 3.13: Ciclo de trabajo para el sistema sin controlar. ks =  0,14136.
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Figura 3.14: Ciclo de trabajo para el sistema controlado. ks =  0,14136 y N  — 1.
3.3. Estabilidad y control del buck manejado con ZAD y 
pulso al centro con un período de atraso
Algunos dispositivos que incorporan un modulador de ancho de pulso centrado, 
trabajan inherentemente con un período de atraso, de ahí la necesidad de su estudio.
En este caso específico el sistema queda completamente definido por las ecuacio­
nes (3.2), (3.4), (3.11) y (3.12). La estabilidad de la órbita de período 1, igual que 
en el caso anterior se determina via los exponentes de Floquet. En el apéndice A.2 
sección A.2, página 63 se hace el desarrollo completo, el cual es semejante al caso del 
PWM con pulso al centro, pero se debe incluir el período de atraso.
La evolución de los exponentes de Floquet en la medida que el parámetro ks 
varía, se ilustra en la Figura 3.15. En ella se observa que no existe un valor para el 
parámetro ks que garantice estabilidad de la órbita de período uno. Esto es debido 
a que un retardo en un sistema disminuye la estabilidad relativa de éste; para este 
caso particular el sistema se volvió inestable. También se observa que el número de 
exponentes de Floquet ha aumentado a 4 como resultado de tener que aumentar 
el número de variables a considerar, incluyendo las actuales y las anteriores. La 
solución de esta ecuación siempre presenta un polo doblo para todo ks, tal como se 
puede observar en la figura.
Observaciones. Esta señal de control así generada no altera el punto de equili­
brio, sin embargo es conocida la tendencia de un sistema a inestabilizarse en presencia 
de períodos de atraso. Cuando la señal de control se genera partiendo del conocimien­
to del estado en t =  kT el equilibrio es estable dependiendo del valor de la constante 
ks, en particular valores de ks >  3,25 hacen el sistema estable (Figura 3.2). En cam-
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Figura 3.15: Evolución de la parte real de los exponent.es de Floquet, en la medida 
que el parámetro ks varía. Sistema con un período de atraso.
bio si el ciclo e trabajo se evalúa partiendo del estado medido en t — (k — 1)T el 
equilibrio es siempre inestable como se ha mostrado anteriormente. >
En la Figura 3.16 se puede observar el diagrama de bifurcaciones variando la 
constante ks. Esta gráfica es coherente con los resultados obtenidos a través de los 
exponentes de Floquet, ya que no existe ningún valor de la constante ks con el cual 
exista una órbita 1 -periódica estable.
El ciclo de trabajo de estado estacionario, igual que antes, está dado por d* =  
T ^+xiref y ej cjcj0  trabajc> inducido para controlar el sistema, tomando N  =  1 es:
d(k) =  d+2d (3.15)
donde d es valor obtenido con las ecuaciones (3.11) y (3.12), Los exponentes de 
Lyapunov del sistema controlado con FPIC se pueden ver en la Figura 3.17. En ella 
se observa que con esta técnica se obtiene un límite de estabilidad y toma el valor de 
3,9. Valores por encima de 3,9 hacen que la órbita 1-periódica sea estable. Valores 
por debajo llevan a un comportamiento caótico.
Los resultados de usar esta técnica de control con ks =  4,5 se muestran en la 
Figura 3.18, en la cual se presenta el comportamiento del ciclo de trabajo. La salida, 
mostrada en la Figura 3.19, tiene un valor de estado estacionario x\ =0.7996, lo que 
implica un error del 0.23 %. Se observa una rápida sintonización del sistema.
Si se quiere ampliar el rango de estabilidad de la constante ks es suficiente con 
aumentar N. En la Figura 3.20 se muestra la evolución de los exponentes de Lyapunov 
cuando N  =  2. Se ve que el límite cae abruptamente a ks «  0,5.
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Figura 3.16: Diagrama de bifurcaciones. Parámetro de bifurcación ks.
Figura 3.17: Exponentes de Lyapunov para el PWM con ZAD y pulso al centro con 
un período de atraso y controlado con la técnica FPIC con N  =  1 .
Ahora se mostrará la aplicación de la técnica para estabilización de órbitas de 
período más alto. Por ejemplo considérese la órbita 2-periódica saturada, para una 
referencia de 0 ,8 , en la cual los valores de d en estado estacionario son d =  1  y 
d =  0,8. En la Figura 3.21 se presenta el resultado. Se han superpuesto el ciclo de 
trabajo sin control y el ciclo de trabajo con control. Se toma N  =  2 , se asigna a 
ks =  4,5 y el ciclo de trabajo deseado se induce cada 2 períodos de muestreo.
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Figura 3.18: Comportamiento del ciclo de trabajo para el sistema con FPIC y N  =  1.
Figura 3.19: Comportamiento de la variable asociada al voltaje para el sistema con 
FPIC y N  =  1.
A continuación se mostrará que la técnica es válida también en rastreo. En las 
Figuras 3.22 y 3.23 se presentan los resultados cuando el sistema es excitado con 
una señal sinusoidal y el ancho del pulso del PWM está regido por ZAD, y pulso al 
centro con atraso. Como se puede ver el sistema es inestable y la salida no sigue a la 
entrada. Aplicando la técnica de FPIC, se controlará el sistema en rastreo.
Considerando que el ciclo de trabajo de estado estacionario para el sistema sin
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Figura 3.20: Exponentes de Lyapunov para el PWM con ZAD y pulso al centro con 
un período de atraso y controlado con la técnica FPIC con N  =  2.
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Figura 3.21: Control órbita 2-periódica.
atraso, está dado por [Angulo y Fossas, 2003]
_  J ,x l r e f  + 7^1 r e f + X\rej  + 1 ^  ^
y seleccionando N = 2, se tienen los resultados que se muestran en las Figuras 3.24 
y 3.25 para el ciclo de trabajo y el error del sistema respectivamente, asignando
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Figura 3.22: Ciclo de trabajo, caso rastreo. ks =  4,5.
Figura 3.23: Error del sistema, caso rastreo. ks =  4,5.
ks =  4,5. Se observa que la salida sigue a la referencia con un error no superior al
0.4 % en estado estacionario.
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Figura 3.24: Ciclo de trabajo, caso rastreo. ks =  4,5 y FPIC con N  =  2.
Figura 3.25: Error del sistema, caso rastreo. ks =  4,5 y FPIC con N  — 2.
3.4. Estabilidad y control del buck manejado con rampa
En esta sección se ha querido incluir la aplicación de esta técnica al convertidor 
tipo buck en el cual el ancho del pulso se ajusta de acuerdo con el cruce del voltaje 
de salida con la rampa. Para este caso se han tomado los valores estudiados en 
diversos artículos [Fossas y Olivar, 1996], [Deane y Hamill, 1990b], que corresponden
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a I/=2mII, C  47/iK, R  =  22, T  =  400/is. La rampa se define de acuerdo con
T, , , Vv - V Lí
Vramp — *r i ' I
donde 14=11.3V, Vt=3.8V, Vu=8.2V, y <r=8.4. El valor deseado a la salida es 1 2 ^.
Es conocido que en este sistema la fuente de voltaje DC actúa como parámetro 
de bifurcación de la siguiente manera: alrededor de 24Y se pierde la estabilidad de la 
órbita de período uno y se entra en una órbita 2 -periódica estable, la cual se pierde 
para entrar en caos cerca a 31V. A continuación se presentan los resultados de aplicar 
la técnica FPIC con el sistema antes descrito. En este caso debe interpretarse como si 
el cruce o la conmutación de la fuente quedara definida con otra rampa de pendiente 
variable, la cual se ajustaría de acuerdo con la técnica de control. En este ejemplo 
no se entra en los detalles de implementación para este caso particular
Debe notarse que debido a la forma de controlar este sistema la técnica sólo se 
puede aplicar si el cruce va a estar antes del valor deseado y se puede promediar, por 
el contrario, si el cruce se va a dar después no es posible hacer un promedio ya que 
no se conoce el punto de cruce; en este caso se obliga al sistema a conmutar en el 
valor de estado estacionario.
Como el valor de salida deseado son 12V, el tiempo en que la fuente está desco­
nectada, corresponde a d* =  E~¿2 ■ El valor de estado estacionario de cruce con la 
rampa son 11.963 (obtenido numéricamente), así este valor de cruce se promedia (si 
se hace N  =  1) con el valor de cruce detectado. Los resultados obtenidos cuando el 
sistema opera en zona de caso con un valor de la fuente E =  34V, N  =  1 y partiendo 
de condiciones iniciales cero, se muestran en la Figura 3.26.
Figura 3.26: Voltaje de salida, controlador FPIC, convertidor buck con rampa.
En t =  0,08s se cambia la carga a 100Í2 y en t =  0,16s se coloca nuevamente en
su valor inicial (22Í2). La órbita de período 1 estabilizada se puede ver en la Figura 
3.27.
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Figura 3.27: Voltaje de salida, controlador FPIC, convertidor buck con rampa.
Capítulo 4
Conclusiones y trabajo futuro
En este trabajo se ha diseñado una técnica de control que permite manejar siste­
mas inestables y /o  caóticos a partir del conocimiento numérico o analítico, del valor 
de una señal de control que estabilice el equilibrio. Los resultados, probados a nivel 
de simulaciones en sistemas de primero y segundo orden, tales como el mapa del 
seno, el mapa de Hénon, un convertidor tipo buck (manejado con PWM y ZAD con 
atraso de un período, sin atraso, con pulso al lado y con rampa), y otros sistemas 
han mostrado que la técnica de control funciona bien.
En particular, para el sistema con ZAD y pulso al centro, se ha comparado su 
desempeño con la técnica de TDAS, presentando una respuesta semejante (ver Figu­
ras 3.4 y 3.10), pero con la ventaja que no requiere medición extra de estados. Por 
el contrario para el mismo sistema (ZAD y pulso al centro), pero con un período de 
atraso, se obtuvo mejor respuesta con este controlador que con TDAS , ya que no 
existe forma de estabilizar el sistema usando sólo como base de la realimentación el 
ciclo de trabajo. Es posible que se deban agregar otras variables de realimetnación 
para lograr controlar el sistema con atraso a través de la técnica TDAS, sin embargo, 
ese trabajo no se hizo aquí.
Se ha demostrado con varios ejemplos que es posible con esta técnica estabilizar 
órbitas de orden superior. En este caso se debe tener en cuenta que la señal generada 
que será aplicada al sistema debe ser alterada cada tantos períodos de acuerdo como 
el orden de la órbita a estabilizar. En los otros períodos el sistema evoluciona de 
acuerdo con la dinámica definida inicialmente.
Para poder aplicar con éxito esta técnica se requiere el valor de estado estacio­
nario de una señal (puede ser sólo el valor de estado estacionario) que garantice la 
presencia del punto de equilibrio que se quiere estabilizar, posteriormente diseñar 
una técnica de control que lo preserve no es difícil.
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La técnica desarrollada se aplica directamente a sistemas discretos. Esta restric­
ción impuesta para los sistemas continuos es debida a que el método está basado 
en el teorema de continuidad de los valores propios, lo que se refleja en un escala­
miento de éstos. Para sistemas discretos esto es una propiedad útil ya que en este 
tipo de sistemas la estabilidad está definida por la magnitud de los valores propios 
(|Ai| < 1  V t). Por el contrario para sistemas continuos, la estabilidad está definida 
por el signo de la parte real, lo que implica que si tiene parte real positiva, por el 
teorema de continuidad, seguirá teniendo parte real positiva. Por lo tanto, podría 
explorarse la posibilidad de desarrollar una técnica semejante para sistemas conti­
nuos, en la medida que el sistema continuo se estudie y controle a través de un mapa 
discreto, tales como mapas estroboscópico, de impacto o de Poincaré [di Bernardo y 
Vasca, 2000]. En particular en el capítulo 3 se controló un sistema continuo como es 
el convertidor DC-DC.
Aunque siempre se usaron valores de N  enteros, sólo es necesario que N  € 7Z+ y 
garantice la estabilidad del sistema. El desarrollo teórico hecho en este trabajo com­
prende el cálculo de N  usando solo dos técnicas para garantizar la estabilidad del 
nuevo sistema. Sin embargo el cálculo de N, en un problema específico, podría tratar 
de definirse en función de otros requisitos, como por ejemplo la mínima energía del 
controlador.
En el caso del convertidor buck con ZAD, el ancho del pulso se define obligando al 
promedio de la superficie s(x (t)) a ser cero en cada iteración, lo que lleva al sistema, 
cuando es estable, a tener frecuencia fija de conmutación. La superficie corresponde a 
la dinámica de orden uno que se quiere que tenga el error. La estabilidad con el con­
trolador es garantizada a través de los exponentes de Lyapunov. Una vez se agrega 
el controlador, el sistema presenta básicamente las mismas características y ventajas 
propias del diseño de la técnica ZAD, tales como frecuencia fija de conmutación, bajo 
error de salida y robustez.
Los resultados en el caso del buck con rampa no son tan buenos en comparación 
con la técnica de TDAS aplicada con éxito ya en [Batlle et. al, 1999], [Batlle et al, 
1997], debido a que sólo es posible aplicarla en caso de que el cruce del voltaje de 
salida se vaya a dar antes del valor de estado estacionario ya que permite retardarlo. 
Sin embargo si el cruce se va a dar después no se puede predecir el momento y por 
lo tanto no se puede aplicar la técnica completamente. No obstante la técnica ha 
demostrado ser robusta en cuanto a perturbaciones en la carga, su valor de estado 
estacionario oscila alrededor de 1 2  y es una técnica más fácil de implement.ar.
Esta estrategia de control puede ser pensada como una señal de control de refe­
rencia, semejante al control por modelo de referencia.
Los ejemplos que se han hecho, basados en simulaciones, muestran un buen de­
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sempeño de la técnica en relación con cambios en la carga, por ejemplo. Sin embargo 
falta hacer un estudio de la robustez de la técnica teniendo en cuenta otras pertur­
baciones en el sistema.
Se debe explorar la posibilidad de aplicar la técnica FPIC a otros convertidores 
(boost, buck-boost etc.) a nivel teórico, y posteriormente probar su efectividad a nivel 
práctico, incluyendo la posibilidad de hacerlo adaptativo.
Finalmente y como parte del trabajo futuro, se encuentra calcular el factor N  
para sistemas con atraso, que no impliquen una cota tan alta
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Apéndice A
Cálculo de los exponentes de 
Floquet
A .l. PW M  y ZAD con pulso al centro
En esta sección se muestra el desarrollo matemático correspondiente para calcular 
los Exponentes de Floquet. Inicialmente se debe encontrar la ecuación variacional, 
para lo cual se consideran las ecuaciones dinámicas del sistema
i ) U M ! ) - * < ‘ - » ( ! )  (a i )
+29
donde 9 ( t  — t ) corresponde al escalón unitario aplicado en t  — r  y d  al ciclo de 
trabajo calculado de d  =  Así  ^ puede ser escrito en función del estado al
inicio de cada período de muestreo como:
d 2 — 2ks'Y +  Tksr)2 — jT  — Tks 2ks +  T - k s-yT
2 = ------------------ = W .------------------ Il(0 ) + -------- ---------------I2(0)
2x\rej  Tks (A.2)
-4 fc, —4fc,
y de forma simplificada como | =  cixi(0) +  0 2 X2 (0 ) +  C3 . Ahora considérese una 
solución perturbada de la órbita periódica dada por x\ =  x* +  e^a  y x' 2 =  x*¿ +  e^b 
donde * está asociado a la solución del sistema, la exponencial a la perturbación y 
a y  b son funciones del tiempo. Una vez se aplica esta perturbación a las ecuaciones 
del sistema se tiene:
x\ 4- fie^a  +  eM<á  =  —7 x\ — 7  eMÍa  +  £2 +  e^b  
x*2 +  +  e^b =  - x ¡  -  e^a +  1 -  29 ( t  -  ^  +  29 í t  -  ( t  -  |
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Teniendo en cuenta que
O ^ t -  y ^  = d { t -  (cio:i(0 ) +  0 2 X3 (0 ) +  c3))
el escalón en t =  d/2 puede ser expresado en función de la solución perturbada como:
6 0  = 6 ( t -  (ci(a:í(0 ) +  a(0 )) +  c2{x 2 (0 ) +  6 (0 )) +  c3))
y haciendo una aproximación por expansión en series de Taylor a primer orden, se 
obtiene
6 ( t  — =  6 ( t  — +  6 ( t — \ (-cia (O ) -  C2 &(0 ))
donde S(t) es la función delta de Dirac y se obtiene de S(t) =  ^¡p-- Con un procedi­
miento semejante para el escalón aplicado en t =  (T — d/2), se llega a
x\ +  ¡j.e^a +  eMíó =  —7 2 ^ -  7 e^a +  x?, +  e^b 
x*2 +  fie&b +  e^b  =  -x \  -  e^a +  1 -  26» ( t  -  y  ^  +  29 ( t  -  ( t  -  y
+26 -  y  'J (cja(0 ) +  c2b(0 ))
+2¿ (Cla(0) +  c2b(0))
anulando la solución * las ecuaciones se pueden expresar como 
ftePa +  é lth =  - 7  ePa +  é ltb
fie^b -I- e^b =  - e ^ a  +  25 ( í  -  y  ^  (cio(0 ) +  c2 6 (0 ))
+ 2 á ( í  -  ( t  -  y ) )  (c jo (0 ) +  ca6 (0 ))
multiplicando por e~llt
a =  —fia — 7  a +  b 
b =  - a  - fib + 2e~titd - y  ^  (cia(0) +  c2b(0))
+2e~^ó ( t  -  ( t  -  y ^  (Cla(0 ) +  c2 6 (0 ))
expresando las ecuaciones en forma matricial, simplificando la notación haciendo 
d* =  d y teniendo en cuenta que debido a la función delta de Dirac, S(t — r), el
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término e sólo tiene sentido en t =  r, se tiene la ecuación que rige la evolución 
de la perturbación como
á \ _ / - 7 - / x  1  f  a
b )  -  V - 1  )  \ b
) (A -3)
+e A T~ í ) 6 ( t - ( T - % ) )
0  0  \ f  a (0 ) 
2ci 2c2 J \ b ( 0)
El siguiente paso es resolver la ecuación variacional (A.3). Con este fin se halla la 
matriz de transición de estados. Por simplicidad para las posteriores manipulaciones 
matemáticas, la matriz de transición de estados se calcula como el producto de las 
exponenciales de las matrices A i y A 2, las cuales cumplen las siguientes propiedades
1. A i y A 2  conmutan y 2. A  =  A i +  A 2, así se tiene que eAt =  eAlteA2Í. Con la 
selección particular de
W - l T "  =
.  o - i - „ J  ’  i
se tiene la ventaja que los exponentes /i quedan relacionados con una matriz diagonal 
permitiendo una fácil manipulación debido a su posible factorización antes de la 
matriz. Así:
eAit _  e- ( i +íí)t I
,A2t _  (  _  V 3 sen +  cos (V at) ^ s e n  (y/üt)
-^ js e n  (y/at) v 5 sen +  cos (V^O
donde a  =  1 — 7 2 / 4 . La integral de las ecuaciones de la perturbación se debe hacer 
a tramos, y debido a la presencia de la función delta de Dirac se requiere también 
hacer la integración sobre las discontinuidades. Inicialmente se calcula la solución 
entre t =  0  y t =  d/2 para calcular a(d/2 )_ y b(d/2 )_ de
a(d/2)_ \ _  {2 +/i)á A2Í (  Q(°) 
b ( d / 2 ) _ ) ~ e \ b (  0 )
con este valor se halla a(d/2)+ y b(d/2)+ al integrar sobre la discontinuidad de la 
siguiente manera:
a(d/2 )+ \ f  a (d/2)_ \ „ m )  (  0  0  \ /  a ( 0 ) 
b(d/2)+ )  V b(d/2)_ J + e  \  2Cl 2c2 J \  6(0)
tomando
í  0 0
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se tiene
a(d/2)+ \ _  /  ( i +,)|  A* í + e-n irt\  (
6 (á /2 )+ J - l e ' 2 , + e  l H J U ( 0 )
Ahora se integra entre t =  d/2 y  t =  T — d/2 con esta nueva condición inicial para 
obtener
a (T — d/2)_ \ _  /  ( 2 +/í)(T_á) a 2 (t-| )\  (  a{d/2)+ 
b(T  — d/2)_ )  ~  \ 6 ) \ b { d / 2 ) +
reemplazando el valor de a{d/2)+ y b(d/2)+
^ =  fe_ (2+^)(r - f ) eA2 (r _ i )e “ (2+M)leA2 5N) (  ^
) _  y  v  '  V  6 ( ° )  /
a (T  — d/2)_ 
b ( T - d / 2 ).
a (o) 
6 (0 )
o ( 0 )
6 (0)
A continuación se integra sobre la segunda discontinuidad para calcular el valor de 
los estados en t =  (T — d/2)+ de
( )  -  ( e- u - ) ( - i > « M ^ ) e-<í+ , > ^ f )  ( « ;°>
+  ^e~(% +M)(T~2)eA2(T~2)e~M¿ H  +  ^
Con este valor se puede calcular a(T) y b(T) integrando en el último tramo, así:
(  a e n  A _  (  ( i+M)f  Aag\ (  a ( T - d /  2)+ \
V 6 ( T ) J - l e ) { b ( T - d / 2 ) + )
Reemplazando a ( T  — d/2)+ y b{T  — d/2)+ se tiene la expresión en función de la 
condición inicial como
( 6 (T) ) = ( J(°j )
+  ^ - ( Z2 + ^ Í e ^ h - ( i + ^ Í ) eA^ - l ) e - ^   ^ J g )  '
+  ( e - t i +M e A* t e M T - Í ) H )  (  “ (° }.( 0 )
Por propiedades de la matriz de transición de estados se simplifican algunas expre­
siones y haciendo z =  e-/iT se obtiene que la solución a la perturbación está dada 
por:
( 6(rj ) = ( ze^ TeA2T +  z e ~ ^ - d^ )eA^ T- d^ U  +  z e ~ ^ 2eA^ 2H a ( 0 )6 (0)
A.2. P W M  Y  ZAD CON PULSO AL CENTRO Y  UN PERÍODO DE ATRAS063
Por simplicidad nótese la ecuación anterior como
a (T ) \ = A  f  a ( 0 ) \ 
b(T) )  A P \ b ( 0 ) J
Para que la solución sea periódica se requiere que a(T)  =  a(0) y b(T) =  6(0), así 
se tiene que
Esta solución es estable, como ya se dijo anteriormente, si se garantiza que la parte 
real de los exponentes de Floquet /i, obtenidos de la solución de la ecuación variar 
cional sea negativa. Esto se cumple si det(Ap — I)=0 implica ¡i negativo. En este 
caso específico se consideran como valores de los parámetros 7 = 0 ,3 5 , x\ref  =  0,8 y 
la ecuación del determinante en función de ks queda expresada por:
( ^ f 2  “  °,0 0 2 1 kf8 7 5 2 8  -  0,9466771707) z2+  
('0,3443753409 _  0.0535075117^) X +  1 =  0
Esta ecuación rige la evolución de los exponentes de Floquet en la medida en que el 
parámetro ks varía.
A .2. PW M  y ZAD con pulso al centro y un período de 
atraso
Las implicaciones que tiene analizar el sistema con retardo se ven reflejadas en 
el cálculo del ciclo de trabajo, donde d no depende del estado en t =  kT sino en 
t — (k — 1 )T. La pregunta de si el sistema es estable o no puede ser resuelta via 
los exponentes de Floquet, cuyo cálculo se muestra a continuación. Las ecuaciones 
dinámicas que rigen el sistema siguen siendo básicamente las mismas y la dependencia 
respecto del período anterior se puede hacer de manera explícita como
El período de atraso se ha agregado en las ecuaciones del sistema, lo que permite 
evaluar  ^ de la ecuación (A.2). Procediendo igual que en los casos anteriores se
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considera una solución perturbada de la órbita periódica como x\ =  x\ +  e^a  y 
X2 =  +  e)ltb donde * está asociado a la solución del sistema y la exponencial a 
la perturbación. Una vez se aplica esta perturbación a las ecuaciones del sistema, 
se hace una expansión en series de Taylor a primer orden de los escalones aplicados 
en cada ti, se elimina la solución periódica y se multiplica por se tiene una 
expresión matrical para la ecuación variacional dada por:
á \ =  {  - 1 -  f-i 1  \ (  a
b )  \ - 1  A  b
¿ ) ( j < ¡ ¡ > )  (A.4)
( . - ( * r - í ) ) ( ¿  ¿  ) ( “ [»>
Los coeficientes Cj y la matriz exponencial son exactamente iguales a los encontrados 
en el apéndice A .l, en las páginas 59 y 61. Así se puede calcular
a(d/2)_ \ _  (i +#t)í Aaf (  « ( 0 ) 
b{d/2 )_  A  \ H 0 )
a(d/ 2)+ a(d/ 2)_ \ -«T+d/2) (  0 0 \ /  « (0 )
b{d/2 )+ ) \ b(d/2)_ A  V 2 Cl 2 c2 A  & ( ° )
para simplificar la notación se toma
H 0  0  
2 ci 2 c2
procediendo en cada tramo de la integral de manera semejante a como se hizo en el 
apéndice A .l se obtiene:
^ =  ^ e ' 2 TeA2T +  z2e '2  (T" f  )eA2(T' i ) H  +  z2e"2  2eA4 h | ^
donde z =  e~^T. Particularizando para los valores de los parámetros 7 = 0 , 3 5  y 
xiref =  0 ,8 , la ecuación del determinante en función de ks queda expresada por:
-  fl0,8867+0,Q0fc215- )  +  í ° ,34fc4375 +  2,79635^ -  1,90983* +  1 =  0
(A.5)
Esta ecuación rige la evolución de los exponentes de Floquet en la medida que el 
parámetro ks varía.
