Feed intake data were collected every 6 h in a 140-d feeding trial involving two pens of 15 bull calves, each using one Pinpointer single-animal feeding stall per pen. Spectral analysis of these data revealed strong cyclic patterns of feed intake. These patterns were unique to each animal and consisted of two or more cycle lengths, some up to 28 d, for each animal. Feed intake behavior is an important factor in many forms of animal experimentation. Animal researchers frequently use row-column designs, where columns represent animals and rows represent periods. Latin squares and crossover designs are common examples. Standard analysis of variance procedures are appropriate for these experiments only if certain assumptions are met; one is that if cyclic variation is present, it is identical for all animals, i.e., there is no row • column interaction. If this assumption is not satisfied, standard analysis of variance procedures will result in upward bias of the mean square error and may result in serious distortion of treatment effect estimates. This occurred using the data from the feeding trial reported in this paper. Time-series analysis of covariance greatly improved the accuracy and efficiency of estimates of treatment effects. Consideration of variations in cyclic behavior should be part of the design process in experiments using feed intake data. Guidelines for the design of experiments to take advantage of time-series methodology are given.
Introduction
Animals have behavioral cycles that should be considered by animal researchers when designing experiments. Diurnal patterns of feeding in cattle have been observed (Hoffman and Self, 1973; Stricklin, 1981, 1984) and these patterns can be altered in feedlot situations by imposing increased competition for a feeding site (Gonyou and Stricldin, 1981) .
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Analysis of Pinpointer 4 data collected at the University of Nebraska-Lincoln indicates that cyclic variation in feed intake patterns of cattle exists and that the pattern of variation is typically quite individualistic for each animal. In this paper, the specific impact of individual cyclic variation on the estimate of treatment effects in row-column designs will be discussed, the estimation of cyclic variation in Pinpointer data will be described, and an alternative method of analysis that allows the use of row-column designs but accounts for this type of row x column interaction will be developed and demonstrated by example.
Materials and Methods
Theory. Intake data taken at frequent intervals will reveal some degree of regularity in the patterns of consumption for most animals (see Stricklin and Kautz-Scanavy, 1984 for a review). The non-random component of cyclic variation in feed consumption can be characterized by the following equation: yi=//+fll sin(.~)+13 2 cos(.~)
, [I] where Yi denotes the amount of feed consumed at time i; ~t denotes the mean feed consumption; s denotes the periodicity, i.e., the interval between consumption peaks and /81 and/g 2 are cyclic regression parameters.
Animals may exhibit a complex combination of cyclic patterns. For example, an animal may eat heavily in the morning and very little the rest of the day. Some animals tend to eat more heavily on alternate days. Thus, there are two overlaid cyclic patterns, one with a periodicity of 1 d, the other with a periodicity of 2 d. In general, complex cyclic regressions such as these can be described as sums of simple cyclic regression, or: Yi = bl + m~ I/81m sin ('~-mi)+/82m C~ (-~-) I, [2] where film and flzm are regression parameters for the mth cyclic regression and Sm its periodicity.
composition (Fuller, 1976) to identify cyclic regressions accounting for the majority of the variation.
The use of traditional models to analyze data from row-column designs where cyclic variation is present has serious consequences.
Consider the usual model (Cochran and Cox, 1957; Snedecor and Cochran, 1980; Steel and Torrie, 1980) for a row-column design: Yhik =/~ + Ph + aj + tk + ehjk, [3] where Yh~ = the observation for the hth period, jth animal and kth treatment (h, j, k= 1,2 ..... w); /a = the mean; Ph = the effect of the hth period; aj = the effect of the jth animal; t k = the effect of the k th treatment, and ehj k = random variation, usually assumed to be normally and independently distributed with mean 0 and variance
-2"
Letting Y..k denote the sample mean of the kth treatment and y... denote the sample mean of the entire data set, the effect of the k th treatment is estimated by
The validity of this procedure depends on the assumption of no row x column interaction. Now, suppose that each animal has its own unique cyclic variation. Then a suitable model for the data would not be [3] where I is all i, j in k and 1' is all i, j not in k.
The limits of summation over i and j refer to animal-time unit combinations to which the kth treatment is applied vs those to which it is not. The crucial insight in [6] is that the sum of the cyclic variations contained in this expression is not in general equal to zero; hence, the usual row-column estimate of treatment effect is biased. The usual row-column estimate of the standard error is analogously biased. This should not be taken to imply that row-column designs should be avoided. Indeed, practical considerations virtually dictate their use, particularly in instances with limited resources. What is vital in such cases is that data from these experiments be analyzed in a manner consistent with an appropriate descriptive model, such as [5] , rather than with the familiar, but inappropriate, model [3] . This can be accomplished using analysis of covariance, provided the data set is collected to permit estimation of cyclic covariates. This will be discussed later.
Data and Analysis. Two pens with 15 bull calves each were equipped with single Pinpointers. The animals in pen 1 were Angus and those in pen 2 were Hereford. The age of the calves averaged 7 mo at the start of the collection period in early November. A complete pelleted diet (corn, 30.9%; corn cobs, 30.0%; soybean meal, 12.0%; dehydrated alfalfa, 10.0%; oats, 10.0%; molasses, 3.0%; minerals, salt, vitamins and pellet binder, 4.1%) was offered to the bulls in the Pinpointer devices. The Pinpointer allows only one animal in a pen access to the feed source at a given time. Identification of each bull entering the feed source occurs electronically, and when the bull leaves, the system records (to nearest .045 kg) the feed consumed at that feeding event. Intake data for each bull were collected for 6-h intervals throughout a 140- Bartlett's method is very useful for the application of spectral decomposition to a variety of automated animal data collection procedures. Bartlett's primary motivation for developing the method was to minimize the contribution of spurious observations, which is a serious problem in biological time-series analysis. The method also provides a convenient solution to the problem of missing observations. Extended sequences of Pinpointer data frequently contain some missing data attributable to power outages, equipment failures, etc. Most computing algorithms for spectral decomposition assume no missing data. Fortunately, most missing data by Pinpointer collection occur in "clumps"; for example, a component of the Pinpointer may fail on Friday and not be repaired until Monday. Even intermittent observations collected during this period may be considered suspect. Using Bartlett's method, subintervals can be defined so that such problem segments are eliminated from consideration.
Once Fourier series parameters were estimated, significant periodicities were determined using an extension of Fisher's (1929) test for the peak periodograms given by Shimshoni (1971) . Since the 1-d periodicity accounted for the highest proportion of cyclic variation for most animals, the data were re-analyzed using a 25% leakage filter (Bloomfield, 1976) Hoffman and Self, 1973; Gonyou and Stricklin, 1984) . The remaining three bulls showed a tendency to eat less at more frequent intervals. The phase of the daily cycles (i.e., the points of maximum and minimum consumption) were different for the various animals, which would be expected because they were competing for the same feed source. The 1-d periodicity was so strong for most bulls using the untransformed data that secondary sources of cyclic variation were masked. To filter this effect, the data were re-analyzed using the 25% leakage window defined previously. Analyzed in this way, all of the bulls exhibited cyclic variation with a 28-d period. Moreover, the bulls were not consistently in phase, indicating the possibility of a 28-d eating cycle present in all bulls but possessing unique points of minimum and maximum consumption. Thirteen of the bulls also had periodic variation 14 d in length and four had .5-d variation (i.e., two preferred or avoided eating times per day). The wide range of unique periodicities of animals, especially those that are longer than 1 d in length, make it difficult to observe consistent eating patterns in animals forced to use a common feeding stall. For example, Kautz-Scanavy and Stricklin (1983) noted that intake patterns of bulls using singlestall feeders were not highly repeatable. Use of the time-series model across several days might have detected significant periodicities for level of feed intake in those data. It should be mentioned that it is possible that the patterns of variation present in these data could be altered if the conditions of the data collection were changed. For example, a change in the number of bulls/pen or a modification in the feeding device to permit access by more than one animal at a time, could result in a different length, phase, or amplitude of cyclic variation. Gonyou and Stricklin (1981) found that cattle using a single-stall feeder could be forced to spend one-third less time eating, while not lowering consumption, as compared with contemporaries fed from an open trough. However, at least some animals were forced to go to the single feeder at most times during the daily cycle. In a group of 15 cattle using a single feeding stall, social dominance ranking has been shown to affect number of meals, and to some extent, amount of time per day eating . Nonetheless, it is clear that non-random variation does occur within a pen using a Pinpointer device and that some accounting of this variation must occur if accurate use of such data is to be made. If cyclic variation does occur under other feeding conditions, it would have a similar impact on the accuracy of conclusions reached using those data.
These data suggest that 1) cyclic variation does exist in animal feeding behavior, 2) the periodicities exhibited by many of these animals is not intuitive and 3) periodicities are not consistent among animals. Thus, the theoretical concerns with respect to the estimation of treatment effects in row-column designs raised earlier have a basis in observed feeding behavior of bulls.
Alternative
to Standard Row-Column ANO VA: Design and Analysis Constraints. Data from row-column designs can be used to estimate the parameters of model [ 5 ] . Standard least-squares regression estimates of the ~ljm and t~2im can be used in an analysis of covariance described in [5] . The only difference between this and more familiar analysis of covariance (e.g., Steel and Torrie, 1980) is that the latter assumes a linear response variablecovariable relationship, whereas the former assumes a cyclic relationship. An example will be presented in the following section.
If covariate models such as [5] are to be utilized, standard data collection procedures for row column designs must be modified. To estimate cyclic regression, regular observations must be taken on each animal within each experimental period. That is, during the time that the kth treatment is applied to the jtta animal, a total of n equally spaced observations should be taken. Otherwise, cyclic variation will be confounded with random error. It is important to stress that these observations should be equally spaced to avoid serious computational difficulties.
The number of observations required within each experimental period depends on the periodicity. For example, if an experiment is conducted with w experimental periods and n observations per period, then, letting Sma x denote the longest periodicity to be estimated, the wn total observations taken per animal must be at least equal to Smax. Letting Smin denote the shortest periodicity of interest, the interval between measurements must be less than or equal to Smin/2. In other words, cyclic regression cannot be estimated if the animal does not go through an entire period at least once during the experiment or if it passes through over half of a cycle between two successive observations. Note that an animal does not have to pass through an entire cycle during a given experimental period, assuming that the treatment does not alter the periodicity. Model [51 could be extended to account for treatment x periodicity interactions.
Since 
Example of Analysis of Covariance to Correct for Time-Series Effect in Row-Column
Designs. In this example, the results of a hypothetical feeding trial using four of the bulls whose cyclic variations are given in table 1 are examined. Although this example is fictitious, it is based on actual patterns of variability observed in bull calves. Its purpose is to dramatize the seriousness of the bias possible if standard analysis of variance is used when the magnitude of cyclic variation is sizable relative to the treatment effects to be measured. As the example is developed, the preferred method of analysis, using Fourier covariates, will be presented.
Suppose that the experiment is to estimate the means of four treatments whose true effects are, respectively, .15, .05, -.05 and-.15. Suppose further that the experiment is to be conducted as a Latin square, with the four animals as columns and four periods as rows; thus, each animal will receive each treatment exactly once. The experiment is conducted over a period of 28 d with each experimental period lasting 1 wk.
The data to be analyzed in this hypothetical experiment were generated according to the following equations: The coefficients in these equations correspond to the actual 14-d and 28-d regressions measured for bulls 3, 7, 8 and 13, respectively, in pen 1. For simplicity, the .5-d and 1-d periodicities will be ignored. The method to be demonstrated and the implications will be clear from a consideration of the 14-and 28-d models. For clarity in this example, no component of random variation was added to these equations. Thus, the data generated are what would occur in an ideal case. That is, each observation would be a function of a treatment effect plus the individual bull's time-series effect. It is not important that these correspond to the exact timing of an actual experiment. What matters is that the experimental periods are non-integer multiples of the naturally occurring cycles in the animals. The data from such an experiment will be analyzed in two ways: 1) the standard Latin-square model and 2) analysis of covariance using cyclic covariates. Table 2 contains the results of the standard analysis of variance of a Latin square. Since o 2 = 0, for a model completely describing the data, the mean square for error (MSE) should be zero. The MSE is in fact .046, the amount by which the MSE is biased upward in this case. Application of the standard Latin-square ANOVA to such a situation will always produce this result. Thus, power of tests of hypotheses is always reduced. More disturbingly, the estimated treatment effects are-.014, .019, -.046 and .041, respectively, compared with the true values of .15, .05,-.05 and-.15. The severe bias in the estimated treatment effects is characteristic of this misapplication of standard ANOVA. If an error component were introduced in the data, the MSE would increase but direction of bias in treatment estimates would not be affected.
The results of the analysis of covariance with Fourier regression coefficients are given in table 3. The MSE is zero, as would be expected since no component of random variation was added to the hypothetical data and since the model used to compute the analysis in table 3, unlike Yhjk = ~a + ph+aj + tk + ehjk. the Latin-square ANOVA , is an accurate description of the data set. In an actual experiment, the MSE would, of course be greater than zero. Unlike the Latin-square ANOVA, it measures only random variation, not random variation plus bias. Moreover, note that the estimates of the treatment effects correspond precisely to their true values. Thus, analysis of covariance produces a more accurate picture of the experimental results.
Guidelines for Data Analysis. In a set of actual data, the true periodicities will not always be known. They can be estimated from the data in the following way: 1) Plot the data over all sampling times for each animal. Figure 1 contains plots for animals 1 through 4 in the hypothetical example discussed above. These plots reveal strong cyclic variation. Notice that "jumps" occur at periods 28, 56 and 84 (7, 14 and 21 d), corresponding to points at which treatments were changed. If these jumps are fairly large in magnitude relative to both cyclic and random, they can seriously distort the apparent pattern of cyclic variation. When this occurs, the data must be adjusted for treatment effects before accurate estimates of cyclic variation can be obtained. From the magnitude of these jumps, a rough estimate of treatment effect can be obtained. These jumps will be evident only if the magnitude of the treatment effect is large relative to cyclic and random variation. Otherwise, random variation will mask the jumps. In the latter case, treatment effects do not seriously distort the cyclic pattern and useful estimates can be obtained without approximating the treatment effects. The basic rule is that if jumps are obvious, they should be adjusted for; if jumps are not obvious, they are not likely to be a problem.
2) Where possible, adjust the data for the preliminary treatment effect estimate obtained in step 1. The adjusted data estimate each animal's response over time prior to treatment. 3) Compute a spectral analysis for each animal using the adjusted data if possible, or the raw data otherwise. If any periodicity is especially strong, it may be necessary to use a leakage window to detect secondary periodicities. Shimshoni's test may be used for significance testing of the periodicities. 4) Compute the analysis of covariance using model [5] with periodicities suggested from step 3. 5) Residuals from the analysis of covariance in step 4 should be evaluated. Figure 2 shows the residuals over time for animal 1 from an analysis of covariance using only a periodicity of 56 (14 d Large jumps occur at times 28, 56, and 84. corresponding to changes in diet. Note cycle of length 112 is revealed after adjusting for jumps.
include, among others: 1) treatments affect length of cycles, 2) treatments affect amplitude of cyclic variation or 3) the treatment effects change, depending on where the animal is in its cycle. Model [5] should therefore be considered a starting place. The researcher should plan on working closely with a statistician on data of this type. Some simple checks may alert one to the potential necessity for this form of analysis. This is not intended as a comprehensive discussion of data diagnostics. However, assuming there are no obvious defects in the data, experience has shown the following checklist to be useful. First, do the mean squares for animal, period, or error in the standard ANOVA seem unaccountably large or small? For example, in an experiment using animals as blocks, one would expect a relatively large animal mean square. Otherwise, a possible problem is indicated. The extreme case is presented in table 2, where the mean square for animals is zero. Second, do the estimated treatment effects conflict with present knowledge? In most experiments, the investigator probably has a rough idea of what to expect, so that at least grossly distorted estimates such as those in table 2 should not escape atterttion. Finally, do the residuals follow a pattern suggestive of cyclic variation? This may be difficult to diagnose because estimated model effects are likely to be biased. Nonetheless, in the context of other anomalies this line of inquiry is worth pursuing.
Conclusions
Cyclic variation does exist in cattle feeding data. It can be characterized by standard time-series methods such as spectral decomposition. In Pinpointer data studied here, the most important period lengths appeared to be 12 h, 24 h, 14 d and 28 d.
Failure to account for cyclic variation in feed data can seriously bias experimental conclusions. For example, in row-column experiments in which the column corresponds to an experimental period whose length is not an exact integer multiple of each significant period of cyclic variation, use of standard analysis of variance can result in severely misleading estimated treatment effects. This problem does exist in Pinpointer data. If cyclic variation occurs in feed intake data collected by other means, this problem would exist in these situations as well. Existence of animal • period interaction under other feeding conditions should be the objective of future study.
Proper experimental design to facilitate estimation of cyclic regression, using the guidelines presented, and the use of analysis of covariance with Fourier series regression coefficients, will permit unbiased and efficient estimation of treatment effects in row-column designs where cyclic variation is present.
