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RESUMEN
Este artículo presenta los tres algoritmos princi-
pales empleados para el control de congestión en 
redes de comunicaciones: Leaky Bucket, Token 
Bucket y Virtual Scheduling. Su objetivo es evi-
tar que el tráÞ co llegue a niveles inaceptables de 
congestión. También se presentan algunas de las 
modiÞ caciones hechas a estos algoritmos y sus 
aplicaciones más destacadas.
ABSTRACT 
This paper presents the three main algorithms 
used for congestion control in communication 
networks: Leaky Bucket, Token Bucket and Vir-
tual Scheduling. Its aim is to avoid trafÞ c reaches 
unacceptable levels of congestion. It also offers 
some of the modiÞ cations made to these algori-
thms and their main applications. 
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1. INTRODUCCIÓN
Una de las principales ventajas de las redes de 
conmutación de paquetes es su habilidad para 
asignar dinámicamente el ancho de banda que 
los usuarios requieren en instantes particulares. 
Debido a que las redes son sujetas a rápidas va-
riaciones en la demanda, debe asegurarse un 
desempeño aceptable bajo condiciones de picos 
de tráÞ co. El problema de controlar los efectos 
de estos picos es particularmente serio en redes 
orientadas a la no conexión, las cuales tienen una 
capacidad limitada para restringir la demanda to-
tal. En una red orientada a la conexión, el ancho 
de banda puede ser asignado a nuevos usuarios 
cuando las conexiones son establecidas y pueden 
ser rechazadas nuevas conexiones si no hay suÞ -
ciente ancho de banda disponible, lo que asegura 
un desempeño predecible una vez se establece una 
conexión. Las redes orientadas a la no conexión, 
por otra parte, responden a sobrecargas degradan-
do el desempeño visto por todos los usuarios.
El control de congestión se reÞ ere a la colección 
de métodos usados para asegurar a cada usuario 
un desempeño aceptable sobre condiciones de 
tráÞ co variable [1]. Las principales razones por 
las cuales este desempeño puede degradarse son: 
La tasa de llegada de paquetes excede la capa-  
cidad del enlace de salida. 
No hay memoria suÞ ciente para almacenar   
los paquetes que llegan. 
Existen ráfagas de tráÞ co.   
Hay un lento procesamiento.   
Como un método para evitar la congestión, se da 
“forma” al tráÞ co antes de que ingrese a la red, 
controlando la velocidad a la que se envían los 
paquetes. Este método comúnmente se utiliza en 
redes ATM [2], [4] y en redes de servicios inte-
grados [5], [8]. Este artículo presenta tres de los 
algoritmos más comunes en la formación del trá-
Þ co: Leaky Bucket, Token Bucket y Virtual Sche-
duling.
El algoritmo Leaky Bucket se utiliza para contro-
lar la tasa de transmisión de una red y se imple-
menta como una cola de un único servidor con 
tiempo de servicio constante [9]. Si el buffer se 
desborda, entonces los paquetes se descartan. 
También se encuentra en la literatura diferentes 
esquemas de este algoritmo que buscan mejores 
resultados en comparación con su contraparte 
tradicional: DRLB (Dynamic Rate Leaky Buc-
ket) [10], Dual-Leaky-Bucket [11], Token-Bank 
Leaky Bucket [12].
En contraste con el Leaky Bucket, el algoritmo 
Token Bucket, permite variaciones en la tasa de 
salida, dependiendo del tamaño de la ráfaga. En 
este algoritmo, los tokens son generados por un 
reloj, a una tasa de un token cada t  segundos 
y son almacenados en un buffer. Para transmitir 
un paquete, el host debe capturar y destruir un 
token. Cuando se presenta inactividad, el host 
puede capturar y guardar tokens (hasta el máximo 
tamaño del buffer) para enviar grandes ráfagas 
posteriormente.
Diversos autores han abordado este algoritmo 
desde diferentes enfoques. Su modelo analítico 
por ejemplo, es tratado en [13] y algunos aspec-
tos matemáticos en [14]. En [15], [16] se presen-
tan algunas mejoras y variaciones al algoritmo. 
Inclusive, se ha llegado a usar técnicas de inte-
ligencia computacional sobre el algoritmo con-
vencional mostrando mejores resultados [17]. 
Sus aplicaciones abarcan las redes WLANs [18], 
WiMAX [19], Ad hoc [20], redes en malla [21] 
y redes ópticas [22], transmisión de video [23] y 
voz [24] entre otros campos. Su implementación 
por otra parte, se ha realizado sobre Linux [25] y 
FPGAs [26].
Finalmente, el algoritmo Virtual Scheduling (VS) 
monitorea directamente la tasa de llegadas de las 
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celdas. Cuando la diferencia en tiempos de llega-
da de dos celdas consecutivas es menor al tiempo 
teórico de llegada (en inglés, TAT) sumado a un 
valor de tolerancia, las celdas son consideradas 
no conformes y por tanto son descartadas [27]. 
Este algoritmo es comúnmente utilizado en redes 
ATM [3] y redes industriales inalámbricas [28], 
[29].
En el siguiente numeral se presenta el algoritmo 
Leaky Bucket y sus variaciones, la sección III 
describe el algoritmo Token Bucket junto con 
las modiÞ caciones que se han planteado al res-
pecto. La sección IV trata el algoritmo Virtual 
Scheduling. En la sección V se comparan los tres 
algoritmos. La sección VI menciona algunas de 
las aplicaciones de estos algoritmos. El artículo 
termina con las conclusiones que se presentan en 
la sección VII.
2. ALGORITMO LEAKY BUCKET
El algoritmo Leaky Bucket tiene por objeto regu-
lar la tasa media de ß ujo de tráÞ co, incluso en pre-
sencia de ráfagas ocasionales de datos. Se basa en 
la tasa de datos para controlar la velocidad máxi-
ma del tráÞ co procedente de una fuente. Si la tasa 
de entrada de datos es menor que la tasa máxima 
especiÞ cada por el algoritmo, los datos son acep-
tados. Si la tasa de entrada de datos excede la tasa 
máxima, el algoritmo transmite los datos a la tasa 
máxima de datos y el exceso de datos es almace-
nado en un buffer. Si el buffer está lleno, entonces 
se descarta el exceso de datos [30].
De acuerdo con esto, se deÞ ne !
a
 como la tasa de 
entrada promedio de datos, estimada como el nú-
mero de paquetes (N) enviados en el intervalo de 
tiempo t , es decir, !
a
= N/t. Esta tasa se compara 
con la tasa máxima !
a
 especiÞ cada por el algorit-
mo Leaky Bucket. Dependiendo de la tasa de lle-
gada de datos y el estado de ocupación del buffer, 





: la tasa de llegada de datos (!
a
) es más 
baja que la tasa máxima (!
b
) especiÞ cada por 
el algoritmo. En este caso, los datos son acep-
tados tal y como se observa en la llegada de 
los paquetes 1 y 2 de la Fig. 1. En la Þ gura 
se asume que la tasa máxima de paquetes es 
equivalente a tres pasos o intervalos de tiem-






: los datos llegan a una tasa superior a 
!
b
y el buffer de datos no está lleno. En este 
caso, los datos son almacenados de forma que 
a la salida se transmiten a una tasa máxima !
b
. 
Esto se observa en la llegada de los paquetes 
3, 4 y 5 de la Fig. 1 donde el espaciamien-
to entre paquetes es equivalente a la tasa de 







: los datos llegan a una tasa superior a !
b
, 
y el buffer de datos está lleno. En este caso los 
datos son descartados. Como se muestra en la 
llegada de los paquetes 6 y 7 de la Fig. 1. 
Fig. 1. El algoritmo Leaky Bucket suaviza el tráfico 
entrante con tasas variables por medio de su 
almacenamiento en el buf fer y regula el tráfi-
co máximo de salida del buf fer: (a) Buf fer de 
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2.1 Variaciones del algoritmo Leaky Bucket
En la sección anterior se describió el algoritmo 
Leaky Bucket convencional. Sin embargo, en la 
literatura se encuentran algunas variaciones al 
algoritmo.
Para abordar el problema del control de conges-
tión debido a las ráfagas naturales de las diferen-
tes fuentes de tráÞ co en redes ATM, los paráme-
tros UPC/NPC (user parameter control/network 
parameter control) han sido ampliamente es-
tudiados. El algoritmo DRLB (Dynamic Rate 
Leaky Bucket) en el cual la tasa de generación 
de señal cambia dinámicamente de acuerdo con 
los estados de las fuentes de datos y a la ocupa-
ción del buffer, es un buen ejemplo de los pa-
rámetros UPC/NPC. Sin embargo, el algoritmo 
DRLB presenta varias desventajas como la baja 
eÞ ciencia y difícil aplicación en tiempo real para 
fuentes de tráÞ co con ráfagas, debido a que la 
determinación de la tasa de generación de señal 
en el algoritmo se basa en el estado actual de la 
red. Por tanto, en [31] se propone un algoritmo 
de control de congestión más eÞ caz mediante la 
combinación del algoritmo DRLB y la predic-
ción de las redes neuronales para remediar los 
inconvenientes del algoritmo DRLB.
En [10] se presenta una variación al algoritmo 
donde la tasa de generación de tráÞ co varía de 
acuerdo con el estado de una fuente de datos on-
off. El algoritmo propuesto requiere buffers más 
pequeños que el algoritmo de tipo estático para 
satisfacer la misma calidad de servicio (QoS).
En [32] se proponen dos algoritmos Leaky Buc-
ket inteligentes para el control de tráÞ co en re-
des ATM. Uno de ellos es el algoritmo Leaky 
Bucket Difuso, en el cual un controlador de in-
cremento difuso (FIC) es incorporado al algo-
ritmo Leaky Bucket convencional; el otro es el 
algoritmo Leaky Bucket Neuro Difuso, donde 
un controlador incremental neuro difuso (NFIC) 
es adherido al algoritmo Leaky Bucket conven-
cional. Tanto en FIC como el NFIC, eligen apro-
piadamente la tasa media de celdas a largo pla-
zo y la tasa media de celdas a corto plazo como 
variables de entrada para determinar de forma 
inteligente el valor de incremento. En la Fig. 2 
se observan los resultados de simulación, los 
cuales superan el algoritmo convencional. De 
manera similar, en [33] se propone un esquema 
adaptable de control difuso de tráÞ co basado en 
Fig. 2. Respuesta del algoritmo Leaky Bucket conven-
cional, el algoritmos Leaky Bucket difuso y el 
algoritmo Leaky Bucket neuro difuso sobre: (a) 
fuentes de tráfico MMDP;(b) fuentes de tráfico 
MMBP; y (c) fuentes de tráfico de video MPEG 
(tomado de [30]).
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el algoritmo Leaky Bucket con el Þ n de resolver 
el problema de la congestión del tráÞ co en las 
redes inalámbricas. 
En [12] se propone el algoritmo Token-Bank 
Leaky Bucket, para grupos de conexiones en re-
des ATM. El mecanismo explora la multiplexa-
ción estadística de conexiones múltiples en el 
grupo y permite compartir el ancho de banda no 
utilizado por las conexiones que lo necesitan. 
Adicionalmente, establece un límite de celdas 
de datos excesivos que una fuente puede enviar, 
con el Þ n de proteger las fuentes de buen com-
portamiento frente a las fuentes maliciosas.
3. EL ALGORITMO TOKEN BUCKET
El algoritmo Token Bucket, también encontrado 
en la literatura como TBF (Token Bucket Filter) 
[34], [35], es una disciplina de colas sencilla que 
permite el paso de paquetes que no exceden una 
tasa de transferencia límite impuesta administra-
tivamente, pero acepta ráfagas cortas que exce-
dan dicha tasa. Su operación, como lo ilustra la 
Fig.3 se basa en la emisión de tokens generados 
por un reloj cada T  segundos, de manera que 
si llega un paquete de longitud l (bytes) y hay al 
menos l tokens en el buffer, el paquete es envia-
do y se eliminan l tokens. 
La Fig. 4(a) ilustra tanto el buffer de entrada de 
datos como el buffer de tokens, los cuales se rea-
limentan mutuamente con el Þ n de ofrecer a la 
salida la misma tasa, tanto para los tokens como 
para los paquetes en dependencia de los estados 
de ambas colas.
La Fig. 4(b), muestra los eventos de llegada 
y partida de paquetes, así como la llegada de 
tokens, representada por los círculos grises. De 
acuerdo con la tasa de llegadas y el estado de 
ocupación del buffer de tokens, se pueden pre-
sentar los siguientes casos en la implementación 
de este algoritmo [30]:
Fig. 3. Algoritmo TBF (tomado de [36]).
Fig. 4.  El algoritmo Token Bucket suaviza el tráfico 
entrante con tasas variables almacenándolo y 
regulando la tasa máxima de salida de tráfico 
del buf fer. (a) Buf fer de paquetes; (b) Llegada 
y salida de paquetes (tomado de [30]).
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a.)  No llegan datos y los tokens son almacenados 
en el buffer, representando un ahorro para la 
fuente. Esto es similar a la situación que se 
presenta antes de la llegada del paquete 1 en 
la Fig. 4(b).
b.)  Los datos llegan a una tasa menor que la 
tasa a la que se emiten los tokens. En esos 
casos, los datos serán aceptados y el exceso 
de tokens será almacenado en el buffer de 
tokens como ahorro para la fuente. Esto es 
similar a lo que ocurre con la llegada de los 
paquetes 1, 2 y 3 en la Fig. 4(b). Llegan más 
tokens que datos y el buffer de tokens co-
mienza a llenarse.
c.)  Los datos llegan a una tasa más alta que la 
tasa a la que son emitidos los tokens. En esos 
casos, los datos serán aceptados siempre y 
cuando haya tokens en el buffer. Esto es si-
milar a lo que sucede con la llegada de los 
paquetes 4 y 5 en la Fig. 4(b). Aunque los 
paquetes 4 y 5 no viajan a través de tokens, 
han llegado gracias a que el buffer no estaba 
vacío.
d.)  Los datos llegan pero no hay tokens presen-
tes. Solo una porción de los datos será acepta-
da a una tasa igual a la que son generados los 
tokens. El exceso de datos puede ser descar-
tado o etiquetado como no conforme. Esto es 
similar a lo que ocurre con la llegada de los 
paquetes 6, 7 y 8 en la Fig. 4(b). Los paquetes 
6 y 7 llegan cuando el buffer de tokens está 
vacío, razón por la cual son almacenados en 
el buffer de paquetes y cuando llega un token, 
el paquete 6 sale a través de él. 
En este contexto, si se tiene una ráfaga de longi-
tud S segundos, un buffer con una capacidad de 
C bytes, una tasa de llegada de tokens de !  bytes/
seg, y una tasa máxima de salida de M bytes/seg, 
se puede calcular el número máximo de bytes en 
una ráfaga de salida mediante la Ec. (1),
=C S MS!"                      (1)
Donde MS representa la cantidad de bytes en 
una ráfaga de longitud S segundos a velocidad 
máxima [37].
Precisamente, en [38] se investiga cómo obte-
ner los parámetros de este algoritmo a partir de 
los patrones de tráÞ co observados en los ß ujos 
de una red de computadores en dos casos. En el 
primero de ellos, el ß ujo es entregado inmedia-
tamente sin incurrir en retrasos o pérdidas. En 
el segundo, se añade una cola para almacenar 
temporalmente los paquetes que no pueden ser 
entregados de inmediato debido a la ausencia de 
tokens en el buffer. En este último caso, la cola 
suaviza el tráÞ co y los parámetros del algoritmo 
resultan menos exigentes. Además, se calcula el 
retardo que presenta cada paquete en la cola y 
es utilizado para ajustar el tamaño de la misma. 
Otra manera de obtener los parámetros funda-
mentales del algoritmo Token Bucket, como se 
expone en [39], consiste en la formulación de 
un problema de optimización con el Þ n de mini-
mizar el retardo para una fuente de tráÞ co par-
ticular.
3.1 Variaciones del algoritmo Token Bucket 
Siguiendo los principios básicos del algoritmo 
Token Bucket, se propone en [16] el algoritmo 
DTB (Dynamic Token Bucket), el cual asigna un 
buffer de tokens para cada ß ujo activo. La capa-
cidad de este buffer es igual a la tasa instantánea 
F(t), que depende de dos parámetros: el número 






                         (2)
A partir de la Ec.(2) es posible visualizar, que 
si se asignan pesos a cada uno de los ß ujos de 
una red, se puede implementar un modelo de 
servicios diferenciados. De esta manera, el al-
goritmo DTB permite que los ß ujos puedan ser 
Tecnura   Vol. 15    No.29    Edición Especial 201182
re-creaciones
pre-conÞ gurados para recibir ancho de banda 
diferenciado, contrario a otros mecanismos que 
buscan una asignación equitativa de ancho de 
banda. Sin embargo, este algoritmo no es muy 
eÞ caz en la asignación equitativa del ancho de 
banda remanente.
Por otra parte, se encuentra el algoritmo HTB 
(Hierarchical Token Bucket), el cual implementa 
una disciplina de colas basada en clases (qdisc) 
para distribuir equitativamente el ancho de ban-
da, bajo el sistema operativo Linux [40]. Así 
pues, en HTB se distinguen tres tipos de clases: 
root, inner y leaf. Las clases root constituyen la 
parte superior de la jerarquía y todo el tráÞ co 
pasa a través de ellas. Las clases inner tienen 
clases padre e hijas, y las clases leaf son clases 
terminales que tienen clases padre pero no clases 
hijas [41], tal como se ilustra en la Fig. 5.
Bajo este esquema, el tráÞ co proveniente de las 
clases superiores es clasiÞ cado a través de Þ ltros 
para luego ser inyectado en las clases leaf. Esta 
clasiÞ cación puede hacerse por tipo de servicio, 
dirección IP e incluso por dirección de red, ha-
ciendo fácilmente diferenciables tanto tipos de 
tráÞ co como prioridades, para darle a cada uno 
el tratamiento adecuado. Posteriormente, se pro-
grama el tráÞ co clasiÞ cado. Para ello HTB ajus-
ta el throughput empleando el principio básico 
del algoritmo Token Bucket.
En otro aspecto, la relación entre el algoritmo 
Token Bucket y el modelo estadístico de depen-
dencia de rango largo (LRD long-range depen-
dence) es ampliamente estudiada en [42] y en 
[43] se emplea como base para este mismo es-
tudio el proceso estocástico movimiento brow-
niano fraccional (FBM –Fractional Brownian 
Motion–).
4. EL ALGORITMO VIRTUAL SCHEDULING
El algoritmo Virtual Scheduling (VS) gestiona el 
tráÞ co en redes ATM monitoreando la tasa de lle-
gadas de las celdas. Cuando una celda llega, el 
algoritmo calcula el tiempo teórico de llegada (en 
inglés, TAT) de la próxima celda [30], de acuerdo 






                       (3)
Donde !
a
: es la tasa promedio esperada. TAT es 
medido para encontrar la diferencia en tiempos 
de llegadas de los encabezados de dos celdas con-
secutivas.
Por tanto, asumiendo que la diferencia de tiempo 
entre la celda actual y la próxima celda es t, la 
celda es considerada como conforme si t satisface 
la siguiente desigualdad Ec. (4)
t TAT$ %                           (4)
Donde   es un valor pequeño de tiempo para per-
mitir las pequeñas variaciones en la tasa de datos. 
La celda se considera como no conforme, cuando 
el tiempo de llegada de celdas satisface la des-
igualdad Ec.(5)
<t TAT %                          (5)
En la Fig. 6 se puede observar los diferentes casos 
de llegadas de celdas en VS. En Fig. 6(a) se mues-
tra una celda conforme debido a que el tiempo sa-
tisface la desigualdad Ec. (4). La Fig. 6(b) muestra 
otro caso de celda conforme, debido a que el tiem-
Fig. 5. Jerarquía de clases en HTB.
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po de llegada sigue satisfaciendo la desigualdad 
Ec. (4). La Fig. 6(c) también muestra una celda 
conforme, ya que el tiempo de llegada satisface la 
igualdad en Ec. (4). La Fig. 6(d) muestra una celda 
no conforme debido a que el tiempo de llegada no 
satisface la desigualdad Ec. (4). 
5.  COMPARACIÓN ENTRE LOS ALGO-
RITMOS LEAKY BUCKET, TOKEN 
BUCKET Y VIRTUAL SCHEDULING
Los algoritmos Leaky Bucket, Token Bucket y 
Virtual Scheduling (VS) tienen un objetivo co-
mún: regular la tasa media y la variabilidad del 
tráÞ co de entrada a la red. Sin embargo, existen 
entre ellos diferencias fundamentales que los 
hacen más o menos viables para una aplicación 
determinada de acuerdo con las condiciones del 
tráÞ co que se quiere controlar. Estas diferencias 
se sintetizan en la tabla 1.
Como se describió en la sección II, el algoritmo 
Leaky Bucket impone una tasa promedio de sali-
da Þ ja, sin tener en cuenta el número de ráfagas 
presentes en el tráÞ co. Sin embargo, son muchas 
las aplicaciones en las cuales es deseable incre-
mentar la tasa de salida cuando se detecta la llega-
da de ráfagas repentinas. En estos casos es ideal 
la implementación del algoritmo Token Bucket, 
que presenta una ventaja adicional cuando se lle-
na el buffer, ya que se descartan los tokens pero 
no los paquetes, contrario al comportamiento del 
algoritmo Leaky Bucket en el que se descartan los 
paquetes tan pronto como se llena el buffer.
Tabla 1  Diferencias entre los algoritmos de gestión de tráfico.
Leaky Bucket Token Bucket Virtual Scheduling (VS)
Parámetros 
fundamentales
Tasa de datos • !
a
Número de paquetes N• 
Tasa de generación de • 
tokens !
Tamaño del búfer C• 
Tasa promedio esperada • !
a
Valor de tiempo reducido • " para permitir 
pequeñas variaciones en la tasa de datos.
Tiempo de llegada teórico TAT• 
Tipo de tráfico 
de salida
Tasa Fija Tasa Flexible Conforme o no Conforme
Comportamiento 
cuando se llena 
el buffer
Descarta paquetes






Fig. 6.  Casos de llegadas de celdas en el algorit-
mo VS. (a) TATt >  y la celda es confor-
me; (b) TATt =  y la celda es conforme; y 
(c)  %TATt =  y la celda es conforme; (d) 
 %TATt <  y la celda no es conforme (toma-
do de [30]).
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Por otra parte, la gran utilidad del algoritmo Vir-
tual Scheduling radica en la posibilidad de gene-
rar una implementación de manera más sencilla 
y directa, que incluso con el mismo algoritmo 
Leaky Bucket.
6. APLICACIONES 
Son muchas las aplicaciones obtenidas a partir 
de estos algoritmos. En [44] por ejemplo, se in-
troduce el concepto de Shaped Variable Bit Rate 
(SVBR). SVBR es un control de tráÞ co preventi-
vo que permite la codiÞ cación del tráÞ co de video 
directamente en la red, regulando el tráÞ co impre-
decible de ráfagas grandes por medio del algorit-
mo Leaky Bucket. Inspirados en este trabajo, en 
[45] se desarrolla el sistema Evalvid-RASV. Este 
sistema trabaja en el concepto VBR (lazo abierto 
de codiÞ cación de vídeo), pero está diseñado para 
que no se produzcan ráfagas de tráÞ co sin com-
promisos, sin retrasos adicionales.
En [46] se adopta el algoritmo Token Bucket 
para controlar el volúmen de tráÞ co en una red 
WiMAX. Para ello, se ajustan parámetros tales 
como la tasa de tokens y el tamaño del buffer de 
acuerdo con las características de cada clase de 
tráÞ co. Los resultados de simulación muestran 
una mejora considerable en el desempeño de la 
red luego de aplicar esta técnica, ya que dismi-
nuye el retardo promedio para el tráÞ co en tiem-
po real como RTPS (Real Time Polling Service). 
Asimismo se reduce la probabilidad de pérdida de 
datos para tráÞ co en tiempo real y para servicios 
en tiempo no real como NRTPS (Non-Real-Time 
Polling Service), diseñado para soportar el ß ujo 
de servicios que requieren normalmente ráfagas 
de datos de tamaño variable, como es el caso del 
gran ancho de banda que maneja FTP.
Bajo este mismo enfoque, se propone en [47] un 
programador de paquetes cuya arquitectura está 
basada en un diseño cross-layer para redes mó-
viles WiMAX, el cual combina el concepto de 
función de utilidad (empleado en economía), para 
satisfacer el retardo máximo de paquetes de los 
ß ujos de los servicios en tiempo real y el algorit-
mo Token Bucket para soportar los requerimien-
tos mínimos de desempeño de los ß ujos de los 
servicios en tiempo no real.
En [48] se incorpora un conformador de tráÞ co 
Token Bucket para proveer calidad de servicio en 
una LAN wireless IEEE802.11 bajo un ambiente 
compuesto por 11 estaciones móviles, solución 
que puede ser implementada en un entorno real, 
ya que no modiÞ ca la capa MAC 802.11. En con-
traste en [41] se expone un mecanismo para pro-
veer calidad de servicio en WLAN, pero en lugar 
de enfocarse en la capa MAC, la solución está 
orientada a la capa IP con HTB para controlar la 
manera como se entregan los paquetes a la capa 
MAC. También basado en HTB, se deÞ ne en [49] 
un programador denominado TWHTB (The Wi-
reless Hierarchical Token Bucket), capaz de dife-
renciar del servicio de transporte ofrecido por un 
punto de acceso IEEE 802.11 teniendo en cuenta 
la calidad del enlace de radio experimentado por 
las diferentes estaciones móviles.
Otras áreas como la inteligencia computacional, 
también se han integrado a este campo. Es así 
como en [50] se emplea lógica difusa para contro-
lar la tasa de generación de tokens en un esquema 
Token Bucket, aplicado a una red ATM de alta 
velocidad. De esta manera se obtiene un menor 
retardo, se reducen las pérdidas y se incrementa 
el rendimiento del sistema. Asimismo, en [51] se 
desarrolla un predictor Token Bucket lógico difu-
so que es aplicado a dos arquitecturas promisorias 
como lo son los servicios diferenciados (DiffServ) 
y MPLS (Multiprotocol Label Switching), de ma-
nera que el requerimiento de ancho de banda real 
se puede predecir y la realimentación es transmi-
tida a los mecanismos de control de admisión.
En cuanto al algoritmo Virtual Scheduling se re-
Þ ere, en [27] se proponen dos protocolos inde-
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pendientes para regulación de tráÞ co, estos son 
LGBP (Loose Generic Bucket Policer) y SGBP 
(Strict Generic Bucket Policer), ambos basados 
en el algoritmo GCRA (Generic Cell Rate Algori-
thm), cuya primera versión fue VS [52].
7. CONCLUSIONES 
El algoritmo Leaky Bucket original presenta al-
gunas desventajas como la baja eÞ ciencia y difícil 
aplicación en tiempo real para fuentes de tráÞ co 
con ráfagas. Por tanto, en la literatura se encuen-
tran mejoras al algoritmo, algunas de ellas basa-
das en mecanismos de inteligencia computacional 
que permiten hacer predicción de tráÞ co.
El algoritmo Token Bucket permite acumular 
tokens hasta un tamaño máximo de buffer n, lo 
cual signiÞ ca que se pueden enviar a la vez rá-
fagas de máximo n paquetes. De esta manera se 
obtiene a la salida una tasa variable con la que 
se puede responder de forma rápida a ráfagas de 
entrada inesperadas.
Aunque el intervalo máximo de ráfaga en el al-
goritmo Token Bucket puede regularse mediante 
una selección cuidadosa del parámetro !, pueden 
presentarse ráfagas de gran extensión. Una op-
ción para equilibrar estos intervalos, consiste en 
implementar un algoritmo Leaky Bucket con una 
tasa mayor que&! pero menor que la tasa máxima 
de la red, a la salida de un algoritmo Token Buc-
ket, obteniendo de esta manera una tasa de tráÞ co 
uniforme.
En general, los tres algoritmos presentados se em-
plean normalmente para llevar a cabo las funcio-
nes de control y conformación de tráÞ co en los 
switches ATM, y son ampliamente utilizados en 
diferentes campos, incluso han sido complemen-
tados con técnicas de inteligencia computacional 
incrementando su eÞ ciencia y las prestaciones 
que brindan a las redes de comunicaciones. 
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