Abstract-A finite-by-infinite array of thin half-wave dipoles with H-plane scan is used to show the existence of a Gibbs' phenomenon-type standing wave in scan impedance (normalized by the infinite array value) over the elements of the array. The period of this wave is .SA at broadside for X/2 array spacing and increases as the scan angle increases by a grating lobe-type expression. A simple empirical model based on Gibbs oscillations is fitted to the scan-impedance wave; the model predicts the 1/(1-sin&) period variation, and should be useful for systems trades and for preliminary design purposes.
The purpose of computing is insight, not numbers."
Richard W. Hamming
T is important to understand how the edges of a finite I array affect its performance. These "edge effects" typically reduce the performance of arrays, especially at angles near grazing, for both radiation and scattering. These effects were recognized and analyzed many years ago through direct solution of the impedance matrix equations. Unfortunately, these methods are limited to small finite arrays because the number of equations to be solved is equal to the number of elements in the array times the number of Moment-Method expansion functions needed for convergence. These approaches are limited in their ability to accurately model large arrays because of computer resource limitations. Other approaches solve the finite equations in the spectral domain or use a Wiener-Hopf approach. Still another approach embeds the finite array in a matrix of identical arrays with blank space in between. To reduce errors introduced by aliasing, it is necessary for the blank spaces to be greater than the width of the finite array. But as the ratio of blank to array becomes larger, the convergence deteriorates. Geometric theory of diffraction (GTD) can be used to include gross-edge effects in patterns, but offers no help in impedance.
It is desirable to have a way of estimating finite array edge effects without involving a large numerical exercise each time. Such a method would be very useful for systems trades and for preliminary design. The purpose of this paper is to present a simple method that does this. Section I1 discusses the finite-by-infinite array simulator used in the numerical experiments. In Section 111, the Gibbs phenomena are discussed. Section IV proposes a simple model Manuscript received January 25, 1995;  that utilizes the Gibbs parameters. Conclusions are given and areas of investigation in work are discussed in Section V.
FINITE-BY-INFINITE ARRAY SIMULATOR
Scan impedance' is a key design parameter for electronically-scanned phased arrays-it provides array gain versus beam direction and includes all mutual coupling and impedance mismatch effects. Extensive material on scan impedance is given by [4] and [6] . Finite array effects are determined by comparing the scan impedances with that of an infinite array for the same beam direction. Thus, the finite array scan impedances are divided by that of the infinite array. One objective of this study has been to extract the edge effects with a minimum of computational baggage. To this end, complex array elements and Moment-Method solutions are not needed at this stage. As has been shown many times, half-wave thin dipole arrays exhibit all the essential features of mutual coupling.
To investigate the effect of the edge a simple strategem is adopted-analysis of a finite-by-infinite array with scan only across the finite dimension. By considering parallel or collinear The computational simulator then consists of N infinite linear arrays. Each infinite array ("stick") is composed of collinear half-wave thin dipoles. The mutual impedance [3] between a dipole and the dipoles in one infinite "stick" was computed in the spatial domain using the Levin acceleration method. Less than 21 Levin cycles were required for four-figure accuracy. In addition, the Levin method avoids a concatenation of roundoff errors [7] . For larger array spacings the spatial domain convergence improves.
Thus, the spatial-domain Levin formulation provided the mutual impedance between a dipole and all of the dipoles in an infinite stick. The set of these for all the sticks is used to form the usual impedance matrix, with the solution providing the scan impedance of a dipole in each stick. An array with a square lattice with A/2 spacing, and with a wire radius of 0.001X was simulated. To insure that the simulation results were not a computing artifact, a spectral formulation was also used [9] . This code, although slightly slower than the spatial code, produced scan impedance plots within a line width of the spatial domain plots. Thus, the computer simulator was validated.
The reference scan impedance for the infinite array is provided by the spectral domain formulation pioneered by Oliner [6] . This gives the scan resistance as a single term for each main lobe or grating lobe and a spectral summation of trigonometric type functions for the scan reactance. For array spacings close to A/2 the formulation converges extremely rapidly.
Calculations have been made for 201 linear arrays [5] , and the results are repeated in Figs. 2-6, for subsequent comparisons, Shown in the solid line is normalized scan impedance for the 201 dipoles, except that in Figs. 2 and 3 only half of the dipoles are shown for an expanded plot. The dipoles are numbered 1-201 starting at the edge, with beam scan toward element 1. These figures show apparently continuous curves, but note that they have been plotted from 201 points. The similarity to Gibbs phenomenon is readily apparent; a model based upon this will next be discussed after a look at the Gibbs phenomena.
GIBBS' PHENOMENA
It is well known that a band-limited approximation to square-wave exhibits oscillations that are entitled Gibbs' phenomenon. The peaks and dips of the oscillations are regularly spaced, and the amplitudes of the first, second, third, etc., peaks are the same regardless of the upper-band limit. Here, the first peak occurs at each edge of the square wave, with the second peak adjacent, etc. As the upper-band limit increases, the total number of peaks increases, being roughly the upper limit divided by T . Of course the spacing changes, but the amplitudes remain the same. Little mention is in the literature regarding how to calculate these peaks for a square wave, but m is the extremum index, and N is the upper limit on the summation. The amplitudes at these points are immediately expressed as an integral which, for large N , can be expressed as a Sine Integral; the result is 2/7r Si(m7r). Thus, for large band limit values, the peak amplitudes are readily determined to be 1.1790, 0.9028, 1.0062, 0.9499, etc. One might expect that the Gibbs oscillations for a bandlimited approximation to a single pulse would be different than those for a square wave. These are determined by taking the Fourier transform of the sinc spectrum with finite limits. Using upper and lower limits of U r / 2 and 0, and using variable T = 2t/r, where r is the pulse width, the expression for the band-limited pulse is (1) The Gibbs oscillations again are produced by Sine Integrals, but with different arguments. Following [l] , the extrema positions are determined by first differentiating the transform integrals, which fortunately can be integrated directly. The result is a set of sinc functions which is then set to zero (2) The actual values for extrema locations are found from a root solver which employs analytical derivatives. This yields results for any value of upper band limit. As the upper limit becomes large, the extrema locations approach T = 1 -n n / U , where T is measured from the pulse center. To allow an extremum at T = 0, the upper limit should be U = Nn. Then T = I -n / N , and there are 2N + 1 equally spaced oscillations across the pulse. Amplitudes are given by
When (2N -n) is large, an approximation can be used (4) 1 .
fmax 2: .5 + -Sznn.
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The amplitudes from these equations are about half those for the square wave; the latter are given by 2/7r Si(nn), but the physical reasoning why this is so is not known to this author.
It might be expected that a single pulse with an exponential linear phase across it would represent the scanned finite array.
The aperture distribution should be exp-jtU sin BO for ltl 5 1, and zero for It( > 1. The transform of this aperture distribution is the spectrum, which is [SI
( 5 )
Here, a = Usindo. This spectrum is then transformed with finite limits to produce the scanned pulse with Gibbs type oscillations. The transform is
After various changes of variable the result is, for convenience, written in two parts: f l and f 2 . These are f1 represents a pulse with oscillations, while f 2 contains higher order delta functions at the pulse edges, along with oscillations. Thus, f1 is the part of interest. The extrema locations are found by setting the derivative of f l wrt T equal to zero T t a n U ( 1 + s i n & ) + T t a n U ( 1 -sin&)
j a t [ S i U ( I + T ) ( l + s i n B o ) + S i U ( I + T ) ( I -sin&) + S i U ( I -T)(I+sinBo)
Using the previous value for U , and dropping the phase term,
For large (2N -n )~, the first three terms are approximately 6/7r; in comparison with (3), it can be seen that the period of the oscillations has been increased by 1 / ( 1 -sin&), a pseudograting lobe type factor.
Iv. A GIBBSIAN MODEL FOR FINITE ARRAYS
The computer experiment showed that the oscillations in scanned impedance for a finite array are regularly spaced; their amplitudes correspond roughly to the Gibbs amplitudes for a single pulse. The period of this Gibbs standing wave is a function of the scan angle as one might expect. It has been determined from the array simulation to be given closely by 1/( 1 -sin eo), in wavelengths where 00 is the scan angle from broadside. This result matches that obtained from the Gibbs analysis. However, the Gibbs period is not a perfect match; from center to edge there is a shift of a fraction of a cycle which is fitted by AT = .5 tan2 00. The amplitudes are related to the single Gibbs amplitude and an excellent fit is obtained by using half of the Gibbs values, except for the very edge elements which appear to behave differently. For these, an empirical trig function fit has been used.
Figs. 2-62 show the normalized scan impedance calculated from the simple model described above (dotted line), for scan angles of 0", 30°, 45", 60", and 75". It can be seen that the agreement is excellent for all of the scan angles except 75", where it is good. Note that the match between the discrete array points and the dotted curve (as in Fig. 3) is important, rather than the comparison between the dotted peak and the array solid line. This simple model will be adequate for system trades and for preliminary design.
A question that frequently arises is, "How many 'edge elements' exist?' Using a 1% variation in scan impedance, the number of edge elements at each edge is given in Table I. At broadside, roughly six edge elements exist, while at 75" scan, more than 100 exist (entire array is "edge elements"). An approximate edge element number formula is N = 6/c0s2 6' 0.
V. CONCLUSION
The existence of a Gibbs type standing wave in scan impedance across the elements of a finite array has been demonstrated. Smaller scan angles from broadside produce more cycles; these oscillations exist even at broadside. A all simple approximate formulation for the standing wave period has been derived. An excellent fit to the computer experimental results is obtained from a model based upon Gibbs oscillations for a single pulse; the model is extremely simple, and requires only a sine integral subroutine.
Work underway includes arrays with E-plane scan, both planes with back screen, and array spacings that allow grating lobes. A rationale for the atypical behavior of elements at the edge is needed.
