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1 INTRODUCTION
Economists are frequently requested to measure the effect of some economic event on
the value of a stock. The question could be, for example, what happens to the stock
price at the reinvestment date. If the market is efficient, then on average the stock price
falls by the amount of the dividend. Otherwise one has an opportunity for economic
profit. The event study method is developed as a statistical tool for solving questions
like this, which are focused on abnormal returns (ARs). The general applicability of
the event study methodology has led to its wide use and nowadays it is one of the most
frequently used analytical tools in financial research. Hence, in accounting and finance
research, event studies have been applied to a variety of firm specific and economy wide
events. Some examples include mergers and acquisitions, earnings announcements,
issues of new debt or equity and announcements of macroeconomic variables such as
trade deficit. However, applications in other fields are also abundant. Event studies are
also used in the fields of law, economics, marketing, management, history and political
science, among others.
Even though event study methodology has a number of different potential applications,
for the most part this study is made from the viewpoint of financial events. The aim
of this study is to present new nonparametric test statistics for testing cumulative ab-
normal returns (CARs), derive their asymptotical properties and consider the empirical
properties of the new test statistics compared to other widely known parametric and
nonparametric test statistics.
Section 2 focuses on the general background of nonparametric testing methods and
Section 3 discusses the background of event study testing methods. The new nonpara-
metric rank and sign test statistics are presented in Section 4. Also the asymptotical
properties of these test statistics are presented in the cases, where the observations are
independent and as well in the cases, where the event dates are clustered. In Section 5,
the simulation construction and abnormal return model are presented together with the
test statistics to which the new rank and sign test statistics are compared. Section 5 also
presents the data to be used in the empirical simulations. Section 6 presents the em-
pirical simulation results. The sample statistics, empirical distributions, rejection rates
and powers of the tests are investigated. The conclusions of the study are discussed in
Section 7.
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2 GENERAL BACKGROUND OF
NONPARAMETRIC TESTING METHODS
2.1 Definitions of Nonparametric Testing Methods
In much elementary statistic material, the subject matter of statistics is usually some-
what arbitrarily divided into two categories called descriptive and inductive statistics.
Descriptive statistics usually relates only to the presentation of figures or calculations to
summarize or characterize a dataset. For such procedures, no assumptions are made or
implied, and there is no question of legitimacy of techniques. The descriptive statistics
may be, for example, sample statistics like a mean, median and variance or a histogram.
When sample descriptions are used to infer some information about the population, the
subject is called inductive statistics or statistical inference. The two types of problems
most frequently encountered in this kind of subject are estimation and testing of a hy-
pothesis. The entire body of classical statistical inference techniques is based on fairly
specific assumptions regarding the nature of the underlying population distribution:
usually its form and some parameter values must be stated. However, in the reality
everything does not come packaged with labels of population of origin and a decision
must be made as to what population properties may judiciously be assumed for the
model. An alternative set of techniques is also available and those may be classified as
distribution-free and nonparametric procedure. [Gibbons and Chakraborti (1992)].
The definition of nonparametric varies slightly between authors. For example Gibbons
(1976) has stated that statistical inferences that are not concerned with the value of one
or more parameters would logically be termed nonparametric. Those inferences whose
validity does not rest on a specific probability model in the population would logically
be termed distribution-free. Also Bradley (1968) has concluded that the terms nonpara-
metric and distribution-free are not synonymous. Broadly speaking, a nonparametric
test is one which makes no hypothesis about the value of a parameter in a statistical
density function, whereas a distribution-free test is one which makes no assumptions
about the precise form of the sampled population. The definitions are not mutually
exclusive and a test can be both distribution-free and parametric. [Bradley (1968)].
Many nonparametric procedures are described as rank or sign tests. Rank tests are
based on ranked data and in those tests the data is ranked by ordering the observations
from lowest to highest and assigning them, in order, the integer values from one to the
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sample size. Sign tests, on the other hand, use plus and minus signs of the observations
rather than quantitative measures as its data.
2.2 General Advantages and Disadvantages of
Nonparametric Testing Methods
According to Hettmansperger and McKean (2011) for example, nonparametric testing
methods have a long and successful history extending back to early work by Wilcoxon
(1945), who introduced rank-sum and signed rank tests. For example Daniel (1990)
has concluded that nonparametric tests usually make less stringent demands on the
data and since most nonparametric procedures depend on a minimum of assumptions,
they are not usually improperly used. Gibbons (1976) has concluded that the attribute
of nonparametric methods that may be most persuasive to the investigator who is not
a professional statistician is that he is somewhat less likely to misuse statistics when
applying nonparametric techniques than when using those methods that are parametric
according to our definitions. The easiest way to abuse any statistical technique is to
disregard or violate the assumptions necessary for the validity of the procedure.
Gibbons and Chakraborti (1992) have stated that when using nonparametric methods
the basic data available need not be actual measurements. For example in many cases,
if the test is to be based on ranks, only ranks are needed. Therefore, the process of
collecting and compiling sample data then may be less expensive and time-consuming.
Daniel (1990) has stated that for some nonparametric procedures, the computations can
be quickly and easily performed. Therefore, researchers with minimum preparation in
mathematics and statistics usually find the concepts and methods of nonparametric
procedures easy to understand.
Daniel (1990) has also stated that although nonparametric procedures have a reputation
for requiring only simple calculations, the arithmetic in many instances is tedious and
laborious especially when samples are large and a high-powered computer is not avail-
able. For example Siegel (1956) has stated that if all the assumptions of the parametric
statistical model are met in the data, and if the measurement is of the required strength,
then nonparametric statistical tests are wasteful of data. Hence, some researchers think
that the nonparametric procedures throw away information.
4 Acta Wasaensia
3 BACKGROUND OF EVENT STUDY TESTING
METHODS
3.1 Overview of the History of the Event Study
As Campbell, Lo and MacKinlay (1997) and others have concluded, event studies have
a long history. Perhaps the first published event study was conducted as early as the
beginning of the 1930s by Dolley (1933). Dolley examined the price effects of stock
splits, studying nominal price changes at the time of the split. Dolley planted a seed of
event study that continues to flourish decades later. In the late 1960s seminal studies
by Ball and Brown (1968), and Fama, Fisher, Jensen and Roll (1969) introduced the
event study methodology to a broad audience of accounting and financial economists.
That methodology is essentially the same as that which is in use today. Ball and Brown
studied the information content of earnings while Fama, Jensen and Roll studied the
effects of stock splits after removing the effects of simultaneous dividend increases.
Campbell, Lo and MacKinlay (1997) have also stated that in the years since those pio-
neering studies, several modifications of the basic methodology have been suggested,
and two main changes in the methodology have taken place. First, the use of daily
rather than monthly security return data has become relevant. Second, the methods
used to estimate abnormal returns and calibrate their statistical significance have be-
come more sophisticated. Useful papers which deal with the modifications of the event
study methodology are the works by Brown and Warner published in 1980 and 1985.
The former paper considers implementation issues for data sampled at a monthly inter-
val and the later paper deals with issues for daily data.
It is not known precisely how many event studies have been published. Kothari and
Warner (2007) report that over the period 1974–2000, five major finance journals pub-
lished 565 articles containing event study results. As they concluded this is clearly a
very conservative number as it does not include the many event studies published in
accounting journals and other finance journals. Moreover, event studies are also pub-
lished outside the realm of mainstream accounting and finance journals.
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3.2 Outline of the Event Study
There have been many advances in event study methodology over the years, but the
core elements of a typical event study are usually the same. As Campbell, Lo and
MacKinlay (1997, Ch. 4.1) have presented, the event study analysis can be viewed as
having seven steps.
The first step is to define the event of interest and identify the period over which the
security prices of the firms involved in this event will be examined. That period is called
the event window or event period. The second step is to determine the selection criteria
for the inclusion of a given firm in the study. At this stage it is useful to summarize
some characteristics of the data sample and note potential biases which may have been
introduced through the sample selection.
To appraise the event’s impact a measure of the abnormal return (AR) is required.
The third step in the event study analysis is to define the normal returns and the ARs.
The AR is the actual ex post return of the security over the event window minus the
normal or expected return of the firm over the event window. The normal return is
defined as the return that would be expected if the event did not take place. Once a
normal performance model has been selected, the parameters of the model must be
estimated using a subset of the data known as the estimation window or estimation
period. Usually the estimation window is the period prior to the event window and
usually the event window itself is not included in the estimation window to prevent the
event from influencing the normal performance model parameter estimates. This step
is the fourth step.
The fifth step is the defining of the testing framework for the ARs. Important conside-
rations are defining the null hypothesis and determining the techniques for aggregating
the ARs of individual firms. The sixth step is the presentation of the empirical results.
In addition to presenting the basic empirical results, the presentation of diagnostics
can be fruitful. The last step is interpretation and conclusions. As Campbell, Lo and
MacKinlay (1997, Ch. 4.1) conclude, the empirical results will ideally lead to insights
about the mechanism by which the event affects security prices.
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3.3 Widely Known Event Study Test Statistics
3.3.1 Parametric test statistics
There are numerous tests for evaluating the statistical significance of abnormal re-
turns (ARs). Perhaps the most widely used parametric test statistics are an ordinary
t-statistic and test statistics derived by Patell (1976), and Boehmer, Musumeci and
Poulsen (BMP) (1991).
Patell (1976) proposed a test statistic, in which the event window ARs are standardized
by the standard deviation of the estimation window ARs. This standardization reduces
the effect of stocks with large return standard deviations on the test. Patell’s test statistic
assumes cross-sectional independence in the ARs, and it also assumes that the ARs are
normally distributed. For example Campbell and Wasley (1993) have reported that the
Patell’s test rejects the true null hypothesis too often with Nasdaq samples due to the
non-normality of Nasdaq returns, particularly lower priced and less liquid securities.
Cowan and Sergeant (1996) also report such excessive rejections in Nasdaq samples
in upper-tailed but not lower-tailed tests. Maynes and Rumsey (1993) report a similar
misspecification of the test using the most thinly traded one-third of Toronto Exchange
stocks. Also Kolari and Pynno¨nen (2010) have concluded that Patell’s test is sensitive
to event-induced volatility and rejects the null hypothesis too often.
BMP (1991) have introduced a variance-change corrected version of the Patell’s test.
Their test statistic has gained popularity over the Patell’s statistic, because it has been
found to be more robust with respect to possible volatility changes associated with the
event. For example, BMP (1991) have reported that their test is correctly specified in
NYSE-AMEX samples under null even when there is an increase in variance of stock
returns on the event date.
We can conclude that due to their better power properties the standardized tests of Patell
(1976) and BMP (1991) have gained in popularity over the conventional nonstandard-
ized tests in testing event effects on mean security price performance. Harrington and
Shrider (2007) have found that a short-horizon test focusing on mean ARs should al-
ways use tests that are robust against cross-sectional variation in the true AR [for dis-
cussion of true AR, see Harrington and Shrider (2007)]. They have found that the test
statistic BMP is a good candidate for a robust, parametric test in conventional event
studies.1
1The current research defines conventional event studies as those focusing only on mean stock price
Acta Wasaensia 7
3.3.2 Nonparametric test statistics
The use of daily data in event studies is important for isolating stock price reactions
against announcements. However, for example Fama (1976) has found that a potential
problem with the use of daily returns is that daily stock returns depart from normality
more than do monthly returns. The evidence generally suggests that distributions of
daily returns are fat-tailed relative to a normal distribution [e.g. Fama (1976)]. Brown
and Warner (1985) have shown that the same holds true for daily excess returns. How-
ever, generally the normality of abnormal returns is a key assumption underlying the
use of parametric test statistics in event studies and therefore a disadvantage of para-
metric test statistics is that they embody detailed assumptions about the probability
distribution of returns. Nonparametric statistics do not usually require such stringent
assumptions about return distributions as parametric tests. [e.g. Cowan (1992)].
Corrado (1989) [and Corrado and Zivney (1992)] have introduced a nonparametric
rank test based on standardized returns, which has proven to have very competitive
and often superior power properties over the above mentioned standardized tests [e.g.
Corrado (1989), Corrado and Zivney (1992), Campbell and Wasley (1993) and Kolari
and Pynno¨nen (2010)]. Furthermore, the rank test of Corrado and Zivney (1992) based
on the event period re-standardized returns has proven to be both robust against event-
induced volatility [Campbell and Wasley (1993)] and to cross-correlation due to event-
day clusterings [Kolari and Pynno¨nen (2010)].
Also sign tests are nonparametric tests, which are often used in event studies. Addition-
ally, nonparametric procedures like the sign tests can be misspecified, if an incorrect
assumption about the data is imposed. For example Brown and Warner (1980) and
(1985), and Berry, Gallinger and Henderson (1990) have demonstrated that a sign test
assuming an excess return median of zero is misspecified. Corrado and Zivney (1992)
have introduced a sign test based on standardized excess returns that does not assume
a median of zero, but instead uses a sample excess return median to calculate the sign
of an event date excess return. The results of simulation experiments presented in Cor-
rado and Zivney (1992) indicate that their sign test provides reliable and well-specified
inferences in event studies. They also have reported that their version of the sign test
is better specified than the ordinary t-test and has a power advantage over the ordinary
effects. As e.g. Kolari and Pynno¨nen (2011) have concluded, other types of event studies include the
examination of return variance effects [Beaver (1968) and Patell (1976)], trading volume [Beaver (1968)
and Campbell and Wasley (1996)], accounting performance [Barber and Lyon (1997)] and earnings
management procedures [Dechow, Sloan and Sweeney (1995) and Kothari, Leone and Wasley (2005)].
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t-test in detecting small levels of abnormal performance. In addition, for example, Cor-
rado (2010) has summarized that nonparametric sign and rank tests are recommended
for applications, where robustness against non-normally distributed data is desirable.
3.4 Testing for Cumulative Abnormal Returns
Identification of the correct event date is essential in event studies. A one-day event
period that includes the announcement day only is the best choice, if the announcement
date is known exactly. In practice, however, it is not always possible to pinpoint the time
when the new information reaches investors. Consequently, there is a trade-off, because
if the event window is too short, it may not include the time when investors truly learn
about the event. On the other hand, if it is too long, other information will make the
statistical detection onerous and less reliable. In practice, the period of interest is often
expanded to several days, including at least the day of the announcement and some
days before and after the announcement. Therefore, the accumulating of the ARs has
an advantage when there is uncertainty about the event date. Many parametric tests,
like the tests derived by Patell (1976) and BMP (1991) and the ordinary t-statistic
can be rapidly applied to testing CARs over multiple day windows. However, many
nonparametric tests are derived only for one-day ARs. Thus, there is demand for new
improved nonparametric tests for event studies.
Campbell and Wasley (1993) have extended the event study rank test derived by Cor-
rado (1989) for testing cumulative abnormal returns. The test statistic is hereafter called
CAMPBELL-WASLEY. The ranks are dependent on construction, which introduces
incremental bias into the standard error of the statistic in longer CARs. In Section 4
the bias will be corrected and a new t-ratio, which is called CUMRANK-T, will be
derived. In addition a rank test statistic called CUMRANK-Z, which is essentially the
same test statistic as proposed in Corrado and Truong (2008, p. 504), will be pre-
sented. Also asymptotic distributions for rank test statistics CAMPBELL-WASLEY,
CUMRANK-T and CUMRANK-Z with fixed time series length will be derived. The
statistic CUMRANK-T is well specified under the null hypothesis of no event mean
effect and is robust to event-induced volatility. The simulation study with actual return
data in Section 6 also will reveal that this test statistic has superior empirical power
against the parametric tests considered. Again, consistent with the theoretical deriva-
tions, the simulation results with actual returns will confirm that in longer accumulation
windows the test statistic tends to reject the null hypothesis closer to the nominal rate
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than the rank test based on approach suggested in Campbell and Wasley (1993). The
test statistic CAMPBELL-WASLEY suffers from a small technical bias in the standard
error of the statistic that does not harm the statistic in short period CARs but cause
under-rejection of the null hypothesis in longer CARs.
Kolari and Pynno¨nen (2011) have also derived a nonparametric rank test of CARs,
which is based on generalized standardized abnormal returns (GSARs). They have
found that their rank test has superior (empirical) power relative to popular parametric
tests both at short and long CAR-window lengths. Their test statistic has also been
shown to be robust to abnormal return serial correlation and event-induced volatility.
Kolari and Pynno¨nen (2011) have also suggested that GSARs derived by them can be
used to extend the sign test in Corrado and Zivney (1992) for testing CARs. Hence,
in Section 4 new sign test statistics (SIGN-GSAR-T and SIGN-GSAR-Z) based on
GSARs, will be presented. These statistics can be used equally well for testing ARs
and CARs. Cowan (1992) has also derived a sign test (called hereafter SIGN-COWAN)
for testing CARs. The test statistic SIGN-COWAN compares the proportion of positive
ARs around an event to the proportion from a period unaffected by the event. In this
way the test statistic SIGN-COWAN takes account of a possible asymmetric return dis-
tribution under the null hypothesis. Cowan (1992) has reported that the test he derived
is well specified for event windows of one to eleven days. He has also reported that
the test is powerful and becomes relatively more powerful as the length of the CAR-
window increases. The results of this study from the empirical simulations will show
that the sign test statistic SIGN-GSAR-T especially has several advantages over many
previous testing procedures, for example, being robust to the event-induced volatility
and having good empirical power properties.
For example, according to Kolari and Pynno¨nen (2010) it is well known that event
studies are prone to cross-sectional correlation among ARs when the event day is the
same for sample firms. For this reason the test statistics cannot assume independence
of ARs. They have also shown that even when cross-correlation is relatively low, event-
date clustering is serious in terms of over-rejecting the null hypothesis of zero average
ARs, when it is true. Also Section 6 will report that when the event-dates are clustered,
many of the test statistics over-reject the null hypothesis for both short and long CAR-
windows. Both new test statistics CUMRANK-T and SIGN-GSAR-T are quite robust
against a certain degree of cross-sectional correlation caused by event day clustering.
Thus, the new rank and sign procedures make available nonparametric tests for general
application to the mainstream of event studies.
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4 DERIVING THE RANK AND SIGN TEST
STATISTICS FOR TESTING CUMULATIVE
ABNORMAL RETURNS
This section will show that the variance estimator in the rank test statistic derived by
Campbell and Wasley (1993) (CAMPBELL-WASLEY) is biased, and a new rank test
(CUMRANK-T) based on a corrected variance estimator is suggested. Moreover, a
modification of the test of Corrado and Truong (2008) for scaled ranks (CUMRANK-
Z) is introduced. In addition to these rank tests, two new sign tests (SIGN-GSAR-T
and SIGN-GSAR-Z) based on generalized standardized abnormal returns (GSARs) are
proposed. The theoretical analysis of this section reveals that the CUMRANK-Z and
SIGN-GSAR-Z are not robust with respect to cross-sectional correlation of the abnor-
mal return series. Whereas, the CUMRANK-T and SIGN-GSAR-T tests are preferable
when clustering is present.
Hence, this section first introduces necessary notations and concepts. Second, the dis-
tribution properties of the rank tests are derived and the rank test statistics CAMPBELL-
WASLEY, CUMRANK-T, CUMRANK-Z, and the modified version of CAMPBELL-
WASLEY are presented. Third, the GSAR is presented and the sign of the GSAR is de-
rived. Fourth, the sign test statistics SIGN-GSAR-T and SIGN-GSAR-Z are presented.
Fifth, the asymptotic distributions of the rank and sign test statistics for independent
observations as well as for clustered event dates are derived.
4.1 Basic Concepts
The autocorrelations of the stock returns are assumed to be negligible and the following
assumption is made:
Assumption 1. Stock returns rit are weak white noise continuous random variables
with
E[rit ] = mi for all t;
var[rit ] = s2i for all t;
cov[rit ;ris] = 0 for all t 6= s;
(1)
and where i refers to the ith stock, and t and s are time indexes. Furthermore i= 1; : : : ;n,
t = 1; : : : ;T and s= 1; : : : ;T .
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Let ARit represent the abnormal return of security i on day t, and let day t = 0 indicate
the event day.2 The days t = T0+1;T0+2; : : : ;T1 represent the estimation window days
relative to the event day, and the days t = T1+1;T1+2; : : : ;T2 represent event window
days, again relative to the event day. Furthermore L1 represents the estimation window
length and L2 represents the event window length. Standardized abnormal return (SAR)
is defined as
SARit = ARit=S(ARi); (2)
where S(ARi) is the standard deviation of the regression prediction errors in the abnor-
mal returns computed as in Campbell, Lo and MacKinlay (1997, Sections 4.4.2–4.4.3).
The cumulative abnormal return (CAR) from day t1 to t2 with T1 < t1  t2  T2 is
defined as
CARi;t1;t2 =
t2
å
t=t1
ARit ; (3)
and the time period from t1 to t2 is often called a CAR-window or a CAR-period.
Then the corresponding standardized cumulative abnormal return (SCAR) is defined as
SCARi;t1;t2 =
CARi;t1;t2
S(CARi;t1;t2)
; (4)
where S(CARi;t1;t2) is the standard deviation of the CARs adjusted for forecast error
[see Campbell, Lo and MacKinlay (1997, Section 4.4.3)]. Under the null hypothe-
sis of no event effect both SARit and SCARi;t1;t2 are distributed with mean zero and
(approximately) unit variance.
2There are different ways to define the abnormal returns (ARit ). One quite often used method is to
use market model to estimate the abnormal returns. Section 5 presents how the abnormal returns can be
calculated with the help of the market model.
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4.2 The Rank Tests for Testing Cumulative Abnormal
Returns
4.2.1 Distribution properties of the rank tests to be developed
For the purpose of accounting for the possible event induced volatility, the re-standardi-
zed abnormal return is defined in the manner of BMP (1991) [see also Corrado and
Zivney (1992)] as
SAR0it =
(
SARit=SSARt in CAR-window
SARit otherwise;
(5)
where
SSARt =
s
1
n 1
n
å
i=1
(SARit SARt)2 (6)
is the cross-sectional standard deviation of SARits, SARt = 1nå
n
i=1SARit , and n is
the number of stocks in the portfolio. Furthermore, let Rit = rank(SAR0it) denote the
rank number of re-standardized abnormal series SAR0it , where Rit 2 f1; : : : ;Tg, for all
t = 1; : : : ;T and i = 1; : : : ;n. With Assumption 1 and under the null hypothesis of no
event effect, each value of Rit is equally likely, implying Pr[Rit = k] = 1=T , for all
k = 1; : : : ;T . That is, the ranks have a discrete uniform distribution between values 1
and T , for which the expectation and variance are
E [Rit ] =
T +1
2
(7)
and
var [Rit ] =
T 2 1
12
: (8)
Because each observation is associated to a unique rank, the ranks are not independent.3
It is straightforward to show that the covariance of the ranks is [see e.g. Gibbons and
Chakraborti (1992)]
cov[Rit ;Ris] = (T +1)12 : (9)
3Thus, if abnormal return ARit has a rank value Rit = m, then a return at any other point in time can
have any other rank value of the remaining T  1 ones, again equally likely.
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With these results the major statistical properties of the cumulative ranks can be de-
rived. These and more general moment properties can also be found in the classics
research of Wilcoxon (1945) and Mann and Whitney (1947).
Cumulative rank for individual return series is defined as
Si;t1;t2 =
t2
å
t=t1
Rit ; (10)
where i= 1; : : : ;n and T1 < t1  t2  T2. Using (7), the expectation of the cumulative
rank is
E[Si;t1;t2] = t
T +1
2
; (11)
where t = t2  t1+ 1 is the number of event days over which Si;t1;t2 is accumulated.
Because
var[Si;t1;t2] =
t2
å
t=t1
var[Rit ]+
t2
å
t=t1
t2
å
s=t1
s 6=t
cov[Rit ;Ris]; (12)
using equations (8) and (9) it is straightforward to show that the variance of cumulative
ranks is
var[Si;t1;t2] =
t(T   t)(T +1)
12
; (13)
where t 2 f1; : : : ;Tg.
In particular, if the available observation on the estimation period varies from one series
to another, it is more convenient to deal with scaled ranks. Following Corrado and
Zivney (1992) the definition is:
Definition 1. Scaled ranks are defined as
Kit = Rit=(T +1): (14)
Utilizing the above results for unscaled ranks, from (7), (8), and (9) the following
proposition is immediately obtained:
Proposition 1. Under the null hypothesis of no event effect the expectation, variance,
and covariance of the scaled ranks defined in (14) are
E[Kit ] =
1
2
; (15)
s2K = var[Kit ] =
T  1
12(T +1)
(16)
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and
cov[Kit ;Kis] =  112(T +1) ; (17)
where i= 1; : : : ;n, t 6= s and t;s= 1; : : : ;T .
Remark 1. An important result of Proposition 1 is that due to the (discrete) uniform
null distribution of the rank numbers with Pr[Kit = t=(T + 1)] = 1=T , t = 1; : : :T , the
expected value and the variance of the (scaled) ranks exactly match the sample mean
and the sample variance. That is,
K¯i =
1
T
T2
å
t=T0+1
Kit =
1
2
= E [Kit ] (18)
and
s2Ki =
1
T
T2
å
t=T0+1

Kit  12
2
=
T  1
12(T +1)
= var [Kit ] : (19)
Next the cumulative scaled ranks of individual stocks are derived.
Definition 2. The cumulative scaled ranks of a stock i over the event days window from
t1 to t2 are defined as
Ui;t1;t2 =
t2
å
t=t1
Kit ; (20)
where T1 < t1  t2  T2.
The expectation and variance ofUi;t1;t2 [= Si;t1;t2=(T +1)] are again obtained directly
by using (11) and (12). The results are summarized in the following proposition:
Proposition 2. The expectation and variance of the cumulative scaled ranks under the
null hypothesis of no event effect are
mi;t1;t2 = E [Ui;t1;t2] =
t
2
(21)
and
s2i;t1;t2 = var [Ui;t1;t2] =
t(T   t)
12(T +1)
; (22)
where i= 1; : : : ;n, T1 < t1  t2  T2 and t = t2  t1+1.
Rather than investigating individual (cumulative) returns, the practice in event studies
is to aggregate the individual returns into equally weighted portfolios such that:
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Definition 3. The cumulative scaled rank is defined as the equally weighted portfolio
of the individual cumulative standardized rank defined in (20),
U¯t1;t2 =
1
n
n
å
i=1
Ui;t1;t2; (23)
or equivalently
U¯t1;t2 =
t2
å
t=t1
K¯t ; (24)
where T1 < t1  t2  T2 and
K¯t =
1
n
n
å
i=1
Kit (25)
is the time t average of scaled ranks.
The expectation is the same as the expectation of the cumulative rank of individual
securities, because
E[U¯t1;t2] =
1
n
n
å
i=1
E [Ui;t1;t2] =
t
2
:
If the event days are not clustered, the cross-correlations of the return series are zero (or
at least negligible). In such a case the variance of (23) is straightforward to calculate.
The situation is not much more complicated, if the event days are clustered, which
implies cross-correlation. In such a case, recalling that the variances of Ui;t1;t2 given
in equation (22) are constants (independent of i), the cross-covariance of Ui;t1;t2 and
U j;t1;t2 can be written as
cov

Ui;t1;t2;U j;t1;t2

=
t(T   t)
12(T  1) ri j;t1;t2; (26)
where ri j;t1;t2 is the cross-correlation of Ui;t1;t2 and U j;t1;t2 , i; j = 1; : : : ;n. Utilizing
this and the variance-of-a-sum formula, straightforwardly
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var [U¯t1;t2] = var
"
1
n
n
å
i=1
Ui;t1;t2
#
=
1
n2
n
å
i=1
var [Ui;t1;t2]+
1
n2
n
å
i=1
n
å
j 6=i
cov

Ui;t1;t2;U j;t1;t2

=
1
n2
n
å
i=1
t(T   t)
12(T  1) +
1
n2
n
å
i=1
n
å
j 6=i
t(T   t)
12(T  1) ri j;t1;t2
=
t(T   t)
12(T +1)n
(1+(n 1)r¯n;t1;t2) ; (27)
where
r¯n;t1;t2 =
1
n(n 1)
n
å
i=1
n
å
j=1
j 6=i
ri j;t1;t2 (28)
is the average cross-correlation of the cumulated ranks. This is the main result of this
derivation to be utilized later. Therefore, it is summarized in the following theorem:
Theorem 1. Under the null hypothesis of no event effect the expectation and variance
of the average cumulated scaled ranks U¯t1;t2 , defined in (23), are
E [U¯t1;t2] =
t
2
(29)
and
var [U¯t1;t2] =
t(T   t)
12(T +1)n
(1+(n 1)r¯n;t1;t2) ; (30)
where t = t2  t1+1, T1 < t1  t2  T2, and r¯n;t1;t2 is defined in (28).
From a practical point of view a crucial result in Theorem 1 is that the only unknown
parameter to be estimated is the average cross-correlation r¯n;t1;t2 . There are potentially
several different ways to estimate the cross-correlation. An obvious and straightforward
strategy is to construct first t period multi-day series from individual scaled rank series
and compute the average cross-correlation of them. This is, however, computationally
expensive. The situation simplifies materially if the cross-correlation of cumulated
ranks are assumed to be the same as the cross-correlation of single day correlations. As
will be seen in such a case the average cross-correlation becomes estimated implicitly
by using a suitable variance estimator.
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4.2.2 The test statistics CUMRANK-Z, CAMPBELL-WASLEY and CUMRANK-T
If the event periods are non-clustered, the returns can be assumed cross-sectionally in-
dependent in particular in the event period, and thus the variance of the average cumula-
tive ranks U¯t1;t2 defined in equation (23) reduces to var [U¯t1;t2] = t(T t)=(12(T +1)n)
in equation (30). Thus, in order to test the null hypothesis of no event mean effect,
which in terms of the ranks reduces to testing the hypothesis,
H0 : mt1;t2 =
1
2
t; (31)
and an appropriate z-ratio (called hereafter CUMRANK-Z) is
Z1 =
U¯t1;t2  12tq
t(T t)
12(T+1)n
: (32)
This is the same statistic as T R proposed in Corrado and Truong (2008, p. 504) with
non-scaled ranks.
Remark 2. If the series are of different lengths such that there are T i observations
available for series i, the average
var [U¯t1;t2; r¯n;t1;t2 = 0] =
1
n
n
å
i=1
t(T i  t)
12(T i+1)n
(33)
is recommended for use in place of t(T  t)=(12(T +1)n) in the denominator of (32).
Even though the theoretical variance is known when the ranks are cross-sectionally
independent, Corrado and Zivney (1992) propose estimating the variance for the event
day average standardized rank K¯t defined in equation (25) through the sample variance
of the equally weighted portfolio
s˜2K¯ = cvar[K¯t ] = 1T T2åt=T0+1 ntn

K¯t  12
2
; (34)
where T = T2 T0 is the combined length of the estimation period and the event period
and nt is the number of observations in the mean K¯t at time point t. As will be discussed
later, an advantage of the sample estimator over the theoretical variance is that it is more
robust than the theoretical variance to possible cross-sectional correlation of the returns.
Cross-sectional correlation is in particular an issue when the event days are clustered.
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The results of Kolari and Pynno¨nen (2010) show that just a small cross-correlation
seriously biases the test results if not properly accounted for.
In terms of the estimator in (34), the variance of the cumulative ranks U¯t1;t2 is esti-
mated in practice by simply ignoring the serial dependency between rank numbers and
multiplying the single day rank variance by the number of the accumulated ranks such
that
s˜2t1;t2 =
t
T
T2
å
t=T0+1
nt
n

K¯t  12
2
= t s˜2K¯: (35)
The implied z-ratio for testing the null hypothesis in (31) is
Z2 =
U¯t1;t2  12tp
t s˜K¯
: (36)
This statistic for testing CARs by the rank statistic is suggested in Campbell andWasley
(1993, p. 85), and it is called CAMPBELL-WASLEY. For a single day return the
statistic reduces to the single period rank test suggested in Corrado (1989) and Corrado
and Zivney (1992).
However, as will be demonstrated below, the autocorrelation between the ranks im-
plies slight downward bias into the variance estimator s˜2t1;t2 . The bias increases as the
length, t = t2  t1+ 1, of the period over which the ranks are accumulated, grows.
Also, for fixed T the asymptotic distributions of CUMRANK-Z and CAMPBELL-
WASLEY (as well as Corrado’s single period rank test) prove to be theoretically quite
different. It is straightforward to show that the variance estimator s˜2t1;t2 in (35), utilized
in the CAMPBELL-WASLEY statistic Z2 in (36), is a biased estimator of the popula-
tion variance var [U¯t1;t2] in equation (30). Assuming nt = n for all t, the bias can be
computed, because var[K¯t ] = E[(K¯t 1=2)2] such that
E

s˜2t1;t2

=
t
T
T1
å
t=T0+1
E

(K¯t 1=2)2

=
t
T
T1
å
t=T0+1
var [K¯t ] :
Utilizing then equation (30) with t1 = t2 (in the equation), following proposition will
be obtained:
Proposition 3. Assuming nt = n for all t = T0+1; : : : ;T1, then under the null hypothesis
of no event effects the expected value of s˜2t1;t2 defined in (35) is
E[s˜2t1;t2] =
t(T  1)
12(T +1)n
(1+(n 1)r¯n) (37)
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and the bias is
Bias

s˜2t1;t2

= E

s˜2t1;t2
 s2t1;t2
=
t(t 1)
12(T +1)n
[1+(n 1)r¯n]
+
t(T   t)
12(T +1)n
f1+(n 1) [r¯n  r¯n;t1;t2]g ; (38)
where r¯n is the average cross-correlation of the single day ranks Kit and r¯n;t1;t2 is the
average cross-correlation of t = t2  t1+1 period cumulated ranks.
In practice the average cross-correlation, r¯n, of the single day ranks and the average
cross-correlation, r¯n;t1;t2 of t-period cumulated ranks is likely to be approximately the
same, i.e., r¯n;t1;t2  r¯n, such that the bias reduces to
Bias

s˜2t1;t2

=
t(t 1)
12(T +1)n
[1+(n 1)r¯n] : (39)
In this case the bias is easily fixed by multiplying s˜2t1;t2 defined in equation (35) by the
factor (T   t)=(T  1) yielding an estimator
sˆ2t1;t2 =
t(T   t)
T (T  1)
T2
å
t=T0+1
nt
n

K¯t  12
2
=
T   t
T  1 s˜
2
t1;t2: (40)
Utilizing this correction gives a modification of the CAMPBELL-WASLEY statistic,
such that
Z3 =
U¯t1;t2  12t
sˆt1;t2
=
r
T  1
T   t Z2: (41)
Rather than using this, the small sample distributional properties (in terms of the num-
ber of time series observations, T ) turn out to better by using the following modified
statistic, which is called CUMRANK-T
Z4 = Z3
s
T  2
T  1  (Z3)2 : (42)
An advantage of the above CUMRANK-T statistic over the CUMRANK-Z statistic,
Z1, defined in equation (32), is its better robustness against cross-sectional correlation,
because the variance estimator in equation (40), which is used in the denominator, im-
plicitly accounts the possible cross-correlation. The downside, however, is loss of some
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power, which, however, proves to be small as the simulations with actual returns will
demonstrate. For fixed T the asymptotic distributions of these statistics are, however,
different.
4.3 The Sign Tests for Testing Cumulative Abnormal
Returns
4.3.1 The sign of the GSAR
In order to account for the possible event-induced volatility Kolari and Pynno¨nen (2011)
re-standardize the SCARs like BMP (1991) with the cross-sectional standard deviation
to get re-standardized SCAR
SCAR0i;t1;t2 =
SCARi;t1;t2
S(SCARt1;t2)
; (43)
where
S(SCARt1;t2) =
s
1
n 1
n
å
i=1
(SCARi;t1;t2 SCARt1;t2)2 (44)
is the cross-sectional standard deviation of SCARi;t1;t2s and
SCARt1;t2 =
1
n
n
å
i=1
SCARi;t1;t2: (45)
Again SCAR0i;t1;t2 is a zero mean and unit variance random variable. The generalized
standardized abnormal returns (GSARs) are defined similar to Kolari and Pynno¨nen
(2011):
Definition 4. The generalized standardized abnormal return (GSAR) is defined as
GSARit =
(
SCAR0i;t1;t2; in CAR-window
SARit ; otherwise;
(46)
where SCAR0i;t1;t2 is defined in equation (43) and SARit is defined in equation (2).
Thus the CAR-window is considered as one time point in which the GSAR equals
the re-standardized cumulative abnormal return defined in equation (43), and for other
time points GSAR equals the usual standardized abnormal returns defined in equation
Acta Wasaensia 21
(2). The time indexing is redefined, similar as Kolari and Pynno¨nen (2011), such that
the CAR-window of length t2   t1 + 1 is squeezed into one observation with time
index t = 0. Thus, considering the standardized cumulative abnormal return as one
observation, in the testing procedure there are again L1+ 1 observations of which the
first L1 are the estimation window abnormal returns and the last one is the cumulative
abnormal return. Kolari and Pynno¨nen (2011) have suggested that the GSARs can be
used to extend the sign test in Corrado and Zivney (1992) for testing CARs. This can
be achieved by defining the sign of the GSAR like:
Definition 5. The sign of the generalized standardized abnormal return
GSARit is
Git = sign[GSARit median(GSARi)]; (47)
where sign(x) is equal to +1, 0, -1 as x is > 0, = 0 or < 0.
If T = L1 + 1 is even, the corresponding probabilities for the sign of the GSAR for
values +1, 0 and -1 are
Pr[Git = 1] = Pr[Git = 1] = 12 (48)
and
Pr[Git = 0] = 0: (49)
If T = L1 + 1 is odd, the corresponding probabilities for the sign of the GSAR for
values +1, 0 and -1 are
Pr[Git = 1] = Pr[Git = 1] = T  12T (50)
and
Pr[Git = 0] =
1
T
: (51)
The expectations, variances and covariances of the sign of GSAR are presented in A
Appendix for even and odd T , and summarized in Proposition 4.
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Proposition 4. The expectation for the sign of the GSAR defined in (47) is
E[Git ] = 0 (52)
for T being even or odd. Furthermore the variance and covariance of the sign of the
GSAR are
var[Git ] =
(
1; for even T
T 1
T ; for odd T
(53)
and
cov[Git ;Gis] =
(
  1T 1 ; for even T
  1T ; for odd T :
(54)
Furthermore i= 1; : : : ;n and t 6=s.
4.3.2 The test statistics SIGN-GSAR-T and SIGN-GSAR-Z
The null hypothesis of no mean event effect, reduces in terms of sign test statistics to
H0 : m = 0; (55)
where m is the expectation of the (cumulative) abnormal return. Like Kolari and
Pynno¨nen (2011) suggested, a new sign test statistic (called hereafter SIGN-GSAR-
T) based on GSARs will be introduced and this test statistic can be used for testing the
presented null hypothesis. The test statistic SIGN-GSAR-T is defined as
Z5 =
Z6
p
T  2q
T  1 Z26
; (56)
where
Z6 =
G0
S(G)
; (57)
with
S(G) =
s
1
T åt2T
nt
n
Gt
2 (58)
and
Gt =
1
nt
nt
å
i=1
Git (59)
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in which nt is the number of nonmissing returns in the cross-section of n-firms on day t
andT = fT0+1; : : : ;T1;0g. The test statistic Z6 in equation (57) is the sign test derived
by Corrado and Zivney (1992) for testing single event-day abnormal returns.
Using facts about statistics based on signs (see A Appendix) and assuming nt = n for
all t 2T , it is easy to show that
var[G0] =
(
1
n ; for even T
T 1
nT  1n ; for odd T :
(60)
Thus, under the assumption that var[G0] = 1n , another useful test statistic for the null
hypothesis (55) is
Z7 =
G0q
var[G0]
= G0
p
n: (61)
Henceforth this statistic is referred as SIGN-GSAR-Z.
The simplicity of the test statistic SIGN-GSAR-Z makes it an attractive alternative
to the test statistic SIGN-GSAR-T. This is particularly the case when the event days
across the sample firms are not clustered. However, as will be seen in the presence of
event day clustering, which causes cross-sectional correlations between the returns, the
SIGN-GSAR-T can be expected to be much more robust than the SIGN-GSAR-Z test
statistic.
4.4 Asymptotic Distributions of the Rank and Sign Test
Statistics
In event studies asymptotics can be dealt with both in time series and in cross-section
dimensions. In the former the length of the estimation period is increasing while in
the latter the number of firms is allowed to increase towards infinity. In most cases
the interest is in the latter when the number of firms, n, is increasing. In the following
this convention is adopted and it is assumed that all series in the sample have a fixed
number T time series observations such there are no missing returns. The asymptotic
properties depend on, whether the event dates are clustered or non-clustered.
24 Acta Wasaensia
4.4.1 Independent observations
When the event days are non-clustered, such that the event period observations are
cross-sectionally independent, the Central Limit Theorem (CLT) can be applied to get
the following result.
Theorem 2. (Asymptotic normality of CUMRANK-Z): If the even days are non-
clustered such that the cumulative standardized ranks Ui;t1;t2 defined in (20) are in-
dependent and identically distributed random variables with mean E [Ui;t1;t2] = t=2
and variance var [Ui;t1;t2] = t(T   t)=(12(T +1)), i = 1; : : : ;n, then under the null
hypothesis of no event effect, as n! ¥
Z1 =
U¯t1;t2  t=2
st1;t2
d! N(0;1); (62)
where
st1;t2 =
q
var [U¯t1;t2; r¯n;t1;t2 = 0] =
s
t(T   t)
12(T +1)n
; (63)
T0 < t1  t2  T2, T = T2  T0, t = t2  t1 + 1, and ” d!” denotes convergence in
distribution.
Similarly CLT can be applied to get following result.
Theorem 3. (Asymptotic normality of SIGN-GSAR-Z): If the event days are again
non-clustered such that the signs Gi0 defined in (47) (with t=0, the signs of the event
days) are independent and identically distributed random variables with mean E[Gi0] =
0 and variance var[Gi0]  1, i = 1; : : : ;n, then under the null hypothesis of no event
effect, as n! ¥
Z7 =
G0q
var[G0]
= G0
p
n d! N(0;1); (64)
where var[G0] 1n and ”
d!” denotes convergence in distribution.
Proofs of the following theorems (Theorem 4 and Theorem 5) regarding the asymptotic
distributions of Z3 (modified CAMPBELL-WASLEY), Z6, Z4 (CUMRANK-T) and
Z5 (SIGN-GSAR-T) defined in equations (41), (57), (42) and (56), respectively, are
presented in B Appendix.
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Theorem 4. (Asymptotic distribution of the modified CAMPBELL-WASLEY and Z6):
For a fixed T , under the assumption of cross-sectional independence, the density func-
tion of the asymptotic distribution of the modified CAMPBELL-WASLEY statistic Z3
defined in equation (41) and Z6 statistic defined in equation (57) when n! ¥ are
fZ3(z) = fZ6(z) =
G [(T  1)=2]
G [(T  2)=2]p(T  1)p

1  z
2
T  1
 1
2 (T 2) 1
; (65)
for jzj  pT  1 and zero elsewhere, where G() is the Gamma function.
Thus, Theorem 4 implies that (Z3)2=(T 1) and (Z6)2=(T 1) are asymptotically Beta
distributed with parameters 1=2 and (T  2)=2. Corrado and Zivney (1992) conjecture
that for sufficiently large sample size the Central Limit Theorem implies that the dis-
tribution of Z6 should converge to normality. By Theorem 4 we can conclude that the
asymptotic normality of Z6 and the modified CAMPBELL-WASLEY (Z3) hold only if
also T is large enough. This follows from the fact that in equation (65)

1  z
2
T  1
 1
2 (T 2) 1
! e  12 z2 (66)
and the normalizing constant
G [(T  1)=2]
G [(T  2)=2]p(T  1)p ! 1=p2p (67)
as T ! ¥, implying the limiting N(0;1)-distribution.
The distribution of test statistic CAMPBELL-WASLEY (Z2) defined in (36) is obtained
via the transformation in equation (41).
Theorem 5. (Asymptotic distribution of CUMRANK-T and SIGN-GSAR-T): Under
the assumptions of Theorem 4,
Z4 = Z3
s
T  2
T  1  (Z3)2
d! tT 2 (68)
and
Z5 = Z6
s
T  2
T  1  (Z6)2
d! tT 2; (69)
as n!¥, where Z3 is defined in equation (41), Z6 is defined in equation (57), and tT 2
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denotes the Student t-distribution with T  2 degrees of freedom.
Given that the t-distribution approaches the N(0;1)-distribution as the degrees of free-
dom T  2 increases, also the null distributions of the test statistics CUMRANK-T and
SIGN-GSAR-T approach the standard normal distribution as T ! ¥.
4.4.2 Cross-sectional dependence (clustered event dates)
Cross-sectional dependence due to clustered event days (the same event days across the
firms) changes materially the asymptotic properties of the test statistics and in particular
those statistics that do not account for the cross-sectional dependence.
As stated in Lehmann (1999, Sec. 2.8), it is still, however, frequently true that the
asymptotic normality holds provided that the average cross-correlation, rn, tends to
zero rapidly enough such that
1
n
n
å
i=1
n
å
j=1;i6= j
ri j ! g (70)
as n!¥. In financial applications this would be the case if there are a finite number of
firms in each industry and the return correlations between industries are zeros. In fact
this is a special case of so called m-independence. Generally, a sequence of random
variables X1, X2,..., is said to be m-independent, if Xi and X j are independent if ji  jj>
m. In cross-sectional analysis this would mean that the variables can be ordered such
that when the index difference is larger thanm, then the variables are independent. [See
Kolari and Pynno¨nen (2011)].
It can be shown in the same manner as in Kolari and Pynno¨nen (2011) that the result
(70) holds. In the case of rank test statistics it is assumed that for any fixed t, Ui;t1;t2
defined in equation (24) are m-independent, i= 1;2; : : : ;n, (n>m) then the correlation
matrix of U1;t1;t2; : : : ;Un;t1;t2 is band-diagonal such that all ri j with ji  jj > m are
zeros. Similarly, in the case of sign test statistics it is assumed that for any fixed t, Git
defined in equation (47) are m-independent, i= 1;2; : : : ;n (n>m), then the correlation
matrix of Git ; : : : ;Gnt is band-diagonal such that all ri j with ji  jj > m are zeros.
Then it is straightforward to see that in these kinds of correlation matrixes there are
m(2n m 1) nonzero correlations in addition to the n ones on the diagonal. Thus, in
the double summation (70) there are m(2n m  1) non-zero elements, and it can be
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written such that
1
n
n
å
i=1
n
å
j=1; j 6=i
ri j =
m(2n m 1)
n
ern ! g; (71)
where ern is the average of the m(2n m  1) cross-correlations in the band-diagonal
correlations matrix and g = 2mer is a finite constant with er = limn!¥ ern and 2m =
limn!¥m(2n m 1)=n.
Thus, under the m-independence the asymptotic distribution of the test statistic CUM-
RANK-Z (Z4) and SIGN-GSAR-Z (Z7) are
Z4 ! N(0;1+ g) (72)
and
Z7 ! N(0;1+ g): (73)
This implies that the test statistics CUMRANK-Z and SIGN-GSAR-Z are not robust
to cross-sectional correlation of the return series. Typically, g > 0, which means that
these test statistics will tend to over-reject the null hypothesis.
The limiting distributions of the test statistics CAMPBELL-WASLEY (Z2), modified
CAMPBELL-WASLEY (Z3), CUMRANK-T (Z4) and SIGN-GSAR-T (Z5) turn out
to apply also under m-independence. This follows from the fact that if the asymp-
totic normality holds under the m-independence such that the limiting correlation ef-
fect is 1+ g , then using the scaled variables, (Kit   1=2)=
p
1+ g and Git=
p
1+ g , in
place of the original variables, all the results in Theorem 4 and Theorem 5 follow,
because Z3, Z4, Z5 and Z6 are invariant to scaling of the observations. Hence, the
theoretical derivations indicate that when the event-dates are clustered, the test statis-
tics CAMPBELL-WASLEY, CUMRANK-T and SIGN-GSAR-T behave better than
the test statistics CUMRANK-Z and SIGN-GSAR-Z.
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5 THE SIMULATION DESIGN
In the empirical simulations the well-known simulation approach presented by Brown
and Warner (1980) is adopted. This approach is also widely used in several other
methodological studies [e.g. Brown andWarner (1985), Corrado (1989), Cowan (1992),
Campbell and Wasley (1993), and Cowan and Sergeant (1996)]. Like Corrado (2010)
has concluded Brown and Warner -type studies are categorically distinguished by their
use of computer simulation experiments based on random drawings from a large popu-
lation of actual security returns data. An alternative approach could be the analytical
approach where the data is generated by the process modeled. Nevertheless, Brown and
Warner (1980) have concluded that even if it were possible to analytically derive and
compare the properties of alternative methods for measuring abnormal performance
in event studies, conclusions from the comparison would not necessarily be valid if
the actual data used in event studies were generated by a process which differed from
that which the comparison assumed. Also Dyckman, Philbrick and Stephan (1984)
have concluded that simulations provide a tractable means of dealing with simulations,
where an analytical approach may yield results suggesting direction but not magni-
tude or where such techniques are unusually cumbersome. Furthermore, because it is
desirable that the results of this study can be compared with most other studies, the
simulation study is conducted to investigate the empirical behaviour of the new test
statistics presented in Section 4 and to compare these test statistics with other widely
known test statistics.
As Kolari and Pynno¨nen (2011) for example, have concluded, the optimality of a test
can be judged on the basis of its size and power. Within a class of tests of given size
(Type I error probability), the one that has the maximum power (minimum Type II er-
ror probability) is the best. A testing procedure is robust if the Type I error rate is not
affected by real data issues such as non-normality, event-induced volatility, autocorre-
lation and cross-correlation of returns. Consequently, the aim of the simulations is to
focus on the robustness and power properties of the tests. Non-normality, autocorrela-
tion, and other data issues are captured in the simulation by using actual return data in-
stead of artificially simulated data. Event-induced volatility effects are investigated by
introducing volatility change within the event period, and the effect of cross-sectional
correlation is examined by setting the same event day in the return series for each firm
in the sample.
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In Section 5 first the sample constructions are described. Second, the abnormal re-
turn model is presented. Third, some widely known parametric and nonparametric test
statistics are presented and fourth the data of the simulation study is described.
5.1 Sample Constructions
The simulation study is conducted by selecting 1,000 samples of n = 50 return series
with replacement from the data base. Each time a security is selected, a hypotheti-
cal event day is generated. The events are assumed to occur with equal probability
on each trading day. The event day is denoted as day 0. The results are reported for
event day t = 0 abnormal return AR(0), together with cumulative abnormal returns
CAR( 1;+1), CAR( 5;+5) and CAR( 10;+10). The estimation window is nor-
mally comprised of 239 days (the days from -249 to -11) and the event window is
comprised of 21 days (the days -10 to +10). Therefore, the estimation window and the
event window altogether consist of 260 days, which is close to one years trading days.
For a security to be included in the sample there should be no missing return data in
the last 30 days, that is, in days -19 to +10.
In earlier studies [e.g. Charest (1978), Mikkelson (1981), Penman (1982), and Rosen-
stein and Wyatt (1990)] it has been found that the event window standard deviation
is about 1:2 to 1:5 times the estimation window standard deviation. Therefore, the in-
creased volatility is introduced by multiplying the cumulated event window returns by a
factor
p
cwith values c= 1:5 for an approximate 20 percent increased volatility, c= 2:0
for an approximate 40 percent increased volatility and c = 3:0 for an approximate 70
percent increased volatility due to the event effect.4 To add realism the volatility fac-
tors c are generated for each stock based on the following uniform distributionsU [1;2],
U [1:5;2:5] and U [2:5;3:5]. This generates on average the variance effects of 1:5, 2:0
and 3:0. Furthermore for the no volatility effect experiment c= 1:0 is fixed.
A similar method for investigating the power properties is used as is used for example
in Campbell and Wasley (1993). Therefore, for single-day event period [AR(0)] the
abnormal performance is artificially introduced by adding the indicated percent (a con-
stant) to the day-0 return of each security. While, in the multiday setting [CAR( 1;+1),
CAR( 5;+5) and CAR( 10;+10)], abnormal performance is introduced by select-
ing one day of the CAR-window at random and adding the particular level of abnormal
4Because
p
1:5 1:2,p2:0 1:4 and p3:0 1:7.
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performance to that day’s return. By this the aim is to mimic the real situations, where
there can be the information leakage and delayed adjustment. That is, if the markets
are inefficient, information may leak before the event which shows up as abnormal be-
haviour before the event day. Delays in the event information processing show up as
abnormal return behavior after the event day.
Also the effect of event-date clustering on the test statistics is studied. The effect of
event-date clustering is examined by constructing 1,000 portfolios each of 50 stocks
again from the data base, but all stocks in the portfolio have exactly the same event
date.
5.2 Abnormal Return Model
The abnormal behavior of security returns can be estimated for example through the
market model
rit = ai+birmt + eit ; (74)
where again rit is the return of stock i at time t, rmt is the market index return at time
t and eit is a white noise random component, which is not correlated with rmt . The
resulting abnormal returns are obtained as differences of realized and predicted returns
on day t in the event window
ARit = rit  (aˆi+ bˆirmt); (75)
where the parameters aˆi and bˆi are estimated from the estimation window with ordi-
nary least squares. Hence, the abnormal returns are calculated by first estimating the
parameters aˆi and bˆi from the estimation window with ordinary least squares. Then the
abnormal returns for the event window are achieved by setting the event window re-
turns of stock i and the event window market index returns to the equation (75) together
with the estimated parameters aˆi and bˆi.
According to Campbell, Lo and MacKinlay (1997) the market model represents a po-
tential improvement over the traditional constant-mean-return model, because by re-
moving the portion of the return that is related to variation in the market’s return, the
variance of the abnormal return is reduced. This can lead to increased ability to detect
event effects. A number of other statistical models have been proposed for modeling
the normal return. A common type of statistical model is the factor model. The mar-
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ket model is an example of an one-factor model, but in a multifactor model one might
for example include industry indexes in addition to the market. Nevertheless, Camp-
bell, Lo and MacKinlay (1997) concludes that in practice the gains from employing
multifactor models for event studies are limited.
5.3 Test Statistics
In Section 6 the nonparametric test statistics presented in Section 4 are compared with
some widely-known parametric and nonparametric tests statistics. Therefore, those
widely-known test statistics are briefly presented in this section.
5.3.1 Parametric test statistics
The ordinary t-test (ORDIN) is defined as
ZORDIN =
CARt1;t2
S(CARt1;t2)
; (76)
where
CARt1;t2 =
1
n
n
å
i=1
CARi;t1;t2; (77)
in which CARi;t1;t2 is defined in equation (3) and S(CARt1;t2) is the standard error of
the average cumulative abnormal return CARt1;t2 adjusted for the prediction error [see
again Campbell, Lo and MacKinlay (1997, Section 4.4.3)]. The ordinary t-test statistic
is asymptotically N(0;1)-distributed under the null hypothesis of no event effect.
Patell (1976) test statistic (PATELL) is
ZPATELL =
s
n(L1 4)
L1 2 SCARt1;t2; (78)
where SCARt1;t2 is the average of the SCAR defined in equation (4), and L1 is again
the length of the estimation window. Also the test statistic derived by Patell is asymp-
totically N(0;1)-distributed under the null hypothesis of no event effect.
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The Boehmer, Musumeci and Poulsen (1991) test statistic (BMP) is
ZBMP =
SCARt1;t2
p
n
S(SCARt1;t2)
; (79)
where again S(SCARt1;t2) is the cross-sectional standard deviation of SCARs defined
in (44), and SCARt1;t2 is defined in equation (4). Also the test statistic ZBMP is asymp-
totically N(0;1)-distributed under the null hypothesis of no event effect.
5.3.2 Nonparametric test statistics
Like Kolari and Pynno¨nen (2011) defined the demeaned standardized abnormal ranks
of the GSARs, those are also here defined as
Vit = Rank(GSARit)=(T +1) 1=2; (80)
where i = 1; : : : ;n. Furthermore, t 2 T = fT0+1; : : : ;T1;0g is the set of time indexes
including the estimation window for t = T0+1; : : : ;T1 and to the cumulative abnormal
return for t = 0, with T0+1 and T1 being the first and last observation on the estimation
window. Hence, the total number of observations is T = L1+1= T1 T0+1. Then the
test statistic GRANK is defined as
ZGRANK = Z8
s
T  2
T  1 Z28
; (81)
where
Z8 =
V 0
SV
(82)
with
SV =
s
1
T åt2T
nt
n
V 2t (83)
and
V t =
1
nt
nt
å
i=1
Vit : (84)
Furthermore nt is the number of valid GSARs available at time point t and V 0 is the
mean V t for t = 0 (cumulative abnormal return). According to Kolari and Pynno¨nen
(2011) the asymptotic distribution of the test statistic GRANK is Student t-distribution
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with T   2 degrees of freedom. Again given that the t-distribution approaches the
N(0;1)-distribution as the degrees of freedom T  2 increases, also the null hypothesis
of the test statistic ZGRANK approach the standard normal distribution as T ! ¥.
The generalized sign test statistic presented by Cowan (1992) (SIGN-COWAN) is
ZCOWAN =
w nbpp
nbp(1  bp) ; (85)
where w is the number of stocks in the event window for which the cumulative abnor-
mal return is positive and n is again the number of stocks. Furthermore
bp= 1
n
n
å
i=1
1
mi
T1
å
t=T0+1
Sit ; (86)
where mi is the number of non-missing returns in the estimation window for security-
event i and
Sit =
(
1 if ARit > 0
0 otherwise:
(87)
According to Cowan (1992) the test statistic SIGN-COWAN is asymptotically N(0;1)-
distributed under the null hypothesis.
5.4 The Data
The data used consists of randomly drawn observations from U.S. stock market returns.
Hence, a parametric model as a data generating process is not used, which guarantees
that the simulated data have the typical properties of the actual financial data. By
using actual (rather than artificial) stock returns in repeated simulations, a reliable and
realistic view about the comparative real data performance of the test statistics in true
applications is attained. Of course this procedure excludes the option of examining
how the results would change with normally distributed data, for example. Therefore,
while information is obtained on the behavior of the tests with financial data, the results
may not always apply to some other fields where event studies can be applied.
In other words, the data in this simulation design consists of daily closing prices of
1,500 U.S. traded stocks that make up the S&P 400, S&P 500 and S&P 600 indexes.
34 Acta Wasaensia
S&P 400 covers the mid-cap range of stocks, S&P 500 the large-cap range of stocks
and S&P 600 the small-cap range of stocks. The five percent of the stocks having the
smallest trading volume are excluded. Hence, 72 stocks from S&P 600, two stocks
from S&P 400 and one stock from S&P 500 are excluded. In the simulations the S&P
500 index stands for the market index. The sample period spans from the beginning
of July, 1991 to the end of October, 2009. S&P 400 index was launched in June in
1991, which is the reason why the sample period starts in the beginning of July, 1991.
Official holidays and observance days are excluded from the data.
The returns are defined as log-returns
rit = log(Pit)  log(Pit 1); (88)
where Pit is the closing price for stock i at time t.
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6 THE SIMULATION RESULTS
This section discusses the results from the simulation study. First, the sample statis-
tics of the ARs, the CARs and the test statistics are presented. Second, the properties
of the empirical distributions of the test statistics are presented. The properties of the
empirical distributions are presented as well in the cases where the estimation period
is shortened. Third, the rejection rates are reported. The rejection rates are also inves-
tigated in the situations, where the event induced volatility is present and in the cases
where the estimation period is shortened. Fourth, the power properties of the test statis-
tics are presented. The power properties are also reported in the cases where the event
days are clustered.
6.1 Sample Statistics
Table 1 reports sample statistics from 1,000 simulations for the event day abnormal
returns, AR(0), and for the cumulative abnormal returns in cases: CAR( 1;+1),
CAR( 5;+5) and CAR( 10;+10). It also reports the sample statistics for the test
statistics for AR(0), CAR( 1;+1), CAR( 5;+5) and CAR( 10;+10). Under the
null hypothesis of no event effect all the test statistics, except CUMRANK-T, GRANK
and SIGN-GSAR-T, should be approximately N(0;1)-distributed. Strictly speaking,
the asymptotic distribution of CUMRANK-T, GRANK and SIGN-GSAR-T should be
t-distribution with T   2 degrees of freedom. However, with T   2 equal to 258, for
CUMRANK-T, and 238, for GRANK and SIGN-GSAR-T, the normal approximation
should be valid, and so the null distribution of these test statistics approach as well the
standard normal distribution. Hence, it can be concluded that under the null hypothesis
of no event effect, all the test statistics should have zero mean and (approximately) unit
variance.
Considering only the single abnormal returns, AR(0), in Panel A of Table 1, it can be
noticed that means of all test statistics are statistically close to zero. For example (in
absolute value) the largest mean of 0:024 for the PATELL statistic is only 1:113 stan-
dard errors away from zero. Furthermore, the standard deviations of the test statistics
are close to one in Panel A of Table 1.
In longer event windows the means of the test statistics, albeit small, start to deviate
significantly away from the theoretical value of zero. Considering the 3-day cumulative
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abnormal returns, CAR( 1;+1), in Panel B of Table 1, it can be seen that only the
means for the test statistics PATELL and BMP deviate significantly away from zero.
While, considering the 11- and 21-day cumulative abnormal returns, CAR( 5;+5) and
CAR( 10;+10), in Panels C and D of Table 1, it is noticable that means for almost all
the test statistics deviate significantly away from the theoretical value. Nonetheless, it
can be seen that the means of the test statistics PATELL and BMP deviate more rapidly
Table 1. Sample statistics in event tests for 1,000 random portfolios on n = 50 secu-
rities belonging to S&P400-, S&P500- and S&P600-indexes. Superscripts a,
b and c in the second column correspond to the significance levels 0:10, 0:05
and 0:01.
Test statistics
Panel A: Mean Med. Std. Skew. Kurt. Min. Max.
AR(0)
Abnormal return, % 0.004 -0.008 0.413 -0.082 1.018 -1.688 1.641
ORDIN 0.008 -0.019 1.053 -0.079 0.701 -3.878 3.694
PATELL -0.024 -0.036 1.113 -0.193 1.170 -6.178 3.837
BMP -0.013 -0.033 1.000 -0.013 0.146 -4.000 3.777
CAMPBELL-WASLEY 0.000 -0.015 0.956 0.037 0.036 -3.480 3.322
CUMRANK-T 0.000 -0.015 0.959 0.038 0.084 -3.558 3.388
CUMRANK-Z 0.001 -0.015 0.979 0.044 0.145 -3.811 3.576
GRANK 0.002 -0.010 0.974 0.056 0.071 -3.518 3.375
SIGN-COWAN -0.002 -0.042 0.958 0.059 -0.120 -3.475 2.999
SIGN-GSAR-T -0.016 0.000 0.990 0.041 -0.206 -2.630 2.997
SIGN-GSAR-Z -0.016 0.000 1.082 0.037 -0.226 -2.828 3.111
Panel B: Mean Med. Std. Skew. Kurt. Min. Max.
CAR( 1;+1)
CAR( 1;+1), % -0.010 -0.029 0.671 -0.019 0.146 -2.288 2.096
ORDIN -0.018 -0.040 0.988 -0.028 0.306 -3.759 3.329
PATELL -0:067b -0.085 1.077 0.133 0.113 -3.380 4.059
BMP -0:054a -0.088 1.023 0.159 0.083 -3.208 3.856
CAMPBELL-WASLEY -0.010 0.003 0.961 0.072 -0.053 -2.760 3.138
CUMRANK-T -0.010 0.003 0.696 0.075 -0.013 -2.808 3.206
CUMRANK-Z -0.009 0.003 0.987 0.088 -0.013 -2.884 3.177
GRANK -0.001 0.011 1.021 0.088 0.189 -3.332 3.963
SIGN-COWAN 0.042 0.108 1.020 0.063 0.127 -3.475 3.832
SIGN-GSAR-T 0.028 0.000 1.036 0.050 0.082 -3.225 3.610
SIGN-GSAR-Z 0.031 0.000 1.128 0.038 0.045 -3.677 3.960
(continues)
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Table 1 (continues).
Test statistics
Panel C: Mean Med. Std. Skew. Kurt. Min. Max.
CAR( 5;+5)
CAR(-5,+5), % -0.076 -0.027 1.269 -0.114 0.346 -5.178 4.455
ORDIN -0:060b -0.020 0.959 -0.183 0.433 -3.977 3.441
PATELL -0:132c -0.108 1.107 -0.034 0.363 -4.005 3.992
BMP -0:113c -0.117 1.036 0.088 0.157 -3.417 3.603
CAMPBELL-WASLEY -0:067b -0.094 0.922 0.144 0.116 -2.893 3.158
CUMRANK-T -0:068b -0.096 0.944 0.148 0.165 -2.996 3.281
CUMRANK-Z -0:067b -0.094 0.959 0.170 0.144 -3.020 3.328
GRANK 0.016 0.062 1.038 0.011 0.113 -3.073 3.334
SIGN-COWAN 0:085b 0.102 0.973 -0.028 -0.081 -2.764 3.334
SIGN-GSAR-T 0:065b 0.000 0.993 0.018 -0.005 -2.804 3.284
SIGN-GSAR-Z 0:071b 0.000 1.084 0.030 0.034 -3.111 3.677
Panel D: Mean Med. Std. Skew. Kurt. Min. Max.
CAR( 10;+10)
CAR(-10,+10), % -0.056 -0.029 1.800 -0.136 0.018 -5.442 4.845
ORDIN -0.038 -0.015 0.967 -0.225 0.149 -3.332 2.749
PATELL -0:130c -0.108 1.105 -0.287 0.852 -5.208 4.129
BMP -0:100c -0.117 1.042 0.011 0.033 -3.092 3.759
CAMPBELL-WASLEY -0:048a -0.044 0.866 0.008 -0.071 -2.450 3.035
CUMRANK-T -0:050a -0.046 0.904 0.009 -0.039 -2.578 3.216
CUMRANK-Z -0:048a -0.046 0.923 0.003 -0.033 -2.895 3.061
GRANK 0:071b 0.063 1.053 -0.049 0.282 -3.645 3.942
SIGN-COWAN 0:180c 0.162 1.013 -0.052 0.295 -3.296 3.536
SIGN-GSAR-T 0:148c 0.241 0.997 -0.059 0.370 -3.275 3.423
SIGN-GSAR-Z 0:158c 0.283 1.090 -0.088 0.413 -3.677 3.677
and clearly from the theoretical value of zero than means of the other test statistics. It
can also be seen that the mean of the test statistic GRANK seems to deviate more slowly
from the theoretical value of zero than the means of the other test statistics. Importantly,
again all standard deviations of the test statistics are close to their theoretical values of
unity.
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6.2 Empirical Distributions
Table 2 reports Cramer-von Mises normality tests for ORDIN, PATELL, BMP, CAMP-
BELL-WASLEY, CUMRANK-Z, SIGN-COWAN and SIGN-GSAR-Z, and Cramer-
vonMises tests of CUMRANK-T, GRANK and SIGN-GSAR-T against a t-distribution
with appropriate degrees of freedom, depending on the length of the estimation win-
dow. Panel D of Table 2 deals the case where the estimation window consists of 239
days, and Panels A to C report the results in the cases where the estimation window is
shortened consisting only of 25, 50 and 100 days.
Table 2. Cramer-von Mises tests of the distributions. Superscripts a and b correspond
to the significance levels 0:05 and 0:01.
Panel A: AR(0) CAR(-1,+1) CAR(-5,+5) CAR(-10,+10)
L1=25
ORDIN 0.441 0.393 1:090b 2:194b
PATELL 0:626a 0.280 0.138 0.433
BMP 0.027 0.189 0.188 0.046
CAMPBELL-WASLEY 0.304 0.168 1:183b 4:995b
CUMRANK-T 0.374 0.125 0.289 0:710b
CUMRANK-Z 0.371 0.124 0.282 0:619a
GRANK 0.311 0.084 0.194 0:463a
SIGN-COWAN 0.334 0.212 1:294b 1:734b
SIGN-GSAR-T 0.250 0.210 1:243b 1:140b
SIGN-GSAR-Z 0:986b 0:848b 2:044b 2:010b
Panel B: AR(0) CAR(-1,+1) CAR(-5,+5) CAR(-10,+10)
L1=50
ORDIN 0.097 0.393 4:365b 0:743b
PATELL 0.307 0.280 0.332 0.208
BMP 0.060 0.189 0.288 0.081
CAMPBELL-WASLEY 0.140 0.086 0:851b 2:213b
CUMRANK-T 0.164 0.070 0.369 0.423
CUMRANK-Z 0.153 0.145 0.382 0.387
GRANK 0.125 0.038 0.177 0:624a
SIGN-COWAN 0.357 0.164 0:826b 1:828b
SIGN-GSAR-T 0.097 0.116 0:612a 1:205b
SIGN-GSAR-Z 0:533a 0:659a 1:191b 1:941b
(continues)
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Table 2 (continues).
Panel C: AR(0) CAR(-1,+1) CAR(-5,+5) CAR(-10,+10)
L1=100
ORDIN 0.059 0.166 0.355 0.387
PATELL 0.109 0:527a 0:686a 0.450
BMP 0.037 0.434 0:575a 0.319
CAMPBELL-WASLEY 0.096 0.090 0:781b 1:368b
CUMRANK-T 0.110 0.084 0:603a 0:581a
CUMRANK-Z 0.100 0.077 0:591a 0:497a
GRANK 0.105 0.036 0.167 0:657a
SIGN-COWAN 0.207 0.090 0:961b 3:011b
SIGN-GSAR-T 0.179 0.124 0:747b 2:450b
SIGN-GSAR-Z 0:772b 0:582a 1:214b 3:080b
Panel D: AR(0) CAR(-1,+1) CAR(-5,+5) CAR(-10,+10)
L1=239
ORDIN 0.054 0.218 0.350 0.196
PATELL 0.164 0:795b 1:488b 1:104b
BMP 0.066 0.625 1:277b 0:985b
CAMPBELL-WASLEY 0.085 0.092 0:849b 0:919b
CUMRANK-T 0.089 0.088 0:783b 0:629a
CUMRANK-Z 0.054 0.051 0:725a 0:487a
GRANK 0.074 0.029 0.143 0:541a
SIGN-COWAN 0.136 0.270 0:916b 2:994b
SIGN-GSAR-T 0.361 0.387 0:855b 2:400b
SIGN-GSAR-Z 0:918b 1:006b 1:288b 2:871b
When the estimation window consists of 239 days, Panel D of Table 2, the departures
from normality (t-distribution for CUMRANK-T, GRANK and SIGN-GSAR-T) of the
statistics are typically not statistically significant in for the AR(0) and CAR( 1;+1),
i.e., in the short CAR-windows. The departures from normality are statistically signifi-
cant only for PATELL, for CAR( 1;+1), and for SIGN-GSAR-Z for both AR(0) and
CAR( 1;+1). In the longer CAR-windows the normality (or t-distribution) is rejected
in many of the cases, in particular, for PATELL, BMP, CAMPBELL-WASLEY, SIGN-
COWAN, SIGN-GSAR-T and SIGN-GSAR-Z. Hence, the normality of the test statistic
SIGN-GSAR-Z is rejected for both short and long CAR-windows. For longer CAR-
windows of CAR( 5;+5) and CAR( 10;+10) the non-normality of the CAMPBELL-
WASLEY, in particular, is most likely due to the increasing bias in the standard error
shown in equation (40). The failing normality (or t-distribution) of PATELL, BMP,
SIGN-COWAN, SING-GSAR-T and SIGN-GSAR-Z with the long CAR-windows is
not that clear.
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Figure 1. The Q-Q plots for the test statistic CAMPBELL-WASLEY in cases where
the estimation window consists of 239 days and the event window consists
of 21 days.
In order to get a closer view of the null-distributions of the nonparametric test statistics
of CAMPBELL-WASLEY, CUMRANK-T, CUMRANK-Z, GRANK, SIGN-COWAN,
SIGN-GSAR-T and SIGN-GSAR-Z Figures 1 to 7 plot empirical quantiles from 1,000
simulations against theoretical quantiles of those test statistics for abnormal return
AR(0) and for cumulative abnormal returns in cases CAR( 1;+1), CAR( 5;+5) and
CAR( 10;+10) under the null hypothesis of no event effect. The quantile-quantile (Q-
Q) plot is a simple and powerful tool for comparing the empirical distributions against
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Figure 2. The Q-Q plots for the test statistic CUMRANK-T in cases where the esti-
mation window consists of 239 days and the event window consists of 21
days.
their theoretical distributions.5 If the statistics follow the theoretical distributions, the
plots should be close to the 45 degree diagonal line.
According to Figures 1 to 7 all the nonparametric test statistics considered and the
appropriate distributions seem to match quite well for short CAR-windows. Further-
more for longer CAR-windows the empirical and theoretical distributions of those test
5See e.g. Cleveland (1993) to get more information.
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Figure 3. The Q-Q plots for the test statistic CUMRANK-Z in cases where the esti-
mation window consists of 239 days and the event window consists of 21
days.
statistics seem to match quite well too, but in most of the cases not as well as for shorter
CAR-windows. According to Figures 1 to 3, especially in the case of CAR( 10;+10),
the Q-Q plots fall on a straight line in the middle but curve downward on the left and up-
ward on the right, which indicates that the tails of the empirical distributions of the test
statistics CAMPBELL-WASLEY, CUMRANK-T and CUMRANK-Z may be some-
what thinner than the tails of the theoretical distributions for CAR( 10;+10). While,
according to Figures 4 and 5, again especially in the case of CAR( 10;+10), the Q-
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Figure 4. The Q-Q plots for the test statistic GRANK in cases where the estimation
window consists of 239 days and the event window consists of 21 days.
Q plots fall on a straight line in the middle but curve slightly upward on the left and
downward on the right, which indicates that the tails of the empirical distributions of
the test statistics GRANK and SIGN-COWAN may be somewhat thicker than the tails
of the theoretical distributions for CAR( 10;+10). According to Figure 6 the Q-Q
plots for the test statistic SIGN-GSAR-T do not curve so clearly upwards or down-
wards. According to Figure 7 the Q-Q plots of the test statistic SIGN-GSAR-Z, for
AR(0), CAR( 1;+1), CAR( 5;+5) and CAR( 10;+10), curve upward on the left
and downward on the right, which indicates that the tails of the empirical distributions
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Figure 5. The Q-Q plots for the test statistic SIGN-COWAN in cases where the esti-
mation window consists of 239 days and the event window consists of 21
days.
of SIGN-GSAR-Z are in every case thicker than the tails of the normal distribution.
Table 2, Panels A to C, also reports the Cramer-von Mises test statistics in the cases
where the estimation window is shortened for consisting only of 25, 50 and 100 days.
Again the departures from normality (t-distribution for CUMRANK-T, GRANK and
SIGN-GSAR-T) of the statistics are typically not statistically significant in for AR(0)
and CAR( 1;+1). Again the normality of the test statistic PATELL is rejected in
some cases for short CAR-windows. Furthermore, the normality of the test statistic
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Figure 6. The Q-Q plots for the test statistic SIGN-GSAR-T in cases where the esti-
mation window consists of 239 days and the event window consists of 21
days.
SIGN-GSAR-Z is rejected for both AR(0) and CAR( 1;+1). The normality of the test
statistic ORDIN is not rejected when the estimation window consists of 239 days, Panel
D of Table 2, but is rejected for longer CAR-windows when the estimation window
consists only of 25 or 50 days, Panels A and B of Table 2. Hence, it seems that the
shortened estimation window does not have such a strong effect on the rejection of
the Cramer-von Mises test statistics for the other test statistics except the test statistic
ORDIN.
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Figure 7. The Q-Q plots for the test statistic SIGN-GSAR-Z in cases where the esti-
mation window consists of 239 days and the event window consists of 21
days.
6.3 Rejection Rates
Columns 2–4 in Table 3 report the left tail, right tail and two-tailed rejection rates (Type
I errors) at the 5 percent level under the null hypothesis of no event mean effect with
no event-induced volatility. Almost all rejection rates are close to the nominal rate of
0.05 for short CAR-windows of AR(0) and CAR( 1;+1). Only PATELL statistics
tend to over-reject the null hypothesis for two-tailed tests and SIGN-GSAR-Z statis-
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tics tend to over-reject for left and right tail tests as well as two-tailed tests. For the
longer CAR-windows of CAR( 5;+5) and CAR( 10;10) again ORDIN, GRANK
and SIGN-GSAR-T reject close to the nominal rate with rejection rates that are well
within the approximate 99 percent confidence interval of [0.032, 0.068]. For the longer
CAR-windows PATELL tends to over-reject in addition to the two-tailed tests on the
left tail also. The BMP statistic tends to somewhat over-reject the null hypothesis for
two-tailed tests for CAR( 10;+10) and the SIGN-COWAN statistic tends to over-
reject the null hypothesis for CAR( 10;+10) for right tail tests. For longer CAR-
windows the test statistic CAMPBELL-WASLEY under-rejects the null hypothesis for
right tail and two-tailed tests. In addition, CUMRANK-T and CUMRANK-Z seem
to somewhat under-reject the null hypothesis for CAR( 10;+10) for right tail tests.
For longer CAR-windows the SIGN-GSAR-Z statistic over-rejects the null hypothesis
again for left and right tail tests as well as two-tailed tests. Hence, SIGN-GSAR-Z
seems always to over-reject the null hypothesis.
As the Q-Q plots also have indicated, the distributions of the nonparametric test statis-
tics CAMPBELL-WASLEY, CUMRANK-T, CUMRANK-Z and SIGN-COWAN for
CAR( 10;+10) seem to differ from their theoretical counterparts. It seems that the
tails of the test statistic SIGN-GSAR-Z are fat in every case as well the Q-Q plots have
indicated. The fat tails of the test statistics SIGN-GSAR-Z may be the reason why the
Cramer-von Mises test rejects the normality of the test statistic in every case.
Columns 5–13 in Table 3 report the rejection rates under the null hypothesis in the
cases where the event-induced variance is present. ORDIN and PATELL tests over-
reject when the variance increases, which is a well-known outcome. At the highest
factor of c= 3:0 the Type I errors for both ORDIN and PATELL are in the range from
0.20 to 0.30 in two-tailed testing, that is, five to six times the nominal rate. For all other
test statistics, except ORDIN and PATELL, the rejection rates are quite similar in the
cases where the event induced volatility is present as in the cases where there is no event
induced volatility. Note that because test statistic SIGN-COWAN takes account only
of the sign of the difference between abnormal return and zero, and not for example
the sign of the difference between abnormal return and its median, the event-induced
volatility does not have any impact on the rejection rates of the test statistic SIGN-
COWAN. Hence, it can be concluded that all the other test statistics, except ORDIN
and PATELL, seem to behave quite well in the cases where the event induced volatility
is present.
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Table 4 reports the two-tailed rejection rates (Type I errors) at the 5 percent level
under the null hypothesis of no event mean effect when the estimation window con-
sists only of 25, 50 and 100 days. Generally the rejection rates are not very sen-
sitive to the length of the estimation window, when the CAR-window is short. For
AR(0) and CAR( 1;+1) PATELL test statistic over-rejects the null hypothesis in
cases where the estimation window is as short as 25 and 50 days. For CAR( 5;+5)
and CAR( 10;+10) test statistics ORDIN and CAMPBELL-WASLEY clearly under-
reject the null hypothesis when the estimation window is shortened. Hence, the sam-
ple size in particular seems to substantially affect the under-rejection of CAMPBELL-
WASLEY in the longer CAR-windows. For example, with CAR( 10;+10) the em-
pirical rejection rate is 0.005 with estimation window length of 25, which is one tenth
of the nominal rate. The test statistics CUMRANK-T and CUMRANK-Z also some-
what under-reject the null hypothesis when the estimation window is short, but clearly
not as much as the test statistic CAMPBELL-WASLEY. Again, when the estimation
window is 25, 50 or 100 days, the SIGN-GSAR-Z test statistic over-rejects the null hy-
pothesis. Hence, we can conclude that according to the rejection rates the test statistics
BMP, GRANK, SIGN-COWAN and SIGN-GSAR-T together with the test statistics
CUMRANK-T and CUMRANK-Z are the best options in special cases where the esti-
mation window is shorter than 239 days.
6.4 Power of the Tests
6.4.1 Non-clustered event days
The power results of the test statistics for two-tailed tests are shown in Panels A to D
of Table 5 and most of them are graphically depicted in Figures 8–11. The zero abnor-
mal return line in each panel of Table 5 indicates the Type I error rate and replicates
column 4 of Table 3 (i.e. there is no event-induced volatility). The rest of the lines
of Table 5 indicate the rejection rates for the respective abnormal returns shown in the
first column. For AR(0) the abnormal performance is artificially introduced by adding
the indicated percentage (a constant) to the day-0 return of each security. While, for
CAR( 1;+1), CAR( 5;+5) and CAR( 10;+10), the abnormal performance is in-
troduced by selecting one day of the CAR-window at random and adding the particular
level of abnormal performance to that day’s return.
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Figure 8. The power results of the selected test statistics for AR(0) with an abnormal
return ranging from  3 percent to +3 percent and when the event days are
non-clustered.
Figure 9. The power results of the selected test statistics for CAR( 1;+1) with an
abnormal return ranging from  3 percent to +3 percent and when the event
days are non-clustered.
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Figure 10. The power results of the selected test statistics for CAR( 5;+5) with an
abnormal return ranging from  3 percent to +3 percent and when the
event days are non-clustered.
Figure 11. The power results of the selected test statistics for CAR( 10;+10) with
an abnormal return ranging from  3 percent to +3 percent and when the
event days are non-clustered.
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Some of the tests tend to over-reject or under-reject the null hypothesis, as also re-
ported in previous section, which makes some power comparisons complicated or per-
haps even impossible. For example, because the test statistic SIGN-GSAR-Z over-
rejects the null hypothesis, it seems to be more powerful than some other statistics.
However, this kind of straightforward conclusion should not be drawn. In the same
way, it seems that the test statistic CAMPBELL-WASLEY looses its power for longer
CAR-windows faster than it does for CUMRANK-Z and CUMRANK-T. However,
according to Table 3 the test statistic CAMPBELL-WASLEY also under-rejects the
null hypothesis more than the test statistics CUMRANK-Z and CUMRANK-T for
longer CAR-windows, which may be the reason why it seems to be less powerful than
CUMRANK-Z and CUMRANK-T for longer CAR-windows. Therefore, the conclu-
sions on the power of the tests for longer CAR-windows should be drawn with caution,
because many of the test statistics over-reject or under-reject the null hypothesis espe-
cially when the CAR-window consists of 21 days. Figures 8–11 graphically present the
power properties for the test statistics, which do not over-reject or under-reject the null
hypothesis when the abnormal return is zero.6 There are four outstanding results. First,
for shorter and longer CAR-windows, ORDIN, which is based on non-standardized
returns is materially less powerful than the other test statistics that are based on stan-
dardized returns. Second, GRANK seems to be one of the most powerful tests for
shorter CAR-windows as well as for longer CAR-windows. Third, SIGN-COWAN
seems to be somewhat more powerful than SIGN-GSAR-T. Fourth, generally it seems
that, in cases where power comparisons are possible to make, the nonparametric test
statistics are at least as powerful as the parametric test statistics.
6.4.2 Clustered event days
Table 6 reports the Type I error and power results of the test statistics with clustered
event days. Hence, the event day is now the same day for each stock in the portfolio.
The zero abnormal return line in each panel again indicates the Type I error rates at
the five percent level under the null hypothesis of no event mean effect. Again, for
AR(0) the abnormal performance is artificially introduced by adding the indicated per-
centage (a constant) to the day-0 return of each security. While, for CAR( 1;+1),
CAR( 5;+5) and CAR( 10;+10), abnormal performance is introduced by selecting
6In other words, Figures 8–11 do not present the power properties for the test statistics BMP and
CAMPBELL-WASLEY for the case of CAR( 10;+10), and for the test statistics PATELL and SIGN-
GSAR-Z for the cases of AR(0), CAR( 1;+1), CAR( 5;+5) and CAR( 10;+10).
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one day of the CAR-window at random and adding the particular level of abnormal
performance to that day’s return.
Figure 12. The power results of the selected test statistics for AR(0) with an abnormal
return ranging from  3 percent to +3 percent and when the event days are
clustered.
Consistent with Section 4.4 and earlier results [e.g. Kolari and Pynno¨nen (2010)],
test statistics ORDIN, PATELL, BMP, CUMRANK-Z and SIGN-GSAR-Z together
with SIGN-COWAN are prone to material over-rejection of the true null hypothesis
of no event effect. According to Table 6 the nonparametric test statistics CAMPBELL-
WASLEY, CUMRANK-T, GRANK and SIGN-GSAR-T are muchmore robust to cross-
correlation caused by event day clustering. The power results of the test statistics
CAMPBELL-WASLEY, CUMRANK-T, GRANK and SIGN-GSAR-T, in the case of
AR(0), for clustered event days are graphically depicted in Figure 12. It seems that
when the event days are clustered, the test statistics CAMPBELL-WASLEY, GRANK
and CUMRANK-T are as powerful with each other while, the test statistic SIGN-
GSAR-T seems to be somewhat less powerful, but the difference is quite small. The
power comparisons of the test statistics CAMPBELL-WASLEY, CUMRANK-T and
GRANK for longer CAR-windows should be done with caution when the event days
are clustered, because those test statistics also somewhat over-reject the null hypo-
thesis for longer CAR-windows. It is notable that the over-rejection is not as clear
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Figure 13. The power results of the test statistic SIGN-GSAR-T for AR(0) with an
abnormal return ranging from  3 percent to +3 percent and when the
event days are non-clustered and clustered.
Figure 14. The power results of the test statistic SIGN-GSAR-T for CAR( 1;+1)
with an abnormal return ranging from  3 percent to +3 percent and when
the event days are non-clustered and clustered.
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Figure 15. The power results of the test statistic SIGN-GSAR-T for CAR( 5;+5)
with an abnormal return ranging from  3 percent to +3 percent and when
the event days are non-clustered and clustered.
Figure 16. The power results of the test statistic SIGN-GSAR-T for CAR( 10;+10)
with an abnormal return ranging from  3 percent to +3 percent and when
the event days are non-clustered and clustered.
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as for the test statistics ORDIN, PATELL, BMP, CUMRANK-Z, SIGN-COWAN and
SIGN-GSAR-Z. When the event days are clustered the test statistic SIGN-GSAR-T is
the only one that rejects for every CAR-window length close to the nominal rate with
rejection rates that are well within the approximate 99 percent confidence interval of
[0:032;0:068].
The power results in Table 6 are notably distinct from those in Table 5 in that the powers
tend to be discernibly lower in the clustered case. This is due to the information loss
caused by cross-correlation, which is discussed more detail in Kolari and Pynno¨nen
(2010). The non-clustered and clustered power properties of the test statistic SIGN-
GSAR-T, for the cases AR(0), CAR( 1;+1), CAR( 5;+5) and CAR( 10;+10),
are presented in Figures 13–16. Also these Figures reveal that the powers of the test
statistic SIGN-GSAR-T tend to be somewhat lower in the clustered case.
To summarize, the derived test statistics CUMRANK-T and SIGN-GSAR-T as well
the test statistics CAMPBELL-WASLEY and GRANK are quite robust faced with
clustered event days. In addition, the well-established asymptotic properties of SIGN-
GSAR-T and CUMRANK-T, their being robust against event-induced volatility, and
highly competitive power compared to tests that do not tolerate cross-correlation make
them useful robust testing procedures in event studies.
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7 DISCUSSION
The following section summarizes the findings of the previous sections on the event
study test statistics. In addition, recommendations for further research are made. The
previous sections presented new nonparametric testing methods for testing cumulative
abnormal returns (CARs). The main focus was on the nonparametric test statistics,
because they do not, for example, assume the stock returns to be normally distributed
[e.g. Cowan (1992)]. Earlier studies [e.g. Fama (1976)] have found that the distri-
butions of daily returns are fat-tailed relative to a normal distribution. Therefore, the
use of nonparametric test statistics is justified. However, most of the parametric test
statistics can be applied for testing CARs too. Hence, this study focused on deriving
the nonparametric rank and sign test statistics for testing CARs.
In Section 2 the general background of the nonparametric testing methods was pre-
sented. First, the definitions of the nonparametric testing methods were presented and
the conclusion is that the definition of nonparametric varies slightly depending on the
author. Second, the general advantages and disadvantages of the nonparametric testing
methods were described.
Section 3 dealt with the background of the event study testing methods. First, the
overview of the history of the event study was reported. Second, the outline of the
event study was presented. Third, the widely known parametric and nonparametric
event study test statistics were described. Fourth, the testing for CARs was described.
Section 3 concluded that the new rank and sign procedures derived in Section 4 make
nonparametric tests available for general application to the mainstream of event studies.
Section 4 shows that the variance estimator in the test statistic derived by Campbell
and Wasley (1993), called CAMPBELL-WASLEY, is biased and a new test statistic
CUMRANK-T, based on corrected variance estimator, is suggested instead of the test
statistic CAMPBELL-WASLEY. Also the test statistic CUMRANK-Z is presented as
a modified version of the test statistic introduced by Corrado and Truong (2008) for
scaled ranks. The generalized standardized abnormal returns (GSARs), derived by
Kolari and Pynno¨nen (2011), are used to extend the sign test in Corrado and Zivney
(1992) for testing CARs. The resulting new test statistics are called SIGN-GSAR-T and
SIGN-GSAR-Z. Consequently, Section 4 presented the rank test statistics CUMRANK-
T, CUM-RANK-Z and CAMPBELL-WASLEY as well as the sign test statistics SIGN-
GSAR-T and SIGN-GSAR-Z.
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Section 4 also included the presentation of the theoretical distributions of these non-
parametric test statistics. The main focus in this study has been on the test statistics
CUMRANK-T and SIGN-GSAR-T. For a fixed estimation period the asymptotic dis-
tributions of those test statistics are shown to be Student’s t-distributions with T  
2 degrees of freedom, where T is the length of the time series considered. It was
also found that for large T all the null distributions of the statistics CAMPBELL-
WASLEY, CUMRANK-T, CUMRANK-Z, SIGN-GSAR-T and SIGN-GSAR-Z can
be approximated by the standard normal distribution. The theoretical derivations indi-
cated that when the event-dates are clustered, the test statistics CAMPBELL-WASLEY,
CUMRANK-T and SIGN-GSAR-T behave better than the test statistics CUMRANK-
Z and SIGN-GSAR-Z. Hence, the theoretical derivations of Section 4 indicated that
the rank test statistic CUMRANK-T seems to have better properties than the rank test
statistics CAMPBELL-WASLEY and CUMRANK-Z, and the sign test statistic SIGN-
GSAR-T seems to have better properties than the sign test statistic SIGN-GSAR-Z.
Therefore, the theoretical derivations suggest use of the test statistics CUMRANK-T
and SIGN-GSAR-T in future research especially in cases where the event dates are
clustered.
The simulation design was presented in Section 5. The simulation approach is similar
to that widely used in several other methodological studies. The sample constructions
of the simulations study were presented together with the abnormal return model and
data used in the simulation study. Section 5 also presented the other test statistics used
in the simulation study, including the parametric test statistics ORDIN, PATELL and
BMP, and the nonparametric test statistics SIGN-COWAN and GRANK.
Section 6 presented the empirical results of the simulation study. The results of Section
6 are promising especially regarding the new test statistics CUMRANK-T and SIGN-
GSAR-T, because those statistics seem to also behave well in the empirical simulations.
In those empirical simulations the main focus was on four different points. First, the
sample statistics of the test statistics were studied. Second, the empirical distributions
of the test statistics were investigated. Third, the rejection rates were studied. Fourth,
the power properties of the test statistics were investigated.
While studying the sample statistics of the test statistics, it was noted that focusing only
on single day abnormal returns, AR(0), the means of all the test statistics are statisti-
cally close to zero. In longer event windows the means of the test statistics, albeit small,
start to deviate significantly away from the theoretical value of zero. The means of the
parametric test statistics PATELL and BMP deviate more rapidly from the theoretical
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value of zero than their nonparametric counterparts. Nonetheless, the standard devia-
tions of the all test statistics are quite close to unity as expected. Therefore, according
to the sample statistics of the simulation study, the nonparametric test statistics seem to
behave at least as well as the parametric test statistics.
The results of the empirical distributions indicated that particularly for short CAR-
windows a sample size of n = 50 series seems to be large enough to warrant the
asymptotic distributions of the nonparametric test statistics CAMPBELL-WASLEY,
CUMRANK-T, CUMRANK-Z, GRANK and SIGN-GSAR-T. It is notable that the
Cramer-von Mises test rejects the normality of the test statistic SIGN-GSAR-Z for
both short and long CAR-windows. The shortened estimation period does not have
such a strong effect on the rejection of the Cramer-von Mises test statistics for other
test statistics except the parametric test statistics ORDIN.
When studying the rejection rates, it was noted that the SIGN-GSAR-Z test statis-
tic over-rejects the null hypothesis in every case. Therefore, it seems that the tails
of the test statistic SIGN-GSAR-Z are fat, which maybe the reason why the Cramer
-von Mises test statistics rejected the normality of the test statistic SIGN-GSAR-Z.
The CAMPBELL-WASLEY test statistic seems to under-reject the null hypothesis for
longer CAR-windows for the upper tail and two-tailed tests. Therefore, consistent
with the theoretical derivations, the simulation results with actual returns confirmed
that in longer CAR-windows the test statistic CUMRANK-T tends to reject the null
hypothesis closer to the nominal rate than the rank test based approach suggested in
Campbell and Wasley (1993). The Campbell and Wasley statistic suffers from a small
technical bias in the standard error of the statistic that does not harm the statistic in
short CAR-windows, but causes under-rejection of the null hypothesis in longer CAR-
windows. The test statistics CUMRANK-T, CUMRANK-Z, GRANK, SIGN-COWAN
and SIGN-GSAR-T seem to reject close to the nominal rate in almost every case, and
also to be robust against volatility increases. The simulation results also revealed that
ORDIN and PATELL tests over-reject the variance increases, which is a well-known
outcome. Generally the rejection rates are not very sensitive to the length of the esti-
mation period, but the length of the estimation period seems to substantially affect the
under-rejection of CAMPBELL-WASLEY in the long CAR-windows. Hence, accord-
ing to the rejection rates at least, the nonparametric test statistics CUMRANK-T and
SIGN-GSAR-T together with the test statistics CUMRANK-Z, GRANK and SIGN-
COWAN seem to behave quite well.
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Both CUMRANK-T and SIGN-GSAR-T together with the other nonparametric test
statistics seem to have good empirical power properties. The test statistics CUMRANK-
T and SIGN-GSAR-T, in addition to the test statistics CAMPBELL-WASLEY and
GRANK, have also the advantage of being quite robust to cross-correlation (clustered
event days) of the returns. Test statistics ORDIN, PATELL, BMP, CUMRANK-Z,
SIGN-COWAN and SIGN-GSAR-Z seem to over-reject the null hypothesis when the
event days are clustered. The power comparisons of the test statistics CAMPBELL-
WASLEY, CUMRANK-T and GRANK for longer CAR-windows should be made with
caution when the event days are clustered, because those test statistics also somewhat
over-reject the null hypothesis for longer CAR-windows. It is notable that the over-
rejection of those test statistics is not so clear as the over-rejection of the test statis-
tics ORDIN, PATELL, BMP, CUMRANK-Z, SIGN-COWAN and SIGN-GSAR-Z. Ac-
cording to the empirical simulations, when the event days are clustered the test statistic
SIGN-GSAR-T is the most optimal choice, because it is the only one, which rejects
close to the nominal rate with rejection rates that are well within the approximate 99
percent confidence interval of [0:032;0:068].
The previous sections introduced many new results and opened up new perspectives on
viewing event study tests. For practical reasons, the event studies have often focused on
parametric test statistics, because the parametric test statistics are usually quite widely
known, easy to use and can usually be used both for single day abnormal returns as well
as for cumulative abnormal returns. As demonstrated in the previous sections, however,
the parametric test statistics are not usually the optimal choices. The empirical results
of this study indicated that some attention should also be paid to the data which is inves-
tigated. The simulation results indicate that, for example, if the returns are not normally
distributed, there exists event induced variance or the event days are clustered, the new
nonparametric test statistics CUMRANK-T and SIGN-GSAR-T would be more effec-
tive choices than the traditional parametric test statistics, such as ORDIN, PATELL and
BMP. Hence, the results of this study suggest choosing the event study testing method
according to the situation, and trusting that in some cases nonparametric test statistics
can be a better choice than traditional parametric test statistics.
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A APPENDIX
In this appendix the properties of the sign of the GSAR are shown. Therefore, the
theoretical expectation and variance ofGit as well as the theoretical covariance between
Git and Gis, t 6= s, t;s = 1; : : : ;T , in both of the cases T = L1+1 being even and odd,
are derived. Using equations (48) to (51) it is straightforward to see that
E[Git ] = 0 (A.1)
and
var[Git ] =
(
1; for even T
T 1
T ; for odd T :
(A.2)
Again, if t 6= s, it is straightforward to verify the following probabilities
Pr[GitGis = 1] =
( T
2 1
T 1 ; for even T
T 3
2T ; for odd T ;
(A.3)
Pr[GitGis = 0] =
(
0; for even T
2
T ; for odd T
(A.4)
and
Pr[GitGis = 1] =
( T
2
T 1 ; for even T
T 1
2T ; for odd T :
(A.5)
Furthermore for T being even
cov[Git ;Gis] = E[GitGis] =  1T  1 (A.6)
and for T being odd
cov[Git ;Gis] = E[GitGis] =  1T : (A.7)
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B APPENDIX
In this appendix the proofs for the Theorem 4 and the Theorem 5 are given. In these
proofs, T = T2  T0, when focusing on the rank test statistics (Z3 and Z4). While,
T = T1 T0+ 1, when focusing on the sign test statistics (Z6 and Z5). The following
lemmas are utilized in the proofs of the Theorem 4 and the Theorem 5 and the proofs
of these lemmas can be obtained as special cases from Pynno¨nen (2010).
Lemma 1. Define
x=Qy;
where Q is a T T idempotent matrix of rank r  T and y = (y1; : : : ;yT )0 is a vector
of independent N(0;1) random variables, such that y  N(0;I), where I is a T  T
identity matrix. Furthermore, let m be a T component column vector of real numbers
such that m0Qm> 0. Then
zm =
m0x=
p
m0Qmp
x0x=r
(B.1)
has the distribution with density function
fzm(z) =
G(r=2)
G [(r 1)=2]prp

1  z
2
r
 1
2 (r 1) 1
; (B.2)
when jzj<pr, and zero otherwise, where G() is the gamma function.
Lemma 2. Under the assumptions of Lemma 1
tm = zm
s
r 1
r  z2m
(B.3)
is distributed as the Student t-distribution with r 1 degrees of freedom.
The proofs of the following theorems are adapted from Kolari and Pynno¨nen (2011).
Proof of Theorem 4: In order to derive the asymptotic distribution of the modified
CAMPBELL-WASLEY statistic, Z3, defined in equation (41), the deviations of cross-
sectional average abnormal (scaled) ranks Kit defined in (14) from their expected val-
ues, 1=2, are collected to a column vector di=(di;1;di;2; : : : ;di;T )0, where di;t =Ki;T0+t 
1=2, t = 1; : : : ;T = T2 T0. The prime denotes transpose and i = 1; : : : ;n with n the
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number of series. Similarly, in order to derive the asymptotic distribution of the Z6
defined in equation (57), the Gits defined in (47) are collected to a column vector
Gi = (Gi;T1 ;Gi;T2; : : : ;Gi;T )
0, where T = T1 T0+1. The prime denotes again transpose
and i = 1; : : : ;n with n the number of series. Then by assumption the random vec-
tors dis and Gis are independent and, by Proposition 1 and Proposition 4, identically
distributed random vectors such that
E [di] = 0; (B.4)
E [Gi] = 0; (B.5)
cov [di] =
T  1
12(T +1)
 
(1 r)I+r ii 0 (B.6)
and
cov [Gi] =
(
(1 r)I+rii 0; for even T
T 1
T [(1 r)I+rii 0]; for odd T :
(B.7)
Again i = 1; : : : ;n. Furthermore i is a vector of T ones, I is a T T identity matrix,
and
r =  1
T  1 : (B.8)
Thus, the covariance matrixes in (B.6) and (B.7) become
cov [di] =
T
12(T +1)

I  1
T
ii 0

(B.9)
and
cov [Gi] =
(
T
T 1
 
I  1T ii 0

; for even T 
I  1T ii 0

; for odd T :
(B.10)
It should be noted that the matrix I  T 1ii 0 is an idempotent matrix of rank T   1,
which implies that covariance matrixes (B.9) and (B.10) are singular. However, because
dis and Gis are independent with zero means and finite covariance matrixes (B.9) and
(B.10), the Central Limit Theorem applies such that
p
nd¯ d!

T
12(T +1)
 1
2
x; (B.11)
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p
nG¯ d!

T
T  1
 1
2
x; (B.12)
when T is even and p
nG¯ d! x; (B.13)
when T is odd, as n! ¥, where
x N(0;Q); (B.14)
with the (idempotent) singular covariance matrix
Q= I  1
T
ii 0: (B.15)
In (B.11) d¯ = (d¯1; : : : d¯T )0 with
d¯t =
1
n
n
å
i=1
dit =
1
n
n
å
i=1

Ki;T0+t 
1
2

; (B.16)
the time t cross-sectional mean of the deviations Ki;T0+t   1=2 of the scaled ranks,
t = 1; : : : ;T . Note that the sum of di;t over the time index t is zero for all i = 1; : : : ;n,
i.e., i 0di = 0 for all i = 1; : : : ;n, which implies that i 0d¯ = 0. In (B.12) and (B.13),
G¯= (G¯1; G¯2; : : : ; G¯T )0 with
G¯t =
1
n
n
å
i=1
Git ; (B.17)
where again t = 1; : : : ;T . Note that the sum of Gi;t over the time index t is zero for all
i= 1; : : : ;n, i.e., i 0Gi = 0 for all i= 1; : : : ;n, which implies that i 0G¯= 0.
Let it1;t2 be a column vector of length T with ones in positions in the event window
from t1 to t2 and zeros elsewhere. Then Z3 defined in equation (41) can be written as
Z3 =
i 0t1;t2 d¯p
d¯0d¯
s
T (T  1)
t(T   t) =
i 0t1;t2 d¯=
p
t(T   t)=Tq
d¯0d¯=(T  1)
: (B.18)
Defining in Lemma 1
m= it1;t2 (B.19)
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and
Q= I  1
T
ii 0; (B.20)
the following can be obtained
m0Qm=
t (T   t)
T
; (B.21)
such that the ratio zm in (B.1) becomes
Zm1 =
i 0t1;t2x=
p
t(T  1)=Tp
x0x=(T  1) : (B.22)
Similarly, let i0 be a column vector of length T = T1 T0+ 1 with one in position in
the event day t = 0 and zeros elsewhere. Then Z6 in equation (57) can be written as
Z6 =
i 00G¯q
G¯0G¯=T
=
i 00G¯=
p
(T  1)=Tq
G¯0G¯=(T  1)
: (B.23)
Defining now in Lemma 1
m= i0 (B.24)
and
Q= I  1
T
ii 0; (B.25)
following can be written
m0Qm=
(T  1)
T
; (B.26)
such that the ratio zm in (B.1) becomes
Zm2 =
i 00x=
p
(T  1)=Tp
x0x=(T  1) : (B.27)
The distributions of Zm1 and Zm2, after arranging term, have the density function,
fZm1(z) = fZm2(z) =
G [(T  1)=2]
G [(T  2)=2]p(T  1)p

1  z
2
T  1
 1
2 (T 3)
(B.28)
for jzj<pT  1 and zero elsewhere.
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Because of the convergence results in (B.11), (B.12) and (B.13) and that the functions
h(d¯) =
i 0t1;t2 d¯=
p
t(T   t)=Tq
d¯0d¯=(T  1)
(B.29)
and
h(G¯) =
i 00G¯=
p
(T  1)=Tq
G¯0G¯=(T  1)
(B.30)
are continuous, the continuous mapping theorem implies h(d¯) d! h(x) and h(G¯) d!
h(x). That is,
Z3 =
i 0t1;t2 d¯=
p
t(T   t)=Tq
d¯0d¯=(T  1)
d! i
0
t1;t2x=
p
t(T  1)=Tp
x0x=(T  1) = Zm1; (B.31)
and
Z6 =
i 00G¯=
p
(T  1)=Tq
G¯0G¯=(T  1)
d! i
0
0x=
p
(T  1)=Tp
x0x=(T  1) = Zm2; (B.32)
which implies that the density function of the limiting distribution of Z3 and Z6 for
fixed T , as n! ¥, is of the form defined in equation (B.28), completing the proof of
Theorem 4.
Proof of the Theorem 5: By the proof of Theorem 4, Z3
d! Zm1, where Zm1 is defined in
equation (B.22) with r = T  1. Similarly, Z6 d! Zm2, where Zm2 is defined in equation
(B.27) with r = T   1. Again because the function g(z) = z
p
(T  2)=(T  1  z2) is
continuous, for jzj <pT  1, the continuous mapping theorem implies Z4 = g(Z3) d!
g(Zm1) and Z5 = g(Z4)
d! g(Zm2). That is,
Z4
d! Zm1
s
T  2
T  1 Z2m1
and
Z5
d! Zm2
s
T  2
T  1 Z2m2
;
where the distributions of the right hand side expression are by Lemma 2 the t-distributions
with T  2 degrees of freedom, completing the proof of Theorem 5.
