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ABSTRACT
Theoretical investigations of the phase diagrams and the structural properties of
various Hamiltonians near their equilibrium phase transitions are presented. First,
a lattice model of polar liquid crystals has been developed to study exotic reentrant
phenomena in mixtures and bicritical phenomena in pure systems.
Following this, a study of first-order phase transitions in simpler fluids composed
of particles interacting only by exclusion interactions is presented. This work treats
the full orientational and translational degrees of freedom of the constituent parti-
cles using the density-functional approach, which allows calculation of the Landau
parameters that couple to combinations of order parameters ab initio. A theory for
the effect of molecular anisotropy on transitions to phases with either of or both posi-
I;ional and orientational order, and a description the thermodynamics of hard-sphere
solids, including their elastic properties have thus been obtained.
At a tricritical point, properties of interest change from the microscopic to the
macroscopic. A study of a paradigm for the tricritical point, the two-dimensional
Potts model, based on a Monte Carlo renormalization-group approach is presented.
T he decrease in irrelevance of the next-to-leading thermal eigenvalue at the Potts
fixed point is demonstrated as Q, the number of states, is increased toward Q = 4.
The advent of the characterization of patterns resulting from nonlinear dynami-
cal systems has revealed that an infinite number of observable scaling exponents can
be defined, which are nontrivially related in many cases. A study of the correspon-
dence between simple statistical models and certain multifractal trees indicates that
miultifractal measures can be classified according to aspects of their geometry that
correspond to elementary excitations.
Finally, a nesw type of scaling analysis is presented that reveals some previously
unreported properties of critical phenomena. This idea, which is based on the study
of the scaling of moments of an order parameter distribution, will be compared and
contrasted to multifractal scaling analysis of singular measures.
Thesis Advisor: A. Nihat Berker
Professor, Department of Physics
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Chapter 1
:introduction
'For us, Ph.D. means 'Phase Diagrams'" - J. O. Indekeu, August 1986
8
1.1 History of the Study of Phase Transitions
MIodern condensed matter theory emphasizes the understanding of emergent proper-
ties of physical systems composed of many interacting constituents. These emergent,
generally macroscopic properties, such as the average density of a fluid, the net mag-
netization of a spin system, or the electrical conductivity of a solid are almost always
analytic functions of thermodynamical coordinates such as temperature, pressure, or
electromagnetic fields. The exceptions to this analytic behavior are of crucial impor-
tance: they are the points at which phase transitions occur, and where macroscopic
properties of a physical system change dramatically.
The phase transitions that we encounter most frequently are of course the melting
and vaporization transitions of water. These are examples where the density and
internal energy change discontinuously at the transition, and accordingly these are
termed discontinuous, or first-order phase transitions. If we follow the vaporization
line for a fluid system, we find that the density difference between the coexisting
liquid and gas phases decreases (as pressure and temperature increase, generally) to
zero. Beyond this point, the critical point, there is no phase transition to be found
between the two fluid phases. The nonanalyticity at the critical point is a different
type of phase transition: the first derivatives of the thermodynamical potential are
continuous, but higher derivatives display divergences. A phase transition of this
type may be termed critical, continuous, or second-order (if the specific heat and
susceptibilities diverge).
The nonanalyticities at continuous phase transitions often are of power-law form.
In a magnetic system, it is found that as a function of distance from the critical point
along the temperature direction t = (T - T)/Tc, the specific heat diverges as Itl- l,
the bulk magnetization rises from zero upon entering the ordered phase as Itl", and
the susceptibility, the response of the order parameter to a field that linearly couples
to it, diverges as Itl - ' . The indices c, fi, and are known as critical exponents. Ex-
perimentally, it is found that the critical exponents are the same for many seemingly
9
unrelated physical systems (eg. certain liquid-gas, binary alloy, and ferromagnetic
transitions share the same critical exponents), suggesting that the understanding of
critical phenomena will lead to an understanding of the relationships between diverse
physical systems. Systems with the same critical exponents are said to belong to the
same universality class.
The theoretical study of critical phenomena began with the identification of the
order parameter as the fundamental object of interest. The expectation value of the
order parameter is typically zero in the high-symmetry disordered phase, and nonzero
in the ordered phase, where the symmetry of the system is broken. Examples of order
parameters are the bulk magnetization and the liquid-gas density difference for the
ferromagnetic and liquid-gas systems mentioned previously.
Landau[1] recognized that by writing a free energy functional analytic in the order
parameter and invariant under the symmetry group of the microscopic Hamiltonian,
the minimization of the resulting functional under the assumption of a uniform value
of the order parameter led to a theory of spontaneous symmetry breaking. The
'Landau parameters' that appear in front of the various symmetry-invariant order-
parameter combinations are presumed to follow from the Hamiltonian, and often
enough is known about them from symmetry considerations alone to describe the
qualitative phase diagram in terms of thermodynamical coordinates. The critical
exponents of Landau theory for all dimensionalities of space, and for all types of
order parameters are a = 0 (specific heat discontinuity), : = 1/2, and y = 1. Too
much universality is thus obtained, in disagreement with experiments and with many
available exact results.
The failure of this 'classical' theory, equivalent to the older theories of van der
VVaals[2] and of Curie and Weiss[3] for critical behavior in liquid-gas and magnetic
systems, is due to the fact that it relies on the assumption of a uniform order pa-
rameter and thus ignores fluctuations that will generally tend to promote disorder.
Fluctuations become more important in systems of lower dimension, where they can
10
more effectively block coherent effects.
The effects of fluctuations were studied by Ginzburg[4], who showed how below a
certain 'upper critical dimension', they modify the critical behavior. For the liquid-
gas and magnetic critical points, this dimension is du = 4. For low enough dimensions,
it can be shown that disorder is preferable at all temperatures above zero, suggesting
a 'lower critical dimension' below which no finite-temperature critical behavior can
be observed. This d is usually 2 or 1, depending on if the Hamiltonian is invariant
under a continuous or discrete transformation of the order parameter. The goal of the
modern theory of critical phenomena is to identify the order parameter, to thereby
understand the upper and lower critical dimensions, and then to understand the
nature of the phase transitions between these two limits of space dimension.
The key to the modern understanding of critical phenomena was Kadanoff's
realization[5] that because the correlation length diverges at the critical point, a
rescaling of space x' = x/b, accompanied by a suitable coarse-graining of the mi-
croscopic degrees of freedom, corresponds to a transformation of the underlying free
energy functional to a new functional of the same form. Kadanoff showed how this
picture could explain relations between the critical exponents, and suggested that the
details of the rescaling of the temperature and magnetic interactions near the critical
point would lead to determination of the exponents.
Wilson achieved this goal through the invention of the momentum-space renormal-
ization group[6]. This allows a expansion in powers of the deviation from the upper
critical dimension e = d, -d to be obtained for the critical exponents. This systematic
approach to the problem demonstrated that in principle, critical phenomena could be
understood using the rescaling approach.
Much has been learned about critical phenomena since the development of the
momentum-space RG, both through its extension to different sorts of critical phe-
nomena, and through the use of nonperturbative position-space formulations of the
RG. However, problems remain with the use of the RG for low dimensions: for d = 2, e
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is large, and the expansion appears ill-behaved, while the nonperturbative approaches
can lead to erroneous results due to their uncontrolled nature.
Fortunately, new tools continue to appear such as the generalization of the idea
of scale invariance to invariance under conformal transformations[7] that has led to
a general classification scheme for many two-dimensional critical phenomena. The
study of conformal invariance also has led to much new information about criticality in
higher dimensions. New exact solutions to statistical models and new techniques, such
as mappings to the Coulomb gas[8], have given us other types of exact information
about critical phenomena in d = 2. The study of critical phenomena, particularly in
the presence of disorder, seems to present countless avenues of research.
The study of critical phenomena has led us to develop the renormalization group,
and has taught us to apply it to situations where there are scaling symmetries. This
general utility of the RG has led to applications of it in areas outside of the realm
of equilibrium phase transitions, such as the study of dynamical critical phenom-
ena, many-body quantum mechanics, the transition to chaos in nonlinear dynamical
systems with small numbers of degrees of freedom, and the characterization of scale-
invariant patterns that appear in strongly driven nonequilibrium systems. The ideas
of critical exponents, scaling laws, and universality are thus no longer confined to the
annals of statistical mechanics.
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1.2 Structure and Scaling Near Phase
Transitions
Although critical phenomena can be classified as belonging to one or another of a
small number of universality classes, other aspects of the phase transitions that are
observed in a given physical system depend in a complicated way on the details of the
underlying Hamiltonian. The location of the transitions in terms of thermodynamical
coordinates, the nature of the global phase diagram, and the identification of the
important order parameter for a particular transition are all problems that are related
directly to the interactions and degrees of freedom in the Hamiltonian.
Complex liquid systems such as polymers, micelles, microemulsions, liquid crys-
tals, membranes, colloids, and gels all possess complicated phase diagrams due to the
competition and interaction between different orderings. The number of Landau pa-
rameters necessary to consider even a small set of order parameters seriously impairs
the theoretical understanding of phase transitions in these cases. Thus, it is often
advantageous to consider microscopic models for these systems to build intuition and
provide guidance for more systematic studies.
In Chapter 2, a model for transitions between the smectic Al and Ad and the
nematic phases of polar liquid crystals is discussed. The spectacular reentrant phe-
nomena observed experimentally are seen in this model, and in this chapter I describe
the development of a theory of phase transitions in mixtures of these materials[9]. I
obtain an expanded set of possible phase diagrams, which include many correspond-
ing to experimental results. Also discussed will be the inclusion of second-neighbor
intralayer interactions and their effect on the theoretical phase diagram. The addi-
tional interactions cause the transition between the two smectics to become first order
at low temperatures rather than occuring via continuous transitions to an interme-
diate nematic phase. The resulting phase diagram is in qualitative agreement with
experimental results[10].
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A more systematic approach to the development of theories for phase transitions
starting with a true fluid Hamiltonian is outlined in Chapter 3. Using results from the
functional perturbation theory of liquids, a density-functional expansion of the grand
thermodynamical potential can be constructed, where the expansion parameter is
the difference between the expectation values of the one-body density operator in the
isotropic and ordered phases. Minimizing the functional over the one-body density
results in a mean-field theory of phase transitions, and in principle, fluctuations can
be taken into account using standard methods of many-body theory.
I have applied this program to the transitions in fluids composed of hard cores
of anisotropic shape, and I have found that with the use of liquid state information
obtained from a variational study of the Percus-Yevick integral equation, this theory
correctly describes the effect of hard-core anisotropy on crystallization transitions,
and properly describes transitions to the nematic liquid crystal phase[11, 12]. I also
present some exact results for a one-dimensional fluid that elucidate the problems with
previous approaches by indicating some basic aspects of liquid structure of anisotropic
fluids that have not been widely appreciated[13].
Finally, I present a technique that allows the perturbative density functional ex-
pansion to be summed to all orders. To second order, this approach reproduces the
theory studied previously, and at higher orders, all two-point sum rules are satis-
fied exactly. I have applied this theory to the study of hard-core fluids, with results
in good agreement with available simulation data. Finally, I present a rather com-
plete calculation of thermodynamics of the hard-sphere solid, and discuss the future
developments that seem likely to impact this field.
In Chapter 4 I discuss the use of a combination of the position-space renormaliza-
tion group and Monte Carlo simulation in a study of the scaling behavior associated
with the tricritical and critical phenomena observed in the two-dimensional Q-state
Potts model. We find that this technique reveals a slightly irrelevant thermal direc-
tion as Q = 4 is approached. This presumably corresponds to an additional relevant
14
direction leading to flows away from the critical Potts fixed point, and the appearance
of a first-order transition, for Q > 4.
Scale invariant patterns appear in many driven, nonequilibrium dynamical sys-
tems, as well as at critical points of equilibrium statistical systems. Scaling analyses
of attractors of dynamical systems, growth probabilities of diffusion-limited aggre-
gation clusters, and other nonlinear phenomena indicate that there can be infinite,
universal sets of scaling exponents. Chapter 5 first addresses geometrical objects
which possess these multifractal scaling properties in the context of the growth of
'trees' which develop asymptotically multifractal cross-sections. The computations
of the multifractal spectra for these objects correspond to computations of the free
energy of statistical-mechanical systems. This suggests that there may be 'univer-
sal' singularities observable in these spectra[14]. I present some preliminary studies
indicating that these properties are readily observable using analysis of typical ex-
perimental data sets[15]. An application of these ideas linking the zero-temperature
behavior of one-dimensional statistical models to the structure of the period-doubling
attractor is presented, and the role of disorder and possibilities for the observation of
'finite-temperature' singularities are discussed.
The second half of Chapter 5 reports the result of multiscaling analysis applied to
the study of the geometry of critical phenomena. The application of a scaling analysis
of the qth moments of the spin distribution of a critical d = 2 Ising model shows that
the exponents depend nonlinearly on q. This is surprising, since we know that the
a-point correlation function scales as bqxh under a scaling transformation x' = x/b,
where 2 xh = r is the usual two-point correlation function exponent. Perspectives for
this problem are discussed.
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Chapter 2
Mixtures and Bicritical Points in
the Frustrated Spin-Gas Theory of
Reentrant Polar Liquid Crystals
16
2.1 Introduction
Based on the study of simple statistical models with only one order parameter, we
in general anticipate that at lower temperatures, more 'ordered' phases are observed.
However, when there is more than one ordering possible in a system, the competi-
tion between the different orderings can lead to 'reentrance', the reappearance of a
disordered phase at temperatures below (or pressures above) an ordered phase. First
observed in 1921 in experiments on ferroelectric phase transitions in Rochelle salt[16]
(which is a ferroelectric only between -18 and 24 degrees Celsius at standard pres-
sure), reentrant phase transitions have been seen in liquid crystals[17] and magnetic
superconductors[1S], as well as in many other experiments on condensed matter.
From a theoretical perspective, the unifying feature of these diverse reentrant phe-
nomena is the existence of more than a single ordering, and that there is 'frustration'[19]
of the order parameters. Frustration of the ordering of a system results from the com-
petit:ion between different possible 'goals' of a many-body system where the pursuit
of one goal interferes with the successful realization of others. The state that a sys-
tem chooses (at least if it reaches thermodynamical equilibrium) is that with the
lowest Helmholtz potential, F £ - TS, where E, S, and T are energy, entropy,
and temperature. Disordered states have higher entropies, thus there may be phase
transitions to a disordered phase from an ordered phase as temperature is lowered if
the energy cost of frustration effects in the ordered states is large. This phenomenon
is seen most clearly in the theoretical study of phase transitions in magnetic systems
with competing ferromagnetic and antiferromagnetic interactions[20].
Liquid crystal systems have strongly coupled orientational and positional molec-
ular degrees of freedom, and typically display a variety of mesophases between the
isotropic fluid phase and the inevitable low-temperature crystal phases. These are
typically the nematic fluid(with long-range orientational order, but no translational
order), smectic A (in addition to having orientational order, the smectic A phases have
weak translational ordering in the form of a one-dimensional density wave; perpen-
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dicular to this density wave, the phase is liquid-like), and other, more exotic smectic
phases. Since the discovery by Cladis[17] of the reentrant nematic and smectic phases
in mixtures of the liquid crystals HBAB and CBOOA, experiments on polar liquid
crystals have revealed steadily more spectacular phase diagrams, the most involved of
1which display multiple reentrances where the nematic and smectic A phases are alter-
nately encountered up to three times as temperature is reduced, both in mixtures[21],
and in pure materials[22].
In these systems, the rather strong dipole-dipole interactions cancel, and frustra-
tion is thus inevitable, under the close-packing conditions of the liquid state. Berker
and NWalker introduced a model for the pure materials which included the dipole-dipole
interactions of molecules with positional and orientational degrees of freedom[23] and
discovered that reentrant phenomena appeared quite naturally for values of parame-
ters in the model that were quite physical. The advantage of this microscopic approach
is that the parameters are readily understandable, and allow the effects of details of
molecular structure to be studied.
The price that is paid for this descriptive power is the discretization of the degrees
of freedom of the molecules, and the approximation of studying the statistical me-
chanics via a prefacing transformation to an Ising spin system. An important feature
of this work is the necessity of energetically favorable positions of 'permeation' (the
motion of the molecules along the director axis), which is taken to be a consequence
of corrugations along the hydrocarbon tails of the molecules.
Further work on this model by Indekeu and Berker revealed the existence of multi-
ple ('quadruple') reentrances[24] in a restricted range of parameter values. This com-
plex phase diagram is in qualitative agreement with that seen in experiments[21, 33],
and moreover, the structure of the model molecules that lead to these phase diagrams
is similar to that of the experimental materials[25]. Other details of the phase transi-
tions such as relative sizes of specific heat anomalies at different transitions also agree
well with experimental results[26].
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There are many unanswered questions concerning this model, and in this Chap-
ter, I will focus on two of them. One concerns the fact that the model as developed
above applies to pure materials, while experimental results for mixtures are more
numerous. Mixture experiments access a larger space of parameters and hence lead
to even more diverse diagrams than the pressure-temperature experiments on pure
systems. In Section 2.2, mixtures of polar liquid crystals are studied microscopically
via the development of the frustrated spin-gas theory. Phase diagrams are calculated
in the composition and temperature variables, with nematic, smectic Ad, and smectic
A1 phases joined in a variety of topologies, including multiple reentrances and bub-
bles. Thus, experimentally observed topologies are reproduced and new topologies
are presented. It is found that the doubly and quadruply reentrant phase diagrams,
seen experimentally in mixtures of successive homologs such as DB,ON0 2, are ob-
tained for molecules with steric hindrance increasing with tail length. These model
mixtures also yield reentrant phase diagrams in the pressure- temperature plane that
are similar to those seen experimentally.
One aspect of the spin-gas model as described in Section 2.3, and which is common
to all of the previous calculations is that the smectic Ad-smectic Al-nematic bicritical
point is observed at zero temperature, while in experiment, the meeting of the two
nematic-smectic transition lines is seen at a finite temperature, below which there can
be a direct A1 -Ad phase transition of first order[10]. In Section 2.3, we consider this
question via consideration of the effect of further-neighbor interactions on the phase
diagrams. It will be shown that the inclusion of second-neighbor interactions in the
microscopic Hamiltonian leads to second-neighbor interactions in the resulting effec-
tive spin system. This causes the bicritical point to move to nonzero temperatures,
below which a first-order transition between the smectic phases is observed.
19
2.2 Mixtures in the Frustrated Spin-Gas Theory
of Reentrant Polar Liquid Crystals
by J. F. Marko, J. O. Indekeu and A. Nihat Berker
2.2.1 Introduction
If, in a certain physical system, different types of degrees of freedom fluctuate
with similar energy scales, the phase transition phenomenon of reentrance is possible:
As the system is cooled, one type of degree of freedom may achieve long-range order,
but may disorder upon further cooling. The latter is a reentrant phase transition. It
is due to the interplay of entropy and energy between the different types of degrees
of freedom.
Liquid crystal systems of polar molecules have been observed to exhibit reen-
trant phase transition phenomena, involving nematic, smectic Ad, and smectic Al
phases[17, 21]. In recent years, a microscopic theory[23, 24] of these systems has been
developed, addressing the coupled positional and orientational degrees of freedom of
the molecules. This "frustrated spin-gas theory" has produced [23, 24, 25, 26, 27,
28, 29] reentrant phase diagrams and other observed properties, in quite satisfactory
agreement with experiments.
Mixing different liquid crystals greatly increases the range of observed reentrance
phenomena, which motivates the current extension of the theory. The particulate
character of the spin-gas theory microscopically distinguishes molecules of different
structures and interactions, and thus allows extension to mixtures of different species.
WIVe obtain a variety of phase diagrams in the composition and temperature variables,
exhibiting multiple reentrances and bubbles[30], i.e. regions of one phase totally
enclosed by one other phase. Thus, experimentally observed topologies are reproduced
and new topologies are presented.
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2.2.2 The Frustrated Spin-Gas Theory and Liquid Crystal
Mixtures
The molecules that we are concerned with are distinguished by two features: A dipolar
head (typically a -NO 2 or -CN group) and a hydrocarbon tail. The statistical
possibility of frustration, namely the cancellation of the dipolar interactions between
a given molecule and many of its neighboring molecules, under certain positional
arrangements, is unavoidable under the close-packing conditions of the liquid state.
Furthermore, via the corrugated architecture of the tails, the neighboring molecules
provide 'substrate fields' to each others' positional fluctuations. These effects are at
the heart of the spin-gas theory.
The dipolar interaction between two molecules is
sl §2 - 3(§1' r12)(2 ° r1 2 )Vd(rl, l, r 2 , 2 ) = B S2 3( r1 2)(92 2) (2.1)
where the unit vector i and the vector ri give the orientation and position of the
dipole of molecule i, rl2 = r - r2, and rl2 = r12/lr 12 1. For simplicity, we shall use the
same dipole strength B for all components in the mixture (whereas other microscopic
features, the tail lengths and the tail-tail interactions, will be differentiated, as seen
blelow). The tail-tail interaction between two molecules of species a and d is rendered
by
Vt(rl,l, r2, 2) = Ja,0 i S2/1r1213, (2.2)
where J < 0 reflects dominant tail-tail van der Waals attraction and J, > 0
reflects dominant tail-tail steric hindrance. For the interaction between different
species, ca /3, the arithmetic average is used,
j J= + (2.3)
A, more complicated tail-tail interaction can also be used. In the present case, the
21
total interaction is
V12(rl, 1 , r 2, 2 ) = Vd + Vt =Al 1 - 3B(l 1 r12)(s2 r12) (2.4)
IrI213
where A,2 = B + Jo.
The calculation proceeds with the consideration of nearest-neighbor triplets of
molecules, which is the smallest cluster to include frustration effects and which al-
lows the accounting of correlated molecular triplets as well as correlated molecu-
lar dimers. Orientational fluctuations are limited to §i = - - si . Previous
calculations[23] show that positional fluctuations transverse to the molecular axes
do not, by themselves, yield (or remove) reentrance, and therefore are ignored here.
Thus, the molecules positionally fluctuate (permeate) in the z direction at the corners
of an equilateral triangle of side a in the xy plane. This length a, interpreted as the
average molecular separation, would be reduced by application of pressure, and is
thus an inverse measure of the pressure.
In the spin-gas theory, the permeation degrees of freedom are affected by the
molecular architecture. First, the tail corrugations create n energetically favorable
positions of permeation ("notches") for each of the molecules in the triplet under
consideration. The notch-to-notch distance is denoted by F. If molecules mutually
permeate beyond n notches apart, another molecule will move into the gap thus cre-
ated and replace a member of the nearest-neighbor triplet. Thus, each member of the
nearest-neighbor triplet is limited to the number of notches corresponding to its own
structure. Second, the molecules permeate away from the energy minima afforded
by the notches, on a length scale 6 much smaller than F. Internotch and intranotch
permeation will be referred to as atomic and librational permeation, respectively.
Continuous librations are approximated here by m discrete subnotches. The stabil-
ity of the calculation in the continuous libration limit has been checked in previous
work[28, 29]. Figure 2.1(a) displays these positional fluctuations for n=5 and m=3.
For mixtures, we simply allow the possibility of occupation of the triplet by dif-
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Figure 2.1: (a) Atomic and librational permeation positions of molecular dipoles in a
triplet, for n = 5 and m = 3. The lengths a, r, and 6 are indicated.
(b) Atomic permeation positions for a mixture of n = 4 and n = 5. Given beneath
each possible triplet composition is the statistical weight due to chemical potentials
and combinatorics.
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ferent species, their overall concentration controlled by chemical potentials. Different
species have different tail-tail interactions, as mentioned above, and different notch
numbers.
The intermolecular interactions are prefaced onto distorted triangular couplings
between the orientational variables si, by summing over the positional (ni, mi ) and
occupational (t, = a, ) variables. The strongest (Ks), intermediate (Ki), and weak-
est (Kw) antiferroelectric couplings are projected, in a transformation which for the
case of mixtures takes the form
exp(Kssls2+KIs2s3+Kws3sl +G) = E exp[-/(V 12+V23+ V31-tl -t2- t3)]
{ni m,,ti}
(2.5)
where the pairs of molecular labels (12), (23), and (31) span the strongest, interme-
diate, and weakest antiferroelectric bonds respectively, and where It, is the chemical
potential of species ti. Note that the range of ni depends on the molecule species
given by t. For example, Figure 2.1(b) gives the positional configurations sampled
in the four distinct occupational configurations for a binary mixture with no = 4 and
n3 = 5.
The couplings thus obtained are gauged with the ordering condition of the dis-
torted triangular Ising model[31],
sinh(2K1 ) sinh(2K2) + sinh(2K 2) sinh(2Ri3 ) + sinh(2K3 ) sinh(2[K1 ) > 1, (2.6)
where k'1 > I' 2 > I K3 , as obtained from {Ks, IK, Kw} by changing, if necessary,
two signs. Order with local antiferroelectric or ferroelectric orientations reflects the
dominance of different permeationally correlated triplets and is associated with the
smectic Ad or A 1 phase respectively. Conversely, disorder reflects the dominance of
permeationally uncorrelated triplets and is associated with the nematic phase.
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The concentrations are computed as
1 0X, , a(:p)log E exp(Kssls2 + Kis2s3 + Kws3s1 + G). (2.7)30(/~) a,',
This completes the spin-gas theory of mixtures. Phase diagrams can now be
obtained in the dimensionless variables of temperature r3kT/B, concentrations x,,
and inverse pressure a/Fr.
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2.2.3 Phase Diagrams for Mixtures
A. Mixing Molecules with Different Tail Lengths but with And = A
'iWe first obtain phase diagrams of mixtures of model molecules that microscopically
differ only in notch number, which corresponds to roughly half of the number of
carbons in the molecular tail. (The internotch separation r is determined by the
carbon-carbon bonding and should not change between species.) Different tail lengths
affect the possible local permeational states, which in turn contribute to different
smectic A phases.
Figures 2.2(a,b) show the permeational states, with the corresponding preferred
orientational arrangement, that dominate the two types of smectics: The locally
antiferroelectric triplet, contributing to the smectic Ad phase, has lowest energy when
formed over a three-notch range (Fig. 2.2(a)), for typical spin-gas model parameters.
The locally ferroelectric triplet, contributing to the smectic A 1 phase, has lowest
energy when formed over a five-notch range (Fig. 2.2(b)). Thus, if the difference
of the mixture species were reflected only in the notch numbers, then the smectic
,41 phase would be more stable for larger (n > 5) notch numbers and the smectic
Ad phase would be more stable for smaller notch numbers. For still smaller notch
numbers (n < 3), the smectic Ad phase is weakened because atomic permeation
does not relieve frustration (Fig. 2.2(c)). Librational permeation relieves frustration
(Fig. 2.2(d)), at lower temperatures because large inverse temperatures are needed to
,emphasize small energy deviations, strengthening the smectic Ad phase. This raises
the possibility of multiply reentrant mixture phase diagrams.
Figure 2.3 demonstrates the appearance of the smectic Ad phase as notch number
is increased by mixing molecules with n = 2, 3, and 4. In a pure system of n =
2 molecules, the smectic Ad phase occurs only via librational permeation at low
temperatures, as explained above. However, in mixtures of n = 2 and 3, a smectic Ad
phase stabilized by atomic permeations does occur at higher temperatures. The two
smectic Ad regions are separated by a reentrant nematic region. In the right-hand side
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Figure 2.2: (a) Antiferroelectric low-energy triplet, contributing to smectic Ad order.
The dipoles occupy a three-notch range.
(b) Ferroelectric low-energy triplet, contributing to smectic Al order. The dipoles
occupy a five-notch range.
(c) Frustration of the case n = 2 and m = 1. For any positional configuration of the
low-energy antiparallel dipole pair (e.g. dark arrows), the third dipole (open arrow)
has the same energy in either positional configuration.
(d) The Iatter frustration can be relieved by libration. At low temperatures, the
n = 2, m = 3 triplet is antiferroelectrically correlated due to these configurations.
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Figure 2.3: Calculated mixture phase diagram in the concentration and temperature
variables. The left panel is the diagram for a binary mixture of molecules with 2 and 3
notches. The right panel is the diagram for a binary mixture of molecules with 3 and
4: notches. The concentration of the 3-notch molecule decreases from 1 to 0 from the
center to the sides of the diagram. For this figure, B/A = 1, a/Fr = 2.2, 5/r = 0.01,
and n = 2 for all species. A doubly reentrant phase diagram is thus obtained, with
the smectic Ad unstable toward the frustrated n = 2, but stable toward n = 4.
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of Fig. 2.3, n = 3 and 4 molecules are mixed, and we see the merging of the smectic
Ad phases stabilized by atomic and librational permeation. This phase diagram is
similar to the reentrant phase diagrams[17] of mixtures of HBAB (6-carbon tail) and
CBOOA (8-carbon tail).
In mixtures of longer molecules, the smectic Al phase appears for cases of B > A,
which grants low energies to ferroelectric triplets via the attractive tail-tail interaction.
Figure 2.4 shows phase diagrams of mixtures of n = 5 with n = 4 or n = 6, for
B/A = 1.48. Similarity with experiment is seen in Figs. 2.5(b) and (c), which
respectively show our calculated a/Fr-temperature phase diagram of the 22% n = 4,
78% n = 5 model and the experimental pressure-temperature phase diagram[33] of
the 22% 60NPBB, 78% 90OBCAB system. Recalling that a/F is an inverse-pressure
variable, one notes that compression of the system destabilizes the smectic Ad phase,
both in theory and in experiment.
Other phase diagrams result for different choices of molecular constants. Figure
2.5(a) features a reentrant nematic phase that is stable over a wide range of notch
numbers, spanning mixtures of n = 4 and 5, n = 5 and 6, and n = 6 and 7. Such
isomorphism is observed in some experimental systems of homologous molecules, such
as in the mixture[32] of the 8- and 9-carbon-tail members of the 'la' family (Fig.
2.6(b)).
A remarkable aspect of the spin-gas model for single-component systems is that
it includes quadruply reentrant topologies[24] (N - Ad - N - Ad - N - Al as temper-
ature is lowered), similar to those seen in pressure-temperature experiments[22] on
single-component materials and also in concentration-temperature experiments[21] on
mixtures. Figure 2.6 gives a quadruply reentrant phase diagram, calculated at this
juncture, for the mixture of n = 5 molecules with n = 4 or n = 6 molecules. The
smectic Ad phase turns out to be unstable to the admixture of the longer homolog,
whereas experiment[21] shows such behavior with the shorter homolog. This calcula-
tion thus indicates that the difference in tail lengths is not only reflected in the notch
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Figure 2.4: (a) Calculated concentration-temperature phase diagram for mixtures of
long molecules and B/A > 1. Dilution of n = 5 molecules by n = 4 and n = 6
molecules are shown on the left and right panels respectively. The concentration of
n = 5 decreases from 1.0 to 0.6 from the center to the sides of this composite phase
diagram. For this figure, B/A = 1.48, a/F = 2.48, /r = 0.01, and m = 2 for all
species. The smectic Ad is unstable toward the longer homolog.
(b) Calculated a/F-temperature phase diagram for 22 % of n = 4 and 78 % of n = 5
molecules. The smectic Ad is unstable to a decrease in a/F, i.e. to a compression of
the system.
(c) Experimental pressure-temperature phase diagram for the 22 % 6ONPBB, 78 %
9OBCAB system (Ref. 12). Again the smectic Ad is unstable to the application of
pressure.
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Figure 2.5: (a) Isomorphism across a range of n in the theory. For certain values of
the constants (e.g., here, B/A = 1.46, a/ = 1.725, /r = 0.01, and m = 2 for all
species), the reentrant nematic is stable beneath the smectic Ad for mixtures of notch
numbers n and n + 1, from 4 and 5 to 6 and 7.
(b) Experimental phase diagram[32] showing the isomorphism of the mesophases of
the la compounds for mixtures of tail lengths of 8 and 9.
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Figure 2.6: Calculated quadruply reentrant phase diagram in the concentration and
temperature variables, for mixtures of n = 5 with n = 4 and with n = 6 molecules.
Here, B/A = 1.46, a/r = 2.435, &/r = 0.01, and m = 2 for all species.
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Figure 2.7: (a) Calculated reentrant phase diagram for mixtures of (n = 5, B/A 
1.56) with (n = 4, B/A = 1.66) and with (n = 6, B/A = 1.46) molecules. The other
constants are a/r = 2.54, 6/r = 0.01, and m = 2 for all species. The smectic Ad is
stable toward pure n = 4 and pure n = 6, while the nematic and the smectic Al are
stable toward pure n = 5.
(b) Experimental phase diagram[21], similar to the right panel of (a), for mixtures of
homologs from the series
(nH2n+10 - C6H4- CO0 - C6H4 - CH = CH - C6H4 - CN.
numbers, but also in the tail-tail interactions, which leads us to the calculations in
the next subsection.
B. Mixing Molecules with Different Tail Lengths and Different Tail-Tail
Interactions
In the spin-gas model, the parameters pertaining to the molecular tails are the notch
number n and the tail-tail interaction strength Jp which in this section are both
allowed to vary between different species.
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B/A = 1.56) and (n = 6, B/A = 1.46)
destabilized by compression.
2.52 2.54
a/I'
phase diagram for 50 % of each of the (n = 5,
molecules of Fig. 2.7(a). The smectic Ad is
Figure 2.7(a) is the calculated phase diagram for a family of molecules whose
J,O becomes slightly less negative with increasing tail length, corresponding to an
increased steric hindrance effect with increasing tail length. The smectic Ad at n = 4
destabilizes as n = 5 is mixed in, so that a reentrant nematic region is seen. At
pure n = 5, only the nematic and smectic A1 phases occur. As n = 6 is mixed in,
the smectic Ad restabilizes, so that another reentrant nematic region is seen. Figure
2.7(b) is an-experimental phase diagram[21] across a homologous series, displaying
the same topology.
For a 50% n = 5, 50% n = 6 mixture of the system of Fig. 2.7(a), the calculated
phase diagram in a/ir and temperature is given in Fig. 2.8. The smectic Ad is unstable
to the application of pressure, as in the theoretical and experimental phase diagrams
in Figs. 2.4(b,c).
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Figure 2.9: (a) Calculated quadruply reentrant phase diagram in the concentration
and temperature variables, for (n = 5, B/A = 1.461) molecules mixed with (n = 4,
B/A = 1.900), left panel, and with (n = 6, B/A = 1.100), right panel. The other
constants are a/F = 2.435, S/r = 0.007, and m = 3 for all species.
(lb) Experimental quadruply reentrant phase diagram, for DB 90NO 2 mixed with its
8- and 10-carbon homologs[21]. In both theory and experiment, the smectic Ad is
unstable toward the shorter homolog.
35
0.02
to
a
a Q.0
0.0025
m
QO
akL.
o00.
E
a)
0.8 0.9 pure 0.90.9 0 . 9
n4 n6n
Concentration Concentration
Figure 2.10: 'Bubble phase diagrams' in the concentration and temperature variables.
(a) The nematic bubble - a nematic region completely surrounded by the smectic Ad,
in mixtures of (n = 5, B/A = 1.461) with (n = 4, B/A = 1.461), to the left, and
with (n = 6, B/A = 1.100), to the right. The other constants are a/r = 2.435,
S/r = 0.007,-and m = 3 for all species.
(b) The smectic Ad bubbles - smectic Ad regions, stabilized by atomic or librational
permeation, completely surrounded by the nematic, in mixtures of (n = 5, B/A =
1.461) with (n = 4, B/A = 1.900), to the left, and with (n = 6, B/A = 1.461), to the
right. The other constants are a/i = 2.435, 6/r = 0.007, and m = 3 for all species.
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The quadruple reentrance of Fig. 2.6 is indeed reversed, with a larger change in
J.0 across the series, as shown in Fig. 2.9(a). The smectic Ad is here unstable to the
introduction of the shorter n = 4 into the n = 5 system and stable to the introduction
of the longer n = 6. This is the behavior seen experimentally[21] in mixing the
quadruply reentrant DB 9ONO 2 with DB8 ONO 2 or DBloON0 2, as shown in Fig.
2.9(b). However, note that the calculation has a smectic Ad region bulging in the
neighborhood of the n = 5 axis.
The theory generalized to mixtures contains other types of phase diagrams, two
of which are displayed in Fig. 2.10. Thus, enclosed regions ('bubbles') of nematic or
smectic Ad are obtained.
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2.3 Finite-Temperature Bicritical Point in the
Frustrated Spin-Gas Theory of Reentrant
Polar Liquid Crystals
by J. F. Marko, K. Hui, and A. Nihat Berker
2.3.1 Introduction
The spin-gas theory of polar liquid crystals[23, 24, 25, 26, 27, 28, 29] has been a
successful tool for understanding how the dipole-dipole and tail-tail interactions of
polar rods lead to the spectacular reentrant phenomena that have been observed
experimentally[10, 17, 21, 30]. This theory has also been shown to lead to a good
description of layer thicknesses[24], dimer concentrations[25], and relative specific heat
anomalies[26]. In the previous Section, it was shown how the theory can be extended
to describe mixtures, which is a development that allows the direct application of the
theory to many experiments. These types of modifications to the basic theory are
facilitated by the fact that at its base, the spin gas model is microscopic, starting
from a Hamiltonian description employing the orientational and positional degrees of
freedom of individual molecules.
A major qualitative failure of the basic model is its inability to describe the low-
temperature behavior of the phase diagram. The theory as presented above predicts
that the smectic-Al-nematic and smectic-Ad-nematic transition lines meet at a bi-
critical point at zero temperature. The question that comes to mind is whether this
is merely an artifact of the prefacing of the molecular model onto a two-dimensional
triangular Ising model with nearest-neighbor interactions (which always has zero-
temperature bicritical behavior), and if this is so, what is the nature of the true
low-temperature theoretical phase diagram? A second issue concerns the truncation
of the interactions after nearest neighbors in the basic theory. What changes, if any,
are made to the phase diagram when further-neighbor interactions are considered?
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Here. by looking at; the microscopic second-neighbor in-plane interactions, it is shown
that an extension of the prefacing transformation used in the basic theory leads to a
meeting of the Al -- N and N - Ad transition lines at finite temperature, below which
there is a direct first-order Al - Ad transition, as observed experimentally[10, 33].
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2.3.2 The Spin-Gas Theory and Its Bicritical Behavior
As in the previous Section, the liquids of interest are composed of molecules with a
dipole at one end, and a corrugated hydrocarbon tail at the other. The dipole-dipole
interactions are frustrated due to the close-packing conditions of the oriented liquid
state (i.e. there is local hexagonal-close-packing of the molecules in planes perpendic-
ular to the director axis in the nematic and smectic phases), and the 'notched' tails
provide 'substrate fields' that limit each others' positional motions along the director.
In addition to the dipole-dipole interaction, a phenomenological tail-tail interaction
is included so that the total intermolecular potential between molecules 1 and 2 is
t12(ri, S1, r2, s2) = Asl 2 - 3B(sl ' r12)(2 · r1 2 ) (2.8)
where ri and i are the position and orientation, respectively, of the dipole moment of
molecule i, rl2 = rl - r2, r12 = r1 2/lr1 2J, and A and B are constants determining the
strength and symmetry of the dipole-dipole and tail-tail parts of the potential. For
A = B, interaction of point dipoles of moment are described, while for A < B,
there is an additional tail-tail interaction that favors neighboring tails to be together.
For A > B, the molecule tails favor antialignment, thus the ratio B/A describes the
amount and type of tail-tail interaction.
The orientational fluctuations are limited to i = siz, where si = ±1, and posi-
tional fluctuations are considered only in the direction parallel to the director . The
positions of molecules in the x - y plane are taken to be locally coordinated on a
triangular lattice of nearest-neighbor spacing a. This lattice spacing is considered to
be the average in-plane molecular spacing, and from stability considerations, is an
inverse measure of the thermodynamical pressure. Positional fluctuations in the x- y
plane have been considered in previous work[23], and do not qualitatively affect the
results.
An important ingredient of the theory is the nature of the out-of-plane positional
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flucuations ('permeations') that are allowed by the corrugated molecular tails. These
are taken to create n energetically favorable positions for nearest-neighbor perme-
ations. The approach of the spin-gas theory is to focus on the statistical mechanics of
a small cluster of molecules in a single smectic layer. Thus, this number of positions
corresponds to the molecular length (the molecule length is taken to be thus = nr,
where r is a length of order the carbon-carbon spacing in the tail), since perme-
ations beyond the molecular length correspond to configurations where the molecule
under consideration has left the layer under study and has been replaced by another
molecule. Further fluctuations around these permeations, either discrete or continu-
ous in nature, and are important for the descriptions of exotic multiple reentrances
seen in some experiments[21], but for the results of this Section, these additional
fluctuations are not important.
The approach of previous spin-gas calculations is to 'preface' the intermolecular
interactions onto distorted triangular couplings between the orientational variables by
summing over the permeational variables on a nearest-neighbor triplet. The strongest
(IKs), intermediate (KI), and weakest (Kw) antiferroelectric couplings are computed
using the prefacing transformation
exp[Kssls 2 + K1 s2s3 + KWS3S1] = E exp[-/(V 12 + V23 + V31)], (2.9)
{nij
where the pairs of molecule labels (12), (23), and (31) span the strongest, intermedi-
ate, and weakest antiferroelectric couplings respectively. In past work, the couplings
thus obtained have been gauged using the ordering condition of the two-dimensional
distorted triangular lattice Ising model[31]
sinh(2K 1) sinh(2K 2) + sinh(2fK2) sinh(2K3 ) + sinh(2R 3) sinh(21 fl) > 1, (2.10)
where K1 > K2 > Il 31 are obtained from {Ks, KI, Kw} by changing, if neces-
sary, two signs. Order with locally antiferroelectric or ferroelectric correlations re-
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Figure 2.11: The basic smectic Al - smectic Ad - nematic (N) phase diagram of the
frustrated spin-gas theory, using the triangular lattice criticality condition. Here,
n = 5, and B/A = 1.75. Important features are the reentrant nematic phase, and the
zero-temperature bicritical point B where the three phases meet.
fiects the dominance of different positionally correlated triplets, which from structural
considerations[24] allow the identification of smectic Ad or Al ordering, respectively.
The paramagnetic phase is identified as the positionally uncorrelated phase, the ne-
matic (N) liquid.
The triangular Ising model has phases which meet at zero-temperature bicritical
points, thus it is no surprise that the spin-gas model as described above leads to phase
diagrams in terms of temperature 13kT/B and inverse pressure a/F as displayed in
Figure 2.11. The interesting features of this phase diagram are first, the reentrant
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nematic, which for a range of a/F, appears at temperatures below the Ad phase and
above the A1 phase. The second important feature is the zero-temperature bicritical
point where the three phases meet, which reflects the behavior of the Houtappel
condition (2.10) for large values of the couplings. This last feature is at odds with
the results of some experiments on mixtures and pure materials: the smectic Al -
Ad evolution can occur via a direct first-order transition instead of by continuous
transitions to an intermediate reentrant nematic[10].
Figure 2.12(a) illustrates the zero-temperature bicritical behavior in the triangular
lattice d = 2 Ising model with couplings J1, J2, and J3. Here the phase diagram
is considered in terms of the Ising couplings: the relation to the temperature and
pressure-like parameters of the microscopic model is given through the nonlinear
(but smooth!) transformation (2.9). The graph in (a) is the subspace J1 = J2 = J,
but the property that between any two ordered regions (such as FAI and AFM)
corresponding to the two smectics there will be a nematic (paramagnetic, denoted
PM'l in the Figure) region, is generic in the space of couplings. The bicritical behavior
occurs at infinite coupling, or zero temperature.
In part (b) of Figure 2.12, the phase diagram for the same subspace of a model
with an additional interaction is shown. This additional interaction is a second-
neighbor interaction that crosses one of the nearest-neighbor bonds of Figure 2.12(a).
These crossing interactions are, for illustration, taken to be equal, and are denoted
/K. In the space J1 = J2 = J, this model is the well-known d = 2 square lattice Ising
model with crossing second-neighbor bonds on every elementary plaquette. This
model has been extensively studied, and its phase diagram is well understood[34].
The qualitative difference introduced by the second-neighbor bond is displayed in
(b): at K equal to the critical coupling of the d = 2 square lattice Ising model
(which is J = log(1 + )/2 = 0.4407...) and J = 0, the critical loci for transitions
from the paramagnetic phase to the ordered phases meet at a bicritical point B.
Beyond this critical value of K, there is a direct, first-order phase transition between
43
K(Ad)
A
PM
SAF
(a)
FM
B
(A )
- J
(N)
(b)
Figure 2.12: Basic mechanism generating zero-temperature and finite-temperature
bicritical phenomena in the spin-gas theory.
(a) Triangular lattice theory. Transitions from the Ad to the Al phase must always in-
volve an intermediate reentrant nematic (N) phase (dashed line). The phase diagram
is the subspace J = J1 = J2, K = J3.
(b) Triangular lattice theory with one additional second-neighbor interaction. There
are Ad - N - Al transitions (dashed line), but now there is a Ad - N - Al bicritical
point B at finite values of the couplings, and thus there now is a line of direct, first-
order Ad - Al transitions, one of which is traversed by the dashed-dotted line. The
phase diagram is the subspace J = J = J2, K = K1f = K2.
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the two ordered phases. Thus there are paths from one ordered phase to another
involving an intermediate disordered phase, or for larger crossing couplings (i.e. lower
temperature!), there are paths through a direct transition, as indicated by the dashed-
dotted line in (b). A last, important feature of this model is that in the J = 0
subspace, there are critical points for K = ±J (points B and B' in Figure 2.12(b) ),
and in fact there is a locus of critical points bordering a 'superantiferromagnetic' or
layered antiferromagnetic phase (the region SAF in Figure 2.12(b)).
This suggests a mechanism to generate a finite-temperature bicritical point. If an
additional second-neighbor bond strength is computed from the microscopic Hamilto-
nian, it can then be used as a interaction to cross Kw as obtained from the triangular
lattice prefacing transformation (2.9). The bond crossing Kw is the most important
second-neighbor interaction, as it will compete with the combined effect of K and
Ks. At low temperatures, it is possible that the large crossing interactions obtained
will cause the transitions between the smectics to become first order, while at higher
temperatures, the second-neighbor interaction will be relatively unimportant, and the
phase diagram will be determined by the underlying triangular lattice interactions.
The computation of this additional interaction KL is through the additional pref-
acing transformation
KLSlS 2 + G' = log E exp[-3V;' 2({n,,si})] (2.11)
{nl,n2}
where the potential V1'2 is V12 of (2.8) with a replaced by Va to give the poten-
tial between second neighbors on a triangular lattice. Thus, the interactions of the
triangular lattice Ising model with one second neighbor interaction (or equivalently,
the fully anisotropic square lattice model with both second-neighbor couplings) are
obtained as { J1 , J2, K1, 12 } = { Ks, KI, Kw, KL}.
This fully anisotropic model has a complicated phase diagram in the four- dimen-
sional coupling constant space, but fortunately, it reduces to exactly soluble models
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Figure 2.13: Phase boundaries for the square lattice Ising model with equal second
neighbor interactions K. Note that the upper sheets are mapped onto the lower by
a rotation about the K axis by r/2 and a reflection through the J1 - J2 plane. The
white surfaces are critical phase transitions, while the shaded surfaces extending from
the 'peaks' of the critical manifolds are first-order surfaces.
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for the limits IlK = 0 or K2 = 0 (triangular Ising model) and J1 = J2 = 0 (anisotropic
square Ising model). In addition, the general model is invariant under the transforma-
tions where one of the J's and both of the K's are changed in sign, and independently
under either of the interchanges J 1 - J2 or K1 -+ K2. This is interesting because
it tells us that in the case K1 = K2 IK, the phase diagram is invariant under the
transformation J1 - J2, J2 -- -J1 , K -- -K, which is a rotation through r/2 in the
J - J2 plane and a reflection through the same plane. Thus, not only is B' mapped
to B in Figure 2.12(b), but in the more general J1 -J 2-K model, the line bordering the
SAF phase is mapped to an equivalent line running through B. The resulting three-
dilmensional phase diagram, showing the critical and first-order surfaces is shown in
Figure 2.13.
In order to gauge the ordering of the thus obtained four-interaction magnetic
model, we have proposed an approximate ordering condition that reproduces the
exact d = 2 critical behavior in the limits observed above, and also is an accurate
representation of the results for the uniform model with second-neighbor interactions.
The critical ordering condition is
sinh 2J1 sinh 2J 2 + [sinh 2J + sinh 2J 2]
[sinh 2(i(K + 2) + sinh 2K( sinh 2(2 1 sinh 2K1 sinh 2K(2 - cosh J1 cosh J21-4/ 7
A exp(- I sinh2k/l sinh 2 2 - 11/r)] > 1, (2.12)
where A = 2.558 and r = 1.889 are numerical constants determined via a fit of the
SAF line to the series approximation[34] and the interactions {Ji, Kj} are obtained
from {Ji, KIj} by one of the transformations described above. The exponent 4/7 allows
the phase diagram in the vicinity of B and B' (i.e. the sharpness of the cusp) in Figure
2.12 to be described by the correct power law, as determined by renormalization
group analysis using the exactly known critical exponents at these points (it should
be noted that along SAF the critical exponents slowly vary[34]). This condition is
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in good quantitative agreement with all exact and numerical information concerning
the general model in the regions where the crossing interactions have the same sign.
The model with opposite-sign crossing interactions has quite different behavior, and
fortunately is irrelevant to this study.
The first-order transitions must be a subspace of the hypersurface J1 = -J 2 for
Ki, > 0, and of J1 = J2 for KIj < 0, from the exact information and from symmetry
considerations. An approximate expression completely defining the half-infinite first-
order surfaces that is consistent with the SAF boundary of the above expression
is
sinh 21 sinh 2K 2 - cosh J cosh J2 > 0. (2.13)
In addition to reducing to the exact result when the Ji vanish, the global behavior
inside the subspace of Figure 2.12(b) is in excellent agreement with the available series
results[34].
These conditions, along with the fact that the symmetry of the magnetic phase
corresponds to the symmetry operations necessary to obtain the interactions {Ji, KIj}
allow the phase to be obtained for couplings given by the prefacing transformations
(2.9) and (2.11) subject to the condition that the Ki are the same sign. As always
in, these types of calculations, the aim is to obtain the qualitative phase diagram in
terms of the microscopic parameters, not to compute universality-class dependent
details such as exponents at the critical phase transitions.
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2.3.3 Theoretical Results and Comparison to Experiments
As remarked previously, gauging ordering with the triangular lattice Ising model
ordering condition (2.10) leads to a Ad-Al-N phase diagram with a zero-temperature
bicritical point, and a typical reentrant phase diagram is shown in Figure 2.11. In
this case, the reentrant phenomena are caused by the crossing of the absolute value
of Ks, the most antiferroelectric projected coupling, and Kw, which is the most
ferroelectric (least antiferroelectric) coupling, as shown in Table 2.1. Because of
the zero-temperature bicritical phenomena in the triangular Ising model, there is a
reentrant nematic phase separating the smectics at all finite temperatures. As can be
seen from Table 2.1, the projected couplings evolve smoothly, changing from favoring
local ferroelectric configurations in the Al phase to favoring local antiferroelectric
configurations in the Ad phase.
Table 2.1 also contains the second-neighbor coupling as prefaced by (2.11), and it
is also smoothly behaved. It is weakly ferroelectric throughout the region of interest
of the phase diagram, and rapidly becomes negligible as temperature increases. At
low temperatures ( 3kT/B < 0.3) KL becomes comparable to the other interactions
in size.
Figure 2.14 displays a phase diagram for the same set of spin-gas model con-
stants as that of Figure 2.11 (namely B/A = 1.75, n = 5 ), using the additional
prefacing transformation (2.11) and the ordering conditions (2.12) and (2.13). The
zero-temperature bicritical point of Figure 2.11 is lifted to finite temperature, and
leaves behind in its path a locus of first-order transitions between the two smectic
phases. At high temperatures, the phase diagram is qualitatively unaffected. This.
should be compared to the experimental phase diagram shown in Figure 2.15(a) which
shows a similar phase diagram for a binary mixture.
For pure materials, fewer experimental results are available, but one recent study[35]
by Raja et al of the pressure-temperature phase diagram of the triply reentrant mate-
rial DBloON0 2, as shown in Figure 2.16, displays the topology of Figure 2.14. This
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a/Y 13kT/B J1 J2 K1 K2 phase
2.500 0.286 0.385 1.668 1.719 0.481 Al
0.572 -0.442 0.841 0.921 0.213 Al
0.858 -0.683 0.601 0.696 0.152 N
2.750 0.286 -0.374 0.909 1.167 0.273 Al
0.429 -0.670 0.613 0.818 0.174 N
0.572 -0.804 0.480 0.664 0.128 Ad
1.144 -0.884 0.354 0.514 0.063 Ad
1.429 -0.840 0.330 0.483 0.050 N
2.875 0.143 -0.170 1.113 1.895 0.468 Al
0.429 -0.864 0.419 0.678 0.127 Ad
3.100 0.143 -1.052 0.230 1.275 0.258 Ad
1.144 -0.880 0.177 0.370 0.023 Ad
1.429 -0.778 0.158 0.331 0.019 N
Table 2.1: Interactions obtained with the prefacing transformations described in the
text. All calculations were for B/A = 1.75 and n = 5. The second neighbor interac-
tion K2 is always ferroelectric, and rapidly becomes less important as temperature is
raised. At low temperatures however, it becomes comparable to the triangular lattice
couplings.
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Figure 2.14: Spin-gas theory phase diagram for parameters of Figure 2.11, with
second-neighbor interaction included using the additional prefacing transformation
and ordering condition described in the text. Now, the bicritical point B is seen at fi-
nite temperatures, below which a first-order smectic-Ad-smectic-Al transition occurs.
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Figure 2.15: Mixture phase diagrams showing Ad-Al-N bicritical behavior reported
by Hardouin[10]. Below the N-A 1-Ad point, the transition between smectics is first
order. The sequence (a)-(b)-(c) indicates the result of increasing the concentration of
the longer homologue in the DB8 -DB 9 component. In each frame, the x-axis indicates
increasing concentration of the third component indicated at the bottom of the figure.
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Figure 2.16: Experimental pressure-temperature phase diagram for the pure material
DBloONO 2[35]. As pressure is increased, the transition between A1 and Ad changes
from being a-direct first-order transition to two continuous transitions involving an
intermediate reentrant nematic phase.
53
is the only pressure-temperature pure material phase diagram with a N - Al - Ad
point known to us: it seems that usually the two A- N lines do not meet before zero
pressure.
It should be noted that recent experiments on mixtures[36] and on the DB lo ON0 2
pure system[37] indicate that there is a tricritical point along the Al - N line, and
that the N - Al - Ad point is not a bicritical point, but is actually a critical end point
terminating the line of Ad - N transitions. This detail, although important from the
point of view of critical phenomena, does not affect the global topology of the phase
diagram, as the tricritical and critical end points are very close together. Recalling
that the prefacing approach as used here connects models in different universality
classes, we do not expect the critical phenomena to be preserved.
The results shown in Figure 2.14 are stable over a range of B/A extending from at
least 1.5 to 2.0, and as B/A is made larger (corresponding to an increase in effective
tail-tail interaction) the smectic Al phase becomes more stable. From the comparisons
of the spin-gas theory of mixtures to experiments of Section 2.2, it has been concluded
that B/A increases with increasing tail length. Thus, the behavior of the bicritical
theory is in qualitative agreement with the experimental phase diagrams of Figure
2.15(a) and (b), which indicate that the Al phase in fact becomes dominant as a
longer homolog is added to the mixture. However, a complete explanation of the
intriguing features of this ternary phase diagram, namely the reappearance of the Al
phase at temperatures above the Ad - N transition and the merging of the smectic
phases shown in part (c) of the figure, awaits a study of bicritical phenomena in
mixtures.
Helpful conversations with C. Garland and R. Shashidhar are acknowledged. This
research was supported by the National Science Foundation under Grant No. DMR-
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Chapter 3
Density-Functional Theory of
Freezing in Molecular Fluids
55
3.1 Introduction
The modern version of the density-functional method[38] offers an accurate descrip-
t:ion of freezing via functional expansion of the grand canonical potential in powers
of the one-body density about the isotropic fluid phase. This constructive approach
should be viewed as the natural route to a free energy functional that can be min-
imized over one-body distributions p(X) to obtain the equilibrium state. The exis-
tence of such a functional is of course guaranteed by the density-functional theorem
of Mermin[39]. The expansion coefficients are the direct correlation functions (DCFs)
of equilibrium liquid theory[40], and in the case of spherically symmetric interactions
such as those for the hard-sphere fluid, enough is known about the pair DCF[41] to
describe the freezing transition accurately[42, 43, 44].
Little is known about the DCFs of the isotropic fluid phases of nonspherical
molecules, and previous attempts to describe phase transitions in dense fluids com-
posed of them have employed guesses about liquid structure[45, 46], using only the
thermodynamics of the liquid obtained from simulations as a guide. In addition to not
examining the validity of the proposed DCFs, the previous density functional studies
of systems of anisotropic particles have not been suitably parametrized to describe
the rather narrow distributions that occur in the crystallization of hard-core fluids,
or to take into account the possibility that orientational and translational orders can
appear simultaneously as well as separately. These shortcomings must be overcome
if such theories are to provide useful information.
Section 2 addresses these issues. Density functional theory and background on
the hard-ellipsoid model will be presented, and then a new variational approach to
obtaining liquid structure information will be described. The results are the first
that directly examine the Pynn-Wulf approximation, which is used as the starting
point of the optimization. Once this improved DCF is obtained, it is employed in the
mean field theory for phase transitions in the fluid. Isotropic to crystal transitions
are described, which include the first computations of this type for the oriented solid
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phase. As in Monte Carlo simulations of this system, it is found that for small
anisotropy, the plastic (orientationally disordered crystal) phase is stable at lower
densities than the oriented solid, while at medium anisotropies, the oriented solid
becomes the stable ordered phase. Isotropic to nematic transitions are also studied
at high anisotropy, and are shown to be strongly affected by optimization of the DCF.
Section 3 examines the static structure of liquids composed of anisotropic par-
ticles in a different light than the numerical optimization described above. Exact
'.irect and conventional pair correlations for a one-dimensional fluid of anisotropic
Ihard cores with orientational as well as translational degrees of freedom are obtained.
These results indicate that the direct correlation function depends not on interparticle
separation (as assumed by the Pynn-Wulf approximation) but on hard-core overlap.
This behavior can also be understood from examination of the density expansion
for the direct correlation function, which allows the extension of the phenomena to
dimensions d > 1. For strongly anisotropic particles, this leads to the general con-
clusion that nonparallel configurations of particles have much less negative direct
correlations in the core overlap region than do the interparticle distance-dependent
approximations. This is consistent with the trend seen in the numerical work in-
troduced above, and the overlap-volume dependence is consistent to a remarkable
degree with the behavior of numerical solutions of nonlinear integral equations for
the correlation functions[47]. In addition, this identification of the effect of molecular
topology on direct correlations allows the complicated problem of liquid structure in
molecular fluids to be more readily understood.
Section 4 examines the possibility of improving the density functional. The results
above were obtained from a functional Taylor expansion in powers of the difference
between the one-body density expectation value p(X) and the uniform liquid state
of density po. As a result, the form of the density functional obtained is mathe-
matically rigorous only for small deviations away from the disordered state. In this
Section, an alternate, nonperturbative approach will be presented that is equivalent
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to a summation to all orders of the density-functional expansion. This method devel-
ops further the ideas of Curtin and Ashcroft [48] and of Denton and Ashcroft[49, 50].
This theory is applied to the phase transitions considered in Section 2, and in the
case of the isotropic to nematic transition, results are obtained incorporating liquid
structure information due to the numerical solution of nonlinear integral closures of
the Ornstein-Zernicke equation[52].
Finally, in Section 5, application of the density-functional methods presented in
Sections 2 and 4 to the hard-sphere liquid will be presented. Recent improvements[51]
in our knowledge of the liquid structure of the hard-sphere liquid allow a very accurate
model of the hard-sphere solid phases to be constructed, and in addition to the
usual thermodynamic and structural properties, solid phase elastic constants can be
obtained. An Einstein-like model of lattice vibrations can thus be formulated, and
used to indicate what type of corrections one can expect to the free energy due to
elastic fluctuations.
The results for these studies all indicate that the combination of the inclusion of
higher-order terms in the density-functional expansion and the use of accurate liquid
structure allow the ab initio construction of accurate theories for phase transitions
in fluids. Section 6 summarizes the results of this Chapter, and discusses future
perspectives for the density-functional approach.
58
3.2 First-Order Phase Transitions in the
Hard-Ellipsoid Fluid
3.2.1 Model and General Theory
The hard ellipsoid model is a simple model for liquid crystal systems and has been the
subject of some study. The Hamiltonian is that of point masses which in addition to a
translational degree of freedom r possess orientational degrees of freedom e which are
vectors of unit length. Throughout this work, the combination of vectors (r, ) will
be referred to with the notation X. Axially symmetric molecules can be described
by these degrees of freedom, and for two axially symmetric hard cores, there is a
function D(X, X') that describes the distance of closest approach for two hard cores
at coordinates X and X'. For hard cores, the intermolecular potential is thus
U(X, X') = 0, Ir- r' > D(X, X') (3.1)
oo, Ir - r' < D(X, X').
For almost any shape other than spheres (where the function D is just a constant,
the sphere diameter), closed-form expressions for the distance of closest approach are
unavailable. In this work, an approximate explicit form for the function D(X, X')
is used (due to Berne and Pechukas[53]) that accurately describes the distance of
closest approach of ellipsoids of revolution with axial symmetry diameter 2A and
minor diameters 2B:
_ ( t (i e)2(. e)2- 2X(i *)(i. e )-1/2
D(X,X') = B 1 - 1- x2( . e,)2 e) (3.2)
The unit vectors and e' point along the the axis of rotational symmetry, the unit
vector is in the direction of r - r'J, and X (A2 - B 2)/(A 2 - B2 ). This expression
is obtained by considering the integral of the product of two ellipsoidal, Gaussian
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distribution functions, and is a good approximation to the actual closest approach
distance.
The grand canonical partition function, including a one-body potential v(X) that
will be used only to generate correlation functions, is
1 N dpdX 2
e-= D exp(-[ 2m + v(X)- + E U(Xi,Xj)])] (3.3)
N=O ' i= i<j<N
where , = (kT)- 1 , yu is the chemical potential, pi are the momenta conjugate to r,
m is the molecular mass, dXi = dridei/(47r), and -W = pV, p being the pressure.
The momentum integration is unrestricted, while the spatial integration over ri is
over the system volume V and the orientation integration is over the surface of the
unit sphere. Due to the fact that the potential is either zero or infinity, a change
in the particle mass or temperature is equivalent to a change in chemical potential
(and hence in pressure or average density). In this work, all results will be in terms
of the particle density p in units of (SAB 2)-', which along with the anisotropy A/B,
completely describe the system.
This system (using a slightly different D(X,X')) has been studied by Frenkel,
MIulder and McTague using constant-pressure Monte Carlo simulation[54], yielding
the phase diagram of Figure 3.1. This phase diagram is in terms of the variables
A,/B and p, and has a variety of phases. For A/B = 1, the case of hard spheres,
a transition is seen from an isotropic liquid to a close-packed solid near the fluid
density p = 0.95. For small prolate or oblate anisotropy, this phase is seen to be
the orientationally disordered (plastic) crystalline phase. At high enough pressure a
transition is expected to an oriented solid phase, which eventually will close-pack to
achieve the maximum possible density (p = VI, for all A/B).
At medium anisotropy (A/B 1.5), the isotropic phase directly crystallizes to the
oriented solid without an intermediate orientationally disordered crystalline phase. At
large anisotropy, an oriented (nematic) liquid phase appears at densities below where
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Figure 3.1: Phase diagram of hard ellipsoids of aspect ratio A/B and density p, taken
from Reference [54]. Shaded regions indicate coexistence regions, and points are from
.Monte Carlo calculations.
the oriented solid is stable, and as one goes toward either hard needles (A/B 1)
or hard platelets (A/B < 1), the isotropic to neniatic transition density goes to
zero. As can be seen from Figure 3.1, the phase diagram is essentially symmetric
under A/B - B/A, or equivalently under X - -X. All the transitions reported in
Monte Carlo simulation are first-order except that from the plastic to the oriented
solid, which is reported to be second order or possibly weakly first order, with the
orientational order parameter tending toward zero as the plastic phase is approached
from within the solid phase.
An alternate, analytical approach to understanding the hard ellipsoid system is
through a functional expansion of the thermodynamical potential about the isotropic
liquid state, in powers of the deviation of the one-body density from its isotropic state.
This yields a mean-field description of ordering in the system that uses the one-body
density as a functional variational parameter. Below, the basic theory, originally due
to Ramakrishnan and Yussouff[38], and later developed by others [42, 43, 44, 45] is
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brieflv summarized.
If the momentum integration is carried out in equation (3.3), a simpler form is
obtained:
e-W = Z(Nx !)-1 I[J dXi exp[-u(X,) -/ E U(Xi, Xj)]], (3.4)
N i i<j<N
where the effective one-body potential is u(X) = (v(X) - yI) + 3 log A for a thermal
wavelength A = [h2/(27rmkT)1" 2. The field u(X) is easily seen to generate the
distribution functions of the system: if the one-body density operator is p(X) =
Z=16(X - Xi), then
p(X) =< P(x) >= (3.5)
< p(X) >< p(X') > [g(X, X') - 1] =
62W
<, p(X)p(X') > - < p(X) >< p(X') >= -bu(X)bu(X)
etc.
The potential associated with W that is an intrinsic functional of the one-body
density p(X) is obtained by Legendre transformation,
OF = max[W - u(X)p(X)], (3.6)
and in the case v(X) = 0 (no external spatially dependent chemical potential), F is
the plain old extensive Helmholtz free energy of the system. The functional derivatives
of this object with respect to the density are[40]
p(Xi) (I -Xo( )( p(X) [logp(X) - 1]dX - F) = C()(X1 .. X.), (3.7)
where C(S) denote the direct correlation functions. For the isotropic liquid with v = 0,
C'(1) = log(p) + u, and C(2) is the familiar Ornstein-Zernicke[55] direct pair correlation
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function.
Noting the inverse of the transformation (3.6)
W = min[fF + J u(X)p(X)], (3.8)
p(X)
and assuming that the direct correlation functions are known in the isotropic state
where p(X) = po, the potential W can be functionally expanded around the isotropic
state. In this expansion, both p(X) and u are treated as independent functional pa-
rameters: they are later linked through the functional minimization in (3.8). For the
purposes of this work, there will be no external potential and equal chemical poten-
tials for all configurations of the one-body distribution. This leads to the expansion
for the dimensionless grand potential
w - Wo _1] (3.9)o\w V = + V- dXp(X)[log P ) 1 ] (39)poV pOV Po
2poV /dXdX'C(2)(X, X'; po)[p(X) - po][p(X') - Po],
which has been truncated at second order in the deviations from the isotropic state
where the potential takes on the value Wo. The p(X) that minimizes this expression
is the stable equilibrium configuration of the system, and when two local minima
switch global stability, there is a phase transition. Fluctuations about these solutions
are ignored in this theory, but should not be of great importance in the completely
entropy-driven first-order transitions that will be later studied. It should be noted
that this theory is strictly valid only when the isotropic liquid is the stable thermo-
dynamical state, since the existence of isotropic liquid direct correlations is assumed.
The physical interpretation of the terms in this expansion is straightforward. The
term which consists of a single integral (sometimes called the 'local' term) is essentially
the difference in Helmholtz potential between the inhomogeneous and homogeneous
states for an ideal gas (U = 0). Thus this term is often referred to as the 'ideal
gas' term. The remaining, nonlocal terms thus take into account the interactions U
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between the particles, and the sum of these terms is often referred to as the 'excess'
Helmholtz potential difference between the homogeneous and inhomogeneous states.
The usual approach to such a theory is to first obtain some approximation to the
function C(2) for the liquid state, and then to choose a parametrization of the one-body
density that is appropriate for the type of phase transitions that are expected. With
these two objects specified, the functional (3.9) is completely defined and calculation
proceeds by numerical minimization of Aw with respect to the parameters in p(X).
XVhen a configuration other than the isotropic liquid satisfies Aw = 0, this ordered
and the isotropic phases are in coexistence. All the properties of ordered phases at
the transition can thus be identified.
This type of theory has been successfully applied to the study of crystallization of
particles interacting via spherical pair potentials including the case of hard spheres[38,
42, 43, 44], using the large amount of knowledge that has been collected about the
liquid state of this system. Singh and Singh[45] have pioneered the study of transitions
to the plastic and nematic states in the hard-ellipsoid system using this theory. There
are uncertainties in their work, the most important of which is the lack of information
about the function C(2), which even in the case of the isotropic state, is a function
of four independent variables, forcing the use of what is essentially a guess for C(2).
Other problems with the initial study are that the oriented crystal phase was not
considered, and that the parametrization of the plastic phase was done so that the
rather narrow real-space lattice peaks associated with hard-core crystallization could
not be generated. In the remainder of this work, efforts to remedy these problems
are described.
3.2.2 A Numerical Optimization Study of Two-Body
Direct Correlations of Hard Ellipsoids
As can be seen from its functional definition (3.7), the pair direct correlation function
(DCF,C( 2)(X, X'), denoted C(X, X') for the remainder of this paper) of a homoge-
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neous isotropic fluid of density po satisfies the Ornstein-Zernicke relation[55]
g(X, ')- 1 =C(X, X') + o dX"(g(X,X")-1)C(X", X'), (3.10)
where g(X, X') is the dimensionless pair distribution of (3.5). This equation indicates
that C is a short-ranged object that through the nonlinear integral equation above,
generates the possibly long-ranged correlations in g. In fact, C has a range comparable
to that of the interparticle potential. For the hard-sphere fluid, C has been shown
numerically[56] to rapidly drop to zero outside the region r - r' < D. The main
property of g(X, X') is that for any hard core system it vanishes inside the hard core
region Ir - r' < D(X, X').
This suggests an approximation for C for a hard-core system. If it is assumed that
C = 0 outside the hard core region, then equation (3.10) becomes closed once the
boundary D(X, X') is specified, since C and g will be nonzero on disjoint domains.
If the integral equation is written in terms of a single function r = g - C, then it
is clear that g = -C at the boundary, since r must be a continuous function. This
approximation, due to Percus and Yevick (PY)[57] can be derived as a low-order
truncation of a systematic functional expansion[40].
The PY equation has been an important tool in the study of hard-core fluids due
to the fact that it is exactly soluble for the case of hard spheres[58]. The PY DCF is
extremely simple in structure:
C(X,X') = Co(x) = a + bx + lax3/2, x < 1 (3.11)
0, x>l1
x = r-r'l/D ,
with a = -(1 + 2r/)(1 - 77)- 4, b = 6(1 + /2)(1 - )- 4 , and 7 = rpoD3/6, for
spheres of diameter D. This DCF gives good account of the behavior of the isotropic
phase of the hard-sphere system and has been the basis of the successful efforts to
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study the crystallization of hard spheres via the density-functional expansion (3.9).
Unfortunately, no solutions for anisotropic hard cores exist, so one is forced to guess
a suitable DCF for such systems.
For the case of hard ellipsoids, the DCF has been assumed to resemble the hard
sphere DCF with the sphere diameter replaced with the orientation-dependent dis-
tance of closest approach of the molecules, and with the packing fraction 7 replaced
with the corresponding ellipsoid fluid packing fraction 47rAB2po/3. This approxima-
tion, due to Pynn and Wulf[59, 60], is known to be asymptotically correct for either
low anisotropy or low density, but little is known about its validity at densities near
freezing and for strong molecular anisotropy where strong orientational correlations
are expected. The possibility that the overall strength of the direct correlations as
a function of relative orientation is incorrectly accounted for by this approximation
seems likely considering the much lower transition densities obtained for the isotropic
to nematic fluid transition in the ellipsoid fluid by density functional calculations
using this DCF[45] than by lonte Carlo computations[54].
Here the approach is taken of choosing trial correlation functions and then using
the Percus-Yevick equation to identify an optimal solution. Here, the one-parameter
trial solutions are
C(X, X') = Co(Ir - r'l/D(X, X'))[1 + aP2( e')] (3.12)
g(X,X') = g0(lr-r')/D(X,X'))[1 + aP2('e ')],
where P2(/) = (3, 2 _ 1)/2, and go is the PY correlation function[61]. These trial
correlations allow the relative strength and anisotropy of direct correlations for par-
allel and perpendicular molecular configurations to be adjusted, and also satisfy the
requirement that g = -C on the surface of the hard core region Ir - r'l = D(X, X').
Integration of the PY equation squared over the hard core region yields a functional
that quantifies the accuracy of the trial solution, and thus should be minimized with
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respect to a to obtain the best solution. Integration over only the core region em-
phasizes the DCF rather than the pair distribution, and limits the integration to a
finite region, which is important numerically. The error functional is thus explicitly
I(a) = J dX[1 + C(X, 0) + pJ dX'C(X', O)(g(X, X')- 1)]2 . (3.13)
I(a) has been computed numerically for prolate ellipsoids with anisotropies A/B =
1.00, 1.22, 1.53, 2.00, and 3.00 (corresponding to X =0.0, 0.2, 0.4, 0.6, and 0.8) and
for packing fractions ij = 0.1, 0.2, 0.3, ... , 0.7 (7r = 0.7405 is the close packing density)
over appropriate ranges of a. The inner integral in in (3.13) was computed using adap-
tive integration with 80000 points in the five-dimensional region Ir'l < D(X', 0), while
the outer integration was done by NMonte Carlo sampling of the region Irl < D(X,O).
Computation of each value I(a) required 800 seconds on a Cyber 205 computer.
For A/B = 1.0 (spheres) the minimum of I(ca) is at a* = 0.0 for all , while for
A/B = 1.22, the minima are shifted to slightly positive a* for large . This shift
becomes much larger for larger A/B, confirming that the Pynn-Wulf approximation
is inaccurate for large anisotropy and density. The trial function is found to greatly
improve the error in the solution for large 11 and A/B: 'for rj = 0.4 and A/B=2, I(a*)
is approximately one-third of the value taken at a = 0.
This correction makes the DCF more negative, corresponding to a larger free
energy cost, for parallel ellipsoid configurations. For perpendicular configurations,
the correction makes the DCF less negative, corresponding to a smaller free energy
cost for these configurations. This is consistent with the fact that the Pynn-Wulf
DCF overestimates the stability of the large-anisotropy nematic fluid. For all the
anisotropies studied, a* is zero within the resolution of the calculation for densities
7 < 0.1. The numerical results are displayed in Figure 3.2: linear fits through 71 = 0,
a' = 0 were done for each A/B, and are summarized in Table 3.1. The errors shown
in Figure 3.2 are due to uncertainties in estimating the location of the minima, which
are due to the approximately 10 % errors in the values of the error integral. There is
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Figure 3.2: Numerical results and linear fits for a vs Ir.
positions of minima for.a for A/B = 1.22, 1.53, 2.00, and
v, O, A, represent the
3.00, respectively.
AIB fit m N 2 of fit Q( 2,N-1)
0.007+0.003
0.19 ±0.01 8
0.46 +0.02 8
1.04 ±0.05 7
Table 3.1: Summary of fits of a = m. The errors in m reflect Ax 2 = 1, corre-
sponding to the boundaries of the 68% confidence region. Q is the probability of X2
exceeding the quoted value. N is the number of data points per fit.
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no reason to expect ca = mqr, but this form fits the data well using one parameter,
and satisfies a* = when r = 0 and da*l/d > 0, which are the main features of
the existing results. Until higher-precision calculations are done, it is difficult to say
whether a more complicated function (e.g. o' = marp) is more appropriate to describe
the data.
3.2.3 Transitions to Crystalline Phases
A. Calculation of Grand Potential
The calculation that has been done is a direct calculation of the excess grand po-
tential for the crystalline phases, followed by numerical minimization of the resulting
nonlinear functional. The first step is to specify the one-body distribution in terms
of as few parameters as possible that still allow a reasonable description of the or-
dered phase. Past studies of freezing of hard cores have indicated that the positional
distribution consists of rather narrow peaks centered at the real-space lattice sites of
a close-packed lattice. This suggests a positional distribution of Gaussian functions
centered on FCC lattice sites, requiring three parameters, the average solid density,
the real-space lattice constant, and the real-space Gaussian width.
So far, this is suitable to describe the plastic phase, but not the oriented solid.
The only practical way to model this additional phase is to assume azimuthal orien-
tational symmetry (invariance of the orientational distribution under rotations about
the 3-axis), and to then multiply the positional distribution described above by a ori-
entational distribution that depends only on the polar orientational degree of freedom.
This procedure adds at least one more parameter to the distribution describing the
degree of orientational symmetry-breaking. In addition, from the Monte Carlo results
it is expected that the solid phase real-space lattice will be tetragonally distorted, re-
quiring another parameter. In this work, the tetragonal distortion is introduced by
rescaling the 3-component of the positional degree of freedom, turning the spherically
symmetric lattice site distributions on a cubic lattice into ellipsoidal distributions
69
centered on a tetragonally distorted lattice.
Thus, the one-body distribution is written as p(X) = p(r)p(e), with the normal-
ization conditions V'- fv drp(r) = pi and f dep() = 1. Explicitly, these distributions
are
p(r) = p17r- 3 2 -3xTl E exp(--2[(r, - s1)2 + (r2 - 2)2 + x 2(r - s3)])
sET
= P1 Z e-(k/2) 2 eikr = Pi E akeikr, (3.14)
kEU kEU
where the direct FCC and inverse BCC lattices are
T = {(c/2)[n1(0, 1,1) + n2 (1, 0, 1) + XTn3(1, . 0)
ni = 0, ±1, ±2,...
U = {(2r/c)[ml(-1, 1, 1) + m2 (1, -1,1) + xTlm3(1, 1, -1)]},
mi = 0, ±1, ±2,..,
and the orientational distribution is
p($) = 1 + b2P2(tt). (3.15)
p is the cosine of the polar orientational angle, measured from the 3-axis, and P2(1 ) =
(3, 2 - 1)/2. A is the volume per lattice site, and is A = c3xT/4 for the FCC lattice.
This choice of distribution has five parameters: the ordered phase density pi,
the real-space lattice peak width oa and lattice constant c, the tetragonal distortion
XT, and the amount of orientational ordering b2. These are sufficient parameters to
characterize the structural properties of the two expected crystalline phases. These
parameters will be determined for different values of the liquid density po by mini-
mization of the grand potential functional.
The first, local term in the functional (3.9) is easily computed because it additively
70
separates into contributions due to the orientational and positional distributions, and
also because the parameter XT can be scaled out of the calculation. The ideal gas
term thus becomes
(poV)- l dXp(X)
= ri[J drp(r)
V Vpl
[log - 1] =
Po
logP() + d ( )
Pl -l1 2
(3.16)
log p(up) + log rl -1],
where rl = pi/po is the solid density relative to the liquid density. The orientational
integral can be done exactly in terms of b2:
(3.17)f d p(pl log p(I)
= log(1 + b2) +
for - < b2 < 2. The pos
using the separation
4 - 2b2 b2 )/2
3 )[( 2 tan- ( )1/2 _ 1]
itional integral can be accurately obtained numerically
f drp(r) p(r) = I2 _ log I
v Vpl Pi I1
where
I1 = J I e-- 2(r-s) 2
S
I2 = e- a2(r-s)2
s
log(- e- ' - 2(r- s)2
s
- -f (r/cr)2e-(r/)2+
+ f' e-([r-S]/a)2 [-(r/o
so0
e- (r/a)2 log(l + e - ( a - 2[(r - s )2- r2]) )
s$o
)2 + log(l + E e-(-2[(r-S) 2-r2]))],
s#o
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b2
3
(3.18)
where
I = l32C 3 fc drj j c/4 dr2 c/2dr 332c-3 / cl (3.19)
In these integrals, the parameter XT has been rescaled to 1: the fact that the integrals
are volume-normalized allows this to be done. The s = 0 term in I, is a product of
three error functions, while the remaining terms decrease rapidly as e- ( IsI/ )2 and
can be easily approximated with Gaussian numerical integration. The first term
of I2 is reducible to incomplete gamma functions, and again, the other terms are
easily approximated by Gaussian integration. For the a that will be obtained, the
summations over s can be truncated at first nearest neighbors.
The second, nonlocal term in (3.9) is somewhat harder to calculate. It is first
reduced to the form
(2poV/)-1 JdXdX'C(X, X';po)[p(X) - po][p(X') - po]
-(4a + 3b + aiq)(1 - X 2)-1/ 2F(X)(1 - 2rl) (3.20)
12irr2 oo (-1)-12Bk 2 a + b aq/2
A/B 2n! 2n+3 2 n + 4 2 n + 6
2n+ 4
J ddd'(k n D X) [1 + aP2(e ')][1 + 2b2P2(t) + b P2(,i)P 2(Yf)],
where
F1( ) = (1 - 2)112 / =id)3 (D( 2X )) (1 - 2)1/2 + Sin(X)) (3.21)
(4I7r)3 2B 2 1
Due to all the integrals in (3.20), this is a difficult expression to evaluate. However,
it can be computed if the approximation
f2 1 5n(k r+)2 (3 - 1)(321 (3.22)2n + 1 2(2n + 1)(2n + 3) (3 - 1)(3r - 1)
is made, which is the truncation of an expansion in spherical harmonics (ignoring
the terms with azimuthal dependence that vanish when the integrals in (3.20) are
done). This controls the proliferation of powers of the 3-components of the various
unit vectors (all terms have at most squares of them) which is important in reducing
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the calculation to a, reasonable level. It should be noted that this approximation is
unneccesary when the order parameter b2 = 0, when only the 1/(2n + 1) part of the
expansion can contribute, and thus will only affect the computations of the oriented
solid phase.
The next step is to expand the powers of D(X, X') in terms of the dot products
(. e), ( e'), (e e') :
( 2B' ) 2n+3 (3.23)
+ X2j -k (2 n + 3)(2n + 5 )(. ·.)[2n + 3 + 2(k - 1)](k)(k + 1)( .. )(j - 1)
+=l k~l k! (j -k)!j=1 k=.
A- I)ck ( q ( ) (e ')2j-k-p( i)2q+k-p(e/ .)p-k-2q
p=O p q=o q
and to do the integrals over the solid angles. These integrals are all of the form
I({72}; {m}) =
J d 1de2d& ~ Cn2It3(el. e2 )nl(e * e3)2(e3 l)3, (3.24)
ni, E {0, 1,2, ... }, mi E {0,2},
and vanish unless the ni are either all even or all odd. These can be expressed in terms
of the constants d = djl(x)/dxl,=o where the j are spherical Bessel functions. In
the following, the notation _' is a summation over either all even or all odd positive
integers 1 up to the number min{ni}
I({n}; O, 0, ) = Z(21 + 1)(-l)(31-n'-n2-n3)/2dnl d2dn3
I({n};2,0,0) = I({n};0,0,0)/3
I({n}; 2,2,0) = Z'(_1)(-n '-n 2-n3)/ 2 (3.25)
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I({n}; 2,2, 2) =
(21 + 1)(812 + 81- 5)d1d n2dn3
15(21 - 1)(21+ 3)
21(1 -1) dndn2 dn3
15(21 - 1 )d 1 2 1 2
2(1 + 1)(1 + 2)
15(21+ 3) +2 +2
(_1)(3--l-n2-n3)/2
(21 + 1)(35 - 1081- 1212 + 19213 + 9614)dnldn2dn3
105(21 - 1)2(21 + 3)2 
2(1 + 1)(1 + 2)(6 + 7)(d 1d2d n2 3 n n2d 3 )105(21 +()2 ) 1+(dl dl 2d2 + d dln+2d 3 + ddA 2d3)105(21 + 3)2
21( - 1)(61 - 1 )(d1d2d + d?'dn22 d 3 + 2 d2 dn3))
105(21 - 1)2 2 + dd2d + d2dd
Once the expansions of (3.23) are done, the summations over the index n in
expression (3.20) can be exactly done by noting that they can all be rewritten as
finite combinations of sines, cosines, and integer powers of the variable z = 12Bkl.
The first few relevant functions are:
(_-l)nz2n
n= (2n + 1)!(2n + 3)!
± (-_l)nz 2 n
n=(2n + 1)!(2n + 4)!
0 2 (-1)nZ2n
E= (2, + 1)!(2n + 6)!n=0
cos z sin z
Z 2 3 
cos z sin z
- -2 +
Z2 3
cos z sin z
-4- +
z 2 Z
_ cos z 2 sin.
-24 + 24
cos z sin z
4
-2 4
cos z sinz12-- 24
Z4 Z 4 ,
(3.27)
etc.
Doing these summations is crucial to being able to obtain high enough momen-
tum components of D(X, X') to calculate the grand potential for the crystallization
transitions. The rather slowly decaying and oscillating functions that are obtained by
combining these summations cannot be treated properly by series expansion in z be-
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(3.26)
cause of the fact that for large values of z, the terms in the series become much larger
than the sum, but they very nearly cancel out, making the numerical summation
impossible. The resummations above require only the solution of linear equations,
and the resulting terms appear to always have integer coefficients.
These expressions have been combined into a computer subroutine that computes
the excess free energy of a state described by the parameters (pl , C, T, b2) for given
values of (po, A/B). This is done by truncating the various infinite sums in the above
expression appropriately to achieve a particular numerical accuracy. In the results for
crystallization, the k-vector sums were done over the first 1000 symmetry-unrelated
inverse lattice vectors (for the tetragonally distorted FCC lattice), and the sum in
(3.23) was done up to j = 20. This includes all terms in the expansion of the
nonlocal term in powers of X up to X20, and is suitable for this range of k-vectors for
anisotropies up to about X = 0.15, with total accuracy in the excess dimensionless
potential of about 10- 4 (the excess potential is typically of order unity away from the
transitions). Larger anisotropies can be reached by increasing the limit on the j-sum,
or by reducing the cutoff on the k-sum.
This scheme to compute the nonlocal term has one difficulty. The truncation of
the expansion of the (k. j )2n is hard to extend due to the complexity of the remaining
integrals (the functions analogous to (3.25) become excessively complicated for larger
powers of the z-axis projections of the solid angles), but in principle this could be
done. On the other hand, the current form is (within the numerical accuracy due to
the truncations of the j and k sums) correct for the plastic phase, and probably close
to correct for the solid, since it is seen numerically that the important terms are the
terms that are due to the constant term in the expansion of (k. )2.
B. Results
The calculations of crystallization were carried out first with XT = 1, b2 = 0 to find a
stable plastic phase, and then with all five parameters in an attempt to find a stable
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Figure 3.3: FCC oriented solid crystal structure for hard ellipsoids showing structural
parameters used in text. In this diagram there is perfect orientational order, which
only occurs at close packing. The plastic FCC structure has no tetragonal distortion,
and random orientation of molecules.
solid phase. At all times, the parameter b2 was constrained to be between -1 and 2,
which is the region where the corresponding orientational distribution is greater than
zero for all values of the polar angle. The minimization was done with a quasi-Newton
method that evaluates both first and second derivatives of the potential function with
respect to the variational parameters numerically. Values of X from 0.0 to 0.1 were
used. Computation of the expansions of the previous section (to order X20 ) takes
about 300 seconds on a Cyber 205 computer, but once that is done, calculation of a
single value of the grand potential (as a function of the variational parameters and
the liquid density) takes about 0.2 seconds on the Cyber, or about 10 seconds on a
MicroVAX.
Figure 3.3 shows a section of the solid crystal to illustrate the structural parame-
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F
A/B Po (PI-Po)/Po c/(2-2B) al/(2B) PD
1.000
1.010
1.020
1.025
1.036
1.041
1.046
1.057
1.067
1.078
1.100
0.9461
0.9466
0.9483
0.9497
0.9531
0.9554
0.9580
0.9646
0.9731
0.9843
1.0276
0.1124
0.1119
0.1104
0.1087
0.1060
0.1049
0.1026
0.0965
0.0921
0.0859
0.0677
1.065
1.068
1.072
1.075
1.079
1.081
1.083
1.088
1.092
1.095
1.099
0.0415
0.0417
0.0422
0.0429
· 0.0434
0.0436
0.0439
0.0450
0.0459
0.0464
0.0451
-0.118
-0.120
-0.118
-0.114
-0.110
-0.108
-0.103
-0.103
-0.096
-0.092
-0.075
Table 3.2: Properties of plastic phase at the isotropic-to-plastic transition. Listed
are aspect ratio, transition density, density difference between coexisting plastic and
isotropic phases, lattice constant, lattice site peak width, and the density of defects
ters that are used. The lattice constant c is reported in units of 2v'B, which is the
lattice constant of the close-packed oriented crystalline structure. The peak width a
is given in units of 2B, which is the distance between the centers of nearest neighbor
close-packed ellipsoids in the plane perpendicular to the tetragonal distortion as well
as being their minor diameter. The parameters XT and b2 are dimensionless.
The results for isotropic to plastic transitions are shown in Table 3.2. These solu-
tions correspond to global minima of the grand potential functional, and an extensive
search has been performed over the three-dimensional variational parameter space:
for the FCC case, these appear to be the only minima. In fact, to find these solutions
was quite difficult because the dependence of the grand potential on the parameter a
is quite strong, and the second derivative matrix ceases to be positive definite outside
of the immediate neighborhood of the solutions.
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The results shown are for the case a = 0. Calculations with a' as determined in
Section III have been done for a few cases over the range 0.0 < X < 0.15, but ca* is
so small in this range that the results are not affected quantitatively in comparison
to the 0.01% error introduced by truncating the various sums in the potential
functional. If extension of these calculations is done to larger X, then the results will
begin to be affected: it will later be seen that the isotropic to nematic transitions will
be strongly altered by the rather large corrections necessary for A/B > 2.
For A/B = 1, the calculation reduces to that of Jones and Mohanty[43]. and their
results are reproduced for FCC freezing of hard spheres. These transition properties
are in good agreement with molecular dynamics simulations[62] with the exception
of the value of a, which is a factor of about three too small in these calculations.
As the anisotropy is increased from zero, the transition density is seen to increase.
This is also in agreement with the Monte Carlo data[54] and with recent density-
functional results of Smithline, Rick and Haymet[46], but in disagreement with the
density functional results of Singh and Singh[45]. As the transition density increases,
the density discontinuity appears to decrease, until, near A/B = 1.1, the transition
density begins to rapidly increase toward the close-packing value.
As this is done, the lattice constant is seen to rise as one would expect for the
plastic phase. In Figure 3.4, the dependence of this parameter at the transition on
anisotropy is shown: it appears to be almost linear in the variable A/B, although it
appears to begin to saturate where the transition density starts to increase rapidly.
This makes sense, since the plastic phase must on average place the ellipsoid cen-
ters farther apart (in units 2B) as they are made more anisotropic, and for large
anisotropies, it is believable that it should become difficult to stabilize the plastic
phase due to this effect which tends to expand the crystal. Along with the lattice
constant, the peak width also increases with anisotropy, although at A/B = 1.1, it
slightly decreases.
In this work, since all the parameters of the plastic are derived from the functional
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Figure 3.4: Lattice constant
vs ellipsoid aspect ratio.
of plastic crystal phase at transition from isotropic liquid
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A/B po (P,-po)/Po c(2V2B) o/(2B) XT PD0 0 T ~~Po
1.041
1.046
1.051
1.057
1.062
1.067
1.078
1.100
0.9604
0.9556
0.9492
0.9449
0.9419
0.9394
0.9341
0.9244
0.1477
0.1530
0.1593
0.1620
0.1641
0.1643
0.1664
0.1644
1.034
1.032
1.030
1.029
1.030
1.036
1.037
1.043
0.0213
0.0223
0.0189
0.0178
0.0184
0.0227
0.0238
0.0279
1.0590
1.0645
1.0701
1.0766
1.0818
1.0876
1.1022
1.1223
-0.155
-0.163
-0.171
-0.176
-0.174
-0.154
-0.151
-0.145
Table 3.3: Properties of oriented solid phase at the isotropic-to-solid transition. Listed
are aspect ratio, transition density, density difference between coexisting solid and
isotropic phases, lattice constant, lattice site peak width, tetragonal distortion, and
the density of defects. The parameter b2 = 2 at all of the transitions listed.
minimization, the solid that is derived may not have one particle in each real-space
FCC unit cell, and hence may have on average a net defect density. This density,
first computed for density-functional results by Jones and Mohanty[43], is defined as
the difference between the solid density and the inverse volume of a unit cell (both
measured in terms of the inverse volume (8AB 2 )- 1)
VA/B 2 B 3
PD =Pi- T T C J (3.28)
and is positive for the case of interstituals, and negative for the case of vacancies. For
the plastic phase, a negative defect density is seen, but it decreases with anisotropy
as the defects are forced out of the lattice by the hard-core interactions.
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Figure 3.5: Tetragonal distortion of oriented crystal phase at transition from isotropic
liquid as a function of ellipsoid aspect ratio.
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Table 3.3 shows the results for minimization over all the order parameters for the
cases when stable solid phase minima were found in the same range of anisotropies.
No stable minima were found for anisotropies below A/B = 1.041, while the minima
found above that were all for values of the parameter b2 = 2, at the end of its
physically allowed range. The remaining parameters are quite stable over the range
of anisotropies studied, with the transition density slowly decreasing with increasing
anisotropy. The density discontinuity appears to go through a maximum near A/B =
1.06, but also changes slowly. The reduced lattice constant and peak width also vary
slowly, while the tetragonal distortion (shown in Figure 3.5) increases linearly with
A/B, indicating that there is not a large change in the properties of the solid phase
apart from a change in the aspect ratio of the crystal unit cell as the anisotropy
increases.
As in the Monte Carlo data, the plastic and solid are seen to switch stability as
the phases that the isotropic phase first makes a transition to as the anisotropy is
increased, although in the theory, this switch is seen at smaller values of A/B than in
the Monte Carlo (theory predicts it at 1.045, while the MC results predict it near to
1.2). This theory also can predict the location of the transition from the plastic to the
solid by comparing the grand potentials of the two phases, but as remarked previously,
this is not strictly valid because of the assumption that direct correlations have liquid
symmetry when we in fact are a region of the phase diagram where the plastic phase
is supposedly the stable phase. Figure 3.6 shows the excess grand potentials for the
plastic and solid phases for the cases A/B = 1.041 and A/B = 1.051, between which
the plastic and solid switch stability. The solid phase potential decreases much faster
with increasing density than does the plastic potential.
The combined phase diagram for crystallization transitions from the isotropic
liquid is shown in Figure 3.7. The qualitative features of this phase diagram are in
agreement with the Monte Carlo phase diagram of Figure 3.1. At the point where the
solid and plastic are equally favorable phases, at A/B : 1.040 and pi 0.955, the
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Figure 3.6: Excess grand potential as a function of isotropic fluid density for plastic
and solid phases. (a) A/B = 1.041. The isotropic phase is stable in (i), the plastic
phase is stable in (ii) and (iii), and the solid phase is stable in (iv). In (iii), the solid
has become more stable than the isotropic. (b) A/B = 1.051. The isotropic phase
is stable in (i), while the solid is stable in (ii) and (iii). The plastic is stable with
respect to the isotropic phase only in (iii).
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Figure 3.7: Phase diagram combining isotropic-to-plastic and -solid transitions. Tran-
sitions from isotropic to plastic and solid phases are as described in Tables 3.2 and 3.3,
while the plastic-to-solid transitions shown represent the densities where the plastic
and solid exchange stability. Coexistence regions are shaded, and the line AB is a
line of three-phase coexistence between the isotropic, plastic and solid phases.
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density discontinuities are different (about 0.10 for the plastic and 0.15 for the solid),
thus the theory predicts a first-order transition between these phases with a small
(:; 0.05) density discontinuity. However, the simulation result that the orientational
order parameter vanishes as one goes toward the solid-plastic phase boundary is
not seen here. This is possibly due to the systematic error introduced in the grand
potential calculation by the truncation of the sum in the expansion of the term (k.F)2n.
A. more complete treatment might produce a better description of this aspect of the
solid phase.
3.2.4 Transitions to the Nematic Phase
A. Calculation of Grand Potential
As in the calculation of transitions to the crystal phases, the first step in the nematic
calculations is to specify a parametrized density functional. For the uniaxial nematic
that is expected, it is sufficient to use a functional of the form
p(X) = aoPo exp(aly2 + a2tu4), (3.29)
which has the virtues of being positive for all values of the parameters al and a2, and
being convenient to do calculations with. Thus, the excess grand potential will be
a function of three parameters, (ao, al, a2), as well as the variables (po, A/B). If we
define the one-dimensional integrals
q, = d 2 m exp(al 2 + a2s 4),
which are calculable using a combination of series expansion and straightforward
Gaussian numerical integration, we can express the local term in (3.9) as
dX X)[log p(X) - 1] = ao[(logao - l)qo + alql + a2q2].
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The average density of the ordered phase is thus Pi = poaoqo. The nonlocal term is
written:
o d - C(X,X; po)[p(X) - po][p(X') - po]
= -(4a + 3b + ra)(1 - X2)- 1/2[(1 - a/2)[(1 - 2aoqo)Fl(x) + (aoqo)2
(n - 3)!! 2 2n (2j- 1)!!
n= (2n)!! = 2j (2j)!!n=l j=0 J
3a 1 (2n - 3)!!X2 n 2 2 1)!!
+ ( )(1 - 2aoqo)(-)!(n + 3) 2 ) (2j 
-%~ il ,=,3n)(2n + 3)2
(2n - 5)!! 2n-2 (2j - 1)!!
X2n-2 C Hnj)]l(3.30)2(2n -E 2 )!!X E( (2) H)],
where
Hnj a= [ O (1)k ( qk+n-j]
To obtain this form, the integral
dJ D(X, X) 3 = 1 (e^ * e')2 1/2
Jr 2B 1 - 2
has been expanded in powers of x($ · e')2.
This calculation is easily implemented as a computer program by truncation of the
infinite sums at n = 20. In contrast to the crystallization case, the expansions involve
much less calculation: all that is being computed is the zero-momentum part of the
Fourier transforms of the previous section. There is no problem with convergence in
this computation for X up to 0.9.
B. Results
The same techniques used for crystallization were used to find minima of the
grand potential with respect to the nematic functional parameters (ao,a l ,a 2) for
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A/B a,/I p0 (P 1-Po)/Po al a2
_ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ -
2.000
2.500
3.000
2.000
2.250
2.500
2.750
3.000
0.000
0.000
0.000
0.460
0.663
0.820
0.943
1.040
0.7983
0.6704
0.5863
1.2134
1.1155
1.0437
0.9877
0.9417
0.0220
0.0355
0.0518
0.0005
0.0009
0.0015
0.0021
0.0028
3.774
3.696
3.802
-6.406
-6.624
-7.193
-7.601
-8.210
0.1632
0.2745
0.4209
7.193
7.436
8.066
8.512
9.198
Table 3.4: Properties of nematic phase at the isotropic-nematic fluid transition. Listed
are aspect ratio, value of correction parameter used, transition density, density differ-
ence between the coexisting nematic and isotropic phases, and the two orientational
distribution parameters. The transitions with a = 0 agree with those reported by
Singh and Singh[45].
different ellipsoid anisotropies and isotropic fluid densities. Since the optimization
of the direct correlation function in Section III was carried out only for ellipsoid
aspect ratios up to A/B = 3, and since extrapolation of the a* beyond that point is
not reasonable, the calculations here are restricted to aspect ratios less than 3. The
values of the correction a* between the calculated points have been obtained by linear
interpolation.
The parameters for the isotropic to nematic transitions are shown in Table 3.4.
The first three rows are results for the case a*, in which case the results are, to four
significant digits, identical to those reported by Singh and Singh[45] for this transition.
Thus the parametrization chosen here can describe the angular distributions of Singh
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Figure 3.S: Phase diagram for isotropic and nematic transitions. The lower transitions
are for a = 0, while the upper set are for at as determined above. The bars denote the
coexistence densities of the isotropic and nematic phases in the MC work of Frenkel
et al[63].
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and Singh (who used a sum of Legendre polynomials as an orientational density
functional). However, there is a problem with the result: the transition densities are
much too low in comparison to both Monte Carlo results[54] and other theoretical
studies[63, 64] of this transition. When the calculations are redone with the correction
as* (bottom of Table 3.4), the transition densities are increased to near those given
by the Monte Carlo calculations (which report transitions for A/B = 2.75 and 3.00
at densities of 1.12 and 1.10, respectively), due to the large decrease in the direct
correlations for parallel molecular configurations. The density difference between
the isotropic and nematic phases at the transition becomes much smaller than for
the case with no correction (typically going from larger than 3% to smaller than
0.3%), which is smaller than that seen in the simulations (which report 1% to 2%
discontinuities[63]). However, for densities slightly higher than those at the transition,
the density discontinuity rapidly increases to near the level seen in the simulations:
for example, at A/B = 3, the fractional change in density for an isotropic density of
0.9417 is 0.3%, while at an isotropic density of 0.9500, the density change is up to
1%. The phase diagram obtained for the uncorrected and corrected transitions, along
with Monte Carlo data[63] is displayed in Figure 3.8.
3.2.5 Summary
Understanding the behavior of anisotropic fluid systems is a continuing theoretical
challenge. However, using the density functional theoretical framework with the in-
formation that is available about the direct correlations in fluids, it has been shown
here that models can be at least qualitatively studied. In addition, the method of
optimizing the DCF has been seen to be apractical method in studying the hard
ellipsoid fluid. Future increases in computational speed will make more sophisticated
variational studies possible. Here, the DCF has been optimized using the Percus-
Yevick integral equation, and has allowed a better characterization of the structure
of the ellipsoid fluid than that possible with guessed DCFs. At large anisotropies, the
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I)CFs used in the past appear to be deficient and require substantial modification,
but for the case of nearly spherical molecules, only small corrections to the Pynn-Wulf
DCF are required.
Crystallization near A/B = 1 has been studied in detail for the first time allowing
orientational as well as positional ordering. The correct topology is seen in the result-
ing phase diagram, although some quantitative details of the computer simulations
are not reproduced. Over the range of anisotropies studied here, the effects of the
DCF corrections are small. However, more work is required to extend the isotropic-
solid phase boundary to the region A/B > 1.5 where the DCF correction will begin
to affect the transition properties: the phase boundary should be driven to higher
fluid densities similar to those seen in the MhC phase diagram by the supression of
parallel orientational direct correlations. The transitions to the nematic phase for
A/B > 2 that have been studied here are strongly affected in this way by the rather
large variational corrections to the DCF that are required for these anisotropies.
Immediate improvements and extensions of the work presented here are possible.
The fact that the parameter b2 = 2 for all oriented solid solutions indicates that
a density functional capable of having sharper angular peaks than possible with the
function P2 and that takes into account higher order terms in the expansion of (k.) 2n
is probably necessary. The orientational contribution to the local term (3.16) (which is
positive) is not enough to offset the negative contribution of the nonlocal term (3.20)
with the parametrization chosen here. A good start would be to use something like the
distribution used to describe the nematic phase. There are technical complications
associated with evaluating the nonlocal term in the density functional with this type
of orientational distribution, but if one assumed both the orientational and positional
distributions to be sharply peaked, it would be possible to approximate the integrals.
The problem of the rapidly increasing freezing density for the isotropic to plastic
transition may also be due to the orientational distribution chosen: in the plastic
phase, the orientational distribution should generally have the cubic symmetry of
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the crystal rather than being uniform. Including these features in the orientational
distribution, plus extending the truncation of equation (3.22) should give a better
description of the solidification transitions, possibly including the feature of the com-
puter experiments that the uniaxial orientational order is reduced as one approaches
the plastic phase from the solid. These improvements, combined with the extension of
the crystallization calculations to A/B > 2 would allow a complete density-functional
phase diagram to be computed for the ellipsoid system.
The author wishes to thank A. N. Berker for encouragement and support, and
also to thank the MIT Gravitational Cosmology Group for the use of one of their
computers for part of this work. This research was supported by the National Science
Foundation under Grant No. DMR-87-19217, by the Joint Services Electronics Pro-
gram under Contract No. DAAL 03-86-K0002, and also by a Natural Sciences and
Engineering Research Council (Canada) Postgraduate Scholarship. Computer facil-
ities at the John von Neumann Supercomputer Center were also used, under Grant
No. NAC-1290.
This Section has been published[12] as an article in Physical Review A.
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3.3 The Liquid Structure of Highly Anisotropic
Molecules
Attention has focused in recent years on the direct correlation functions (DCFs) of
isotropic fluids, which, being the second functional derivatives of the excess Helmholtz
free energy with respect to density, play the central role in density-functional theories
of phase transitions. These types of theories have been much more successful when
applied to systems with spherically symmetric interactions than when applied to fluids
composed of anisotropic molecules. The most successful, unified density-functional
approach to freezing of anisotropic particles to date was presented in the previous
section. In that work, it was seen that the Pynn-Wulf[59, 60] approximation to the
DCF failed to be appropriate even at moderate densities for elongated molecules
(aspect ratio A/B > 2 or so), and strong corrections to it were required. Since it
is known that the Pynn-Wulf DCF gives good account of the thermodynamics (i.e.
the isotherm) of the isotropic liquid phase, there must be some strong orientational
dependence of the DCF that does not contribute to the compressibility (which is the
zero total angular and linear momentum part of the DCF).
It is natural to ask whether there is a simple, physically motivated way to un-
derstand this discrepancy. Here, an exact solution for the DCF of a one-dimensional
system will be used to argue that a basic physical property has been overlooked in
the construction of theories for phase transitions in systems composed of anisotropic
particles in three dimensions.
3.3.1 A Solvable One-Dimensional Anisotropic Fluid
Model
The N-particle Hamiltonian of the one-dimensional model is that of hard cores that
can translate along a line, but which have additional orientational degrees of freedom
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Figure 3.9: Types of orientational degrees of freedom and hard cores. (a) Two-
level system: cores are allowed to have either 0 = 0 or 0 = 1, and do not overlap.
(b) Continuous system I: cores have a continuous range of orientations, and their
projections onto the line of translational motion are not allowed to overlap. Here,
D(O, 0') = [1(0) + 1(0')]/2. (c) Continuous system II: cores have a continuous range
of orientations, and their projections onto the line may overlap as long as the cores
themselves do not. In this case, D(O, 0') cannot be written in the form [1(0) + 1(0')]/2.
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on which the hard-core radii depend[65]:
({i) = ( ) + ( (3.31)
i=1 l<i<<N
where xi are the translational degrees of freedom, pi are the momenta conjugate to
xi, Oi are the orientational degrees of freedom, and 7ri are their conjugate momenta.
t(s) = 0 for s > 1, while v(s) = oc for s < 1. The function D(Oi,9Oj) thus represents
the distance of closest approach for molecules of orientation Oi and j: all closer
distances are disallowed by the exclusion potential v. Note that D =constant is the
case of a fluid of hard cores of length D, first treated exactly by Tonks[66]. Here the
cases
D(O, j) = [l(Oi) + I(0j)]/2 (3.32)
are considered. This includes hard cores that interact as shown in Figure 3.9. Figure
3.9(a) shows the geometry for a system with two allowed orientations, while Figure
3.9(b) shows a system with continuous orientational degrees of freedom: note that
in order to satisfy the condition (3.32), the hard cores interact so that their vertical
projections onto the translational axis do not overlap. The case where the projec-
tions may overlap but the hard-core regions themselves do not (Fig 3.9(c)) has more
complicated structure than (3.32), and will not be considered here.
Systems of particles with orientational degrees of freedom can be considered as
mixtures of many 'pure' species each constrained to have a particular value of ori-
entation all at equal chemical potential[67]. The approach to doing the statistical
mechanics of (3.31) taken here will to first study a generalized system with different
chemical potentials /u(0) for each orientation and to then impose that they are all
equal.
The pair correlation function for the fluid is defined as
g(x, x', 0, 0') =< y 6(x - x,)6(x' - xj)6(O - Oi)4(O - ij) > /P(O)P(O') (3.33)
2•3
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where the average <> is taken in the grand canonical ensemble and where p(O)
is the number density of particles with orientations between and + dO. This
object is related to c(x, x', 0, 0'), the generalization of the single-component pair direct
correlation function of Ornstein and Zernicke[55] by the integral equation[68]
g(x, x', 0 0') - 1 = c(x, x, 8, ') + J dx"dO" [g(x, x", , 0") - 1]p(0")c(x", x', 9", 0').
(3.34)
Stell[69] has shown that for hard-core interactions with ranges of the form considered
here, the direct correlation function c(x, x', 0, ') vanishes for x - x'/D(O, 0') > 1.
Lebowitz[6S] and Wertheim[70] have solved this equation for arbitrary density distri-
butions, obtaining
- c(x, x', 9, ') = b(O, 0') - dA(0, 0') 0 I - x'1 < AX(, 0'),
b(0, 0') - dA(0, 0') (0, 0') < I - x'I < D(0, 0'), (3.35)
0 Ix - x'l > D(, 0'),
vhere A(0, 0') = 11(0) - 1(')/2, b(9, ') = [1 -R +pD(, 0')](1 -R)-2, d = p(1- R)- 2 ,
p = f dOp(O), and R = f dOp(0)l(0). p is the total number density and R is the packing
fraction, or length fraction of the system occupied by hard cores.
The density derivatives of the chemical potentials can be obtained from the direct
correlations[68], and the case of interest i(O) = jt can then be expressed as
dO[R - pl(O)] exp[-pl(O)(1 - R)-'], (3.36)
which establishes the relationship between p and R. For a system with two orienta-
tions 0 = 0 and = 1, with (0) = lo < 1(1) = 11, the integrals over are replaced
with summations, and equation (3.36) becomes
R - p(
- l = exp[-p(li - l)(1 - R)-'], (3.37)pl - R
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which always has exactly one solution in the physical range 0 < R < 1. In the
limit of low density plo ~ 0, the solution is R ~ p(ll + lo)/2, while at high density
pll 1 and R " plo. The equation of state can be easily computed using the
Gibbs-Duhem relation between the pressure and chemical potentials, and as close-
packing is approached, the singularity of the pressure is p : (1 - plo)- ', as for the
one-component hard-rod fluid[66]. This singular behavior is the only nonanalyticity
encountered in the thermodynamics of this sytem, as one would expect from a system
in one dimension with short-ranged interactions. It can be easily shown that the
structure factor S(k) develops Bragg peaks of height and inverse width proportional
to (1 - plo)- l as plo - 1. The same analysis has been applied to a continuous
distribution of orientations, and leads to similar results.
The most interesting property of this model, in the context of three-dimensional
systems, is the singular behavior of the direct correlations (3.35) at finite densities.
For orientational configurations such as those shown in Figure 3.10, as the parti-
cle separation is reduced beyond the point of contact (Figure 3.10(a)), the direct
correlations begin to increase in strength (Figure 3.10(b)). However, when the posi-
tion shown in Figure 3.10(c) is reached, the direct correlations stop increasing with
decreasing particle separation at some orientation-dependent value. All smaller in-
terparticle spacings for these orientations (as in Figure 3.10(d)) have the same direct
correlation.
3.3.2 Structure of Three-Dimensional Fluids
The same behavior as described above is seen in the Percus-Yevick approximation for
the direct correlation function matrix for mixtures of hard spheres of different radii:
all configurations of two spheres where one is entirely inside the other have the same
direct correlation[68]. Unfortunately, analytic solutions to the d = 3 Percus-Yevick
equation are not available for systems of anisotropic molecules, but examination of
the DCF density expansion[71] is useful. The first few terms of this series are shown
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(a)
(b)
(c)
(d) 0
Figure 3.10: Regimes of different direct-correlation function behavior for fixed orien-
tation. (a) Point of contact. Direct correlations jump from zero to a finite (negative)
value. (b) Particles are partially overlapped. Absolute value of direct correlation is
decreasing linearly with increasing particle separation. (c) Maximum overlap con-
figuration. All particle separations smaller than this [e.g. (d)] have the same direct
correlation.
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Figure 3.11: Density expansion for the direct correlation function, c(1,2). A bond
between vertices i and j represents a term exp(-v(i,j)/kT) - 1, where v is the pair
interaction potential. Filled vertices are integrated over all configurations, and each
graph also is multiplied by a factor p for each filled vertex.
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in Figure 3.11. The lowest-order term in this series for c(1,2) is -1 if the hard cores
at coordinates 1 and 2 overlap and 0 otherwise, and thus generates the lowest-order
contribution to the 'jump' in the DCF at hard-core contact. The first-order term
is an integral over one field point where the integrand takes on the value -p for
configurations where the particles with coordinates 1 and 2 overlap with each other
as well as with the field particle. The integrand is zero for other configurations. For
elongated particles, most of these configurations will be ones where the integrated
particle axis is out of the plane containing the particle axes of the two external
points, and only field particle positions that are near to the overlap of the external
particles will contribute. Therefore the absolute value of this term will be roughly the
product of the density and the volume of overlap of the external particles. Similar
arguments can be applied to the higher-order terms in the series, which lead one to
the conclusion that the direct correlations should grow in strength roughly according
to the hard-core overlap[72]. Even more compelling evidence of this behavior has
recently been provided by Lago and Sevilla in a numerical solution of the Percus-
Yevick closure for spherocylinders in three dimensions[73], where it is explicitly seen
that there is a 'plateau' in the direct correlation function as a function of particle
separation for the 'T'-orientations analogous to those of Figure 3.10.
Thus, direct correlations of elongated molecules should not continue to increase
quickly past points where molecules interpenetrate or 'punch through' one another,
as in Figure 3.10(c) and (d). However, in almost all of the existing density-functional
work on the isotropic-nematic transition that has been done to date, the direct corre-
lations have been assumed to depend on the center-of-mass separation[45, 74] rather
than the overlap volume, and the strength of direct correlations for orientationally dis-
ordered configurations has therefore been overestimated. It is no surprise that these
theories all underestimate the isotropic-to-nematic transition density. The previous
section described the one approach to this problem where an attempt was made to
calculate the DCF[I.1]. That work indicated that the center-of-mass dependent DCF
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approximations overestimate the strength of direct correlations for nonparallel molec-
ular configurations. Taking this into account led to a large improvement in prediction
of the transition density.
The additional insight provided by this model suggests a better approximation to
the direct correlation function for anisotropic particles. The commonly used approxi-
mation of Pynn and Wulf[59, 60] which obtains direct correlations for anisotropic hard
cores from the Percus-Yevick hard-sphere direct correlation function Cho evaluated at
the equivalent packing fraction (density in units of inverse hard-core volume) and
with the particle separation (in sphere diameters) replaced by the particle separation
scaled by the orientation-dependent distance of closest approach D(X, X') (X rep-
resents the position and orientation degrees of freedom for a molecule) can be easily
modified to include a dependence on molecular overlap:
C(X, X'; ) = Ch,(r-r'l/D(X, X'; 7), Jr-r'[ > d(X, X'),
Ch,(d(X, X')/D(X, X'; r), r - r'l < d(X, X'), (3.38)
where d(X, X') is the distance at which molecular interpenetration begins. This
modification is based on the idea that beyond the punch-through point, the volume
of overlap of elongated molecules is roughly constant. This result still reduces to
the known Percus-Yevick results for the hard sphere fluid and for the fully aligned
hard-ellipsoid fluid, since for these systems, the punch-through point always occurs
at zero particle separation.
For hard prolate ellipsoids of revolution of major semiaxis A and minor semiaxis
B in three dimensions, an approximate d is:
d(X, X') = D(X, X')(A B[( ) + ( * )[1- (e e)2] (3.39)
where e^l, e2, and are unit vectors in the directions of the orientation of the major
axes of molecules 1 and 2, and of the interparticle separation. The modified direct
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Figure 3.12: Pressure vs density for hard ellipsoids with A/B = 3 in three dimen-
sions. Pressure is in units of temperature divided by ellipsoid volume, while density
(packing fraction) is in units of inverse ellipsoid volume. Circles indicate Monte Carlo
results of Mulder et a63], the dashed curve is the Pynn-Wulf result, and the solid
curve is the result of this paper with direct correlations constant beyond the point of
interpenetration of the ellipsoids.
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correlations reduce the isotropic phase pressure below the value obtained via the
P'ynn-Wulf direct correlation function, closer to Monte Carlo simulation results[63], as
s]hown for A/B = 3 in Figure 3.12. In addition to leading to an improved description
of thermodynamic properties, the orientational dependence that this effect generates
will strongly affect density-functional theories of liquid ordering that require direct
correlations of fluids composed of highly anisotropic molecules, and a study of this is
ill progress for the isotropic to nematic transition for hard elongated particles.
The author wishes to thank A. N. Berker for support and encouragement. This
research was supported by the National Science Foundation under Grant No. DMR-
87-19217, by the Joint Services Electronics Program under Contract No. DAAL
03-S6-K0002, and also by a NSERC (Canada) Postgraduate Scholarship.
This Section has been published[13] as an article in Physical Review Letters.
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3.4 A Nonperturbative Density-Functional
Theory of Freezing of Anisotropic Particles
by J. F. Marko and W. A. Curtin
The previous sections have dealt with the treatment of freezing in molecular systems
via functional expansion of the grand potential about the homogenous state, an ap-
proach due to Ramakrishnan and Yussouff[38]. This approach, although successful,
is not really a systematic approach to the freezing problem because of the fact that
the expansion parameter p(X) - po is not small for all X. Because we possess limited
information about C(3) and higher direct correlation functions, it is thus difficult to es-
timate the contributions of higher-order terms in the density-functional expansion. In
this section, a nonperturbative density-functional theory of freezing, based on recent
work by Curtin and Ashcroft[48], and Denton and Ashcroft[49, 50] is presented.
3.4.1 General Approach
A nonperturbative alternative to the RY approach has been developed by Curtin
and Ashcroft[48] which sheds some light onto the behavior of the complete density-
functional expansion. This approach begins with the partition of the density func-
tional for the Helmholtz free energy into ideal gas and excess portions
F[p] = Fid[p] + Fe.[p]. (3.40)
F'id[p] is precisely the Helmholtz potential of the inhomogeneous fluid, ignoring the
effect of intermolecular interactions:
F id[p] = J dXp(X)[logA 3p(X) - 1]. (3.41)
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The thermal wavelength is defined through
A_ / ddpdd'i' t(p )A3 = hd+d e-fl( (3.42)
(p, 7r ) are the momenta and other degrees of freedom (e.g. angular momentum) that
can be integrated out trivially. This leaves the excess Helmholtz free energy, which
can be quite generally be written in the form of a local excess free energy density
Fex[p = dXp(X)f (X; [PI), (3.43)
where the integrations represent integration of the translational coordinate r over
system volume V, and integration of remaining orientational or internal degrees of
freedom, normalized so that f dX = V.
In analogy to the local-density approximation used in the theory of electronic
structure, the local-density approximation (LDA) for f is
f(X; [p]) = fo(X; p(X)) (3.44)
where fo is the (assumed known) excess Helmholtz free energy per particle of the fluid
state. While this approximation may be suitable to study inhomogeneities induced
in a fluid by a weak external potential, the LDA obviously cannot lead to a theory
for ordering in a fluid due to intermolecular interactions.
If we introduce a new 'effective density' p(X), we can rewrite (3.43) as
FDAp] = JdXp(X)fo(p(X)). (3.45)
In principle, the right choice of p will recover the exact excess potential (3.43). In
practice, Curtin and Ashcroft[48] studied the case where the effective density is writ-
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ten as a weighted average:
(X) = J dX'p(X')w(X, X'; (X)). (3.46)
This theory is generally referred to as the 'weighted-density approximation' or WDA.
The form of w is set by requiring that in the homogeneous limit p(X) --, p, the
known properties of the uniform liquid of density p are recovered. This limit applied
to (3.46) reveals that
/ dX'w(X, X; (X)) = 1. (3.47)
Imposing that the second functional derivative of the excess potential with respect to
the density p(X) in the homogeneous limit gives the second direct correlation function
of the liquid, i.e.
C(2 )(X, X'; p) = - lim 62FX([p]) (3.48)
p(X)-p p(X)Sp(X')'
leads to a set of integro-differential equations that determine w uniquely.
This approach has been extremely successful in the study of a variety of phase
transitions[48, 75, 76, 77] in fluid systems where the particles interact via spherically
symmetric interactions. The WDA outperforms the RY theory significantly in pre-
dicting the localization of particles near lattice sites at the freezing transition (the RY
theory typically predicts Lindemann ratios that are a factor of four too small for hard
spheres) and gives a better account of the entropy difference between the coexisting
liquid and solid phases at the freezing point. The WDA also has the virtue of being
a suitable technique to study the ordered phase past the freezing transition[77]. In
addition, the-practical implementation is aided by the fact that the effective density
(3.46) is everywhere significantly lower (typically > 30%) than that of the average
ordered phase density, which are densities where liquid structure is well understood.
The RY theory requires knowledge of liquid structure at the density of the liquid that
has the same chemical potential as the solid, which is typically a density only 10% or
so below that of the solid.
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The secret to the success of the WDA in a variety of arenas is due to the fact
that actually it is an approximate summation to all orders of the density-functional
expansion. This comes about due to the 'feedback' of p in the definition of the
weighted density (3.46). In the homogeneous limit, p(X) --, p, which leads to f(X) -
p, the NWDA satisfies the following infinite set of sum rules:
6S FDA (hi)
-i3JdX 3 .. dX, lim F'DA([p])p(X)-p bp(X'l)... p(-s)
= s-2 C(2)(X1,X2;p) = JdX3.. dXSC()(X," .Xs;p) (3.49)
for s = 0,1,2,... In addition, Curtin[76] has shown that the WDA gives good
account of the three-body DCF C(3) at high densities for cases that do not follow
directly from this sum rule. This probably is due to the fact that the sum rules so
constrain the behavior of the WDA C(3 ) that it is forced to be near the correct result
for many values of the three coordinates.
One way to interpret this situation is that for small inhomogeneities, the WDA
has as its limiting form the RY theory to second order in p(X) - p, plus higher-order
terms which use liquid structure information which satisfy all of the sum rules (3.49).
This situation contrasts markedly with the situation for the RY theory truncated
at second order, where after two functional differentiations, the remaining excess free
energy clearly is independent of the ordered phase density, and vanishes under further
functional differentiation.
Unfortunately, the generalization of the WDA to nonspherical particles involves a
large computational effort, due to the necessity of solving five-dimensional nonlinear
integro-differential equations. However, Denton and Ashcroft[49, 50] have recently
proposed a theory which retains many of the desirable features of the WDA which does
not lead to a large numerical calculation. This 'modified WDA' (MWDA) considers
the excess Helmholtz free energy to be derived from that of the liquid at a single
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effective density:
F M WDA[p] = dXp(X)fo(p) = Nfo(p). (3.50)
This effective density is written as a complete contraction of the physical density over
a weighting operator w:
= N- 1 J dXp(X) f dX'p(X')w(X, X; p) (3.51)
where N is the number of particles in the system.
The imposition of the same conditions as used in the WDA in the homogeneous
limit of the IMWDA leads to the same normalization condition (3.47), but now the
weight function wt is determined by equation (3.48) without any trouble as
w(X, X'; p) _pf"(p) C(2)(X X';) (352p)
w(X,fX'; p)=2vf(p ) (3.52)
nwhere the primes represent differentiation with respect to the density argument, and
= (kT) - 1. The effective density is thus
pjf"(p) 21
P= Pf'()() 2pf'() I dXdX'p(X)p(X')C(2)(XX';p ) (3.53)
Clearly, the form of the MWDA is much simpler than that of the WDA, but
again, due to the feedback of p in the definition of the effective density, all the sum
rules (3.49) are exactly satisfied. For the freezing of hard spheres, the MWDA gives
results that are essentially identical to those obtained by the WDA with a large
reduction in the complexity of the numerical calculations[49, 50]. This agreement is
due to the fact that in addition to having the same second-order density-functional
expansion and satisfying the same infinite set of sum rules, the MWDA and WDA
are identical in two limits - the homogeneous limit and the limit of infinitely localized
particles (delta-function distributions). Since the solid phase distributions at freezing
are quite localized, this is not too far from the delta-function limit, and thus it is not
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unreasonable to expect that the WDA and MWDA will give nearly the same results.
The theory of Denton and Ashcroft[50] generalized to the case of anisotropic
molecules as presented above can be readily applied to problems such as those consid-
ered in Section 3.2. We now move on to some illustrative applications of the MWDA
to freezing in molecular systems.
3.4.2 Isotropic-Plastic Transition of Hard Ellipsoids
The calculation of transitions to the plastic crystal phase described in Section 3.2 for
slightly prolate ellipsoids using the MWDA is straightforward. The two-body DCF
used in these calculations is the Pynn-Wulf form (i.e. the DCF of Section 3.2 with
a, = 0). which was found to be a good approximation in the case of small anisotropy.
]Zt should be remembered that the Pynn-Wulf DCF becomes exact in the limit of
low dlensity, and that the AM/WDA requires liquid state information at relatively low
densities, which make this approximation suitable.
The integral in (3.51) is almost identical to the second-order contribution to the
excess energy of Section 3.2, and the only additional piece of information required is
the excess potential per particle of the ellipsoid liquid. Recalling that the two-body
DCF is exactly the second functional derivative of the excess free energy, the volume
integral of the DCF can be integrated with respect to density twice to yield the excess
potential:
f~h~l1 sin-'(X) 3 3
O3f = 1 + X( - X2)1'/2 (1- (3 54)
where X = (A 2 - B2 )/(A 2 + B2) and r = rAB 2p/6 for prolate ellipsoids of long axis
A and short axes B.
The final note about the calculations is that following the work of Curtin and
Ashcroft[48], the calculations have been done in the so-called perfect crystal approxi-
nation, where the structure of the ordered phase, is restricted to have a density of one
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particle per lattice site. There has been much debate over the interpretation of the
defect densities obtained from calculations such as those in Section 3.2, but this point
is moot in the case of the WDA and MWDA, which appear to predict very low defect
densities compared to the rather high vacancy concentrations predicted by the RY
theory[77]. The perfect crystal approach thus is suitable for the MWDA calculations,
as well as expedient, as it reduces the number of free parameters in the Gaussian
crystal parametrization. For an FCC crystal with lattice constant c as described in
Section 3.2, this condition is simply
l 4\ 1/3
c= , (3.55)
where p is the overall solid phase density. This follows from the fact that the FCC
crystal contains four particles per cube of edge c.
Given the solid density, there is only one parameter to minimize over in the struc-
ture as parametrized in Section 3.2, namely the localization parameter D/o. Minima
in the Helmholtz potential are sought for given solid phase density, which determine
the structural properties and Helmholtz potential of the plastic phase. The melt-
ing point and coexisting liquid properties can be determined by finding the point at
which the liquid and solid of the same chemical potential have the same thermody-
namical pressure (i.e. grand canonical potential). Thus, the same calculations as in
the RY case are done in the end to locate the freezing line, but the density-functional
minimization is done in the canonical ensemble.
Table 3.5 lists the coexistence properties of the isotropic liquid and the plastic
solid as a function of anisotropy. As can be seen from comparison with Table 3.2, the
transition properties are similar to those obtained with the RY theory except that the
transition is seen at a slightly lower liquid density, and also that the localization at
the transition is a much more reasonable value (simulations of the hard sphere solid
near melting typically yield values of D/a of 8 or so[48]). The chemical potential
has been computed using units where the cube of the thermal wavelength is equal to
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A/B pi Ps 3P 3p o/2B c/2B
1.000
1.025
1.050
1.075
1.100
1.105
0.8770
0.8970
0.9242
0.9642
1.0408
1.0785
1.0189
1.0209
1.0269
1.0412
1.0761
1.0962
9.2626
10.168
11.564
14.003
20.401
24.712
13.027
14.048
15.584
18.170
24.546
28.613
0.0951
0.0917
0.0867
0.0789
0.0642
0.0569
1.577
1.577
1.573
1.566
1.549
1.540
Table 3.5: Stucture and
anisotropic ellipsoids in
and Ps are the densities
thermodynamics of isotropic to plastic transtions for slightly
MWDA theory. A/B is the aspect ratio of the ellipsoids, pi
of the coexisiting liquid and solid phases, p is the pressure,
p, is the chemical potential, a/2B is the localization parameter and c/2B is the FCC
lattice constant. The unit of volume is taken to be 8AB 2 .
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Figure 3.13: Phase diagram for isotropic to plastic transitions for ellipsoids in MWDA
theory. Upper and lower loci denote the coexisting solid and liquid densities at
freezing, as a function of anisotropy A/B.
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the molecular volume. As in the RY case, it is found that as anisotropy is increased,
the transition density (in units of molecular volume) increases. The resulting phase
diagram for isotropic-plastic transitions is shown in Figure 3.13. Also as seen in
the RY theory, there is a rapid increase in transition density beyond A/B = 1.05.
This suggests that this feature is an artifact not of the structure of the theories, but
rather is probably due to the parametrization of the plastic solid phase, which has no
dependence on the orientational degree of freedom.
3.4.3 Isotropic-Nematic Transition of Hard Ellipsoids
As seen in Section 3.2, at high anisotropy, the first transition seen as density is
increased is a first-order transition to the oriented nematic liquid phase. Here, we
describe the application of the IMWDA to this problem, which includes a reformulation
of the RY theory that yields more insight into its structure. This reformulation was
clone to use the recently obtained liquid structure information of Perera et a[52] for
hard ellipsoids.
As in the previous subsection, the Pynn-Wulf result for the excess potential (3.54)
will be used, as it is well known that this expression gives an accurate account
of the thermodynamics of the isotropic phase over a wide range of densities and
anisotropies[45]. However, as was found in Section 3.2, and explained in Section 3.3,
the Pynn-XVulf approach fails rather badly in predicting the orientational dependence
of the DCF. Here, an expansion in rotational invariants allows liquid structure data
to be directly used to correct the Pynn-Wulf results.
As in Section 3.2, the one-body density is taken to depend on only the angle
between the orientational degree of freedom and the z-axis:
p(X) = p(6) = p exp(al(. 2)2 + a2(. 2)') [j dxexp(alx 2 + a 2x4)] (3.56)
where p is the average ordered phase density. Expansion of the density in spherical
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harmonics allows the equation for the effective density (3.51) to be written as
pf"(P) 1 2p= -P2f'(( ))- 2pf'() (21 + 1)clbl (3.57)2f'() 2pf'(P) =0
where the angular momentum components of p and C(2) are:
b = de Pl(ed )p()
c = (-, )2 (e ') d d' (2)(X, X; p). (3.58)
PI(x) are the usual Legendre polynomials, and the angular integrations are over the
surface of the unit sphere.
The physical interpretation of the cl is clear. co is simply the compressibility of
the isotropic phase:
( P) = 1 - pcO(p) (3.59)
while higher I components represent the second-order response of the excess Helmholtz
potential to a density perturbation of the form of a Ith order Legendre polynomial of
angle. k = (1 - pc2 )- ' is, the Kerr constant[78], which describes the second order free
energy response to a field that couples weakly to the orientational degree of freedom.
The RY theory can be compactly written in terms of these integrals: the excess
Helmholtz potential difference to second order from equation (3.30) can be rewritten
as
1 bAw2= - .(21 + 1)poc(po)( S ,o)2, (3.60)
2 1 Po
where we recall that po is the density of the liquid phase that the functional expansion
is being carried out around. When added to the ideal gas part of the grand potential,
the grand potential difference between the nematic and isotropic phases can be written
as
w = .= (21 + 1)(ki(po))'( bl - 5,o)2 + O(a)(3.61)2 1Po
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Figure 3.14: Inverse Kerr constant as a function of isotropic phase density for prolate
hard ellipsoids of aspect ratio A/B = 3 obtained from numerical solution of the
hypernetted-chain closure of the Ornstein-Zernicke equation by Perera et a52]. The
filled squares indicate the integral equation data[80], while the curve indicates the
Pynn-Wulf expression scaled to the zero-crossing points of k -', as described in the
text. The zero-crossing density extracted from Patey's data is indicated by an open
square.
This formulation indicates the role of the k-' = 1 - pcI as the Landau coefficients cor-
responding to the order parameters b. The existence of cubic terms in this expansion
(there are cubic terms in both the ideal gas Helmholtz potential, and of course in the
third-order DCF term) indicate that generally the phase transitions will be first order
in the mean field theory. When any of the k- 1 approach zero, the isotropic phase
becomes unstable, and we can expect a phase transition to a state with nonzero b.
This formulation of the density-wave instability theory was worked out using Mayer
graphs in a remarkable paper several years ago[79].
The expression of the theory in terms of these objects allows the use of liquid
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structure information recently calculated by Perera et al[52], who report the Kerr
constants as a function of density as shown in Figure 3.14. What has been done
with these data points is that the Pynn-Wulf c2 integral has been multiplied by a
constant so that the k- 1 = 1 - upc2 thus obtained vanishes at the point where the
integral equation results predict. This constant is u = 0.0927, 0.3002, and 0.4173 for
A/B = 2, 3, and 5, respectively. The resulting inverse Kerr constant for A/B = 3
is also shown in Figure 3.14. Clearly these expressions do not asymptotically agree
at low densities, but this is not really important, as it is necessary for them to agree
well only at densities slightly below the transition to the nematic phase. For the
purposes of this work, it is important that we have a smooth function representing k
for densities near freezing, and this approach is convenient and effective.
With this, the theory is complete, and transitions to the nematic phase can be
computed: both RY results and MWDA results using the liquid structure informa-
tion described above are shown in Table 3.6. The MWDA and RY result in very
similar results, which are in good agreement with the simulation results of Frenkel et
al[63],, including the values for the density discontinuity at the transition, which was
predicted in Section 3.2 to be much smaller than that observed in simulations. The
similarity in the RY and MWDA results indicates that for the isotropic to nematic
transition, the differences in density (as a function of angular variable) are globally
small enough that the RY theory gives a good account of the grand potential dif-
ference, even without the inclusion of higher-order DCF contributions. It should be
noted that due to the lack of the sharp structure in p(X) seen in the crystallization
problem, the MWDA effective density is quite close to the coexisting isotropic liquid
density at the transition.
3.4.4 Summary
The work presented here indicates that the MWDA is a powerful tool for the study the
statistical mechanics of inhomogeneous phases of fluids using the density-functional
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A/B PI Pn 3P 13g al a2
2
3
5
1.2172
1.2171
0.8430
0.8418
0.968
0.6018
0.5988
1.2302
1.2186
0.8752
0.8503
0.987
0.6392
0.6154
60.821
60.803
11.209
11.139
18.70
5.0163
4.9424
61.295
61.279
17.181
17.098
25.7
10.657
10.532
2.945
2.912
2.848
3.038
2.797
3.146
0.099
0.097
0.230
0.264
0.453
0.314
Table 3.6: MWDA isotropic-nematic transition parameters for aspect ratio A/B =
2, 3, 5. Reported are the densities of the coexisting isotropic and nematic phases (pi
and p), the pressure p and chemical potential , and the order parameters al and a2
at, the transition. For each anisotropy, the first line indicates the MWDA result, the
second the RY result, and in the case A/B = 3, the third line indicates values from
constant-pressure MC simulations[63].
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approach. For crystallization, the MWDA gives good account of all aspects of the
structure and thermodynamics near first-order transitions, and has the virtues that it
can be used to study the ordered phase (due to its nonperturbative nature), and that
it requires liquid structure information at rather low densities. The MWDA appears
to repair the defect of the RY expansion that 'too localized' structures are predicted
at freezing.
In the case of orientational ordering, the differences between the RY and MWDA
theories are less, due to the less dramatic variation in p(X) - p. A more important
ingredient to the theory of isotropic-nematic transitions in the hard core system stud-
ied here is the liquid structure information, and it is found that the recent results of
Perera et al[52] greatly improve the predictions of both density-functional theories.
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3.5 Thermodynamics of Hard-Sphere Solids
3.5.1 Introduction
The hard-sphere system is of fundamental importance in the study of first-order crys-
tallization transitions. Since the 1940's it has been known that there is a liquid to
close-packed solid transition in a fluid of hard spheres[81, 82], but which close-packed
structure is stable at the freezing point is still unknown. Since its introduction to the
study of freezing[38], the density-functional approach has offered an accurate struc-
tural and thermodynamical description of the crystallization of simple liquids[83].
Molecular dynamics (ID) studies indicate that the face-centered-cubic (FCC)
crystal is slightly more stable than the hexagonal-close-packed (HCP) structure near
close-packing[84, 85], but the only simulation study of this question near the melting
point, a Monte Carlo (MC) study, is inconclusive[86]. Simulation studies are difficult
near the melting point, because the free energy differences between different close-
packed states are small, and appear to be strongly affected by finite-size effects.
Existing density-functional work on this problem[89, 91] has been done using liquid
structure information which, as explained below, is unsuitable for the study of the
FCC/HCP question.
In this Section, the FCC, HCP, and BCC hard-sphere crystal states are studied
using a density-functional approach which combines two recent theoretical develop-
ments. The first is recent work by Groot et a[51], who have provided a parametriza-
tion of the two-body direct correlation function (DCF) based on accurate MC sim-
ulations of the hard-sphere liquid. The use of this data in a new weighted-density-
functional theory which satisfies all sum rules for the two-body direct correlation
function[48, 49, 50] exactly (assuming that the exact two-body DCF is known) re-
sults in a highly predictive theory for hard-sphere solids.
Using this theory, the Helmholtz free energy of the FCC crystal is calculated to
be slightly below that of the HCP crystal at densities near the melting point, due
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to the different third- and further-neighbor coordination shells of the two lattices.
The behavior of the hard-sphere liquid direct correlation function is such that this
small structural difference causes the FCC state to have a lower excess Helmholtz
potential. However, although this free energy difference is in agreement with the
limits set by simulations, it is so small that further improvements in the theory may
change it significantly. The BCC state is found to always be higher in Helmholtz free
energy than the two close-packed states studied, and the free energy difference is in
good agreement with recent Monte Carlo and density-functional studies[77]. Using
tlhis density-functional approach, the elastic constants of the solid considered can be
computed, and they are in good agreement with all Monte Carlo information.
3.5.2 Theory and Calculation
The density-functional theory used in this study was recently developed by Denton
and Ashcroft[49, 50] and is closely related in structure to the weighted-density ap-
proximation developed by Curtin and Ashcroft[48]. The numerical results obtained
by the two theories are numerically nearly identical[.50], and agree well with simula-
tion results for freezing of hard spheres. The approach begins with the usual partition
of the Helmholtz potential of an inhomogeneous liquid with spatially varying density
p(r) into 'ideal gas' and 'excess' parts:
F = Fid + Fez (3.62)
where the ideal gas portion is
Fid drp(r)[log Ap(r)- 1] (3.63)
and where the excess potential is expressed in terms of the liquid excess Helmholtz
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potential per particle fo evaluated at an effective density p:
F,, = Nf o(p) (3.64)
This effective density is defined in terms of an weight function w:
= N-1 fv drdr'p(r)p(r')w(r,r'; ) (3.65)
This weight function is chosen so that the second functional derivative of the excess
free energy Fez = Nfo(p) with respect to p(r) yields the two-body direct correlation
function C(2 ) of the uniform liquid in the homogeneous limit p(r) -+ p. This leads to
the simple equation for the effective density:
PPf"( I drd(r'
- 2f'() - 2p3f'((p) v vp(r)p(r')C((r - r'; ),
2f'() - f'() l ak12C(2)(lk; ), (3.66)
k
where the crystal symmetry of the ordered phase, and the isotropic symmetry of the
liquid phase have been anticipated in the use of the Fourier transforms
ak = | e 'ik.rp(r)
C(2)(k; p) = 4r drr2 s i n krC(2)(r;p). (3.67)
The feedback of p in (3.65) leads to the exact satisfaction of all two-point sum rules
that relate higher order direct correlation functions to C(2 )[50].
This density-functional theory requires the two-body direct correlation function
and the excess Helmholtz potential of the isotropic liquid, for values of p about 30%
below the freezing density. In this region of densities, both of these quantities are
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extremely well known. The excess Helmholtz potential per particle used here,
ffo = (1 - y)-2 + 2(1 - )- _- 3, (3.68)
is that obtained from the Carnahan-Starling[87] equation of state, which is known to
be accurate to within 0.3% at densities of interest here. The variable 71 is the fluid
density in units of the sphere volume rD 3/6, where D is the sphere diameter. As
mentioned above, the DCF used is a parametrization of MC results due to Groot et
al[51].
The final ingredient of the theory is a choice of parametrization of the solid density
p(r), which will be minimized over (for given average solid density Ps) to obtain
the stable structure. Simulations[82] and experiments[88] indicate roughly Gaussian
distributions of particles about lattice sites near the crystallization transition. Thus,
we choose a lattice of gaussian distributions which can be written as
p(r) = pAs(7ri2)o- 3 /2 E e-([r-sl/0)2
sET
nb
PS E e-(ojkj/2)2nbl ik(r-b,)
keU j=1
= s Z ake ik r, (3.69)
kEU
for a set of real-space lattice sites T with a possible basis {bj})l and an associated
Bravais inverse lattice U. The real-space, inverse-space, and basis vectors for the
FCC, BCC and HCP lattices are summarized in the Appendix. Thus, the structural
parameters describing these lattices are the average solid density p,, the peak width
of the Gaussian site distributions , and the lattice constant c, which appears as a
prefactor of the real-space lattice vectors.
The calculations presented in this section have been done with the intention of
comparing them to hard-sphere solid simulation results. These simulations are done
in the canonical ensemble, i.e. with the number. of particles fixed. In addition, the
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singular hard sphere potential, the boundary conditions, as well as the lack of particle
number fluctuations preclude the possibility of the observation of any appreciable
density of either vacancies or interstituals. To properly take this into account, these
density-functional calculations have been done with the 'perfect crystal' assumption,
namely that p(r) be constrained to have precisely one particle per lattice site. This
constraint is most easily incorporated as a relationship between the lattice constant
c, and the solid density ps: pc 3 = 4, 2, or d2 for the FCC, BCC, and HCP lattices,
respectively, as defined in the Appendix. This leaves only the localization a as a free
variational parameter.
The previous studies of the relative stability of close-packed hard-sphere crystals[89,
90, 91] have all used the exact solution[58] of the Percus-Yevick (PY) equation for
the correlation functions of hard spheres[57]. Although convenient, the PY DCF is
exactly zero at distances beyond the sphere diameter D, as opposed to simulation
results that indicate an initially positive, then rapidly decaying, oscillating tail out-
side the hard core region[51, 92]. This is an important factor for the study of the
relative stability of FCC and HCP crystals since the excess free energy involves the
convolution of the density with the DCF, as in (3.66), which is a general feature of
density-functional theories.
As remarked by Colot and Baus[89], this expression cannot distinguish between
FCC, HCP, or even randomly stacked close-packed planes if C cuts off at the sphere
diameter, since the distance to, and number of first- and second-neighbor sites of these
structures are the same, and the Gaussian lattice site distribution widths seen in sim-
ulations are typically 0.12 to 0.15 in units of nearest-neighbor distances, at densities
near melting. For this type of DCF, only the ideal gas part of the Helmholtz potential
will break the degeneracy of the different close-packed structures, and probably only
very weakly, again due to the expected narrowness of the site distributions.
This degeneracy of FCC and HCP structures resulting from the use of the PY
DCF has been reported by a variety of workers[89, 90, 91], indicating that indeed,
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the ideal gas contribution does not break the degeneracy of the grand potential per
particle of FCC and HCP crystals by more than 10- 5 near the melting point, using
the Gaussian lattice parametrization. Thus, any significant difference in FCC and
H CP free energies will be due to the contribution to the excess free energy from the
tail region of the DCF.
3.5.3 Thermodynamics and Structure of Hard-Sphere
Solids
Minima for the free energy functional exist over a range of densities from approxi-
mately pD3 = 0.92 to 1.33 for the FCC, HCP and BCC solids studied here. From
the Helmholtz potential, the pressure and chemical potential can be extracted, and
using the Carnahan-Starling free energy (3.68) and the coexistence condition that the
pressures of the solid and liquid phases be equal point (for a liquid and solid with the
same chemical potential), the freezing point can be located.
The results for the Helmholtz free energies of FCC, HCP, and BCC crystals are
summarized for two densities in Table 3.7, and displayed for a range of densities,
along with the liquid free energy in Figure 3.15. The free energies quoted are the
absolute Helmholtz free energy per particle minus the kinetic contribution log A3p, -1,
as is conventionally reported. The difference in the FCC and HCP free energies
is extremely small (f < 0.0020 for densities near melting), but the FCC state
systematically has a lower free energy. By comparison, the FCC-BCC free energy
difference is much larger.
Comparison with the MC results[77, 86] indicates that this theory systematically
underestimates the Helmholtz free energy. This has been reported by Curtin and
Ashcroft[48] and by Denton and Ashcroft[50] for the WDA and MWDA theories using
the Percus-Yevick C(2). However, the free energy differences between the FCC and
BCC states are in better agreement with the corresponding Monte Carlo results, as
reported by Curtin and Runge[77] for WDA calculations. The FCC state Helmholtz
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Crystal Density 3f + 1 - log A3 ps
Type PsD3 DFT MC
1.0409
1.1000
1.0409
1.1000
1.0409
1.1000
5.5730
6.0582
5.5751
6.0610
5.8697
6.5825
5.9222(10)
6.5397(09)
5.9234(10)
6.5404(11)
6.094
6.878
Table 3.7: Helmholtz potential for FCC, HCP and BCC solids. Results of the cal-
culations of the text, and of Monte Carlo simulations [77, 86] are shown. The values
shown are for the potential 3F/N - log A3p, + 1.
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Figure 3.15: Helmholtz free energy per particle for hard-sphere liquid, and the FCC
and BCC solids. The liquid free energy shown is due to equation (3.68). The FCC
and BCC curves indicate the results of the calculations described in the text, while
the points represent the FCC and BCC MC results described in Table 3.7.
free energy crosses that of the liquid before either the HCP or BCC states, indicating
that in the canonical ensemble it is the stable ordered phase at freezing. At higher
densities, the FCC phase continues to have the lowest Helmholtz potential.
The pressure of the FCC solid is in fairly good agreement with simulation results,
as shown in Table 3.8, although again it is somewhat underestimated by the density-
functional calculations. The mean-square deviation of particles from their lattice
positions for the FCC solid, which in terms of the localization is < r2 >= 32/2 ,
as a function of density is shown in Table 3.9, along with MD[93] results. Finally,
the freezing parameters, which for the FCC solid indicate the true freezing point,
while for the HCP and BCC solids indicate where they are in coexistence with the
metastable liquid state, are shown in Table 3.10. As in the case of the Helmholtz
potential, the grand potential of the solids appear to be underestimated, resulting in
a prediction of freezing at lower densities than that observed in the simulations.
The question of the relative stability of the FCC and HCP phases is addressed
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Densit3y Pressure PpD 3
psD DFT MC
0.9899
1.0409
1.1314
1.1785
1.2728
7.880
9.331
13.504
17.076
31.949
9.904(7)
11.672(6)
16.64 (2)
20.79 (3)
37.69 (8)
Table 3.8: Pressure of the FCC solid. Density-functional and Monte Carlo[86] results
are given.
Densit MS Deviation <r2>/D2
psD DFT MD
0.9959 0.01882 0.03120(60)
1.0516 0.01338 0.01860(30)
1.1314 0.008093 0.00920(13)
1.1785 0.005842 0.00573(14)
1.2298 0.003857 0.00312(03)
Table 3.9: Mean distance squared of particles from lattice sites. Density functional
results, and MD results of Young and Adler[93] are given.
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Figure 3.16: Helmholtz potential difference between FCC and HCP solids from DF
ca lculations.
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Calc'n plD3 psD3 psD 3- plD3 AS / Nk L =<r 2>1 /2/ann
MC fcc 0.94 1.04 0.10 1.16 0.126
DF fcc 0.8854 1.0318 0.1464 1.3013 0.1105
DF hcp 0.8857 1.0318 0.1461 1.3004 0.1103
DF bcc 0.9292 1.0141 0.0849 0.9111 0.1712
Table 3.10: Freezing parameters for hard spheres. Density-functional (DF) calculation
results and MC results[50] are given. Densities of coexisting liquid and solid, as well as
the entropy per particle difference between the coexisting phases and the Lindemann
ratio L are given. L = (3/2) 1 /2 a/a,,, where a,, is the nearest-neighbor lattice
distance.
in Figure 3.16, which shows the free energy difference as a function of density. The
free energy difference (which is also the entropy difference, since the internal energy
is always zero for the hard-sphere fluid) is consistent with the results of Frenkel and
Ladd[86], who have estimated the entropy difference per particle of these phases near
melting to be between -0.001k and 0.002k. Thus, the small free energy difference
in these calculations is consistent with the MC results, and suggests that the FCC
phase is slightly more stable than the HCP phase.
3.5.4 Elastic Constants for the FCC Hard-Sphere Solid
Another set of quantities that can be computed using the type of theory presented
here are the static elastic constants, which describe the second-order response of the
solid to an externally imposed strain. Here the calculation of elastic constants follows
as described by Runge and Chester[94].
For an elastic deformation r -+ r + u, Lagrangian strain parameters are defined
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as
J 2 arj + r + arUki r (3.70)
and the Helmholtz potential is expanded as
F[1 ] _F[r = 0] 171] = [ - ij-ij + 2Cijk rl7ij qkl + (77 3 ). (3.71)
The stress tensor of the unstrained solid is simply
Tij= -p6ij (3.72)
where p is the thermodynamical pressure.
The Cijkl are the isothermal elastic constants. and for a system with cubic sym-
nletry, many of them are zero. Of the 21 nonzero ones, only three are independent,
C1111 - C11, Cl1122 = C12, and C1212 = C44. The remaining 18 can be recovered
by observing that Cijkl is invariant under all one-to-one mappings of the coordinate
axis labels onto themselves (i.e. invariance under the cubic group), as well as more
generally under any composition of the operations ijkl -, jikl, ijkl -- ijlk, and
ijl --+ klij. This allows the free energy response in terms of actual elastic transfor-
rnations to be directly calculated.
One transformation used was
x -- x
Y - Y
z -- Z+ (3.73)
to which there is a response
F 1(3.74)
-PC + -(Cii p)C (3.74)
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Another transformation is
x ex + ex
Y Y + Y
z - z (3.75)
to which there is a response
V = -2e -+ (2C1 + 2C12 2p)e2 . (3.76)V 2
Finally,
x x- +  y
Y - y+ex
- z (3.77)
was used, to which there is a response
F = + (4C44 - 2p)c 2 (3.78)V 2 (4C 2p) 2.
Accompanying these transformations are dual transformations of the inverse lattice,
which allow the free energy response to be easily calculated. Computations for e = 0,
0.0001, and 0.0002 were done, with minimization of the free energy with respect to
the structural parameter a in the strained configurations, which of course affects the
second order response. As a check of the computations, it was verified that the linear
response was the appropriate multiple of the pressure of the solid, which was also
obtained from the density derivative of the Helmholtz potential of the unstrained
system.
The results of elastic constant calculations using this method are shown in Table
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Calculation Densi, Elastic Constants (D 3 =1)
Type psD C11 C12 C44
DF
MC
DF
MC
DF
MC
DF
MC
DF
MC
0.9899
1.0409
1.1314
1.1786
1.2727
26.635
46(2)
38.694
68(3)
80.942
133(3)
109.17
207(8)
364.97
627(12)
2.460
11.8(3.0)
8.044
18.2(2.0)
27.555
34.6(2.0)
41.756
56.8(6.0)
217.68
149(11)
29.288
33.5(1.0)
37.171
46(1)
61.402
94(2)
80.631
150(2)
164.74
478(10)
Table 3.11: FCC hard-sphere solid elastic constants.
described in the text are shown MC results[95].
Along with the calculations
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3.11, along with MC results, also for hard-sphere FCC solids. The agreement near the
melting point is reasonably good, compared to WDA treatments using the Percus-
Yevick DCF[96].
3.5.5 Elastic Fluctuations
One interesting aspect of density-functional theories such as the one presented here is
that they are bridges from the description of a fluid in terms the microscopic degrees
of freedom of the constituent particles to a description in terms of the one-body
field p(r). The fluctuations in individual particle positions are completely taken into
account (assuming perfect inclusion of all liquid structure information) subject to the
constraint on the one-body density. The fact that the saddle-point approximation is
used makes it clear that the minimization calculations such as those presented above
are the 'mean-field' descriptions of the ordered phase.
This suggests that one should consider fluctuations of the one-body density about
its mean-field value, and the first family of fluctuations to consider in the case of three
dimensional crystalline solids are elastic fluctuations. The elastic constants computed
above are the 'masses' of elastic waves in a general Landau expansion of -OF about
the mean-field free energy:
-(F-Fo) = -p dd ri(r) + 3Cijkl J d ri(r)7kI(r)
+ 3 Dijklmn J ddr9mrlij(r)oanrlkI(r) + (3.79)
Computation of the elastic wave dispersion tensor D requires a supercell approxima-
tion and is a calculation easily within the range of current supercomputers. However,
even with just the mass terms C we can say something about the size of corrections
to the free energy that arise from elastic fluctuations. For D = 0, the Hamiltonian
(3.79) is completely decoupled, and represents independent elastic oscillators. Clearly,
these oscillators cannot be smaller than the volume per lattice site since fluctuations
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at smaller than that scale cannot be elastic, and are presumably taken into account
by the liquid structure used in the construction of the-density functional. Physically,
we expect that to regard different regions of the lattice to be independently strained,
they must be somewhat larger, say n sites in size (which can be made precise by com-
puting the tensor D and higher-order versions of it, which will cut off the fluctuations
below some characteristic length (DIC)112 - n/ 3 ).
Thus we consider the statistical mechanics of the N-particle solid, focusing on the
elastic fluctuations of N/n regions of volume n/p. The free energy of these fluctuations
takes the harmonic oscillator form
AF = log [J{dqij} exp(-O Ciikl ij/k)]
N lo dt O(nC(ij)(kO)- (3.80)
For a crystal with full cubic symmetry, this can be reduced to
A N)= n log[(p)6C34Cll(C21 C12)] (3.81)
which for elastic constants as determined above (either the MC or DF results at
p, = 1.0409) produces the difference AOF/N ~ 0.5 seen between MC and density-
functional results for n m 30. This corresponds to the free energy contribution of
regions of a few lattice sites across undergoing independent elastic fluctuations, which
is physically very reasonable. Whether or not the free energy difference is dominated
by this contribution, or whether non-elastic fluctuations are important, is an open
question.
3.5.6 Summary
In this section, the problem that has been used as a benchmark for density-functional
theories of freezing, that of the crystallization of hard spheres, has been reconsid-
132
ered using a weighted-density approximation recently introduced by Denton and
Ashcroft[50]. The use of this theory, in combination with a recently published[51]
parametrization of MC results for C(2 ) results in a highly predictive theory of freez-
ing. The general characteristics of WDA theories, namely, structural properties of the
ordered phase in good agreement with simulation results, a BCC phase with slightly
higher free energy than the close-packed phases, and a slight underestimate of the ab-
solute free energy of the ordered phases are seen in this approach. This underestimate
of the free energy leads to a slight underestimate of the isotherm of the solid and the
liquid-solid coexistence properties, as has been reported by Curtin and Runge[77].
Here, the additional step of the calculation of the elastic constants of the FCC
solid has been taken, and their size and dependence on density are in rough agreement
with simulation results. The indicated approach is to use the WDA theory to try to
obtain results in better agreement with the simulation results for the elastic constants.
If' they can be computed reliably, computations of the dispersion tensor D would be
more believable.
A scheme to correct the mean-field density-functional free energies presented here
for the contributions of elastic deformations of the lattice has been suggested. It
has been shown that given the elastic properties and some physical assumptions
about the nature of elastic fluctuations near the first-order phase transition, the
discrepancy between the results of the WDA theories and the simulations can be
attributed to this contribution. However, this question will not be completely settled
by the computation of this correction, as the thermodynamics of other fluctuations
(i.e. defects in the crystal structure) must also eventually be studied.
The question of whether the FCC or HCP structures are stable at freezing has also
been examined, and the current theory shows a free energy difference between these
states that is within the limits set by Monte Carlo simulations. It would be interesting
to find out how much the results here are affected by the general parametrization (the
so-called Fourier parametrization[91]) and in particular to find out whether the free
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Parameter FCC lattice BCC lattice HCP lattice
(1/2,-1/2,1/2)
(1/2,1/2,-1/2)
1
(0,0,0)
(0,1,1)
(1,0,1)
(1,1,0)
Table 3.12: Vectors and constants defining lattices used in calculations. Lattice data
for the FCC and BCC Bravais lattices and the HCP lattice, which consists of a
hexagonal Bravais lattice with a two-point basis, are given.
energy difference between FCC and HCP is strongly affected.
3.5.7 Appendix: Lattice Vectors and Constants
In this appendix, the various constants and vectors that describe the lattices used in
this work are summarized. The real-space lattice sets are all of the form
T = {c(n1c + n2c2+ n3c3+ bj), n= 0, f, 2,.. , j = 1, ... n} (3.82)
where the set {bj} is a nj-vector basis. The inverse lattices are of the form
U = {(2r/c)(mldl + m2d2 + m3d3), m, = 0, ±1, 2,.. --} (3.83)
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{l,} (0,1/2,1/2)
(1/2,0,1/2)
(1/2,1/2,0)
1
{tb} (0,0,0)
{d1 } (-1,1,1)
(1,0,0)
(1/2,5/2,0)
(0,0,84V/)
2
(0,0,0)
(1,-1/3,0)
(0,2/45,0)
(0,0,3/)
1
(1,-1,1)
(1,1,-1)
a/c
a3/A
(-1/2,1/2,1/2)
I / -2
34/4
The lattice constant c has the dimension of length. Table 3.12 lists the vectors
and constants bi, nb, ci, di, the nearest-neighbor distance a, and A, the volume per
lattice site, for each lattice considered.
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3.6 Perspectives on Freezing in Complex Fluid
Systems
In this Chapter a variety of methods and applications of density-functional theory
to the description of phase transitions in three-dimensional fluid systems have been
presented. By extending the ideas of Ramakrishnan and Yussouff[38] to include ori-
entational as well as translational ordering, it has been shown that one can construct
mean field theories for phase transitions in systems composed of nonspherical parti-
cles. We have also seen that the extension of the RY theory to include contributions
of higher-order direct correlations is a step which leads to a large improvement in the
predictive power of the theory.
Molecular anisotropy destabilizes the plastic crystal phase
In the case of crystallization, the effect of aniostropy of constituent particles has been
studied. In agreement with simulations, it has been found that the plastic phase is
destabilized by increasing anisotropy to the point that the orientationally ordered
crystalline solid becomes always lower in free energy. This effect is overly drama-
tized in the present theory due to the fact that the possibility of the breaking of
full rotational symmetry down to cubic symmetry before finally realizing the uniaxial
symmetry of the oriented solid is not considered. I suspect that a more general treat-
ment using a full expansion of the orientational distribution in spherical harmonics
will result in a phase diagram in close agreement with the simulation results. In
the case of the study of the oriented solid, this will increase the technical difficulty
of the calculations, but if an expansion in orthogonal functions used, such a calcu-
lation should be possible. The difficult problem with calculations involving many
order parameters is of course the numerical minimization of the resulting free energy
functional: this will require the use of a supercomputer.
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Accurate liquid structure leads to accurate description of phase
transitions at high anisotropy
The formation of a orientationally ordered phase has also been studied with the
same sort of theory, and it has been seen that the important ingredient is reliable
liquid structure information. The misleading results of early efforts[45] have been
demonstrated to be due to the use of bad assumptions about liquid structure, and
through the study of one-dimensional fluid models and comparison with recent studies
of integral equation closures of the Ornstein-Zernicke equation[52, 73], it has been
shown that for prolate, anisotropic hard cores, the relevant quantity that the direct
correlations depend on is not the separation of the hard cores, but rather it is the
overlap volume.
This (in retrospect, obvious) result has serious consequences for the strength of
the component of the direct correlations that couple to the uniaxial order parameter,
shifting the phase transition to up to 50% higher densities. This realization will be
an important factor in the construction of density-functional theories to address the
interesting problem of the effect of molecular symmetry (i.e. hard core shape) on the
symmetry of the observed phases. The type of study presented here probably will be
useful in developing some intuition for the behavior of the DCF for other extended
hard-core objects such as platelets, rods, polymers, models of proteins and enzymes,
and the like.
I would like to stress that such studies should not be attempted without accurate
liquid structure information: in the last two years it has been demonstrated that this
information can be obtained for anisotropic hard cores by numerical solution of the
conventional integral equations. The oft-quoted excuse that the failure of the theory
must be due to the structure of the RY functional appears to be unfounded: liquid
structure is the key ingredient.
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Higher-order DCF contributions improve the theory
The development of weighted-density approximations has added an important tool to
the density-functional arsenal. Historically, problems with the RY theory have been
blamed on the 'lack of higher-order terms in the functional expansion'. The WDA is
a method of constructing a density functional which augments the RY theory with an
approximate summation to all orders. Many of the most important terms are taken
into account exactly due to the preservation of sum rules related to the pair DCF
(which is presumed known). The problem with the original theory of Ashcroft and
Curtin[48] is its numerical complexity.
The extension of recent work of Ashcroft and Denton[50] has resulted in the
MWDA, which is a workable version of the WDA applicable to phase transitions
involving both orientational and translational degrees of freedom. The resulting the-
orv is no harder to study than the RY theory, and repairs many of the pathologies
of that approach. These problems centered on the excessively narrow real-space one-
body distributions seen in the application of the theory to crystallization, as well
as associated problems such as the behavior of the pressure and entropy at freezing
transitions. It is my feeling that the current MWDA and WDA theories yield good
descriptions of freezing. If accurate liquid structure information is used in them, any
remaining discrepancies between their predictions and simulation and experimental
results are due purely to the parametrization of the one-body distribution function,
and to the mean-field approximation implicit in the variational formulation of the
theory. An interesting note is that in the case of orientational freezing, the RY and
MWDA approaches agree very well, and that the liquid structure information is by
far the dominant factor in the success of calculations.
Fluctuation spectra are calculable
A good question, considering the above comments, is whether it is possible to compute
the free energy of fluctuations around the mean-field solutions studied in this work.
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As a first step, I have considered the computation of elastic constants of the FCC
hard-sphere solid. This has worked out reasonably well, the results near melting
being in reasonable agreement with simulations and recent full WDA work[96]. This
is to be contrasted with the strikingly bad results[97] that follow from the RY theory.
These problems, such as the prediction of elastic instabilities of supposedly ordered
phases, are a consequence of the lack of excess free energy contributions at higher than
second order in the one-body density (elastic properties are due to second derivatives
of the free energy with respect to parameters in the one-body density, and in the RY
theory, the resulting constants really have more to do with the liquid than with the
solid phase). The next step in the consideration of elastic fluctuations is to redo the
present calculations using the full WDA approach.
Building Landau theories from scratch
If the computation of zero-momentum fluctuations are possible, than it seems reason-
able that the full long-wavelength 'phonon' spectrum for the hard-sphere solid should
be calculable, allowing the determination of the stiffness tensor described in Section
3.5. This would allow the correction of the free energy (and hence all of the thermo-
dynamical potentials) through the integration of the resulting Gaussian phonon free
energy density. The crude arguments of the final subsection of Section 3.5 suggest
that this correction may complete the model of the hard-sphere solid, and lead to an
accurate description of its thermodynamics.
This program. is indicative of a method to treat phase transitions in fluids using
an ab initio approach similar to that starting to be applied to solid state systems[98].
The problem with studying fluid systems from the point of view of Landau theory
is of course the many Landau parameters that proliferate, and the large number of
phase diagrams that are compatible with the free energy functional. The density-
functional approach to inhomogenous classical fluids, like its namesake applied to the
inhomogeneous electron gas in solid state physics, is a tool which can be applied to
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the computation of Landau parameters. This casts the density-functional approach as
a, recipe for coarse-graining the mechanical, many-body Hamiltonian of a liquid, and
for thus arriving at a free energy density compatible with our machinery for studying
the effect of fluctuations of the collective modes consistent with the symmetry of the
phase under our consideration.
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Chapter 4
Monte-Carlo Renormalization
Group Approach to Critical
Phenomena
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4.1 Introduction
Since Ma[99] demonstrated the possibility of uniting the Monte Carlo (MC) and
renormalization-group (RG) techniques, much work has been done on RG analysis of
simulations of lattice systems[100, 101, 102, 103, 104, 105]. Ma's original study used
a simulation of a several-interaction Hamiltonian, but the later studies have focused
on the simulation only of the original, extremely short-range Hamiltonian, and have
proceeded via the anlysis of the statistics of the successive Kadanoff blockings of the
lattice. Because of this, these studies (typically of systems of 64 x 64 spins) have been
able to study only the first few (< 5, for a rescaling factor b = 2) iterations of the
rescaling transformation. For systems with relatively simple fixed-point structure,
this technique nonetheless has proven to be a powerful quantitative tool.
However, the full power of the RG technique is realized by the possibility of per-
forming many iterations of a scaling transformation and to thereby explore RG flows
among a variety of competing attracting and repelling fixed points, or to compute ex-
pectation values of operators away from the fixed points. This capability is desirable
for the theoretical study of relatively complicated systems with competing interac-
tions that arise in experimental situations. Often the only suitable tool in these cases
is the truncated position-space RG technique[106], but because of the difficulty of
redoing these types of calculations with larger and larger clusters (due to the expo-
neritial increase in the number of states that must be summed over) the accuracy and
convergence properties of these approximations are usually unknown.
In this chapter, we present an approach to position-space renormalization that
allows the computation of RG flows and corresponding recursion matrices (the deriva-
tives of the recursion relations that relate the interactions before to those after the RG
transformation). The idea centers on the use of the Metropolis MC algorithm[107] to
simulate a relatively small (< 16 x 16 spin) section of the system of interest. Using a
majority-rule blocking transformation to define renormalized spins, expectation val-
ues of operators that appear in the Hamiltonian of the renormalized system are thus
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calculated. Following this, the couplings that correspond to these expectation values
are extracted, which yields the renormalized Hamiltonian. This new Hamiltonian is
simulated, and the process is repeated.
The fact that the full renormalized Hamiltonian is used allows the RG flows to be
followed indefinitely. The recursion matrix is known at every step, and as a result,
can be used to compute the expectation value of any operator that appears in the
Hamiltonian, or, if the system renormalizes to a fixed point, its eigenvalues are directly
related to the exponents that describe the singular behavior of the free energy of the
system at the critical point.
Section 4.2 briefly reviews the renormalization group, and its formal application to
the statistical mechanics of lattice systems. In Section 4.3, this approach is applied
to the two-dimensional square lattice Ising model, the critical properties of which
are known in detail. The renormalized interactions are obtained by exploiting the
fact that the number of states of the 16-spin renormalized system is relatively small,
which allows the direct calculation of expectation values of renormalized operators
for particular values of renormalized couplings. Matching this result to the opera-
tor expectations obtained from the MC calculation results in a set of RG equations
which can be solved for the renormalized couplings. Our results are competitive with
traditional MCRG results that use 10 to 100 times as much computer time.
This initial study does not really point out the advantages of our approach due
to the fact that the d = 2 Ising model has a rather large critical scaling region with
a fixed-point Hamiltonian that is not radically different from the nearest-neighbor
'bare' Hamiltonian. A model which has somewhat different properties results from
generalizing the Ising model to the Q-state Potts model. In two dimensions, this
model has a tricritical point as a function of Q, at Q = 4. This dramatic change
is accompanied by the emergence of an additional relevant thermal eigenvalue corre-
sponding to an operator that measures the 'vacancy' density[108]. These vacancies
are regions where one of the Q order parameters does not dominate over the others.
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These regions become increasingly important as Q increases.
The question of how these vacancies emerge from the nearest-neighbor Potts
Hamiltonian has not been addressed by MCRG methods before, for the reason that
the 'bare' model is quite far away from the fixed-point Hamiltonian, and as a result is
inaccessible by analysis of the first 2 or 3 blockings of the bare system. Our approach,
described in Section 4.4, avoids this problem, and we observe signs of the appearance
of an additional relevant eigenvalue as Q is increased. We present quite detailed struc-
tural information concerning the Potts fixed point, and find leading critical exponents
in good agreement with the exact results.
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4.2 General Theory
Although the ideas of the renormalization group are applicable to the calculation of
any aspects of statistical-mechanical or quantum-mechanical many-body systems, it
is important to remember that RG techniques were developed to study the problem
of critical phenomena in equilibrium statistical mechanics. A critical point termi-
nates a line of first-order phase transitions, and thus, as one leaves a liquid-gas (or
ferromagnetic) critical point along the first-order line, the difference in density (mag-
netization) of the coexisting ordered phases increases from zero. This indicates that
as one approaches the critical point, the correlation length diverges to infinity. The
consequent failure of conventional perturbative many-body theory to describe critical
phenomena eventually forced Kadanoff, Wilson, and Fisher[5, 6, 109] to think about
the notion that rescaling the spatial coordinates using a homogeneous transformation
x' = b-lx rescales the correlation length: I'= b-'l.
This purely geometrical process obviously reduces the correlation length at the
expense of increasing the density of the microscopic degrees of freedom (molecules,
or perhaps local moments in a ferromagnet) by a factor bd, where d is the spatial
dimensionality. Kadanoff recognized that if it were possible to 'thin out' the degrees
of freedom by this volume-rescaling factor while preserving the value of the total
free energy and the symmetry properties of the Hamiltonian, then a mapping in the
space of all Hamiltonians with the symmetry and dimensionality of the original would
result. Because the new Hamiltonian has a correlation length shorter than the old
one, it would correspond in some sense to a system similar in structure to the original,
but at a higher temperature, or further away from the critical point.
To formalize this procedure, we present here a version of the RG program devel-
oped by Wilson[6], and apply it to lattice systems following the ideas of Swendsen[105].
In order to study Hamiltonian flows, we first express the general Hamiltonian repre-
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senting the interactions between discrete degrees of freedom on a regular lattice:
- /H = Z JSa,r (4.1)
r a
where the sum over r is over lattice sites, and : = l/kT. The operators (which
are all 'classical', being c-number functions of the spins) S,,r({s}) represent different
symmetry-unrelated functions of the underlying set of spins {s}. The parameters
J,, are dimensionless constants describing the importance of the operators, and we
anticipate that these will be 'finite-ranged', or rapidly decreasing with the range
of the operators. Position-space RG calculations rely on the property that they
converge rather rapidly with the inclusion of an increasing number of increasing-
range interactions. To some extent this has been empirically demonstrated to be
true[6, 105].
In the position-space formulation, the coarse-graining, or reduction in density of
the degrees of freedom, is carried out via the mapping of spins {s} onto 'blocked' or
coarse-grained spins {s'} using some operator P({s'}; {s}), via the renormalization
group transformation
e- b H'[ s ')}]= e- H[{}]P({sI}; {s}). (4.2)
Since the value of the free energy is to be preserved by this RG transformation,
we require the projection operator to satisfy the normalization condition
E P({s'}; {s}) = 1. (4.3)
This is achieved if the projection operator is composed of a product of independent
blocking operators that each map bd old spins to one spin s', each satisfying the
condition (4.3). In this chapter, all of the problems will use b = 2 on two-dimensional,
square lattices, and will use projection operators that map bd = 4 neighboring spins
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to one new spin, thus preserving the square lattice.
The transformation equation (4.2) implicitly defines recursion relations relating
the old interactions Jo to a new set J:
J' = R()({J}), (4.4)
for a length-rescaling factor b. The utility of this approach comes from the realization
that fixed points J* = R(b)(J*) of this transformation must correspond to points
where the correlation length is either zero or infinite. The correlation length is zero
only at infinite temperature, when the degrees of freedom are uncoupled, or at zero
temperature, when there are no fluctuations about an ordered configuration. The
nontrivial case of infinite correlation length corresponds to a critical point. This
point must be unstable to some perturbations in the couplings, since any nearby
point has a finite correlation length, and will rescale to a point in the Hamiltonian
space with a shorter correlation length.
Expanding around the fixed point (assuming the analyticity of the recursion rela-
tions) we obtain
,J-J' - = Oj (Jp - J) + nonlinear terms. (4.5)
The recursion matrix aJ'/&J can be diagonalized, and excursions from the fixed point
can be written in terms of linear scaling fields gi, the normalized eigenvectors Oi, and
eigenvalues XIb) to reexpress (4.5) in diagonal form:
J - = g9Oi = Ab )giO, (4.6)
where J - J= giOj.
Composition of these rescaling transformations along with the fact that rescaling
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by a factor b = 1 is the identity operation indicates that
Alb) = bYi. (4.7)
These eigenvalues must satisfy yi < d since no expectation value can increase with
rescaling faster than the volume of the system. The sign of these eigenvalues in-
dicates the stability of the corresponding direction Oi. If yi is less than zero, the
direction is relevant, and under rescaling, perturbations in that direction are ampli-
fied. If the eigenvalue is less than zero, the direction is irrelevant, and perturbations
in its direction are deamplified under RG transformation. If a fixed point has a very
limited number of relevant directions, a mechanism for the experimentally observed
universality of the rescaling behavior[110] exists: many paths through the parame-
ter space will result in critical renormalization-group trajectories that asymptotically
renormalize to the fixed point and then leave along the (one) relevant direction. The
case of marginal relevance of the leading eigenvalue (y = 0) requires consideration
of nonlinear terms in the fixed-point expansion, and although it is interesting, it will
not be discussed here.
Experimentally, it is possible to selectively impose perturbations that break the
symmetry of the Hamiltonian (i.e. magnetic field), and since the symmetry of the
Hamiltonian is preserved under renormalization it is thus physically relevant to par-
tition the eigenvalues into those that correspond to symmetry-breaking (magnetic, or
odd) scaling fields hi, Yh, > Yh > Yh3 > ... and those corresponding to symmetry
non-breaking (often called thermal, or even) scaling fields ti, yh, > Yh2 > Yh3 > -·-
Universality observed experimentally suggests that there will usually be one relevant
magnetic, and one relevant thermal direction.
An important symmetry property of the recursion matrix is that in the absence of
symmetry-breaking fields, it can always be made block diagonal. One block contains
the set of interactions coupling to operators with expectation values invariant under
the symmetry operations of the Hamiltonian that relate the ordered phases, with con-
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sequently nonzero expectation values above and at the critical point. The eigenvalues
of this block are the thermal ('even') eigenvalues. The other block corresponds to
those interactions that couple to operators whose expectation value is zero above and
at the critical point, but nonzero in the ordered phases, and eigenvalues of this block
are the magnetic ('odd') eigenvalues.
Again using the fact that the free energy has been preserved by renormalization,
we can write the effect of rescaling on the free energy as.
f({t}; {h}) = b-df({byt}; {bYhh}), (4.8)
and thus rescaling using b = t-l/'l indicates the form of the free energy to be the
homogeneous form
f({t}; {h}) = td/' f(1 t2t Yt,/Y, ; h lt Yh /Ytl ht-h2 /Ytl..), (4.9)
which indicates the critical exponents 2- a = d/yt, and A = Yhl /Yt. The remaining
critical exponents can be derived from these via straightforward application of their
definitions[110]. This makes clear the connection between the response to the rescal-
ing transformations and the thermodynamics in the critical region, and explains the
experimentally observed universality of the critical exponents in terms of the uni-
versality of the RG flows on the critical manifold. This analysis also applies to the
case where there is more than one relevant thermal direction. Crossover phenomena
resulting from the fact that the asymptotic behavior is controlled by additional fixed
points are described by the ratio of the relevant eigenvalues[109].
Away from the fixed points, the recursion matrix continues to play an important
role. If one wishes to compute the expectation value of some operator S,, it is
computed by differentiation of the partition function with respect to the coupling J,~
from the Hamiltonian (4.1) that is conjugate to it. Using the fact that the partition
function is conserved, we can use the chain rule of differentiation to compute the
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expectation value in terms of renormalized couplings J(i):
1 AZ aj (i ) b- d AZ
NZ, =J,a N(1) Z aJ() -
C, b1d a b d aJ_b.d 1 &ZJbd ... b d J( ) b d (4.10)
--O (1) i n- l)Z (n)Z Jn)'
where the factors b- d arise from the rescaling, which reduces the number of times that
S, appears in the Hamiltonian. After some number (typically n - 20 for b = d = 2
) of renormalizations, the renormalized couplings will be close enough to a trivial
(attractive high- or low-temperature) fixed point that the final term in the product
can be simply approximated. Thus any expectation value can be computed to any
desired accuracy, assuming that the global renormalization-group flows are known.
The recursion relations J'(J) must be obtained from the RG transformation (4.2)
by performing a summation over the 'old' spins {s}. Two problems arise: in a
thermodynamically large system, an infinite number of interactions are required to
close the transformation, and to sum out any finite fraction of the spins (which must
be done for any b > 1), an infinite many-body problem must be solved.
The first problem is dealt with easily: it is expected that along RG flows start-
ing from short-ranged Hamiltonians, interactions will remain relatively short-ranged
(even at the fixed point), making a truncation procedure appropriate. The second
problem is more serious: for Ising systems, the number of spins that one can sum
over using a computer is limited to less than 30 or so. For more complicated degrees
of freedom, this limitation becomes even more severe.
An alternative to the exact calculation of expectations in the canonical ensemble
is the Monte Carlo (MC) method first introduced by Metropolis[107]. This method
is based on the replacement of the summation over all configurations of a system
using the canonical probablility distribution such as that appearing in (4.2) with a
biased random walk through the phase space of the system. This walk is described
by a set of transition probabilities Tij between states i and j with energies Ei and Ej.
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Consider the case Ej > Ei, and let Tij = Wijtij and Tji = Wij. If we consider many
independent processes (i.e. many isolated steps far apart in the MC run) then we can
write the number of initial states of type i as Ni, and thus the number of transitions
that occur are between states i and j are
Nij = NiWijtij
Nj_i = NjWij. (4.11)
The change in the difference between the number of processes that are in the two
states is therefore
A(N - Nj) = NiWij(tij - Nj/Ni). (4.12)
In the limit of a long MC walk, and consequently many processes, we expect this
difference to go to zero, and the ratio of the probability that the system is in state j
to to that for state i will consequently tend to
p = tj. (4.13)
Pi
If we assign Wit = 1 and tij = e- (E,- E ' ) , then the different configurations of the
system are visited with a probability that is exactly proportional to their Boltzmann
weight, and averages of operators over the MC run will be identical to the correspond-
ing averages obtained from the canonical ensemble. Using this sort of calculation the
summation of (4.2) can be approximately done for although not infinite, much larger
systems, to an accuracy that can be increased by increasing the length of the MC
run.
The calculation of renormalized couplings centers about the computation of ex-
pectation values of operators Ai that depend on the 'new', blocked spins {s'}, which
can be computed in three ways. The first is simply the sum over the original spin con-
figurations, using the initial Hamiltonian to compute Boltzmann weights, the second
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is the sum over block spin configurations using the Boltzmann weights corresponding
to the renormalized Hamiltonian, and the third is a sum over the MC configurations
from a simulation of the initial Hamiltonian:
< Ai({s'}) > = Z-' e-H[{s]p({s}; {s'})Ai({s'})
{,)
= Z-1 E e- 3H'[{°'}]Ai({s'})
= N~M E P({s}; {s'})Ai({s'}) (4.14)
ICS
where the normalization factors are Z = {S) e-eH = Z{') e -H' and NMC = ZMcs 1,
and MCS refers to the set of MC configurations. For any set of operators {Ai} , the
first equation of (4.14) defines equations relating their MC expectation values to the
inital interactions, and through the second equation in (4.14), to the renormalized
interactions.
For a sufficiently small system, the expectation values can be computed first di-
rectly from the MC simulation, and then again (for a sufficiently small renormalized
system) exactly in terms of the renormalized couplings. Requiring the consistency
of the two sets of expectation values thus determines the renormalized interactions.
This approach is used in Section 4.3 to treat the d = 2 Ising model, where a 8 x 8
system is renormalized to a 4 x 4 system, whose 26 = 65536 states may be readily
enumerated. The recursion matrix can be calculated by solving the matrix equation
< Ai > OJJ' a < A >(4.15)
o J , o
which again results from the use of the chain rule. The required derivatives with
respect to renormalized and initial couplings are obtained as
ah < A- > =- eH'[{' }]Ai( {s'} ) E S,r'
{,'} r'
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= N-M Z Ai({s'})) S,r, (4.16)
MCS r
directly from the renormalized couplings, and from the MC simulation, respectively.
For models more complicated than the d = 2 Ising model, the enumeration of the
blocked spin states necessary in the calculation outlined above becomes impossible.
For example, for the three-state Potts model, the exact calculation of expectation
values in a 4 x 4 system would require a summation over 316 = 43,046,721 states,
which is a large computation. One would like to be able to simulate larger systems,
and to treat the resulting larger blocked systems, which is clearly impractical using the
exact enumeration approach. One alternative is to compute the expectation values
required using simulations of the renormalized system directly, but for more than one
interaction, this is problematic due to the fluctuations inherent to MC results, which
make the comparison of differences between expectation values from independent MC
simulations difficult.
Fortunately, an ingenious method has been developed by Swendsen[102] to com-
pute the coupling constants that correspond to a given sequence of MC configurations.
Applying this technique to the sequence of renormalized spins from the MC simula-
tion thus will yield the renormalized couplings. Consider the expectation value of a
local operator A that depends on a set of spins {a}. The set of spins {s} are all
of the spins that are A does not depend on, and thus the union of the two sets is
the complete set of spins. In terms of the Hamiltonian, the expectation value of this
operator is
< A >= Z-1 E e-HI[{"'3}]A({a}), (4.17)
where Z = eE,O} -oH[{")l].
Defining the portion of the Hamiltonian that is all terms that contain a - s and
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( - terms as -H, the difference -H + H is independent of a, and we can write
< A >= Z- ' E e-"H+ah e-([{ ,°}]A({a}) (4.18)
{s} {a}
and thus, renaming the spins oa as r, and inserting an additional summation over a
new set of spins a, we obtain
< A >= Z - ' 1 e H[{S -}]efI[{s,}]n- l e- 3IRH[{sr}]A({r}), (4.19)
where n = Ea} 1. This is the average of a local operator over the canonical distri-
bution of the full Hamiltonian, that depends explicitly on the coupling constants in
i, and thus given the MC expectation values Ai for operators on the renormalized
spins, the interactions that give rise to them can be recovered. Obviously, enough
independent operators must be considered to allow the interactions of interest to be
uniquely determined by the resulting RG equations.
The approach to truncating the number of interactions will be to study the general
Hamiltonian on a small cluster of adjacent sites. The set of operators {Ai} will be all
of the operators that thus appear in the Hamiltonian. The RG flows will be considered
only in the subspace of interactions that correspond to operators that are invariant
under the global symmetries of the Hamiltonian at the critical point of interest.
The recursion matrix can be computed for the other, symmetry-breaking interactions
without computing flows for those interactions, as described above. Applications of
these ideas to some models that display critical and tricritical phenomena in two
dimensions will occupy the remainder of this chapter.
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4.3 Application of the MCRG to Critical
Phenomena of the Two-Dimensional Ising
Model
Our first application of the MhCRG technique outlined in the previous Section is
to the critical phenomena of the two-dimensional square-lattice Ising model. The
Hamiltonian for the N x N site model is
N
-H = H Jsij(si+,j + ,sij+), (4.20)
i,j=l
w here the spins s,j take on the values ±1. Periodic boundary conditions are assumed.
This well-understood system is a good testing ground for MCRG techniques since the
free energy is known exactly in zero field[ll0, 111], which gives us exact knowledge of
the critical coupling, critical energy, critical exponents, and many other quantities.
The MC calculation was of the conventional single spin-flip type which accepts
spin flips if the energy of the system is decreased, and accepts them with a probability
e- ' H if the energy difference AH caused by the flip is positive.
The choice of projection operator used to coarse-grain the spins is a product of
four-spin plaquette block projection operators, which means that the length rescaling
factor is b = 2. The four spins of an elementary plaquette are projected to a single
new spin using
P({s'}; {s}) = n [1 + s'vsign(2sp,l + Sp,2 + sp,3 + sp,4)]/2 (4.21)
plaquettes p
as shown in Figure 4.1. The action of this projection operator is to make the renor-
malized spin s essentially equal to the sign of the sum of spins on the plaquette.
One spin in each plaquette is given a 'double vote' to ensure a majority for each
configuration without disturbing the up-down symmetry. This projection operator
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Sp,1 0
Sp,30
OSp,2
OSp,4
Figure 4.1: Set of four spins on an elementary plaquette of the square lattice that are
renormalized -to a single spin sp.
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trivially satisfies the normalization (4.3) required to preserve the free energy.
The operators that were focused on in this study were the short-ranged cluster
expectations
R(al, .,, an) =< 65,1', , s',°n >= NMC E P({s'}; {s}), r ... I ,,an (4.22)
MCS
which for a cluster of n spins, leads to 2n expectation values. Taking the symmetries of
the spins (for zero field) into account reduces the number of independent expectation
values to a number equal to the number of operators that can be constructed on the
cluster that observe the same symmetries.
The size of the system that we have focused on is 8 x 8 spins, which renormalizes
to 4 x 4 spins, allowing the sum of (4.14) relating the renormalized interactions to
the expectation values R to be evaluated exactly. Periodic boundary conditions are
used in both the original and renormalized systems. Local cluster sizes of n = 2,3,
and 4 spins have been used in RG transformations with 1, 2 and 3 even, and 1, 2 and
2 odd interactions, respectively. The RG flows are calculated in the subspace where
all the odd interactions are zero, but in order to extract the magnetic eigenvalues,
derivatives with respect to the odd interactions are calculated.
Figure 4.2 shows the shapes of the clusters used in the calculation of (4.22) for
various numbers of spins considered. For n = 2, the nearest-neighbor cluster averages
are computed, and with no odd interactions and the fact that the overall partition
sum normalization is lost, there is only one normalization-independent combination
of the four averages (in the limit of a long MC run), which is conveniently expressed
as R(++)R(--)/[R(+-)] 2 . This quantity obtained from the MC run on the blocked
8 x 8 system is matched to that obtained from exact enumeration of the 4 x 4 renor-
malized system by adjustment of the nearest-neighbor coupling constant ( with all
other couplings zero). The renormalized coupling thus obtained allows determination
of the fixed point of the resultant RG transformation, and the recursion matrix leads
to the critical exponents. Our results are shown in Table 4.1 along with other MCRG
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n =: 2
0 0
0
n=3 n=4
Figure 4.2: Shapes of clusters of n = 2, 3 and 4 spins within the renormalized system
that have been used in our initial study. These have been used in RG transformations
involving 1, 2, and 3 even interactions, respectively.
158
0000
calculation n ne no MCS/S Jc {J*} Yt Yh
exact 1 1 0.4406... 1 1.875
this paper 2 1 1 1 x 105 0.446(2) 0.446(2) 0.92(2) 1.898(2)
3 2 2 2 x 104 0.434(2) 0.342(4)
0.069(7)
4 3 2 2 x 104 0.4409(1) 0.353(8)
0.071(14)
0.009(5)
3 0.420 0.307
0.084
-0.004
0.97(2) 1.856(4)
1.01(2) 1.871(7)
0.937
7 4 2x 106 0.4406... 0.3527(7)
0.0944(10)
-0.0075(10)
-0.0094(6)
-0.0046(4)
-0.0019(9)
-0.0043(2)
0.997(3) 1.8758(2)
Table 4.1: MCRG applied to d = 2 Ising model. Exact results are as tabulated by
Stanley[110]. Our MCRG results are as described in the text: n is the number of spins
in the local clusters, and n, and n are the number of even and odd interactions con-
sidered. MCS/S is the number or MC steps per site per RG transformation, J, is the
critical nearest-neighbor coupling, and the J* are the interactions of the fixed-point
Hamiltonian. The fixed-point interactions are listed in the order of nearest-neighbor
pair, next-neighbor, and four-spin (plaquette). yt and yh are the scaling dimensions
obtained from the largest eigenvalues of the even and odd recursion matrices, respec-
tively. The results of Nauenberg and Nienhuis[112] are truncated position-space RG
results, while those of Swendsen[102, 105] are MCRG. Additional interactions used
by Swendsen are third neighbor pair, fourth neighbor pair, fifth neighbor pair, and a
four-spin interaction on the elementary plaquette of one of the sublattices.
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calculations and exact information.
For n = 3, there are two unique combinations of the R's for the case of no odd
interactions: this leads to the extraction of a nearest-neighbor and next-neighbor
interaction from the RG transformation. For the case of derivatives with respect
to odd interactions, we have used a one-spin and a three-spin interaction. In the
same way as above, we have located the fixed point by sweeping the nearest-neighbor
interaction of the initial system and watching the RG flows: the critical value of the
nearest-neighbor interaction initiates a flow that ends at the fixed point (in practice,
it ends up near the fixed point and after many iteractions of the RG begins to flow
away to the weak- or strong-coupling fixed points). The derivative matrix can then
be diagonalized to yield the scaling exponents listed in Table 4.1.
Similarly, for n = 4, there are three even interactions corresponding to the three
unique R's in zero odd fields. Two odd interactions are distinguished on this cluster,
and we have computed fixed point and critical properties as shown in Table 4.1.
The values for the critical nearest-neighbor interaction of the unrenormalized
model have been obtained by computing the mean and statistical errors of initial
conditions that lie in the region where it is not certain that the flows lead to the
strong- or weak-coupling fixed points. The width of this region shrinks as the MC
runs are lengthened. The values for the fixed point interactions and eigenvalues re-
flect the mean and statistical errors of the RG iterations that start over this range
that lie closest to the fixed-point values.
As can be seen from Table 4.1, the errors of the critical values are small for rela-
tively short MC runs (20000 MCS/S), and quickly converge to the exact d = 2 square
lattice Ising value. At the same time, the structure of the fixed-point Hamiltonian and
its eigenvalues converge to a form similar to that obtained from position-space trun-
cation approximation and Swendsen's MCRG calculations. The critical exponents
also rather quickly converge to values consistent with the exact results. This is very
encouraging, as our calculations are done with much shorter computation times and
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allow the RG flows to be followed for many iterations with no change in the finite-size
effects that are introduced at each step. By comparison, the work of Swendsen[102]
typically is done using a single MC run of > 106 MCS/S on a 32 x 32 lattice which
allows at most four successive b = 2 blockings to be examined.
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4.4 Application of the MCRG to Critical and
Tricritical Phenomena of the Q-state Potts
Model
In this section, we describe the application of the MCRG to the two-dimensional,
ferromagnetic Q-state Potts model, which is a generalization of the Ising model. The
Hamiltonian for this model on a N x N square lattice is
N
- H = Z J(O,,,,+1,, + .,,s+), (4.23)
i,j=1
where periodic boundary conditions are assumed, J > 0, and the spins s take on Q
states, i.e. s E {1,2,3,.. ,Q). For Q = 2, this model becomes the Ising model of
(4.20) with a coupling J,ing = JQ=2 /2. This model was first studied by Potts[113],
and since that time, much exact information concerning it[114] has been obtained.
This includes information concerning the extension of the model to noninteger values
of Q, but in this Section, only integers Q > 2 will be considered. The model with
J < 0 is also not considered here.
It is known that the model (4.23) has a phase transition at a critical coupling of
Jo = log(1 + v/), a result that follows from self-duality[114]. Below the transition,
there are Q coexisting phases corresponding to the Q degenerate zero-temperature
configurations, each of which can be selected by suitably defined symmetry-breaking
fields. In the absence of symmetry-breaking fields, the Potts model has a global Q-
fold permutation symmetry corresponding to invariance under relabelings of the Q
states.
For Q < 4 the transition is known to be second-order, but is first-order (with a
nonzero latent heat) for Q > 4[115]. This is somewhat surprising since for Q > 3
there are cubic terms in the Landau free energy which lead to a mean-field theory
with a first-order transition. Conversely, early RG theories for the Potts model pre-
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dicted continuous transitions for all Q. Finally, the work of Berker et a108] showed
how the change in order of the transition could be understood in terms of the RG
flows of a generalized Potts 'lattice-gas'[108]. The main idea introduced is that an
additional thermal direction becomes relevant for Q > 4, causing flows starting from
the Hamiltonian (4.23) near criticality to lead to a new fixed point which has an
eigenvalue of bd, which corresponds to a first-order transition.
The study outlined above included vacancy states explicitly, but in principle, it
should be possible to implictly treat the vacancies by including interactions that
couple to configurations of spins that correspond to local vacancies. For MCRG, this
is desirable since it reduces the number of degrees of freedom per site and which in
turn dramatically reduces the number of distinct interactions in the Hamiltonian for
a given cluster size. Previous MCRG work has been along these lines[101, 116] and
has indicated that such a study should be feasible, although the fact that only small
numbers of RG transformations can be done using the Swendsen technique confuses
the identification of the fixed point and its associated eigenvalues. Here, we apply
methods similar to those used in the previous Section to the Potts model.
The first ingredient of the MCRG is the projection operator. The fact that the
pure Potts states are the only degrees of freedom per site suggests a simple major-
ity rule projection, and as in the previous Section, we form a product of plaquette
projection operators:
P({s'}; {))= iI s',M(sp,,,p2,p 3,.p,4), (4.24)
plaquettes p
where the function AM takes on the Potts state that the majority of the four plaquette
spins are in, or if there is a tie, it takes on the value sp,1. The 6 is the Kronecker
delta, thus (4.24) satisfies the normalization requirement (4.3), and exactly reduces
to the Ising projection operator employed in the previous Section.
The operator averages that were focused on in this study are simply the ex-
pectation values of the operators that appear in the Hamiltonian, ensuring a 1-1
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correspondence between expectation values and the interactions. In the language of
Section 4.1, this means we are taking {Ai} - {S}. This step trivializes the selection
of expectation values for use in constructing the RG equations, which is important
since the number of operators that are needed to form the general Hamiltonian on a
cluster of n Potts spins depends on the number of states per site Q.
As remarked in Section 4. 1, the number of states for even a 4 x 4 spin Q-state Potts
system precludes the use of the exact enumeration technique, and as a result, we use
the method of Swendsen outlined in Section 4.2 to compute renormalized coupling
constants. This no longer requires us to consider a 8 x 8 initial system, so all of the
calculations in this Section have been done using simulations of 16 x 16 spin Potts
systems. A single spin-flip MC technique has been used, as described in Section 4.1.
The calculations have been done for interactions that form the general Potts
Hamiltonian on clusters of n = 2, 3, and 4 sites on an elementary plaquette, as
shown in Figure 4.2. The operators that are required in for each case can be derived
from the general Q-state plaquette Hamiltonian of Dasgupta[117]:
- H(sl, S2 3 3, S4) = G + J1(612 + 624 + 613 + 634)/4 + J2(614 + 623)
+ J3 (Q361 234 - Q2[6124 + 6243 + 6431 + 6312]
+Q[612 + 6 24 + 4 3 + 63 1 + 14 + 623]- 3)
+ J4(Q[6124 + 6243 + 6431 + 6312]
-2Q[612 + 24 + 43 + 31 + 614 + 231 + 8)
+ J5(Q2 614623 - Q[614 + 623] + 1) (4.25)
+ J6(Q 2[61263 4 + 613624] - Q[62 + 24 + 643 + 631] + 2)
where the notation 6ijk...m = 6 ,sj 6,sk * * -6,,m. The constant G is an overall additive
contribution to the free energy which is not computed along the RG flow since the
absolute normalization of the partition function is lost due to the use of the MC
method.
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The J, are the 'even' interactions invariant under the Q-fold permutation sym-
metry, and are the interactions that form the description of the RG flows. The
plaquette Hamiltonian is of course invariant under the rotational and reflection sym-
metry operations that leave the lattice unchanged, and is also invariant under Q-fold
permutations of the states. The structure of the operators Oi that couple to Ji,
i = 3, 4, 5, 6 has been chosen so that each one has an expectation value of zero at
infinite temperature, and for Q > 4 the equation a 3 0 3 + a40 4 + a50 5 + a6 06 = 0 is
only satisfied for a3 = a4 = a5 = a6 = 0. This has been found to greatly improve the
ability of nonlinear equation-solving subroutines to solve the resulting RG equations.
To compute the odd block of the recursion matrix, it is necessary to calculate
the expectation values of operators that would break the permutation symmetry of
the Hamiltonian (4.25). For the four-site plaquette, the general set of operators that
select state 1 is:
07 = Q(1 +2+S3+6 4)-4
08 = Q(QS1 - 1)(612 + 613) + Q(Q64 - 1)(634 + 624)
09 = Q(QS1 - 1)614 + Q(Q62 - 1)623
010 = Q2(Q,6 - 1)(6123 + 6124) + Q2(Q64 - 1)(6134 + 6234)
011 = Q(Q6 - 1)(624 + 634) + Q(Q62 - 1)(613 + 634)
+Q(Q63 - 1)(612 + 624) + Q(Q64 - 1)(612 + 613)
012 = Q(Q6, + Q64 - 2)623 + Q(Q62 + Q63 - 2)614
013 = Q3(Q - 1)61234
014 = Q2 (Q61 _ 1)6234 + Q2(Q62 - 1)341
+Q 2(Q63 - 1)6412 + Q2(Q4 - 1)6123
015 = Q2(Q6s + Q$4 - 2)(612634 + 613624)
016 = Q2 (Q$1 + Q62 - 2)614623, (4.26)
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where the notation bij...k1 is as used in (4.25), and where 6i = 6,,1 are again Kronecker
delta functions.
This long list of interactions corresponds to the different ways that assigning states
to the four spins on a plaquette break the symmetry of the plaquette. For Q < 4,
or for clusters that are only part of a plaquette, the number of interactions that are
required is reduced. Table 4.2 lists the required interactions for each Q and cluster size
n. It should be noted that in the Ising case Q = 2, the interactions J1/2, J2/2, and J3
are precisely the first- and second-neighbor and the four-spin interactions considered
in the previous section. It is important to not use too many even interactions, as
this will cause the RG equations to be overdetermined. If too many odd expectation
values are retained, the consequence is that some number of the eigenvalues of the
odd block of the recursion matrix will be zero.
Table 4.3 lists the exact information known concerning the Potts model. Listed
are the square lattice critical nearest-neighbor couplings, and the leading, and next-
to-leading thermal and magnetic scaling exponents. Tables 4.4, 4.5, and 4.6 show
our MCRG results for the n = 2, 3, and 4 calculations, respectively. For n = 2,
we have carried out rather extensive calculations for Q = 1, 2, 3, 4, 5, and 10, and
for Q > 4, the transition continues to be second order since the recursion relation
J;(J 1) is continuous, and thus must have a fixed point. However, many of the trends
of the exact information are correctly reproduced: the critical coupling and thermal
exponents increase with Q (although more slowly than do the exact values), and the
Q = 3 magnetic exponent is indeed below that of the Q = 2 magnetic exponent. In
addition, the next-to-leading magnetic eigenvalue is probed for Q > 2, and is relevant,
increasing with Q, as does the exact result. Each RG transformation was obtained
from a lengthy MC run consisting of 5000 MCS/S equilibration followed by 100000
MCS/S of data-taking.
For the three-site clusters (n = 3), much more information is obtained. In addition
to improved estimates for the critical nearest-neighbor couplings, a fixed point Hamil-
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n Q ne,no {a}
1
1
1
2
2
2
3
6
3
2
5
9
6
10
1
7
1
7,8
1,2
7,10
1,2,4
7,8,9,10,11,12
1,2,3
7,10
1,2,3,4,5
7,8,9,10,11,12,13,14,15
1,2,3,4,5,6
7,8,9,10,11,12,13,14,15,16
Table 4.2: Interactions that must be kept for different Q for different cluster size n.
n,, and no reflect the total number of even and odd operators required in each case.
The numbers-{a} indicate which of the even and odd operators described in (4.25)
and (4.26) must be included in the calculation. The first and second lines in each
case describe the even and odd interactions, respectively.
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2 2
3+
3 2
3+
4 2
3
4+
Q Jc Yt Yt2 Yh Yh2
2
3
4
0.881374
1.005053
1.098612
1 -1
1.2
1.5
-0.8
0
1.875
1.866
1.875
-0.125
0.666
0.875
Table 4.3: Exact information known for d = 2 square-lattice Q-state Potts models for
Q = 2,3, 4. J = log(1 + V/) is the critical nearest-neighbor coupling, and Yt,yt2, h,
and Yh2 are the leading thermal, next-to-leading thermal, leading magnetic, and next-
to-leading magnetic scaling exponents, respectively. The next-to-leading thermal and
magnetic exponents are as computed by Nienhuis[118] and den Nijs[119].
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Q Jc = J * Yt Yh i{ hi
2 0.892(1) 0.93(1)
3 1.017(2) 1.08(1)
4 1.102(3) 1.16(1)
5 1.172(3) 1.24(1)
10 1.418(3) 1.45(1)
1.886(2)
1.875(2)
0.61(2)
1.863(3)
0.62(2)
1.860(3)
0.68(3)
1.855(5)
0.69(3)
Table 4.4: MCRG results for Q-state Potts model calculations using two-site Hamil-
tonian. Listed for each Q are the critical (and thus fixed-point) nearest-neighbor cou-
pling, as well-as the corresponding thermal exponent yt. The magnetic exponent(s)
are also listed.
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Q Jc {J*x} {Yti} {Yhi}C~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
2 0.8678(5) 0.65(2)
0.15(2)
0.94(1)
-1.9(1)
1.853(9)
-0.50(5)
0.9848(5)
1.0782(5)
0.66(3)
0.15(5)
0.03(2)
0.73(8)
0.19(4)
0.03(2)
1.08(2)
-1.20(5)
-2.1(1)
1.18(4)
-0.83(13)
-2.0(2)
1.817(10)
0.58(3)
-0.56(5)
1.801(25)
0.69(6)
-0.5(1)
Table 4.5: MCRG results for Q-state Potts model calculations using three-site Hamil-
tonian. Listed for each Q are the critical nearest-neighbor coupling, and the corre-
sponding fixed point couplings. Thermal and magnetic scaling exponents are listed
in order of relevance.
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3
4
Q Jc {J* } {Yti} {Yhi}
2
3
0.871(1)
0.990(1)
0.65(3)
0.15(2)
0.72(5)
0.15(1)
0.002(7)
0.008(4)
-0.002(8)
0.96(3)
-1.8(3)
1.14(3)
-1.14(8)
1.850(9)
-0.48(9)
1.834(5)
0.60(3)
Table 4.6: MCRG results for Q-state Potts model calculations using four-site Hamil-
tonian. Listed for each Q are the critical nearest-neighbor coupling, and the corre-
sponding fixed point couplings. Thermal and magnetic scaling exponents are listed
in order of relevance.
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tonian different from the nearest-neighbor Hamiltonian is obtained. The second-
neighbor coupling at the fixed point is roughly a quarter of the nearest-neighbor cou-
pling's strength, for Q=2, 3 and 4. For Q > 3, there is a three-site even interaction at
the fixed point, which is much smaller than the other two interactions. The leading
thermal exponents are about the same values as those obtained from the n = 2 runs,
but now we have access to the leading irrelevant exponent, which although not zero
at Q = 4, increases with increasing Q. The next-to-leading magnetic exponents are
about the same as those obtained from the n = 2 runs, indicating that the additional
three-site odd interactions do not play a big role for Q = 3 and 4. However, the very
bad estimate for yh2 in the Ising case indicates that larger odd interactions must be
considered. The computations for the n = 3 case consisted of runs of 20000 MCS/S
equilbration and 80000 MCS/S data-taking.
Our largest calculations have been for the case n = 4, where there are 3, 5, and 6
even interactions kept in the cases Q = 2, 3 and 4, respectively. In the Ising (Q = 2)
case, further improvement in the estimate of the critical coupling is obtained, and
the value of the four-site even interaction at the fixed point is very small. The other
interactions are about the same as obtained from the n = 3 calculations, indicating
the convergence of the thermal part of the calculation. However, the magnetic part of
the computation appears to not have converged yet, as the next-to-leading magnetic
eigenvalue is still significantly below the exact value of -1/8.
For the case Q = 3, the four-site calculations lead to values of the critical ex-
ponents that change in accordance with the exact results. We find that the leading
thermal scaling exponent is 1.14 ± 0.03, which is close to the exact result of 1.2, and
the next-to-leading thermal exponent is -1.14 ± 0.08, which is not too far away from
the exact value --0.8. In comparison to the Ising case, we find that the magnetic
scaling exponents are very similar to those obtained from the three-site calculations,
suggesting that they have converged for Q = 3.
For the 4-state Potts model, our calculations are still in progress, but it appears
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that the critical coupling is near Kc = 1.09. The scaling exponents also appear to be
quite reasonable: yt 1.3, and h m 1.85. The next-to-leading magnetic eigenvalue
is about Yh2 _ 0.7, which as in the Q = 3 case, is about the same as that obtained
from the three-site calculations. The next-to-leading thermal exponent is lower yet
than that from the three-site computation, and is near yt, -0.4. These values
are preliminary, and depend strongly on the fixed point interactions, which we are
continuing to determine.
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Chapter 5
Multifractal Trees and
Multiscaling Properties of
Critical Phenomena
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5.1 Introduction
]lt has been long been recognized that nonlinear physical systems can give rise to
complicated patterns, but the classification of the dynamics responsible for their cre-
ation, or even the characterization of the pattterns themselves, has been lacking. The
recent focus of many researchers on the study of trajectories of low-dimensional dy-
namical systems at the edge of chaos[120, 121] and of diffusion-limited aggregation
processes[122] has led to the realization that the understanding of scaling proper-
ties of patterns arising in these situations may be important in understanding the
relationship between the underlying dynamics and the emergent patterns.
The study of scaling properties of correlations in field theories defined on a d-
dimensional Euclidean space dates at least as far back as to 1914, to the work of
Ornstein and Zernicke on critical opalescence[55], but the notion that a geomet-
rical object may itself have nontrivial scaling properties is generally attributed to
Mandelbrot[123]. If we consider a regime where the mass of the portion of an object
enclosed in a d-dimensional region of characteristic length I scales as
Ml _ 1DF, (5.1)
Mandelbrot has taught us that we should not expect a priori that DF is an integer,
but to admit that it can be any number between 0 and d. An equivalent statement
is that the two-point mass-mass correlation function has the scaling form
< p(r')p(r) > l Jr - rilDF-d (5.2)
which in light of our experiences with critical phenomena, seems quite possible.. The
exponent DF, which we recognize as being analogous to the correlation function
exponent 2- = d- 2x of critical phenomena, is usually called the 'mass dimension'
or 'fractal dimension' of the object in question.
Many experimental realizations of 'fractals' have been discovered, but the study
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of the two examples mentioned above (trajectories at the transition to chaos, growth
probabilities on DLA cluster surfaces) led to the remarkable discovery that the mass
dimension was not the only geometrical critical exponent, and that the q-point func-
tions have associated with them scaling indices which do not follow the law xq =
qx as is normally the case in critical phenomena[124]. Thanks to the efforts of
Mandelbrot[125], Frisch and Parisi[126], Hentschel and Procaccia[127], and Jensen
et al[128], the generalized dimensions, which in terms of the xq and support dimen-
sion (fractal dimension of the set on which the distribution of interest is nonzero) Do,
have the form Dq = Do- xq/(q - 1), have been given a geometrical interpretation.
Measures (any function of a metric defined on any set) which possess such a set of
scaling exponents are termed multifractals.
The generalized dimensions Dq allow a fuller characterization of scaling properties
of a measure than available through the use of the mass dimllension alone. In some
cases, there is universality of the entire function Dq across a broad range of physical
systems. This set of exponents can also be considered to be analogous to the free
energy of a statistical mechanical model (which itself is an exponent that describes
how the partition function scales with the size of the system). In many cases, this
analogy can be made complete, allowing a description of a geometrical object in
terms of a effective Hamiltonian[128]. This suggests that different sorts of Dq can
be classified in terms of the type of underlying statistical-mechanical description.
Feigenbaum, Jensen, and Procaccia have studied the inverse problem of finding the
microscopic model that globally describes a particular Dq[129].
In Section 5.2, a more directed approach to studying the properties of the statistical-
mechanical descriptions of geometrical objects possessing multifractal measures will
be presented. Instead of examining the global 'thermodynamics' of a measure, the
'low-temperature' properties will be singled out for study. For a series of objects
whose generalized dimensions are exactly soluble, numerical studies of the measures
have been carried out to determine whether the elementary excitations can be char-
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acterized. This type of analysis appears to be practical in many cases, and allows
additional insight to be gained into the structure of a given strange set.
Section 5.3 reports an interesting discovery concerning our old friend, critical
phenomena. Through the analysis of simulation data, it has been found that moments
of the magnetization field of the two-dimensional Ising model at its critical point scale
with exponents that do not depend linearly on the moment q.
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5.2 Asymptotic Behavior of the Generalized
Dimensions of Multifractal Trees
by J. F. Marko and G. T. Pickett
5.2.1 Introduction
The nonlinear physics of growth phenomena or chaos in dynamical systems generate
complicated patterns possessing measures that are multifractal[121, 122]. The utility
of multifractal spectra in describing these objects is that features of these spectra
may be universal. Here, some simple models for the growth of multifractal 'trees' are
considered, and via the mapping of the cross-section geometry to Boltzmann weights
of statistical-mechanical models, the possibility of universal singular behavior of the
generalized dimensions is examined. In these models, the important parameters are
the symmetries and 'dimensionality' of the branch-splitting process.
The asymptotic behavior of the generalized dimensions will be shown to be dom-
inated by the contributions of elementary excitations above the ground state of the
equivalent statistical-mechanical model. It is found that often this spectrum of low-
lying states is discrete, leading to an exponential decay of the generalized dimensions.
This behavior is not altered by the inclusion of uncorrelated disorder into these trees.
We have also carried out direct numerical studies of finite realizations of these trees,
and we have found that the behavior found analytically is not difficult to obtain di-
rectly from the data for a multifractal set. A simple application of these methods to
the study of the critical period-doubling attractor is presented, indicating that the
sparsest regions of this set are exactly described by a tree of the form considered here.
We include a description a tree model that corresponds to the d = 2 Ising model,
and we study the consequent critical behavior seen in the generalized dimensions.
Applications and directions for further development of these ideas will also be pre-
sented.
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5.2.2 General Theory
In this section we present definitions and formalism that will be used in the remainder
of this paper, and we also nonrigorously summarize the results of Halsey et al[128]. A
measure is a distribution defined on some set. The underlying set of points on which
the measure is strictly nonzero is called the support of the measure. The support may
itself be a singular set: in fact, in this paper we will be considering measures that
take on the values 1 or 0 for points on or off the support, respectively. The support
is itself 'embedded' in a Euclidean space of dimension d.
If we cover the support with 'boxes', or a collection of closed sets, where these
boxes are of a characteristic edge length 1, then the minimum number Ar' of boxes
needed to cover this region diverges as I is reduced to zero, and is assumed to follow
the scaling law
N1 t I -Do (5.3)
where Do is the 'mass', or 'fractal' dimension of the support. This is the upper bound
on the fractal dimension of any subset of the support. Note that Do may be any
number (possibly noninteger) between 0 and the space dimension d.
Suppose that the measure # is defined in terms of a metric ddx. Given a set of
boxes {Bi} of edge sizes {li}, then we can form the integrals of the measure in the
boxes:
(5.4)Pi = B ddxu(x).
Adding up the qth powers of these integrals, divided by the rth moment of the box
edge lengths yields the 'partition function'[128] rF:
r(q, 7, {Bj}) = E -
i I
(5.5)
We shall now examine the relation between q and r that results from the equation
limjl,.o r(q, r) = 1
The function r(q) is essentially the generalized dimensions Dq of Hentschel and
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Procaccia[127]: the two are related by
Dq= (q) (5.6)q-1
In addition to representing the scaling laws associated with the integrated q-point
distribution functions, it has been found that there is a relation between r(q) and the
dimension of subsets of the measure with particular local power-law singularities.
Locally, the integrated submeasures depend on the lengths as p la where 
may vary from point to point on the set in a possibly singular manner. In addition,
the number of boxes that have local scaling exponents between a and a + da will
scale as N(a, ac + da, ) ~ dal-f(a) for a set of boxes of size 1. This tells us that the
contribution to the partition function from the region of the set with a in this range
will be between the limits
dcp()l (c )+ q and dap(a)llf(a)+tq- " (5.7)
where p is a nonsingular function, and 10 and l are the bounds of the sizes of the
boxes.
Thus, requiring q(r) to be defined to keep (5.5) of order unity in the limit that
the sizes of all the boxes go to zero implies the relation r = aq - f if the condition
f"(a) < 0 holds. The interpretation of f is clear: it is the mass, or fractal dimension
of the subset of points of the support with a local scaling index a. The advantage
of computing f(a) using this approach is that the set of moments (5.5) are easily
computed, given a finite approximation to a measure. From the relation between q
and r, f and a can be computed using the Legendre transformation:
dr
dq
f = aq-r. (5.8)
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Happily, the result that f (a) is well defined and smooth while f"(cr) is negative seems
to be generic for a wide variety of singular measures and strange sets, using a variety
of covering sets whose sizes go to zero in different ways[128].
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5.2.3 Growth of Multifractal Trees
Consider the growth of a tree in two dimensions, where the direction of growth is
along the y-axis. The intersection of a line parallel to the x-axis with the tree thus
gives a set of points. For any underlying growth dynamics, there is a mapping that
relates such a set of points at some time to the sets at earlier times. Here, a simple
set of algorithms is considered where growth proceeds through a succession of tip-
splittings. The points in the cross-sections are associated with a set of intervals which
they are centered in, and the growth is constrained so that each of these intervals
contains all of its daughter intervals.
At the ith splitting, each branch splits into Qi daughters, so that the total number
of intervals after n steps is Ns = QnQ-Qn-2 ... Q1. The splitting is such that the
daughter intervals are contained within the parent, and a nth-level node of a tree with
Q, = 3 is shown in Figure 5.1. Any point (and its interval) in the nth cross-section
is labeled by a sequence of symbols (s,, s,_l, .. , sl), with 1 < si < Qi. The lengths
I of the intervals at step n + 1 may thus be related to those at step n by a scaling
function[128] oa:
I(sn+, sn, S... ,s) = r(Sn+l, s, s)l(s,, sn-1... , S1). (5.9)
The scaling function should be less than 1 at each node to ensure that all paths down
the tree lead to asymptotically zero-length daughters.
Recalling the partition function (5.5), we note that the set of intervals at level n
form a covering set of the fully developed (n = oo) set whose lengths go to zero as
n grows in size. The measure of interest in this Section is simply the mass, or the
number of nodes, contained in boxes that cover the fully developed set. The fraction
of the total number of nodes that is contained in each of the daughter intervals at
level n is precisely Nn- 1. Normalizing the total mass so that f d = 1, the equation
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l(Sn, .. .)
Sn+1 = 1 2 3
Figure 5.1: Branching with Q, = 3. In this example, the union of the daughter
intervals is the entire parent interval, but there could be gaps between the daughter
intervals.
F(q, r) = 1 becomes simply
T= E a(s,, .)- a(sl,... )-'... a(s2, S1)71(S1) (5.10)
{Sn,',S1 }
The equation (5.10) looks like a transfer matrix formulation of the partition func-
tion for a classical spin Hamiltonian. q is essentially the free energy, since N, is
just the total number of states, while r plays the role of the inverse temperature.
Consequently, the possibility of phase transitions[130], and in particular, 'universal'
singular (critical) behavior of q(r) exists. Since one would expect a to depend more
strongly on the recent symbols (s,+l, s,,...) than on the earlier ones ( ... , si), one
is led to consider the simplest case when the dependence of the scaling function O is
only on the two most recent symbols (s,+l, sn).
In this Section, we will focus mainly on the study of the behavior of the q(r) for
different types of these trees, since this is the quantity that is naturally related to
the free energy of the related statistical-mechanical models. It should be noted that
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this sort of model has been used successfully to globally describe the critical attractor
for both the period-doubling and quasiperiodic transitions to chaos in dynamical
systems[129]. Recently, a coarse-graining approach to the study of fractal growth
that results in trees of exactly this sort has been used to successfully predict the mass
dimension of patterns in the general dielectric breakdown model, which includes Eden
growth and DLA as special cases[131].
184
5.2.4 Trees Corresponding to d = 1 Statistical Models
A. Tree Structure and Asymptotic q(r)
In the cases where the splitting order Qi = Q is the same at each iteration, the
q(r) are related to the free energies of one-dimensional statistical models. A simple
example is Q = 2, with a scaling function
a(s,+l,s,) = b+ (a - b),+ 1,, (5.11)
where 6 is the Kronecker delta function, and a and b are positive numbers less than
1 satisfying a + b < 1. This model corresponds through equation (5.10) to the d = 1
Ising model, and q(r) is exactly calculable using the constant-measure partitions:
log(a-r + b-r)
q log2 (5.12)log 2
Figure 5.2 displays the first few splittings leading to the growth of this tree for the
case a = 0.667, b = 0.333, and Figure 5.3 shows the corresponding f (a) derived from
the relation (5.12). The geometrical interpretation of f(a) presented in the previous
subsection seems reasonable, as f < 1, and the minimum and maximum a occur on
sets of zero dimension, which are of course the singularities associated with the paths
down the tree corresponding to the symbol sequences 1,1,1,1,... and 1,2, 1, 2,...
(and also with the sequences obtained from these by performing the permutation
1 -, 2 ).
If the form (5.11) is used for Q > 3, then the correspondence is to the d = 1
Q-state Potts model. An important feature of the fact that the scaling index r is
meaningful for all values from negative to positive infinity is that antiferromagnetic
interactions occur in the effective statistical models, and for the Potts case, the finite
entropy per site of the ground state translates into a nonzero fractal dimension at one
end (or both ends) of the f(a) spectrum. Figure 5.4 shows f(ca) obtained for Q = 4
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Figure 5.2: Q = 2 tree with a = 0.667, b = 0.333. The q(r) for the fully developed
cross-section corresponds to the free energy of the d = 1 Ising model.
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Figure 5.3: f(ca) for the Q = 2 tree of Figure 5.2. Note that the different singularities
are on sets bounded below by the dimension of the support, d = 1. Also, note that
because a + b = 1 in this case, the fractal dimension of the set, or the maximum f, is
also 1.
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Figure 5.4: f(a) for the Q = 4 tree corresponding to the scaling function (5.13).
Again the maximum f is 1, but the minimum f is nonzero due to the finite fractal
dimension of the sets with maximum and minimum local scaling indices a.
188
using the scaling function
o(s,+lts,) = b + (a - b)n.+-,, (5.13)
where = s mod 2, for the case a = 0.3, b = 0.2. The q(r) for trees with constant
Q and with a scaling function o(s,+l,sn) which is invariant under Q-fold global
permutations of the spins can be factored into a product of 'generators'[128], and is
Q
q = (log Q)-' log E a(s, s') - (5.14)
s=1
Statistical models of this sort with a global permutation symmetry can have crit-
ical phase transitions. In the case of d = 1 models, this transition is observed at
zero temperature, which corresponds to r = ±oo. Renormalization-group analysis of
discrete-state models in d = 1 display zero-temperature unstable fixed points leading
to a universal singular free energy of the form e-I a , where A is the energy gap be-
tween the ground and first excited state. This asymptotic behavior is also clear from
(5.14).
This leads in the models described above to a q(r) of the form
q(r) : C+r + Ae- ,"'l 1, (5.15)
where c and A are constants that depend on the details of the scaling function. For
the Q = 2 measure described above with the scaling function of (5.11), the asymptotic
behavior of q(r) is
q ~ C±r + (log 2)-1e- l TI, (5.16)
where C+ = - log(min{a, b})/ log 2, C_ = - log(max{a, b})/l log 2, and A = log(a/b)l.
B. Analysis of the Two-Scale Tree
To determine whether this behavior described above can be identified through direct
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Set size 1/1 C+ A+ C A
4096 16
32
64
128
256
512
65536 32
64
128
256
512
1024
2048
exact
Table 5.1: Constant-length
case a = 0.6, b = 0.4.
partition analysis of q(r) for the measure of (5.11) for the
analysis of finite approximations of such a measure, we have generated refinements
of the Q = 2 measure described by the scaling function (5.11) containing 22 and
216 points for the case a = 0.6, b = 0.4. We have solved r(q, r) = 1 numerically
for partitions made up of boxes of constant length and constant measure (number of
points). Least-squares fitting of the different q(r) thus obtained to the form
q = C±r + A±e- A *lf l (5.17)
was done, resulting in the extracted C and A shown in Tables 5.1 and 5.2.
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1.252
1.246
1.282
1.289
1.289
1.285
1.246
1.282
1.288
1.286
1.280
1.299
1.301
1.322
0.2016
0.3201
0.4822
0.5498
0.3193
0.4355
0.4135
0.4817
0.5439
0.3138
0.4211
0.5401
0.6022
0.4055
0.7602
0.7647
0.7633
0.7636
0.7687
0.7573
0.7650
0.7633
0.7616
0.7543
0.7573
0.7596
0.7697
0.7370
0.3340
0.4166
0.3145
0.3110
0.2956
0.4368
0.4151
0.3145
0.3160
0.4777
0.4368
0.3460
0.4244
0.4055
Set size 1/p C+ A+ C A
4096 8
16
32
64
128
256
65536 32
64
128
256
512
1024
2048
exact
Table 5.2: Constant-measure partition analysis of q(r) for the measure of (5.11) for
the case a = 0.6, b = 0.4.
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1.219
1.247
1.265
1.278
1.290
1.302
1.259
1.270
1.278
1.284
1.290
1.295
1.301
0.3975
0.4018
0.4175
0.4492
0.5039
0.5562
0.3907
0.3953
0.4055
0.4266
0.4657
0.5238
0.5925
0.4055
0.8231
0.8008
0.7871
0.7775
0.7700
0.7637
0.7891
0.7802
0.7738
0.7688
0.7648
0.7613
0.7580
0.7370
0.3848
0.3861
0.3873
0.3877
0.3854
0.3778
0.3848
0.3856
0.3866
0.3884
0.3908
0.3938
0.3965
0.40551.322
The results that most clearly indicate the scaling behavior come from the constant-
measure calculations. We find, based on these calculations, that in the constant-length
case, C+ = 1.27 ± 0.02, A+ = 0.40 0.08, C_ = 0.760 + 0.005, and A_ = 0.37 0.06.
From the constant-measure calculations, we conclude that C+ = 1.27 i 0.01, A+ =
0.40±0.01, C_ = 0.770.01, and A = 0.390±0.005. These results indicate that from
simple analysis of rough approximations to multifractal measures, the asymptotic
behavior of q(r) can be readily identified. It is important to keep in mind that the
asymptotic behavior should not be studied in the regime where the calculation of
F(q, r) is dominated by boxes of a single length or a single measure. In this limit, the
correction due to the next-to-leading box length or measure will always appear to be
of the form (5.17).
C. Asymptotic Structure of the Critical Period-Doubling Attractor
We have applied this type of analysis to a study of the structure of the critical
period-doubling attractor[120], which is a set with structure similar to the fully-
developed tree cross-section studied above[132]. A finite realization of the set was
obtained by generating iterates of x = 0 using the logistic map f(x) = A(1 - 2x2 )
at the critical point A = 0.837005134.... The fractal dimension of the attractor[132]
is Do = 0.5380451435 ., thus the constant-length boxing described above is not
practical for computing q(r) since most of the boxes will be empty. Much more
suitable are the constant-measure partitions used by Halsey et a[128]. This natural
measure is displayed in Table 5.5. The iterates of x = 0 under the critical map are
at the endpoints of the intervals, and the ordering property that higher iterates are
contained within the partition formed by the first 2 iterates of x = 0 is apparent.
Constant-measure computations of q(r) using this partition have been carried out,
and fits to the form (5.17) result in the parameters displayed in Table 5.3. The values
of C+ = log(capD)/ log 2 and C_ = log(apD)/ log 2 where CapD = 2.502907875 -... , are
known exactly[120]. and our estimates from the fit result of C+ = 2.60 ± 0.02 and
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n=2
n=8
n=1 6
I I
I I IIH
I I I I I I IH H
ItIII I I i I It-
-0.4 1 .
Figure 5.5: Constant-measure partition of the critical period-doubling attractor. The
partitions constructed using the first n = 2, 4, 8, and 16 iterates of x = 0 are indicated.
Note the property that the partitions form nested closed sets, and that each box thus
contains a fraction (n/2) - 1 of the set.
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l/p C+ C A.
1024
2048
4096
8192
exact
2.759
2.588
2.600
2.633
2.647
1.410
1.403
1.402
1.426
1.324
0.8056
0.8052
0.8047
0.8037
0.8087
Table 5.3: Asymptotic behavior of the period-doubling attractor. The exact values
shown indicate the results discussed in the text.
C_ = 1.41 ± 0.01 are reasonably consistent with these values. The value that we
extract for the decay constant as r7 -00 is A_ = 0.805 ± 0.001. Recalling that
A_ =: I log(a/b) I allows the interpretation of this constant as the ratios of the length
rescaling factors dominant in the vicinity of the 'strongest' (largest a) singularity on
the measure.
The renormalization-group approach allows an accurate numerical analysis of q(r)
to be done in the vicinity of r = -oo[132]. The asymptotic behavior in this limit can
be obtained analytically as
q(r) ~ (log 2)-1 [r logaD + lal-`], (5.18)
where al = -0.4454512238 .. is the linear coefficient in the Taylor expansion of
Feigenbaum's univeral function[120]. From comparison with (5.17), we obtain A_ =
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log(al) = 0.808667525.. , which is in good agreement with our result obtained from
the direct analysis of the measure. The behavior of q(r) in the limit r --, oo is not as
clear from either the RG or our numerical analysis, and we are continuing to try to
understand it.
D. Effect of Uncorrelated Disorder on the Two-Scale Tree
The two measures analysed above are due to 'deterministic' growth, and satisfy exact
local scaling laws. However, we expect randomness to play a role in many experimen-
tal realizations of multifractal trees. Here we introduce a disordered version of the
two-scale tree studied previously. If there is a small amount of uncorrelated disorder,
we find that the asymptotic behavior studied previously will be unchanged.
The disordered measure is similar to the two-level measure constructed above,
except that the scaling function depends on the level of refinement n and the interval
i introduced at that step. The scaling function is thus
o(Sn+lS, i) = bn,i + (an,i - bni)s,,+lsn (5.19)
where an,i + b ,i < 1 and a,i and b,i are positive. In the case of uncorrelated disorder
treated here, a,i and bn,i are independent random variables with some distribution
P(a, b), where f dadbP(a, b) = 1. The q(r) thus defined self-averages, and is explicitly
q(7) = j da dbP(a,b) log(a-' + b-)/ log2. (5.20)
The self-averaging over the probability distribution and the simple form are properties
of the independence of the random variables for different n. The same form follows
when the random variables are of the form an,i = an, bn,i = bn.
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We have considered the particular case where
P(a, b) = (a, - ao)6(b- 1 + a), ao < a < a
= 0, otherwise, (5.21)
with 0 < ao < a < 1/2, and where 6 is the Dirac delta. As r - ±oo, q behaves as
q CAT, where (5.22)
C+ -1 ai log 
C_=- - I dxlog(l -x).(a, - ao) log 2 Ja0
The approach to the limiting slope is more difficult to determine analytically, but
since the part of q(7) that remains after the linear piece is removed is of the form
q ~- Cf7 -1 a(al - ao) log 2 J dx log (1 - x)] -r 0 (5.23)
we can bound the decay to the linear limit between the exponentials [ao/(l-ao)]ITl/ log 2 <
q - Cr < [a1/( - a)]TI/ log 2, as 171 - 00. This suggests that the observed decay
vill also be exponential, somewhere between these limits. Numerical integration of
the function (5.23) leads to a confirmation of this: for a = 0.2 and a = 0.4, we
observe that q - C e-'l'l as - ±, with A = 0.44 ± 0.01.
We have calculated q(7) from 212- and 21'6-point realizations of this measure, and
the results for the asymptotic behavior that we have extracted from constant-length
and constant-measure partitions are shown in Tables 5.4 and 5.5, respectively. These
results indicate that, as in the uniform case, there is a scaling range of length or
measure in which consistent results are obtained. This is a direct indication of the self-
averaging of the scaling, as these results have been obtained from a single realization
of this random measure. From the constant-length analysis, we estimate C+ = 1.86 ±
0.03, + = 0.36 ± 0.14, C_ = 0.55 ± 0.01, and A_ = 0.3 ± 0.1. From the constant-
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Set size 1/ 1 C+ A+ C A
4096 16
32
64
128
256
512
65536 32
64
128
256
512
1024
2048
exact
Table 5.4: Results of analysis of constant-length calculations of q(r) for the disordered
measure. The values marked 'exact' are obtained from the computations outlined in
the text.
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2.016
1.834
1.974
1.762
1.851
1.897
1.835
1.976
1.762
1.853
1.900
1.812
1.882
1.765
0.6384
0.3722
0.5201
0.1776
0.2977
0.3889
0.3725
0.5208
0.1720
0.3059
0.3935
0.3165
0.3793
0.44(1)
0.5773
0.5444
0.5455
0.5834
0.6667
0.7500
0.5440
0.5485
0.5386
0.5553
0.5625
0.6250
0.6875
0.5195
0.3586
0.2178
0.7238
0.5369
0.5344
0.5938
0.1838
0.6154
0.3603
0.2202
0.4751
0.5249
0.5564
0.44(1)
Set size 1/p C+ A+ C_ A_
4096 8
16
32
64
128
256
65536 32
64
128
256
512
1024
2048
exact
1.842
1.787
1.730
1.819
1.795
1.764
1.730
1.819
1.795
1.764
1.720
1.737
1.762
1.765
0.6485
0.8100
0.4645
0.3944
0.4113
0.3584
0.4392
0.3919
0.4018
0.3663
0.2955
0.4134
0.3258
0.44(1)
0.6363
0.6164
0.5834
0.5900
0.5777
0.5474
0.5911
0.5875
0.5879
0.5590
0.5379
0.5311
0.5403
0.5195
0.1778
0.6187
0.2829
0.5484
0.3448
0.3781
0.2823
0.5304
0.5039
0.4284
0.3960
0.3679
0.3614
0.44(1)
Table 5.5: Results of analysis of constant-measure calculations of q(r) for the dis-
ordered measure. The values marked 'exact' are obtained from the computations
outlined in the text.
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measure calculations, we find C+ = 1.76 ± 0.03, A+ = 0.37 ± 0.05, C_ = 0.57 ± 0.01,
and A_ = 0.46 ± 0.05. The constant-measure results, in addition to having smaller
errors on the A±, are in better agreement with the results C+ = 1.765, A± = 0.44,
and C_ = 0.5195 obtained numerically from (5.22) and (5.23).
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Figure 5.6: Comparison rule for d = 2 model. Lines represent 6's.
5.2.5 A Tree Corresponding to a d = 2 Statistical Model
with Finite-T Critical Behavior
)We conclude this study with a speculative generalization of the trees discussed in
the preceeding section. We begin with the observation that trees for which log Q,
increases as nd- 1l can be related to statistical models in d dimensions. Consider a
case where the branches split into 2n offspring at the nth step: to label these new
branches, 72 new 2-state symbols must be introduced to code the structure, denoted as
a 'row' {sn, ,sn,2, , Sn,ns}. One simple scaling function to relate the nth and n+ th
interval lengths is
({Sn+,, ... ' Sn+,,n+l {S,l, ... sn,n} = exp(-Gn + K '[n,,,n+l,i + bon,n+li+])
(5.24)
where the 6's are Kronecker delta symbols, and Gn grows quickly with n to crush the
many new intervals of each iteration into the parent intervals. This scaling function
can be interpreted as assigning the lengths according to a comparison of successive
rows of symbols, as shown in Figure 5.6.
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A suitable G, is
G, = (n + 1) log 2 + 2nlKI, (5.25)
which leads to a q(r) for the fully developed set of the form
qlog2 = (21KI + log2) + 0(-rK), (5.26)
where 4(J) is the free energy per site of the d = 2 square-lattice Ising model. This
can be expressed as the integral[133]:
O(J) = log(2 cosh 2J) + j 2 log[(1 + 1 - x2 sin2 )/2], (5.27)
where x = 2 tanh 2J/ cosh 2J.
Figure 5.7 shows the first few levels of growth of this tree for the case eK = 1.092.
As can be seen from this picture, the branching rate grows exponentially with the
growth. From the above analytical result, we can compute the f(a) shown in Figure
5.8. It has the usual convex shape, and has a range of singularities residing on sets of
dimension between 0 and about 0.8. The shapes of this curve and the corresponding
q(r) do not indicate the nonanalyticities that occur near a = 0.93 and a = 0.72
which correspond to the ferromagnetic and antiferromagnetic critical points of the
underlying statistical model. The nonanalyticity is best revealed in a plot of a vs
7-, which corresponds to a plot of the internal energy of the model as a function of
inverse temperature. Figure 5.9 reveals the phase transition plainly as a divergence
in the slope (r). An easy test for this sort of a phase transition in a multifractal
spectrum is thus simply to examine a(r).
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Figure 5.7: Tree corresponding to d = 2 Ising model after three tip splittings.
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Figure 5.8: f(a) for the tree of Figure 5.7.
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Figure 5.9: a(r) for the tree of Figure 5.7. The divergences in the slope of this
function correspond to critical phenomena in the underlying d = 2 Ising model.
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5.2.6 Summary and Perspectives
In this Section, we have presented a general approach to the study of trees which
asymptotically develop multifractal cross-sections. The generic behavior of q(r) for
these models as r - oc is an exponential approach to the limiting linear asymptote.
This exponential approach can be interpreted as due the contribution of low-lying
excitations to the free energy of an equivalent statistical-mechanical model.
We have found that from direct analysis of relatively coarse finite approximations
to these measures, one can extract this 'energy gap' which corresponds to the ratio of
the leading and next-to-leading rescalings associated with the strongest (or weakest)
singularities on the measure. For the period-doubling attractor, this analysis allows
results of the RG calculation of Bensimon et al to be interpreted in a new, geometrical
way, and allows a better understanding of the singularities on the measure that are
important in the limit q --, -oo. It would be worthwhile to study the q --+ o limit
of the period-doubling attractor in order to compare the structure of the corrections
to the singularities dominant in that limit as well.
The effect of uncorrelated disorder has been found to be minimal on the measures
considered above. Disorder of this sort completely self-averages, and the asymptotic
behavior continues to be of the form of an exponential approach to the linear limit.
We are planning to study correlated disorder of the sort recently applied to transport
phenomena in random media[134]. It would be interesting to know if the type of
disorder in a scale-invariant structure can be identified by examining the asymptotic
behavior of q(r).
Applications of the analysis techniques and models presented in this Section in-
clude the further study of well-known multifractal measures such as those encountered
in the study of dynamical systems, but we believe that the utility of this approach lies
in the diagnosis of the different scalings that are important for measures that are less
well understood. Growth probability measures for diffusion-limited aggregation[122]
are not well understood, and the examination of the asymptotic behavior of q(r) for
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these objects might well give some insight into the structure of these measures, as
well as giving guidance to the current effort being aimed at constructing dynami-
cal RG theories of the growth[135]. Of special interest is the peculiar breakdown of
the convergence of the (q) for negative q, which is interpreted as a type of phase
transition[136].
An interesting application of these ideas is to the description of the scaling proper-
ties of disintegration processes. Consider a solvent, in which there is a weak solution
of a long polymer, and a cutting enzyme. The polymer, and later its daughter frag-
ments. are cut randomly. As this uncorrelated disintegration process is allowed to
proceed, the distribution of the lengths (masses) of the fragments will satisfy ex-
actly calculable and nontrivial scaling laws related to the random measure model
introduced here. We are beginning to study the scaling of this dilute-limit dynam-
ics. A light-scattering experiment on such a system should allow direct access to the
distribution of fragments, and thus to its multiscaling properties.
Finally, we note that the geometrical object corresponding to the d = 2 Ising model
is a bizzare geometrical object in search of an experimental realization. Perhaps the
most important lesson that it teaches us is to consider a(r), as this sort of phase
transition is invisible in either f(ca) or r(q). We note that experimental realizations
of this sort of object might not require the splitting Qi to increase at an exponential
rate if the interactions grow in 'range' (of the dependence of a on preceeding symbols)
as the growth proceeds. The saving grace is that the usual mechanisms of universality
will come into play and govern any type of nonanalyticity that is observed. Thus,
the identification of important symmetries and 'dimensionalities' corresponding to
dynamics underlying tree growth is of great importance.
One of us (JFM) would like to thank S. Zaleski for his instruction and guidance
(luring the early stages of this work, and both of us thank A. N. Berker for his steadfast
support and encouragement.
This research was supported by the National Science Foundation under Grant
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No. DMR-87-19217, and by the Joint Services Electronics Program under Contract
No. DAAL 03-89-C0001. Parts of this work have been published in the Materi-
als Research Society Extended Abstracts[14], and by the Massachusetts Institute of
Technology[15].
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5.3 Multiscaling Analysis of Critical Phenomena
The recent development of ideas concerning the scaling properties of strange sets
has included an explosion of work on the study of the scaling of moments of singular
measures. If we consider a measure (distribution) d, and cover its support with
boxes {B(i)} of some characteristic size 1, we can compute the sum of powers of the
integrals of the measure in the boxes:
S(l, q) = M , (5.28)
where AMi = iB('a dol. If the measure is scale invariant, we expect that the dependence
of S(l, q) is a power law:
S(l, q) ~ iT, (5.29)
for I much larger than any microscopic cutoff, but much smaller than any macroscopic
scale. The exponent depends on q, and it has been shown that in many cases, the
function r(q) can be related to the spectrum of singularities f(a) which describes the
fractal dimension f of points at which the measure has a local power law singularity
described by the exponent a[128].
This picture has been applied to many different types of scale-invariant strange
objects including attractors of dynamical systems at the edge of chaos[120, 121], and
the growth probability measure of diffusion-limited aggregation[122]. However, to
date no application of these ideas has been made to our oldest example of a complex
scale invariant pattern, critical phenomena. Here I report some preliminary results of
multiscaling analyses of two-dimensional critical phenomena. Through the analysis of
Monte-Carlo simulations of critical spin systems, I have found that the function r(q)
is not linear. I present a framework for the study of this phenomenon and I present
a preliminary interpretation for the results.
Consider an isotropic, homogeneous spin system on a d-dimensional hypercubic
lattice at its critical point. The magnetization field m(x) is assumed to have scale-
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invariant correlations, and to satisfy < m(x) >= 0 for all points x. We apply the
sum (5.28) to the measure d = dm. The boxes are taken to be d-dimensional cubes
a, length I on each edge, and we assume the unit of length to be the lattice constant.
NWe are interested in the limit 0 < I < L, where L is the size of the entire system.
In this limit, we expect the scaling law (5.29) to hold, since I is the only length scale
in the problem. The number of boxes needed to cover the system is (L/l)d, leading
to the usual result that r(q = 0) = -Do, the dimension of the support (in this case,
the space dimension, d). For even moments of the measure, (5.28) is well-defined,
but for other q, we must replace Ali with [lil, since the magnetization fluctuates
around zero. This is an important modification of the usual multifractal formalism,
as the sum of the q = 1 moments is no longer equal to the integral of the measure
over the entire set. The lack of this additivity property will change the behavior of
the resulting r(q) markedly.
In order to compute the r(q) thus defined for the simplest model of critical phe-
nomena, the two-dimensional Ising model, I have undertaken Monte Carlo simulation
of the square-lattice model at criticality. The usual Metropolis simulation method
was used, with an equilbration period of 10000 steps per site, and then the spins
were studied every 200 steps per site beyond that point. Fluctuations of the bulk
magnetization and the total energy around the exactly known critical values were
observed, indicating that equilibrium was reached. Figure 5.10 shows a typical spin
distribution for a 256 x 256 system.
For 100 spin configurations thus studied for the 256 x 256 system, the values of the
sums of the moments S(1, q) were computed as described above for a variety of box
edge sizes 1, and the logarithms of the resulting sums vs log2 1 are shown for a variety
of q in Figure 5.11. Fits of the data to the power-law form (5.29) are shown, and there
is good evidence for scaling over a restricted range of 1. In order to extend the scaling
region, I have studied a 1024 x 1024 site system, using the same equilibration time
(10000 MCS/S) and number of steps (200 MCS/S) between analyses. 40 snapshots of
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Figure 5.10: 256 x 256 site Ising model at criticality. Up and down spins are repre-
sented by black and white regions. The lack of a characteristic size to the fluctuations
is evident.
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this large system were studied, with results for S(1, q) shown in Figure 5.12. A larger
scaling range is seen, extending from I = 4 to = 64, which leads me to conclude that
indeed, the power-law scaling expected is observed.
From the fits shown in Figures 5.11 and 5.12, the exponents r for different q have
been extracted, as shown in Figure 5.13. Included are results obtained from simulation
of the triangular lattice Ising model obtained by placing a second-neighbor bond on
each elementary plaquette of the square lattice, and changing the coupling strength
to that for the critical triangular model. The equilibration, data taking, and analysis
for the triangular model was identical to that for the 256 x 256 site square-lattice
model.
Extremely good agreement for positive q is observed between the results of the two
square and the the triangular models considered. Although this r(q) is nearly straight,
the small error bars of these results allow the derivative dr/dq to be computed, and
nonlinear behavior is evident, as shown in Figure 5.14. Slight differences are seen
between the three sets of results, but the qualitative feature that the slope increases
rapidly as q increases from zero, and then saturates to a value near 1.875 beyond
q = 4 is shared. Table 5.6 lists the (q) for the different models for several values of
q. The values and errors are the averages and standard deviations of the set of r(q)
obtained from analysis of each 'snapshot' of a particular run.
An important difference between the r(q) here and that associated with singular
measures is that here, dr/dq increases with q. This is a consequence of the non-
additivity of the integrals of the magnetization: this should be contrasted with the
usual application to multifractals where d2T/dq2 is always negative[127]. Correspond-
ingly, the function f(a) related by the Legendre transformation of r(q)[128] has no
geometrical interpretation.
A first approach to considering these moments is to treat the case of even integer
211
75
C,
N
ot4
-
25C 50
E
X
OL-E0E
-c
3 4 5 6
logarithm of box size / log 2
Figure 5.11: Logarithm of S(l,q) vs log 2 1 for 256 x 256 Ising model data. Data for
q = -1,0,1,2,.. .,10 are shown from the bottom to the top of the figure. Open
squares indicate the MC results, and lines represent the fits to the form a + log 1,
which correspond to the power laws S(l, q) Ir. The error bars on the MC results
are smaller than the boxes shown, and thus the MC results are in good agreement
with the proposed scaling.
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Figure 5.12: Logarithm of S(I, q) vs log2 1 for 1024 x 1024 Ising model data. Data
from q = 0 to q = 10 in steps of 1 are shown from the bottom to the top of the figure.
Circles indicate the MC results, and points represent the fits as in the 256 x 256 case.
Good agreement of the MC data with the proposed scaling is observed.
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Figure 5.13: Moment scaling exponents r for q between -1 and 10 for the critical
two-dimensional Ising model. Squares indicate the 256 x 256 results, while circles
indicate results from the 1024 x 1024 simulations. Triangles indicate results from
the 256 x 256 site critical triangular model obtained by placing one second-neighbor
bond on each elementary square plaquette. All of these results are in extremely good
agreement for q > 0. Error bars on these results are smaller than the symbols.
214
n0
1.0
-~- °°°w0 --00
a
a
I I I I I- Ir
1.90
1.85
V-
1.80
1.75
1.70
0 2 4 6 8 10
Moment q
Figure 5.14: Derivative of T(q) from Ising model MC results. Squares, circles, and
triangles are results from the 256 x 256 square lattice, the 1024 x 1024 square lattice,
and the 256 x 256 triangular lattice studies, respectively. The two square lattice sim-
ulations lead to nearly identical results, while the triangular lattice results appear to
be quantitatively slightly different for small q. The data are all in excellent agreement
beyond q = 4. The fact that all the curves approach 1.75 as q - 0 is discussed in the
text.
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q -T
256 x 256 256 x 256 1024x1024 1.875 q - 2
square MC triangular MC square MC
0 -2
1 -0.18(4)
2 1.66(6)
3 3.52(8)
4 5.38(9)
5 7.24(11)
6 9.12(12)
7 10.99(13)
8 12.86(13)
9 14.74(14)
10 16.62(15)
-2
-0.16(5)
1.70(8)
3.56(10)
5.43(11)
7.29(13)
9.16(14)
11.04(15)
12.91(16)
14.78(16)
16.66(17)
-2
-0.194(8)
1.648(12)
3.506(15)
5.369(17)
7.237(20)
9.108(22)
10.98(2)
12.86(3)
14.73(3)
16.61(3)
-2
1.75
5.5
9.25
13
16.75
Table 5.6: r vs q for the d = 2 critical Ising model magnetization. The first three
columns represent data from MC simulation of the 256 x 256 square lattice, the
1024 x 1024 square lattice, and the 256 x 256 triangular lattice models, respectively.
The errors quoted are the standard deviations of the r's obtained from fits for each of
the 'snapshots' in each MC run. The fourth column is the value taken by the formula
--2 + 1.875q discussed in the text.
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q greater than 2. In this case, we can rewrite (5.28) as
S(1, q) = JB dxlm(xl) J dx 2m(x 2)... Bdxqm(x) (5.30)
If we consider a large system, the sum over boxes corresponds to a sum over all
possible magnetizations of a single box weighted by the usual Boltzmann factor, and
thus we write (5.30) as
S(l,q) = ()d < dx ... dxqm(xi) ... m(xq)>, (5.31)
where the <> represent the thermal average.
The result[7] that
< m(xl/b) ... rn(xq/b) >= qbzh < m(xl)...m(xq) > (5.32)
for well separated points xi suggests the result
S(l, q) = Ldl- d+q(d- xh), (5.33)
where xh = d - Yh is the scaling dimension of the magnetization. For the d = 2 Ising
model, Xh = 0.1.25, which suggests that for even q > 2, r = -2 + 1.875q.
This formula is in fair agreement with the results of Table 5.6 for the largest values
of q studied, but for smaller q, the MC results are significantly below this result. The
slope dr/dq of Figure 5.14 is seen to be approximately Yh = 1.875 for q ~ 10, but for
smaller q, it is significantly smaller. The failure of the law (5.33) is due to one of three
causes: first, the step from (5.30) to (5.31) may not be valid for the critical system.
The second possible cause is that because the integral over the q-point function (5.32)
brings the xi near each other, different scaling laws may be seen due to the operator
products[7]. Finally, the scaling law (5.33) may be indeed correct, and the MC results
may be slowly convergent with increasing system size.
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Below q = 2, dr/dq is definitely less than d - Xh = 1.875. If the function T(q) is
analytic in a region q > 0, we can formulate a cumulant expansion in terms of the
cuantities L(i) = log I aI/i)I:
logl log S(l, q)= log[yeqL ]
= d(log L - log ) + log[1 + (L)d (eq 'L -1)] (5.34)
i
= d(log L - log ) + q < L1 > + lq 2 < (L1- < L >)2 > +O(q3 ),
where the averages are defined as < X >= (1/L)dEiX( i). Unlike the case of the
application of this formalism to singular measures, the logarithms LI i) are all bounded
(for positive q, boxes with zero measure do not play a role), and thus these moments
are well defined. In particular, the fact that the second moment is positive indicates
that d2r/dq 2 will always be positive or zero for this type of scaling analysis.
Thus, the slope of r(q) as q - 0 is the average of the logarithm of the magnetiza-
tion of the boxes of edge , a result familiar as the replica method used in the study
of quenched disorder[137]. Since the magnetization of a 'droplet' of size l is known to
scale[5] as AM1 ~ 12-, it seems reasonable that
< L >= (2 - ) log 1, (5.35)
although to arrive at this result, an assumption concerning the average of the log-
arithms of the magnetizations analogous to the step leading to (5.31) is implicit.
interestingly enough, dr/dq for q = 0 is in good agreement with this result for the
d = 2 Ising case, where 2 - 77 = 1.75, as can be seen from Figure 5.14.
Recent results suggest that the critical d = 2 Ising model is a tricritical point in the
larger space of the dilute Q = 1 Potts model[138]. The additional relevant magnetic
direction, which has an associated scaling dimension XH = 5/96 = 0.05208 , was
originally suspected to be playing a role in the multiscaling seen here. The fractal
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dimension of the largest cluster of the critical Ising model is[138, 139] Dc = d - H =
1.947 , and thus it was suspected that for large q,- the 'full' boxes covering this
cluster would dominate S(l,q). However, this would lead to dr/dq , 1.947... for
q - oc, which does not seem to be the case. The Ising 'droplets' appear to dominate
the scaling behavior of even quite large moments of the spin distribution.
In order to clarify these ideas, I have also applied this multiscaling analysis to the
magnetization of the d = 2, Q = 3 Potts model[114], which has somewhat different
critical behavior than the d = 2 Ising model. This critical point is known exactly for
the square lattice model, the magnetic exponent is h = 2/15 = 0.1333 , and the
fractal dimension[139] of the largest cluster of like spins is De = 28/15 = 1.866...
The results of the analysis of the traceless magnetizations m(x) = 36(s(x), t)- 1,
where s(x) is the Potts spin, t is the label for the order parameter (t = 1,2,3),
and is a Kronecker delta function, for a 256 x 256 square-lattice model using the
same MIC simulation parameters used for the sqaure-lattice Ising model above, are
shown in Figures 5.15 and 5.16. The former shows the scaling of the sums of the
moments: good scaling is obtained over approximately the same range of box sizes.
The latter Figure indicates dr/dq, and it is consistent with a rise from the vicinity of
2 - r/= 26/15 = 1.7333... for q 0 to near 2- h = 28/15 = 1.8666 ... for larger q.
There are many questions that have been raised by this work. The first is just the
convergence of the analysis of the simulation results. There have been innumerable
MC studies of quite large critical spin systems of this sort, and the reanalysis of exist-
ing data using this approach will probably prove quite interesting. On the analytical
side, the formal justification of the step from (5.30) to (5.31) would allow the failure
of this approach to be blamed on the use of the wrong scaling form for the q-point
functions. Exact computation of S(l, q) may be possible for some models: this would
be extremely interesting.
In lieu of the complete S(l,q), some exact information concerning the small-q
expansion (5.34) would be welcome: both the justification of the assumption of an-
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Figure 5.15: Scaling behavior of S(l, q) for the d = 2, Q = 3 Potts model. Down
triangles indicate the results of analysis of MC data, while the lines are the linear
fits. The sets of data run from q = -1 to q = 10 from the bottom to the top of the
Figure. Scaling is observed over a range comparable to that seen for the d = 2 Ising
model.
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Figure 5.16: dr/dq for the Q = 3 Potts model. As a function of moment q, the slope
of rises from below 1.80 near q = 0 to slightly above 1.88 for q 10.
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alyticity at q = 0 and computation of either of the coefficients of the q or q2 terms
would be interesting. Any of these results might indicate how (if at all) the cluster
dimensions affect these results. Finally, the study of this analysis applied to different
critical models, including the O(n) models[8] would be interesting.
It is a pleasure to acknowledge useful conversations with M. Kardar and B. Du-
plantier. I thank Professor R. Weiss and Dr. A. Jeffries of the MIT Gravitation and
Cosmology Group for generously allowing the use of their computational facilities.
This research was supported by the National Science Foundation under Contract No.
DMR-87-19217.
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Chapter 6
Conclusions and Directions for
Future Research
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The rather divergent topics bound together in this document indicate the result of sev-
eral years of exploration of different areas of contemporary condensed matter physics.
In this last section, I will indicate the conclusions that I have drawn, and more im-
portantly, my view of what topics should be focused on in the near future.
The contributions to the study of the spin-gas model for reentrance in polar liquid
crystals described here add to the body of work supporting this picture of the physics
behind the remarkable experimental results that have been obtained in the last few
years. The spin-gas theory continues to be a useful tool in understanding the behavior
of frustrated polar liquid crystal systems. Microscopic theories based on molecular
descriptions of complex liquids have, in my opinion, an important role in helping
develop intuition and providing insight into mechanisms behind the novel physics seen
in these systems. However, it is important to simultaneously make strong connections
between these models and the underlying molecular Hamiltonian and also with their
appropriate long-wavelength descriptions.
Advances that we must make in the case of the spin-gas model are to connect the
layer model to a three-dimensional model, and also to understand the transformation
from fluid degrees of freedom to the 'notch' and lattice approximations that we make.
'The justification of the triplet approximation, and of the type of prefacing transfor-
:mation used is also an area requiring work, and perhaps might be addressed via Monte
Carlo simulation, or by the use of Monte Carlo renormalization group methods.
A long-wavelength picture of this model is also lacking. There exist Landau theo-
ries for frustrated smectics[140], but unfortunately, the old problem of understanding
the origin of the parameters in the theory renders this approach merely descriptive.
The challenge before us to unify these different points of view is an example indicating
why the study of liquid crystal systems has captivated physicists for generations.
The work that has been presented on the density-functional approach to statistical
mechanics represents a step toward the first-principles description of phase transitions
in fluid systems. The density-functional approach organizes our attack on a classical
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statistical mechanical system, and leads us directly to the Landau theory for any
structured phase. It is then up to the physicist to figure out what one-body density
to use, and what to do with the resulting free energies computed from the grand
potential functional.
The program for the application of this approach to a model of a fluid system
hinges on the availability of liquid structure information. Past workers, including
this author, have taken the easy way out by computing liquid structure using a lot
of guesswork. The results of this thesis, and also of other workers, indicate that
for molecular systems, the predictive power of the density-functional approach is a
strong function of the quality of liquid state input. The problem of computation
of reliable liquid state information concerning anisotropic molecules will thus be of
great interest in the next few years. Recent advances in the numerical solution of
the Percus-Yevick and hypernetted-chain closures of the Ornstein-Zernicke integral
equation for anisotropic hard cores[52] are very encouraging, but there is also utility
to the study of the density expansion for the direct correlation function. The utility of
exactly solved limits of simple fluids should not be ruled out, as even one-dimensional
models have been shown to be instructive in understanding liquid structure[13].
As the application of the density-functional approach is made to more complex
molecular systems, it will become mandatory to use more systematic expansion
techniques for the one-body density and for the liquid structure information. The
parametrization of the density profile in terms of a few parameters will always be nec-
essary, but the expression of the density using the 'order parameters' corresponding
to all the spherical harmonics and plane waves will greatly reduce the work involved
with the computation of the free energy functional, and will allow more attention to
be paid to the essential physics.
This type of systematization of the density-functional procedure will new types
of questions to be addressed. Fluctuations continue to be absent from the density-
functional world, and they of course play an important role in the physics of fluids.
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The understanding of liquid crystal systems via this approach hinges on our ability
to compute elastic constants, and to thereby understand which long-wavelength fluc-
tuations are important. Recently the computation of elastic properties for hard-core
fluids via Monte Carlo simulation has become practical[63, 94], a development which
should lead to many results that will guide the density-functional studies. The con-
structive approach to the Landau-Wilson theory of fluids that the density-functional
method provides introduces interesting research problems involving the link between
molecular structure and emergent structure and thermodynamics in complex fluid
systems.
The dynamics of nonlinear systems often gives rise to patterns which are scale
invariant. This introduces the study of scaling exponents as a means of characterizing
such emergent patterns. Because a pattern produced by some process is a record of the
physical process, we hope that classifying the pattern gives insight into the underlying
dynamics.
I have discussed some simple models for the growth of multifractal trees, where the
dynamics is completely coded into the resulting structure. Through mappings of the
generalized dimensions to the free energy of equivalent statistical mechanical models,
we have gained insight into methods that can be applied to study experimentally
obtained multifractals. I have suggested that some of these models, particularly
those incorporating disorder, may be relevant to the static and dynamic scaling of
disintegration processes, and I plan to pursue both the theoretical and experimental
study of this phenomenon.
Application of the same ideas to the analysis of magnetization distributions of
critical spin models indicates that there is more to the geometry of critical phenomena
than is generally appreciated. I have found an infinite set of geometrical scaling
exponents related to the scaling of moments of the local magnetization. This is
interesting because it suggests that families of geometrical scaling exponents, in some
cases, may be unique to a universality class described by a smaller set of scaling
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exponents. Much work needs to be done to clarify these results before we can claim
to understand the geometry of critical phenomena.
In describing these projects, two areas of research that I plan to study further have
been addressed. The first is the study of the statistical mechanics of fluids using a
molecular Hamiltonian-based approach. The study of the statistical thermodynamics
of fluids is an old area of condensed matter theory, but one which continues to be
interesting because of the diversity and novelty of experimental results that continue
to be obtained.
The second area of interest that I have identified is the understanding of the com-
plex patterns that arise in nonlinear dynamical systems[142]. While low-dimension
dynamical systems are to some extent understood[143], an unsettled frontier awaits
those who venture into the realm of the dynamics of many degrees of freedom. This
area promises to be one of the most exciting areas of condensed matter theory and
experiment, and will lead to the study of phenomena outside of the traditional bounds
of physics.
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