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Abstract
In this paper we consider discrete Sturm–Liouville eigenvalue problems of the form
L(y)k :=
n∑
µ=0
(−)µ {rµ(k)µyk+1−µ} = λyk+1
for 0  k  N − n with y1−n = · · · = y0 = yN+2−n = · · · = yN+1 = 0, where N and n are
integers with 1  n  N and under the assumption that rn(k) /= 0 for all k. These problems
correspond to eigenvalue problems for symmetric, banded matricesA ∈ R(N+1−n)×(N+1−n)
with bandwidth 2n+ 1. We present the following results:
1. an inversion formula, which shows that every symmetric, banded matrix corresponds
uniquely to a Sturm–Liouville eigenvalue problem of the above form;
2. a formula for the characteristic polynomial of A, which yields a recursion for its calcula-
tion;
3. an oscillation theorem, which generalizes well-known results on tridiagonal matrices.
These new results can be used to treat numerically the algebraic eigenvalue problem for sym-
metric, banded matrices without reduction to tridiagonal form. © 2001 Elsevier Science Inc.
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1. Introduction
We consider discrete Sturm–Liouville eigenvalue problems (with eigenvalue pa-
rameter λ) of the form
L(y)k :=
n∑
µ=0
(−)µ{rµ(k)µyk+1−µ} = λyk+1
for 0  k  N − n, where yk = yk+1 − yk, and with the boundary conditions
y1−n = · · · = y0 = yN+2−n = · · · = yN+1 = 0,
where N and n are fixed integers with 1  n  N and where we assume that
rn(k) 	= 0 for all k.
These problems correspond to eigenvalue problems for symmetric, banded matrices
A of size (N + 1 − n)× (N + 1 − n) with bandwidth 2n+ 1. In particular, A is
tridiagonal in the case n = 1.
In this paper we derive the following results:
• An inversion formula (Theorem 1). This identity can be used to calculate the
matrixAwhen the above discrete Sturm–Liouville operator is given and vice ver-
sa. Hence, every symmetric, banded matrix with bandwidth 2n+ 1 corresponds
uniquely to such a (discrete and self-adjoint) Sturm–Liouville operator.
• A formula for the characteristic polynomial of A (Theorem 2). This result yields
also a recursion for its calculation. In the case n = 1 we obtain the well-known
algorithm, which is commonly used in numerical analysis to handle eigenvalue
problems for tridiagonal matrices (cf. [9, p. 305]; [13, p. 134]; [14, p. 299]).
• An oscillation theorem (Theorem 3). This result generalizes corresponding well-
known results for tridiagonal matrices (cf. [9, Theorem 8.5-1]; [13, Satz 4.9]; or
[14, pp. 300–301]).
Our method (for example the use of Picone’s identity (Lemma 5) and most of our
results have continuous counterparts along the lines of the book [11] (cf. also [12]).
Moreover, our results may be applied to every (“full”) real and symmetric matrix
(compare Remark 1 (ii) below).
The above-mentioned results are known only in the case n = 1, i.e., where the
matrix A is tridiagonal. In the general case these results are new, and they can be
used (similarly as in the case n = 1, cf. [14, Chapter 5 pp. 299, 315]; compare also
the comments in Section 6 after Remark 4) to treat numerically the algebraic eigen-
value problem for symmetric, banded matrices (without reduction to tridiagonal form
via Givens’ or Householder’s method as described in [9, Section 8.2], or [14, Chapter
8]; for general aspects concerning banded matrices see also [1]). But, of course, the
numerical aspects of our theory have to be analyzed in detail and compared with the
existing methods. This will be a separate project.
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2. Banded matrices and Sturm–Liouville difference operators
Let n ∈ N, and let be given reals rµ(k) for µ ∈ {0, 1, . . . , n} and k ∈ Z. Then,
for y = (yk)k∈Z, we consider the Sturm–Liouville difference operator L(y) defined
by
L(y)k :=
n∑
µ=0
(−)µ{rµ(k)µyk+1−µ} for k ∈ Z, (1)
where  is the forward difference operator, i.e., wk := wk+1 − wk, which will
always operate with respect to the variable k. Of course, the operator L is given by
a multiplication of the sequence y by an infinite, banded matrix A with bandwidth
2n+ 1. The special (self-adjoint) form of the operator implies that the matrix A is
symmetric. Moreover, A is invertible, i.e., the rµ(k) can be expressed in terms of
the matrix elements ofA. Hence, there is a unique correspondence between Sturm–
Liouville operators L, given by (1), and symmetric, banded matrices A with band-
width 2n+ 1. This statement, including an explicit formula for the inverse of A, is
the contents of our first theorem.
Theorem 1 (Inversion). Let be given an operator L by formula (1). Then the follow-
ing holds:
(i)
L(y)k = (Ay)k+1 for k ∈ Z,
where A = (aµν) is a symmetric, banded matrix with bandwidth 2n+ 1, given
by
ak+1,k+1+t = (−1)t
n∑
µ=t
µ∑
ν=t
(
µ
ν
)(
µ
ν − t
)
rµ(k + ν),
(2)
ak+1,k+1−t = (−1)t
n∑
µ=t
µ−t∑
ν=0
(
µ
ν
)(
µ
ν + t
)
rµ(k + ν),
for 0  t  n and all k ∈ Z.
(ii)
rµ(k + µ)= (−1)µ
n∑
s=µ
{(
s
µ
)
ak+1,k+1+s +
s−µ∑
l=1
s
l
(
µ+ l − 1
l − 1
)
×
(
s − l − 1
s − µ− l
)
ak+1−l,k+1−l+s
}
, (3)
for 0  µ  n and all k ∈ Z.
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Proof. First, using the formula for finite differences, i.e.,
µwk =
µ∑
ν=0
(
µ
ν
)
(−1)µ−νwk+ν, (4)
we obtain from (1) that
L(y)k =
n∑
µ=0
µ∑
ν=0
(
µ
ν
)
(−1)νrµ(k + ν)µyk+1−µ+ν
=
n∑
µ=0
µ∑
ν=0
µ∑
s=0
(
µ
ν
)(
µ
s
)
(−1)ν+µ−srµ(k + ν)yk+1−µ+ν+s
=
n∑
µ=0
µ∑
ν=0
µ∑
s=0
(
µ
ν
)(
µ
s
)
(−1)ν+srµ(k + ν)yk+1+ν−s
(replacing s by µ− s)
=
n∑
µ=0
µ∑
ν=0
ν∑
t=0
(
µ
ν
)(
µ
ν − t
)
(−1)t rµ(k + ν)yk+1+t
+
n∑
µ=0
µ∑
ν=0
µ−ν∑
t=1
(
µ
ν
)(
µ
ν + t
)
(−1)t rµ(k + ν)yk+1−t
(putting t = ν − s for s  ν and − t = ν − s for s > ν)
=
n∑
t=0
{
(−1)t
n∑
µ=t
µ∑
ν=t
(
µ
ν
)(
µ
ν − t
)
rµ(k + ν)
}
yk+1+t
+
n∑
t=1
{
(−1)t
n∑
µ=t
µ−t∑
ν=0
(
µ
ν
)(
µ
ν + t
)
rµ(k + ν)
}
yk+1−t ,
and this last equation implies formula (2). Moreover, A is symmetric, because, by
(2),
ak+t−1,k+1 = (−1)t
n∑
µ=t
µ∑
ν=t
(
µ
ν
)(
µ
ν − t
)
rµ(k − t + ν)
(putting s = ν − t)
= (−1)t
n∑
µ=t
µ−t∑
s=0
(
µ
s + t
)(
µ
s
)
rµ(k + s)
= ak+1,k+1−t .
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For the proof of assertion (ii) we require the following lemma.
Lemma 1. The polynomials f sµ(x), defined by
f sµ(x) := (−1)s−µ
{(
s
µ
)
+
s−µ∑
l=1
s
l
(
µ+ l − 1
l − 1
)(
s − l − 1
s − µ− l
)
xl
}
(5)
for 0  µ  s, satisfy the relation
s∑
µ=t
µ−t∑
ν=0
(
µ
ν
)(
µ
µ− t − ν
)
xνf sµ(x) = δst (6)
for 0  t  s, where δst denotes the Kronecker-symbol.
Proof of Lemma 1. Let 0  t  s, and define a polynomial f (x) of degree at most
s − t by
f (x) :=
s∑
µ=t
µ−t∑
ν=0
(
µ
ν
)(
µ
µ− t − ν
)
xνf sµ(x) =
s−t∑
k=0
αkx
k,
where the f sµ(x) are given by (5). We have to prove that
f (x) = δst ,
i.e.,
α0 = δst and αk = 0 for 1  k  s − t.
This will be shown in the following by using (5), elementary identities for binomial
coefficients (which are direct consequences of their definition) and by comparing
coefficients of the power series of suitable binomial series.
(i)
α0 =
s∑
µ=t
(
µ
0
)(
µ
µ− t
)
(−1)s−µ
(
s
µ
)
=
s−t∑
ν=0
(−1)ν
(
s − ν
t
)(
s
s − ν
)
=
(
s
t
) s−t∑
ν=0
(−1)ν
(
s − t
ν
)
=
(
s
t
)
δst
= δst .
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(ii)
αs−t =
s−1∑
µ=t
(
µ
µ− t
)(
µ
0
)
(−1)s−µ s
s − µ
(
s − 1
s − µ− 1
)(
µ− 1
0
)
+
(
s
s − t
)(
s
0
)
(−1)s−s
(
s
s
)
=
s∑
µ=t
(
µ
µ− t
)
(−1)s−µ
(
s
µ
)
= δst
= 0 by (i) if s − t  1.
(iii) Now, let 1  k  s − t − 1. Then
αk =
s∑
µ=t+k
(
µ
k
)(
µ
µ− t − k
)
(−1)s−µ
(
s
µ
)
+
k−1∑
r=0
s−k+r∑
µ=t+r
(
µ
r
)(
µ
µ− t − r
)
(−1)s−µ
× s
k − r
(
µ+ k − r − 1
k − r − 1
)(
s − k + r − 1
s − µ− k + r
)
=
s−t−k∑
ν=0
(
ν + t + k
k
)(
ν + t + k
ν
)
(−1)s+t+k+ν
(
s
ν + t + k
)
+
k−1∑
r=0
s−k−t∑
ν=0
(
ν + t + r
r
)(
ν + t + r
ν
)
(−1)s+ν+t+r
× s
k − r
(
ν + t + k − 1
k − r − 1
)(
s − k + r − 1
s − ν − t − k
)
= I + II.
(iii)1
I =
s−t−k∑
ν=0
(−1)s+t+k+ν
(
ν + t + k
k
)(
s − k − t
ν
)(
s
t + k
)
=
(
s
t + k
) s−k∑
µ=t
(−1)s−k−µ
(
s − k − t
s − k − µ
)(
µ+ k
µ
)
=
(
s
t + k
)
× (s − k)th coefficient of (1 − x)s−k−t (1 − x)−k−1
W. Kratz / Linear Algebra and its Applications 337 (2001) 1–20 7
= (−1)s−k
(
s − 2k − t − 1
s − k
)(
s
t + k
)
.
(iii)2
II =
k−1∑
r=0
s−k−t∑
ν=0
(−1)s−k−t−ν
(
s − k − t
s − k − t − ν
)(
ν + t + k − 1
ν + t
)
×(ν + t + r)(−1)r+k
(
s − k + r
r + t
)(
k
r
)
s
k(s − k + r)
= II1 + II2,
where we split (ν + t + r) = (ν + t + k)+ (r − k).
II1 = s
s − k − t
s−k−t∑
ν=0
(−1)s−k−t−ν
(
s − k − t
s − k − t − ν
)(
ν + t + k − 1
ν + t
)
×
k−1∑
r=0
(−1)k+r
(
k
r
)(
s − k + r − 1
r + t
)
,
where
k−1∑
r=0
(−1)k+r
(
k
r
)(
s − k + r − 1
r + t
)
=
k∑
r=0
(−1)k+r
(
k
k − r
)(
s − k + r − 1
r + t
)
−
(
s − 1
t + k
)
=
k+t∑
µ=t
(−1)k+t−µ
(
k
k + t − µ
)(
s − k − 1 − t − µ
µ
)
−
(
s − 1
t + k
)
= (k + t)th coefficient of (1 − x)k(1 − x)k+1+t−s−1 −
(
s − 1
t + k
)
= (−1)k+t
(
2k + t − s
k + t
)
−
(
s − 1
t + k
)
,
and where
s−k−t∑
ν=0
(−1)s−k−t−ν
(
s − k − t
s − k − t − ν
)(
ν + t + k
ν + t
)
=
s−k∑
µ=t
(−1)s−k−µ
(
s − k − t
s − k − µ
)(
µ+ k
µ
)
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= (s − k)th coefficient of (1 − x)s−k−t (1 − x)−k−1
= (−1)s−k
(
s − 2k − t − 1
s − k
)
.
Hence,
II1 = s
s − k − t (−1)
s−k
(
s − 2k − t − 1
s − k
)
×
{
(−1)k+t
(
2k + t − s
k + t
)
−
(
s − 1
k + t
)}
= (−1)s+t s
s − k − t
(
s − 2k − t − 1
s − k
)(
2k + t − s
k + t
)
−(−1)s−k
(
s − 2k − t − 1
s − k
)(
s
k + t
)
,
so that, using the formulas above,
I + II1 = (−1)s+t s
s − k − t
(
s − 2k − t − 1
s − k
)(
2k + t − s
k + t
)
.
II2 = s
s − k − t
s−k−t∑
ν=0
(−1)s−k−t−ν
(
s − k − t
s − k − t − ν
)(
ν + t + k − 1
ν + t
)
×
k−1∑
r=0
(−1)r+k−1
(
k − 1
r
)(
s − k + r − 1
r + t
)
,
where
k−1∑
r=0
(−1)r+k−1
(
k − 1
r
)(
s − k + r − 1
r + t
)
=
k+t−1∑
µ=t
(−1)k+t−1−µ
(
k − 1
k + t − 1 − µ
)(
s − k − 1 − t + µ
µ
)
= (k + t − 1)th coefficient of (1 − x)k−1(1 − x)k+t+1−s−1
= (−1)k+t−1
(
2k + t − s − 1
k + t − 1
)
,
and where
s−k−t∑
ν=0
(−1)s−k−t−ν
(
s − k − t
s − k − t − ν
)(
ν + t + k − 1
ν + t
)
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=
s−k∑
µ=t
(−1)s−k−µ
(
s − k − t
s − k − µ
)(
k − 1 + µ
µ
)
= (s − k)th coefficient of (1 − x)s−k−t (1 − x)−k
= (−1)s−k
(
s − 2k − t
s − k
)
.
Hence,
II2 = s
s − k − t (−1)
s+t−1
(
s − 2k − t
s − k
)(
2k + t − s − 1
k + t − 1
)
= −(−1)s+t s
s − k − t
(
s − 2k − t − 1
s − k
)(
2k + t − s
k + t
)
.
Altogether, using the formulas above,
αk = I + II1 + II2 = 0,
and this completes the proof of Lemma 1. 
Now, we can proceed with the proof of Theorem 1. Let A = (aµν) be given by
(2). We define matrices (αtµ), (βµs) ∈ Rn×n by
αtµ :=


αtµ(x) =
µ−t∑
ν=0
(
µ
ν
)(
µ
µ− t − ν
)
xν for 0  t  µ  n,
0 for 0  µ < t  n,
βµs :=
{
βµs(x) = f sµ(x) for 0  µ  s  n,
0 for 0  s < µ  n.
Then, it follows from Eq. (6) of Lemma 1 that
n∑
µ=0
αtµβµs = δst for 0  t, s  n, (7)
i.e., (αtµ) is the inverse matrix of (βµs) for x ∈ R. Next, we introduce the generating
functions
ft (x) :=
∑
k∈Z
rt (k + t)xk,
gt (x) :=
∑
k∈Z
(−1)tak+1,k+1+t xk for 0  t  n.
Then, by Eq. (2),
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gt (x)=
∑
k∈Z
n∑
µ=t
µ∑
ν=t
(
µ
ν
)(
µ
ν − t
)
rµ(k + ν − µ+ µ)xk+ν−µxµ−ν
=
n∑
µ=t
µ−t∑
s=0
(
µ
µ− s
)(
µ
µ− t − s
)
xsfµ(x)
=
n∑
µ=0
αtµ(x)fµ(x).
Hence, by (7) and (5), for 0  µ  n,∑
k∈Z
rµ(k + µ)xk
= fµ(x)
=
n∑
s=0
βµsgs(x)
=
∑
m∈Z
n∑
s=µ
(−1)s−µ
{(
s
µ
)
+
s−µ∑
l=1
s
l
(
µ+ l − 1
l − 1
)(
s − l − 1
s − µ− l
)
xl
}
×(−1)sam+1,m+1+sxm.
By comparing the coefficient of xk, we obtain formula (3), which completes the
proof of Theorem 1. 
3. Corresponding eigenvalue problems and quadratic functionals
For a given difference operator of the form (1) we consider the following discrete
Sturm–Liouville eigenvalue problem with eigenvalue parameter λ;
L(y)k :=
n∑
µ=0
(−)µ {rµ(k)µyk+1−µ} = λyk+1 for 0  k  N − n (8)
with the boundary conditions
y1−n = · · · = y0 = yN+2−n = · · · = yN+1 = 0, (9)
where N and n are fixed integers with 1  n  N. Clearly, λ is an eigenvalue of (8)
and (9), if there exists a corresponding eigenvector y = (yk)N+1−nk=1 ∈ RN+1−n\{0},
such that (8) holds under condition (9). We need the following notation.
Notation. For m > n  1, letAm denote the submatrix of size (m− n)× (m− n)
of the infinite matrix A from Section 2 in the left upper corner, i.e.,
Am = (aµν)m−nµ,ν=1 ∈ R(m−n)×(m−n),
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where the matrix elements aµν are defined by (2) for |µ− ν|  n, and where aµν =
0 for |µ− ν| > n.
Remark 1.
(i) Note that Am is a banded, symmetric matrix of size (m− n)× (m− n) with
bandwidth 2n+ 1. Moreover, by Theorem 1, every matrix of this kind corre-
sponds uniquely to a Sturm–Liouville operator, given by (1), via formulas (2)
and (3) of Theorem 1. Assertion (i) of Theorem 1 states that the discrete Sturm–
Liouville eigenvalue problem (8) and (9) is equivalent with the algebraic eigen-
value problem
AN+1y = λy, y ∈ RN+1−n. (10)
(ii) If N = 2n, then every real, symmetric matrix A ∈ R(n+1)×(n+1) has bandwidth
2n+ 1. Therefore, by Theorem 1, every such matrix A =AN+1 corresponds
to a suitable Sturm–Liouville eigenvalue problem (8) and (9). Hence, all our
results below apply to every real, symmetric matrix. But, of course, numerical
algorithms resulting e.g. from Theorem 2 become efficient only if N  n, but
not for “full” matrices, i.e., if N  2n.
Lemma 2. Let y ∈ RN+1−n, and suppose (8) and (9). Then
yTAN+1y =F(y),
where the quadratic functional F(y) is defined by
F(y) :=
N∑
k=0
n∑
µ=0
rµ(k)(
µyk+1−µ)2. (11)
Proof. Using formula (4) for finite differences we obtain that
F(y)=
n∑
κ=0
n∑
µ=0
rµ(κ)
µ∑
l=0
(
µ
l
)
(−1)µ+lyκ+1−µ+l
µ∑
s=0
(
µ
s
)
(−1)µ+syκ+1−µ+s
=
N+1−n∑
r,ρ=1
a˜rρyryρ
with a symmetric matrix (a˜µν) ∈ R(N+1−n)×(N+1−n), where, for 0  k  N − n
and 0  t  n (observe (9) and put k + 1 = κ + 1 − µ+ l  1, k + 1 + t = κ +
1 − µ+ s, thus t = s − l; let t  0; ν = µ− l  0, so that l = µ− ν  0, κ =
k + ν, s = t + l = µ− ν + t  µ, t  ν  µ),
a˜k+1,k+1+t =
∑
µ
∑
κ
rµ(κ)(−1)l+s
(
µ
l
)(
µ
s
)
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= (−1)t
n∑
µ=t
µ∑
ν=t
rµ(k + ν)
(
µ
ν
)(
µ
ν − t
)
,
and this equals ak+1,k+1+t by formula (2). This proves Lemma 2, because A is
symmetric. 
4. The associated Hamiltonian system
In this section we formulate the connection between the discrete Sturm–Liouville
equation (8) and an associated Hamiltonian difference system (cf. [3, Proposition 5]
or [2, Lemma 2]), and we introduce the important notions of conjoined bases and
focal points of it (cf. [3, Definitions 1 and 3], or [4, Definitions 1 and 3]). Moreover,
the multiplicity of focal points is defined according to [7]. But it will turn out that
these multiplicities always equal one for Hamiltonian systems, which we treat here,
i.e., which originate from Sturm–Liouville equations.
The equivalence of Sturm–Liouville equations with Hamiltonian systems requires
the assumption
rn(k) 	= 0 for all k, (12)
which will be made in the sequel.
Lemma 3. Assume (12). A vector y = (yk)N+11−n ∈ RN+1−n solves the Sturm–
Liouville difference equation (8) (for 0  k  N − n) if and only if (x, u) solves
the Hamiltonian difference system
xk = Axk+1 + Bkuk, uk = (Ck − λC˜)xk+1 − ATuk (13)
for 0  k  N, where we use the following notation:
A,Bk, Ck, C˜ are n× n-matrices defined by
A =


0 1 · · · 0
...
.
.
.
.
.
.
...
0 · · · 0 1
0 · · · 0 0

 , Bk = 1rn(k)B with B = diag(0, . . . , 0, 1),
Ck = diag(r0(k), . . . , rn−1(k)), and C˜ = diag(1, 0, . . . , 0),
for 0  k  N, and xk = (x(ν)k )n−1ν=0, uk = (u(ν)k )n−1ν=0 ∈ Rn are defined by
x
(ν)
k = νyk−ν, u(ν)k =
n∑
µ=ν+1
(−)µ−ν−1{rµ(k)µyk+1−µ} (14)
for 0  ν  n− 1, 0  k  N + 1 with suitably chosen yN+2, . . . , yN+n+1 (which
are used for uN+2−n, . . . , uN+1).
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Definition 1. Assume that (12) holds.
(i) A pair (X,U) = (Xk, Uk)N+1k=0 is called a conjoined basis of (13), if the real
n× n-matrices Xk,Uk solve (13) for 0  k  N, and if
XT0U0 = UT0 X0 and rank(XT0 , UT0 ) = n holds.
(ii) Suppose that (X,U) is a conjoined basis of (13) and let 0  k  N. We say that
X has no focal point in the interval (k, k + 1] if
KerXk+1 ⊂ KerXk and Dk := XkX†k+1A˜Bk  0 holds,
where A˜ := (I − A)−1. Moreover, if KerXk+1 ⊂ KerXk and Dk 	 0 (i.e., the
open interval (k, k + 1) contains a focal point of X), then indDk is called the
multiplicity of “the” focal point of X in the interval (k, k + 1) (one could also
say the number of focal points of X in (k, k + 1)).
Remark 2.
(i) For a matrix M we denote by KerM the kernel of M, indM denotes the index
of M, i.e., the number of negative eigenvalues of M, provided M is symmetric
(and real), and M† denotes the Moore–Penrose inverse of M (cf. [10, p. 421]).
Moreover, M  0 means that M is symmetric (and real) and non-negative def-
inite, i.e., indM = 0. Observe that Dk is symmetric if KerXk+1 ⊂ KerXk (cf.
[3, Proposition 1] or [4, Theorem 1]). Moreover, I denotes the identity matrix of
suitable size.
(ii) For our Sturm–Liouville difference equations the multiplicity of focal points,
which we defined only in case KerXk+1 ⊂ KerXk, always equals 1, because
rankDk  rankB = 1.
5. The recursion formula
In this section we derive a recursion formula, which may be used to calculate
numerically the determinant of symmetric, banded matrices. First we need some
auxiliary results.
Lemma 4. Suppose (12), and assume that (X,U) is the so-called principal solution
of (13), i.e., the n× n-matrices Xk = Xk(λ), Uk = Uk(λ) satisfy (13) with
X0 = 0, U0 = I. (15)
Then the following assertions hold.
(i) rankXk = k,Dk = 0,KerXk+1 ⊂ KerXk for k = 0, . . . , n− 1.
(ii) detXn = {rn(0) · · · rn(n− 1)}−1 	= 0.
(iii) detXk(λ) 	= 0 for all n  k  N + 1, and all λ ∈ R\N with a finite set N.
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(iv)
Dk(λ) = 1
rn(k)
detXk(λ)
detXk+1(λ)
for n  k  N, λ ∈ R,
provided detXk+1(λ) 	= 0,whereDk(λ) is defined as in Definition 1, i.e., Dk(λ)
= Xk(λ)X−1k+1(λ)A˜Bk.
Proof. Assertion (i) is contained in [3, Proposition 6] or [5, Lemma 4].
For the proof of (ii) observe that, by Lemma 3 (note that  always operates with
respect to k),
Xk =
(
µy
(ν)
k−µ
)
, Uk =

 n∑
ρ=µ+1
(−)ρ−µ−1
{
rρ(k)
ρy
(ν)
k+1−ρ
}
for 0  µ, ν  n− 1, and that X0 = 0, U0 = I by (15). This implies (use (4)) that,
for 0  ν  n− 1,
y
(ν)
0 = y(ν)−1 = · · · = y(ν)1−n = 0,
and
n∑
ρ=ν+1
(−)ρ−ν−1
{
rρ(k)
ρy
(ν)
k+1−ρ
}
= 1,
n∑
ρ=µ+1
(−)ρ−µ−1
{
rρ(k)
ρy
(ν)
k+1−ρ
}
= 0,
if k = 0, ν < µ  n− 1. Hence (note that k = 0), rn(0)ny(ν)k+1−n = 0 for 0  ν <
n− 1 (put µ = n− 1 above), so that y(0)1 = · · · = y(n−2)1 = 0. Moreover, it follows
inductively that
rn(s)
n+sy(ν)k+1−n = 0 for 0  s  n− 2, 0  ν  n− 2 − s,
so that y(ν)s+1 = 0 because rn(s) 	= 0 by (13). Therefore,
(−1)n−ν−1rn(n− ν − 1)2n−ν−1y(ν)k+1−n = 1 for 0  ν  n− 1
so that
y
(ν)
n−ν =
(−1)n−ν−1
rn(n− ν − 1) .
Now, using suitable row operations, we obtain a matrix T with det T = 1 such that
XnT =


y
(0)
n · · · y(n−1)n
...
...
(−1)n−1y(0)1 · · · (−1)n−1y(n−1)1


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=


(−1)n−1
rn(n−1) · · · 
...
.
.
.
...
0 · · · (−1)n−1
rn(0)

 .
Hence,
detXn = det (XnT ) = (−1)
n−1
rn(n− 1) · · ·
(−1)n−1
rn(0)
= {rn(0) · · · rn(n− 1)}−1 	= 0.
Next, let y ∈ RN+1−n\{0} and assume (9). Then, by Lemma 2,
F(y)− λ
N+1∑
k=0
y2k+1 = yT(AN+1 − λI)y > 0,
provided λ is sufficiently small, more precisely: λ < min σ(AN+1),where σ(AN+1)
denotes the spectrum ofAN+1. Therefore, by the Reid Roundabout Theorem (cf. [3,
Satz 9] or [5, Theorem 2]),
detXk+1(λ) 	= 0 for n  k  N and λ < min σ(AN+1).
This implies assertion (iii), because the matrix elements of the matrix Xk(λ) are
poynomials in λ.
Finally, assertion (iv) is shown in [6, Lemma 4.1]. 
Lemma 5 (Picone’s identity). Suppose (12), let (X,U) be the principal solution of
(13), i.e., (15) holds, and assume that detXk+1(λ) 	= 0 for n  k  N. Then, for
y ∈ RN+1−n and under assumption (9), we have the formula (cf. the notation of
Section 3)
yT(AN+1 − λI)y =
N∑
k=n
rn(k)
detXk+1(λ)
detXk(λ)
w2k+1−n, (16)
where wν = yν +∑ν+nµ=ν+1 αµyµ with suitable coefficients αµ = αµ(ν, λ). Hence,
w = Ty with
T =


1  
...
.
.
. 
0 · · · 1

 ,
so that det T = 1.
Proof. First, it follows from Lemma 2, Lemma 4(i), (ii), and [3, Proposition 1] or
[4, Theorem 1] that
16 W. Kratz / Linear Algebra and its Applications 337 (2001) 1–20
yT(AN+1 − λI)y =F(y)− λ
N−n∑
k=n
y2k+1 =
N∑
k=n
zTkDkzk,
where zk = uk − Uk(λ)X−1k (λ)xk with xk, uk as in Lemma 3.
Therefore, by Lemma 4(iii),
yT(AN+1 − λI)y =
N∑
k=n
1
rn(k)
detXk(λ)
detXk+1(λ)
zTk Bzk.
Let
Qk := Uk(λ)X−1k (λ) = (qµν(k))n−1µ,ν=0, zk = (z(ν)k )n−1ν=0.
Then
zTk Bzk =
(
z
(n−1)
k
)2 =
{
u
(n−1)
k −
n−1∑
ν=0
qn−1,ν(k)νyk−ν
}2
and
u
(n−1)
k = rn(k)nyk+1−n = rn(k)
{
yk+1 + · · · + (−1)nyk+1−n
}
by the notation of Lemma 3.
By (13), we have that Xk+1 = A˜(Xk + BkUk), and therefore
detXk+1 = det (Xk + BkUk)
= det
(
I + 1
rn(k)
BQk
)
detXk
= det


1 · · · 0
...
.
.
.
...
 · · · 1 + qn−1,n−1(k)/rn(k)

 detXk
= detXk
rn(k)
{
rn(k)+ qn−1,n−1(k)
}
.
Hence,
z
(n−1)
k = u(n−1)k −
n−2∑
ν=0
qn−1,ν(k)νyk−ν −
{
detXk+1
detXk
− 1
}
rn(k)
n−1yk+1−n
= (−1)nrn(k)detXk+1detXk yk+1−n +
k+1∑
µ=k+2−n
α˜µyµ
with suitable coefficients α˜µ = α˜µ(k, λ). It follows that
1
rn(k)
detXk(λ)
detXk+1(λ)
zTk Bzk = rn(k)
detXk+1(λ)
detXk(λ)

yk+1−n +
k+1∑
k+2−n
αµyµ


2
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with certain αµ, and this completes the proof of Lemma 5. 
Now, we can prove the main result of this section.
Theorem 2 (Recursion). Assume (12), and let (X,U) be the principal solution of
(13), i.e., (15) holds.
Then, with the notation of Sections 3 and 4,
det (AN+1 − λI) = rn(0) · · · rn(N)detXN+1(λ) for all λ ∈ R, (17)
where, by (13) and (15), XN+1(λ) is given by the recursion
Xk+1 = A˜(Xk + BkUk), Uk+1 = (Ck − λC˜k)Xk+1 + (I − AT)Uk
for 0  k  N with X0 = 0, U0 = I.
Proof. Let λ ∈ R\N according to assertion (iii) of Lemma 4. Then, by Lemma 5
and assertion (ii) of Lemma 4,
det (AN+1 − λI)= rn(n)detXn+1(λ)detXn(λ) · · · rn(N)
detXN+1(λ)
detXN(λ)
= rn(n) · · · rn(N)detXN+1(λ)detXn
= rn(0) · · · rn(N)detXN+1(λ).
Hence, (17) holds for all λ ∈ R\N, and by continuity it is true for all λ ∈ R. 
Remark 3. Assume (12), let (X,U) be the principal solution of (13), and using the
notation of Section 3 define
fk(x) := det(Ak − xI) for n+ 1  k  N + 1 and fn(x) ≡ 1.
Let λ ∈ R such that fk(λ) 	= 0 for n+ 1  k  N + 1. Then, by the previous theo-
rem, for n  k  N,
fk+1(λ) = rn(0) · · · rn(k)detXk+1(λ)
so that
fk+1(λ)
fk(λ)
= rn(k)detXk+1(λ)detXk(λ) .
Then, Picone’s identity (16) reads as follows:
yT(AN+1 − λI)y =
N∑
k=n
fk+1(λ)
fk(λ)
w2k+1−n, (18)
where wν = yν +∑ν+nµ=ν+1 αµyµ with suitable coefficients αµ = αµ(ν, λ). This for-
mula (18) is the well-known formula of Jacobi [8, Chapter X, Section 3, formulae
(20), (25), and (26)]. Hence, the general Picone’s identity for linear Hamiltonian
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difference systems of Bohner (cf. [3, Proposition 1] or [4, Theorem 1]) is just a
generalization of the old formula of Jacobi.
6. The oscillation result
First, we formulate a known result [8, Chapter X Section 3, Theorem 2 (Jacobi)],
which is a direct consequence of Jacobi’s formula (18) and Sylvester’s law of inertia.
Lemma 6. Assume (12), and with the notation of Section 3 define as in Remark 3
polynomials fk(x) by
fk(x) := det (Ak − xI) for n+ 1  k  N + 1 and fn(x) ≡ 1. (19)
Let λ ∈ R such that fk(λ) 	= 0 for n+ 1  k  N + 1.
Then the number of zeros of fN+1(x) (including multiplicities), which are less
than λ, equals the number of sign changes of {fk(λ)} for n  k  N + 1, i.e.,
{fk(λ)} is a “Sturmian chain”.
Remark 4. Another “formulation” of this statement reads as follows (cf. [8, Chapter
X, Section 3, Theorem 2]). Let B = (bµν) ∈ Rm×m be any real symmetric matrix
and define
dk = det


b11 · · · b1k
...
...
bk1 · · · bkk

 for k = 1, . . . , m.
If dk 	= 0 for 1  k  m, then the number of negative eigenvalues of B, i.e., indB,
equals the number of sign changes in the finite sequence {1, d1, . . . , dm}. Note also
that Lemma 6 yields the Poincaré separation theorem (cf. [9, Theorem 8.5-1]; [10,
Corollary 4.3.16]; or [13, Sätze 4.9 and 4.11]).
For the numerical treatment of the eigenvalue problem for real, symmetric tridi-
agonal matrices (i.e., our case n = 1) one uses the above results (cf. [9, Chapter 8]
or [14, p. 299]). Actually, Wilkinson [14, p. 300] cites
The strict separation of the zeros for symmetric tridiagonal matrices with non-
zero super-diagonal elements forms the basis of one of the most effective methods
of determining the eigenvalues (Givens, 1954).
In view of our results here the corresponding algorithm may now be applied to any
symmetric banded matrix without reduction to tridiagonal form.
In the sequel we consider the eigenvalue problem (8) and (9) of Section 3 for
some fixed λ ∈ R. It follows immediately from assertion (i) of Theorem 1 and from
Lemma 3 that the eigenvalue problem is equivalent with the eigenvalue problem for
W. Kratz / Linear Algebra and its Applications 337 (2001) 1–20 19
the corresponding Hamiltonian difference system (13) with the boundary conditions
x0 = xN+1 = 0, i.e.,
(E) xk = Axk+1 + Bkuk, uk = (Ck − λC˜)xk+1 − ATuk
for 0  k  N, with x0 = xN+1 = 0.
If (X,U) is the principal solution of (13), then every solution (x, u) of (13) with
x0 = 0 satisfies
xk = Xk(λ)u0, uk = Uk(λ)u0 for 0  k  N + 1.
Therefore, we have the following lemma.
Lemma 7. Assume (12), and suppose that (X,U) is the principal solution of (13),
i.e., (15) is satisfied. Then the following assertions hold:
(i) A number λ ∈ R is an eigenvalue of the eigenvalue problem (8) and (9) if and
only if
detXN+1(λ) = 0,
and the dimension of the kernel of XN+1(λ) is the multiplicity of λ.
(ii) A vector y = (yk)N+1−nk=1 ∈ RN+1−n\{0} is an eigenvector of an eigenvalue λ ∈
R of (8) and (9) if and only if xk = Xk(λ)c, uk = Uk(λ)c for 0  k  N + 1
and some c ∈ KerXN+1(λ)\{0}, where xk and uk are defined by (14) and where
(9) is assumed to be satisfied.
This lemma shows that the algebraic eigenvalue problem (10) for symmetric,
banded matrices can be treated completely via the corresponding eigenvalue problem
(8) and (9) for Sturm–Liouville difference equations (using Theorem 1) and via the
recursion of Theorem 2 (using Lemma 7).
Let us now formulate the main result of this section, which is in view of the
above theory essentially a reformulation of Lemma 6 in terms of the oscillation of
the principal solution of (13). This result, Theorem 3 below, has a complete analog
for (continuous) Hamiltonian systems (cf. [11, Theorem 7.2.2 “global oscillation
theorem” for the principal solution at 0]). But before we make the following remark.
Remark 5. By (i) of Lemma 7, the multiplicity of an eigenvalue λ is given by the
dimension of the kernel of XN+1(λ). Hence, it is an integer in {1, . . . , n}. Moreover,
by (ii) of Remark 2, the focal points ofX(λ) are all simple, i.e., of multiplicity 1, and,
by Lemma 4(iv) and Definition 1(ii), their number in (0, N + 1] equals the number
of elements of the set{
k : n  k  N with rn(k)detXk+1(λ)detXk(λ) < 0
}
,
provided that detXk+1(λ) 	= 0 for n  k  N.
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Combining Theorem 2, Lemma 6 and Remarks 3 and 5, we obtain the main result
of this section.
Theorem 3 (Oscillation). Assume (12), and let (X,U) be the principal solution of
(13) (i.e., (15) holds), where we use the notation of Lemma 3. Moreover, let λ ∈ R
be such that det Xk+1(λ) 	= 0 for n  k  N, i.e., λ ∈ R\N as in assertion (iii) of
Lemma 4.
Then, the number of eigenvalues (including multiplicities) of the eigenvalue prob-
lem (8), (9) (or (10)) of Section 3, which are less than λ, equals the number of focal
points of X(λ) in the interval (0, N + 1].
Finally, let us mention that this statement is a special case of the general oscil-
lation theorem for Hamiltonian difference systems from [7]. More precisely, it is
the special case, where the Hamiltonian system corresponds to a Sturm–Liouville
difference equation via Lemma 3.
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