With the increasing burden of chronic diseases on the health care system, Markov-type models are becoming popular to predict the long-term outcomes of early intervention and to guide disease management. However, statisticians have not been actively involved in the development of these models. Typically, the models are developed by using secondary data analysis to find a single "best" study to estimate each transition in the model. However, due to the nature of secondary data analysis, there frequently are discrepancies between the theoretical model and the design of the studies being used. This paper illustrates a likelihood approach to correctly model the design of clinical studies under the conditions where 1) the theoretical model may include an instantaneous state of distinct interest to the researchers, and 2) the study design may be such that study data can not be used to estimate a single parameter in the theoretical model of interest. For example, a study may ignore intermediary stages of disease. Using our approach, not only can we accommodate the two conditions above, but more than one study may be used to estimate model parameters. In the spirit of "If life gives you lemon, make lemonade", we call this method "Lemonade Method". Simulation studies are carried out to evaluate the finite sample property of this method. In addition, the method is demonstrated through application to a model of heart disease in diabetes.
Introduction
With the escalating costs of health care, health care managers and policy makers are increasingly interested in preventive approaches to disease management. This has lead many researchers to develop Markov-type models of the natural history of chronic diseases in order to predict the long-term benefits of intervention [1] .
The simplest Markov chain (discrete-state discrete-time Markov chain) is that in which there are a finite number of states and a finite number of equidistant time points at which observations are made, the chain is first-order, and the transition probability is the same for each time interval. Such a chain is described by the initial state and the set of transition probabilities; namely, the conditional probability of going into each state, given the immediate preceding state. Modeling a disease process with such a model has the advantage of being intuitive enough to allow a relatively simple model formulation, yet allow describing complex processes.
For example, we are interested in a model of heart disease in people with diabetes. This model is one part of a discrete-state discrete-time Markov simulation model of the natural history of diabetes described previously [2] . The theoretical model is illustrated below in Figure 1 , where boxes indicate states in the model and arrows indicate possible transitions between the states. Our theoretical model for heart disease has 5 states, ordered 0 to 4 respectively for no cardiovascular disease (CVD), angina, myocardial infarction (MI), history of MI (Hx MI), and death. A myocardial infarction is defined as an instantaneous state such that patients progress through MI instantaneously and either die or survive (and enter a state called "history of MI"). The parameters of interest are denoted by the initial and terminal states of transfer, for example q 01 denotes the probability of progression from state 0 to state 1.
In order to estimate transition probabilities in such a model, a longitudinal study of the natural history of diabetes would provide ideal information. However, due to the long duration of diabetes, very few longitudinal studies exist that measure multiple states in the theoretical model. In most applications, there is no single study from which all parameters are estimable. Therefore, these chronic disease models are constructed from secondary data analysis of the clinical literature [3] . Summary statistics reported by a variety of studies in the clinical literature are extracted and used as point estimates for transitions in the theoretical model, often one for each transition. Alternatively, model calibrations are used to select parameter values by perturbing model parameters one at a time to reproduce expected or known results in calibration data [4] . Another alternative estimation method for a non state transition model focuses on estimation from person specific data [5] . Such an approach, however, requires accessibility to such data, which is often not publicly available and therefore constitutes a difficulty.
There were two challenges faced when developing this model: 1) the existence of an instantaneous state (e.g., MI), and 2) the use of secondary data which do not match the design of our theoretical model.
Since sojourn time for most transitions is much longer than one year, and since information from studies is usually reported at the time scale of years, diabetes disease models [2] [6] [7] often use one year as the time interval for discrete transition probabilities. However, some transitions may occur on a faster time scale. In the diabetic heart disease model a patient may die immediately or within a few months after experiencing myocardial infarction (MI). However, when MI is modeled as a non-instantaneous state, a subject who experiences MI during the current year can not die till next year. In addition, we wish to model the state MI as instantaneous for the sake of an economic analysis that weights the occurrence of an MI separately from the annual costs of surviving an MI, and dying from MI. Therefore it is necessary for us to estimate the transition parameter for angina to MI separately from MI to surviving MI and MI to death. Because our underlying model is structured as a discrete-time Markov chain, we had to modify the transition matrix to accommodate this exception to the discrete-time framework. In addition, our approach to the problem of instantaneous states had to be general enough to accommodate the use of secondary data.
The use of secondary data presented difficulties in our model because the studies providing data are not always designed consistently with respect to our theoretical model. This failure of data to perfectly match the design of the model is a very common problem in secondary data analysis. For example, the United Kingdom Prospective Diabetes Study (UKPDS), a prospective, population-based longitudinal study, reported progression from healthy diabetic patients with no history of angina or MI (state 0 in our theoretical model) to the first coronary heart disease (CHD) event [8] . CHD is defined in [8] as "the occurrence of fatal or non-fatal MI or sudden death". We assume that the CHD event as defined in UKPDS matches our definition of MI (state 2 in our theoretical model). This transition studied by the UKPDS is not explicit in our theoretical model, which provides two paths to the first MI event as shown in Figure 1 : one that passes through angina and one that does not. As such, the single point estimate provided by the UKPDS is a function of four transition parameters (q 01 ,q 02 ,q 12 ,q 14 ) under our theoretical model. Thus, the UKPDS cannot provide us with an estimate for any one of these parameters of interest. Although the four parameters are not estimable using the UKPDS alone, we wish to use the UKPDS along with other studies to estimate our disease model. Isaman and colleagues call this valuable, but confounding data as augmentary data [3] , and presented a likelihood based method to estimate all parameters in the model simultaneously using secondary data which may or may not match the design of the theoretical model for the complete disease process. We name this estimation approach the Lemonade Method in the spirit of "when study data give you lemons, make lemonade". To our knowledge, to date, there is no other method capable of estimating parameters in a state transition model while handling instantaneous states, and using augmentary data that can be found in the literature.
The following sections will extend the Lemonade Method in [3] to include both instantaneous states and indirect data into our model of heart disease; will use simulation to investigate the finite-sample behavior of our approach using a simple example; and apply this new method for estimating parameters in a model of heart disease in diabetes ( Figure 1 ).
The Methods
We first introduce some matrix manipulation to construct the transition probability matrix representing the theoretical model that takes into account the instantaneous transitions between states. Then we will describe the likelihood method for handling secondary data when an instantaneous state is present in the theoretical model.
Handling Instantaneous State
To accommodate instantaneous states in the framework of a discrete-state discrete-time Markov model, we introduce the following notation. Let N denote the number of nodes (states) in the theoretical model, q ij denote the transition probability from state i to state j (transition probability in unit time if state i is non-instantaneous state, and instantaneous transition probability if state i is instantaneous state), Ψ denote the set of the instantaneous states in the model, E denote an N×N matrix of instantaneous-state transitions such that (e.g., for the model in Figure 1 this matrix is, where q 20 and q 21 are both 0, and q 24 =1−q 23 according to the structure of the model), R denote an N×N matrix of non-instantaneous state transitions such that (e.g., for the model in Figure 1 this matrix is ), and P denote the N×N transition matrix representing the theoretical model that takes into account the instantaneous transitions between states, with elements {P} ij =π ij . As we will show below, P can be derived with E and R matrices. Therefore, π ij 's are functions of q ij 's.
To understand why E and R matrices are constructed as described above, we can think of the transition in one time unit as if there are two steps. The R matrix holds the transition probability in the first step and E matrix holds the transitions probabilities in the second step. In the first step, all the transitions from non-instantaneous state take place, and those subjects who have transited to the instantaneous state stay in the instantaneous state temporarily. In this step, no transition emanates from the instantaneous state. That is why in the R matrix, all elements on the rows corresponding to non-instantaneous states take the values of the corresponding q ij 's. On the row for the instantaneous state, the diagonal element is 1 and the rest of the elements are zero (no transition emanating from the instantaneous state). In the second step, all subjects in non-instantaneous states remain in the same state, and all subjects that temporarily stay in the instantaneous state after the first step transit to other states. Therefore, in the E matrix, for all rows corresponding to noninstantaneous state, by definition the diagonal elements are 1 and the rest of the row elements are zero, no transition is allowed to emanate from these states. For a row corresponding to an instantaneous state, elements take the corresponding q ij 's. Note that by the definition of an instantaneous state, a subject may not remain in an instantaneous state, and therefore the diagonal element in the instantaneous state matrix for an instantaneous state is always zero.
Assuming no loops among instantaneous states or consecutive instantaneous states, we consider the three following type of model structures in terms of instantaneous states.
First, when there are no consecutive instantaneous states, then, by construction, the product of these two matrices RE incorporates the transitions from both instantaneous and noninstantaneous states.
Second, if two or more instantaneous states exist consecutively in the system, then two or more instantaneous transitions may occur in one time unit. In this situation, P=RE c where c is the number of instantaneous states in the model.
Finally, more generally, if more than one queue of consecutive instantaneous states without loops exists in the system, then where c max is the maximal number of consecutive instantaneous states among all queues of consecutive instantaneous states. However, since for any integer a≥0, using a higher number will not generate a different P matrix due to the definitions of R and E .
Thus, in general we use P=RE c where c is the number of instantaneous states in the model.
In the diabetic heart disease model in Figure 1 , c=1 and therefore:
In this P matrix, all elements in the column corresponding to the instantaneous state (state 2) are zero. This reflects the fact that at each transition time, no subject can be observed to stay in the instantaneous state.
Handling secondary data
The above matrix is appropriate when the study data agree perfectly with the theoretical model. When secondary data are used, the distinction between the study design and the theoretical model is critical. We follow the assumptions of [3] (the data are independent, unbiased, informative, and considered only the first occurrence of an event). Note that we use the term data to indicate summary statistics reported in the clinical literature, rather than the study's raw data.
Without losing generality, in this paper, a single study will provide information on a single transition (i.e., only one start state and only one end state) and can provide cumulative progression counts observed at different time points. For ease of explanation, we first only consider studies that only provide cumulative progression counts at one time point.
Let, (a (k) ,z (k) ) denote the pair of indices for the start state and end state for the k th study, t (k) denote the units of time observed in the k th study (study length), m (k) denote the number of subjects in the k th study (start population),
x (k) denote the number of subjects in the k th study that have progressed from state a (k) to state z (k) by time t (k) , and π k ij (t (k) ) denote the cumulative transition probability from state i to state j by time t (k) for the k th study.
Similar to [3] , from the assumption of independent studies, the likelihood can be expressed as Then we define P (k) such that (1) , which is the unit time transition probability for the k th study.
generates the cumulative probability of transition and depends on both the structure of P and the design of the clinical study.
To use the secondary data available in the literature, three classes of a study's deviation from the theoretical model must be considered: 1) when an instantaneous state is a terminal state in a study, 2) when a non-instantaneous state in the theoretical model is a terminal state in a study, 3) when states in the theoretical model are pooled in a study [3] .
Designed absorption is appropriate when a study has an outcome in a state that is not a terminal state in the theoretical model. For the first two classes of deviations that deal with the terminal state, we extend the approach of [3] by applying their concept of designed absorption to E and to P.
Formally, we define the sinking operator ψ such that when applied to a matrix B and terminal state z it generates the following sunk matrix:
This sunk matrix nullifies the row associated with the terminal state z and places a 1 on the diagonal. Applying this sinking operator to a probability matrix means 0 probability of leaving z and a 100% probability of staying in this terminal state.
For the first class of deviation (when an instantaneous state is the terminal state in a study), P (k) =R(ψ(E,z (k) )) c . The second class of deviation from the theoretical model occurs when the study design has terminal states that are not instantaneous states, and
The third class of deviation from the theoretical model occurs when the study design generates realizations from a grouped Markov chain (i.e., the study does not differentiate between several states). For example, a study might follow subjects who either had no CVD or only had experienced angina and report the total number of subjects who develops MI by a certain time period without distinguishing the two types of subjects at the beginning of the study. To accommodate these additional inconsistencies between the study design and theoretical model, we apply Isaman's study-specific matrix [3] that we denote here as . Briefly, Isaman constructs a study-specific matrix, , that uses prevalence estimates, , to pool probabilities when study data are drawn from a mixture distribution of states (or subjects) in a theoretical model. Then is used to transform the transition matrix of the theoretical model, P, into a study-specific transition matrix, P k , which is correct for the design of the k th study. More specifically, (1) . For more details, please refer to [3] .
For a study with both deviations type one and type three, (1) . For a study with both deviations type one and two,
(1), z (k) .
Since the method for dealing with the third type of deviation has been demonstrated in [3] , it is not used or demonstrated in this paper. Unless stated otherwise, .
When the data are longitudinal counts over time, the likelihood contributed by the k th study is where t (k)h are the measurement intervals and , and x (k)h is the cumulative number of subjects progressing to the end state by time t (k)h .t (k) is the total length of study.
Our goal is to estimate parameters in the theoretical model, i.e., q ij 's. Since π k ij (t (k) ) are derived from the P matrix, which is in turn derived from the E and R matrices, the likelihood function (1) is a function of q ij 's. Therefore, maximum likelihood parameter estimates for q ij 's can be obtained by maximizing function (1) . Variance of parameter estimates can be calculated from the empirical information matrix. The resulting estimates will have the usual asymptotic properties of maximum likelihood estimators (MLEs).
Simulation
We performed a number of simulations to investigate the finite sample property of our estimators using the following example (Figure 2 Since this model allows transition from state 2 to state 1, one can study the indirect path that potentially passes state 1 multiple times. For simplicity, here we only consider three indirect paths that pass the instantaneous state just once, and they are: According to the model presented in Figure 2 For study 3, 6, and 7, since state 3 is an outcome state of both the study and the model, no modification is required for P, and therefore:
For study 1 and 4, note that the study design ignores any states following state 1. Thus, in the study-specific matrix P (1) and P (4) , the outcome (state 1) should be treated as a sink rather than an instantaneous state. Therefore the study-specific transition matrix is For study 2 and 5, designed absorption is manifested by placing a sink for state 2 when calculating P (2) and P (5) such that:
Note that q 12 +q 13 =1 as state 1 is an instantaneous state.
Since a subject who passes state 1 must immediately transit to either state 2 or state 3, Study 2 and 3 provide equivalent information. Same statement applies to Study 5 and 6. Therefore, in the simulations, we only use studies 1, 2, 4, 5, and 7.
In the first set of the simulation, we vary the number of studies per transition and number of subjects per study. We ran 1000 replications with 500 or 1000 subjects for each situation.
For, Study 1, 4, 5, and 7, each observation was generated by simulating the number of progressions among the subjects over a 2-year study. For Study 2, since it only counts events emanating from the instantaneous state 1 to the next directly linked state 2, and theoretically, the study takes no time, we arbitrarily assume the study length is 1 year.
Then, using the matrix multiplication for transition matrices in a discrete-time Markov chain based on [9] shown above, we have the following contributions of each type of studies to the log likelihood Table 1 displays the results of our first set of simulations. The table reports the number of studies for study types 1, 2, 4, 5, and, 7, respectively, as ratios (e.g., 1:1:1:1:1).
Since the usual properties for the maximum likelihood estimators apply, our estimators are consistent and asymptotically normal. For the sample size 500 and 1000, under all scenarios, the estimated standard error is very close to the empirical standard error on average. In the two scenarios where direct data is not available for one of the primary transition, using our method, we are able to estimate the transition probabilities through using augmentary data. In both of these two scenarios, comparing to (1:1:1:1:1) the standard error (SE) has increased quite a bit for the estimated transition probability with missing direct data.
In the (0:1:1:9:1) scenario, with 9 augmentary data that provide information for transition 0 to 1, SE decreased to almost half the size as in (0:1:1:1:1).
In the last scenario, with sample size increased to 1000 from 500, relative bias becomes smaller and SE decreased to about two thirds as in (0:1:1:1:1).
In addition, in order to show the consequence of mistakenly modeling an instantaneous state as a non-instantaneous state, we estimate model parameter in the scenario (1:1:1:1:1) by treating state 1 as a non-instantaneous state. We ran 1000 replications with 500 subjects for this simulation. Table 2 shows the result.
The result shows that when treating state 1 wrongly as a non-instantaneous state, the model does not allow a subject to transit from state 0 to state 2 or state 3 in one unit of time. Therefore, as one might expect, q 01 and q 21 are inflated, and q 12 is deflated to compensate for this lower speed of transition. In other words, to achieve the transition rates indicated by studies with an event, a model with a delay has to increase flow to compensate that delay.
Modeling Heart Disease in Diabetes
We apply the Lemonade Method and the extension presented in this paper to the heart disease subprocess in the Michigan Model of Diabetes [2] . Figure 3 shows selected clinical data (indirect or direct) available for estimation together with the theoretical model shown in Figure 1 . Note that in this model there is no transition from no CVD to death because the sub-process considers only CVD and such a transition will imply death from another cause.
Clinical data were extracted from the published medical literature based on the quality of the study design. Gray dashed lines in Figure 3 marked with capital letters are used to depict information provided by clinical studies. Studies were nominated for inclusion in the modeling effort whether or not they directly estimated parameters of interest. For example, Study D [10] investigated the transition from angina to death, ignoring the intermediary states. In contrast, Study F2 [11] directly estimates q 32 . Details about these clinical data are provided in Table 3 . These data are presented as cumulative counts of progression for the duration of years indicated. Often cumulative counts are the only data available in the literature. Estimated annualized rates for single cumulative counts were calculated for comparison between studies and for comparison with our final estimates.
The formula for calculating the annualized estimate is , which converts the cumulative probability of progression by the end of the study, , as observed by the study after t (k) years, and translates it into the probability of progression in one year that can now be compared to q ij .
Note that in Study E [13] , both in and out of hospital deaths were included. The annualized column was calculated using the stated equation as reference.
The UKPDS data denoted as Study B2 [8] are unique in that this study provides a risk equation (rather than incident counts) to summarize its data. The approach presented in this paper does not allow the use of risk equations, so we first generated the expected survival for male and female separately in the UKPDS population. To calculate these two expected survival counts, we set other variables in the UKPDS risk engine as the following: 7.6% Afro-Caribbean men (8.1% for women), 34% smokers among men (25% for women) with Hba1c, systolic blood pressure, and lipid ratio equal to the mean in the UKPDS population for each subpopulation of men and women. Then summation of resultant expected cumulative counts for men and women are used and presented in Table 3 . We apply the approach described above to these data to estimate the transition probabilities in our theoretical model. The MI state was treated as an instantaneous state. The relevant transition matrices E and R are constructed as presented in sections 2.1 and in the appendix. The study-specific partial likelihoods were generated using designed absorption when appropriate. The full likelihood function was maximized to obtain estimates for transition probabilities. For a detailed calculation for each study, see the appendix.
In addition, we also estimated the transition probabilities using a model that is exactly the same as the one shown in Figures 1 and 3 , except that MI is treated as a regular state. Table  4 presents and compares parameter estimates using the model with MI as an instantaneous state and the model with MI as a regular state.
Discussion
In this paper, we have extended the Lemonade Method (an estimation method for discretestate discrete-time model using indirect observation), to accommodate instantaneous state. The Lemonade Method provides two benefits over the conventional methods: It allows pooling data from multiple studies while reducing the variance of our estimates in the usual fashion. In addition, through the use of augmentary data, it allows one to estimate transition probabilities when no primary data are available.
Under the framework of discrete-state discrete-time models, including instantaneous states allows one to better model transitions that happen much faster than the rest of the transitions in the model. Consequently, this extension offers a better model for cost-effectiveness study when an instantaneous state exists. Using diabetic heart disease as an example, when MI is wrongly modeled as a regular state, a person who develops MI is not allowed to progress to death or survival of MI in the same year, therefore, the annual cost will only include the incident cost of MI, and the cost for death or survival of MI will be postponed to the next year. This leads to overall under-estimated costs for each year. When MI is modeled as an instantaneous state, it allows us to better estimate the cost by correctly weighting the occurrence of an MI separately from the annual costs of surviving an MI, or dying from MI.
Our method can be viewed as an extension of meta-analysis to multi-state models with more than a single outcome of interest. However, in contrast to meta-analysis, our method is focused on the natural history of disease rather than testing some clinical difference. As such, the published data used in our analyses are less prone to publication bias. In these "natural history" models, data are typically drawn from population-based studies (such as Ulvenstam [14] ), national registries (such as The Surveillance, Epidemiology, and End Results, SEER), or from the control arm of clinical studies (such as the UKPDS).
Due to the discrete-time constraint, our model is limited to the assumption of no more than one instantaneous event in fixed time period, e.g., in our application of diabetic heart disease, it was necessary to assume no more than one MI in one year. In reality, multiple MI events can occur within a year. Another limitation of our method is our computational difficulty to accommodate the numerous covariates in the UKPDS risk engine and other studies providing covariates. The UKPDS provides a rich understanding of the contribution provided by continuous covariates such as age. Under our framework, only incident counts can be used as data, and the rich UKPDS data must be collapsed into a small table of counts, and with this approach, computational complexity will dramatically increase when adding many covariates. Isaman and colleagues [16] presented an alternative method to incorporate covariate information in published regression models such as in UKPDS under the discretetime model frame work. Nonetheless, further extensions are possible. Continuous-time Markov chain models are a promising direction for future work direction which can potentially allow us to overcome these limitations of the current method.
Despite these limitations, we have demonstrated the ability to develop and test a clinical model using data that were previously unavailable to diabetes modelers. This provides us with an opportunity to use the accumulated knowledge in the field to answer clinical questions and provide a guide for long-term outcomes of a chronic disease such as diabetes.
The software implementation of the Lemonade Method is available under GPL license either as Matlab code or as Python code and can be freely downloaded from the project web site (http://www.med.umich.edu/mdrtc/cores/DiseaseModel) [17] . This software also has simulation capabilities described in [18] .
Appendix -Calculation Details for the Diabetic Heart Disease Example
This appendix presents more details regarding calculations of the diabetic heart disease model that are described in section 4.
As presented in table 4, the estimation process was conducted once for a model where MI is represented as an instantaneous state and once for the same model where MI is a regular state. The differences in results can be explained when examining the probability matrices generated for each study in each of the model variations. These matrices are the base for creating the likelihood expressions that are later calculated.
The main change between the models can be seen from the E and R matrices.
When MI is modeled as an instantaneous state, the matrices are:
When MI is modeled as a regular state these matrices are:
Note that q 24 =1−q 23 .
These matrices are used to construct a probability matrix for each study. The probability matrix includes sinking according to the study end state. The probability matrices for one year are therefore:
Study A
When MI is modeled as an instantaneous state:
When MI is modeled as a regular state:
Studies B1, B2, C, F1 and F2
Whether modeling MI as an instantaneous state or a regular state does not affect the P matrix for these studies:
Studies D, E, and G

When MI is modeled as an instantaneous state:
The differences between the results is thus driven by information provided in Studies A, D,E, and G. Curiously enough, the studies that directly end in an instantaneous state B1,B2,C,F1,F2 have a similar formulation whether the model uses MI as an instantaneous state of whether MI is modeled as a regular state. This is due to the fact that the studies view the state as a sink state that accumulates incidences. The model assumption of an MI being Diagram of a theoretical model for a simple example: Rhombus indicates instantaneous state. Full estimation model definitions (denoted by dark arrows and probabilities) and study transitions (denoted by dotted gray and capital letters).
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