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1.1 Introduction
This paper is an expanded version of the 10 lectures I gave as the 2006
London Mathematical Society Invited Lecture Series at the Heriot-Watt
University, 31 July - 4 August 2006†. My goal was to give the audience
an introduction to the algebraic, analytic and algorithmic aspects of
the Galois theory of linear differential equations by focusing on some
of the main ideas and philosophies and on examples. There are several
texts ([Beu92, Kap76, Kol76, Mag94, dPS03] to name a few) that give
detailed expositions and I hope that the taste offered here will encourage
the reader to dine more fully with one of these.
The rest of the paper is organized as follows. In Section 1.2, What is a
Linear Differential Equation?, I discuss three ways to think about linear
differential equations: scalar equations, linear systems and differential
modules. Just as it is useful to think of linear maps in terms of linear
equations, matrices and associated modules, it will be helpful in future
sections to go back and forth between the different ways of presenting
linear differential equations.
In Section 1.3, Basic Galois Theory and Applications, I will give the
basic definitions and describe the Galois correspondence. In addition
I will describe the notion of monodromy and its relation to the Galois
† I would like to thank the London Mathematical Society for inviting me to present
these lectures, the Heriot-Watt University for hosting them and the International
Centre for the Mathematical Sciences for sponsoring a mini-programme on the
Algebraic Theory of Differential Equations to complement these talks. Thanks also
go to the Edinburgh Mathematical Society and the Royal Society of Edinburgh,
who provided support for some of the participants and to Chris Eilbeck, Malcolm
MacCallum, and Alexandre Mikhailov for organizing these events. This material
is based upon work supported by the National Science Foundation under Grant
No. 0096842 and 0634123
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2 Michael F. Singer
theory. I will end by giving several applications and ramifications, one
of which will be to answer the question Although y = cosx satisfies
y′′ + y = 0, why doesn’t secx satisfy a linear differential equation?
In Section 1.4, Local Galois Theory, I will discuss the formal solution
of a linear differential equation at a singular point and describe the
asymptotics which allow one to associate with it an analytic solution
in a small enough sector at that point. This will involve a discussion
of Gevrey asymptotics, the Stokes phenomenon and its relation to the
Galois theory. A motivating question (which we will answer in this
section) is In what sense does the function
f(x) =
∫ ∞
0
1
1 + ζ
e−
ζ
x dζ
represent the divergent series∑
n≥0
(−1)nn!xn+1 ?
In Section 1.5, Algorithms, I turn to a discussion of algorithms that
allow us to determine properties of a linear differential equation and its
Galois group. I will show how category theory, and in particular the
tannakian formalism, points us in a direction that naturally leads to
algorithms. I will also discuss algorithms to find “closed form solutions”
of linear differential equations.
In Section 1.6, Inverse Problems, I will consider the problem of which
groups can appear as Galois groups of linear differential equations. I
will show how monodromy and the ideas in Section 1.4 play a role as
well as ideas from Lie theory.
In Section 1.7, Families of Linear Differential Equations, I will look at
linear differential equations that contain parameters and ask How does
the Galois group change as we vary the parameters?. This will lead to
a discussion of a a generalization of the above theory to a Galois theory
of parameterized linear differential equations.
1.2 What is a Linear Differential Equation?
I will develop an algebraic setting for the study of linear differential
equations. Although there are many interesting questions concerning
differential equations in characteristic p [MvdP03a, MvdP03b, dP95,
dP96], we will restrict ourselves throughout this paper, without further
mention, to fields of characteristic 0. I begin with some basic definitions.
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Definition 1.2.1 1) A differential ring (R,∆) is a ring R with a set
∆ = {∂1, . . . , ∂m} of maps (derivations) ∂i : R→ R, such that
(i) ∂i(a+b) = ∂i(a)+∂i(b), ∂i(ab) = ∂i(a)b+a∂i(b) for all a, b ∈ R,
and
(ii) ∂i∂j = ∂j∂i for all i, j.
2) The ring CR = {c ∈ R | ∂(c) = 0 ∀ ∂ ∈ ∆} is called the ring of
constants of R.
When m = 1, we say R is an ordinary differential ring (R, ∂). We
frequently use the notation a′ to denote ∂(a) for a ∈ R. A differential
ring that is also a field is called a differential field. If k is a differential
field, then Ck is also a field.
Examples 1.2.2 1) (C∞(Rm),∆ = { ∂∂x1 , . . . , ∂∂xm }) = infinitely differ-
entiable functions on Rm.
2) (C(x1, . . . , xm),∆ = { ∂∂x1 , . . . , ∂∂xm }) = field of rational functions
3) (C[[x]], ∂∂x ) = ring of formal power series
C((x)) = quotient field of C[[x]] = C[[x]][ 1x ]
4) (C{{x}}, ∂∂x ) = ring of germs of convergent series
C({x}) = quotient field of C{{x}} = C{{x}}[ 1x ]
5) (MO,∆ = { ∂∂x1 , . . . , ∂∂xm }) = field of functions meromorphic onOopen,connected ⊂ Cm
The following result of Seidenberg [Sei58, Sei69] shows that many exam-
ples reduce to Example 5) above:
Theorem 1.2.3 Any differential field k, finitely generated over Q, is
isomorphic to a differential subfield of some MO.
We wish to consider and compare three different versions of the notion
of a linear differential equation.
Definition 1.2.4 Let (k, ∂) be a differential field.
(i) A scalar linear differential equation is an equation of the form
L(y) = any(n) + . . .+ a0y = 0, ai ∈ k.
4 Michael F. Singer
(ii) A matrix linear differential equation is an equation of the form
Y ′ = AY, A ∈ gln(k)
where gln(k) denotes the ring of n×n matrices with entries in k.
(iii) A differential module of dimension n is an n-dimensional k-
vector space M with a map ∂ : M →M satisfying
∂(fm) = f ′m+ f∂m for all f ∈ k,m ∈M.
We shall show that these three notions are equivalent and give some
further properties.
From scalar to matrix equations: Let L(y) = y(n) + an−1y(n−1) +
. . .+ a0y = 0. If we let y1 = y, y2 = y′, . . . yn = y(n−1), then we have
y1
y2
...
yn−1
yn

′
=

0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
...
...
0 0 0 . . . 1
−a0 −a1 −a2 . . . −an−1


y1
y2
...
yn−1
yn

We shall write this last equation as Y ′ = ALY and refer AL as the
companion matrix of the scalar equation and the matrix equation as the
companion equation. Clearly any solution of the scalar equation yields
a solution of the companion equation and vice versa.
From matrix equations to differential modules (and back):
Given Y ′ = AY, A ∈ gln(k), we construct a differential module in
the following way: Let M = kn, e1, . . . , en the usual basis. Define
∂ei = −
∑
j aj,iej , i.e., ∂e = −Ate. Note that if m =
∑
i fiei then
∂m =
∑
i(f
′
i −
∑
j ai,jfj)ei. In particular, we have that ∂m = 0 if and
only if  f1...
fn

′
= A
 f1...
fn

It is this latter fact that motivates the seemingly strange definition of
this differential module, which we denote by (MA, ∂).
Conversely, given a differential module (M,∂), select a basis e = (e1, . . . , en).
Define AM ∈ gln(k) by ∂ei =
∑
j aj,iej . This yields a matrix equation
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Y ′ = AY . If e¯ = (e¯1, . . . , e¯n) is another basis, we get another equation
Y ′ = A¯Y . If f and f¯ are vectors with respect to these two bases and
f = Bf¯, B ∈ GLn(k), then
A¯ = B−1AB −B−1B′ .
Definition 1.2.5 Let (M1, ∂1) and (M2, ∂2) be differential modules.
1) A differential module homomorphism φ : M1 →M2 is a k-linear map
φ such that φ(∂1(m)) = ∂2(φ(m)) for all m ∈M1.
2) The differential modules (M1, ∂1) and (M2, ∂1) are isomorphic if there
exists a bijective differential homomorphism φ : M1 →M2.
3) Two differential equations Y ′ = A1Y and Y ′ = A2Y are equivalent
if the differential modules MA1 and MA2 are isomorphic
Instead of equivalent, some authors use the term “gauge equivalent” or
“of the same type”.
Differential modules offer us an opportunity to study linear differen-
tial equations in a basis-free environment. Besides being of theoretical
interest, it is important in computations to know that a concept is inde-
pendent of bases, since this allows one to then select a convenient basis
in which to compute.
Before we show how one can recover a scalar equation from a differential
module, we show that the standard constructions of linear algebra can
be carried over to the context of differential modules. Let (M1, ∂1) and
(M2, ∂2) be differential modules and assume that for certain bases these
correspond to the equations Y ′ = A1Y and Y ′ = A2Y .
In Table 1.1 we list some standard linear algebra constructions and how
they generalize to differential modules. In this table, Ini represents the
ni × ni identity matrix and for two matrices A = (ai,j) and B, A⊗B is
the matrix where the i, j-entry of A is replaced by ai,jB. Also note that
if f ∈ Homk(M1,M2) then ∂(f) = 0 if and only if f(∂m1) = ∂2(f(m1)),
that is, if and only if f is a differential module homomorphism.
Referring to the table, it is not hard to show that Homk(M1,M2) 'M1⊗
M∗2 as differential modules. Furthermore, given (M,∂) with dimk(M) =
n, corresponding to a differential equation Y ′ = AY , we have that
M ' ⊕ni=11kif and only if there exist y1, . . . , yn in kn, linearly inde-
pendent over k such that y′i = Ayi.
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Table 1.1.
Construction ∂ Matrix Equation
(M1 ⊕M2, ∂) ∂(m1 ⊕m2) = Y ′ =
„
A1 0
0 A2
«
Y
∂1m1 ⊕ ∂2m2
(M1 ⊗M2, ∂) ∂(m1 ⊗m2) = Y ′ =
∂1m1 ⊗m2 + m1 ⊗ ∂m2 (A1 ⊗ In2 + In1 ⊗A2)Y
(Homk(M1,M2), ∂) ∂(f)(m) = Y
′ = Y AT2 −AT1 Y
f(∂1m)− ∂2(f(m))
1k = (k, ∂) = trivial ∂ ≡ 0 Y ′ = 0
differential module
(M∗, ∂) = ∂(f)(m) = f(∂(m)) Y ′ = −ATY
Homk(M,1k)
From matrix to scalar linear differential equations: Before I dis-
cuss the relationship between matrix and scalar linear differential equa-
tions, I need one more concept.
Definition 1.2.6 Let k de a differential field. The ring of differen-
tial operators over k = k[∂] is the ring of noncommutative polynomials
{an∂n+. . .+a1∂+a0 | ai ∈ k} with coeffcients in k, where multiplication
is determined by ∂ · a = a′ + a∂ for all a ∈ k.
We shall refer to the degree of an element L ∈ k[∂] as its order ordL.
The following properties are not hard to check ([dPS03], Chapter 2.1):
Lemma 1.2.7 Let L1 6= 0, L2 ∈ k[∂].
1) There exist unique Q,R ∈ k[∂] with ordR < ordL1 such that L2 =
QL1 +R.
2) Every left ideal of k[∂] is of the form k[∂]L for some L ∈ k[∂].
We note that any differential module M can be considered a left k[∂]-
module and conversely, any left k[∂]-module that is finite dimensional
as a k-vector space is a differential module. In fact we have a stronger
statement:
Theorem 1.2.8 (Cyclic Vector Theorem) Assume there exists an a ∈ k
such that a′ 6= 0. Every differential module is of the form k[∂]/k[∂]L for
some L ∈ k[∂].
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This result has many proofs ([CK02, Cop34, Cop36, Del70, Jac37, Kat87a]
to name a few), two of which can be found in Chapter 2.1 of [dPS03].
Corollary 1.2.9 (Systems to Scalar equations) Let k be as above. Every
system Y ′ = AY is equivalent to a scalar equation L(y) = 0.
Proof Let A∗ = −At. Apply the Cyclic Vector Theorem to MA∗ to find
an L ∈ k[∂] such that MA∗ = k[∂]/k[∂]L. If AL is the companion matrix
of L, a calculation shows that MA 'MAL .
We note that the hypothesis that k contain an element a with a′ 6= 0
is necessary. If the derivation is trivial on k, then two matrix equations
Y ′ = A1Y and Y ′ = A2Y are equivalent if and only if the matrices
are similar. There exist many examples of matrices not similar to a
companion matrtix.
Before we leave (for now) our discussion of the ring k[∂], I wish to make
two remarks.
First, we can define a map i : k[∂]→ k[∂] by i(∑ aj∂j) = ∑(−1)j∂jaj ,.
This map is is an involution (i2 = id). Denoting i(L) = L∗, we have
that (L1L2)∗ = L∗2L
∗
1. The operator L
∗ is referred to as the adjoint of
L. Using the adjoint one sees that there is right euclidean division as
well and that every right ideal of k[∂] is also principal.
Second, Lemma 1.2.7.2 allows us to define
Definition 1.2.10 Let L1, L2 ∈ k[∂].
1) The least common left multiple LCLM(L1, L2) of L1 and L2 is the
monic generator of k[∂]L1 ∩ k[∂]L2.
2) The greatest common right divisor GCRD(L1, L2) of L1 and L2 is
the monic generator of k[∂]L1 + k[∂]L2.
A simple modification of the usual euclidean algorithm allows one to
find these objects. One can also define least common right multiples
and greatest common left divisors using right ideals.
Solutions I will give properties of solutions of scalar and matrix linear
differential equations and define the notion of the solutions of a differ-
ential module. Let (k, ∂) be a differential field with constants Ck (see
Definition 1.2.1).
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Lemma 1.2.11 Let v1, . . . vr ∈ kn satisfy v′i = Avi, A ∈ gln(k). If
v1, . . . , vr are k-linearly dependent, then they are Ck-linearly dependent.
Proof Assume, by induction, that v2, . . . , vr are k-linearly independent
and v1 =
∑r
i=2 aivi, ai ∈ k. We then have
0 = v′1 −Av1 =
r∑
i=2
a′ivi +
r∑
i=2
ai(v′i −Avi) =
r∑
i=2
a′ivi
so by assumption, each a′i = 0.
Corollary 1.2.12 Let (k, ∂) be a differential field with constants Ck,
A ∈ gln(k) and L ∈ k[∂].
1) The solution space Solnk(Y ′ = AY ) of Y ′ = AY in kn is a Ck-vector
space of dimension at most n.
2) The elements y1, . . . , yr ∈ k are linearly dependent over Ck if and
only if the wronskian determinant
wr(y1, . . . , yr) = det
 y1 . . . yr... ... ...
y
(r−1)
1 . . . y
(r−1)
r

is zero.
3) The solution space Solnk(L(y) = 0) = {y ∈ k | L(y) = 0} of L(y) = 0
in k is a Ck-vector space of dimension at most n.
Proof 1) This follows immediately from Lemma 1.2.11.
2) If
∑r
i=1 ciyi = 0 for some ci ∈ Ck, not all zero, then
∑r
i=1 ciy
(j)
i = 0
for all j. Therefore, wr(y1, . . . , yr) = 0. Conversely if wr(y1, . . . , yr) = 0,
then there exists a nonzero vector (a0, . . . , ar−1) such that
(a0, . . . , ar−1)
 y1 . . . yr... ... ...
y
(r−1)
1 . . . y
(r−1)
r
 = 0
Therefore each yi satisfies the scalar linear differential equation L(y) =
ar−1y(r−1)+. . .+a0y = 0 so each vector vi = (yi, y′i, . . . , y
(r−1)
i )
t satisfies
Y ′ = ALY , where AL is the companion matrix. Lemma 1.2.11 implies
that the vi and therefore the yi are linearly dependent over Ck.
3) Apply Lemma 1.2.11 to Y ′ = ALY .
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In general, the dimension of the solutions space of a linear differential
equation in a field is less than n. In the next section we will construct
a field such that over this field the solutions space has dimension n. It
will be useful to have the following definition
Definition 1.2.13 Let (k, ∂) be a differential field, A ∈ gln(k) and R a
differential ring containing k. A matrix Z ∈ GLn(R) such that Z ′ = AZ
is called a fundamental solution matrix of Y ′ = AY .
Note that if R is a field and Z is a fundamental solution matrix, then
the columns of Z form a CR-basis of the solution space of Y ′ = AY in
R and that this solution space has dimension n.
Let (M,∂) be a differential module over k. We define the solution space
Solnk(M) of (M,∂) to be the kernel kerM ∂ of ∂ on M . As we have noted
above, if {ei} is a basis of M and Y ′ = AY is the associated matrix
differential equation in this basis, then
∑
i viei ∈ ker ∂ if and only if
v′ = Av where v = (v1, . . . , vn)t. If K ⊃ k is a differential extension of
k, then K ⊗k M can be given the structure of a K-differential module,
where ∂(a⊗m) = a′⊗m+a⊗∂m. We then define SolnK(M) to be the
kernel ker(∂,K ⊗kM) of ∂ on K ⊗kM .
1.3 Basic Galois Theory and Applications
Galois theory of polynomials The idea behind the Galois theory of
polynomials is to associate to a polynomial a group (the group of sym-
metries of the roots that preserve all the algebraic relations among these
roots) and deduce properties of the roots from properties of this group
(for example, a solvable group implies that the roots can be expressed
in terms of radicals). This idea can be formalized in the following way.
Let k be a field (of characteristic 0 as usual) and let P (X) ∈ k[X] be a
polynomial of degree n without repeated roots (i.e., GCD(P.P ′) = 1).
Let
S = k[X1, . . . , Xn,
1∏
(Xi −Xj) ]
(the reason for the term 1Q(Xi−Xj) will be explained below) and let
I = (P (X1), . . . , P (Xn)) / S be the ideal generated by the P (Xi). The
ring S/I is generated by n distinct roots of P but does not yet reflect
the possible algebraic relations among these roots. We therefore consider
any maximal ideal M in S containing I. This ideal can be thought of as
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a maximally consistent set of algebraic relations among the roots. We
define
Definition 1.3.1 1) The splitting ring of the polynomial P over k is
the ring
R = S/M = k[X1, . . . , Xn,
1∏
(Xi −Xj) ]/M .
2) The Galois group of P (or of R over k) is the group of automorphisms
Aut(R/k).
Note that since M is a maximal ideal, R is actually a field. Further-
more, since S contains 1Q(Xi−Xj) , the images of the Xi in R are distinct
roots of P . So, in fact, R coincides with the usual notion of a splitting
field (a field generated over k by the distinct roots of P ) and as such, is
unique up to k-isomorphism. Therefore, R is independent of the choice
of maximal ideal M containing I. We will follow a similar approach with
linear differential equations.
Galois theory of linear differential equations Let (k, ∂) be a dif-
ferential field and Y ′ = AY,A ∈ gln(k) a matrix differential equation
over k. We now want the Galois group to be the group of symmetries of
solutions preserving all algebraic and differential relations. We proceed
in a way similar to the above.
Let
S = k[Y1,1, . . . , Yn,n,
1
det(Yi,j)
]
where Y = (Yi,j) is an n × n matrix of indeterminates. We define
a derivation on S by setting Y ′ = AY . The columns of Y form n
independent solutions of the matrix linear differential equation Y ′ = AY
but we have not yet taken into account other possible algebraic and
differential relations. To do this, let M be any maximal differential
ideal and let R = S/M . We have now constructed a ring that satisfies
the following definition
Definition 1.3.2 Let (k, ∂) be a differential field and Y ′ = AY,A ∈
gln(k) a matrix differential equation over k. A Picard-Vessiot ring (PV-
ring) for Y ′ = AY is a differential ring R over k such that
(i) R is a simple differential ring (i.e., the only differential ideals are
(0) and R).
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(ii) There exists a fundamental matrix Z ∈ GLn(R) for the equation
Y ′ = AY .
(iii) R is generated as a ring by k, the entries of Z and 1detZ .
One can show that a PV-ring must be a domain and, if Ck is algebraically
closed, then any PV-rings for the same equation are k-isomorphic as
differential rings and Ck = CR. Since a PV-ring is a domain we define
a PV-field K to be the quotient field of a PV-ring. Assuming that Ck is
algebraically closed this is the same as saying that K is generated over
k by the entries of a fundamental solution matrix and that CK = Ck.
These facts are proven in Chapter 1.2 of [dPS03]. From now on, we
will always assume that Ckis algebraically closed (see [Dyc05, HvdP95,
Kol76, Ulm94] for results when this is not the case) .
Examples 1.3.3 1) k = C(x) x′ = 1 α ∈ C Y ′ = αxY S =
k[Y, 1Y ] Y
′ = αxY
Case 1: α = nm , GCD(n,m) = 1. I claim that R = k[Y, 1Y ]/[Y m−xn] =
k(x
m
n ). To see this note that the ideal (Y m− xn) / k[Y, 1Y ] is a maximal
ideal and closed under differentiation since (Y m − xn)′ = nx (Y m − xn).
Case 2: α /∈ Q. In this case, I claim that (0) is a maximal differential
ideal and so R = k[Y, 1Y ]. To see this, first note that for any f ∈ C(x),
f ′
f
=
∑ ni
(x− αi) , ni ∈ Z, αi ∈ C
and this can never equal Nαx . Therefore Y
′ = Nαx Y has no nonzero
solutions in C(x). Now assume I is a proper nonzero differential ideal
in K[Y, 1Y ]. One sees that I is of the form I = (f) where f = Y
N +
aN−1Y N−1 + . . . + a0, N > 0. Since Y is invertible, we may assume
that a0 6= 0. Since f ′ ∈ (f), by comparing leading terms we have that
f ′ = Nαx f and so a
′
0 =
Nα
x a0, a contradiction.
2) k = C(x) x′ = 1 Y ′ = Y . Let S = k[Y, 1Y ]. An argument similar to
Case 2 above shows that (0) is the only proper differential ideal so the
PV-ring is k[Y, 1Y ].
As expected the differential Galois group is defined as
Definition 1.3.4 Let (k, ∂) be a differential field and R a PV-ring over
k. The differential Galois group of R over k, DGal(R/k) is the group
{σ : R→ R | σ is a differential k-isomorphism}.
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If R is the PV-ring associated with Y ′ = AY,A ∈ gln(k), we sometimes
denote the differential Galois group by DGal(Y ′ = AY ). If K is a PV-
field over k, then the k-differential automorphisms of K over k are can
be identified with the differential k-automorphisms of R over k where R
is a PV-ring whose quotient field is K.
LetR be a PV-ring for the equation Y ′ = AY over k and σ ∈ DGal(R/k).
Fix a fundamental solution matrix Z and let σ ∈ DGal(R/k). We then
have that σ(Z) is again a fundamental solution matrix of Y ′ = AY
and, a calculation shows that (Z−1σ(Z))′ = 0. Therefore, σ(Z) = Zmσ
for some mσ ∈ GLn(Ck). This gives an injective group homomorphism
σ 7→ mσ of DGal(R/k) into GLn(Cσ). If we select a different fundamen-
tal solution matrix, the images of the resulting maps would be conjugate.
The image has a further property.
Definition 1.3.5 A subgroup G of GLn(Ck) is said to be a linear alge-
braic group if it is the zero set in GLn(Ck) of a system of polynomials
over Ck in n2 variables.
With the identification above DGal(R/k) ⊂ GLn(Ck) we have
Proposition 1.3.6 DGal(R/k) ⊂ GLn(Ck) is a linear algebraic group.
Proof Let R = k[Y, 1detY ]/M, M = (f1, . . . , fm). We may assume that
the fi ∈ k[Y1,1, . . . , Yn,n]. We may identify DGal(R/k) with the sub-
group of σ ∈ GLn(Ck) such that σ(M) ⊂M . Let WN be the Ck-space of
polynomials in k[Y1,1, . . . , Yn,n] of degree at most N . Note that GLn(Ck)
acts on k[Y1,1, . . . , Yn,n] by substitution and leaves WN invariant. If N
is the maximum of the degrees of the fi then VN = WN ∩M generates
M and we may identify DGal(R/k) with the group of σ ∈ GLn(Ck)
such that σ(VN ) ⊂ VN . Let {eα}A be a C-basis of WN with {eα}α∈B⊂A
a C-basis of VN . For any β ∈ A there exist polynomials pαβ(xij) such
that for any σ = (cij) ∈ GLn, σ(eβ) =
∑
α pαβ(cij)eα. We then have
that σ = (cij) ∈ DGal(R/k) if and only if pαβ(cij) = 0 for all β ∈ B and
α /∈ B.
Examples 1.3.7 1) k = C(x) x′ = 1 Y ′ = αxY DGal ⊂ GL1(C).
Form the above description of the differential Galois group as the group
laving a certain ideal invariant, we see (using the information of Exam-
ple 1.3.3):
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Case 1: α = nm , GCD(n,m) = 1. We then have R = C[Y,
1
Y ]/(Y
m −
xn) = C(x)[x nm ]. Therefore DGal = Z/mZ = {(c) | cn − 1 = 0} ⊂
GL1(C)
Case 2: α /∈ Q. we have R = C(x)[Y, 1Y ]/(0). Therefore DGal = GL1(C).
2) k = C(x) x′ = 1 Y ′ = Y . As above, one sees that DGal = GL1(C)
In general, it is not easy to compute Galois groups (although there is
a complete algorithm due to Hrushovski [Hru02]). We will give more
examples in Sections 1.4, 1.5, and 1.6.
One can define the differential Galois group of a differential module in the
following way. Let M be a differential module. Once we have selected
a basis, we may assume that M ' MA, where MA is the differential
module associated with Y ′ = AY . We say that Y ′ = AY is a matrix
linear differential equation associated with M .
Definition 1.3.8 Let M be a differential module over k. The differential
Galois group of M is the differential Galois group of an associated matrix
linear differential equation.
To show that this definition makes sense we must show (see the discus-
sion before Definition 1.2.5) that equivalent matrix differential equations
have the same differential Galois groups. Let Y ′ = A1Y , Y ′ = A2Y be
equivalent equations and let A1 = B−1A2B − B−1B′, B ∈ GLn(k). If
R = k[Z1, 1Z2 ] is a PV-ring for Y
′ = A1Y , then a computation shows
that Z2 = BZ1 is a fundamental solution matrix for Y ′ = A2Y and
so R will also be a PV-ring for Y ′ = A2Y . The equation Z2 = BZ1
furthermore shows that the action of the differential Galois group (as a
matrix group) on Z1 and Z2 is the same.
We now state
Theorem 1.3.9 (Fundamental Theorem of Differential Galois
Theory) Let k be a differential field with algebraically closed constants
Ck. Let K be a Picard-Vessiot field with differential Galois group G.
1) There is a bijective correspondence between Zariski-closed subgroups
H ⊂ G and differential subfields F , k ⊂ F ⊂ K given by
H ⊂ G 7→ KH = {a ∈ K | σ(a) = a for all σ ∈ H}
k ⊂ F ⊂ K 7→ DGal(K/F ) = {σ ∈ G | σ(a) = a for all a ∈ F}
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2) A differential subfield k ⊂ F ⊂ K is a Picard-Vessiot extension of
k if and only if DGal(K/F ) is a normal subgroup of G, in which case
DGal(F/k) ' DGal(K/k)DGal(K/F ).
The Zariski closed sets form the collection of closed sets of a topology on
GLn and one can speak of closures, components, etc. in this topology. In
this topology, each linear algebraic group G may be written (uniquely)
as the finite disjoint union of connected closed subsets (see Appendix A
of [dPS97] or [Spr98] for a further discussion of linear algebraic groups).
The connected component containing the identity matrix is denoted by
G0 and is referred to as the identity component. It is a normal subgroup
of G. As a consequence of the Fundamental Theorem, one can show the
folowing:
Corollary 1.3.10 Let k,K and G be as above.
1) For a ∈ K, we have that a ∈ k ⇔ σ(a) = a ∀σ ∈ DGal(K/k)
2) For H ⊂ DGal(K/k), the Zariski closure H is DGal(K/k) if and
only if KH = k
3) KG
0
is precisely the algebraic closure k˜ of k in K.
I refer the reader to Chapter 1.3 of [dPS03] for the proof of the Funda-
mental Theorem and its corollary.
Example 1.3.11 y′ = αx y α /∈ Q, k = C(x) K = k(xα) DGal =
GL1 = C∗
The Zariski-closed subsets of C∗ are finite so the closed subgroups are
finite and cyclic. We have the following correspondence
Groups Fields
{1} ⇔ k(xα)
∩ ∪
{1, e2pii/n, . . . , e2(n−1)pii/n} ⇔ k(xnα)
∩ ∪
C∗ ⇔ k
The Fundamental Theorem also follows from a deeper fact giving geo-
metric meaning to the Picard-Vessiot ring and relating this to the Galois
group.
Galois theory and torsors Let k be a field (not necessarily a differ-
ential field) and k¯ its algebraic closure. I wish to refine the notion of
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a Zariski closed set in order to keep track of the field over which these
objects are defined.
Definition 1.3.12 1) A Zariski closed subset V ⊂ k¯n is called a variety
defined over k or k-variety if it the set of common zeroes of polynomials
in k[X1, . . . Xn].
2) If V is a variety defined over k, the k-ideal of V , Ik(V ), is {f ∈
k[X1, . . . , Xn] | f(a) = 0 for all a ∈ X}.
3) If V is a variety defined over k, the k-coordinate ring, k[V ], of V is
the ring k[X1, . . . , Xn]/Ik(V ).
4) If V ⊂ k¯n and W ⊂ k¯n, a k-morphism f : V → W is an n-tuple of
polynomials f = (f1, . . . , fn) in k[X1, . . . , Xn] such that f(a) ∈ W for
all a ∈ V .
5) We say two k-varieties V and W are k-isomorphic if there are k-
morphisms f : V → W and g : W → V such that fg and gf are the
identity maps.
Note that the coordinate ring is isomorphic to the ring of k-morphisms
from V to k. Also note that a k-morphism f : V → W induces a k-
algebra homomorphism f∗ : k[W ] → k[V ] given by f∗(g)(v) = g(f(v))
for v ∈ V and g ∈ k[W ].
Examples 1.3.13 1) The affine spaces kn are Q-varieties and, as such,
their coordinate rings are just the rings of polynomials Q[X1, . . . , Xn].
2) The group of invertible matrices GLn(k¯) is also a Q-variety. In order
to think of it as a closed set, we must embed each invertible matrix A
in the n + 1 × n + 1 matrix
(
A 0
0 det(A)
)
. The defining ideal in
Q[X1,1, . . . , Xn+1,n+1] is generated by
Xn+1,1, . . . , Xn+1,n, X1,n+1, . . . , Xn,n+1, (detX)−Xn+1,n+1
where X is the n×n matrix with entries Xi,j , 1 ≤ i ≤ n, 1 ≤ j ≤ n. The
coordinate ring is the ring Q[X1,1, . . . , Xn,n, 1detX ]
Examples 1.3.14 1) Let k = Q and V = {a | a2−2 = 0} ⊂ Q¯. We have
that IQ(V ) = (X2 − 2) ⊂ Q[X] and k[V ] = Q[X]/(X2 − 2) = Q(
√
2).
Note that in this setting “
√
2” is a function on V , defined over Q with
values in Q¯ and not a number!
2) Let k = Q and W = {a | a2 − 1 = 0} = {±1} ⊂ Q¯. We have that
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IQ(W ) = (X2 − 1) and k[W ] = Q[X]/(X2 − 1) = Q⊕Q.
3) Note that V and W are not Q-isomorphic since such an isomorphism
would induce an isomorphism of their Q-coordinate rings. If we consider
V and W as Q¯-varieites, then the map f(x) = (
√
2(x−1)+√2(x+1))/2
gives a Q¯-isomorphism of W to V .
We shall be interested in certain k-subvarieties of GLn(k¯) that have a
group acting on them. These are described in the following definition (a
more general definition of torsor is given in Appendix A of [dPS03] but
the definition below suffices for our present needs).
Definition 1.3.15 Let G ⊂ GLn(k¯) be a linear algebraic group defined
over k and V ⊂ GLn(k¯) a k-variety. We say that V is a G-torsor (or
G-principal homogeneous space) over k if for all v, w ∈ V there exists
a unique g ∈ G such that vg = w. Two G-torsors V,W ∈ GLn(k¯)
are said to be k-isomorphic if there is a k-isomorphism between the two
commuting with the action of G.
Examples 1.3.16 1) G itself is always a G-torsor.
2) Let k = Q and V = {a | a2 − 2 = 0} ⊂ Q¯. We have that V ⊂
Q¯∗ = GL1(Q¯). Let G = {±1} ⊂ GL1(Q¯). It is easy to see that V is a
G-torsor. As noted in the previous examples, the torsors V and G are
not isomorphic over Q but are isomorphic over Q¯.
We say a G-torsor over k is trivial if it is k-isomorphic to G itself. One
has the following criterion.
Lemma 1.3.17 A G-torsor V over k is trivial if and only if it con-
tains a point with coordinates in k. In particular, any G-torsor over an
algebraically closed field is trivial.
Proof If V contains a point v with coordinates in k then the map g 7→ xg
is defined over k and gives a k-isomorphism between G and V (with
inverse v 7→ x−1v). If V is trivial and f : G → V is an isomorphism
defined over k, then f(id) has coordinates in k and so is a k-point of
V .
For connected groups G, there are other fields for which all torsors
are trivial.
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Proposition 1.3.18 Let G be a connected linear algebraic group de-
fined over k and V a G-torsor over k. If k is an algebraic extension of
C(x), ,C((x)),or C({x}), then V is a trivial G-torsor.
Proof This result is due to Steinberg, see [Ser64], Chapter III.2.3
Another way of saying that V is a G torsor is to say that V is defined
over k and is a left coset of G in GLn(k¯). Because of this one would
expect that V and G share many geometric properties. The one we
will be interested in concerns the dimension. We say that a k-variety
V is irreducible if it is not the union of two proper k-varieties. This is
equivalent to saying that Ik(V ) is a prime ideal or, equivalently, that
k[V ] is an integral domain. For an irreducible k-variety V , one defines
the dimension of V , dimk(V ) to be the transcendence degree of k(V )
over k, where k(V ) is the quotient field of k[V ]. For example, if k = C
and V is a k-variety that is nonsingular as a complex manifold, then the
dimension in the above sense is just the dimension as a complex manifold
(this happens for example when V is a subgroup of GLn(C)). In general,
any k-variety V can be written as the irredundant union of irreducible
k-varieties, called the irreducible components of V and the dimension
of V is defined to be the maximum of the dimensions of its irreducible
components. One can show that if k ⊂ K, then dimk(V ) = dimK(V )
and in particular, dimk(V ) = dimk¯ V (see [dPS03], Appendix A for more
information about k-varieties).
Proposition 1.3.19 If V is a G-torsor, then dimk(V ) = dimk(G).
Proof As noted above, any G-torsor over k is trivial when considered
as a k¯ torsor. We therefore have dimk(V ) = dimk¯(V ) = dimk¯(G) =
dimk(G).
The reason for introducing the concept of a G-torsor in this paper is the
following proposition. We use the fact that if V is a G-torsor over k
and g ∈ G, then the isomorphism ρg : v 7→ vg induces an isomorphism
ρ∗g : k[V ]→ k[V ].
Proposition 1.3.20 Let R be a Picard-Vessiot extension with differ-
ential Galois group G. Then R is the coordinate ring of a G-torsor
V defined over k. Furthermore, for σ ∈ G, the Galois action of σ on
R = k[V ] is the same as ρ∗σ.
18 Michael F. Singer
Corollary 1.3.21 1) If K is a Picard-Vessiot field over k with Galois
group G, then dimCk G = tr.deg.(K/k).
2) If R is a Picard-Vessiot ring over k with Galois group G where k is
either algebraically closed, C(x), C((x)), or C({x}), then R ' k[G].
We refer to Chapter 1.3 of [dPS03] for a proof of the proposition and
note that the Fundamental Theorem of Galois Theory is shown there to
follow from this proposition.
Applications and ramifications. I shall discuss the following appli-
cations and ramifications of the differential Galois theory
• Monodromy
• Factorization of linear differential operators
• Transcendental numbers
• Why doesn’t secx satisfy a linear differential equation?
• Systems of linear partial differential equations
Another application concerning solving linear differential equations in
terms of special functions and algorithms to do this will be discussed
in Section 1.5. The Picard-Vessiot theory has also been used to iden-
tify obstructions to complete integrability of Hamiltonian systems (see
[Aud01] or [MR99])
Monodromy. We will now consider differential equations over the com-
plex numbers, so let k = C(x), x′ = 1 and
dY
dx
= A(x)Y, A(x) ∈ gln(C(x)) (1.1)
Definition 1.3.22 A point x0 ∈ C is an ordinary point of equation (1.1)
if all the entries of A(x) are analytic at x0, otherwise x0 is a singular
point.
One can also consider the point at infinity, ∞. Let t = 1x . We then have
that dYdt = − 1t2A( 1t )Y . The point x =∞ is an ordinary or singular point
precisely when t = 0 is an ordinary or singular point of the transformed
equation.
Example 1.3.23 dydx =
α
x y ⇒ dydt = −αt y so the singular points are
{0,∞}.
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Let S = CP1 be the Riemann Sphere and letX = S2−{singular points of (1.1)}
and let x0 ∈ X. From standard existence theorems, we know that in a
small neighborhood O of x0, there exists a fundamental matrix Z whose
entries are analytic in O. Let γ be a closed curve in X based at x0.
Analytic continuation along γ yields a new fundamental solution matrix
Zγ at x0 which must be related to the old fundamental matrix as
Zγ = ZDγ
where Dγ ∈ GLn(C). One can show that Dγ just depends on the homo-
topy class of γ. This defines a homomorphism
Mon : pi1(X,x0) → GLn(C)
γ 7→ Dγ
Definition 1.3.24 The homomorphism Mon is called the monodromy
map and its image is called the monodromy group.
Note that the monodromy group depends on the choice of Z so it is only
determined up to conjugation. Since analytic continuation preserves
analytic relations, we have that the monodromy group is contained in
the differential Galois group.
Examples 1.3.25 1) y′ = αx y (y = e
α log x = xα) Singular points =
{0,∞}
Mon(pi1(X,x0)) = {(e2piiα)n | n ∈ Z}
If α ∈ Q this image is finite and so equals the differential Galois group.
If α /∈ Q, then this image is infinite and so Zariski dense in GL1(C).
In either case the monodromy group is Zariski dense in the differential
Galois group.
2) y′ = y (y = ex), Singular points = {∞}
Mon(pi1(X,x0)) = {1}
In this example the differential Galois group is GL1(C) and the mon-
odromy group is not Zariski dense in this group.
The second example shows that the monodromy group is not necessarily
Zariski dense in the differential Galois group but the first example sug-
gests that under certain conditions it may be. To state these conditions
we need the following defintions.
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Definition 1.3.26 1) An open sector S = S(a, b, ρ) at a point p is
the set of complex numbers z 6= p such that arg(z − p) ∈ (a, b) and
|z − p| < ρ(arg(z − p)) where ρ : (a, b)→ R>0 is a continuous function.
2) A singular point p of Y ′ = AY is a regular singular point if for any
open sector S(a, b, ρ) at p with |a− b| < 2pi, there exists a fundamental
solution matrix Z = (zij), analytic in S such that for some positive
constant c and integer N , |zij | < c|xN | as x→ p in S.
Note that in the first example above, the singular points are regular
while in the second they are not. For scalar linear differential equations
L(y) = y(n) + an−1y(n−1) + . . . + a0y = 0, the criterion of Fuchs states
that p is a regular singular point if and only if each ai has a pole of
order ≤ n− i at p (see Chapter 5.1 of [dPS03] for a further discussion of
regular singular points). For equations with only regular singular points
we have
Proposition 1.3.27 (Schlesinger) If Y ′ = AY has only regular singular
points, then Mon(pi1(X,x0)) is Zariski dense in DGal.
Proof Let K = PV extension field of k for Y ′ = AY . We have
Mon(pi1(X,x0)) ⊂ DGal(K/k). By Corollary 1.3.10 it is enough to
show that if f ∈ K is left fixed by Mon(pi1(X,x0)) then f ∈ k = C(x).
If f is left invariant by analytic continuation on X, then f is a sin-
gle valued meromorphic function on X. Let Z = (zij), zij ∈ K be a
fundamental solution matrix and let f ∈ C(x, zij). Regular singular
points imply that f has polynomial growth near the singular points of
Y ′ = AY and is at worst meromorphic at other points on the Riemann
Sphere. Cauchy’s Theorem implies that f is meromorphic on the Rie-
mann Sphere and Liouville’s Theorem implies that f must be a rational
function.
In Section 1.4, we shall see what other analytic information one needs
to determine the differential Galois group in general.
Factorization of linear differential operators. In Section 1.5, we will see
that factorization properties of linear differential operators and differ-
ential modules play a crucial role in algorithms to calculate properties
of Galois groups. Here I shall relate factorization of operators to the
Galois theory.
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Let k be a differential field, k[∂] the ring of differential operators over k
and L ∈ k[∂]. Let K be the PV-field over k corresponding to L(y) = 0,
G its Galois group and V = SolnK(L(y) = 0).
Proposition 1.3.28 There is a correspondence among the following
objects
(i) Monic L0 ∈ k[∂] such that L = L1 · L0.
(ii) Differential submodules of k[∂]/k[∂]L.
(iii) G-invariant subspaces of V .
Proof Let W ⊂ V be G-invariant and B = {b1, . . . , bt} a Ck-basis of W .
For σ ∈ G, let [σ]B be the matrix of σ|W with respect to B,
σ(
 b1 . . . bt... ... ...
b
(t−1)
1 . . . b
(t−1)
t
) =
 b1 . . . bt... ... ...
b
(t−1)
1 . . . b
(t−1)
t
 [σ]B .
Taking determinants we have σ(wr(b1, . . . , bt)) = wr(b1, . . . , bt) det([σ]B).
Define LW (Y )
def
= wr(Y,b1,...,bt)wr(b1,...,bt) . Using the above, we have that the co-
efficients of LW are left fixed by the differential Galois group and so
lie in k. Therefore LW ∈ k[∂]. Furthermore, Corollary 1.2.12 im-
plies that LW vanishes on W . If we write L = L1 · LW + R where
ord(R) < ord(LW ), one sees that R also vanishes on W . Since the di-
mension of W = ord(LW ), Corollary 1.2.12 again implies that R = 0.
Therefore W is the solution space of the right factor LW of L.
Let L0 ∈ k[∂] with L = L1 · L0. Let W = SolnK(L0(y) = 0). We
have that L0 maps V into SolnK(L1(y) = 0). Furthermore we have the
following implications
• Im(L0) ⊂ SolnK(L1(y) = 0)⇒ dimCk(Im(L0)) ≤ ord(L1)
• Ker(L0) = SolnK(L0(y) = 0)⇒ dimCk(Ker(L0)) ≤ ord(L0)
• n = dimCk(V ) = dimCk(Im(L0)) + dimCk(Ker(L0)) ≤
ord(L1) + ord(L0) = n
Therefore dimCkSolnK(L0(y) = 0) = ord(L0). This now implies that
the association of G-invariant subspaces of V to right factors of L is a
bijection.
I will now describe the correspondence between right factors of L and
submodules of k[∂]/k[∂]L. One easily checks that if L = L1L0, then
k[∂]L ⊂ k[∂]L0 so M = k[∂]L0/k[∂]L ⊂ k[∂]/k[∂]L. Conversely let M
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be a differential submodule of k[∂]/k[∂]L. Let pi : k[∂]→ k[∂]/k[∂]L and
M = pi−1(M). M = k[∂]L0 for some L0 ∈ k[∂]. Since L ∈M,L = L1L0.
By induction on the order, one can show that any differential operator
can be written as a product of irreducible operators. This need not be
unique (for example ∂2 = ∂ · ∂ = (∂ + 1x )(∂ − 1x )) but a version of the
Jordan-Ho¨lder Theorem implies that if L L1 · . . . · Lr = L˜1 · . . . · L˜s
the r = s and, after possibly renumbering, k[∂]/k[∂]Li ' k[∂]/k[∂]L˜i
([dPS03], Chapter 2).
One can also characterize submodules of differential modules in terms of
corresponding matrix linear differential equations. Let Y ′ = AY corre-
spond to the differential module M of dimension n. One then has that
M has a proper submodule of dimension t if and only if Y ′ = AY is
equivalent to Y ′ = BY,B =
(
B0 B1
0 B2
)
B0 ∈ glt(k).
Transcendental numbers. Results of Siegel and Shidlovski (and subse-
quent authors) reduce the problem of showing that the values of certain
functions are algebraically independent to showing that these functions
are themselves algebraically independent. The Galois theory of linear
differential equations can be used to do this.
Definition 1.3.29 f =
∑∞
i=0 an
zn
n! ∈ Q[[z]] is an E-function if ∃ c ∈ Q
such that, for all n, |an| ≤ cn and the least common denominator of
a0, . . . , an ≤ cn.
Examples 1.3.30 ex =
∑
zn
n! , J0(z) =
∑
z2n
(n!)2
Theorem 1.3.31 (Siegel-Shidlovski, c.f., [Lan66]): If f1, . . . , fs are E-
functions, algebraically independent over Q(z) and satisfy a linear dif-
ferential equation
L(y) = y(m) + am−1y(n−1) + . . .+ a0y, ai ∈ Q(z)
then for α ∈ Q, α 6= 0 and α not a pole of the ai, the numbers f1(α), . . . , fs(α)
are algebraically independent over Q.
The differential Galois group of L(y) = 0 measures the algebraic re-
lations among solutions. In particular, Corollary 1.3.21 implies that
if y1, . . . yn are a Q¯-basis of the solution space of L(y) = 0 then the
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transcendence degree of Q¯(x)(y1, . . . yn, y′1, . . . y′n, . . . , y
(n−1)
1 , . . . , y
(n−1)
n )
over Q¯(x) is equal to the dimension of the differential Galois group of
L(y) = 0.
Example 1.3.32 The differential Galois group of the Bessel equations
y′′ + 1z y
′ + (1− λ2z2 )y = 0, λ− 12 /∈ Z over Q¯(x) can be shown to be SL2
([Kol68]) and examining the recurrence defining a power series solution
of this equation, one sees that the solutions are E-functions. Given a
fundamental set of solutions {Jλ, Yλ} we have that the transcendence
degree of Q¯(x)(Jλ, Yλ, J ′λ, Y ′λ) over Q¯(x) is 3 (one can show that JλY ′λ−
J ′λ, Yλ ∈ Q¯(x). Therefore one can apply the Siegel-Shidlovski Theorem to
show that certain values of Jλ, Yλ and J ′λ are algebraically independent
over Q¯.
Why does cosx satisfy a linear differential equation over C(x), while
secx does not? There are many reasons for this. For example, secx =
1
cosx has an infinite number of poles which is impossible for a solution
of a linear differential equation over C(x). The following result, origi-
nally due to Harris and Sibuya [HS85], also yields this result and can be
proven using differential Galois theory [Sin86].
Proposition 1.3.33 Let k be a differential field with algebraically closed
constants and K a PV -field of k. Assume y 6= 0, 1/y ∈ K satisfy linear
differential equations over k. The y
′
y is algebraic over k.
Proof (Outline) We may assume that k is algebraically closed and that
K is the quotient field of a PV-ring R. Corollary 1.3.21 implies that
R = k[G] where G is an algebraic group whose Ck points form the
Galois group of R over k. Since both y and 1y satisfy linear differential
equations over k, their orbits under the action of the Galois group span
a finite dimensional vector space over Ck. This in turn implies the
orbit of that y and 1y induced by the the action of G(k) on G(k) by
right multiplication is finite dimensional. The general theory of linear
algebraic groups [Spr98] tells us that this implies that these elements
must lie in k[G]. A result of Rosenlicht [Mag76, Ros61] implies that
y = af where a ∈ k and f ∈ k[G] satisfies f(gh) = f(g)f(h) for all
g, h ∈ G. In particular, for σ ∈ G(Ck) = Aut(K/k), we have σ(f(x)) =
f(xσ) = f(x)f(σ). If L ∈ k[∂] is of minimal positive order such that
L(f) = 0, then 0 = σ(L(f)) = L(f · f(σ)) and a calculation shows that
this implies that f(σ) ∈ Ck.
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We therefore have that, for all σ ∈ Aut(K/k) there exists a cσ ∈ Ck
such that σ(y) = cσy. This implies that y
′
y is left fixed by Aut(K/k)
and so must be in k.
If y = cosx and 1y = secx both satisfy linear differential equations over
Q¯(x), then the above result implies that tanx would be algebraic over
Q¯(x). One can show that this is not the case by noting that a periodic
function that is algebraic over Q¯(x) must be constant, a contradiction.
Another proof can be given by startng with a putative minimal polyno-
mial P (Y ) ∈ C(x)[Y ] and noting that dPdx + dPdY Y ′ = dPdx + dPdY (Y 2 + 1)
must be divisible by P . Comparing coefficients, one sees that the coeffi-
cients of powers of Y must be constant and so tanx would be constant.
Systems of linear partial differential equations. Let (k,∆ = {∂1, . . . , ∂m})
be a partial differential field. One can define the ring of linear partial
differential operators k[∂1, . . . , ∂m] as the noncommutative polynomial
ring in ∂1, . . . , ∂m where ∂i · a = ∂i(a) + a∂i for all a ∈ k. In this con-
text, a differential module is a finite dimensional k-space that is a left
k[∂1, . . . , ∂m]-module. We have
Proposition 1.3.34 Assume k contains an element a such that ∂i(a) 6=
0 for some i. There is a correspondence between
• differential modules,
• left ideals I ⊂ k[∂1, . . . , ∂m] such that dimk k[∂1, . . . , ∂m]/I <∞,
and
• systems ∂iY = AiY,A ∈ gln(k), i = 1, . . .m such that
∂i(Aj) +AiAj = ∂j(Ai) +AjAi
i.e., integrable systems
If
∂iY = AiY,A ∈ gln(k), i = 1, . . .m
is an integrable system, the solution space over any differential field
is finite dimensional over constants. Furthermore, one can define PV
extensions, differential Galois groups, etc. for such systems and develop
a Galois theory whose groups are linear algebraic groups. For further
details see [Kol76, CS06] and Appendix D of [dPS03].
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1.4 Local Galois Theory
In the previous section, we showed that for equations with only regular
singular points the analytically defined monodromy group determines
the differential Galois group. In this section we shall give an idea of what
analytic information determines the Galois group for general singular
points. We shall use the following notation:
• C[[x]] = {∑∞i=0 aixi | ai ∈ C}, x′ = 1
• C((x)) = quotient field of C[[x]] = C[[x]][x−1]
• C{{x}} = {f ∈ C[[x]] | f converges in a neighborhood Of of 0}
• C({x}) = quotient field of C{{x}} = C{{x}}[x−1]
Note that
C(x) ⊂ C({x}) ⊂ C((x))
We shall consider equations of the form
Y ′ = AY (1.2)
with A ∈ gln(C({x})) or gln(C((x))) and discuss the form of solutions
of such equations as well as the Galois groups relative to the base fields
C({x}) and C((x)). We start with the simplest case:
Ordinary points. We say that x = 0 is an ordinary point of equa-
tion (1.2) if A ∈ gln(C[[x]]). The standard existence theory (see [Poo60]
for a classical introduction or [Har64]) yields the following:
Proposition 1.4.1 If A ∈ gln(C[[x]]) then there exists a unique Y ∈
GLn(C[[x]] such that Y ′ = AY and Y (0) is the identity matrix. If
A ∈ gln(C({x})) then we furthermore have that Y ∈ GLn(C({x})).
This implies that for ordinary points with A ∈ gln(k) where k = C({x})
or C((x)), the Galois group of the associated Picard-Vessiot extension
over k is trivial. The next case to consider is
Regular singular points. From now on we shall consider equations
of the the form (1.2) with A ∈ C({x}) (although some of what we say
can be adapted to the case when A ∈ C((x))). We defined the notion of
a regular singular point in Definition 1.3.26. The following proposition
gives equivalent conditions (see Chapter 5.1.1 of [dPS03] for a proof of
the equivalences).
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Proposition 1.4.2 Assume A ∈ gln(C({x})). The following are equiv-
alent:
(i) Y ′ = AY is equivalent over C((x)) to Y ′ = A0x Y,A0 ∈ gln(C).
(ii) Y ′ = AY is equivalent over C({x}) to Y ′ = A0x Y,A0 ∈ gln(C).
(iii) For any small sector S(a, b, ρ), |a−b| < 2pi, at 0, ∃ a fundamental
solution matrix Z = (zij), analytic in S such that |zij | < |x|N
for some integer N as x→ 0 (regular growth of solutions).
(iv) Y ′ = AY has a fundamental solution matrix of the form Y =
xA0Z,A0 ∈ gln(C), Z ∈ GLn(C({x})).
(v) Y ′ = AY is equivalent to y(n) + an−1y(n−1) + . . . + a0y, ai ∈
C({x}), where ordx=0ai ≥ i− n.
(vi) Y ′ = AY is equivalent to y(n) + an−1y(n−1) + . . . + a0y, ai ∈
C({x}), having n linearly independent solutions of the form
xα
∑r
i=0 ci(x)(log x)
i, α ∈ C, ci(x) ∈ C{{x}}.
We now turn to the Galois groups. We first consider the Galois group
of a regular singular equation over C({x}). Let O be a connected open
neighborhood of 0 such that the entries of A are regular in O with at
worst a pole at 0. Let x0 6= 0 be a point of O and γ a simple loop around
0 in O based at x0. There exists a fundamental solution matrix Z at x0
and the field K = k(Z, 1detZ ), k = C({x}) is a Picard-Vessiot extension
of k. Analytic continuation around γ gives a new fundamental solution
matrix Zγ = ZMγ for some Mγ ∈ GLn(C). The matrix Mγ depends on
the choice of Z and so is determined only up to conjugation. Nonethe-
less, it is referred to as the monodromy matrix at 0. As in our discussion
of monodromy in Section 1.5, we see that Mγ is in the differential Galois
group DGal(K/k) and, arguing as in Proposition 1.3.27, one sees that
Mγ generates a cyclic group that is Zariski dense in DGal(K/k). From
the theory of linear algebraic groups, one can show that a linear alge-
braic group have a Zariski dense cyclic subgroup must be of the form
(C∗,×)r × (C,+)s × Z/mZ, r ≥ 0, s ∈ {0, 1} and that any such group
occurs as a differential Galois group of a regular singular equation over
k. (Exercise 5.3 of [dPS03]). This is not too surprising since property
(vi) of the above proposition shows that K is contained in a field of the
form k(xα1 , . . . , xαr , log x) for some αi ∈ C.
Since C({x}) ⊂ C((x)) = k˜, we can consider the the field K˜ = k˜(Z, 1detZ )
where Z is as above. Again, using (vi) above, we have that K˜ ⊂ F =
k˜(xα1 , . . . , xαr , log x) for some αi ∈ C. Since we are no longer dealing
with analytic functions, we cannot appeal to analytic continuation but
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we can define a formal monodromy, that is a differential automorphism
of F over k˜ that sends xα 7→ xαe2piiα and log x 7→ log x + 2pii. One
can show that the only elements of F that are left fixed by this auto-
morphism lie in k˜. This automorphism restricts to an automorphism of
K˜. Therefore the Fundamental Theorem implies that the group gener-
ated by the formal monodromy is Zariski dense in the differential Galois
group DGal(K˜/k˜). The restriction of the formal monodromy to K (as
above) is just the usual monodromy, so one sees that the convergent
Galois group DGal(K/k) equals the formal Galois group DGal(K˜/k˜).
We note that the existence of n linearly independent solutions of the
form described in (vi) goes back to Fuchs in the 19th Century and can
be constructed using the Frobenius method (see [Gra00] for an historical
account of the development of linear differential equations in the 19th
Century).
Irregular singular points. We say x = 0 is an irregular singular point
if it is not ordinary or regular. Fabry, in the 19th Century constructed a
fundamental set of formal solutions of a scalar linear differential equation
at an irregular singular point. In terms of linear systems, every equa-
tion of the form Y ′ = AY, A ∈ gln(C((x))) has a fundamental solution
matrix of the form
Yˆ = φˆ(t)xLeQ(1/t)
where
• tν = x, ν ∈ {1, 2, 3, . . . , n!}
• φˆ(t) ∈ GLn(C((t)))
• L ∈ gln(C)
• Q = diag(q1, . . . , qn), qi ∈ 1tC[ 1t ]
• L and Q commute.
One refers to the integer ν as the ramification at 0 and the polyno-
mial qi as the eigenvalues at 0 of the equation. We note that even if
A ∈ gln(C({x})), the matrix φˆ(t) does not necessarily lie in gln(C({t})).
There are various ways to make this representation unique but we will
not deal with this here. We also note that by adjusting the term
xL, we can always assume that no ramification occurs in φˆ(t), that is,
φˆ ∈ GLn(C((x))) (but one may lose the last commutativity property
above). As in the regular case, there are algorithms to determine a fun-
damental matrix of this form. We refer to Chapter 3 of [dPS03] for a
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detailed discussion of the existence of these formal solutions and algo-
rithms to calculate them and p. 98 of [dPS03] for historical references
and references to some recent work.
I will now give two examples (taken from [LR95]).
Example 1.4.3 (Euler Eqn) x2y′ + y = x
This inhomogeneous equation has a solution yˆ =
∑∞
n=0(−1)nn!xn+1.
By applying the operator x ddx − 1 to both sides of this equation we get a
second order homogeneous equation x3y′′ + (x2 + x)y′ − y = 0 which, in
matrix form becomes
dY
dx
=
(
0 1
1
x3 −( 1x + 1x2 )
)
Y, Y =
(
y
y′
)
This matrix equation has a fundamental solution matrix of the form
Yˆ = φˆ(x)eQ, where
Q =
(
1
x 0
0 0
)
φˆ(x) =
(
1 fˆ
− 1x2 fˆ ′
)
fˆ =
∑∞
n=0(−1)nn!xn+1
There is no ramification here (i.e., ν = 1).
Example 1.4.4 (Airy Equation) y′′ = xy
The singular point of this equation is at ∞. If we let z = 1x the equation
becomes z5y′′ + 2z4y′ − y = 0 or in matrix form
Y ′ =
(
0 1
1
z5 − 2z
)
Y
This equation has a fundamental matrix of the form Yˆ = φˆ(z)zJUeQ(t)
where
φˆ(z) = . . . , U =
(
1 1
1 −1
)
, J =
(
1
4 0
0 − 34
)
t = z
1
2 , Q =
( − 23t3 0
0 23t3
)
The ramification is ν = 2. The precise form of φˆ(z) is not important at
the moment but we do note that it lies in GLn(C((z))) (see [LR95] for
the precise form).
We now turn to the Galois groups over C((x)) and C({x}).
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Galois Group over C((x)): the Formal Galois Group at x = 0. We con-
sider the differential equation Y ′ = AY,A ∈ gln(C((x))). To simplify the
presentation while capturing many of the essential ideas we shall assume
that there is no ramification in φˆ, that is, the equation has a fundamental
solution matrix Yˆ = φˆ(x)xLeQ(1/t), with φˆ(x) ∈ gln(C((x))). The map
Y0 7→ φˆ(x)Y0 defines an equivalence over C((x)) between the equations
Y ′0 = A0Y0 and Y
′ = AY
where A0 = φˆ−1Aφˆ− φˆ−1φˆ′.
Definition 1.4.5 The equation Y ′ = A0Y is called a Normal Form of
Y ′ = AY . It has Y0 = xLeQ(1/x) as a fundamental solution matrix.
Example 1.4.6 (Euler Equation) For this equation (Example 1.4.3),
the normal form is dY0dx = A0Y0, A0 =
( − 1x2 0
0 0
)
Y0 = e
0@ 1x 0
0 0
1A
Example 1.4.7 (Airy Equation) Using the solution in Example 1.4.4,
we get a normal form dY0dx = A0Y0 with solution Y0 = x
LUeQ(1/t) with
L,Q, t as in Example 1.4.4.
The map Y0 7→ φˆ(x)Y0 defines an isomorphism between the solutions
spaces of Y ′0 = A0Y0 and Y
′ = AY and a calculation shows that F =
φˆ(x) satisfies the differential equation
dF
dx
= AF − FA0.
Since the normal form is equivalent over C((x)) to the original equation,
its differential Galois group over C((x)) is the same as that of the original
equation.
Let K be the Picard-Vessiot extension of C((x)) for dY0dx = A0Y0 (and
therefore also for dYdx = AY ). We have that
K ⊂ E = C((x))(x 1ν , xα1 , . . . , xαn , log x, eq1(x1/ν), . . . , eqn(x1/ν))).
We shall describe some differential automorphisms of E over C((x)):
(1) Formal Monodromy γ: This is a differential automorphism of E given
by the following conditions
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• γ(xr) = e2piirxr
• γ(log x) = log x+ 2pii
• γ(eq(x1/ν)) = eq(ζx1/ν), ζ = e 2piiν
(2) Exponential Torus T : This is the group of differential automorphisms
T = DGal(E/F ) where E = F (eq1(x1/ν), . . . , eqn(x1/ν))) and
F = C((x))(x 1ν , xα1 , . . . , xαn , log x). Note that for σ ∈ T :
• σ(xr) = xr
• σ(log x) = log x
• σ(eq(x1/ν)) = cσeq(x1/ν)
so we may identify T with a subgroup of (C∗)n. One can show (Propo-
sition 3.25 of [dPS03])
Proposition 1.4.8 If f ∈ E is left fixed by γ and T , then f ∈ C((x)).
The formal monodromy and the elements of the exponential torus re-
strict to differential automorphisms ofK over C((x)) and are again called
by these names. Therefore the above proposition and the Fundamental
Theorem imply
Theorem 1.4.9 The differential Galois group of Y ′ = AY over C((x))
is the Zariski closure of the group generated by the formal monodromy
and the exponential torus.
One can furthermore show (Proposition 3.25 of [dPS03]) that x = 0 is a
regular singular point if and only if the exponential torus is trivial.
Example 1.4.10 (Euler Equation) We continue using the notation of
Examples 1.4.3 and 1.4.6. One sees that K = E = C((x))(e 1x ) in
this case. Furthermore, the formal monodromy is trivial. Therefore
DGal(K/C((x))) is equal to the exponential torus T = {
(
c 0
0 1
)
| c ∈
C∗}
Example 1.4.11 (Airy Equation) We continue using the notation of Ex-
amples 1.4.4 and 1.4.7. In this case F = C((z))(z 14 ) and E = F (e
2
3z3/2 ).
The formal monodromy γ =
(
0
√−1√−1 0
)
and the exponential torus
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T = {
(
c 0
0 c−1
)
| c 6= 0}. Therefore
DGal(K/C((x))) = D∞ = {
(
c 0
0 c−1
)
| c 6= 0}∪{
(
0 c
−c−1 0
)
| c 6= 0}
Galois Group over C({x}): the Convergent Galois Group at x = 0. We
now assume that we are considering a differential equation with dYdx =
AY with A ∈ C({x}) and we let K be the Picard-Vessiot extension of
C({x}) for this equation. Since C({x}) ⊂ C((x)), we have that the
formal Galois group DGal(K/C((x))) is a subgroup of the convergent
Galois group DGal(K/C({x})). If x = 0 is a regular singular point then
these Galois groups are the same but in general the convergent group
is larger than the formal group. I will describe analytic objects that
measure the difference. The basic idea is the following. We have a formal
solution Yˆ = φˆ(x)xLeQ(1/t) for the differential equation. For each small
enough sector S at x = 0 we can give the terms xL and eQ(1/t) meaning
in an obvious way. The matrix φˆ(x) is a little more problematic but
it has been shown that one can find a matrix ΦS of functions, analytic
is S, “asymptotic” to φˆ(x) and such that ΦS(x)xLeQ(1/t) satisfies the
differential equation. In overlapping sectors S1 and S2 the corresponding
ΦS1 and ΦS2 may not agree but they will satisfy ΦS1 = ΦS2St12 for some
St12 ∈ GLn(C). The Sti,j ranging over a suitable choice of small sectors
S` together with the formal Galois group should generate a group that
is Zariski dense in the convergent Galois group. There are two (related)
problems with this idea. The first is what do we mean by asymptotic and
the second is how do we select the sectors and the Φ` in some canonical
way? We shall first consider these questions for fairly general formal
series and then specialize to the situation where the series are entries
of matrices φˆ(x) that arise in the formal solutions of linear differential
equations.
Asymptotics and Summability. In the 19th century, Poincare´ proposed
the following notion of an asymptotic expansion.
Definition 1.4.12 Let f be analytic on a sector S = S(a, b, ρ) at x = 0.
The series
∑
n≥n0 cnx
n is an asymptotic expansion of f if ∀N ≥ 0 and
every closed sector W ⊂ S there exists a constant C(N,W ) such that
|f(x)−
∑
n0≤n≤N−1
cnx
n| ≤ C(N,W )|x|N ∀x ∈W.
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A function f analytic on a sector can have at most one asymptotic
expansion on that sector and we write J(f) for this series if it exists. We
denote by A(S(a, b, ρ)) the set of functions analytic on S(a, b, ρ) having
asymptotic expansions on this sector. We define A(a, b) to be the direct
limit of the A(S(a, b, ρ)) over all ρ (here we say f1 ∈ A(S(a, b, ρ1)) and
f2 ∈ A(S(a, b, ρ2)) are equivalent if the agree on the intersection of the
sectors). If one thinks of a, b ∈ S1, the unit circle, then one can see that
the sets A(a, b) form a sheaf on S1. We have the following facts (whose
proofs can be found in Chapters 7.1 and 7.2 of [dPS03] or in [Bal94]).
• A(a, b) is a differential C-algebra.
• A(S1) = C({x}).
• (Borel-Ritt) For all (a, b) 6= S1, the map J : A(a, b) → C((x)) is
surjective.
Given a power series in C((x)) that satisfies a linear differential equa-
tion, one would like to say that it is the asymptotic expansion of an
analytic function that also satisfies the differential equation. Such a
statement is contained in the next result, originally due to Hukuhara
and Turrittin, with generalizations and further developments concern-
ing nonlinear equations due to Ramis and Sibuya (see Chapter 7.2 of
[dPS03] for a proof and references).
Theorem 1.4.13 Let A ∈ gln(C({x})), w ∈ (C({x}))n and vˆ ∈ (C((x)))n
such that
vˆ′ −Avˆ = w .
For any direction θ ∈ S1 there exist a, b, a < θ < b and v ∈ (A(a, b))n
such that J(v) = vˆ and
v′ −Av = w
In general, there may be many functions v satisfying the conclusion
of the theorem. To guarantee uniqueness we will refine the notion of
asymptotic expansion and require that this be valid on large enough
sectors. The refined notion of asymptotics is given by
Definition 1.4.14 (1) Let k be a positive real number, S an open sector.
A function f ∈ A(S) with J(f) = ∑n≥n0 cnxn is Gevrey of order k if
for all closed W ⊂ S, ∃A > 0, c > 0 such that ∀N ≥ 1, x ∈ W, |x| ≤ c
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one has
|f(z)−
∑
n0≤n≤N−1
cnx
n| ≤ AN (N !) 1k |x|N
(One usually uses Γ(1 + Nk ) instead of (N !)
1
k but this makes no differ-
ence.)
(2) We denote by A 1
k
(S) the ring of all Gevrey functions of order k on
S and let A01
k
(S) = {f ∈ A 1
k
(S) | J(f) = 0}
The following is a useful criterion to determine if a function is in A01
k
(S).
Lemma 1.4.15 f ∈ A01
k
(S) if and only if ∀ closed W ⊂ S,∃ A,B > 0
such that
|f(x)| ≤ A exp (−B|x|−k) ∀x ∈W
Example 1.4.16 f(x) = e−
1
xk ∈ A01
k
(S), for S = S(− pi2k , pi2k ) but not
on a larger sector. This is a hint of what is to come.
Corresponding to the notion of a Gevrey function is the notion of a
Gevrey series.
Definition 1.4.17
∑
n≥n0 cnx
n is a Gevrey series of order k if ∃A > 0
such that ∀n > 0 |cn| ≤ An(n!) 1k .
(2) C((x)) 1
k
= Gevrey series of order k.
Note that if k < ` then C((x)) 1
`
⊂ C((x)) 1
k
. Using these definitions one
can prove the following key facts:
• (Improved Borel-Ritt) If |b−a| < pik , the map J : A 1k (a, b)→ C((x)) 1k
is surjective but not injective.
• (Watson’s Lemma) If |b− a| > pik , the map J : A 1k (a, b)→ C((x)) 1k is
injective but not surjective.
Watson’s lemma motivates the next definition.
Definition 1.4.18 (1) yˆ ∈ C((x)) is k-summable in the direction d ∈ S1
if there exists an f ∈ A 1
k
(d− α2 , d+ α2 ) with J(f) = yˆ, α > pi2 .
(2) yˆ ∈ C((x)) is k-summable if it is k-summable in all but a finite
number of directions
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A k-summable function has unique analytic “lifts” in many large sec-
tors (certainly enough to cover a deleted neighborhood of the origin). I
would like to say that the entries of the matrix φˆ(x) appearing in the
formal solution of a linear differential equation are k-summable for some
k but regretably this is not exactly true and the situation is more com-
plicated (each is a sum of ki-summable functions for several possible
ki). Before I describe what does happen, it is useful to have criteria for
deciding if a series yˆ ∈ C((x)) is k-summable. Such criteria can be given
in terms of Borel and Laplace transforms.
Definition 1.4.19 The Formal Borel Transform Bk of order k:
Bk : C[[x]]→ C[[ζ]]
Bk(
∑
cnx
n) =
∑ cn
Γ(1 + nk )
ζn
Note: If yˆ =
∑
cnx
n ∈ C((x)) 1
k
⇒ B(yˆ) has a nonzero radius of conver-
gence.
Example 1.4.20 B1(
∑
(−1)nn!xn+1) = ∑(−1)n ζn+1n+1 = log(1 + ζ)
Definition 1.4.21 The Laplace Transform Lk,d of order k in the direc-
tion d: Let f satisfy |f(ζ)| ≤ A exp(B|ζ|k) along the ray rd from 0 to ∞
in direction d. Then
Lk,df(x) =
∫
rd
f(ζ) exp(−( ζ
x
)k)d((
ζ
x
)k)
Note: Lk,d ◦ Bk(xn) = xn and Lk,d ◦ Bk(f) = f for f ∈ C{{x}}.
Example 1.4.22 For any ray rd not equal to the negative real axis,
the function f(ζ) = log(1 + ζ) has an analytic continuation along rd.
Furthermore, for such a ray, we have
L1,d(log(1 + ζ))(x) =
∫
d
log(1 + ζ)e−
ζ
x d(
ζ
x
) =
∫
d
1
1 + ζ
e−
ζ
x dζ
Note that there are several slightly different definitions of the Borel and
Laplace transforms scattered in the literature but for our purposes these
differences do not affect the final results. I am following the definitions
in [Bal94] and [dPS03]. The following gives useful criteria for a Gevrey
series of order k to be k-summable (Chapter 3.1 of [Bal94] or Chapter
7.6 of [dPS03]).
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Proposition 1.4.23 yˆ ∈ C[[x]] 1
k
is k-summable in direction d
m
Bk(yˆ) has an analytic continuation h in a full sector {ζ |0 < |ζ| <
∞, | arg ζ − d| < } and has exponential growth of order ≤ k at ∞
in this sector (|h(ζ)| ≤ A exp(B|ζ|k). In this case, f = Lk,d(h) is its
k-sum.
Example 1.4.24 Consider yˆ =
∑
(−1)nn!xn+1, a power series of Gevrey
order 1 that is also a solution of the Euler equation. We have seen that
f(ζ) = B1(yˆ) =
∑
(−1)n ζn+1n+1 = log(1 + ζ) for |ζ| < 1. As we have noted
in Example 1.4.22, this function can be continued outside the unit disk in
any direction other than along the negative real axis. On any ray except
this one, it has exponential growth of order at most 1 and its Laplace
transform is
yd(x) = L1,d(log(1 + ζ))(x) =
∫
d
log(1 + ζ)e−
ζ
x d(
ζ
x
) =
∫
d
1
1 + ζ
e−
ζ
x dζ.
We note that this function again satisfies the Euler equation. To see this
note that y(x) = Ce
1
x is a solution of x2y′ + y = 0 and so variation of
constants gives us that f(x) =
∫ x
0
e
1
x− 1t dt
t is a solution of x
2y′ + y = x.
for convenience let d = 0 and define a new variable ζ by ζx =
1
t − 1x gives
f(x) =
∫
d=0
1
1+ζ e
− ζx dζ. Therefore, for any ray except the negative real
axis, we are able to canonically associate a function, analytic in a large
sector around this ray, with the divergent series
∑
(−1)nn!xn+1 and so
this series is 1-summable. Furthermore these functions will again satisfy
the Euler equation. This is again a hint for what is to come.
Linear Differential Equations and Summability. It has been known since
the early 20th Century that a formal series solution of an analytic dif-
ferential equation F (x, y, y′, . . . , y(n)) = 0 must Gevrey of order k for
some k ([Mai03]). Regretably, even for linear equations, these formal
solutions need not be k summable (see [LR95]). Nonetheless, if yˆ is a
vector of formal series that satisfy a linear differential equation it can
be written as a sum yˆ = yˆ1 + . . .+ yˆt where each yˆi is ki summable for
some ki. This result is the culmination of the work of several authors
including Ramis, Malgrange, Martinet, Sibuya and E´calle (see [LR95],
[Ram93] and Chapter 7.8 of [dPS03]). The ki that occur as well as the
directions along which the yˆi are not summable can be seen from the
normal form of the differential equation. We need the following defini-
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tions. Let Y ′ = AY, A ∈ gln(C({x})) and let Yˆ = φˆ(x)xLeQ(1/t) be a
formal solution with tν = x and Q = diag(q1, . . . , qn), qi ∈ 1tC[ 1t ].
Definition 1.4.25 (1) The rational number ki = 1ν (the degree of qi in
1
t )
is called a slope of Y ′ = AY .
(2) A Stokes direction d for a qi = cx−ki + . . . is a direction such that
Re(cx−ki) = 0, i.e., where eqi changes behavior.
(3) Let d1, d2 be consecutive Stokes directions. We say that (d1, d2) is a
negative Stokes pair if Re(cx−ki) < 0 for arg(x) ∈ (d1, d2).
(4) A singular direction is the bisector of a negative Stokes pair.
Example 1.4.26 For the Euler equation we have that ν = 1 and Q(x) =
diag( 1x , 0). Therefore the slopes are {0, 1}. The Stokes directions are
{pi2 , 3pi2 }. The pair (pi2 , 3pi2 ) is a negative Stokes pair and so pi is the only
singular direction.
With these definitions we can state
Theorem 1.4.27 (Multisummation Theorem) Let 1/2 < k1 < . . . < kr
be the slopes of Y ′ = AY and let Yˆ ∈ (C((x)))n satisfy this differential
equation. For all directions d that are not singular directions, there
exist Yˆi ∈ C((x)) such that Yˆ = Yˆ1 + . . . + Yˆr, each Yˆi is ki-summable
in direction d and, for yi= the ki-sum of Yˆi, yd = y1 + . . .+ yr satisfies
y′ = Ay.
The condition that 1/2 < k1 is a needed technical assumption but, after
a suitable change of coordinates, one can always reduce to this case.
We shall refer to the element yd as above as the multisum of Yˆ in the
direction d.
Stokes Matrices and the Convergent Differential Galois Group. We are
now in a position to describe the analytic elements which, together with
the formal Galois group determine the analytic Galois group. Once
again, let us assume that we have a differential equation Y ′ = AY
with A ∈ gln(C({x})) and assume this has a formal solution Yˆ =
φˆ(x)xLeQ(1/t) with φˆ(x) ∈ GLn(C((x))). The matrix F = φˆ(x) is a
formal solution of the n2 × n2 system
dF
dx
= AF − FA0 (1.3)
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where Y ′ = A0Y is the normal form of Y ′ = AY . We will want to
associate functions, analytic in sectors, to φˆ(x) and therefore will apply
the Multisummation Theorem to equation 1.3 (and not to Y ′ = AY ).
One can show that the eigenvalues of equation (1.3) are of the form
qi − qj where the qi, qj are eigenvalues of Y ′ = AY .
d+ d
d-
Let d be a singular direction of Y ′ =
AY − Y A0. Select d+ and d− nearby
so that the associated sectors overlap and
contain d. Let φ+, φ− be the associated
multisums. We must have φ+xLeQ(1/t) =
φ−xLeQ(1/t) · Std for some Std ∈ GLn(C)
on the overlap of the regions (the shaded
area in the figure). The matrix Std is in-
dependent of the choice of d+ and d−.
Definition 1.4.28 The matrix Std is called a Stokes matrix in the
direction d.
Example 1.4.29 (Euler equation)
• Eigenvalues of Y ′ = AY − Y A0: { 1x , 0}
• Singular direction of Y ′ = AY − Y A0: d = pi
• φˆ(x) =
(
1 fˆ
− 1x2 fˆ ′
)
fˆ =
∑∞
n=0(−1)nxn+1
For d+ and d− close to the negative real axis, we have
f+ =
∫
d+
1
1 + ζ
e−
ζ
x dζ and f− =
∫
d−
1
1 + ζ
e−
ζ
x dζ.
Since f+ − f− = 2pii Resζ=−1
(
e−
ζ
x
1+ζ
)
= 2pii, we have
(
1 f+
− 1x2 (f+)′
)
=
(
1 f−
1
x2 (f
−)′
)(
1 2pii
0 1
)
so Stpi =
(
1 2pii
0 1
)
The following result is due to Ramis [Ram85a, Ram85c, Ram85b, MR89].
Another proof appears in the work of Loday-Richaud [LR94]. An ex-
position of this result and its proof appears in Chapter 8 of [dPS03].
38 Michael F. Singer
Theorem 1.4.30 The convergent differential Galois group DGal(K/C({x}))
is the Zariski closure of the group generated by
(i) the formal differential Galois group DGal(K/C((x))), and
(ii) The collection of Stokes matrices {Std} where d runs over the set
of singular directions of the polynomials {qi−qj}, qi, qj eigenval-
ues of Y ′ = AY .
Examples 1.4.31 (1) (Euler equation)
• The formal differential Galois group:
{
(
c 0
0 1
)
| c 6= 0}
• Stokes matrix:
(
1 2pii
0 1
)
Therefore the convergent differential Galois group is
{
(
c d
0 1
)
| c 6= 0, d ∈ C}.
(2) (Airy equation)
• The formal differential Galois group:
D∞ = {
(
c 0
0 c−1
)
,
(
0 c
−c−1 0
)
| c 6= 0}
• The Stokes matrices:
St0 =
(
1 ∗
0 1
)
, St 2pi
3
=
(
1 0
∗ 1
)
, St 4pi
3
=
(
1 ∗
0 1
)
(see Example 8.15 of [dPS97] for the calculation of the Stokes
matrices.)
Therefore the convergent differential Galois group is SL2(C)
We highly recommend the book [Ram93] of Ramis, the papers of Loday-
Richaud [LR90, LR95] and the papers of Varadarajan [Var91, Var96] for
further introductions to this analytic aspect of linear differential equa-
tions. One can find references to the original papers in these works as
well as in [dPS03].
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1.5 Algorithms
In this section we shall consider the question: Can we compute differ-
ential Galois groups and their properties? We shall not give a com-
plete algorithm to determine the Galois groups although one exists - see
[Hru02]. This general algorithm has not been implemented at present
and, in its present form seems not very efficient. We will rather give
a flavor of the various techniques that are presently implemented and
used.
Categories motivate algorithms. We will show how results in a cat-
egorical setting concerning representations of groups lead to algorithms
to determine Galois groups. We begin with an example from the Galois
theory of polynomials.
Example 1.5.1 Let
P (Y ) = Y 3 + bY + c = 0 ∈ Q[Y ].
The usual Galois group G of this equation is a subgroup of the full per-
mutation group S3 on 3 elements. We will describe how to compute G.
If P (Y ) = (Y +α)(Y 2 +βY +γ), α, β, γ ∈ Q, then G is the Galois group
of Y 2 + βY + γ, which we assume we know how to compute. Therefore
we will assume that P (Y ) is irreducible over Q. This implies that G acts
transitively on the roots {ρ1, ρ2, ρ3} of P . From group theory we know
that the only transitive subgroups of S3 are A3, the alternating group on
3 elements, and S3. To decide which we have, consider the following
associated polynomial
Z2 + 4b3 + 27c2 = (Z + δ)(Z − δ) δ = (r1 − r2)(r2 − r3)(r3 − r1).
One then has that G = A3 if Z2 + 4b3 + 27c2 factors over Q and G = S3
if Z2 + 4b3 + 27c2 irreducible over Q.
In the above example we determined the Galois group by considering
factorization properties of the polynomial and associated polynomials.
Why does this work?
To answer this question, let us consider a square-free polynomial f(Y ) ∈
Q[Y ] with roots r1, . . . rn ∈ Q¯, the algebraic closure of Q. Let G be the
Galois group of f over Q. The group G acts as a group of permuta-
tions on the set S = {r1, . . . , rn}. We have that G acts transitively
on S if and only if the polynomial f is irreducible. More generally,
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G leaves a subset {ri1 , . . . , rit} invariant if and only if the polynomial
g(Y ) =
∏t
j=1(Y − rij ) ∈ Q[Y ]. Therefore the orbits of G in the set S
correspond to irreducible factors of f . In fact, for any h ∈ Q[Y ] hav-
ing all its roots in the splitting field of f , G-orbits in the set of roots
correspond to irreducible factors of h. In the above example, we were
able to distinguish between groups because they have different orbits in
certain “well-selected” sets and we were able to see this phenomenon via
factorization properties of associated polynomials. The key is that, in
general,
one can distinguish between finite groups by looking at the sets on
which they act.
This strange looking statement can be formalized in the following way
(see Appendix B1 of [dPS03] for details). For any finite set, let Perm(S)
be the group of permutations of S. One constructs a category PermG
of G-sets whose objects are pairs (S, ρ), where ρ : G → Perm(S) is the
map defining an action of G on S. The morphisms of this category are
just maps between G-sets that commute with the action of G. One has
the forgetful functor ω : PermG → Sets which takes (S, ρ) to S. One
then has the formalization of the above statement as: one can recover
the group from the pair (PermG, ω). A consequence of this is that given
two groups H ⊂ G there is a set S on which G (and therefore H) acts so
that the orbit structures with respect to these two groups are different.
These facts lead to the following strategy to compute Galois groups of a
polynomial f ∈ Q[X]. For each pair of groups H ⊂ G ⊂ Sn we construct
a polynomial fH,G ∈ Q[X] whose roots can be expressed in terms of the
roots of f and such that H and G can be distinguished by their orbit
structures on the roots of fH,G (by the above facts, we know that there
is a set that distinguishes H from G and one can show that this set can
be constructed from the roots of f). The factorization properties of fH,G
will then distinguish H from G. This is what was done in Example 1.5.1.
To generalize the above ideas to calculating differential Galois groups of
linear differential equations, we must first see what determines a linear
algebraic group. In fact, just as finite groups are determined by their
permutation representations, linear algebraic groups are determined by
their linear representations. To make this more precise, let G be a linear
group algebraic group defined over an algebraically closed field C. I
will denote by RepG the category of linear representations of G. The
objects of this category are pairs (V, ρ) where V is a finite dimensional
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vector space over C and ρ : G→ GLn(V ) is a representation of G. The
morphismsm : (V1, ρ1)→ (V2, ρ2) are linear mapsm : V1 → V2 such that
m◦ρ1 = ρ2◦m. One can define subobjects, quotients, duals, direct sums
and tensor products in obvious ways (see Appendix B2 and B3 of [dPS03]
for details). One again has a forgetful functor ω : RepG → VectC (where
VectC is the category of vector spaces over C) given by ω(V, ρ) = V . In
analogy to the finite group case, we have Tannaka’s Theorem, that says
that we can recover G from the pair (RepG, ω).
Let T be a category with a notion of quotients, duals, direct sums,
tensor products and a functor ω˜ : T → VectC . An example of such a
category is the category of differential modules D over a differential field
k with algebraically closed constants and ω˜(M) = ker(∂,K⊗M) (see the
discussion following Definition 1.2.13) where K is a differential field large
enough to contain solutions of the differential equations corresponding
to the modules in D. One can give axioms that guarantee that ω˜(T )
“=” ω(RepG) for some linear algebraic group G (see [DM82], [Del90]
or Appendix B3 of [dPS03]). Such a pair (T , ω˜) is called a neutral
tannakian category. Applying this to a subcategory of D, one has:
Theorem 1.5.2 Let (k, ∂) be a differential field with algebraically closed
constants, let Y ′ = AY be a linear differential equation over (k, ∂), let
MA be the associated differential module and K the associated Picard-
Vessiot extension. Let T = {{MA}} be the smallest subcategory of D
containing MA and closed under the operations of taking submodules,
quotients, duals, direct sums , and tensor products. For N ∈ {{MA}},
let ω˜(N) = ker(∂,N ⊗K).
Then (T , ω˜) is a neutral tannakian category and the image of ω˜ is the
category of vector spaces on which DGal(K/k) acts.
This theorem and Tannaka’s Theorem have the following implications:
• One can construct all representations of DGal(K/k) by:
– using the constructions of linear algebra (submodules, quotients,
duals, direct sums, tensor products) on MA, and
– taking the solution spaces of the corresponding differential equa-
tions.
• DGal(K/k) is determined by knowing which subspaces of these solu-
tion spaces are DGal(K/k)-invariant.
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At first glance, it seems that one would need to consider an infinite
number of differential modules but in many cases, it is enough to consider
only a finite number of modules constructed from MA. Regretably, there
are groups (for example, any group of the form C∗⊕. . .⊕C∗) for which on
needs an infinite number of representations to distinguish it from other
groups. Nonetheless, there are many groups where a finite number of
representations suffice. Furthermore, Proposition 1.3.28 states that the
DGal-invariant subspaces of the solution space of a differential module
N correspond to factors of the associated scalar equation LN (Y ) = 0.
Therefore, in many cases, one can give criteria for a differential equation
to have a given group as Galois group in terms of factorization properties
of certain associated differential operators. We shall give examples for
second order equations. We begin with a definition.
Let k be a differential field with algebraically closed constants C, let L =
∂2 − s ∈ k[∂], and let K be the Picard-Vessiot extension corresponding
to L(Y ) = 0. Let {y1, y2} be a basis for the solution space V of L(Y ) = 0
in K and let Vm = C− span of {ym1 , ym−11 y2, . . . , ym2 }. One can see that
Vm is independent of the selected basis of V and that it is invariant
under the action of DGal(K/k). As in the proof of Proposition 1.3.28
one can show that this implies that Vm is precisely the solution space of
a scalar linear differential equation over k.
Definition 1.5.3 The mth symmetric power L©s m of L is the monic
operator whose solution space is Vm.
One has that the order of L©s m is m + 1. To see this it is enough to
show that the ym−i1 y
i
2, 0 ≤ i ≤ m are linearly independent over C. Since
any homogeneous polynomial in two variables factors overC, if we had
0 =
∑
ciy
m−i
1 y
i
2 =
∏
(aiy1 + biy2), then y1 and y2 would be linearly
dependent over C. One can calculate L©s m by starting with ym and
formally differentiating it m times. One uses the relation y′′ − sy = 0
to replace y(j), j > 1 with combinations of y and y′. One then has
m+2 expressions ym, (ym)′, . . . , (ym)(m+1) in the m+1 “indeterminates”
ym−i(y′)i, 0 ≤ i ≤ m. These must be linearly dependent and one can
find a dependence (ym)(m+1) + bm(ym)(m) + . . .+ b0(ym) = 0. One can
show that L©s m = ∂m+1 + bm∂m + . . .+ b0 (see Chapter 2.3 of [dPS03]).
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Example 1.5.4 m = 2:
y2 = y2
(y2)′ = 2yy′
(y2)′′ = 2(y′)2 + 2sy2
(y2)′′′ = 8syy′ + 2s′y2
⇒ L©s 2(y) = y′′′ − 4sy′ − 2s′y
The vector spaces Vm correspond to representations of DGal(K/k) on
the mth symmetric power of V and are well understood for many groups
[FH91] (the mth symmetric power of a vector space is the vector space
with a basis formed by the monomials of degree m in a basis of V ).
Using representation theory, one can show:
Proposition 1.5.5 Let L(y) = y′′−sy and let G = DGal(K/k). Assume
L and L©s 2 are irreducible.
• If L©s 3 is reducible then G/± I ' A4.
• If L©s 3 is reducible and L©s 4 is irreducible then G/± I ' S4.
• If L©s 4 is reducible, and L©s 6 is irreducible, then⇒ G/±I ' A5.
• If L©s 6is irreducible then G ' SL2(C).
In order to implement these criteria, one needs good algorithms to fac-
tor linear operators. Such algorithms exist and I refer to Chapter 4.2
of [dPS03] for descriptions of some algorithms that factor linear op-
erators as well as further references to the extensive literature. The
calculation of symmetric powers and factorization of operators has been
implemented in Maple in the DEtools package.
One can develop similar criteria for higher order operators. Given a
differential operator L of order n with {y1, . . . , yn} being a basis of the
solution space V in some Picard-Vessiot extension, one can consider the
C-space Vm of homogeneous polynomials of degree m in the yi. This
space has dimension at most
(
m+ n− 1
n− 1
)
but may have dimension
that is strictly smaller and so is not isomorphic to the mth symmetric
power of V (although it is isomorphic to a quotient). This complicates
matters but this situation can be dealt with by casting things directly in
terms of differential modules, forming the symmetric powers of differen-
tial modules and developing algorithms to find submodules of differential
modules. This is explained in Chapter 4.2 of [dPS03]. Examples of crite-
ria for third order equations are given in Chapter 4.3.5 of [dPS03] where
further references are given as well.
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Solving L(y) = 0 in terms of exponentials, integrals and
algebraics. I shall give a formal definition that captures the meaning
of this term.
Definition 1.5.6 Let k be a differential field, L ∈ k[∂], and K be the
associated Picard-Vessiot extension.
1) A liouvillian tower over k is a tower of differential fields k = K0 ⊂
. . . ⊂ Km with K ⊂ Km and, for each i, 0 ≤ i < m, Ki+1 = Ki(ti), with
• ti algebraic over Ki, or
• t′i ∈ Ki, i.e., ti =
∫
ui, ui ∈ Ki, or
• t′i/ti ∈ Ki, i.e., ti = e
R
ui , ui ∈ Ki
2) An element of liouvillian tower is said to be liouvillian over k.
3) L(y) = 0 is solvable in terms of liouvillian functions if the associated
PV-extension K lies in a liouvillian tower over k.
Picard and Vessiot stated the following Galois theoretic criteria and this
was given a formal modern proof by Kolchin [Kol48, Kol76].
Theorem 1.5.7 Let k, L, and K be as above. L(y) = 0 is solvable in
terms of liouvillian functions if and only if the identity component (in
the Zarski topology) of DGal(K/k) is solvable.
Recall that a group G is solvable if there exists a tower of subgroups
G = G0 ⊃ G1 ⊃ . . . ⊃ Gm = {e} such that Gi+1 is normal in Gi and
Gi+1/Gi is abelian. This above theorem depends on the
Theorem 1.5.8 (Lie-Kolchin Theorem) Let C be an algebraically closed
field. A Zariski connected solvable group G ⊂ GLn(C) is conjugate to a
groups of triangular matrices. In particular, G leaves a one dimensional
subspace invariant.
I shall show how the Lie-Kolchin Theorem can be strengthened resulting
in a strengthened version of Theorem 1.5.7 that leads to an algorithm
to decide if a given linear differential equation (over C(x)) can be solved
in terms of liouvillian functions. I begin with
Proposition 1.5.9 Let k be a differential field, L ∈ k[∂], K the corre-
sponding Picard-Vessiot extensions and G the differential Galois group
of K over k. The following are equivalent:
(i) L(y) = 0 has a liouvillian solution 6= 0.
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(ii) G has a subgroup H, |G : H| = m <∞ such that H leaves a one
dimensional subspace invariant.
(iii) L(y) = 0 has a soln z 6= 0 such that z′/z algebraic over k of
degree ≤ m.
Proof (Outline; see Chapter 4.3 of [dPS03]) (iii) ⇒(i): Clear.
(i) ⇒(ii): One can reduce this to the case where all solutions are liou-
villian. In this case, the Lie-Kolchin Theorem implies that the identity
component G0 of G leaves a one dimensional subspace invariant.
(ii) ⇒(iii): Let V = Soln(L) and v ∈ V span an H-invariant line. We
then have that ∀σ ∈ H,∃cσ ∈ Ck such that σ(v) = cσv. This im-
plies that ∀σ ∈ H,σ( v′v ) = (cv)
′
cv =
v′
v . Therefore, the Fundamental
Theorem implies that v
′
v ∈ E = fixed field of H. One can show that
[E : k] = |G : H| = m so v′v is algebraic over k of degree at most m.
In order to use this result, one needs a bound on the integer m that can
appear in (ii) and (iii) above. This is supplied by the following group
theoretic result (see Chapter 4.3.1 of [dPS03] for references).
Lemma 1.5.10 There exists a function I(n) such that if G ⊂ GLn(C), H ⊂
G satisfies
(i) |G : H| <∞ and
(ii) H leaves a one dimension subspace invariant
then there exists a subsgroup H˜ ⊂ G such that
(i) |G : H˜| < I(n) and
(ii) H˜ leaves a one dimensional subspace invariant.
In general we know that I(n) ≤ n2n2+2. For small values of n we have
exact values, (e.g., I(2) = 12, I(3) = 360). This clearly allows us to
deduce the following corollary to Proposition 1.5.9.
Corollary 1.5.11 Let k, L,K be as in Propostion 1.5.9 with the order
of L equal to n. The following are equivalent
(i) L(y) = 0 has a liouvillian solution 6= 0.
(ii) G has a subgroup H, |G : H| ≤ I(n) such that H leaves a one
dimensional subspace invariant.
(iii) L(y) = 0 has a soln z 6= 0 such that z′/z algebraic /k of deg
≤ I(n).
46 Michael F. Singer
This last result leads to several algorithms to decide if a differen-
tial equation L(y) = 0, L ∈ C(x)[∂], C a finitely generated subfield of
C, has a liouvillian solution. The one presented in [Sin81] (containing
ideas going back to [Bou98]) searches for a putative minimal polynomial
P (u) = amum + am−1um−1 + . . .+ a0, ai ∈ C[x] of an element u = z′/z
where z is a solution of L(y) = 0 and m ≤ I(n). This algorithm shows
how the degrees of the ai in x can be bounded in terms of information
calculated at each singular point of L. Once one has degree bounds,
the actual coefficients ai can be shown to satisfy a system of polynomial
equations and one can (in theory) use various techniques (e.g., Gro¨bner
bases) to solve these. Many improvements and new ideas have been
given since then (see Chapter 4 of [dPS03]). We shall present criteria
that form the basis of one method, describe what one needs to do to use
this in general and give details for finding liouvillian solutions of second
order differential equations.
Proposition 1.5.12 (1) Let G be a subgroup of GLn. There exists a
subgroup H ⊂ G, |G : H| ≤ I(n) with H leaving a one dimensional space
invariant if and only if G permutes a set of at most I(n) one dimensional
subspaces.
(2) Let k, L,K,G be as in Propostion 1.5.9 with the order of L equal
to n. Then L(y) = 0 has a liovuillian solution if and only if G ⊂ GLn
permutes a set of at most I(n) one dimensional subspaces.
Proof (1) Let ` be a one dimensional space left invariant by H. The
orbit of ` under the action of G has dimension at most |G : H|. Now,
let ` be a one dimensional space whose orbit under G is at most I(n)
and let H be the stabiliizer of `. We then have |G : H| ≤ I(n). (2) is an
immediate consequence of (1) and the previous proposition.
To apply this result, we need the following definition:
Definition 1.5.13 Let V be a vector space of dimension n and t ≥ 1
be an integer. The tth symmetric power Symt(V )of V is the quotient of
the t − fold tensor product V ⊗t by the subspace generated by elements
v1 ⊗ . . .⊗ vt − vpi(1) ⊗ . . .⊗ vpi(t), for all vi ∈ V and pi a permutation.
We denote by v1v2 · · · vt the image of v1⊗. . .⊗vt in Symt(V ). If e1, . . . , en
is a basis of V and 1 ≤ t ≤ n, then {ei1ei2 · · · eit | i1 < i2 < . . . < it}
is a basis of Symt(V ). Furthermore, if G ⊂ GLn(V ), then G acts on
Symt(V ) as well via the formula σ(v1 · · · vt) = σ(v1) · · ·σ(vt), σ ∈ G.
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Definition 1.5.14 (1) An element w ∈ Symt(V ) is decomposable if
w = w1 · · ·wt for some wi ∈ V .
(2) A one dimensional subspace ` ⊂ Symt(V ) is decomposable if ` is
spanned by a decomposable vector.
We note that if we fix a basis {e1, . . . , en} of V then an element∑
i1<...<it
ci1...itei1 · · · eit
is decomposable if and only if the ci1...it satisfy a system of equations
called the Brill equations ([GKZ94], p. 120,140). Using these definitions,
it is not hard to show
Proposition 1.5.15 (1) A group G ⊂ GLn(V ) permutes a set of t
one dimensional subspaces if and only if G leaves a decomposable one
dimensional subspace of Symt(V ) invariant.
(2) Let k, L,K,G be as in Propostion 1.5.9 with the order of L equal to n.
Then L(y) = 0 has a liovuillian solution if and only if for some t ≤ I(n)
G leaves invariant a one dimensional subspace of Symt(Soln(L)).
Note that Symt(V ) is constructed using tensor products and quotients.
When we apply this construction to differential modules, we get
Definition 1.5.16 Let k be a differential field and M a differential
module over k. The tth symmetric power Symt(M)of M is the quotient
of the t-fold tensor product M⊗t by the k-subspace generated by elements
v1 ⊗ . . . ⊗ vt − vpi(1) ⊗ . . . ⊗ vpi(t), for all vi ∈ V and pi a permutation
(note that this subspace is a differential submodule as well).
At the end of Section 1.2, I defined the solution space of a k-differential
module M in a differential field K ⊃ k to be SolnK(M) = ker(∂,K ⊗k
M). From our discussion of tannakian categories, we have that
SolnK(Symt(M)) = Symt(SolnK(M)). This latter fact suggests the
following algorithm to decide if a linear differential equation has a li-
ouvillian solution (we continue to work with scalar equations although
everything generalizes easily to systems). Let ML be the differential
module associated to the equation L(y) = 0. For each t ≤ I(n)
• Calculate Nt = Symt(M) and find all one dimensional submodules.
• Decide if any of these is decomposable as a subspace of Nt.
48 Michael F. Singer
The tannakian formalism implies that a one dimensional submodule of
Nt is decomposable if and only if its solution space is a decomposable
subspace G-invariant subspace of Symt(SolnK(ML)).
Much work has been done on developing algorithms for these two step.
The problem of finding one dimensional submodules of a differential
module was essentially solved in the 19th and early 20th Centuries (al-
beit in a different language). More recently work of Barkatou, Bronstein
van Hoeij, Li, Weil, Wu, Zhang and others has produced good algorithms
to solve this problem (see [HW96], [HRUW99], [LSWZ06] and Chapter
4.3.2 of [dPS03] for references). As noted above, the second problem can
be solved (in principal) using the Brill equations (see [SU97] and Chap-
ter 4.3.2 of [dPS03] for a fuller discussion). Finally, one can modify the
above to produce the liouvillian solutions as well.
Before I explicate these ideas further in the context of second order equa-
tions, I will say a few words concerning finding invariant one dimensional
subspaces of solution spaces of linear scalar equations.
Proposition 1.5.17 Let k be a differential field with algebraically closed
constants C. L ∈ k[∂], K the Picard-Vessiot extension of k for L(Y ) = 0
and G the differential Galois group of K over k. An element z in the
solution space V of L(Y ) = 0 spans a one dimensional G-invariant
subspace if and only if u = z′/z is left fixed by G. In this case, ∂ − u is
a right divisor of L. Conversely if ∂ − u, u ∈ k is a right divisor of L,
then there exists a solution z ∈ K such that z′/z = u, in which case, z
spans a G-invariant space.
Proof This follows from Proposition 1.3.28 and its proof applied to first
order factors of L.
Therefore, to find one dimensional G-invariant subspaces of the solution
space of L(Y ) = 0, we need to be able to find elements u ∈ k such that
z = e
R
u satisfies L(z) = 0. This is discussed in detail in Chapter 4.1 of
[dPS03] and I will give a taste of the idea behind a method to do this
for L ∈ C(x) assuming L has only regular singular points.
Let u ∈ C(x) satisfy L(e
R
u) = 0 and let x = α be a pole of u. The
asumption that x0 is at worst a regular singular point implies that e
R
u
is dominate by a power of (x− α) near α. We must therefore have that
u has a pole of order at most 1 at x = x0 and so z = e
R
u = (x−α)ah(x)
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where a ∈ C and h is analytic near α ∈ C. To determine a, we write
L(Y ) = Y (n) + (
bn−1
(x− α) + h.o.t.)Y
(n−1) + . . .+ (
b0
(x− α)n−1 + h.o.t.)Y.
Substituting Y = (x − α)a(c0 + c1(x − α) + h.o.t.) and setting the
coefficient of (x− α)a−n equal to zero, we have
c0(a(a−1) . . . (a−(n−1))+bn−1(a(a−1) . . . (a−(n−2))+ . . .+b0)) = 0
or
a(a− 1) . . . (a− (n− 1)) + bn−1(a(a− 1) . . . (a− (n− 2)) + . . .+ b0 = 0
This latter equation is called the indicial equation at x = α and its roots
are called the exponents at α. If α is an ordinary point, the bn−1 = . . . =
b0 = 0 so a ∈ {0, . . . , n − 1}. One can also define exponents at ∞. We
therefore have that
y =
∏
αi= finite sing. pt.
(x− αi)aiP (x)
where the ai are exponents at αi and −
∑
ai − degP is an exponent at
∞. The ai and the degree of P are therefore determined up to a finite
set of choices. Note that P is a solution of L˜(Y ) =
∏
(x−αi)−aiL(
∏
(x−
αi)aiY ). Finding polynomial solutions of L˜(Y ) = 0 of a fixed degree can
be done by substituting a polynomial of that degree with undetermined
coefficients and equating powers of x to reduce this to a problem in lin-
ear algebra.
Liouvillian Solutions of Second Order Equations. The method
outlined above can be simplified for second order equations L(Y ) =
Y ′′− sY because of several facts that we summarize below (see Chapter
4.3.4 of [dPS03]). The resulting algorithm is essentially the algorithm
presented by Kovacic in [Kov86] but put in the context of the general al-
gorithm mentioned above. Kovacic’s algorithm predated and motivated
much of the work on liouvillian solutions of general linear differential
equation presented above.
• It can be shown that the fact that no Y ′ term appears implies that the
differential Galois group must be a subgroup of SL2 (Exercise 1.35.5,
p. 27 [dPS03]).
• An examination of the algebraic subgroups of SL2 implies that SL2
has no subgroup of finite index leaving a one dimensional subspace
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invariant and any proper algebraic subgroup of SL2 has a subgroup of
index 1, 2, 4, 6, or 12 that leaves a one dimensional subspace invariant
(c.f., [Kov86]).
• As shown in the paragraph following Definition 1.5.3, the dimen-
sion of the solution space of L©s t is the same as the dimension of
Symt(Soln(L)) and so these two spaces are the same.
• Any element z = ∑ti=0 yt−i1 yi2 ∈ Symt(Soln(L)) can be written as a
product
∏t
i=0(ciy1 + diy2) and so all elements of Sym
t(Soln(L)) are
decomposable.
Combining these facts with the previous results we have
L(y) = 0 has a nonzero liouvillian solution
m
The differential Galois group G permutes 1, 2, 4, 6 or 12 one
dimensional subspaces of in Sol(L)
m
For t = 1, 2, 4, 6, or 12, G leaves invariant a line in Sol(L©s t)
m
For t = 1, 2, 4, 6, or 12, L©s t has a solution z such that u = z′/z ∈ k
So, to check if Y ′′ − sY = 0 has a nonzero liouvillian solution (and
therefore, by variation of parameters, only liouvillian solutions), one
needs to check this last condition.
Example 1.5.18
L(Y ) = Y ′′ +
3(x2 − x+ 1)
16(x− 1)2x2 Y
This is an equation with only regular singular points. One can show that
L(Y ) = 0 has no nonzero solutions z with z′/z ∈ C(x). The second
symmetric power is
L©s 2(Y ) = Y ′′ + 3/4
(
x2 − x+ 1)
x2 (x− 1)2 Y
′ − 3/8
(
2x3 − 3x2 + 5x− 2)
x3 (x− 1)3 Y.
The singular points of this equation are at 0, 1 and ∞. The exponents
there are
At 0 : {1, 12 , 32}
At 1 : {1, 12 , 32}
At ∞ : {−1,− 12 ,− 32}
For Y = xa0(x − 1)a1P (x), try a0 = 12 , a1 = 1, degP = 0. One sees
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that Y = x
1
2 (x− 1) is a solution of L©s 2(y) = 0. Therefore L(Y ) = 0 is
solvable in terms of liouvillian functions.
For second order equations one can also easily see how to modify the
above to find liouvillian solutions when they exist. Assume that one has
found a nonzero element u ∈ k such that L©s m(Y ) = 0 has a solution z
with z′/z = u. We know that
z = y1 · . . . · ym, y1, . . . , ym ∈ Soln(L) .
Since σ(z) ∈ C · z for all σ ∈ G, we have that for any σ ∈ Gal(L),
there exists a permutation pi and constants ci such that σ(yi) = ciypi(i).
Therefore, for vi =
y′i
yi
and σ ∈ G we have σ(vi) = vpi(i), i.e., G permutes
the vi. Let
P (Y ) =
m∏
i=1
(Y − vi) = Y m + am−1Y m−1 + am−22! Y
m−2 + . . .+
a0
m!
.
The above reasoning implies that the ai ∈ k and
am−1 = −(v1+. . .+vm) = −(y
′
1
y1
+. . .+
y′m
ym
) = − (y1 · . . . · ym)
′
y1 · . . . · ym = −
z′
z
= −u
The remaining ai can be calculated from am−1 = −u using the following
fact from [BMW97], [Kov86] and [UW96] (see also Chapter 4.3.4 of
[dPS03]).
Lemma 1.5.19 Using the notation above, we have
ai−1 = −a′i − am−iai − (m− i)(i+ 1)sai+1, i = m− 1, . . . , 0
where a−1 = 0.
In particular we can find a nonzero polynomial satisfied by y′/y for
some nonzero solution of L(y) = 0. This gives a liouvillian solution and
variation of parameters yields another.
Example 1.5.20 We continue with the example
L(Y ) = Y ′′ +
3(x2 − x+ 1)
16(x− 1)2x2 Y
We have that y = x
1
2 (x− 1) is a soln of L©s 2(Y ) = 0. Let
a1 = −y
′
y
= −( 1
2x
+
1
x− 1) = −
3x− 1
2x(x− 1) ,
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then if v is a root of
P (Y ) = Y 2 − 3x− 1
2x(x− 1)Y +
9x2 − 7x+ 1
16x2(x− 1)2
we have y = e
R
v satisfies L(y) = 0. This yields
4
√
x− x2
√
1 +
√
x and 4
√
x− x2
√
1−√x
as solutions. DGal= D4 = symmetries of a square.
Another approach to second order linear differential equations was dis-
covered by Felix Klein. It has been put in modern terms by Dwork and
Baldassari and made more effective recently by van Hoeij and Weil (see
[HW05] for references).
Solving in Terms of Lower Order Equations. Another way of defin-
ing the notion of “solving in terms of liouvillian functions” is to say that
a linear differential equation can be solved in terms of solutions of first
order equations Y ′+aY = b and algebraic functions. With this in mind
it is natural to make the following definition.
Definition 1.5.21 Let k be a differential field, L ∈ k[∂] and K the
associated Picard-Vessiot extension. The equation L(Y ) = 0 is solvable
in terms of lower order linear equations if there exists a tower k =
K0 ⊂ K1 ⊂ . . . ⊂ Km with K ⊂ Km and for each i, 0 ≤ i < m,
Ki+1 = Ki < ti > (Ki+1 is generated as a differential field by ti and
Ki), with
• ti algebraic over Ki, or
• Li(ti) = bi for some Li ∈ Ki[∂] ord(Li) < ord(L), bi ∈ Ki
One has the following characterization of this property in terms of the
differential Galois group.
Theorem 1.5.22 ([Sin88]) Let k, L,K be as above with ord(L) = n.
The equation L(Y ) = 0 is not solvable in terms of lower order linear
equations if and only if the lie algebra of DGal(K/k) is simple and has
no faithful representations of dimension less than n.
If ord(L) = 3, then an algorithm to determine if this equation is
solvable in terms of lower order linear equations is given in [Sin85]. Re-
finements of this algorithm and extensions to higher order L are given
in [H02], [H07], [Ngu07], [NdP07], [Per02].
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1.6 Inverse Problems
In this section we consider the following problem:
Given a differential field k, characterize those linear differential alge-
braic groups that appear as differential Galois groups of Picard-Vessiot
extensions over k.
We begin with considering the inverse problem over fields of constants.
Differential Galois groups over C. Let L ∈ C[∂] be a linear differen-
tial operator with constant coefficients. All solutions of L(Y ) = 0, L ∈
C[∂] are of the form
∑
i Pi(x)e
αix where Pi(x) ∈ C[x], αi ∈ C, x′ = 1.
This implies that the associated Picard-Vessiot K is a subfield of a field
E = C(x, eα1x, . . . , eαtx). One can show that DGal(E/k) = (C,+) ×
((C∗, ·) × . . . × (C∗, ·)). The group DGal(K/C) is a quotient of this
latter group and one can show that it therefore must be of the form
(C,+)a × (C∗, ·)b, a = 0, 1, b ∈ N.
One can furthermore characterize in purely group theoretic term the
groups that appear as differential Galois groups over C. Note that
(C,+) ' {
(
1 a
0 1
)
| a ∈ C}
and that all these elements are unipotent matrices (i.e., (A − I)m = 0
for some m 6= 0). This motivates the following definition
Definition 1.6.1 If G is a linear differnetial algebraic group, the unipo-
tent radical Ru of G is the largest normal subgroup of G all of whose
elements are unipotent.
Note that for a group of the form G = C × (C∗ × . . . × C∗) we have
that Ru(G) = C. Using facts about linear algebraic groups (see [Hum75]
or[Spr98]) one can characterize those linear algebraic groups that appear
as differential Galois groups over an algebraically closed field of constants
C as
Proposition 1.6.2 A linear algebraic group G is a differential Galois
group of a Picard-Vessiot extension of (C, ∂), ∂c = ∀c ∈ C if and only if
G is connected, abelian and Ru(G) ≤ 1.
All of the above holds equally well for any algebraically closed field C.
Differential Galois groups over C(x), x′ = 1. The inverse problem
for this field was first solved by C. and M. Tretkoff, who showed
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Theorem 1.6.3 [TT79] Any linear algebraic group is a differential Ga-
lois group of a Picard-Vessiot extension of C(x).
Their proof (which I will outline below) depends on the solution of
Hilbert’s 21st Problem. This problem has a weak and strong form. Let
S = {α1, . . . , αm,∞} ⊂ S2, α0 ∈ S2 − S and ρ : pi1(S2 − S, α0) →
GLn(C) be a homomorphism.
Weak Form Does there exist A ∈ gln(C(x)) such that
• Y ′ = AY has only regular singular points, and
• The monodromy representation of Y ′ = AY is ρ.
Strong Form Do there exist Ai ∈ GLn(C) such that the monodromy rep
of
Y ′ = (
A1
x− α1 + . . .+
Am
x− αm )Y
is ρ.
We know that a differential equation Y ′ = AY that has a regular singular
point is locally equivalent to one with a simple pole. The strong form of
the problem insists that we find an equation that is globally equivalent to
one with only simple poles. A solution of the strong form of the problem
of course yields a solution of the weak form. Many special cases of the
strong form were solved before a counterexample to the general case was
found by Bolibruch (see [Bea93], [AB94] or Chapters 5 and 6 of [dPS03]
for a history and exposition of results and [BMM06] for more recent
work and generalizations).
(i) Let γ1, . . . , γm be generators of pi1(S2−S, α0), each enclosing just
one αi. If some ρ(γi) is diagonalizable, then the answer is yes.
(Plemelj)
(ii) If all ρ(γi) are sufficiently close to I, the answer is yes. (Lappo-
Danilevsky)
(iii) If n = 2, the answer is yes. (Dekkers)
(iv) If ρ is irreducible, the answer is yes. (Kostov, Bolibruch)
(v) Counterexample for n = 3, |S| = 4 and complete characterization
for n = 3, 4 (Bolibruch, Gladyshev)
In a sense, the positive answer to the weak from follows from Plemelj’s
result above - one just needs to add an additional singular point αm+1
and let γm+1 be the identity matrix. A modern approach to give a
positive answer to the weak form was given by Ro¨hrl and later Deligne
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(see [Del70]). We now turn to
Proof of Theorem 1.6.3 (outline, see [TT79] of Chapter 5.2 or [dPS03]
for details) Let G be a linear algebraic group. One can show that there
exist g1, . . . , gm ∈ G that generate a Zariski dense subgroup H. Select
points S = {α1, . . . αm} ⊂ S2 and define ρ : pi1(S2 − S, α0) → H via
ρ(γi) = gi. Using the solution of the weak form of Hilbert’s 21st, there
exist A ∈ gln(C(x)) such that Y ′ = AY has regular singular points and
monodromy gp H. Schlesinger’s Theorem, Theorem 1.3.27, implies that
the differential Galois group of this equation is the Zariski closure of H.

The above result leads to the following two questions:
• What is the minimum number of singular points (not necessarily reg-
ular singular points) that a linear differential system must have to
realize a given group as its Galois group?
• Can we realize all linear algebraic group as differential Galois groups
over C(x), x′ = 1 where C is an arbitrary algebraically closed field?
To answer the first question, we first will consider
Differential Galois groups over C({x}). To characterize which groups
occur as differential Galois groups over this field, we need the following
definitions.
Definition 1.6.4 Let C be an algebraically closed field.
(1) A torus is a linear algebraic group isomorphic to (C∗, ·)r for some
r.
(2) If G is a linear algebraic group then we define L(G) to be the group
generated by all tori in G. This is a normal, Zariski closed subgroup of
G (see [Ram96] and Chapter 11.3 of [dPS03]).
Examples 1.6.5 (1) If G is reductive and connected (e.g., tori, GLn,SLn),
then L(G) = G (A group G is reductive if Ru(G) = {I}).
(2) If G = (C,+)r, r ≥ 2, then L(G) = {I}.
Ramis [Ram96] showed the following (see also Chapter 11.4 of [dPS03]).
Theorem 1.6.6 A linear algebraic group G is a differential Galois group
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of a Picard-Vessiot extension of C({x}) if and only if G/L(G) is the
Zariski closure of a cyclic group.
Any linear algebraic group G with G/G0 cyclic and G reductive satisfies
these criteria while G = (C,+)r, r ≥ 2 does not. Ramis showed that his
characterization of local Galois groups in terms of formal monodromy,
exponential torus and Stokes matrices yields a group of this type and
conversely any such group can be realized as a local Galois group. Ramis
was furthermore able to use analytic patching techniques to get a global
version of this result.
Theorem 1.6.7 A linear algebraic group G is a differential Galois group
of a Picard-Vessiot extension of C(x) with at most r−1 regular singular
points and one (possibly) irregular singular point if and only if G/L(G)
is the Zariski closure of a group generated by r − 1 elements.
Examples 1.6.8 (1) We once again have that any linear algebraic group
is a differential Galois group over C(x) since such a group satisfies the
above criteria for some r.
(2) SLn can be realized as a differential Galois group of a linear differ-
ential equation over C(x) with only one singular point.
(3) One needs r singular points to realize the group (C,+)r−1 as a dif-
ferential Galois group over C(x).
Differential Galois groups over C(x), C an algebraically closed
field. The proofs of the above results depend on analytic techniques over
C that do not necessarily apply to general algebraically closed fields
C of characteristic zero. The paper [Sin93] examines the question of
the existence of “transfer principles” and shows that for certain groups
G, the existence of an equation over C(x) having differential Galois
group G over implies the existence of an equation over C(x) having
differential Galois group G over C(x) but these results do not apply to
all groups. Algebraic proofs for various groups over C(x) (in fact over
any differential field finitely generated over its algebraically closed field of
constants) have been given over the years by Bialynicki-Birula (nilpotent
groups), Kovacic (solvable groups), Mitschi/Singer(connected groups)
(see [MS96] for references). Finally, Hartmann [Har05] showed that
any linear algebraic group can be realized over C(x) (see also [Obe03]).
An exciting recent development is the announcement of a new proof
by Harbater and Hartmann [Har07a, Har07c] of this fact based on a
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generalization of algebraic patching techniques. I will give two examples
of a constructive technique (from [MS96]) that allows one to produce
explicit equations for connected linear algebraic groups. This technique
is based on (see Proposition 1.31 of [dPS03])
Proposition 1.6.9 Let Y ′ = AY be a differential equation over a dif-
ferential field k with algebraically closed constants C. Let G,H be linear
algebraic subgroups of GLn(C) with lie algebras G,H. Assume G is con-
nected.
1) Let Y ′ = AY is a differential equation with A ∈ G ⊗C k and assume
that G is connected. Then the differential Galois group of this equation
is conjugate to a subgroup of G.
(2) Assume k = C(x), that A ∈ G ⊗C C(x) and that the differential
Galois group of Y ′ = AY is H ⊂ G, where H is assumed to be con-
nected. Then there exists B ∈ G(C(x)) such that A˜ = B−1AB−B−1B ∈
H⊗C C(x), that is Y ′ = AY is equivalent to an equation Y ′ = A˜Y with
A˜ ∈ G ⊗C C(x) and the equivalence is given by an element of G(C(x)).
These results allow us to formulate the following strategy to construct
differential equations with differential Galois group over C(x) a given
connected group G. Select A ∈ G ⊗C C(x) such that
(i) the differential Galois group of Y ′ = AY over C(x) is connected,
and
(ii) for any proper connected linear algebraic subgroup H of G, there
is no B ∈ G(C(x)) such that B−1AB −B−1B′ ∈ H ⊗C C(x).
We will assume for convenience that C ⊂ C. To insure that the differen-
tial Galois group is connected, we will select an element A ∈ G ⊗C C[x],
that is a matrix with polynomial entries. This implies that there is a fun-
damental solution matrix whose entries are entire functions. Since these
functions and their derivatives generate the associated Picard-Vessiot
extension K, any element of K will be a function with at worst poles on
the complex plane. If E,C(x) ⊂ E ⊂ K is the fixed field of G0, then the
elements of E are algebraic functions that can only be ramified at the
singular points of Y ′ = AY , that is, only at ∞. But such an algebraic
function must be rational so E = C(x) and therefore G = G0.
The next step is to select an A ∈ G ⊗C C[x] satisfying condition (ii)
above. This is the heart of [MS96] and we shall only give two examples.
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Example 1.6.10 G = C∗ × C∗ =
{
(
a 0
0 b
)
| ab 6= 0}
If G is the lie algebra of G then G ⊗C C[x] =
{
(
f1 0
0 f2
)
| f1, f2 ∈ C[x]}
The proper closed subgroups of G are of the form
Gm,n = {
(
c 0
0 d
)
| cndm = 1}
m,n integers, not both zero. The connected subgroups are those Gm,n
with m,n relatively prime. If Gm,n is the lie algebra of Gm,n then
Gm,n ⊗C C(x) =
{
(
g1 0
0 g2
)
| mg1 + ng2 = 0}
We need to find A =
(
f1 0
0 f2
)
, f1, f2 ∈ C[x] such that for any B =(
u 0
0 v
)
, u, v ∈ C(x), BAB−1 −BB−1 /∈ Gm,n ⊗C C(x), that is
m(f1 − u
′
u
) + n(f2 − v
′
v
) = 0⇒ m = n = 0.
It is sufficient to find f1, f2 ∈ C[x] such that
mf1 + nf2 =
h′
h
for some h ∈ C(x)⇒ m = n = 0
Selecting f1 = 1 and f2 =
√
2 will suffice so
Y ′ =
(
1 0
0
√
2
)
Y
has Galois group G.
Example 1.6.11 G = SL2. Its lie algebra is sl2 = trace 0 matrices. Let
A = A0 + xA1 =
(
0 1
1 0
)
+ x
(
1 0
0 −1
)
It can be shown that any proper subalgebra of sl2 is solvable and therefore
leaves a one dimensional subspace invariant. A calculation shows that
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no U ′U−1 +UAU−1 leaves a line invariant (see [MS96]) for details) and
so this equation must have Galois group SL2.
This latter example can be generalized to any semisimple linear alge-
braic group G. Such a group can be realized as the differential Galois
group of an equation of the form Y ′ = (A0 + xA1)Y where A0 is a sum
of generators of the root spaces and A1 is a sufficiently general element
of the Cartan subalgebra. In general, we have
Theorem 1.6.12 Let G be a connected lin alg gp. defined over alg closed
field C. One can construct Ai ∈ gln(C) and A∞ ∈ C[x] such that for
distinct αi ∈ C
Y ′ = (
A1
x− α1 + . . .+
Ad
x− αd +A∞)Y
has Galois group G.
Furthermore, the number d in the above result coincides with the
number of generators of a Zariski dense subgroup of G/L(G) and the
degree of the polynomials in A∞ can be bounded in terms of the groups
as well. For non-connected groups [MS02] gives a construction to real-
ize solvable-by-finite groups and [CMS05] gives a construction to real-
ize certain semisimple-by-finite groups. Finally, many linear algebraic
groups can be realized as differential Galois groups of members of clas-
sical families of differential equations [BBH88, BH89, Kat87b, Kat90,
Kat96, DM89, Mit89, Mit96].
To end this section, I will mention a general inverse problem. We know
that any Picard-Vessiot ring is the coordinate ring of a torsor for the dif-
ferential Galois group. One can ask if every coordinate ring of a torsor
for a linear algebraic group can be given the structure of a PIcard-Vessiot
ring. To be more precise, let k be a differential field withe derivation ∂
and algebraically closed constants C. Let G be a linear algebraic group
defined over C and V a G-torsor defined over k.
Does there exist a derivation on R = k[V ] extending ∂ such that R is
a Picard-Vessiot ring with differential Galois group G and such that the
Galois action of G on R corresponds to the action induced by G on the
torsor V ?
When k = C(x), this has can be answered affirmatively due to the work
of [Har02]. For a general k, finitely generated over C, I do not know
the answer. For certain groups and fields, Juan and Ledet have given
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positive answers, see [Jua07, JL07b, JL07a, JL07c].
Finally, the inverse problem over R(x) has been considered by [Dyc07].
1.7 Families of Linear Differential Equations
In this section we will consider a family of parameterized linear differen-
tial equations and discuss how the differential Galois group depends on
the parameter. I will start by describing the situation for polynomials
and the usual Galois groups. Let C be a field and C its algebraic closure
Let G ⊂ Sm = fixed group of permutations and P(n,m,G) =
{P =
n∑
i=0
m∑
j=0
ai,jx
iyj |ai,j ∈ C,Gal(P/C(x)) = G} ⊂ C(n+1)(m+1)
To describe the structure of P(n,m,G), we need the following definition
Definition 1.7.1 A set S ⊂ CN is C-constructible if it is the finite
union of sets
{a ∈ CN | f1(a) = . . . = ft(a) = 0, g(a) 6= 0}
where fi, g ∈ C[X1, . . . , XN ].
For example, any Zariski closed set defined over C is C-constructible and
a subset S ⊂ C is C-constructible if and only if it is finite or cofinite. In
particular, Q is not C-constructible in C. We have the following results
(see [dDR79] and the references given there)
Theorem 1.7.2 P(m,n,G) is Q-constructible.
From this we can furthermore deduce
Corollary 1.7.3 Any finite group G is a Galois group over Q(x).
Proof (Outine) For G ⊂ Sm, one can construct an m-sheeted normal
covering of the Riemann Sphere with this as the group of deck trans-
formations, [Tre71]. The Riemann Existence Theorem implies that this
Riemann Surface is an algebraic curve and that the the Galois group of
its function field over C(x) is G. Therefore for some n, P(n,m,G) has
a point in C(n+1)(m+1). Hilbert’s Nullstellensatz implies it will have a
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point in Q(n+1)(m+1) and therefore that G is a Galois group over Q(x).
Differential Galois Groups of Families of Linear Differential
Equations. I would like to apply the same strategy to linear differ-
ential equations. We begin by fixing a linear algebraic group G ⊂ GLm
and set L(m,n,G) =
{L =
n∑
i=0
m∑
j=0
ai,jx
i∂j |ai,j ∈ C, Gal(L/C(x)) = G} ⊂ C(n+1)(m+1)
Regrettably, this set is not necessarily a Q or even a C-constructible set.
Example 1.7.4 We have seen that the Galois group of dydx − αx y is
GL1(C) if and only if α /∈ Q. If L(1, 1, GL1) were C-constructible then
L(1, 1, GL1) ∩ {x∂ − α |α ∈ C} = C\Q
would be constructible. Therefore, even the set L(1, 1, GL1) is not C-
constructible.
Example 1.7.5 Consider the family
d2y
dx2
− (α1 + α2)dy
dx
+ α1α2y = 0 G = C∗ ⊕ C∗
This equation has solution {eα1x, eα2x}. Assume α2 6= 0. If α1/α2 /∈
Q then DGal = C∗ ⊕ C∗ while if α1/α2 ∈ Q then DGal = C∗. There-
fore, L(2, 0,C∗ ⊕ C∗) is not C-constructible.
Recall that for L ∈ C(x)[∂] and x0 a singular point L(y) = 0 has a
fundamental set of solutions:
yi = (x− α)ρiePi(1/t)(
si∑
j=0
bij(log(x− x0)j)
where ρi ∈ C, t` = (x− x0) for some ` ≤ n!, Pi are polynomials without
constant term, bij ∈ C[[x− x0]].
Definition 1.7.6 The set Dx0 = {ρ1, . . . , ρn, P1, . . . , Pn} is called the
local data of L at x0.
In Example 1.7.4, 0 and ∞ are the singular points and at both of these
{α} is the local data. In Example 1.7.5, ∞ is the only singular point
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and the local data is {P1 = α1x , P2 = α2x }. In both cases, the parameters
allow us to vary the local data. One would hope that by fixing the local
data, parameterized families of linear differential equations with fixed
Galois group G would be constructible. This turns out to be true for
many but not all groups G.
Definition 1.7.7 Let D = {ρ1, . . . , ρr, P1, . . . , Ps} be a finite set with
ρi ∈ C and Pi polynomials without constant terms. We define
L(m,n,D, G) = {L ∈ L(m,n,G) | Da ⊂ D for all sing pts a ∈ S2}
Note that we do not fix the position of the singular points; we only fix
the local data at putative singular points. Also note that L(m,n,D) =
{L = ∑ni=0∑mj=0 ai,jxi∂j |ai,j ∈ C,Dx0 ⊂ D, for all sing pts x0} is
a constructible set. To describe the linear algebraic groups for which
L(m,n,D, G) is a constructible set, we need the following definitions.
Definition 1.7.8 Let G a linear algebraic group defined over C, an
algebraically closed field and let G0 be the identity component.
1) A character χ is a polynomial homomorphism χ : G→ C∗.
2) KerX(G0) is defined to be the intersection of kernels of all characters
χ : G0 → C∗.
Examples 1.7.9 1) If G is finite, then KerX(G0) is trivial.
2) If G0 is semisimple or unipotent, then KerX(G0) = G0.
One can show [Sin93] that KerX(G0) is the smallest normal subgroup
such that G0/KerX(G0) is a torus. In addition it is the subgroup gener-
ated by all unipotent elements of G0. Furthermore, KerX(G0) is normal
in G and we have
1→ G0/KerX(G0)→ G/KerX(G0)→ G/G0 → 1
Finally, G0/KerX(G0) is abelian, so we have thatG/G0 acts onG0/KerX(G0).
Theorem 1.7.10 [Sin93] Assume that the action of G/G0 on G0/KerX(G0)
is trivial. Then L(m,n,D, G) is constructible.
Examples 1.7.11 The groups G that satisfy the hypothesis of this the-
orem include all finite groups, all connected groups and all groups that
are either semisimple or unipotent. An example of a group that does not
satisfy the hypothesis is the group C∗o{1,−1} where −1 sends c to c−1.
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For groups satisfying the hypothesis of this theorem we can prove a
result similar to Corollary 1.7.3.
Corollary 1.7.12 Let G be as in Theorem 1.7.10, defined over Q. Then
G can be realized as a differential Galois group over Q(x).
Proof (Outline) Let G be as in Theorem 1.7.10, defined over Q. We
know that G can be realized as the differential Galois group of a linear
differential equation over C(x), e.g., Theorem 1.6.3. A small modifica-
tion of Theorem 1.6.3 allows one to assume that the local data of such
an equation is defined over Q (see [Sin93]). Therefore for some n,m,D,
L(m,n,D, G) has a point in C(n+1)(m+1). The Hilbert Nullstellensatz
now implies that L(m,n,D, G) has a point in Q(n+1)(m+1). Therefore
G ⊂ GLm is a differential Galois gp over Q(x).
The above proof ultimately depends on analytic considerations. We
again note that Harbater and Hartman [Har07a, Har07c] have given a
direct algebraic proof showing all linear algebraic groups defined over Q
can be realized as a differential Galois group over Q(x)..
The hypotheses of Theorem 1.7.10 are needed. In fact one can construct
(see [Sin93], p. 384-385)) a two-parameter family of second order linear
differential equations La,t(Y ) = 0 such that
• La,t(Y ) = 0 has 4 regular singular points 0, 1,∞, a and exponents
independent of the parameters a, t,
• for all values of the parameters, the differential Galois group is a
subgroup of C∗ o {1,−1} where −1 sends c to c−1.
• there is an elliptic curve C : y2 = f(x), f cubic with (f, f ′) = 1
such that if (a, y(a)) is a point of finite order on C then there exists
a unique t such that the differential Galois group of La,t(Y ) = 0 is
finite and conversely, the differential Galois group being finite implies
that (a, y(a)) is a point of finite order on C.
One already sees in the Lame´ equation
Ln,B,e(y) = f(x)y′′ +
1
2
f ′(x)y′ − (n(n+ 1)x+B)y = 0
where f(x) = 4x(x − 1)(x − e), that the finiteness of the differential
Galois group depends on relations between the fourth singular point
e and the other parameters. For example, Brioschi showed that if
n + 12 ∈ Z, then there exists a P ∈ Q[u, v] such that Ln,B,e(y) = 0
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has finite differential Galois group if and only if P (e,B) = 0. Algebraic
solutions of the Lame´ equation are a continuing topic of interest, see
[Bal81, Bal87, Dwo90, Lit¸02, Mai04, BvdW04, LvdPU05].
Finally, the results of [Sin93] have been recast and generalized in [Ber02,
Ber04]. In particular the conditions of Theorem 1.7.10 are shown to be
necessary and sufficient and existence and properties of moduli spaces
are examined (see also Chapter 12 of [dPS03]).
Parameterized Picard-Vessiot Theory. In the previous paragraphs,
I examined how differential Galois groups depend algebraically on pa-
rameters that may appear in families of differential equations. Now I will
examine the differential dependence and give an introduction to [CS06]
were a Galois theory is developed that measures this. To make things
concrete, let us consider parameterized differential equations of the form
∂Y
∂x
= A(x, t1, . . . , tm)Y A ∈ gln(C(x, t1, . . . , tm)). (1.4)
If x = x0, t1 = τ1, . . . , tm = τm is a point where the entries of A are ana-
lytic, standard existence theory yields a solution Y = (yi,j(x, t1, . . . , tm)),
with yi,j analytic near x = x0, t1 = τ1, . . . , tm = τm. Loosely speaking,
we want to define a Galois group that is the group of transformations
that preserve all algebraic relations among x, t1, . . . , tm, the yi,j and the
derivatives of the yi,j and their derivatives with respect to all the vari-
ables x, t1, . . . , tm.
To put this in an algebraic setting, we let k = C(x, t1, . . . , tm) be a
(partial) differential field with derivations ∆ = {∂0, ∂1, . . . , ∂m}, ∂0 =
∂
∂x , ∂i =
∂
∂ti
i = 1, . . .m. We let
K = k(y1,1, . . . , yn,n, . . . , ∂n11 ∂
n2
2 · · · ∂nmm yi,j , . . .) = k〈y1,1, . . . , yn,n〉∆.
Note that the fact that the yi,j appear as entries of a solution of (1.4)
implies that this field is stable under the derivation ∂0. We shall define
the parameterized Picard-Vessiot group (PPV-group) DGal∆(K/k) to
be the group of k-automorphisms σ of K that commute with all ∂i, i =
0, . . . ,m.
Example 1.7.13 Let n = 1,m = 1, k = C(x, t),∆ = ∆ = {∂x, ∂t} and
∂y
∂x
=
t
x
y.
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This equation has y = xt = et log x as a solution. Differentiating with re-
spect to t and x shows that K = C(x, t, xt, log x). Let σ ∈ DGal∆(K/k).
Claim 1: σ(xt) = axt, a ∈ K, ∂x(a) = 0 (and so a ∈ C(t)). To see this
note that ∂xσ(xt) = txσ(x
t) so ∂x(σ(xt)/xt) = 0.
Claim 2: σ(log x) = log x+c, c ∈ C. To see this, note that ∂xσ(log x) =
1
x so ∂x(σ(log x) − log x) = 0. Since ∂t(log x) = 0 we also have that
∂t(σ(log x)− log x) = 0.
Claim 3: σ(xt) = axt, ∂xa = 0, ∂ta = ca, c ∈ C. To see this note
that σ(∂txt) = σ(log x xt) = (log x + c)axt = a log x xt + caxt and
∂tσ(xt) = ∂t(axt) = (∂ta)xt + a log x xt.
Therefore,
DGal∆(K/k) = {a ∈ k∗ | ∂xa = 0, ∂t(∂ta
a
) = 0}
= {a ∈ k∗ | ∂xa = 0, ∂2t (a)a− (∂t(a))2 = 0}
Remarks: (1) Let k0 = ker ∂x = C(t). This is a ∂t-field. The PPV-group
DGal∆(K/k) can be identified with a certain subgroup of GL1(k0), that
is, with a group of matrices whose entries satisfy a differential equations.
This is an example of a linear differential algebraic group (to be defined
more fully below).
(2) In fact, using partial fraction decompositions, one can see that
{a ∈ k∗ | ∂xa = 0, ∂t(∂ta
a
) = 0} = C∗
This implies that for any σ ∈ DGal∆(K/k), σ(log x) = log x. If we want
a Fundamental Theorem for this new Galois theory, we will want to have
enough automorphisms so that any element u ∈ K\k is moved by some
automorphism. This is not the case here.
(3) If we specialize t to be an element τ ∈ C, we get a linear differential
equation whose monodromy group is generated by the map y 7→ e2piτy.
One can think of the map y 7→ e2pity as the “parameterized monodromy
map”. I would like to say that this map lies in the PPV-group and that
this map generates a group that is, in some sense, dense in the PPV-
group. We cannot do this yet.
Remarks (2) and (3) indicate that the PPV group does not have enough
elements. When we considered the Picard-Vessiot theory, we insisted
that the constants be algebraically closed. This guaranteed that (among
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other things) the differential Galois group (defined by polynomial equa-
tions) had enough elements. Since our PPV-groups will be defined by
differential equations, it seems natural to require that the field of ∂0-
constants is “differentially closed”. More formally,
Definition 1.7.14 Let k0 be a differential field with derivations ∆0 =
{∂1, . . . , ∂m}. We say that k0 is differentially closed if any system of
polynomial differential equations
f1(y1, . . . , yn) = . . . = fr(y1, . . . , yn) = 0, g(y1, . . . , yn) 6= 0
with coefficients in k0 that has a solution in some ∆0−differential ex-
tension field has a solution in k0.
Differentially closed fields play the same role in differential algebra as
algebraically closed fields play in algebraic geometry and share many
(but not all) of the same general properties and, using Zorn’s Lemma,
they are not hard to construct. They have been studied by Kolchin
(under the name of constrained closed differential fields [Kol74]) and by
many logicians [Mar00]. We need two more definitions before we state
the main facts concerning parameterized Picard-Vessiot theory.
Definition 1.7.15 Let k0 be a differential field with derivations ∆0 =
{∂1, . . . , ∂m}.
(1) A set X ⊂ kn0 is Kolchin closed if it is the zero set of a system of
differential polynomials over k0.
(2) A linear differential algebraic group is a subgroup G ⊂ GLn(k0) that
is Kolchin closed in GLn(k0) ⊂ kn20 .
Kolchin closed sets form the closed sets of a topology called the Kolchin
topology. I will therefore use topological language (open, dense, etc)
to describe their properties. Examples and further description of linear
differential algebraic groups are given after the following definition and
result.
Definition 1.7.16 Let k be a differential field with derivations ∆ =
{∂0, ∂1, . . . , ∂m} and let
∂0Y = AY, A ∈ gln(k) (1.5)
A Parameterized Picard-Vessiot extension (PPV-extension) of k for (1.5)
is a ∆-ring R ⊃ k such that R is a simple ∆-ring (i.e., its only ∆-ideals
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are (0) and R) and R is generated as a ∆-ring by the entries of some
Z ∈ GLn(R) and 1detZ where ∂0Z = AZ. A PPV-field is defined to be
the quotient field of a PPV-ring.
As in the usual Picard-Vessiot theory, such rings exist and are do-
mains. Under the assumption that k0 = ker ∂0 is a differentially closed
∆0 = {∂1, . . . , ∂m}-field, PPV-rings can be shown to be unique (up to
appropriate isomorphism).
Theorem 1.7.17 Let k be a differential field with derivations ∆ =
{∂0, ∂1, . . . , ∂m} and assume that k0 = ker ∂0 is a differentially closed
∆0 = {∂1, . . . , ∂m}-field. Let K be the PPV-field for an equation
∂0Y = AY, A ∈ gln(k).
(1) The group DGal∆(K/k) (called the PPV-group) of ∆-differential k-
automorphisms of K has the structure of a linear differential algebraic
group.
(2) There is a Galois correspondence between ∆-subfields E of K con-
taining k and Kolchin ∆0 closed subgroups H of DGal∆(K/k) with nor-
mal subgroups H corresponding to field K that are again PPV-extensions
of k.
In the context of this theorem we can recast the above example. Let
k0,C(t) ⊂ k0 be a differentially closed ∂t-field and k = k0(x) be a
∆ = {∂x, ∂t} field where ∂x(k0) = 0, ∂x(x) = 1, ∂t(x) = 0. One can
show that the field K = k < xt >∆= k(xt, log) is a PPV-field for the
equation ∂xY = txY with PPV group as described above. Because k0
is differentially closed, this PPV group has enough elements so that the
Galois correspondence holds. Furthermore the element e2piit ∈ k0 is an
element of this group and, in fact, generates a Kolchin dense subgroup.
Remarks: (1) In general, let ∂xY = AY is a parameterized equation
with A ∈ C(x, t1, . . . , tm). For each value of t¯ of t = (t1, . . . , tm) at
which the entries of A are defined and generators {γi} of the Riemann
Sphere punctured at the poles of A(x, t¯1, . . . t¯m), we can define mon-
odromy matrices {Mi(t¯)}. For all values of t in a sufficiently small open
set, the entries of Mi are analytic functions of t and one can show that
these matrices belong to the PPV-group. If the equation ∂xY = AY
has only regular singular points, then one can further show that these
matrices generate a Kolchin dense subgroup of the PPV group.
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(2) One can consider parameterized families of linear partial differential
equations as well. Let k be a ∆ = {∂0, . . . , ∂s, ∂s+1, . . . , ∂m} and let
∂iY = AiY, Ai ∈ gln(k), i = 0, . . . , s
be a system of differential equations with ∂i(Aj)+AiAj = ∂j(Ai)+AjAi.
One can develop a parameterized differential Galois theory for these as
well.
(3) One can develop a theory of parameterized liouvillian functions and
show that one can solve parameterized linear differential equations in
terms of these if and only if the PPV group is solvable-by-finite.
To clarify and apply the PPV theory, we will describe some facts about
linear differential algebraic groups.
Linear differential algebraic groups. These groups were introduced by
Cassidy [Cas72]. A general theory of differential algebraic groups was
initiated by Kolchin [Kol85] and developed by Buium, Hrushovsky, Pil-
lay, Sit and others (see [CS06] for references). We give here some ex-
amples and results. Let k0 be a differentially closed ∆0 = {∂1, . . . , ∂m}
differential field.
Examples 1.7.18 (1) All linear algebraic groups are linear differential
algebraic groups.
(2) Let C = ∩mi=1 ker ∂i and let G(k0) be a linear algebraic group defined
over k0. Then G(C) is a linear differential algebraic group (just add
{∂1yi,j = . . . = ∂myi,j = 0}ni,j=1 to the defining equations!).
(3) Differential subgroups of
Ga(k0) = (k0,+) = {
(
1 z
0 1
)
| z ∈ k}.
The linear differential subgroups of this group are all of the form
G{L1,...,Ls}a = {z ∈ k0 | L1(z) = . . . = Ls(z) = 0}
where the Li are linear differential operators in k0[∂1, . . . , ∂m]. When
m = 1 we may always take s = 1.
For example, if m = 1,
G∂a = {z ∈ k0 | ∂z = 0} = Ga(C)
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(4) Differential subgroups of Gm(k0) = (k∗0 ,×) = GL1(k0). Assume m =
1,∆0 = {∂} (for the general case, see [Cas72]). The linear differential
subgroups are:
• finite and cyclic, or
• GLm = {z ∈ k∗0 | L(∂zz ) = 0} where the L is a linear differential
operator in k0[∂].
For example the PPV group of Example 1.7.13, G∂m = {z ∈ k0 | ∂(∂zz ) =
0} is of this form. The above characterization follows from the exactness
of
(1) −→ Gm(C) −→ Gm(k0)
z 7→ ∂zz−→ Ga(k0) −→ (0)
and the characterization of differential subgroups of Ga. Note that in
the usual theory of linear algebraic groups there is no surjective homo-
morphism from Gm to Ga.
(5) A result of Cassidy [Cas72] states: if m = 1, ∆0 = {∂} and H is
a Zariski dense proper differential subgroup of SLn(k0), then there is an
element g ∈ SLn(k0) such that gHg−1 = SLn(C), where C = ker ∂. This
has been generalized by Cassidy and, later, Buium to the following. Let
H be a Zariski dense proper differential subgroup of G, a simple linear
algebraic group, defined over Q. Then there exists D = {D1, . . . Ds} ⊂
k∆0 = k − span of ∆0 such that
(i) [Di, Dj ] = 0 for 1 ≤ i, j ≤ s and
(ii) There exists a g ∈ G(k) such that gHg−1 = G(CD), where CD =
∩si=1 kerDi.
Inverse Problem. In analogy to the Picard-Vessiot theory, the question
I will discuss is: Given a differential field k, which linear differential
algebraic groups appear a PPV-groups over k? Even in simple cases the
complete answer is not known and there are some surprises.
Let ∆ = {∂x, ∂t},∆0 = {∂x}, k0 a ∂t-differentially closed ∂t-field and
k = k0(x) with ∂0(k0) = 0, ∂x(x) = 1, an ∂t(x) = 0. Let C ⊂ k0
be the ∆-cnstants of k. I will show that all differential subgroups of
Ga = (k0,+) appear as PPV-groups over this field but that the full
group Ga does not appear as a PPV-group [CS06].
One can show that the task of describing the differential subgroups of
Ga that appear as PPV-groups is equivalent to describing which linear
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differential algebraic groups appear as PPV-groups for equations of the
form
dy
dx
= a(t, x), a(t, x) ∈ k0(x)
Using partial fraction decomposition, one sees that a solution of such an
equation is of the form
y = R(t, x) +
s∑
i=1
ai(t) log(x− bi(t)), R(t, x) ∈ k0(x), ai(t), bi(t) ∈ k0
and the associated PPV-extension is of the form K = k(y). If H is the
PPV-group of K over k and σ ∈ H, then one shows that
σ(y) = R(t, x) +
s∑
i=1
ai(t) log(x− bi(t)) +
s∑
i=1
ciai(t)
for some ci ∈ C. Let L ∈ k0[ ddt ] have solution space spanned by the ai(t)
(note that L 6= 0). For any σ ∈ H, σ can be identified with an element
of
H = {z ∈ Ga(k0) | L(z) = 0.}
Conversely, any element of H can be shown to induce a differential auto-
morphism of K, so H is the PPV-group. Therefore H must be a proper
subgroup of Ga and not all of Ga. One can furthermore show that all
proper differential algebraic subgroups of Ga can appear in this way.
A distinguishing feature of proper subgroups of Ga is that they con-
tain a finitely generated Kolchin dense subgroup whereas Ga does not
have such a subgroup. A possible conjecture is that a linear differ-
ential algebraic group H is a PPV-group over k if and only if H has
a finitely generated Kolchin dense subgroup. If H has such a finitely
generated subgroup, a parameterized solution of Hilbert’s 22nd problem
shows that one can realize this group as a PPV-group. If one could
establish a parameterized version of Ramis’s theorem that the formal
monodromy, exponential torus and Stokes generate a a dense subgroup
of the differential Galois group (something of independent interest), the
other implication of this conjecture would be true.
I will now construct a field over which one can realize Ga as a PPV-
group. Let k be as above and let F = k(log x, xt−1e−x). The incomplete
Gamma function
γ(t, x) =
∫ x
0
st−1e−sds
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satisfies
dγ
dx
= xt−1e−x
over F . The PPV-group over k is Ga(k0) because γ, dγdt ,
d2γ
dt2 , . . . are
algebraically independent over k [JRR95] and so there are no relations
to preserve. Over k = k0(x), γ(t, x) satisfies
d2γ
dx2
− t− 1− x
x
dγ
dx
= 0
and the PPV-group is
H = {
(
1 a
0 b
)
| a ∈ k0, b ∈ k∗0 , ∂t(
∂tb
b
) = 0}
= Ga(k0)oG∂tm , G∂tm = {b ∈ k∗0 | ∂t(
∂tb
b
) = 0
Isomonodromic families. The parameterized Picard-Vessiot theory can
be used to characterize isomonodromic families of linear differential
equations with regular singular points, that is, families of such equa-
tions where the monodromy is independent of the parameters.
Definition 1.7.19 Let k be a ∆ = {∂0, . . . , ∂m}-differential field and
let A ∈ gln(k). We say that ∂0Y = AY is completely integrable if there
exist Ai ∈ gln(k), i = 0, 1, . . . ,m with A0 = A such that
∂jAi − ∂iAj = AjAi −AiAj for all i, j = 0, . . .m
The nomenclature is motivated by the fact that the latter conditions on
the Ai are the usual integrability conditions on the system of differential
equations ∂iY = AY, i =, . . . ,m.
Proposition 1.7.20 [CS06] Let k be a ∆ = {∂0, . . . , ∂m}-differential
field and let A ∈ gln(k). Assume that k0 = ker ∂0 is ∆0 = {∂1, . . . , ∂m}-
differentially closed field and let K be the PPV-field of k for ∂0Y = AY
with A ∈ gln(k). Let C = ∩mi=0 ker ∂i.
There exists a linear algebraic group G, defined over C, such that
DGal∆(K/k) is conjugate to G(C) over k0 if and only if ∂0Y = AY
is completely integrable. If this is the case, then K is a Picard-Vessiot
extension corresponding to this integrable system.
Let k = C(x, t1, . . . , tn) and A ∈ gln(k). For t = (t1, . . . , tm) in some suf-
ficiently small open setO ⊂ Cn, one can select generators {γi(ti, . . . , tm)}
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of the fundamental group of the Riemann Sphere minus the (parameter-
ized) singular points such that the monodromy matrices {Mi(t1, . . . , tm)}
depend analytically on the parameters. One says that the differential
equation ∂xY = AY is isomonodromic if for some sufficiently small open
set O, the Mi are independent of t. In [CS06] we deduce the following
corollary from the above result.
Corollary 1.7.21 Let k,A,O be as above and assume that ∂xY = AY
has only regular singular points for t ∈ O. Then ∂xY = AY is isomon-
odromic if and only if the PPV-group is conjugate to a linear algebraic
group G(C) ⊂ GLn(C).
Second order parameterized equations. A classification of the linear dif-
ferential subgroups of SL2 allows one to classify parameterized systems
of second order linear differential equations. To simplify the discussion
we will consider equations of the form
∂Y
∂x
= A(x, t)Y
that depend on only one parameter and satisfy A ∈ sln(C(x, t)).
Let H be a linear differential algebraic subgroup of SL2(k0) (where k0
is a ∂t-differentially closed field containing C(t) and ker ∂t = C) and H¯
its Zariski closure. If H¯ 6= SL2, then one can show that H¯ and therefore
H is solvable-by-finite [Kov86, Cas72]. Furthermore, Cassidy’s result
(Example 1.7.18(3)) states that if H¯ = SL2 but H 6= SL2, then H is
conjugate to SL2(C). From this discussion and the discussion in the
previous paragraphs one can conclude the following.
Proposition 1.7.22 Let k and ∂Y∂x = AY be as above. Assume that for
some small open set of values of t that this equation has only regular
singular points. Then either
• the PPV group is SL2, or
• the equation is solvable in terms of parameterized exponentials,
integrals and algebraics, or
• the equation is isomonodromic.
The notion of ‘solvable in terms of parameterized exponentials, integrals
and algebraics’ is analogous to the similar notion in the usual Picard-
Vessiot theory and is given a formal definition in [CS06], where it is also
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shown that this notion is equivalent to the PPV-group being solvable-
by-finite.
1.8 Final Comments
I have touched on only a few of the aspects of the Galois theory of linear
differential equations. I will indicate here some of the other aspects and
give pointers to some of the current literature.
Kolchin himself generalized this theory to a theory of strongly nor-
mal extension fields [Kol76]. The Galois groups in this theory are
arbitrary algebraic groups. Recently Kovacic [Kov03, Kov06] has re-
cast this theory in terms of groups schemes and differential schemes.
Umemura [Ume90, Ume96b, Ume96a, Ume99, Ume, Ume04] has de-
veloped a Galois theory of differential equations for general nonlinear
equations. Instead of Galois groups, Umemura uses Lie algebras to
measure the symmetries of differential fields. Malgrange [Mal02, Mal01]
has proposed a Galois theory of differential equations where the role
of the Galois group is replaced by certain groupoids. This theory has
been expanded and applied by Cassale [Cas06a, Cas06b, Cas07]. Pil-
lay [Pil97, Pil98, MP97, Pil02, Pil04] develops a Galois theory where
the Galois groups can be arbitrary differential algebraic groups and, to-
gether with Bertrand, has used these techniques to generalize Ax’s work
on Schanuel’s conjecture (see [Ber07, Ber06]). Landesman [Lan06] has
generalized Kolchin’s theory of strongly normal extensions to a theory
of strongly normal parameterized extensions. The theory of Cassidy and
myself presented in Section 1.7 can be viewed as a special case of this
theory and many of the results of [CS06] can be derived from the theo-
ries of Umemura and Malgrange as well.
A Galois Theory of linear difference equations has also been developed,
initally by Franke ([Fra63] and several subsequent papers), Bialynicki-
Birula [BB62] and more fully by van der Put and myself [dPS97]. Andre´
[And01] has presented a Galois theory that treats both the difference
and differential case in a way that allows one to see the differential
case as a limit of the difference case. Chatzidakis, Hrushovski and Ka-
mensky have used model theoretic tools to develop Galois theory of
difference equations (see [CH99], [Kam06] and [CHS07] for a discus-
sion of connections with the other theories). Algorithmic issues have
been considered by Abramov, Barkatou, Bronstein, Hendriks, van Hoeij,
Kauers, Petkovsek, Paule, Schneider, Wilf, M. Wu and Zeilberger and
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there is an extensive literature on the subject for which I will refer to
MathSciNet and the ArXiV. Recently work by Andre´, Di Vizio, Etingof,
Hardouin, van der Put, Ramis, Reversat, Sauloy, and Zhang, has been
done on understanding the Galois theory of q-difference equation (see
[DV02, DV04, ADV04, Eti95, dPR07, Sau03, RS07, RSZ06, DVRSZ03,
Ram07, Har07b]). Fields with both derivations and automorphisms
have been studied from a model theoretic point of view by Bustamente
[Med05] and work of Abramov, Bronstein, Li, Petkovsek, Wu, Zheng
and myself [AP94, ABP95, BP96, BP94, BLW05, LSWZ06, Wu05] con-
sider algorithmic questions for mixed differential-difference systems. The
Picard-Vessiot theory of linear differential equations has been used by
Hardouin [Har06] to study the differential properties of solutions of dif-
ference equations. A Galois theory, with linear differential algebraic
groups as Galois groups, designed to measure the differential relations
among solutions of difference equation, has been recently developed and
announced in [Sin07].
Finally, I have not touched on the results and enormous literature con-
cerning the hypergeometric equations and their generalizations as well
as arithmetic properties of differential equations. For a taste of the cur-
rent research, I refer the reader to [SST00] and [HUY07] for the former
and [ABB04] for the latter.
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