We present new methods for apple detection and counting based on recent deep learning approaches and compare them with state-of-the-art results based on classical methods. Our goal is to quantify performance improvements by neural network-based methods compared to methods based on classical approaches. Additionally, we introduce a complete system for counting apples in an entire row. This task is challenging as it requires tracking fruits in images from both sides of the row. We evaluate the performances of three fruit detection methods and two fruit counting methods on six datasets. Results indicate that the classical detection approach still outperforms the deep learning based methods in the majority of the datasets. For fruit counting though, the deep learning based approach performs better for all of the datasets. Combining the classical detection method together with the neural network based counting approach, we achieve remarkable yield accuracies ranging from 95.56% − 97.83%.
Introduction
Precision agriculture methods are starting to change food production drastically. There are now commercial solutions for numerous farming tasks such as monitoring crop fields, automatic seeding, harvesting, and packaging. However, the application domain of precision agriculture has been primarily limited to commodity crops such as wheat, rice, and maize. Developing solutions for specialty crops (such as fruits or vegetables) has been challenging due to the complex geometry of orchards compared to row crops. In the absence of an automated system, growers resort to manual data collection methods such as sampling a few trees at random and extrapolating these counts to the whole orchard.
Significant research in recent years has been dedicated to automating the yield mapping process in specialty farms. A significant body of work focus on visual data collection and interpretation [Bargoti and Underwood, 2017b , Wang et al., 2013 , Gongal et al., 2016 , Stein et al., 2016 , Das et al., 2015 . An overview of one such system developed by our group is shown in Figure 1 . Recent of identifying the fruits, monitoring the fruit counts, estimating yield and even extracting morphological data such as tree height and canopy volumes. Figure 1 : Overview of the yield estimation process. (a) Two image sequences are captured for the same portion of an orchard row, one from the front and one from the back. (b) Fruits are detected and counted in each individual frame. (c) Fruit are tracked across the image sequence to avoid double counting. As outputs, we produce an image sequence per side, together with fruit locations and counts. (e) Each row is reconstructed in 3D and the two reconstructions are merged into a single 3D model of the tree row. Fruits seen from both sides are removed from the counts. (f) The pipeline produces yield estimates together with a 3D reconstruction and fruit mapping.
In this paper, we present our recent results on fruit detection and counting. Both these capabilities are crucial components of a yield mapping system. We present new methods which leverage recent deep learning approaches and compare them to previous state-of-the-art methods based on more traditional methods with extensive experiments. In addition, we integrate these methods into a complete yield mapping system. Our key technical contributions in this paper are:
• A deep learning based method to count clustered apples directly from images without the need for segmentation
• Experimental evaluation and comparison of multiple state-of-the-art classical and deep methods for fruit detection and counting. We eliminate differences in network architecture and dataset bias by standardizing backbone networks and by training/testing on the same datasets. To our knowledge, we provide one of the first comparisons of different learning methods on the task of fruit detection and counting.
The rest of this paper is organized as follows: Section 2 presents the related work. The problem formulation together with an overview of the entire yield estimation process is presented in Section 3. Section 4 presents the technical details of the used fruit detection and counting approaches. Experimental results, together with the strengths and weaknesses of each approach, are presented in Section 5. Finally, in Section 6 we discuss our results and future work.
Related Work
Yield estimation for specialty crops is a challenging problem, which has received much attention over the last years. The developed approaches range from complete processing pipelines to new methods for a single component, such as fruit detection, counting or tracking. In this section, we first discuss standalone yield estimation systems. Next, we take a closer look at approaches that aim to solve the fruit detection and counting parts. Besides apples, we extend our discussion to yield estimation of other fruits and vegetables as well.
Systems for Yield Estimation
Early systems for yield estimation were based on hand designed algorithms, commonly using thresholding techniques together with color/shape features to detect fruits. For one such system, [Wang et al., 2013] proposed a complete apple yield estimation system based on a side-facing, wide baseline stereo rig, mounted on an autonomous vehicle. Their system operates at night with artificial flashlights. To segment the apples they detect specular reflections in the HSV color space which are segmented using static thresholds. The fruits are filtered using eccentricity as a measure for object roundness and are tracked across frames by triangulation using the stereo camera pair. [Gongal et al., 2016] developed an over-the-row sensor system, which was moved over one tree at a time, to control illumination conditions. They simultaneously acquired RGB data with a standard camera and 3D information using a time-of-flight camera. Five camera poses on both sides of the tree were used for data collection. Red apples were detected in the HSV color space, using Otsu thresholding [Otsu, 1979] . On the classified pixels an edge detector together with Circular Hough Transform [Pedersen, 2007] was used to detect individual apples. The 3D information of the TOF camera was used to determine the apple position to avoid already detected apples.
Modern machine learning techniques were quickly adopted in the domain of precision agriculture. [Das et al., 2015] presented a sensor suite consisting of a laser range scanner, a stereo camera pair, multispectral-and thermal camera as well as navigation sensors. The sensor suite was intended to be either carried by an aerial vehicle or on a shoulder-mounted harness by a human operator. In addition to fruit counts, they further acquired data to determine plant morphology, canopy volume, and leaf indices. To segment fruits, they used a Support Vector Machine (SVM) to classify each image pixel into fruit/background classes. Optical flow was then employed to track fruits across frames. To accompany miscounts due to fruit occlusion, 26 trees were counted manually and a linear model was fit to the data, which adjusted the estimated count to the determined model. [Roy and Isler, 2017 ] used a Gaussian Mixture Model (GMM), both for segmentation of the image and for fruit counting. At first, the image was over segmented by SLIC-superpixels [Achanta et al., 2010] in the LAB color space. A trained GMM was then used to segment superpixels into apple/background classes. Using the resulting masks, a second GMM was used to estimate the effective count. The fruits are tracked by establishing frame-to-frame correspondences using the camera motion. To estimate the camera motion a homographies based on SIFT features was found to be sufficient.
More recently, Convolutional Neural Networks (CNN) have transformed the field of Computer Vision and precision agriculture. An early adopter of neural networks, [Stein et al., 2016] proposed a multi-sensor framework together with a state of the art object detection network, aiming to solve the yield estimation problem for mangoes. The system, mounted on an Unmanned Ground Vehicle (UGV), consists of a Lidar, an RGB camera, and four strobe lights. The fruits are detected in each image individually, using a Faster R-CNN (FRCNN) network. Using GPS information for tracking, the position of the mango fruit is estimated using epipolar geometry. Additionally, each fruit is assigned to a single tree, using tree masks that are generated from the Lidar data. [Bargoti and Underwood, 2017b] used Multilayer Perceptrons and a CNN to segment images into apple/background pixels. To receive a count of individual fruit, a combination of Circular Hough Transform and Watershed Transform [Beucher, 1992] were used. To avoid double counting of fruits, the images were manually sampled at roughly 0.5m to minimize image overlap. The total yield was estimated by summing up the counts of the individual images. In their most recent work, [Liu et al., 2018] used a Fully Convolutional Network (FCN) [Long et al., 2015] to segment images into fruit/background pixels. The individual fruits were tracked across frames using a Kanade-Lucas-Tomasi (KLT) [Lucas and Kanade, 1981] tracker together with the Hungarian algorithm [Kuhn, 1955] . A Structure from Motion (SfM) algorithm was used to compute relative 3D fruit locations and size estimates. These estimates enabled rejection of false positives and avoidance of double counting.
Fruit Detection
The first step in a yield mapping pipeline is the accurate detection of fruits. Early methods relied on static color thresholds for fruit detection. The limitations of these static image processing methods were often concealed by adding additional sensors, such as thermal-or Near Infrared (NIR) cameras. A comprehensive overview of these early methods can be found in [Gongal et al., 2015] . More modern approaches have tried to incorporate machine learning to directly learn to detect fruits from color and shape features. [Hung et al., 2015] used a Conditional Random Field (CRF) to segment the image into 5 classes (fruits, trunk, leaves, ground, and sky). Individual apples where detected using Circular Hough Transform. [Roy and Isler, 2017] used user supervision to train a GMM to detect fruits and a second GMM to count apples. In 2015, Faster R-CNN became the de-facto state-of-the-art object detection method. By learning region proposal and classification in an end-to-end fashion this network achieved the highest score on the challenging ImageNet dataset in 2015. Two recent papers used this network for fruit and vegetable detection. [Bargoti and Underwood, 2017a] used an FRCNN to detect and count almonds, mangoes, and apples, achieving F 1scores of > 0.9. [Sa et al., 2016] used a similar approach to detect green peppers. They merged RGB and Near-Infrared (NIR) data and achieved F 1 -scores of 0.84.
Fruit Counting
We have mentioned many different approaches for fruit counting already. These approaches are dominated by the use of Circular Hough Transform [Hung et al., 2015] , [Gongal et al., 2016] or the Watershed Transform [Bargoti and Underwood, 2017b ] to count the detected fruit. State-of-the-art object detection networks output hundreds or even thousands of proposal regions together with individual classification scores. To receive counts from these outputs, Non-Maximum Suppression is used to filter the number of proposals [Bargoti and Underwood, 2017a] , [Sa et al., 2016] , [Stein et al., 2016] . Both of these popular counting methods have drawbacks. The main drawbacks of CHT are its reliance on accurate segmentation of the image and the need to fine tune parameters across datasets. NMS relies on a static threshold to reject overlapping instances and often times true positives are filtered out. In fact, [Bargoti and Underwood, 2017a] found that up to 4% of their error was due to this filtering process.
However, the literature contains different approaches to the fruit counting problem. [Chen et al., 2017a] used a combination of two networks for counting. First, an FCN creates feature maps of possible targets in the image space. In the second stage, a CNN counts these targets using a regression head. [Maryam Rahnemoonfar and Clay Sheppard, 2017 ] used a CNN for direct counting of red fruits from simulated data. They used synthetic data to train a network on 728 classes, representing all possible count combinations, to count red tomatoes. In our previous work [Hani et al., 2018] , we showed that apples can be accurately counted using a patch based solution. We trained a CNN on image patches that represent apple clusters, which were previously detected using the semi-supervised detection method of [Roy and Isler, 2016] . The clusters are counted by the network in a classification fashion with high accuracy.
Fruit Tracking
After the fruits are detected and counted, they need to be tracked across frames to avoid double counting of previously seen fruits. [Wang et al., 2013] used block matching and GPS information to globally register the fruit locations. Similarly, [Stein et al., 2016] used GPS position together with epipolar geometry to accurately track fruits. [Hung et al., 2015] avoided the tracking problem altogether, by choosing a sampling frequency so that images would not overlap at all. While this approach is simple, we found that having multiple view angles greatly increases the robustness of the yield estimation. [Das et al., 2015] used a multi-sensor platform and optical flow to avoid double counting. In our previous work [Roy and Isler, 2017] , we presented a novel method for registering apples based on affine tracking [Baker and Matthews, 2004] and incremental Structure from Motion (SfM) [Sinha et al., 2012] .
Since fruits are often visible from both sides of a tree row, it is essential to track fruit across frames as well as on a per row basis. However, hardly any systems have addressed this problem. One of the only work that comes to mind is our previous work . In this work, we used semantic information to merge the front and backside of a tree row and we explicitly showed the necessity of this step by analyzing the fruit counts with and without this alignment. In the next section, we look at the problem formulation and a brief overview of the entire system.
Problem Formulation and Overview
Apples in modern orchards are grown in rows, often stretching hundreds or even thousands of meters, with a spacing of 2 − 4m between the rows. Since tree rows provide a logical separation of the whole orchard that, our system operates on individual tree rows/portions of a tree row. In this section, we formalize our problem definition and provide a brief overview of the entire system. We start with the problem formulation. "Given two captured image series of the same portion of a tree row from a monocular camera (i.e. cell phone, GoPro etc)-one from the front side of the row and one from the back side-we want to estimate the total fruit counts and locations for the captured portion of the row".
To solve the problem, we proceed in a per-frame manner. We detect and count fruits in individual images. We estimate the camera motion and track the fruits across the image sequences of each individual tree row side. Additionally, we perform a 3D reconstruction of each side of the rows and merge them into a single 3D model of the tree row. With the help of this model, we eliminate duplicate fruit counts owing to fruits visible from both sides. In the rest of the section, we provide a brief overview of the different components of our systems.
Per Frame Fruit Detection and Counting
The per frame fruit detection and counting component takes an individual frame as input and outputs a set of detected fruit clusters and corresponding fruit counts per cluster. In this work, we analyze the performance of multiple detection and counting algorithms. For detection we compare among a classical color-based clustering technique utilizing Gaussian Mixture Models (GMM) [Roy and Isler, 2017] , a deep image segmentation network (Unet [Ronneberger et al., 2015] ) and a method based on object detection networks [Bargoti and Underwood, 2017a] . We perform an extensive experimental evaluation of all three methods. These results are presented in Section 5.3.
For counting, we evaluate two methods. First, we use our previous method of counting by using a GMM and image segmentations [Roy and Isler, 2017] . The second counting method is a deep learning based counting approach, developed in our earlier work [Hani et al., 2018] . We present a comparative analysis of the performance of these methods in Section 5.4.
Tracking Fruits and Merging Fruit Counts Across Multiple Views
This component takes as input the entire sequence of images from a single side of a tree row and the per-frame fruit detections and counts. It performs a 3D reconstruction from these images, using Structure from Motion (SfM) [Sinha et al., 2012] techniques 1 . From the reconstruction, the method identifies the fruit clusters in 3D and tracks the views in which the cluster is appearing with the help of the estimated camera motion. It outputs a combined fruit count for each apple cluster identified in the 3D reconstruction 7. This component is presented in Section 4.5.
Merging Fruit Counts from Both Sides and Yield Estimation
This component takes the single side reconstructions and multi-view fruit counts as inputs. It merges the input reconstructions from both sides using semantic information . Afterwards, it utilizes the merged reconstructions to eliminate double counting owing to fruits visible from both sides of the tree. The output is the total fruit count for the captured portion of the row. This component is presented in Section 4.5.
Most of the systems presented in Section 2, partially follow our outline shown in Figure 1 and contain a similar set of components. In contrast to the method presented in this paper, most of them do not build a coherent geometric model from both sides of the row and rather try to find a consistent relationship between single side fruit counts and actual yield. Such systems are bound to overestimate/underestimate fruit counts, specifically in environments where the trees are not well pruned. Some rely on using a mobile canopy that is put over the crop rows [Gongal et al., 2016] , some only operate on a particular time of the day for data acquisition [Wang et al., 2013] and some use multiple special sensors [Das et al., 2015] . Such methods are costly and difficult to apply. Ideally, a solution to the yield estimation problem should be platform independent and not rely on special sensors or controlled environments. In the next section, we present our proposed approaches in details.
Method
In this section, we discuss each of the components presented in the overview section in further details. We start with fruit detection.
Fruit Detection
Accurate fruit detection is crucial for counting. Our fruit counting algorithms work on the outputs of the detection stage. Therefore, any fruits that stay undetected will not be counted later on. This suggests, that it is beneficial to employ detection methods that show high recall (fraction of relevant instances that have been retrieved over the total amount of relative instances), even at the expense of detection precision (fraction of relevant instances among the retrieved instances). This is only true though if an additional counting algorithm is employed that is able to reject these false positives. A successful instance of such a technique was presented in our earlier work in [Hani et al., 2018] . In this paper, we found that modern neural networks can easily reject false positive detections. For classical counting methods that do not reject false positives (i.e [Roy and Isler, 2017] ) though, it is essential to have detection methods with both high precision and recall.
Keeping these facts in mind, we present three different, state-of-the-art methods for fruit detection in this section. The first method is a semi-supervised color-based clustering technique utilizing Gaussian Mixture Models (GMM) and Expectation Maximization (EM) . The second method is based on a deep pixel-wise segmentation network, U-Net [Ronneberger et al., 2015] . The third method is a state-ofthe-art object detection network, using a Faster R-CNN as the backbone network. This approach is based on the work of [Bargoti and Underwood, 2017a] .
Fruit Detection by Semi-supervised Clustering
At present, deep-learning-based approaches are dominating the field of image segmentation and object detection ( [Badrinarayanan et al., 2015 , Ronneberger et al., 2015 ). They have been effective in fruit and crop segmentation as well ( [Chen et al., 2017b , Hani et al., 2018 ). The overwhelming successes of these techniques are often attributed to the huge amount of training data from which the networks learn features that ideally generalize well across different environments. Obtaining such data in orchard settings though is hard and cumbersome (labeling a 1920 × 1080 image with a single apple tree can take up to five minutes depending on the number of apples). Therefore, it is important to quantify the improvement in detection and counting performance by deep network-based models compared to simpler, classical methods.
In this paper, we compare the deep learning methods against , who presented a simple method for apple detection, based on semi-supervised clustering with Gaussian Mixture Models (GMM). Their method over-segments the input image into SLIC superpixels [Achanta et al., 2012] , using the LAB colorspace. Each superpixel is represented by the mean LAB color of the pixels within the superpixel. Afterwards, these superpixels are clustered into approximately 25 color classes. Finally, for each class, it is determined whether it belongs to apples or background. The distance function used for this decision process is based on KL divergence [Goldberger et al., 2003 ] from hand-labeled classes. These hand-labeled classes are obtained by user-supervision. The method provides a user interface, where the users are asked to provide supervision (for a few frames from different portions of the video) by identifying the classes belonging to apples. The user supervision allows this method to account for different lighting conditions and the color of the particular apple variety at its particular ripeness. The schematic overview of our proposed method using this approach can be found in Figure 2 . The main advantage of this method is the simplicity of annotation. Typically, 10-20 clicks(user-supervision) are good enough create a classification model to detect all the fruits in a video, compared to three-four hours for annotating each fruit with a polygon. However, these method does not work if the fruits are not distinguishable by colors.
Fruit Detection by Deep U-net
As we mentioned earlier, data annotation for fruit trees is time-consuming and cumbersome. Therefore, we were searching for a method that requires fewer data and can utilize the available data efficiently. A Convolutional Neural Network (CNN) that fits both of these requirements is U-Net [Ronneberger et al., 2015] . It was developed for biomedical image segmentation. Similar to our problem, biomedical data (i.e for cell identification and boundary detection) is hard to obtain and high precision-recall is critical. The network consists of a contracting path and an expansive path, which gives it the u-shaped architecture. The contracting path is a typical convolutional network that consists of the repeated application of convolutions, each followed by a Rectified Linear Unit (ReLU) and a max pooling operation. During the contraction, the spatial information is reduced while feature information is increased. The expansive pathway combines the feature and spatial information through a sequence of up-convolutions and concatenations with highresolution features from the contracting path. The schematic overview of our proposed method using this U-Net architecture can be found in Implementation Details: All the networks that were used in this work were trained on machines of the Minnesota Supercomputing Institute (MSI) 2 at the University of Minnesota. We used a single node, of which each contains 2 NVIDIA Tesla K20X GPUs.
The network was implemented in Tensorflow [Abadi et al., 2015] , using the Keras [Chollet, 2015] API. We used a VGG-16 [Simonyan and Zisserman, 2014] network as the backbone in the contracting path. We discard the classification layers and augment it with up-convolutions and concatenation layers for the expansive path. The contractive path was initialized with pre-trained weights on the ImageNet dataset [Russakovsky et al., 2015] . We used images of dimensions 224 × 224 and trained with a batch size of 32 images per GPU for up to 50 epochs. We used Ada-Delta [Zeiler, 2012] as the optimizer. We did not apply any image augmentations.
Fruit Detection by Faster R-CNN
Research has shown that object classification and localization are two tasks that can be solved in an end-toend fashion by a single network. This is the problem of object detection, in which we try to find and classify an unknown number of objects. To solve this problem, two competing meta-architectures have emerged: Single Shot Multibox Detectors (SSD) [Liu et al., 2016] and two-stage detectors, such as Faster R-CNN . Single Shot Detectors use a single feed-forward network to predict object class scores together with bounding box proposals. Two-stage detectors consist of a Region Proposal Network (RPN), which proposes Regions of Interest (RoI). The second stages take these RoI's and computes a classification score together with class-specific bounding box regression for refinement of the box coordinates. While SSD based models are faster on average than two-stage models, this comes at the cost of a drop in detection accuracy [Huang et al., 2016] . This effect is even more pronounced when the objects in question are small. For these reasons, mainly two-stage networks have been adopted for the task of fruit detection in the literature ( [Sa et al., 2016,Bargoti and Underwood, 2017a] ). These two methods used such a two-stage network for apple, mango, almond [Bargoti and Underwood, 2017a] , and green pepper detection [Sa et al., 2016] . While [Bargoti and Underwood, 2017a ] followed a similar image capturing procedure as our methods and used only RGB data, [Sa et al., 2016] used a combination of RGB and NIR sensors. We, therefore, chose the method proposed in [Bargoti and Underwood, 2017a] for our comparisons.
To compare the object detection network with our method we reimplemented and adapted the proposed network. In their paper, they experimented with ZFNet [Zeiler and Fergus, 2013] and VGG [Simonyan and Zisserman, 2014] , the winners of the ILSVRC challenge in 2013 and 2014 respectively. However, to offer a fair comparison between the different methods, we switched the backbone network to a deeper ResNet50 .
In the original FRCNN paper , the backbone network is used to compute features. The feature map on the last level is then used to predict the RoI's. The ResNet50 model contains 5 stages, where each stage contains one pooling layer that reduces the feature map by a factor of 2. This means, that the minimal size of a detectable object needs to be 32 × 32 pixels. For this reason, the network is doing poorly on detecting small objects. To counteract this problem, the authors in [Lin et al., 2016] proposed a Feature Pyramid Network (FPN) with lateral connections. Features are now pooled from different levels of a feature pyramid, and the lateral connections help to mend the difference in spatial resolution of the higher levels with the increased descriptiveness of the lower level features of the pyramid. By combining this approach with a Faster R-CNN, they increased it's performance by ∼ 5% on the COCO dataset. Most of these gains were being attributed to the increased performance of the network on the detection of small objects.
Another modification that we included in the network was the inclusion of a focal loss term in the loss function, as proposed by [Lin et al., 2017] . This focal loss is added to the standard cross-entropy term and reduces the loss for easily classifiable examples. This puts a higher focus on the hard to classify negatives. A schematic overview of the network can be seen in Implementation Details: Similar to U-Net, this network was trained at the Minnesota Supercomputing Institute (MSI) 3 at the University of Minnesota. We used a single node, of which each contains 2 NVIDIA Tesla K20X GPUs. We used a Tensorflow implementation of Faster R-CNN, which can be found online 4 . We trained the network for a maximum of 100 episodes, each with 10000 epochs. Images are resized so that the larger size is 500 pixels. We only used left/right flipping as data augmentations. No augmentations were used during inference. Where specified we follow the parameters mentioned in [Bargoti and Underwood, 2017a] . We assumed that for all the parameters not mentioned, the authors followed the default parameters in . In contrast to their paper, we chose the following anchor scales for our network: {32, 64, 128, 256, 512}
Fruit Counting
Once the fruits are detected we aim to accurately count them in a per frame manner. Challenges that make the task of fruit counting difficult are: (1) apples often grow in arbitrarily large clusters.
(2) apples are often occluded by branches, leaves or other fruits. As we discussed in Section 2, existing methods for fruit counting are dominated by Circular Hough Transformation (CHT) citepedersen2007circular. CHT requires extensive parameter tuning and fails to handle occlusions (due to occlusion some apples cannot be approximated by a circle). These issues led to the development of more sophisticated novel methods for fruit counting. In this section, we present two such methods. First, we introduce our previous work using GMM and Expectation Maximization (EM) [Roy et al., 2018,Roy and Isler, 2017] . Second, we present a method based on our recent paper [Hani et al., 2018] , in which we address the counting problem as a classification task, which can be solved using a CNN. The main challenge in solving the problem with neural network is -training modern neural network architectures usually takes a lot of time (multiple hours or even days). To avoid retraining the network for new, unseen data; any method trying to solve the fruit counting problem for apples needs to address these challenges in a general manner. Both of these approaches (GMM and CNN) work with either the semi-supervised or the U-Net detection methods. With the Faster R-CNN method fruit counts are equivalent to summing up the individual detections.
Counting using Gaussian Mixture Model
As we mentioned earlier, it is important to understand and quantify the advantages and disadvantages of classical methods compared to significantly more complex deep learning approaches. Towards this goal, we start with a simple classical approach, presented in [Roy and Isler, 2017] . This method takes the segmented apple cluster images as input and outputs fruit counts and locations.
In [Roy and Isler, 2017] , we exploit the idea of the images being generated from a two-dimensional world model (probability distribution). Each apple in the input image is modeled by a Gaussian probability distribution function (pdf) and apple clusters are modeled as a mixture of Gaussians. The fruit counts are obtained from the world model configuration that is most likely to generate the image. Viewing from another direction, if the correct number of apples are known we can find the most likely world model (GMM) using the EM algorithm [Moon, 1996] . In this work, we proposed a novel heuristic to find the correct number of components using rewards and penalties based on the shape of the individual components in the computed mixture model. This classical method has the added advantage that it can compute locations of individual fruits in an input image. With the assistance of a depth camera, it has the potential to estimate fruit sizes.
Counting using Convolutional Neural Network
In this section, we present a deep learning approach for counting fruits. We approach the problem of accurately estimating clustered apple counts by making the following observations: (1) Apples are sparsely distributed over the whole image;
(2) they are often clustered together;
(3) and cluster sizes are unevenly distributed. From these observations, we define the accurate counting of clustered apples as a classification problem with a finite number of classes representing the apple counts per Region of Interest (RoI). It is noteworthy, that we do not restrict the total count per image, only the maximum cluster size. Additionally, we demonstrate that this approach generalizes across varying orchards and fruit colors.
This method takes the ROI's, that are likely to contain apples, as inputs. The network can receive input from a variety of detection algorithms. For example, any of the methods described in Section 4.1 would produce acceptable image patches. We constrain the maximum size of the apple clusters to six apples. We, therefore, define 7 classes, representing the apple counts per image patch (including zero).
In [Hani et al., 2018] we presented a preliminary version of this method by using a AlexNet [Krizhevsky et al., 2017] architecture. Advances in deep learning research, and specifically in the ImageNet Large Scale Visual Recognition Competition (ILSVRC) 5 , have shown the benefits of increased network depth for image classification tasks. In this work, we switched from AlexNet to a more modern and deeper ResNet architecture. Specifically, we used a 50 layer ResNet, since this empirically provides a good size/accuracy trade-off. During the course of this work, we also tested Google's Inception Resnet v2 . While this network contains ∼ 56 million parameters (compared to the ∼ 26 million of a ResNet 50), the network only performed 0.4% better on average over all the validation sets. This improvement does not justify the size increase of 215MB compared to the 99MB of the ResNet50. Additionally, the Inception ResNet v2 took longer to train and was slightly slower during inference.
We removed all the fully connected layers and the prediction layers, before adding new ones for retraining. The image input layer was fixed to receive images of size 224 × 224 pixels. Image batches of size 64 were generated on the fly and we up-sampled the loaded image so that the larger size was equal to 224 pixels. We kept the image's aspect ratio and padded the image with zeros if necessary. The weights of the network were initialized with pre-trained ones from a network trained on the ImageNet dataset [Russakovsky et al., 2015] . A schematic overview of the proposed counting approach can be seen in Figure 5 . Implementation Details: Like previously presented networks, the counting network was trained on a single node of the Minnesota Supercomputing Institue (MSI), which contains two NVIDIA Tesla K20X GPUs. The network was implemented in Tensorflow [Abadi et al., 2015] , using the Keras [Chollet, 2015] API. For the optimization of the network, we used the Adam optimizer [Kingma and Ba, 2014] with an initial learning rate of 0.001, beta 1 of 0.9 and beta 2 of 0.999. We used a batch size of 64 images per GPU and up to 50 iterations. We only used left/right flipping as image augmentations.
Multi-view Fruit Tracking, Counting and Yield Mapping
After the detection and counting stages, we have per frame fruit counts. To provide yield estimates we need to integrate these counts over multiple views throughout the dataset. To eliminate double counting, in addition to tracking the fruits from a single side, we need to register them from both sides of the tree row (some fruits are visible from both sides 1(e)). In cluttered environments, such as apple orchards, the appearance of any given cluster will change drastically between views. It is possible that in some frames, the apples are partially occluded or not visible at all. By tracking clusters across frames and merging the individual predictions we increase the robustness of our counting approach.
We visualize the various steps of the tracking algorithm in Figure 7 . Given an input image Figure 7 (a) we use the detection step to obtain a segmentation mask, containing only the fruits (Figure 7(b) ). Afterward, we use Structure from Motion (SfM) to obtain a semi-dense reconstruction of the trees (Figure 7(c) ). The resulting point cloud does not have a one-to-one correspondence with the pixels in the images. To establish this correspondence, we project the reconstructed point cloud to the camera frames (Figure 7(d) ). We compute the intersection of the reprojected image and the binary mask to identify the 3D points belonging to the detected apples (Figure 7(e) ). Subsequently, we perform a connected component analysis in 3D (Figure 7(f) ). By using these connected components together with the estimated camera poses from SfM, we can reproject the outlines of these connected components onto an image series. This provides us with a series of Region of Interest (RoI) that all show the same cluster of fruits (Figure 7(g) ). A 3D cluster may appear in several frames (see Figure 7 (g)). We choose three frames with the highest amount of segmented apple pixels and report the median count of these three frames as the fruit count for the cluster. We remove the apples on the ground and on other rows for all the single-side counts by using a computed 3D ground plane and depth mask. We perform these steps for both sides of the row. Figure 6 shows the steps in this process. To eliminate double counting owing to fruits visible from both sides, we need to merge the 3D reconstructions of the front-and the backside of the tree row. We use the algorithm described in to accomplish this task. To merge fruit counts from both sides, we compute the intersection of the connected components from both sides (Figure 7(h) ). Then, we compute the total counts by summing up the counts from all the connected components, computing the intersection area among them (among 1, 2,..., the total number of intersecting clusters) and adding/subtracting the weighted parts accordingly using the Inclusion-Exclusion principle [Andreescu and Feng, 2004] (Figure 7(i) ). This is our entire procedure for obtaining the final yield estimates. This method is throughly evaluated in Section 5.5. In this section, we present the experimental validation of the previously described approaches. We start by presenting the datasets used for training and validation.
Datasets
Supervised training and performance evaluation of deep learning based approaches require large amounts of human annotated data. All of the data used for this paper were collected at the University of Minnesota Horticultural Research Center (HRC) in Eden Prairie, Minnesota over the course of two years (2015) (2016) .
Since this is a university orchard, used for phenotyping research, it is home to many different kinds of apple tree species. We collected video footage from different sections of the orchard using a standard Samsung Galaxy S4 cell phone. During data collection, video footage was acquired by facing the camera horizontally at a single side of a tree row. Individual images were then extracted from the video sequences. Data were collected in this manner from both sides of the tree rows and they were tagged as either showing the sunny, or shady side of the row. One of the advantages of using HRC data is the ability to collect ground truth information post-harvest by manually counting the harvested fruits. To aid the direct comparison of new methods with our research, we will publish training and validation datasets 6 .
Counting Network Datasets
Training Sets: For training of the cluster counting CNN, we used the same two datasets as in [Hani et al., 2018] , one containing green and one containing red apples. Both datasets were obtained from the sunny side of the tree row and were acquired in 2016. From these two datasets, we extracted image patches using the semi-supervised method described in Section 4.1.1. In total, we obtained 13000 image patches, which were annotated manually. Additionally, we extracted 4500 patches at random that do not contain apples. To balance our training dataset between classes we up-sampled the training dataset, using data augmentation, to a total of ∼ 65, 000 image patches. To supervise the network during training, we used an 80/20% split of the available data for testing/validation.
Validation Sets:
To validate our patch based counting approach we evaluated on four different datasets (similar to the ones use in [Hani et al., 2018] ). We used the method described in Section 4.1.1 to extract the image patches, that were then annotated manually. Compared to our previous paper we modified the data to (1) Subsample the first test dataset. This dataset previously contained 7 times more images than the other three datasets.
(2) Remove patches that show apples lying on the ground. The final datasets are composed of a total of 2874 images. The composition of the test datasets is as follows:
Test Set (a) This dataset contains 956 patches of mostly red apples. The data set is a collection of patches from both sides (sunny/shady) of multiple rows.
Test Set (b) This dataset contains 628 patches of mainly yellow and orange apples in the early growth phase. It was acquired on a sunny day and most of the images show apples in bright sunlight.
Test Set (c) This dataset contains 587 images of a green apple variety. The dataset contains apples in the shadow as well as in bright sunlight.
Test Set (d) This dataset contains 703 patches showing red apples again, but this time the data was acquired from a larger distance. The apples appear smaller and at a lower resolution. Apples appear both in bright sunlight and in the shadow.
Detection Training Datasets
We manually annotated a total of 108 images over 10 different datasets for training. All of the datasets were acquired in 2015 at the HRC and contain images of size 1920 × 1080 pixels. Data were collected from 5 different tree rows. Each dataset shows either the sunny-or shady side of the row. The datasets contain different apple varieties, apples across growing stages and a variety of tree shapes. See Figure 8 for some example images.
For training the U-Net, we extracted 224 × 224 patches with a stride of 50 pixels over the annotated images. Our implementation of Faster R-CNN loosely follows [Bargoti and Underwood, 2017a] . Initially, our network was trained on the same data, which is available open source 7 . This data contains a total of 1120 images with 308 × 202 pixels resolution. We used the same train/validation split like the one used in their paper. To offer a fair comparison to our proposed method, we added our own annotated data to the training set. This was necessary, as the FRCNN trained only on this data did not generalize to our datasets. We extracted a total of 8754 image patches of size 500 × 500 pixels by moving a sliding window with stride 50 pixels over the annotated images. 
Test Datasets
To evaluate detection, counting, and yield estimation performance we arbitrarily chose four different sections of the orchard. We collected seven videos from these four segments, all of which were annotated manually with bounding boxes to mark fruit locations. The datasets were acquired at the HRC in 2016. We also collected ground truth for the rows in question by counting per tree yield and by measuring fruit diameters after harvest. We used videos from both sides of datasets 1, 2 and 3 for the yield estimation experiments. For the evaluation of the detection method, we used dataset 1, 2, the video of the backside of dataset 3 and the front side of dataset 4. The details of these datasets are the following:
Dataset 1 This dataset contains six trees. Most of the apples on these trees were fully red and the trees were mostly planar (most of the apples are visible from both sides). The images were acquired late in the season and the leaves were starting to change color. We collected videos from both sides of the row. In total, there were 270 apples harvested from these six trees. See Figure 9a for a sample image from this dataset.
Dataset 2 This dataset contains ten trees. Apples in these trees were mostly red and the trees had nonplanar geometry. In total, there were 274 apples harvested from these ten trees. We collected videos from both sides of the row. See Figure 9b for a sample image from this dataset.
Dataset 3 This dataset contains six trees. Fruits in these trees were a mixture of red and green apples and the trees had non-planar geometry. We collected videos from both sides of the row. In total, there were 414 apples harvested from these six trees. See Figure 9c for a sample image from this dataset.
Dataset 4 This dataset contains four trees. The trees had a mixture of red and green apples and complex (non-planar) geometry. We collected a video from a single side of the row (the side facing the sun). In total, there were 568 apples harvested from these four trees. See Figure 9d (second from left) for a sample image from this dataset. 
Manual Annotation of Datasets
In order to validate our detection and counting methods, we needed image level ground truth (detected apples in each individual input image). This is different from the number of harvested apples from trees. The annotation process differed slightly between training and validation datasets.
Annotation of Training Datasets:
The "Detection Network Training Datasets" were annotated using the VGG annotator tool of [Dutta et al., 2016] . From the 10 videos, we sampled every fifth image. For each dataset, up to 15 images were chosen at random for annotation. Apples on the foreground trees were annotated using polygons. Apples on the ground and on trees in the background were not tagged.
Annotation of Validation Datasets:
For the purpose of validation, we annotated the boundary of individual apples in the input images using bounding box annotations. This provides us with the ability to compare the bounding boxes generated by our algorithm with manually drawn bounding boxes. For manual annotation, frames were selected arbitrarily every 1 to 3 second for the test videos (frame rate 30 fps), depending on how much the camera moved since the last annotated frame. For each of these frames, apples were tagged as clearly visible or marginally visible based on visibility guidelines. An apple was considered clearly visible if more than half of its cross-sectional area and more than half of its perimeter were unoccluded. Otherwise, if it was still detected as an apple by the human, it was marked as marginally visible. The marginally visible apples have more ambiguous bounding boxes, and might not even have a one-to-one mapping between boxes and apples. In addition to these guidelines, apples that were growing on trees in the rows behind the main row of interest, and apples that had fallen to the ground, were not tagged.
Detection Results
In this section, we evaluate the three proposed detection methods quantitatively. We use three metrics for this purpose: precision, recall and F 1 -measure. These metrics are obtained using true positives (TP), false positives (FP) and false negatives (FN). Recall also called the model's sensitivity, is a measure of how many relevant objects are selected out of the total number of objects. Formally:
Precision, also called the Positive Predictive Value (PPV) is a measure of how many of the detected objects are relevant and is formally defined as:
The F 1 -measure takes precision and recall into consideration to quantify the performance of a classifier in a single number. Namely, F 1 -measure is the harmonic mean between precision and recall and is defined as:
We computed these three measures for six different datasets. For each method, we computed the three measures over the entire Intersection over Union (IoU) range, from 1 − 99.99%. IoU is defined as the area of overlap between a detection and an object instance, divided by the area of the union of the two. Figure 10 shows the recall of all the three detection methods over the six evaluated datasets.
The supervised GMM method outperforms the other two methods on 5 out of six datasets and is competitive on the last one. However, the two other methods also have high recall. Especially in the low IoU region, where IoU < 0.2, the models all achieve recall of > 90%. For the FRCNN this is expected since [Bargoti and Underwood, 2017a] suggested to use the FRCNN with a IoU = 0.2, which falls into this range. They consistently achieved recall rates of higher than 90% on their test datasets.
When we look at the plots showing the precision of each method in Figure 11 the story is a different one. Now, the GMM outperforms the other two methods by a large margin. In fact, the GMM method is the only method that achieves precision values of > 90% on all the datasets. Since the GMM model is generated through user supervision for each dataset individually this is to be expected. The FRCNN method has the lowest precision on all datasets even with low IoU. This is due to three reasons: Firstly, the network detects more false positives than the other two methods. Secondly, the FRCNN often merges separate object instances into one. Thirdly, the Non-Maximum Suppression (NMS), which is used to filter overlapping detections relies on a hand-tuned threshold. This means, that depending on the threshold the network either filters out true positives or it returns multiple detections for a single object instance. In Section 5.6 we will show qualitative examples that illustrate this behavior. [Bargoti and Underwood, 2017a] mentioned these problems in their paper. In their work, they treat detections as clusters, not only as single fruits, which helps increase precision. They estimated, that roughly 4% of the total error can be attributed to the network's inability to distinguish between clustered fruits. They also noted the filtering of true positives by the NMS algorithms. Since F 1 -measure combines recall and precision, we expect the GMM to outperform the other two methods on most of the datasets. This can be seen in Figure 12 . However, the U-Net segmentation approach achieves almost similar F1-measure on Dataset3 (back) and even outperforms the GMM approach on Dataset4 (front). Figure 12 : F1-measure of the three detection methods on all six datasets
Timing
Detection performance is arguably the most important aspect of an object detection algorithm. A second aspect that should drive the choice of algorithm is its time complexity. The semi-supervised GMM approach has been shown to run at maximally 5 frames per second. The U-Net used in our experiments runs in less than 100 ms per image patch. We use image patches of size 224 × 224 pixels with zero overlap. A full image of size 1920 × 1080 pixels takes less than 4.5 seconds per frame. For the FRCNN we follow the tiling approach proposed by [Bargoti and Underwood, 2017a] . In their paper, they propose to use image crops of size 500 × 500 pixels with a stride of 50 pixel. The FRCNN network takes 120 ms per image patch. To detect objects on an image of 1920 × 1080 pixels takes up to 46 seconds per frame. We acquire images at a rate of 30 frames per second and move at a speed of 2 m/s which renders the tiling approach infeasible for large orchards.
Patch Based Counting Results
We repeated the experiment of counting apple clusters. Table 1 shows the results of the cluster counting performance. We present counting results in comparison with the GMM approach presented in [Roy and Isler, 2017] since we have this method available and it achieves state-of-the-art detection and counting performances. Note that the test datasets were slightly adapted between our previous paper [Hani et al., 2018] and this one, so the numbers are not directly comparable. However, for test set 1 the network outperforms the GMM by only 0.8%, which is probably not statistically significant. In this experiment, the GMM was specifically tuned for dataset 1. These results show that the proposed neural network is able to generalize between datasets even under varying illumination conditions and among datasets with varying colors. Figure 13 shows the confusion matrices for the two methods. The GMM is very precise in predicting a single apple. For all other categories, the method experiences a sharp drop in performance. Compared to this the neural network's performance drops slowly towards higher fruit counts. We note that the distribution of apples in these datasets is highly skewed towards one single apple. This is a fact we observed throughout our experiments. The majority of clusters returned by the detection method are in the range [0, 4] . This suggests, that our assumption of seven classes (fruit counts from 0 to 6) was too broad. 
Yield Estimation
Detecting fruits and counting them in a per frame manner are both technically challenging tasks. However, the results do not have a practical implication. These methods are subproblems to the yield estimation task, which we ultimately want to solve. Our goal in this section is to find, the best possible system using the previously proposed methods. We conduct these experiments solely with the GMM detection method since the U-Net and FRCNN approach did not show satisfactory detection rates. The goal of these experiments is to evaluate which of the proposed counting methods (GMM/ResNet50) is more effective for the purpose of yield estimation. Additionally, we demonstrate that for both these methods tracking fruits visible from both sides leads to more consistent results. We use the three test datasets (Dataset 1, Dataset 2, and Dataset 3; where videos from both sides of a row were collected)for this purpose.
First, we demonstrate the pitfalls of adding fruit counts from individual sides independently. As shown in Figure 14b and Table 2 , the independently summed fruit counts vary considerably across datasets for both, the GMM(101.93% ∼ 150%) and ResNet50 (103.86% ∼ 147.81%). Finding a consistent mapping of the obtained counts to yield estimates from such data is tedious and error-prone.
Next, we investigate the performance of the GMM and ResNet50 based counting methods, when a consistent geometric representation of both sides of a row is available. As described in Section 4.5, these merged reconstructions were obtained using the concurrent work of . As shown in Figure 14 and Table 2 , both the GMM (91.98% ∼ 94.81%) and ResNet50 (95.56% ∼ 97.83%) based counting methods provide more consistent estimates compared to the independently summed fruit counts. ResNet50 achieves better performance than the GMM for all of the datasets.
Dataset-1
Dataset Figure (b) shows that by merging the fruit counts from both side, we obtain a more consistent estimate from both GMM (91.98% ∼ 94.81%) and ResNet50 (95.56% ∼ 97.83%) based counting methods. 
Qualitative Results

Ground
Failure Cases
In Section 5.6 we presented some qualitative examples. We will now analyze the most common failure cases in more detail and offer insights into how these might be overcome in the future.
Detection
Detection failure cases are shown in more detail in Figure 16 . We observe that the three methods have similar causes of errors, namely grouping of object instances, false positive detections and false negatives. In addition to these cases, the Network methods also split single objects into multiple detections. For the U-Net and GMM detection methods, false positives and grouping of instances are not a real problem. The use of an additional network in the counting stage provides the means to reject such outliers. The FRCNN method does not contain such a second stage. However, the FRCNN could be changed to classifying instances into cluster counts instead of fruit/background. This will solve the problem of grouped instances and maybe help with rejecting false positives. The problem of false negatives is a more challenging one. It occurs in all three detection methods, but for different reasons. In the GMM method, the number of clusters in the GMM is chosen by the user. If this threshold is too low, the model lacks the representative power to capture all object instances. If the threshold is chosen too high, the model will select many false positives. In the case of the U-Net and the FRCNN this problem could be caused by a lack of training data. The number of false positives for both methods was most extreme on dataset 1. This dataset was acquired late in the growing season, where the leaves were of a yellowish color. This impacted the networks performances. An additional reason for false negatives in the FRCNN approach is the usage of Non-Maximum Suppression (NMS). This causes the network to filter true positives. While NMS is the de-facto standard algorithm to reject overlapping instances in object detection networks, it hurts performance when we try to detect small objects that are tightly grouped together.
Another problem, often seen for the FRCNN and U-Net, is that both networks can return multiple detections for a single object instance. One possible solution to deal with this problem would be to merge overlapping object instances and then employ a counting algorithm, similar to the one that we propose in Section 4.4.1.
Counting
The neural network for counting of clustered fruits contains failure cases as well. Compared to our experiments in [Hani et al., 2018] , we removed images where apples were lying on the floor from the test set. Even with these changes and with using a deeper network we cannot remove all failure cases. Figure 17 shows, that errors often happen when fruits are partially visible. This problem can be only be avoided if the detection method returns patches that show only complete fruits. Since fruits are often occluded, this scenario is not realistic.
A second problem can be observed in Figure 17b . Here the label was wrongly annotated (it should be 2 instead of three). Additionally, the fruits in this image have a large overlap. When annotating these images, humans will give conflicting numbers as well. Human labeling errors such as these are present in most datasets, especially if the annotated scenes are cluttered. To avoid them, we should annotate the datasets by multiple people and choose the median annotation. However, this increases the human labor effort drastically. In this paper, we presented a comparative study of different fruit detection and counting methods. For fruit detection, the classical semi-supervised clustering technique based on Gaussian Mixture Model (GMM) achieved the highest F 1 -score in five out of six datasets. Out of the two deep-approaches, U-Net performed reasonably well but Faster R-CNN suffered from poor precision. For fruit counting, the Convolutional Neural Network (CNN) approach was more accurate for both, single image datasets and yield estimation. Additionally, together with our recent work , we presented a complete system for yield estimation. The semi-supervised segmentation combined with CNN based counting approach achieved impressive yield accuracies ranging from 95.56% − 97.83% compared to the harvested ground truth.
Our results provide quantitive insights into how much we gain in terms of performance with deep learning approaches. For fruit counting, the deep learning approaches provide more accurate and robust results. For fruit detection, our findings indicate that the gains depend on the particular dataset. When fruits are distinguishable by color, the classical detection method still outperforms the deep methods. As expected, the deep approaches perform exceedingly well when the test dataset is similar to the training dataset (For example U-Net on Dataset-4). It indicates that with more data, the deep approaches will generalize better.
Obtaining more data involves labeling fruit boundaries in images. For this task there exist two manual approaches: (1) Labeling by skilled laborers, which is time intensive and costly.
(2) Labeling through work sharing platform such as Amazon's Mechanical Turk. This approach is less time intensive but often produces work of lower quality. In the future, we plan to explore using synthetic data for the purpose of training deep networks to eliminate the painstaking process of labeling altogether. The advantage of this approach is that labels are readily available. The disadvantage is that models naively trained on synthetic data do not typically generalize to real data.
