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This Thesis focuses on networks of interacting quantum harmonic oscil-
lators and in particular, on them as environments for an open quantum
system, their probing via the open system, their transport properties, and
their experimental implementation. Exact Gaussian dynamics of such net-
works is considered throughout the Thesis.
Networks of interacting quantum systems have been used to model
structured environments before, but most studies have considered either
small or non-complex networks. Here this problem is addressed by inves-
tigating what kind of environments complex networks of quantum systems
are, with specific attention paid on the presence or absence of memory ef-
fects (non-Markovianity) of the reduced open system dynamics. The prob-
ing of complex networks is considered in two different scenarios: when the
probe can be coupled to any system in the network, and when it can be
coupled to just one. It is shown that for identical oscillators and uniform
interaction strengths between them, much can be said about the network
also in the latter case. The problem of discriminating between two networks
is also discussed.
While state transfer between two sites in a (typically non-complex) net-
work is a well-known problem, this Thesis considers a more general setting
where multiple parties send and receive quantum information simultane-
ously through a quantum network. It is discussed what properties would
make a network suited for efficient routing, and what is needed for a system-
atic search and ranking of such networks. Finding such networks complex
enough to be resilient to random node or link failures would be ideal.
The merit and applicability of the work described so far depends cru-
cially on the ability to implement networks of both reasonable size and
complex structure, which is something the previous proposals lack. The
ability to implement several different networks with a fixed experimental
setup is also highly desirable. In this Thesis the problem is solved with a
proposal of a fully reconfigurable experimental realization, based on map-
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ping the network dynamics to a multimode optical platform.
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Tiivistelmä
Tämä väitöskirja keskittyy vuorovaikuttavien kvanttimekaanisten harmo-
nisten oskillaattorien muodostamiin verkkoihin ja erityisesti niihin ympäris-
töinä avoimelle kvanttisysteemille, niiden luotaamisen avoimen systeemin
kautta, niiden siirto-ominaisuuksiin, ja niiden kokeelliseen toteutukseen.
Väitöskirjassa käsitellään näiden verkkojen eksaktia Gaussista dynamiik-
kaa.
Vuorovaikuttavien kvanttisysteemien verkkoja on käytetty rakenteel-
listen ympäristöjen malleina aikaisemmin, mutta usein on käsitelty joko
pieniä tai ei-kompleksisia verkkoja. Tässä väitöskirjassa tähän ongelmaan
vastataan tutkimalla millaisia ympäristöjä kvanttisysteemien muodostamat
kompleksiset verkot ovat, kiinnittäen erityistä huomiota mahdollisiin muis-
tiefekteihin (ei-Markovisuuteen) avoimen systeemin redusoidussa dynamii-
kassa. Kompleksisten verkkojen luotausta tarkastellaan kahdessa eri ta-
pauksessa: kun luotaimen voi kytkeä mihin tahansa verkon osaan, ja kun
sen voi kytkeä vain yhteen. Tullaan näkemään että identtisille oskillaat-
toreille ja vakiokytkentävoimakkuudelle niiden välillä myös jälkimmäisessä
tapauksessa verkosta voi oppia paljon. Lyhyesti tarkastellaan myös ongle-
maa jossa tutkitaan ovatko kaksi annettua verkkoa samat vai ei.
Tilan siirto verkon kahden osan välillä on tunnettu ongelma. Tässä väi-
töskirjassa tarkastellaan yleisempää ongelmaa missä useat osapuolet lähet-
tävät ja vastaanottavat kvantti-informaatiota samanaikaisesti kvanttiver-
kon kautta. Väitöskirjassa pohditaan mitkä ominaisuudet tekisivät verkos-
ta sopivan tämän tehtävän tehokkaaseen toteuttamiseen, ja mitä tarvitaan
jotta voitaisiin järjestelmällisesti etsiä ja luokitella verkkoja tätä tarkoitusta
varten. Olisi ihanteellista löytää soveliaita verkkoja jotka olisivat riittävän
kompleksisia sietääkseen satunnaisia osan tai linkin menetyksiä.
Tähän asti kuvatun työn tärkeys ja soveltuvuus riippuu merkittävällä
tavalla kyvystä toteuttaa kokeellisesti verkkoja jotka ovat sekä melko iso-
ja että kompleksisia. Aikaisemmilta kokeellisilta toteutuksilta tämä kyky
puuttui. Mahdollisuus toteuttaa useita eri verkkoja samalla koejärjestelyllä
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olisi myös erittäin hyödyllistä. Tässä väitöskirjassa tämä puute korjataan
antamalla ehdotus nämä ehdot täyttävästä kokeellisesta toteutuksesta joka
perustuu verkon dynamiikan kuvaukseen usean moodin optisella alustalla.
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Quantum mechanics is a non-commutative probabilistic theory concerning
measurement results, usually applicable on very small scales, in temper-
atures near absolute zero, and in other conditions similarly far removed
from everyday experience. Since its birth in the beginning of the 20th cen-
tury, it has interacted with various other branches of formal and natural
sciences, often leading to benefits to both quantum and classical sides and
even to new subfields within quantum mechanics. Some notable examples
include chemistry [1–3] (1920s), special relativity [4–7] (1930s), electro-
dynamics [8–10] (1950s), optics [11–13] (1960s), information theory [14]
(1970s), theoretical computer science [15–17] (1980s), and category the-
ory [18] (2000s). In particular, the application of network theory in the
quantum case has seen increasing interest in the 2000s, partly motivated
by its successful application in, e.g., statistical physics [19], biology [20]
and sociology [21]. Generally speaking, networks are objects composed of
discrete subsystems, or nodes, with pairwise connections between them, or
links. Today, a plethora of different types of quantum networks have been
introduced and applied to problems ranging from the design of large-scale
quantum communication networks [22] to quantum computing with graph
states [23], and new research on the topic is accumulating at an increasing
rate.
In part due to its recency, and in part due to there being neither a unified
framework nor a well-structured research community, the study of quantum
networks is currently highly fragmented. Indeed, there is no definitive or
commonly accepted meaning to the concept "quantum network", but rather
research is split between different types of objects that might all be referred
to as quantum networks. From the point of view of network science though,
this can be seen as natural, since there is no definitive "classical network"
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14 Introduction
either; airports and flight routes, neurons and synapses, as well as research
articles and citations can all be treated as networks. A chapter in this The-
sis has been reserved for covering relevant concepts in graph and network
theory and for a brief introduction to some common types of quantum net-
works and their applications, as well as to other research avenues that could
perhaps be said to fall under the umbrella of quantum network science.
A particular, straightforward way to introduce the concept of a network
in the quantum case is to take a set of pairwise interacting quantum systems
and identify the systems as nodes and the interaction terms as links. Often,
one may start from a matrix representation of a graph and construct from
it the Hamiltonian of the corresponding quantum network in a step-by-step
fashion. Networks of interacting fermions are a notable example, typically
derived from either the adjacency or the Laplace matrix of a graph. They
have been considered, e.g., in the context of quantum walks [24], quan-
tum computing [25], perfect state transfer [26], and more general transport
problems when considering dissipative networks as models for biomolecules
[27, 28]. Bosonic quantum networks, on the other hand, have been used to
model structured environments for an open quantum system [29] and for
the study of collective phenomena such as synchronization [30] in the case
of open quantum networks immersed in a heat bath. When the quantum
network is of reasonable size and non-regular structure, it is said to be a
(quantum) complex network.
The main focus of this Thesis is the study of complex networks of inter-
acting quantum harmonic oscillators, and in particular their exact Gaussian
dynamics. The topics considered can be captured by the following research
questions. In the framework of open quantum systems, what kind of envi-
ronments are these networks? What can we say about the network if we
use a controllable open quantum system as a probe? Can we use networks
to transport and route quantum information and entanglement, and if yes,
which networks are best? How could one experimentally implement net-
works with reasonable size and complex structure? The answers to these
questions, provided in part in this Thesis, pave the way to further studies
of quantum complex networks both in theory and experimentally.
The rest of this Thesis is organized as follows.
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Chapter 2: Relevant concepts from graph and network theory are
presented. Quantum networks are introduced and the
motivations to study them are discussed.
Chapter 3: The definition of the quantum network considered in
this Thesis is given and the theoretical tools applied in
its study in later chapters are presented.
Chapter 4: Quantum networks are studied as tunable environ-
ments for an open quantum system, covering related
results from Publications I-III.
Chapter 5: The probing of quantum networks is considered in two
different scenarios, covering results from Publications I
and V. Additionally, the network discrimination prob-
lem is introduced and discussed.
Chapter 6: Transport of quantum information in networks is con-
sidered (Publication III). The routing problem is in-
troduced and routing capacity of a quantum network
discussed (upcoming work).
Chapter 7: The requirements to experimentally implement quan-
tum networks are discussed. The proposal for an opti-
cal reconfigurable implementation of quantum complex
networks from Publication IV is presented.
Chapter 8: The contents of the Publications I-V are summarized.
The merit and limitations of the research, as well as






The first two Sections of this Chapter are intended to provide a compact
review of the relevant concepts from graph and network theory, respectively.
While the terms graph and network are sometimes used interchangeably,
in this Thesis graph is taken to be an abstract mathematical object, while
network is taken to be a physical system that can be represented by a
graph. In particular, it is discussed what makes a network complex. The
final Section discusses what makes a network quantum, and provides a
brief overview on commonly used quantum networks and their applications,
as well as closely related topics, to exemplify the reasons to study such
networks.
This Chapter, especially the first two Sections, is heavy with terminol-
ogy. To aid the reader, a concept defined for the first time is emphasized
with italic font. Central concepts are given as Definitions. Remarks are
used to further clarify how the concepts introduced here relate to Thesis
contents. Here, the conventions in the books Introduction to Graph Theory
by Robin J. Wilson [31] and Networks: an introduction by Mark Newman
[32] are followed, unless stated otherwise. These books are also recom-
mended for an interested reader for proper development of the reviewed
material.
At variance, to the best of the author’s knowledge, no such comprehen-
sive treatise exists for quantum networks, see however Refs. [33, 34] and
the references therein. Monographs focusing on specific types of quantum
networks have been written, and when applicable, they are mentioned when
the corresponding networks are introduced.
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2.1 Graph theory
Graph theory is a branch of mathematics concerned with the study of
graphs. This Thesis focuses on networks represented by simple graphs,
defined as follows.
Definition 1. A simple graph is a pair G = {V, E}, where V is a non-
empty finite set of elements called vertices, and E is a finite set of unordered
pairs of distinct vertices, called edges.
While vertices are also commonly called nodes or points and edges links or
lines, this Thesis consistently uses vertices and edges for graphs, and nodes
and links for networks. Furthermore, all graphs will be simple unless stated
otherwise. An example of a simple graph is shown in Fig. 2.1.
Let VG and EG be the vertex and edge sets of some simple graph G.
A vertex v ∈ VG is said to be incident to an edge e ∈ EG iff e = {v, m},
often abbreviated to e = vm, for some m ∈ VG. Notice that vm and mv
are the same edge. The presence of such an edge in G makes the vertices
v and m adjacent. The total number of vertices adjacent to v is called
its degree. A vertex of degree 0 is said to be an isolated vertex, while a
vertex that is adjacent to all other vertices of G is said to be a dominating
vertex. Sometimes vertex labels are unimportant and are dropped. The
difference between labelled and unlabelled graphs can matter for example
when enumerating them.
The edge vm is said to be incident to both vertex v and vertex m. If
vm, vu ∈ EG, because of the common vertex v the edges vm and vu are
called adjacent. The edges of a graph can be weighted, typically using a
function w : EG → R+, but certain quantum states can be quite naturally
represented by graphs with weights in C, as will be seen.
A sequence of adjacent vertices in which all elements are distinct is
called a path. The number of edges a path traverses is its length. The
distance between two vertices is the length of the shortest path that begins
with one and ends with the other; if no such path exists, the distance is
defined to be infinite. In this Thesis, a path is said to be closed if the first
and last elements are adjacent. The sequence of adjacent edges induced
by a path may also be considered a path, as can be the corresponding
alternating sequence of adjacent vertices and edges.
In this Thesis, the number of vertices in a graph is called its size, denoted
by N , while the number of edges is denoted byM . The degree sequence of a








Figure 2.1: An example of a simple graph with seven labelled vertices
(points) and eight edges (lines).
graph is the sequence of degrees of each vertex in the graph; a graph where
all vertices have the same degree is called regular. If the constant degree
is r, the graph is also called r-regular. A graph is said to be connected if
for any distinct pair of vertices v, m ∈ VG, there is a path {v, . . . , m} in G;
informally speaking, connected graphs are in one piece, like the graph in
Fig. 2.1 is. Otherwise, the graph is said to be disconnected. This Thesis
focuses on connected graphs. Two graphsG andH are said to be isomorphic
if there exists a bijection α : VG → VH such that uv ∈ EG ⇒ α(u)α(v) ∈ EH
for all vertices u, v ∈ VG. In this Thesis, isomorphic graphs are treated
as identical. The concept of isomorphic graphs allows one to define graph
invariants, often simply called graph properties: they are any functions f of
graphs such that f(G1) = f(G2) whenever G1 and G2 are isomorphic. Size,
degree sequence, and being connected are all examples of graph invariants.
With paths and connectedness defined, one is now in a position to de-
fine path graphs, which are connected graphs that are their own longest
path, and tree graphs, which are connected graphs where all paths are
open. Clearly, both types of graphs have exactly N − 1 edges, and in fact,
path graphs are a special case of tree graphs. Two graph invariants of
particular interest when studying how well a graph is connected are called
edge-connectivity and vertex-connectivity, which are the minimum number
of edges and vertices, respectively, the deletion of which results in a discon-
nected graph. Both quantities are equal to one for all path and tree graphs,
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making them minimal connected graphs.
Remark. This Thesis focuses on quantum networks naturally represented
by connected weighted simple graphs, and in particular ones represented
by both path and tree graphs are considered, alongside more complicated
graphs.
As working with abstract graphs can be cumbersome, in practice various
representations are used and no distinction is made between a graph and
one of its representations. Naturally, graph invariants are independent of a
particular representation.
An often seen representation of a graph is a plane figure, where each
vertex is drawn for example as a point or a circle, and for each edge a line
or a curve is drawn between the corresponding vertices. What is shown in
Fig. 2.1 is a plane figure of the graph G with VG = {a, b, c, d, e, f, g} and
EG = {ac, ad, ae, be, ce, cf, df, eg}.
Matrix representations are also commonplace. They are not only con-
venient when working with graphs on a computer, but also essential in
the study of spectral graph theory, which is concerned with the interplay
between a graph’s structure and the eigenvalues of its matrix representa-
tions. In Chapter 5, results from spectral graph theory are used to develop
a probing scheme applicable to quantum networks. In this Thesis, two
matrix representations are used: the (weighted) adjacency matrix V is the
N ×N matrix with elements Vij = w(ij) if ij ∈ EG and Vij = 0 otherwise;
and the (weighted) Laplace matrix, which is the N × N matrix L = D − V
where the diagonal matrixD has elementsDii =
∑N
j=1 Vij . Notice that the
case of unweighted graphs is recovered by setting w(ij) = 1 for all ij ∈ EG,
in which case the elements of the matrix D are just the vertex degrees.
Remark. While the quantum networks focused on in the Thesis are de-
rived from the Laplace matrix, they may also be described in terms of
the adjacency matrix. While the network Hamiltonian remains unchanged,
sometimes it can be more convenient to consider one matrix over the other;
for instance, the network parameters might have a somewhat simpler form.
Simple graphs can be generalized in several ways. For example, one may
consider directed graphs, where EG consists of ordered pairs of vertices,
graphs with loops, where edges are allowed to contain the same vertex
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twice, graphs with multi-edges, where EG is allowed to be a multiset, i.e. it
may contain duplicate elements, and infinite graphs, where VG and EG are
allowed to contain infinitely many elements.
2.2 Network theory
In short, network theory is concerned with graphs as a representation of
networks, the networks themselves, the mechanisms that give the existing
networks their structure, and dynamical processes on networks. While there
is some overlap with graph theory, network theory has a greater emphasis
on empirical studies. The graph terminology introduced in the previous
Section is inherited by networks, with the exception that in this Thesis,
networks are said to be composed of nodes and links, rather than vertices
and edges. As network theory is interdisciplinary, there is no universally
adopted definition of a network. In this Thesis, the following loose definition
is used.
Definition 2. A network is a physical system well-represented by a graph.
For a system to be amenable to such a presentation, it should be possible
to partition it into discrete subsystems with pairwise connections; whether
this is worthwhile is a separate matter. It should be kept in mind that fixing
a set of subsystems (classical or otherwise) to be the nodes of a network
does not by any means define a unique network. An illustrative example
of this from Ref. [35] considers a set of people and auxiliary data on them
that could be used to construct the links of a network. Choosing to make
closely related people adjacent and choosing to make people with the same
first name adjacent will surely give rise to two very different networks, of
which only one could conceivably be useful!
The pertinent concept is, of course, the complexity of a network. Very
loosely speaking, a complex network is "real network-like", meaning that it
has structural properties often observed in data collected on, for example,
how routers are connected on the Internet, or how scientific articles cite each
other, or how individuals are acquainted. More formally, real networks are
often observed to be approximately scale-free, small-world, and have a high
transitivity1.
1Notice that a given complex network is not necessarily all of these. While further
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In a random network where each link is equally likely to exist, it is well
known that degrees tend to be close to the mean degree, which then serves
as an internal scale. At variance, a network is said to be scale-free if in
principle arbitrarily large deviations from the mean can exist. It is known
that networks where the distribution of node degrees follows a power-law
with an exponent between 2 and 3 are scale-free [36]. Diameter is defined
to be the maximum distance in a network or graph. The small-world prop-
erty refers to a network having a diameter proportional to the logarithm
of its size, making such networks significantly more efficient to navigate
than random networks. Finally, transitivity in this context refers to transi-
tivity of nodes being adjacent, and is typically measured by the clustering
coefficient, defined to be the probability that two random neighbors of a
random node of degree at least two are also themselves adjacent, i.e. it is
the fraction of closed paths of length two to all paths of length two.
Remark. In this Thesis, and in particular in the case of quantum networks,
a network is said to be complex if it is of reasonable size and not a lattice,
i.e. not a regular graph with translational symmetry. For example, while
the graph in Fig. 2.1 is not a lattice, it might be considered too small to
be called complex. While some of the networks that will be studied in
later Chapters are not real network-like, hence perhaps not complex from
the point of view of network theory, they will nevertheless be considered
complex for quantum networks.
In particular, networks based on graphs generated by commonly used
random graph models are considered. An Erdős-Rényi (ER) random graph
refers to a graph generated by either of two closely related models: in
the G(N, p) model, each possible edge between the N vertices will be se-
lected with a probability p, while in the G(N, M) model, a graph is drawn
uniformly at random from the distribution of all graphs with exactly N ver-
tices and M edges. In this Thesis, the G(N, p) model is used unless stated
otherwise. A Barabási-Albert (BA) random graph G(N, K) is constructed
starting from a connected graph of three vertices, and iteratively adding a
new node with K edges until the graph has N vertices, connecting the new
edges to vertices with a probability proportional to their degree. Finally, a
Watts-Strogatz (WS) random graph G(N, k, p) is constructed starting from
properties associated with complex networks exist, the three mentioned here are perhaps
most well-known.
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Erd s-Rényi (ER)
p = 0.1 Barabási-Albert (BA)K = 1 Watts-Strogatz (WS)p = 0.1
p = 0.5 K = 3 p = 0.5
Figure 2.2: Examples generated using the three random graph models con-
sidered in this Thesis. Each column corresponds to one of the models. In
ER random graphs, each possible edge is selected independently with prob-
ability p. In a BA random graph, each new vertex is connected to K old
ones with a probability proportional to their degrees, which tends to lead to
some nodes having a very high degree. A WS random graph is constructed
starting from a 2k-regular circular graph, after which each edge is rewired
independently with probability p. Here, a fixed value k = 2 has been used.
a circular regular graph of N vertices connected to k−th nearest neighbors
and rewiring each edge randomly with a probability p. All three models
are illustrated in Fig. 2.2.
Each of these models has played an important role in graph and network
theory. ER random graph model was the first attempt to consider statistical
properties of large graphs, and is still used today to, e.g., argue that finding
a given vertex of a graph by quantum walk is optimal for almost all graphs
[37]. It is well known that real networks are, in fact, rarely congruent with
the ER random graph model, as ER random graphs are neither scale-free
nor small-world, and have low transitivity. This problem motivated the
introduction of the BA and WS models.
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The former can be used to generate scale-free graphs with a small di-
ameter, but BA random graphs have low transitivity. On the other hand,
at very low values of the rewiring probability p and for k ≥ 2, WS ran-
dom graphs have a high number of closed paths of length two and hence
high transitivity, but also high diameter. Transitivity decreases much more
slowly than the diameter as p is increased, leading to a regime of parameter
values where WS random graphs are both small-world and transitive. At
the other extreme of p  1, WS random graphs are effectively random.
While it can therefore be said that the WS model interpolates between reg-
ular and random graphs with complexity appearing in between, it cannot
produce scale-free graphs.
2.3 Quantum networks
All quantum systems of interest that are composed of pairwise related dis-
crete subsystems can be quite naturally described in terms of graphs, which
can sometimes lead to a particularly elegant and compact description. This
is in part what makes the introduction of concepts from graph and network
theory to the quantum case appealing. Given the diversity of objects that
may all be said to be quantum networks, it seems unlikely that any precise
definition covering all of them could be introduced. Therefore, this Thesis
will settle for the following loose definition analogous to that of classical
networks. It should be stressed that the definition, by design, allows some
parts of the network to be classical. This allows one to, e.g., include the
devices storing the quantum systems playing the role of nodes as part of
the network.
Definition 3. A quantum network is a physical system that requires a
quantum description and is well-represented by a graph.
One might quite reasonably ask if a network fulfilling this definition
is guaranteed to be quantum in the sense that its observable behaviour
cannot be emulated by any classical mechanism. The short answer is that
there is no such guarantee. Like with classical networks, links of a quan-
tum network should be chosen with a specific application in mind, and in
general, multiple choices might be available as will be seen. What gives
the network its quantumness is then determined on a case by case basis.
While this might seem unsatisfactory, to find a universal quantifier of the
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quantumness of a network seems to be nearly as difficult as finding one for
general quantum systems as networks are ubiquitous. Naturally, of greatest
interest are exactly the networks that have properties or applications that
no classical networks can have.
The following brief overview is not intended to be exhaustive, but rather
just illustrate the concept of quantum networks with some specific examples
and discuss what makes them quantum and the motivations of studying
them. Some closely related research avenues lying in the intersection of
graph and quantum theory are also presented.
Classification and applications
In state-based quantum networks, a graph is used to represent a state of a
compound quantum system. For example, nodes can be (possibly multiple)
quantum systems and links entanglement. When states are considered to be
equivalence classes of initial state preparations, the graph can be interpreted
as a representation of the (preparatory stage or full) experiment. The
quantumness (or lack thereof) of the state is inherited by the network.
Treatises on the networks themselves appear to be scarce, however one
might find, e.g., Chapter 3 of [38] or Refs. [23, 39] useful.
The networks used as an initial resource in measurement-based quan-
tum computing are multimode highly entangled states, called cluster states
or graph states2. Computation consists of local measurements and local op-
erations on the state, with final measurement result yielding the outcome
of the computation. As the state is consumed in the process, this scheme is
also known as one way quantum computing. Another application of graph
or cluster state formalism is to construct a graphical calculus of quantum
dynamics, where (a restricted class of) quantum operations are faithfully
represented by transformations on the graph; such an approach has been
used to simulate the action of so-called stabilizer circuits on a registry of
n qubits with typically only a quasi-linear O(n log (n)) scaling of time and
memory [40]. Continuous-variable cluster states, as opposes to their qubit
counterparts, can be prepared deterministically but are only approximate
cluster states, as ideal cluster states would require infinite squeezing. In
[41], a graphical calculus is proposed for such non-ideal cluster states, where
the states are represented by graphs with loops and edge weights in C.
2The exact definition of either is context-dependent; the concepts are synonyms to
some authors while different for others.
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In Hamiltonian-based quantum networks, a graph is used to represent
the Hamiltonian of a compound quantum system. For example, nodes can
be quantum systems and links interaction terms. Often one may construct
the network Hamiltonian directly from the matrix representation of a graph.
The quantumness of these networks is harder to directly quantify but could
be linked to, e.g., the quantumness of a random walk on the network [42],
or the ability of the network to generate entanglement between external
systems in contact with it [30]. As universal quantum computation can
be implemented as a quantum walk [25], this might offer yet another av-
enue to quantify the network quantumness. As long as hermiticity of the
Hamiltonian is preserved, edge weights in C can also be considered for these
quantum networks. In some cases this can make the flow of quantum infor-
mation through the links biased in such a way that the links in the network
can be considered to be directed [43, 44]. Ref. [45] is a treatise focusing on
state transfer on such networks, while in [46], these networks are considered
in the context of solid state physics and in the presence of environmental
noise.
Aside from quantum walks on them, such networks have been studied in
the context of transfer of quantum information or excitations from a node to
another. Research on perfect state transfer has focused on networks not in
contact with an environment, while the presence of an environment is often
considered when the networks are used to model bio-molecules in the search
for clues to the very high efficiency of photosynthesis in biological complex
systems [27, 28]. It has also been suggested that the latter line of research
could lead to advances in the design of devices harvesting energy from
sunlight [47]. Fundamental research on such networks deals with topics
such as probing the networks [29, 48–51].
Remark. The quantum networks focused on in this Thesis are Hamiltonian-
based. It will be seen that their Hamiltonians are quadratic, and as such
they are naturally represented by simple graphs.
In channel-based quantum networks, nodes are capable of receiving, pro-
cessing and transmitting quantum information, while links are quantum
channels. Such nodes are sometimes called quantum processors. The graph
can be considered to be a representation of the quantum communication
network consisting of the nodes and channels. The quantumness of these
networks is due to the non-vanishing quantum capacity of the channels and
the ability of the nodes to put this capacity to good use. Ref. [52] is a recent
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monograph on the topic with an emphasis on the network aspect, while [53]
focuses on the cavity-based approach and the experimental implementation
of the nodes.
The construction of these quantum networks has been the subject of
steadily increasing research effort in, e.g., China [54–56], as they are a key
requirement both in carrying out quantum information processing proto-
cols over vast distances [57] and distributed quantum computing, where a
suitable quantum computation is split between several quantum processors
[58], or where quantum information is transmitted between local and cloud
quantum processors [59]. As the size of these networks grow, it may be ex-
pected that aspects from network theory dealing with efficient navigation
and fault tolerance in networks become relevant also for them.
It should be stressed that there is overlap between the classes of quan-
tum networks introduced so far. For instance, depending on, e.g., the initial
state, the interaction terms in the Hamiltonian might lead to nontrivial cor-
relation structure in the state. A good example of this is the recent proposal
for adiabatic preparation of continuous variable cluster states [60], where
Hamiltonians with cluster states as ground states are constructed. On the
other hand, a channel-based quantum network might be used to set up a
large network of entangled states.
Further types of quantum networks could include, for instance, quan-
tum neural networks [61], quantum feedback networks [62], or communi-
cation networks with both classical and quantum cryptography protocols.
The latter type of networks could be considered as a single network with
a quantum and a classical layer, which would make them an example of
multiplex networks, i.e networks characterized by multiple layers with the
same set of nodes but different links. Future quantum computers might
also need to process both quantum and classical information in such a way
that the two layers could be naturally seen as part of a single multiplex
network.
Related topics
Areas of research strongly related to quantum networks include the intro-
duction and study of graph invariants that are partially or fully quantum,
the application of graph theory to quantum problems, and the application
of quantum theory to graph theoretic problems.
In [63], a phase transition called entanglement percolation is predicted
28 Motivation for quantum networks
when considering distribution of entanglement in quantum networks and
classical percolation theory, while in [42] a quantifier of the difference be-
tween quantum and classical random walk on a graph is introduced, based
only on the graph structure. The so-called quantum chromatic number
comes in many variants [64], but all are upper bounded by the classical
chromatic number. A graph invariant for graph states with inputs and
outputs, called flow condition, is introduced in [65]. When satisfied, it
guarantees globally deterministic behavior of a class of measurement pat-
terns defined over them. Local unitary equivalence between graph states
[66], on the other hand, is of interest in trying to better understand the
role of entanglement in computational advantage over classical algorithms.
Introducing concepts from graph theory to quantum problems can be
as simple as searching for useful instances of a model by classifying them
with graph theory. An example of this is that graphs with low vertex-
connectivity and certain additional spectral properties are efficiently con-
trollable [67]. Some formulations of state-based quantum networks natu-
rally inherit theorems from graph theory which may be interpreted in a
novel setting, such as Hall’s marriage problem rephrased in the language
of entangled pair creation in quantum experiments [68]. A straightforward
application is to use known results concerning the eigenvalues of graph
matrices on, e.g., transfer problems on graphs [69].
Quantum algorithms designed to solve graph theoretic problems in-
tractable with classical algorithms are a paradigmatic example of quantum
theory benefitting graph theory. Such algorithms have been introduced
for, e.g., vertex matching [70], vertex coloring [71], Betti numbers [72] and




The purpose of this Chapter is to introduce on the one hand the quantum
networks considered in this Thesis, and on the other hand the (quantum
side of the) theoretical framework used to study them in the attached Pub-
lications. After a short Section on technical details, the quantum network is
defined. To study these networks, one should be able to determine their dy-
namics and have a framework for the classification of the properties given by
their Hamiltonian. This is accomplished with multimode Gaussian states
formalism and selected tools from open quantum systems theory, respec-
tively. Both topics are briefly reviewed in the last two Sections of this
Chapter; for a more in-depth treatment, see, e.g., Ref. [74] for Gaussian
dynamics and Refs. [75, 76] for open quantum systems theory.
3.1 On notation and conventions
This Thesis adopts such units that the reduced Planck constant  = 1 and
the Boltzmann constant kB = 1. Oscillators have unit mass, unless stated
otherwise. Arbitrary units are used for other quantities such as frequency
and coupling strength.
Vectors and matrices are denoted by bold symbols. Vectors are col-
umn vectors by default. Vectors and matrices can have operators as their
elements. Let x be a matrix of operators xij = xij . Then transpose, ad-
joint and expectation value are defined as (x)ij = xji, (x†)ij = x†ij and
〈x〉ij = 〈xij〉, respectively, i.e. the transpose is applied only to the indices
and adjoint and expectation value only to the elements.
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In the rest of this Thesis, diagonal matrices are consistently denoted
by Δ, except for the identity matrix, which is denoted by I. A diagonal
matrix with elements Δii = xi, where x = {x1, x2, . . . }, is denoted by
Δx. Naturally, powers of such matrices, e.g., Δnx, have diagonal elements
{xn1 , xn2 , . . . }.
Let a = {a1, . . . , am} and b = {b1, . . . , bm} be two vectors of opera-
tors. Following Ref. [41], the commutator between a and b is defined to be
the matrix
[a, b] = ab − (ba),
with elements [a, b]ij = [ai, bj ] = aibj − bjai. The corresponding anticom-
mutator is defined analogously as
[a, b]+ = ab + (ba),
and it has elements [a, b]+ij = [ai, bj ]+ = aibj + bjai.
3.2 Definition of the quantum network
Consider a simple weighted graph on N vertices represented by a Laplace
matrix L. The corresponding network of quantum harmonic oscillators is
defined to be the one found by replacing each vertex with a unit mass quan-
tum harmonic oscillator and each edge with a spring-like interaction term
with a magnitude given by the weight of the edge. The bare frequencies
of the oscillators can be chosen independently of L1. Throughout the rest
of this Thesis, such networks are referred to simply as quantum networks.





1While the bare frequencies may be interpreted as loops, L remains by definition
invariant if loops are added. Because of this and the useful properties of the spectrum of
L, the graph is considered simple and the bare frequencies separate from it.
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where the vectors of position and momentum operators read q = {q1, ..., qN }








(a†j − aj), (3.2)
satisfying the commutation relation [qj , pl] = iδjl, andΔω is a diagonal ma-
trix of oscillator frequencies ω = {ω1, . . . , ωN }. The springlike interaction
terms are of the form w(ij)(qi −qj)2/2, where w(ij) is the weight of the link
ij; in the Hamiltonian (3.1), the interaction terms have been expanded and
terms of the form q2i have been absorbed to the free Hamiltonians of the
oscillators. Matrix A may also be written in terms of the graph adjacency
matrix V as A =Δ2ω̃/2− V/2, where (Δ2ω̃)ii = ω̃2i = ω2i +
∑
j =i Vij . Here,
the elements of ω̃ are the effective frequencies resulting from the springlike
interaction terms.
General quadratic Hamiltonians are of the form H = xMx, where the
vector x contains both the position and momentum operators and M is a
2N × 2N matrix such that H is Hermitian. They can be diagonalized to
arrive at an equivalent picture of uncoupled oscillators provided that M
is positive definite [77]. Since H is Hermitian, this is equivalent with the
positivity of the eigenvalues of M, ensuring that the uncoupled oscillators
will have real frequencies. In particular, since A is real and symmetric,
the Hamiltonian (3.1) may be diagonalized with an orthogonal matrix K
such that KAK =Δ. Here the diagonal matrix Δ holds the eigenvalues
of A which are guaranteed to be positive as A is the sum of a positive
semidefinite matrix L and the positive definite matrix Δω. By defining
new operators
Q = Kq, P = Kp, (3.3)
and a diagonal matrix ΔΩ =
√
2Δ with elements Ωi = Ωi, the diagonal










(P 2i +Ω2i Q2i )/2, (3.4)
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which is the Hamiltonian of N decoupled oscillators with frequencies Ω.
The uncoupled oscillators are also called eigenmodes and their frequencies
Ω eigenfrequencies.
Physical systems that could naturally have a Hamiltonian of the form
(3.1) are discussed in Section 2.3 of Publication III, while general aspects
of experimental implementation are discussed in Chapter 7. The final Sec-
tion of Chapter 7 introduces the main result of Publication IV, namely a
proposal for an experimental implementation of quantum networks based
on mapping HE to a multimode optical platform. At the level of Hamil-
tonians, the mapping means that HE should be expressed in terms of the
vectors q′ and p′ of quadrature operators of the electromagnetic field2. The
vectors are related to q and p as
q =
√
Δ−1ω q′, p =
√
Δωp′, (3.5)









Following the steps leading to the diagonal form (3.4), the quadrature











and in terms of them, Eq. (3.6) reads
HE = (P′ΔΩP′ +Q′ΔΩQ′)/2 =
N∑
i
Ωi(P ′2i +Q′2i )/2. (3.8)
Before concluding this Section, it should be mentioned that besides the
one used in this Thesis, other coupling schemes may be considered in an
oscillator network, such as oscillators in the rotating wave approximation,
2Unlike elsewhere in this Thesis, in Publication IV q′ and p′ are vectors of position
and momentum operators and q and p vectors of quadrature operators.
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where terms that are not energy conserving are neglected. This leads to
position-position as well as momentum-momentum coupling terms in the
Hamiltonian, as seen in, e.g., [78]. As such a Hamiltonian may still be
diagonalized, it may be expected that much of the results introduced in
this Thesis could still apply with some appropriate modifications.
3.3 Gaussian quantum dynamics
Gaussian states, to be defined properly in a moment, are an important class
of states in continuous variable quantum information science. The practical
reason behind focusing on Gaussian states for the networks is twofold: on
the one hand quadratic Hamiltonians like Hamiltonian (3.1) preserve the
Gaussianity of an initial Gaussian state during evolution, and on the other
hand such dynamics can be efficiently and exactly computed, as will be
seen in this Section. The natural initial state for an environment is also
Gaussian, so it can be said that such a restriction presents little loss of
generality for the study of quantum networks as environments.
Let x = {x1, . . . , xN , p1, . . . , pN } be the 2N vector containing the posi-
tion and momentum operators of the network. The commutation relations
will now give rise to a 2N × 2N matrix J through the relation








and IN is the N × N identity matrix.
Since JJ = I, J is invertible. As it is also skew-symmetric, i.e. J =
−J, it is an example of a so-called symplectic form. Let now y = Sx, where
S is a real 2N × 2N matrix. Requiring that this transformation preserves
the commutation relations (3.9) leads to
iJ = [y, y] = [Sx, (Sx)] = S[x, x]S = iSJS, (3.11)
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that is to say the matrix must satisfy the condition SJS = J. When this
is the case, the matrix is said to be a symplectic matrix (with respect to
the symplectic form J). As commutation relations are preserved in uni-
tary evolution, matrices corresponding to unitary operators are necessarily
symplectic.
The inverse of a symplectic matrix S can be verified to be JSJ,
which can also be seen to be symplectic through direct calculation. It is a
straightforward exercise to show that the (matrix) product of two symplec-
tic matrices is likewise symplectic. As I is trivially symplectic and matrix
multiplication associative, the symplectic matrices together with matrix
multiplication fulfill the four requirements of a group: closure, existence of
an inverse element, associativity of the group operation and existence of
an identity element. This group, denoted by Sp(2N,R), is called the sym-
plectic group and it can be shown that mode transformations induced by
quadratic Hamiltonians H = xMx introduced in previous Section can be
represented by transformations of the form y = Sx, where S ∈ Sp(2N,R),
allowing for an efficient way to compute such dynamics.
To see what kind of states can be generated with the elements of




〈[x, x]+〉 − 12[〈x〉, 〈x〉
]+. (3.12)
If y = Sx, the corresponding transformation of the covariance matrix is
simply
cov(y) = cov(Sx) =
1
2









A key state characterized completely by the covariance matrix is the
thermal state of temperature T . In the non-interacting basis (3.3), it is
diagonal with elements given by the expectation values














where ni = (exp(Ωi/T )− 1)−1 is the thermal expectation value of a†i ai. In
fact, a theorem due to Williamson [79] implies that any covariance matrix
cov(x) can be decomposed as SΔthS, where Δth is a diagonal covariance
matrix corresponding to some thermal state. It follows that symplectic
transformations of such covariance matrices, induced by quadratic Hamil-
tonians, can generate all states characterized by the covariance matrix.
These states are exactly the Gaussian states, characterized by a Gaussian
Wigner function, or equivalently, Gaussian characteristic function. It can
be shown that they are the only pure states with a positive Wigner function
[80, 81].
To be precise, general bilinear Hamiltonians have additional terms pro-
portional to a†i and ai called linear terms, which are necessary to generate
displacement, i.e. transformations of the form 〈x〉 → 〈x〉 + d, where d is
a vector of real numbers. The evolution generated with such Hamiltonians
also preserves Gaussianity of an initial state and can be treated with the
so-called affine symplectic group. It is quite natural to omit these linear
terms in the context of quantum networks however, as they cannot be in-
terpreted as links, i.e., as pairs of nodes. If the initial state of a quantum
network is a Gaussian state with zero mean, it will remain so due to the
absence of linear terms. In the rest of this Thesis, all states will have zero
mean unless stated otherwise.
Decompositions exist also for symplectic matrices, and the ones where
the constituents remain symplectic are of particular interest as they are
amenable to a physical interpretation. In particular, Publication IV makes
use of the Bloch-Messiah decomposition, also called Euler decomposition,
which can be given as follows. Let SO(2N) be the special orthogonal group
of 2N × 2N matrices, i.e. the group of orthogonal matrices with deter-
minant 1. Then Sp(2N,R) ∩ SO(2N) is the corresponding set of matrices
that are both sympletic and orthogonal. Such matrices can be interpreted
as symplectic basis changes and in optics, they are realized with passive
devices, i.e. devices that preserve the total number of quanta. It can be
shown [82] that any symplectic matrix S can be decomposed as







where O1, O2 ∈ Sp(2n,R) ∩ SO(2N) and Δsq is a diagonal matrix with
positive elements. The diagonal matrix in Eq. (3.15) is symplectic by con-
struction, and corresponds to squeezing, i.e. it lowers the second moment
of observables below that of vacuum. Implementing this matrix requires an
active device such as interactions between the optical modes induced by an
optical parametric process in nonlinear media.
It should be pointed out that the framework introduced above can be
adapted to an arbitrary ordering of operators. Indeed, let y be a new
ordering of operators related to x through y = Px, where P is a permu-
tation matrix, i.e. an orthogonal binary matrix with unit row and column
sums. Then direct calculation shows that the commutation relations of y
induce a new matrix PJP which is also orthogonal and skew-symmetric.
Moreover, if matrix S is symplectic with respect to J then PSP is sym-
plectic with respect to PJP—their respective matrix groups are in fact
isomorphic—while covariance matrices are related as cov(y) = Pcov(x)P.
Both Williamson and Bloch-Messiah decompositions can be adapted in the
same manner.
Let now x(t) = Sx(0) and let the initial state be Gaussian. Then the
evolution of the state is fully characterized by the corresponding transfor-
mation on the covariance matrix. In the present case, the symplectic matrix
giving the dynamics may be found as follows. By defining the vector of op-
erators (3.3) to be X = {Q1, ..., QN , P1, ..., PN }, the transformation that







a direct calculation shows that this matrix is an element of Sp(2N,R) ∩
SO(2N).
As the Hamiltonian (3.4) is that of noninteracting oscillators, the equa-
tions of motion are simple in terms of X. By defining the auxiliary diagonal
matrices with elements ΔΩcos ii = cos(Ωit) and ΔΩsin ii = sin(Ωit), they can

















where the matrix acting on the vectors is, of course, symplectic. In this
Thesis, the initial state of the network will be a stationary state of the








where the elements are given by the expectation values (3.14). It is then
convenient to find the symplectic matrix giving x(t) in terms of X(0). This
















Using this symplectic matrix, cov(x(t)) can be determined from cov(X(0))
of Eq. (3.18). One could also consider non-stationary initial states for the
network, as briefly discussed near the end of Section 2.2 in Publication III.
If they are needed, the corresponding expressions for the dynamics of

















for the normal modes and




















Δ−1Ω and K2 =√
Δ−1ω K
√
ΔΩ follow from Eq. (3.7). The initial covariance matrix cov(X′(0))
is diagonal with elements 〈Q′2i 〉 = 〈P ′2i 〉 = ni + 1/2.
It may be asked what is lost by restricting the studies to Gaussian
states. Gaussianity implies that the dynamics can always be efficiently
simulated on a classical computer, while this is not in general true for
non-Gaussian states [83]. In particular, this means that non-Gaussianity
is necessary to have dynamics that is hard or intractable to simulate with
classical means, providing strong motivation to emulate it with experimen-
tally controlled quantum systems. A possible approach would be to first
implement Gaussian dynamics of the network Hamiltonian and then try
to introduce additional operations suitable to a multimode scenario to de-
Gaussify the state. The first step is introduced in Chapter 7, while the
second is still missing. Possible operations needed for it include mode-
selective single photon subtraction, which has recently been experimentally
implemented as reported in [84]. This allows the subtraction of a single
photon from any given mode or a superposition of modes, leading to a non-
Gaussian multimode state. The properties of such states, including ones
where mode-selective single photon addition has been performed, have been
theoretically investigated [85] and found to have, e.g., entanglement prop-
erties specific to non-Gaussian states. Both operations can potentially lead
to dynamics that cannot be simulated efficiently [86].
3.4 Open quantum systems theory
A quantum system not interacting with other systems is said to be closed,
while in the other case the system is said to be open. All realistic quantum
systems interact with their surroundings, which makes them open. A some-
what more precise definition is to take closed systems to be the quantum
systems undergoing unitary evolution given by a (possibly time-dependent)
Hamiltonian. In contrast, the evolution of an open quantum system is in-
duced by the unitary evolution of the closed total system including the
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environment and interaction terms, and as such is described in terms of
so-called dynamical maps, which in a sense generalize the notion of unitary
evolution of closed systems. While a dynamical map Λt can always be for-
mally given using a trace over the environment degrees of freedom on the
total unitary evolution, one of the goals of open quantum systems theory is
to find descriptions of open system dynamics in terms of a restricted set of
relevant variables, such as an equation of motion for the open system den-
sity matrix (quantum master equation) or degrees of freedom (Heisenberg
equation). It is often applied in situations where finding the Hamiltonian
dynamics of the full system is either impractical or impossible.
The dynamics of open quantum systems have features that are not
present in unitary evolution, such as dissipation, i.e. irreversible loss of
excitations or information to the environment. While contact with a finite
environment may not lead to truly irreversible dynamics, in many practi-
cal situations finite-size effects can be ignored. In the Rubin model [87],
the environment is a semi-infinite chain of identical harmonic oscillators
interacting with springlike interaction terms of constant magnitude. This
corresponds to a particular choice for matrix L for the network Hamilto-
nian (3.1), i.e. that of a semi-infinite path graph with constant weights.
The diagonal form (3.4) of a (chain or generic) quantum network is more
akin to the environment of the Caldeira-Legget model [88] instead. In this
model, a particle with a mass mS , position operator qS and potential V (qS)
is coupled to infinitely many harmonic oscillators, not interacting with each























where mi, pi, qi and ωi are the mass, position, momentum and frequency of
the environment oscillator i, respectively, and gi is the interaction strength
between it and the open system.
The interaction with the environment leads to dissipation as well as
renormalization of V (qS). The latter effect may be eliminated by introduc-
ing a counter-term in the above Hamiltonian. Due to the harmonic poten-
tial of the environment oscillators and linearity of the interaction term, it
is possible to derive exact Heisenberg equations of motion for the system
variables where the dynamics of the environment variables has been elim-
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inated3. In such equations of motion, it is convenient to introduce a term
γ(t) called the damping kernel or memory-friction kernel, accounting for
time dependent dissipation and memory effects. Let the interaction begin
at t = 0. Then γ(t) is defined to vanish for times t < 0, while otherwise it









A closely related quantity in the frequency domain, denoted by J(ω),
is called the spectral density of environmental couplings, or simply spectral
density. It characterizes completely the relevant information in both HE








δ(ω − ωi), (3.24)
where δ is the Dirac delta function. In the limit where the frequencies ωi
form a continuum, J(ω) becomes a continuous function of frequency, and















Both quantities are used to study quantum networks as environments in
the next Chapter.
In practice, phenomenological spectral densities based on physically mo-
tivated assumptions and experimental data are often used. Power-law spec-
tral densities proportional to ωl for some positive real number l are a typical
example. To avoid divergence of certain physical quantities depending on
J(ω), a high-frequency cutoff is often introduced so that J(ω) vanishes at
the limit ω −→ ∞. In these cases, the power-law holds up to a character-
istic upper limit of frequency. These spectral densities are called Ohmic,
3See, e.g., Section 3.6.3 in [75]
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sub-Ohmic and super-Ohmic for l = 1, 0 < l < 1 and l > 1, respectively,
where the name Ohmic originates from a correspondence with a series re-
sistor in an electrical circuit. While most J(ω) considered later will be
much more structured, an Ohmic spectral density with an exponential cut-
off exp(−ω/ωc) controlled by parameter ωc is considered in Publication II.
Although master equations for the open system density matrix ρ(t) are
not used in this Thesis, they are closely related to the non-Markovianity
of the open system dynamics, an aspect considered particularly in Pub-
lications II and III. In short, non-Markovianity refers to deviations from
memoryless dynamics conforming to the Markov approximation, where it
is assumed that the correlation time scale of the environment is so short
compared to the rate of system state change due to dissipation that the
environment rapidly forgets any information leaked from the open system,
making the dynamics memoryless. Markovianity can also be defined as
divisibility of the dynamical map Λt, i.e. the property that it may be de-
composed as Λt = VtsΛs where t > s > 0 and the so-called propagator Vts
is a positive map that will remain positive when tensored with an iden-
tity map acting on a Hilbert space of dimension d for all dimensions d,
i.e. a completely positive map. Non-Markovianity can result from, e.g.,
strong interactions, an enviroment with a complicated J(ω), and a finite
environment. Aside from being of fundamental interest, non-Markovianity
can sometimes be useful, for instance by leading to revivals of previously
lost quantum resources in the state of an open quantum system.
Generally speaking, non-Markovianity is a multifaceted phenomenon.
For instance, time-local master equations, where ddtρ(t) explicitly depends
only on ρ(t), have been traditionally called Markovian master equations,
while those with a memory kernel accounting for terms of the form ρ(s)
where s < t, i.e., depending on the previous history of the system state evo-
lution, have been thought to correspond to non-Markovian dynamics. This
simple view is problematic. For instance, memory kernel master equations
can be recast in time-local form and vice versa [89]. Furthermore, time-local
master equations can, in fact, be used to describe dynamics where mem-
ory effects are present [90]. To address this problem, many witnesses and
measures of non-Markovianity have been proposed, as explained in many
excellent review articels such as [91, 92]. In Section 4.3 this Thesis focuses
on a measure and witness suitable for continuous variable systems, based
on tracking the evolution of a metrological quantity depending on discord-
type correlations in a bipartite open system. The non-monotonicity of this
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evolution witnesses the non-divisibility of the dynamical map.
As a closing remark, it should be mentioned that while in the Publi-
cations introduced in this Thesis the network is taken to be a finite envi-
ronment for an open quantum system, a complementary viewpoint of open
quantum networks immersed in a heat bath can be considered to study,
e.g., decoherence in quantum information processors modeled by quantum
networks [93, 94], or dissipation induced collective dynamics in quantum




This Chapter introduces results from Publications I-III on quantum net-
works as tunable environments for an open quantum system. Throughout
this Chapter, the state of the network is assumed to be the stationary
state of Hamiltonian (3.1), corresponding to the thermal covariance ma-
trix (3.18). Furthermore, the initial state of the total system, i.e., open
quantum system (probe) plus environment (quantum network), is assumed
to be factorized.
4.1 Network spectral density
Consider a quantum harmonic oscillator with the Hamiltonian HS = (p2S +
ω2Sq
2
S)/2, coupled to a quantum network with an interaction Hamiltonian
HI = − ∑Ni kiqSqi, and let k = {k1, k2, . . . } be the vector of coupling
strengths between the position operators. With the network Hamiltonian













+ qAq − qSkq. (4.1)
In terms of the operators (3.3) of the non-interacting modes, HE is given
by Eq. (3.4) while HI becomes
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HI = −qSkq = −qSkKQ = −qSgQ, (4.2)
where the last equality follows from the introduction of g = Kk with
elements gi = gi, i.e. the interaction strengths between qS and each Qi.























a special case of the Hamiltonian (3.22). The network can be interpreted
as an environment for the open system with Hamiltonian HS . Whenever
the initial state of the full system is Gaussian, the exact dynamics can be
determined along the lines of Eqs. (3.17) and (3.19), as shown in detail
in, e.g., Section 3.1 of Publication III. The extension to multiple external
oscillators is straightforward, and considered briefly in Chapter 6.
With the full Hamiltonian in this form, one can now define both the
damping kernel (3.23) and the spectral density (3.24) associated with the
network. This is achieved by simple replacementsmi, mS → 1 and ωi → Ωi.
Both γ(t) and J(ω) can be used to characterize a given network as an
environment.
The predominant difference with typical phenomenological spectral den-
sities like the ones described in Section 3.4, is that for finite networks con-
sidered here, J(ω) is discrete. On the other hand, γ(t) remains continuous.
To better understand how the network is like from the point of view of the
open system and to allow comparisons with continuous spectral densities,





where the upper limit of infinity has been replaced by a finite interaction
time tmax > 0. Strictly speaking, this defines a new function J(ω, tmax),
but for reasons that will become clear in a moment, such distinction is not
made in the attached Publications.
Quantum networks can be roughly divided in two categories: those
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Figure 4.1: The damping kernel γ(t) of a periodic chain as a function
of interaction time t, when system is coupled to the first oscillator with
coupling strength k. Inset: the corresponding spectral density J(ω, t) with
three bands. Notice that the horizontal axes are identical. The chain has
N = 60 nodes where coupling strengths are c1 = 0.1 except for every third
coupling strength, which is c2 = 0.06. The effective frequencies ω̃ are
similarly periodic, with values ω̃1 =
√
0.45 and ω̃2 =
√
0.41.
where the spectral density assumes a continuous and fixed form for a tran-
sient in interaction times, the duration of which depends on the structure
and size of the network, and those where this does not occur. This can
be observed in the damping kernel: for the former, for t in the transient,
γ(t) ∼ 0. Networks with symmetries seem to tend to fall into the former
class while more complex networks often fall in the latter.
This is exemplified in Fig. 4.1, where the damping kernel of a periodic
chain is shown. The chain has periodic couplings with every third cou-
pling strength weaker, and the frequencies of the first and last oscillators
are increased to achieve the same periodicity in the effective frequencies.
The inset shows the spectral density with three bands (red) with the non-
resonant frequencies denoted by blue. It quickly assumes a static form,
which is eventually lost due to finite size effects, seen in γ(t) as revivals of
oscillations, and at the limit t −→ ∞ the spectral density becomes fully
discrete according to Eq. (3.24). At variance, for networks without transla-
tional symmetry the discrete spectrum tends to emerge quickly. This makes
sense, as same lattices of different sizes can be expected to be effectively the
same environment in the continuum regime of interaction times, but this is
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not true for generic complex networks as they are in general not self-similar
enough. A comparison between a symmetric and random network can be
found in Figure 1 of Publication III.
A possible supplementary approach, discussed at the end of Section
3.1 in Publication III, is to consider the Gaussian quantum channel in-
duced by the contact with the network. The action of the channel on
the open system covariance matrix is of the form cov({qS(t), pS(t)}) =
C(t)cov({qS(0), pS(0)})C(t) + L(t), where C(t) and L(t) are real ma-
trices and L(t) is symmetric. These matrices are easily found once the
symplectic matrix induced by the total Hamiltonian is at hand.
4.2 Engineering of spectral density
As noted in Section 3.3, the spectral density captures completely the rel-
evant information in HE and HI for full Hamiltonians of the form (3.22).
They remain a central object also for finite environments such as quantum
networks. Publication I considers not only what kind of spectral densi-
ties networks have, but the complementary perspective of how the spectral
density changes with the network structure.
The starting point used in Publication I is a homogeneous chain of
length N , i.e. a chain where effective frequencies and coupling strengths
are both uniform. Then the Hamiltonian (3.1) is simplest to express in





q(ω20I+ g(2I − V))q
2
, (4.5)
where ω0 controls the oscillator frequencies and g is the uniform coupling
strength. This corresponds to bare frequencies that coincide with ω0 for
the oscillators other than first and last, which have a higher bare frequency.
A finite Rubin chain is recovered with the choice ω0 = 0. The matrix K
taking the Hamiltonian to diagonal form is independent of ω0, but the
eigenfrequencies change. The smallest eigenfrequency coincides with ω0
while the difference between the smallest and largest decreases as ω0 is
increased.
Suppose the open system is coupled to one of the end nodes. As noted
in Publication I, the corresponding J(ω) has a single band. As shown in
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Figure 4.2: Examples of engineered spectral densities. From the left, the
first three are based on a chain with Hamiltonian (4.5) with N = 200,
g = 0.1 and ω0 = 0.25 while the last example is an ER random network
with same parameters. Notice that the vertical axes are identical in all
panels. Refer to main text for details.
the first example in Fig. 4.2, adding periodicity to the coupling strengths
splits the J(ω) into multiple bands, controlled by the period: with every
n-th coupling weaker, there will be n bands. Increasing the difference in
coupling strengths widens the band gaps. In this particular case, four bands
are present.
Instead of tuning the coupling strengths, a similar effect can be achieved
by adding just one additional link as a shortcut near the beginning of the
chain. While this does not create true band gaps, J(ω) will have spikes,
with a number controlled by how many nodes are between the shortcut and
the open system. This is shown in the second example of Fig. 4.2, where the
additional link is between nodes 5 and 150. It might seem suprising that
the addition of just one more link can have a significant effect on the shape
of J(ω). In fact, it is the change in matrix K that is mostly responsible.
The next example has been made by adding to the chain 30 randomly
chosen links with a weak coupling strength 0.06g. This leads to a compli-
cated fine structure added to the band. The final example is an ER random
network, which tend to have complicated spectral densities that can change
completely when coupling to different nodes in the network.
If generic interaction is considered where k is not restricted, a very rich
variety of J(ω) becomes possible even for a fixed network, as each pos-
sible choice results in different coupling strengths g to modes Q through
g = Kk. In Publication I, this was not fully explored, but coupling the
open system to nodes of several networks was briefly considered. In this
case, the spectral densities of each network are simply added up, weighted
according to interaction strengths to each of them. Generally speaking, ad-
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ditional links between the system and a single network can either increase
or decrease the magnitude of the elements of g since the elements of K can
have different signs. In particular, a judicious choice of k can even discon-
nect the system from an eigenmode. The effect of generic k on transport
is briefly considered in Chapter 6. It is well-known that if the oscillator
frequencies and coupling strengths can be freely tuned instead, any given
spectral density can be realized with just a chain.
Realization of given spectral density
Let the number of nodes N be fixed to some finite value, and consider a
given continuous J(ω). Finding g and Ω such that Eq. (4.4) coincides with
J(ω) to a good approximation for a transient can sometimes be convenient,
as this allows one to study the exact dynamics of a finite system that, in the
continuum regime, can emulate an infinite bath of oscillators. One should
choose the N frequencies Ω first; they should cover the non-vanishing parts
of the given spectral density. Then the values of g needed to realize J(ω)
can be readily found from the values of the spectral density at the chosen
frequencies, as recalled at the end of Section 3.2 in Publication III. The
resulting total system now corresponds to a Hamiltonian of the form (4.3).
Additonally, once both g and Ω are at hand, a simple way to find the
corresponding chain of oscillators is to add an extra row and a column to
the diagonal matrix ΔΩ to account for g and the open system frequency
and tridiagonalizing the resulting real symmetric (N +1)× (N +1) matrix
with a Householder transformation [96]. The resulting tridiagonal matrix
corresponds to a system coupled to one of the ends of a chain of oscillators
with nearest neighbor couplings, with a total Hamiltonian of the form (4.1).
As noted just previously, a network can have as many spectral densities
as there are admissible choices for k, but they are all restricted ultimately by
matrix K. An interesting problem is then to consider how to realize two or
more given J(ω) with a single connected network. If disconnected networks
are allowed, the problem becomes trivial: any set of spectral densities can
always be realized, with a different connected component assigned for each.
Starting from the eigenfrequencies, in principle one could consider the
J(ω) with the widest spectrum and ensure it falls within Ω. Next, it should
be checked if the corresponding coupling strengths are all of the form Kk
for some admissible k.
If k is allowed to have any real elements, the problem becomes trivial:
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for each g, one should simply use Kg. Then, in principle, any set of spec-
tral densities may be realized but each will have the same discrete set of
eigenfrequencies; for most, many elements in g might be vanishing to allow
the spectral densities to effectively have different resonant frequencies. It
might be, however, quite reasonable to restrict k further. This restricted
case might warrant further attention in future studies.
4.3 Network non-Markovianity
Non-Markovianity of the model is studied in Publications II and III. In
both cases, it is quantified using a measure and a witness based on the
non-monotonic evolution of the Gaussian interferometric power under non-
divisible dynamical maps [97].
Gaussian interferometric power G quantifies the worst-case precision
achievable in a black-box phase estimation using a bipartite Gaussian probe
with modes A and B. By subjecting one of the modes of the probe to the
Gaussian channel, the unknown phase leaves a fingerprint in the state; how
well the phase can subsequently be estimated is completely determined by
the initial state of the probe. In this scenario, G can be determined directly
from the symplectic invariants of the two-mode covariance matrix σAB. As
it vanishes for product states, it is a measure of non-classical correlations
between the modes.
Let the initial covariance matrix σAB be fixed. For divisible channels,
G(σAB) is monotonically non-increasing, meaning that ddtG(σAB) ≤ 0. Let
D(t) = ddtG(σAB). Now the non-Markovianity of the probe dynamics with
the initial covariance matrix σAB, and up to interaction time tmax > 0,





While the original definition involves a maximization over the initial
states and considers the non-Markovianity over the entire evolution, it is
currently an open question how the maximization should be carried out,
while the finite upper limit is considered here due to the finite size of the
environment. Indeed, as the goal is to assess non-Markovianity arising from
other sources than finite-size effects, tmax will be taken to be small enough
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to avoid them. Since strong numerical evidence suggests that squeezed
thermal states can optimize NGIP [97], the initial state is fixed to such a
state, with a covariance matrix of the form






where x = {cosh (2r) , cosh (2r)}, y = {sinh (2r) , − sinh (2r)}, r is the
squeezing parameter and nth is the mean number of thermal excitations.
Publication II focuses on Hamiltonians of the form (4.3) corresponding
to a fixed Ohmic spectral density J(ω) = λω exp(−ω/Ω), where parameter
λ controls the overall interaction strength and parameter Ω the cutoff. The
studies are carried out using the exact dynamics of a finite system mim-
icking an infinite heat bath, as well as analytically in the weak coupling
approximation with full counting statistics formalism. The two quantities
of interest are NGIP and the excitation backflow, introduced in [98], which





where θ(t) is the excitation flow per unit of time. This quantity measures
the non-monotonicity of the evolution of system excitations.
While 〈Δq〉back is known to behave in a similar way to backflow of in-
formation in the case of qubits [98], it is found that for continuous variable
systems, above a certain threshold of interaction strength, only very weakly
dependent on the environment temperature, 〈Δq〉back vanishes while the dy-
namics is still non-Markovian according to NGIP. To better understand the
cause, the total change in energy in the system, environment and interac-
tion terms was investigated in both weak and strong interaction strengths.
It was found that in the case of weak interaction, the system receives a
small amount of energy from the environment and all of the energy from
the interaction term, while in the opposite case energy from the interaction
term flows to both the system and the environment, causing 〈Δq〉back to
vanish.
In Publication III, the studies are extended to complex networks derived
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Figure 4.3: Non-Markovianity of complex networks. The columns corre-
spond to the type and the rows to interaction strength between the net-
work and the system. Network size is fixed to N = 30 while a parameter
controlling the structure is varied. Links increase with the parameter for
ER and BA networks, which suppresses non-Markovianity. For WS net-
works the number of links is constant but p controls the likelihood of a link
being randomly rewired; p = 0 corresponds to a circular lattice while p = 1
rewires all links. Non-Markovianity is seen to increase with the rewirings.
Results are averaged over 1000 realizations for each parameter value. This
Figure has been reproduced from Publication III.
from ER, BA and WS random graph models and the effect of varying the
network parameters on NGIP is studied for weak, intermediate and strong
coupling strengths k between the open system and network, while the open
system is set to be resonant with an eigenfrequency in the network. The
network Hamiltonians are of the form (3.1) with the coupling strengths and
bare frequencies have uniform values g = 0.1 and ω0 = 0.2, respectively,
while the size is fixed to N = 30 nodes. The initial two-mode covariance
matrix σST SAB has parameters set to r =
1
2 cosh
−1 (5/2) and nth = 12 while
the initial state of the network is vacuum. The results are shown in Fig. 4.3.
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Increasing the link probability p of ER networks or the connectivity
parameter K of BA networks increases the total number of links in the net-
work. The results show that this quickly suppresses the non-Markovianity.
Unlike ER and BA networks, WS networks are lattices for a specific param-
eter value, namely when the rewiring probability p = 0. This is seen to lead
to Markovian dynamics. As the links are rewired, NGIP steadily increases.
This indicates that while disorder is necessary for non-Markovianity, with





This Chapter introduces results from Publications I and V related to prob-
ing of quantum networks. Complementing the previous Chapter where
networks were considered as environments for an open quantum system,
here it is asked what one can say about a network by knowing or measur-
ing the open system dynamics. While just the possibility to tune the open
system frequency can reveal much, in principle full knowledge of the net-
work properties requires the ability to sequentially couple the open system
to any single and pairs of nodes in the network. The requirement of having
to couple to pairs of nodes has implications to the network discrimination
problem, introduced and discussed in the final Section.
In our work the state of the network is fixed while matrix A charac-
terizing the network is assumed to be unknown. Others have considered,
e.g., probing an unknown state of a network [49] or assumed that the un-
weighted adjacency matrix V is known and investigated the probing of the
weights [48]. Still others have considered the use of optimal quantum esti-
mation theory in the context of probing structured reservoirs characterized
by an Ohmic spectral density and temperature and studied the estimation
of reservoir parameters using either continuous variable [99] or qubit probes
[100, 101] to find the conditions on initial probe state, reservoir parameters
and interaction time that maximize information gained from measurements
on the probe, quantified by quantum Fisher information. Here probing is
not considered from this point of view.
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5.1 Minimal access probing
Consider a composite system with full Hamiltonian (4.1), and assume that
the interaction Hamiltonian HI is fixed. This fixes the set of coupling
strengths g, while the eigenfrequencies Ω are uniquely determined by the
matrixA of the network Hamiltonian. In turn, the network spectral density
J(ω) is now fixed according to Eq. (3.24). When the probe is restricted to
be coupled to a single given node, the scenario will be referred to asminimal
access probing. It is clear from g = Kk that g is then directly proportional
to a row of K.
Let the state of the network be a thermal state of temperature T . If
no assumptions about A are made, then the quantities that one can hope
to gain information of are J(ω) and the parameters of HE appearing in it,
namely the elements of g and Ω, as the effect of the network on the open
system dynamics is determined by them. In Publication I, it is checked
that when the interaction between the open system and network is weak,
the expectation value of the system number operator 〈n(t)〉 = 〈a†(t)a(t)〉
is well-approximated by the analytical expression [102]
〈n(t)〉 = e−J(ωS)/ωS 〈n(0)〉+ (1− e−J(ωS)/ωS )nth(ωS), (5.1)
where ωS is the system frequency and nth(ωS) = (e
ωS
T − 1)−1 is the mean
number of thermal excitations at system frequency. Consequently, for










where Δn(t) = nth(ωS)− 〈n(t)〉. While it can be seen that the initial state
of the probe should be such that 〈n(t)〉 = nth(ωS), no other assumptions
were made in Publications I and V where Gaussian states for the probe
were used throughout; the particular choice of initial state was not found
to have a noticable effect on any of the results. The protocol to probe the
spectral density is summarized below.
1. Fix Δn(0) by initializing the states of the probe and the network.
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2. Switch on the interaction Hamiltonian HI for a time t.
3. Determine Δn(t) by measuring 〈n(t)〉.
4. Determine J(ωS) from Eq. (5.2).
5. Repeat steps 1–4 for different values of ωS to sample the spectral
density.
For a concrete example, consider the probing of the periodic chain from
Fig. 4.1. Figure 5.1 depicts the spectral densities determined from Eq. (4.4)
(solid line) against the values determined from Eq. (5.2) for different values
of ωS (circles). The arrows mark different choices of interaction times t.
The continuum regime of this network is shown in a transient where both
the calculated and probed values of the spectral density form a continuous,
smooth function of the frequency. Eventually the finite size effects manifest,
and both quantities begin to approach the form given by Eq. (3.24). Such a
transient is typically either very short or not evident at all for more complex
networks, as seen, e.g., in Publication IV introduced in Chapter 7 of this
Thesis, where probing of J(ω) of networks generated with the ER, BA and
WS random graph models presented in Section 2.2 is used in a simulation
of the experimental implementation of these networks.
The eigenfrequencies Ω emerge in the discrete regime of dynamics and
can be probed similarly to J(ω). The difference in the behaviour of 〈n(t)〉
between the eigenfrequencies and the off-resonant frequencies, as observed
in Figure 5.2, enables their probing. Initially, one might use a stronger
coupling to determine what is the range of frequencies where Ω can be
found, and then switch to a weak coupling to effectively tell them apart1.
For certain networks with, e.g., special symmetries, it can happen that Ω
is approximately or even exactly degenerate, or g might contain vanishing
elements. In the former case the degenerate eigenfrequencies cannot be
resolved while in the latter case, lack of interaction makes probing of the
corresponding eigenfrequencies impossible. Graph theoretic arguments may
be used to show that this is not the case for generic networks.
Once Ω is known, the squares of the elements of g can be determined
from the probed values of the spectral density as follows. From the defini-






g2i . Writing the integral as
1It is reasonable to assume here that N is known, as otherwise it is not in general
possible to tell when all eigenfrequencies have been found.
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Figure 5.1: Effect of varying the interaction time t in the probing of J(ω) of
the periodic network from Fig. 4.1. In the continuum regime, where γ(t) ∼
0, J(ω) calculated with Eq. (4.4) (solid line) and probed with Eq. (5.2)
(circles) assume stationary values. Both eventually begin to approach the
discrete spectral density of Eq. (3.24). The system and network are initially
in a vacuum state and thermal state with T = 1, respectively, while the
coupling strength k = 0.01. All other parameters are as in Fig. 4.1.






where the term ΔΩi = Ωi − Ωi+1 comes from the Riemann sum, assuming
that Ω has been ordered non-increasing. If k is known, as is reasonable to
assume, g reveals information about matrix K; specifically, with minimal
access, one can obtain the squares of the elements of a single row. Signs of
these elements are not revealed, which has implications discussed further
in the following two Sections.
Because of the underlying graph structure, the eigenfrequencies Ω may
potentially contain significantly more information about the structure of the
network. In particular, a large volume of potentially useful results exists in
the field of spectral graph theory, a branch of mathematics concerned with
the interplay between graph matrix representations and their spectrum. In
Publication V, a special case of identical oscillators and uniform couplings
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Figure 5.2: Evolution of mean excitations for a probe system weakly cou-
pled to a single node in a network of 40 nodes and 80 randomly chosen links
with bare frequency ω0 = 0.2 and a constant coupling strength g = 0.1, with
probe frequency coinciding with an eigenfrequency of the network (squares)
and just a little above 1% off (circles). The initial state of the probe and
the chain were vacuum and thermal state with T = 0.3, respectively, while
coupling strength between the probe and the chain was k = 0.0025. The
difference in the dynamics for longer interaction times makes the detec-
tion of eigenfrequencies possible. This Figure has been reproduced from
Publication V.









where ω0 is the identical bare frequency of the oscillators, g the constant
coupling strength between them, and L the unweighted Laplace matrix.





meaning that when g is known, probing the eigenfrequencies reveals the
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Laplace eigenvalues.
The main result of Publication V is that then, by using known rela-
tions between the eigenvalues and the network degrees di, the latter can
be estimated to a good accuracy by solving a combinatorial problem; in
fact, for, e.g., degree-regular networks, the correct degrees can always be
found. Furthermore, should g be unknown, it is shown that this quantity
can be estimated directly from the eigenfrequencies using graph theoretic
arguments. While the scheme is illustrated with quantum networks with a
Hamiltonian of the form (5.4), the results apply to any networks amenable
to the extraction of the Laplace eigenvalues. In the case of non-uniform
coupling strengths, estimation of the total interaction strengths of the os-
cillators with the rest of the network can be carried out, but this is less
accurate as briefly discussed in the Publication V.
While it is possible to estimate the degree sequence just by having ac-
cess to any single node of the network, the computational time it takes
to produce the estimate from the probed eigenvalues scales at least expo-
nentially in N , limiting the sizes of networks for which the full estimation
can be done. As the exact mean and variance of the degree sequence can
be found directly from the eigenfrequencies, bigger networks can still be
classified accordingly. Since the estimate is constructed from all the possi-
ble solutions to the combinatorial problem, one could also consider using a
reduced set of solutions to trade accuracy for speed.
5.2 Full access probing
In full access probing, no restrictions are imposed on the possible forms of
k. While one may still probe all of the quantities mentioned previously (in
particular, the various spectral densities arising from different g = Kk),
in Publication I, it is shown that it is sufficient to be able to couple to single
and pairs of nodes to reconstruct the full matrix A without making any
assumptions on ω or L.
To begin, one may determine Ω by local probing from any node. Con-
sider next the system coupled to nodes l and m with the same interaction
strength k, corresponding to k of the form ki = (δil+δim)k. Then according
to Eq. (4.2), probing reveals elements g2i = k2(Kli +Kmi)2. On the other
hand, coupling to single node reveals the squared elements of a single row
of K. Consequently, probing N nodes individually followed by probing of
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Figure 5.3: The detected matrixA (left), compared with the original (right)
for a chain of 60 nodes with additional weak couplings. The initial state of
the probe is squeezed vacuum with squeezing parameter r = 1 and phase-
space angle φ = π/2, while the network is initially in vacuum. The chain
couplings and seven extra links have coupling strengths of g = 0.2 and
g/2, respectively. Bare frequencies are ω0 = 0.25. This Figure has been
reproduced from Publication I.
N − 1 pairs of nodes determines K save for an arbitrary global sign, since
comparing, e.g., K2li+K2mi with (Kli+Kmi)2 reveals whether Kli and Kmi
should have the same sign or not. As the global sign leaves A = KΔK
invariant, then as far as k is considered, it is sufficient to couple to up to
two nodes at once to determine A .
An extra step which proved crucial in the simulations presented in Pub-
lication I was to enforce the orthogonality of the probed K through its
singular value decomposition K = WΔV, since for any square matrix,
WV is both orthonormal and near to the decomposed matrix in terms of
the Frobenius norm [103]. An example is shown in Figure 5.3, where the
network is a chain with several weak shortcuts.
To reconstruct A by determining each of the elements of the typically
dense matrix K, the total number of measurements scales as N2 which
makes this approach somewhat impractical. While it is conceivable that
additional assumptions could help as it happens in the minimal access case,
this was not investigated in the Publications introduced in this Thesis.
Instead, in the following Section the network discrimination problem will
be introduced and briefly discussed.
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5.3 On network discrimination
Consider two quantum networks with N nodes but unknown matrix A.
What is the optimal way to reveal if two networks are isomorphic or not,
in the sense that the Hamiltonians are the same up to relabeling the nodes,
through probing? Before discussing the answer to this question, it should
be stressed that this is straightforward to generalize to more than two
networks: indeed, one simply needs to partition the given set of networks
into subsets of isomorphic networks.
Since the sets of eigenfrequencies corresponding to two generic networks
have no elements in common and the eigenfrequencies can be probed from
any single node, it is convenient to start from them. Even a single frequency
present in one but missing in the other is a strong indication that the
networks are not isomorphic: with minimal access probing, this happens
for isomorphic networks only in the rare case that some elements of K
vanish. This can be checked as N is known. In any case, the number of
measurements one must do to verify that two networks are not isomorphic
is typically small and can be done with minimal access probing. If it is
discovered that the eigenfrequencies all coincide, one might be tempted to
conclude that the networks must be the same, but this is not the case due
to the existence of isospectral graphs, i.e. non-isomorphic graphs with the
same eigenvalues.
Consider now the case of discriminating between two isospectral but
distinct networks; one should turn the attention to the coupling strengths
g. The goal of probing g is to check if they correspond to the same orthogo-
nal matrix or not. While different sampling strategies might be considered,
suppose that two full sets have been probed, one from each network, and
both from a single node, revealing two rows of the respective orthogonal
matrices but without signs. In principle, one could cycle through all 2N
possible signs for one of the rows while keeping those of the other fixed
and see if the dot product becomes consistent with zero, but this number is
prohibitively large for networks of any reasonable size, and in practice one
would have to probe the signs as described previously. If the exhaustive
search can be carried out and it is found that the vectors are never orthog-
onal, then they necessarily are rows from different orthogonal matrices and
one can conclude that the networks are non-isomorphic.
If signs are found that make the vectors orthogonal, it is still not known
if they indeed are, leaving the problem unresolved. This is still the case















Figure 5.4: Two networks indistinguishable by probing with a coupling to
(any) single node. The numbers shown next to the links correspond directly
to the parameters of their respective Hamiltonians, while the nodes are
labeled to emphasize that nodes adjacent in one might not be so in the
other. The effective frequencies for both have a constant value ω̃ = 0.12.
The indistinguishability is due to identical values of eigenfrequencies and
squares of interaction strengths to normal modes when a probe is coupled
to a node with the same label.
even when one has full knowledge of the eigenfrequencies and the signless
matrices of both networks, as there exist non-isomorphic networks for which
these quantities coincide.
To see this, note first that the number of orthogonal matrices consistent
with the data one has is at least 22n−1, since orthogonality of rows and
columns is preserved if an orthogonal matrix is multiplied from the left
and right with diagonal matrices with each diagonal element ±1. The
claimed lower limit follows from the possible number of distinct pairs of
such matrices; there can be more if the original matrix has duplicate or zero
elements. Can these matrices, together with the eigenfrequencies, be an
eigendecompositon of a matrix corresponding to a network non-isomorphic
with the original? At least in some cases the answer is positive, such as
in the examples shown in Fig. 5.4. Because of this, probing individually
even all of the nodes is in general not enough, as the signs might have to be
probed as well. Alternatively, one may settle for equivalence classes larger
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than non-isomorphic networks. As a by-product, this also shows that in
general, the ability to couple to single as well as pairs of nodes is not only
sufficient but also necessary in the reconstruction of matrix A. This holds
even if multiple probes are used, since in minimal access case the coupling
strengths to eigenmodes are directly proportional to a row of K for each
probe, leaving the dynamics invariant with respect to the signs.
There are many open questions. For instance, the pair shown in the
figure was found through exhaustive search starting from the chain, but
the same search produced only isomorphic chains for any other length up
to N = 6, raising the question whether having nontrivial counterparts is
in fact rare. The standard next step would be to study the prevalence in
ER networks, but for all but the smallest of cases, this would require more
efficient computational approaches to make the problem tractable. If such
sets could be found, it could be checked, e.g., how quantum walks on them
differ. This problem should also be compared to the related problem of
discrimination between two cluster states [104].
In conclusion, while it is typically easy to establish that given networks
are distinct with just minimal access probing, verifying that networks are
isomorphic appears to be nearly as challenging as probing their entire struc-




The first Section considers on the one hand how excitation transfer is af-
fected by the network structure, and on the other hand how transport from
an external system to the network can be effectively described when the
interaction is weak. It will be discussed why the graph structure does not
predict well how excitations will spread in complex networks, at variance
with how excitations behave in lattices. The rest of the Chapter is an out-
look for future work that will be further developed in the next months,
dealing with a problem closely related to state transfer.
6.1 Transport of quantum information
In Section 4.2 it was seen that in some cases, merely changing a single link
can drastically change the network spectral density J(ω). An example is
given in Fig. 6.1, where a homogeneous chain with nearest and next nearest
neighbor couplings is considered unaltered and with a single randomly cho-
sen link rewired. An open system in a thermal state of T = 1 is coupled to
an end of the chain in vacuum and is resonant with the chain J(ω), leading
to exchange of excitations.
In the unaltered case, excitations propagate steadily in the chain. When
the link is rewired, the dynamics is the same until the excitations reach
a point affected by the rewiring. At this point, only a tiny fraction of
excitations are able to continue along the chain. The rest are either reflected
back towards the system or take the shortcut created by the rewired link
and then proceed to propagate in both directions at the other end, leading
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Figure 6.1: Examples of excitation transport in quantum networks. The
color bar shows the difference between initial excitations and excitations at
time t. On the left, the network is a homogeneous chain of N = 100 nodes
with nearest and next nearest neighbor couplings with coupling strengths
g = 0.1 and g/5, respectively, while the bare frequencies are set to ω0 =
0.25. Excitations propagate freely along the chain. In the middle, a single
randomly chosen link in the chain has been rewired, changing the transport
properties. On the right, evolution of excitations in the network oscillators
of a random network of N = 100 oscillators with bare frequency ω0 = 0.25
and coupling strengths g = 0.05 is shown. Excitations become locked to
a subset of network oscillators. Array values have been scaled for clarity.
This Figure has been reproduced from Publication III.
eventually to a complicated pattern.
More generally, in lattices propagation is natural as the translational
symmetry and often regularity of degrees both gives a natural scale to the
network as the number of recurring subgraphs, and ensures that the effec-
tive frequencies are constant, making adjacent nodes always resonant with
each other. This seems to make the underlying graph structure useful in
predicting how excitations or information spread in the network. Conse-
quently, it makes sense to consider a distance from the point of origin in
the context of transport. The continuum regime characteristic for lattices
discussed in Chapters 4 and 5 and exemplified in Figures 4.1 and 5.1 also
plays an important role; it implies that even if the system frequency does
not coincide with any eigenfrequency, the system is effectively resonant with
the network up until t such that the oscillations in γ(t) return.
A complex network is also depicted in the Fig. 6.1. The excitations do
not spread out freely but instead seems to get locked into a subset of nodes.
Unlike in the previous case, simply knowing which node is adjacent with
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which does not seem to give much insight into how transport will happen,
however what is observed could be explained by the interaction happening
effectively with only a single eigenfrequency, as will be seen next.
If the system frequency coincides with some eigenfrequency Ω and inter-
acts sufficiently weakly with the network, then to a good approximation the
system interacts with only the resonant (possibly degenerate) eigenmode.
Consequently, the dynamics should remain unaffected even if the coupling
strengths to the other modes are set to 0. These effective couplings between
the system and the eigenmodes can be expressed as
geff =Δfilter(Ω)g =Δfilter(Ω)Kk, (6.1)
where the diagonal matrix Δfilter(Ω)ii = δΩiΩ picks the elements of g corre-
sponding to eigenmodes with frequency Ω. In the network basis the effective
couplings read
keff = Kgeff = KΔfilter(Ω)Kk. (6.2)
The effective couplings keff typically contain many non-vanishing ele-
ments even when the system is coupled to only one node. In other words,
the open system is effectively coupled to many network nodes when resonant
and the interaction is sufficiently weak. Network nodes cannot exchange
excitations or quantum information with each other, as this would require
interactions with multiple eigenmodes, and so excitations become locked as
they do in the rightmost panel in Fig. 6.1.
It should be stressed that how strong the interaction strength can be be-
fore the system starts to interact in a non-negligible way with non-resonant
eigenmodes can vary even when the network is fixed. This is essentially
because it depends on how strong the interaction strength to the resonant
eigenmode is relative to that of other eigenmodes in the vicinity of Ω and
how close they are in terms of frequency. It may then happen that a given
interaction strength with a single network node leads to interaction with
just one eigenmode for certain frequencies only.
To see what kind of effective couplings can be engineered for a given
frequency, one should consider the matrix acting on k in Eq. (6.2). The
i-th column of this matrix (or equivalently, row, as the matrix is by con-





































Figure 6.2: An example illustrating the relationship between the network,
the effective couplings and transport. The orthogonal matrix K diago-
nalizes the network. In this particular case Δfilter(Ω) contains multiple
elements since the spectrum is degenerate. The matrix KΔfilter(Ω)K has
a checkerboard pattern, predicting that no matter what is the point of con-
tact, a weakly interacting system will be effectively decoupled from half of
the network oscillators unless it is attached to multiple network nodes. On
the other hand, coupling to, e.g., nodes 1 and 3 with equal weights leads
to a complete decoupling since then all terms will cancel out. The right-
most panel corresponds to the system weakly coupled to node 1, leading to
excitation exchange only with the nodes with an odd index.
struction symmetric) is directly proportional to keff when the system is
directly coupled to i-th node, while different k lead to different weighted
combinations.
A concrete example is given in Fig. 6.2. The network depicted in the
leftmost panel has uniform coupling strengths g = 0.15 and constant bare
frequencies ω0 = 0.25 and is initially in vacuum, while the system is in a
thermal state with 〈n(0)〉 = 2 and is coupled to node 1 with a coupling
strength k = 0.01. The rightmost panel shows the change in node excita-
tions.
In this particular case, it is seen that it is possible to choose k in such a
way that the open system is effectively decoupled from the network. This
can be achieved for example by coupling with identical strengths to nodes 1
and 3, as the corresponding terms in matrixKΔfilter(Ω)K will then cancel
each other out. In terms of g, this corresponds to the element belonging to
the resonant eigenmode to cancel out, while other elements might remain
non-zero. The checkerboard pattern of matrix KΔfilter(Ω)K implies that
if the system is coupled weakly to any single network node it will be ef-
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fectively decoupled from half of the network nodes. The rightmost panel
confirms this as it shows that the system is able to exchange excitations
only with the nodes with an odd index.
As they can predict how excitations will be distributed into the network,
the effective couplings are considered as a tool to design networks with
desired transport of excitations, quantum information and entanglement in
upcoming work. Furthermore, it will be studied when the interaction with
a single eigenmode is a valid assumption, which has implications also to
the routing problem considered next.
6.2 The routing problem
The goal of state transfer on a network is to transfer a quantum state of a
node marked as sender to another marked as receiver. In so called perfect
state transfer, this is accomplished exactly, while sometimes pretty good
state transfer is studied where the final state can be made to be arbitrarily
close to the target state. In some cases this can be accomplished by the
(lattice) structure alone, e.g., it is known that in a homogeneous chain of
length 3, perfect state transfer between the end nodes can be accomplished
by just the free Hamiltonian dynamics [26]. Alternatively, one may consider
strategies suitable for more complex networks based on local control of the
marked nodes only. The basic idea is to tune the marked nodes to be
resonant with a suitable eigenmode of the rest of the network, such that
the situation is effectively state transfer in a chain of three nodes. As the
existence of such eigenmodes can be linked to eigenvalues of graph matrices,
spectral graph theory can be of help; statistical results can be achieved by
considering, e.g., generic spectra of ER graphs.
A problem closely related to the latter case will be the subject of up-
coming work. Here, the eigenmodes of a network mediate state transfer
between multiple external nodes, each having a corresponding interaction
term of the form (4.2), such that states can be transferred between any pair
of the external nodes and several pairs can exchange quantum information
in parallel by using different available eigenmodes. The task is then to find
suitable networks to this end. In this Thesis, this is called the routing prob-
lem, and the simultaneous exchange of quantum information through the
network routing. Additionally it may be required that routing is achieved
with reasonable speed and local control of the external nodes alone, i.e.


























Figure 6.3: Several possible approaches to the routing problem are depicted
and considered. Without a network, fast state transfer between fixed pairs
is possible, requiring minimal control. Without the possibility for any pair
to communicate and resilience to random node or link failures, this is unsat-
isfactory. The simplest possible network allows any pairs to communicate
sequentially, but if the central node is lost communication becomes impos-
sible. The ring is superior to the others, lacking only in resilience. Finally,
complex networks are, as of yet, unknown area.
the network Hamiltonian can be static. Finding networks where such ef-
ficient routing is possible could have applications in, e.g., short-distance
state transfer inside an apparatus processing quantum information. Such
devices could then perhaps be used as building blocks in larger networks.
The problem as described has been considered previously, using a ring
of nodes [105]. While otherwise a very viable approach, rings, and more
generally lattices, have typically low vertex- and edge-connectivity, making
them sensitive to random node or link failures. The ring, as well as some
other possibilities are depicted and compared in Fig. 6.3. In the first case
on the left, there is no network. Instead the external nodes are directly
coupled to one another. Routing, as outlined earlier, cannot be done with
this setup. The simplest possible network, i.e. a lone node, is somewhat
better as by tuning the external oscillators in resonance with it, any pair
can communicate. This solution is however neither capable of simultaneous
transfer and therefore not useful for routing, nor is it resilient. Unlike the
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toy solutions, the proposed ring can be used for routing and is lacking
in resilience only. The transfer speed will depend on which modes are
available. Finally, complex networks could be considered.
In the last case, the open questions are many. What kind of advantages,
other than resilience, could complex networks have over lattices? Which
networks are best? How should networks be compared and ranked based
on their ability to route quantum information? What properties should be
prioritized? What restrictions should be imposed? Partial answers will be
provided in the next Section.
6.3 Network routing capacity
For a systematic search of networks suitable for routing, a figure of merit
that allows for quick comparisons between them is needed. Tentatively,
properties useful for such a quantity might include the following:
1. It should single out networks that have many eigenmodes suitable for
state transfer.
2. The result should be a single real number with a clear interpretation.
3. The definition should be clear and physically motivated.
4. Evaluating it for a given network should have a computational com-
plexity at most polynomial in N and the number of external nodes.
For the rest of this Section, this quantity, yet to be defined, is called network
routing capacity.
The first item is clear. The second allows for sorting the networks
according to their routing capacity, while also giving immediate and concise
information about a given network to the user. The third is required for
clarity and soundness, and should allow one to have more confidence in the
results as opposed to an ad hoc definition. The last item has its drawbacks.
For communication through a network eigenmode to be possible for a
given pair of external (input/output) nodes, at least one eigenmode must
be suitable for both. Taking this into account would require checking all
possible pairs of external nodes, forcing one to discard item 4. Considering
the eigenmodes one external node at a time instead leads to significantly
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more effective evaluation, but some relevant information is lost as the recip-
ient side is ignored. Further assuming that the external nodes are coupled
to a single network node implies that it is enough to consider each eigen-
vector separately, which leads to polynomial running time provided that a
constant time is used for each element of each eigenvector. While a more
complete picture would be obtained by taking into account both the sender
and reciever as well as the possibility to couple to multiple network nodes,
this would easily lead to a quantity too heavy to compute to be of practical
use.
To understand better what should be taken into account, consider the
situation depicted in Fig. 6.4. Here the focus is on a single eigenmode
indexed i, and depicted are quantities that affect its usefulness for state
transfer. For simplicity, only the nearest neighbors in terms of frequency
are considered. Ratios x and y determine how the coupling strength gi
compares to its left and right neighbors; the closer these numbers are to
0 the better, as then gi dominates over gi−1 and gi+1. Consequently, the
external node is more likely to interact only with eigenmode i. The mag-
nitude of gi itself should also be taken into account, as very low values
will obviously reduce the usefulness of the eigenmode. Also shown are the
differences between the mode frequency Ωi and those of its neighbors; the
larger these numbers are the better, as then the external node can more
easily resolve the modes. For larger values, the external node can interact
with the network with a stronger coupling while still interacting only with
a single mode to a good approximation. Whether this particular mode is
counted as suitable for transport should then be measured by some function
f of the form f(gi, x, y,ΔΩi−1,i,ΔΩi,i+1). Degenerate frequencies and the
first and last frequencies having only a single neighbor should be accounted
for in some appropriate manner.
To stay in line with item 2, the result of f could take binary values
depending on whether the considered mode is counted or not. The exten-
sion to the entire network could then be simply the sum of the results over
each of the N2 possible elements of the eigenvectors; each eigenvector corre-
sponds to a different point of contact in the network, while each element is
associated with the frequency of the corresponding eigenmode. With these
broad features, routing capacity of a network becomes a single positive in-
teger, describing the total number of suitable modes when considering each
of the network nodes separately as a point of contact.
The planned next steps are to consider how sensitive state transfer is to








Figure 6.4: A simplified situation with three modes, where the suitability
of the central one to routing is considered. The horizontal axis is frequency
while the vertical one is the squared interaction strength of the correspond-
ing mode with the external node. The depicted quantities affect transfer
through the central mode. The rations x and y should be as small as pos-
sible and the distances ΔΩi−1,i and ΔΩi,i+1 as large as possible for best
results.
the four variables depicted in the simplified situation of Fig. 6.4, in order
to find a suitable form for the function f . Then the routing capacity of
networks complex enough to have a high vertex- and edge-connectivity will
be benchmarked against that of lattices considered previously. A particular
family of networks that will be tested are those based on a specific family of
graphs with integer eigenvalues of the Laplace matrix, which should ensure
that the eigenfrequencies are well separated from one another. The findings
will be reported elsewhere.





This Chapter focuses on physical implementations of complex quantum
networks. The first Section discusses general features that can be expected
to be applicable to a wide variety of models of quantum networks, while
the second introduces an implementation of complex networks of quantum
harmonic oscillators on a multimode optical platform from Publication IV.
7.1 Implementation generalities
Needless to say, often the requirements for efficient and flexible experimen-
tal implementations turn out to be system-dependent. Even after a sys-
tem has been fixed, there may still be implementation-specific strengths,
weaknesses and hurdles. This being said, considerations arising from the
underlying graph structure are unique to networks. Implications of some
broad features, such as the initial state of the network, are also discussed.
Structural considerations
Since even a single quantum harmonic oscillator would technically be a
(trivial) quantum network, it is clear that the difficulty of implementing
quantum networks will depend heavily on their structure. As far as con-
nected networks are considered, implementing a connected network with N
nodes requires a minimum of N − 1 links (see Section 2.1), resulting in a
73
74 Experimental implementation of quantum networks
tree network. The simplest structure would be a chain of oscillators, which
is not complex but can serve as a basis for more complicated networks.
From here, one could either proceed to chains with non-uniform interaction
strengths, or to random trees. In fact, provided that one has full control
over the interaction strengths and oscillator frequencies, in principle any
given spectral density can already be implemented with a chain (see Sec-
tion 4.2), while tree networks tend to lead to highest non-Markovianity in
the early reduced dynamics of an open quantum system (see Section 4.3).
Both types of networks could tentatively be called complex for quantum
networks, in the sense given in Section 2.2.
Starting instead from a ring or a grid of nodes would increase the re-
quired number of links while still requiring only short-range interactions.
If at least some of the links could be rewired or additional long-range in-
teractions could be engineered, one might consider the resulting network to
be similar at least in spirit with the WS graphs, as the underlying regular
structure could potentially result in a high transitivity while the added or
rewired long-range links would reduce the network diameter. With enough
of such shortcuts, the network could be called complex.
Having ER or BA networks could perhaps prove to be more difficult, as
neither of them can be constructed from a regular or symmetric network. In
particular, BA networks typically have a few nodes with a very high degree,
which could pose a challenge. It may also be a requirement that the nodes
of the network can be placed such that no links cross; this property is known
as planarity. This could be satisfied by design with the previous examples
but clearly not with generic ER or BA networks. Random graph models
aside, the upper bound on the number of edges is given by a well-known
corollary of Euler’s formula: for simple connected planar graphs withN ≥ 3
vertices and M edges, M ≤ 3N − 6.
If many nodes are available, an alternative approach could perhaps be
to partition the graph of the network into planar subgraphs (i.e., graphs
composed of a subset of vertices and edges of a given graph), realize each
subgraph separately and use long-range interactions only to join the cor-
responding nodes belonging to different subgraphs to effectively realize the
network. The minimum number of such subgraphs is given by a property
called graph thickness. An approach in such a spirit has been very re-
cently proposed to improve quantum annealer designs through additional
interactions that the authors refer to as small-world interactions [106].
The greatest challenge would be to implement networks complex also
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from the classical point of view, such as quantum networks modeled after
a real complex network. The reference networks typically used in network
science literature range from the small N = 34 and M = 78 karate club
social network [107] to massive N ∼ 105 and M ∼ 106 network of web
pages within nd.edu domain constructed in late 1990s [108], and beyond.
Assuming that the structure can be complex but size is restricted, one could
still fabricate quantum networks useful for routing of quantum information
(previous Chapter). At variance, large but significantly less complex net-
works could be useful for, e.g., implementing finite environments with a
given spectral density (Chapter 4).
Implementation strategies
The desired state of the network, the degree of faithfulness to the theoretical
model, and versatility of the implementation are crucial aspects somewhat
separate from structure and size.
What the state of the network should be depends of course on the
intended application. Vacuum would be a natural state to aim for when
implementing networks to transfer or route quantum information, while
a thermal state might be more suitable for a network intended to be an
environment. To have dynamics that are hard to simulate on a classical
computer, the inital state would have to be chosen accordingly; for an
oscillator network, such a state would be non-Gaussian [83]. The ease
or difficulty of preparing each of these sates is in general specific to the
experiment.
An experimental implementation can be an emulation of the theoretical
model, in the sense that the outward behavior matches that of the model
in some sense, while the internal workings might differ. In other words, an
emulation can substitute what it emulates. Suitable approaches will then
depend on what features of the model will be focused on. For example,
one might emulate a snapshot of the network dynamics, in the sense that
measurement results in the experiment will correspond to those of the model
at a given time, but the dynamics of the system emulating the network
with respect to wall-clock time do not necessarily match that of the model.
Alternatively, the real-time network dynamics could be emulated, either
for a transient or for an extended period of time. The snapshot approach
could be satisfactory for example for emulating dynamics that are hard or
intractable to simulate on a classical computer, while the latter would be
76 Experimental implementation of quantum networks
needed to, e.g., implement quantum networks for routing as discussed in
previous Chapter.
An implementation might be fixed, in the sense that readily changing
the network is not possible but rather requires changing the experimental
setup, or perhaps fabrication of a new network. Networks of mechanical
oscillators and couplings can be expected to fall into this class. In contrast,
a reconfigurable implementation would allow one to implement many net-
works in the same setup, ideally with full control of the number of nodes,
links and structure. While appealing, reconfigurability may be hard to
achieve with mechanical couplings between the nodes but can be done for
example with nonlinear interactions between optical modes, as will be seen
in the next Section.
7.2 Reconfigurable implementation of quantum com-
plex networks
Specific systems are briefly considered as candidates for networks of quan-
tum harmonic oscillators in Section 2.3 of Publication III. The basic re-
quirements are repeated here: harmonic potential and quantum regime for
the oscillators; static network structure; and springlike coupling between
oscillators, with other interactions either minimized or eliminated. In Pub-
lication IV, a proposal is made to implement quantum networks using a
multimode optical platform. As the proposal is heavily based on the consid-
erable versatility of the platform, the core aspects will be briefly described
here. A more in depth description may be found in Section 3 in Publication
IV, as well as Refs. [109, 110] .
The initial quantum resource is a non-classical continuous variable pho-
tonic state. This state results from a simultaneous down-conversion of
the components of a frequency comb produced by a mode-locked laser,
e.g., a laser operated to produce pulses of an extremely short duration.
Mode-selective measurements implemented using homodyne detection are
performed on the optical modes to complete the protocol. The optical ar-
chitecture being fixed, the spectral shapes of the frequency comb and the
local oscillator used in the homodyne detection can be controlled. As will
be seen, this setup is capable of producing quantum networks of moderate
size and in principle arbitrary structure.
The comb consists of a very large number of frequency components,
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which are simultaneously down-converted by a nonlinear optical element,
namely a χ(2) crystal, contained in a cavity. The down-conversion corre-
lates each frequency component in the comb with every other. For these
correlations to be preserved, the repetition rate of the comb must match the
cavity free spectral range. When this condition is met, the device consisting
of the pump laser, optical cavity and the crystal is called a synchronously
pumped optical parametric oscillator.
The Hamiltonian of this process is
Hex = ig((a†)La† + h.c.), (7.1)
where (a†) = {a†1, a†2, . . .} is the vector of creation operators correspond-
ing to the optical modes, L is the matrix that describes how the modes are
coupled, and g is a term regulating the overall interaction strength, propor-
tional to the pump amplitude. Matrix L has elements Lm,n = fm,npm,n,
where fm,n is the crystal’s phase matching function and pm,n the pump am-
plitude at frequency ωm+ωn. The interaction leads to a similar amount of
correlated down-converted frequencies than there was in the original spec-
trum.
Diagonalization of this Hamiltonian leads to an equivalent form Hex =
ig((A†)ΔsqexA†+h.c.), which describes uncorrelated squeezed modes, called
supermodes, where each supermode in A† is squeezed according to the cor-
responding element of the diagonal matrix Δsqex. The mode-selective mea-
surements implement a basis change from the basis of the supermodes to
measurement basis, given by a symplectic and orthogonal matrix Rex. The
total symplectic transformation, provided that the input modes are in the
vacuum state, can then be written as
xf = RexΔsqexXvac, (7.2)
where xf and Xvac are the vectors of final and vacuum quadrature opera-
tors, respectively. The goal is to tune the matrices Rex and Δsqex such that
the resulting symplectic evolution matches that of the quantum network.
To see what needs to be done, the symplectic matrix in Eq. (3.21) should be
expressed in a similar form to that of Eq. (7.2). The former equation may
be rewritten simply as xf = S(t)Xi, where S(t) is the symplectic matrix
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encoding the network dynamics and Xi is the vector of initial quadrature
operators.
To begin, the preparation of the initial Gaussian state is written in
terms of a symplectic matrix S0 acting on the vacuum quadratures as
Xi = S0Xvac. The product of this and the symplectic matrix giving the
dynamics defines an effective symplectic matrix Seff = S(t)S0. Substitut-
ing, the equation now reads xf = SeffXvac. Next, Seff is written in terms
of its Bloch-Messiah decomposition as Seff = R1ΔsqR2. Substituting and
remembering that vacuum is basis independent, i.e. R2Xvac = Xvac, the
sought form is recovered as xf = R1ΔsqXvac. The steps are summarized







Having the target matrices at hand, what remains is to match Rex
with R1 by shaping the local oscillator and Δsqex with Δsq by shaping the
frequency comb. In the latter case, the relation between experimentally
controllable parameters and the squeezing parameters in Δsqex is in fact
quite complicated, but the simulation results presented in Publication IV
confirm that optimizing the parameters with heuristic methods [111] is
both tractable and sufficient. By realizing the symplectic transformation of
Eq. (7.3) in this way, the theoretical model is mapped to the experimental
platform as summarized in Table 7.1, reproduced from Publication IV.
The experiment emulates a snapshot of the network dynamics for a given
point of time, and does so in a way that is reconfigurable to in principle
arbitrary structure, as shown by simulation results using synthetic networks
generated with the random graph models presented in Section 2.2, as well
as real complex networks. Having networks with tens of nodes is within
reach.
An example of such simulation results is shown in Fig. 7.1, where the
probing of the spectral density (see Sections 4.1 and 5.1) is simulated for
two synthetic and two real complex networks, with the probe in squeezed
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Figure 7.1: Simulation of the probing of the spectral density with the ex-
perimental platform. The columns correspond to the used networks. The
Scannell network is a connectome [112] while the Lisseau network is a social
network [113]. Blue lines and violet circles are the spectral densities and
probed values, as in Fig 5.1. Green dots correspond to Δsqex obtained with-
out pump optimization. The red and brown dots correspond to optimized
pump shapes for nonlinear crystal lengths of 1.5 and 0.5mm, respectively.
Middle row: the probed values are normalized with respect to the maximum
value of the spectral density. Bottom row: the results without normaliza-
tion. This Figure has been modified from figures of Publication IV.
state and the network in vacuum. The good match with expected results
confirms that the dynamics is able to mimic the one of the model for a
wide range of values of the probe frequency. The squeezing parameters
encoded in Δsq tend to be of small magnitude in this scenario, except for
the one corresponding to the probe, while optimized pump shape tends to
lead to some squeezing of all modes, as seen in Fig. 7.2. This will decrease
the energy difference between the probe and the network from the assumed
value, leading to probed values of the spectral density to be smaller than
those expected in the simulations; scaling the probed values confirms that
the correct structure is recovered to a good accuracy, however, as seen in
the middle row of Fig. 7.1. Comparing the results shown here and in, e.g.,
Fig. 10 in Publication IV shows that the importance of the optimization of
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mode  index
ii
Figure 7.2: Purple: diagonal elements of the target Δsq; green: experi-
mentally achievable squeezing spectrum without pump shape optimization,
i.e. diagonal elements of Δsqex in the case of a Gaussian pump spectrum for
the parametric process with a crystal length of 1.5mm. Brown and red:
experimentally achievable squeezing spectrum with pump shape optimiza-
tion with a nonlinear crystal length of 0.5 and 1.5mm. In the three cases
(green, red and brown) the first diagonal element matches the target ex-
actly (purple). The pictures in the circles show the spectral shapes of the
first and the third modes in the three possible experimental configurations.
This Figure has been reproduced from Publication IV.
the comb shape becomes more important as the complexity of the networks
increases.
Further improvements could be possible by considering the state of the
network to be approximately squeezed instead of the vacuum, as in prac-
tice optimization tends to lead to squeezing of the supermodes. Alter-
natively, one could consider the possibility of using auxiliary supermodes
which would receive the squeezing, instead of the supermodes that will be
used to build the network. This could potentially make the implementa-
tion more flexible in terms of target squeezing parameters, as the particular
squeezing profile of the auxiliary modes would not matter.
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Quantum network Experimental implementa-
tion
Node Quantum harmonic oscillator Optical mode
Link Spring-like coupling term Nonlinear mode coupling
t Wall-clock time Parameter controlling the
symplectic matrix RexΔsqex
Frequency Oscillator frequencies Squeezing of optical modes
Decoupled
mode




Local measurement Pulse shaping & mode-
selective measurement of the
supemodes
Table 7.1: The mapping of the quantum networks to the experimental
platform. Refer to main text and Publication IV for more details. This
Table has been reproduced from Publication IV.
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Chapter 8
Conclusions
This Thesis provides an introductory overview of the main results of the
Publications I-V authored by the PhD student Johannes Nokkala. The
results concern complex networks of interacting quantum harmonic oscil-
lators in the case of exact Gaussian dynamics. To make the thesis more
self-contained, a brief introduction to the still developing field of quantum
networks is also provided.
A key quantity considered in Chapter 4 is the network spectral density.
In Publication I, it is shown how the network structure affects the spectral
density and how it can be shaped in a controllable manner by making small
changes in the network structure. It is well known how an in principle ar-
bitrary spectral density can be realized with a finite set of non-interacting
modes, or alternatively with a chain of oscillators with nearest neighbor in-
teractions only. In this Thesis, the more general problem of simultaneously
realizing several given spectral densities with a single component network
is briefly considered and the possibilities and limitations are discussed. The
non-Markovianity of the reduced dynamics of an open system in contact
with a network is also considered. In Publication II, the spectral density is
fixed and non-Markovianity is compared with the backflow of excitations,
also in the strong coupling regime. It is shown that, unlike in the case of a
fermionic bath [98], excitation backflow is not tied to non-Markovianity. In
Publication III it is shown that, on average, increasing the density of links
in a complex network tends to suppress non-Markovianity in the early and
intermediate reduced dynamics.
The complementary point of view is taken in Chapter 5, where it is
studied which information about a complex network can be extracted by
monitoring the reduced dynamics of a controllable open system interacting
with it. In Publication V, results from spectral graph theory are leveraged
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to develop a local probe for the degree sequence and coupling strength for
networks of identical oscillators and uniform interaction strengths. It is
shown that access to any single node of the network is sufficient. It should
be mentioned that the results are applicable to any networks, quantum
or classical, when one can probe the Laplace eigenvalues. Probing is also
considered in Publication I, but without making any assumptions about
the oscillator frequencies or the interaction strengths between them. From
a single node access, the spectral density, eigenfrequencies and coupling
strengths to eigenmodes can be extracted. With full access, in principle
the entire structure can be extracted but this is costly. Because of this, in
this Thesis the related problem of being able to discriminate between two
networks is considered. It is shown that there are networks that cannot be
discriminated even with full access, if the probe is coupled to only one node
at a time.
In Chapter 6, the network acts as a mediator of quantum information
transfer between multiple parties that each have full control over a quan-
tum system coupled to a single network node. The impact of the network
structure to transport properties was briefly considered in Publication III,
and will be investigated in more detail in upcoming work where the rout-
ing capacity of a quantum network will be introduced and used to search
for classes of complex networks with both high routing capacity and high
resilience against random node or link failures.
Realizing a quantum network experimentally is always demanding, and
in particular achieving a reasonable size and complex structure simultane-
ously poses a great challenge. In Chapter 7, these requirements are dis-
cussed and an introduction to the results from Publication IV is provided.
In this work, a proposal for an experimental implementation of quantum
complex networks is made. It is based on mapping the network dynamics
to a multimode optical platform. A key strength of this proposal is recon-
figurability, i.e. the ability to implement networks of in principle arbitrary
structure, without changing the optical architecture. The versatility of the
proposal is illustrated by simulating the probing of the spectral density
(Publication I) of several networks, including ones with the structure of
real complex networks.
The results of this thesis extend the existing studies on Hamiltonian-
based quantum networks towards ones with a genuinely complex structure.
In particular, the results deepen the understanding of the interplay between
network structure and the non-Markovianity it can induce in the reduced
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dynamics of an open quantum system. The Thesis introduces several new
tools to probe quantum networks, with the method to probe the spectral
density applicable also to heat baths with a continuum of frequencies. The
Thesis advances experimental network theory by introducing the first pro-
posal to implement networks with in principle arbitrary structure in a fully
reconfigurable way. Finally, the introductory parts of the Thesis may in-
spire further research on quantum networks and encourage crosstalk and
exchange of novel ideas between researchers working on different types of
quantum networks, or even between researchers working on classical and
quantum networks.
On the other hand, the possibilities offered by tuning individually the
coupling strengths and bare frequencies were not fully explored. There are
also many more complex network models that could have been used, while
the benefits of complexity were only briefly discussed. This, together with
restricting to Gaussian dynamics of closed networks leaves room for further
work.
Indeed, by introducing the framework and introducing a host of inter-
esting results, this Thesis has created a fertile ground for future research on
quantum complex networks. One might continue to investigate the engi-
neering aspect further to find networks beneficial for quantum information
processing tasks, perhaps in the case of open networks and through induced
non-Markovianity. Probing of networks could be investigated further by
trying to apply optimal quantum estimation theory, like has been recently
done for estimating parameters of an Ohmic structured reservoir charac-
terized by its spectral density and temperature [99–101], or considering
probing when partial knowledge of the network is available. Another possi-
ble research avenue would be to properly explore how and when structural
complexity can be a useful resource. This can be expected to play a role in
the upcoming work on routing of quantum information with quantum net-
works. Perhaps the most interesting future prospect would be to consider
the experimental implementation of non-Gaussian dynamics of quantum
networks, as this could potentially lead to experiments emulating quantum
dynamics that is hard to classically simulate.
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