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Abstract
This note shows that a question of Balazard and Saias, concerning the coefficients of certain orthogonal
projections in Hilbert space, is equivalent to the Riemann hypothesis.
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1. Introduction
Let H be the Hilbert space of sequences of complex numbers x = (x(1), x(2), x(3), . . .) that
satisfy 〈x, x〉 < ∞, where the inner product 〈x, y〉 is given by
〈x, y〉 =
∞∑
j=1
x(j)y(j)
j (j + 1) .
For an integer k  2, we define rk ∈ H to be the sequence whose j th term rk(j) is the remainder
when j is divided by k.
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combinations of the rk’s if, and only if, the Riemann hypothesis is true. This criterion, due to
Báez-Duarte [1], is a strong version of the Nyman–Beurling criterion for the Riemann hypothesis.
Theorem (Báez-Duarte). The Riemann hypothesis is equivalent to the statement1 that 1 is in the
closure of the linear span of {rk: k  2} in H .
Let
gn :=
n∑
k=2
cn,krk
denote the orthogonal projection of 1 onto the subspace of H generated by the finite set {rk: 2
k  n}. Balazard and Saias [2, Question 4] ask, in a slightly modified form,2 whether
lim
n→∞ cn,k = −
μ(k)
k
for all k  2, (1)
where μ is the Möbius function. The purpose of this note is the following
Theorem. The Riemann hypothesis is equivalent to (1).
Notice that the coefficients cn,2, . . . , cn,n can be found as the solution to the linear system of
equations
n∑
k=2
cn,k〈rk, rm〉 = 〈1, rm〉 (2m n). (2)
One can show that 〈1, rm〉 = logm by applying partial summation to the sum defining 〈1, rm〉.
Moreover, the inner products 〈rk, rm〉 appearing in (2) can be calculated using formulae due to
Vasyunin [4, Theorem 2]. Trying to prove (1) in this way provides a strategy for the Riemann
hypothesis which is a variant of the one mentioned by Balazard and Saias in [3, p. 71].
2. Proof of the theorem
As n tends to infinity, gn converges in H to g, the orthogonal projection of 1 onto the subspace
of H spanned by {rk: k  2}. In particular,
lim
n→∞
n∑
k=2
cn,k = lim
n→∞
n∑
k=2
cn,krk(1) = lim
n→∞gn(1) = g(1). (3)
1 Báez-Duarte [1] formulates this result in terms of L2(0,∞). The form we use here is discussed by Balazard and
Saias [3].
2 Question 4 in [2] is phrased in terms of the functions ek(x) = [1/(kx)] − (1/k)[1/x], k  2, 0 < x  1. The ek(x)’s
are part of the subspace H∗ ⊆ L2(0,1) of functions that are constant on each interval (1/(j + 1),1/j), j  1. The
equivalence of the assertion in Question 4 of [2] and (1) above follows from the isomorphism that maps each f ∈ H ∗ to
the sequence in H whose j th term is the value of f on the interval (1/(j + 1),1/j).
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to g = 1. We will establish that (1) is equivalent to g = 1.
Let us assume that (1) is satisfied. As usual, [x] and {x} denote the integer and fractional part
of the real number x, respectively. Then, for j  1,
lim
n→∞gn(j) = limn→∞
n∑
k=2
cn,krk(j)
= lim
n→∞
j∑
k=2
cn,kk
{
j
k
}
+ lim
n→∞
n∑
k=j+1
cn,kj
= − lim
n→∞
j∑
k=2
cn,kk
[
j
k
]
+ lim
n→∞
j∑
k=2
jcn,k + lim
n→∞
n∑
k=j+1
jcn,k
=
j∑
k=2
μ(k)
[
j
k
]
+ j lim
n→∞
n∑
k=2
cn,k
= 1 + (g(1) − 1)j. (4)
The last equality follows from (3) and the well-known identity
j∑
k=1
μ(k)
[
j
k
]
= 1 (j  1). (5)
From (4) we see that the sequence gn diverges in H if g(1) 	= 1. Therefore g(1) = 1 and
limn→∞ gn(j) = 1 for all j  1. This shows that g = 1.
Conversely, assume that g = 1. Then
lim
n→∞gn(j) = limn→∞
n∑
k=2
cn,krk(j) = 1 for all j  1. (6)
It follows that
lim
n→∞ cn,2 = limn→∞
n∑
k=2
cn,krk(1) − 12 limn→∞
n∑
k=2
cn,krk(2) = 12 = −
μ(2)
2
.
We proceed by induction on k. Assume that limn→∞ cn,k = −μ(k)/k holds for 2 k  j − 1,
for some j  3. From (6) we have
1 = lim
n→∞
j−1∑
cn,krk(j) + lim
n→∞
n∑
cn,kj, (7)k=2 k=j+1
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1 = lim
n→∞
n∑
k=2
cn,krk(1) = lim
n→∞
n∑
k=2
cn,k. (8)
Multiplying (8) by j and subtracting (7) yields
j − 1 = lim
n→∞
j−1∑
k=2
cn,k
(
j − rk(j)
)+ j lim
n→∞ cn,j
= −
j−1∑
k=2
μ(k)
[
j
k
]
+ j lim
n→∞ cn,j
= −(1 − j − μ(j))+ j lim
n→∞ cn,j ,
where the last equality follows again from (5). This shows that
lim
n→∞ cn,j = −
μ(j)
j
,
which completes the proof.
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