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Abstract
The paper studies representation theoretic aspects of a nonabelian version of the Jaco-
bian for a smooth complex projective surface X introduced in [R1]. The sheaf of reductive
Lie algebras G˜ associated to the nonabelian Jacobian is determined and its Lie algebraic
properties are explicitly related to the geometry of configurations of points on X . In
particular, it is shown that the subsheaf of centers of G˜ determines a distinguished decom-
position of configurations into the disjoint union of subconfigurations. Furthermore, it is
shown how to use sl2-subalgebras associated to certain nilpotent elements of G˜ to write
equations defining configurations of X in appropriate projective spaces.
The same nilpotent elements are used to establish a relation of the nonabelian Jacobian
with such fundamental objects in the representation theory as nilpotent orbits, Springer
resolution and Springer fibres of simple Lie algebras of type An, for appropriate values of
n. This leads to a construction of distinguished collections of objects in the category of
representations of symmetric groups as well as in the category of perverse sheaves on the
appropriate Hilbert schemes of points of X . Hence two ways of categorifying the second
Chern class of vector bundles of rank 2 on smooth projective surfaces.
We also give a ‘loop’ version of the above construction by relating the nonabelian
Jacobian to the Infinite Grassmannians of simple Lie groups of type SLn(C), for appro-
priate values of n. This gives, via the geometric version of the Satake isomorphism, a
distinguished collection of irreducible representations of the Langlands dual groups thus
indicating a relation of the nonabelian Jacobian to the Langlands duality on smooth pro-
jective surfaces.
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§ 0 Introduction
It is hard to overestimate the role of the Jacobian in the theory of smooth complex projective
curves. The celebrated theorem of Torelli says that a curve of genus ≥ 2 is determined, up to
isomorphism, by its Jacobian and its theta-divisor. Virtually all projective geometric features
of a curve can be extracted from its Jacobian. But the Jacobian of a curve has its intrinsic
importance and beauty. It is enough to recall that it is a principally polarized abelian variety
with an incredibly rich and beautiful theory of theta-functions.
When one turns to higher dimensional projective varieties one quickly discovers that a
comparable theory does not exist. However, in the end of 1960’s Griffiths initiated a far
reaching theory of Variation of Hodge structure (abbreviated in the sequel by VHS). Some
of its goals include generalizations of the Theorem of Torelli and a study of algebraic cycles.
From Griffiths’ theory emerges a substitute for the Jacobian - Griffiths period domain. This
is an open subset of a certain flag variety (factored out by the action of a certain discrete
group). In particular, the theory of VHS continues to have strong ties with the theory of Lie
groups. Furthermore, a VHS comes with the period map and Griffiths suggested to view its
derivative as a substitute for the principal polarization of the classical Jacobian (see [G] for
an overview and references therein).
In [R1] we proposed a new version of Jacobian for a smooth complex projective surface
X. We suggested to call it nonabelian Jacobian for the simple reason that it parametrizes
a distinguished family of rank 2 bundles on X. More precisely, similar to its classical coun-
terpart, our nonabelian Jacobian is, on the one hand, related to the moduli stack of torsion
free sheaves1 on X, and, on the other hand, to the Hilbert scheme of points on X. It also
carries a distinguished divisor which can be viewed as a nonabelian analogue of the classical
theta-divisor. But a new feature of our Jacobian is that it is also related to the Griffiths’
ideas of the VHS and period maps. One of the consequences of this is an appearance of a
sheaf of reductive Lie algebras canonically attached to our Jacobian. This can be viewed as
an analogue of the Lie algebraic structure of the classical Jacobian.
In this paper we undertake a study of this sheaf of Lie algebras. Our considerations are
naturally divided into two parts:
1) establish a dictionary between the properties of the sheaf of reductive Lie algebras at-
tached to our Jacobian and geometric properties of X.
2) Use the representation theory to define interesting objects (e.g. sheaves, complexes of
sheaves) which can serve as new invariants of vector bundles on X as well as invariants of the
surface itself.
For the first part we are able to uncover:
1sheaves are of rank 2, contrary to the classical situation of line bundles.
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a) a precise relationship between the center of the reductive Lie algebras in question and
canonical decompositions of configurations of points on X into disjoint union of subconfigu-
rations,
b) how to use particular sl2-subalgebras of our reductive Lie algebras to gain an insight into
the geometry of configurations of points on X.
For the second part we show how to use the sheaf of reductive Lie algebras associated
to our nonabelian Jacobian to attach to X:
1) a distinguished collection of objects in the category of representations of symmetric groups,
2) a distinguished collection of objects in the category of perverse sheaves on the appropriate
Hilbert schemes of points on X,
3) a distinguished collection of irreducible representations of the Langlands dual group LSLn(C)
= PGLn(C), for appropriate values of n.
These results come from the fact that our Jacobian connects in a natural way to such
fundamental objects in geometric representation theory as the Springer resolution of the
nilpotent cone of simple Lie algebras (of type An), Springer fibres, loop algebras and Infinite
Grassmannians.
In the rest of this introduction, following a brief summary of [R1], we give a more detailed
account of the results of this paper.
§ 0.1 Nonabelian Jacobian J(X ;L, d) (a summary of [R1]).
A new version of the Jacobian for smooth projective surfaces was proposed in [R1]. Our
construction is based on viewing the Jacobian of a smooth projective curve as the parameter
space for line bundles with a fixed Chern class. We suggested that for a smooth projective
variety X of dimension n ≥ 2, the Jacobian could be the parameter space of a distinguished
family of vector bundles of rank n = dimCX with fixed Chern invariants. Using this analogy
for a smooth projective surface X, we have constructed the scheme J(X;L, d), whose closed
points are pairs (E , [e]), where E is a torsion free sheaf of rank 2 on X with Chern invariants
c1(E) = L and c2(E) = d, where L is a suitably fixed divisor on X and d is a fixed positive
integer, and where [e] is the homothety class of a global section e of E , whose zero-locus
Ze = (e = 0) is a subscheme of codimension 2 (equivalently, dimension 0) of X. We suggested
to call J(X;L, d) a nonabelian Jacobian of X (of type (L, d)).
By definition J(X;L, d) is a scheme over the Hilbert schemeX [d], the scheme parametrizing
the subschemes Z of X having dimension zero and length d. The natural morphism
π : J(X;L, d) −→ X [d] (0.1)
sends a pair (E , [e]) to the point [Ze] ∈ X
[d] corresponding to the subscheme Ze = (e = 0) of
X.
As in the classical case, J(X;L, d), over a suitable subscheme of X [d], comes with a distin-
guished Cartier divisor Θ(X;L, d), whose closed points parametrize pairs (E , [e]), where the
sheaf E is not locally free. But there is also a new phenomenon: J(X;L, d) carries a natural
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structure resembling a VHS a` la Griffiths. More precisely, for every point (E , [e]) ∈ J(X;L, d),
one has a distinguished filtration on H0(OZe)
0 = H˜0(E , [e]) ⊂ H˜−1(E , [e]) ⊂ . . . ⊂ H˜−lZe−1(E , [e]) = H
0(OZe) , (0.2)
where the integer lZe is intrinsically associated to Ze.
Furthermore, if (E , [e]) is in a certain constructible subset J˘ of J(X;L, d), the filtration
(0.2) splits. By this we mean that H0(OZe) admits a distinguished direct sum decomposition
H0(OZe) =
lZe⊕
p=0
Hp(E , [e]) (0.3)
with a natural identification
Hp(E , [e]) ∼= H˜−(p+1)(E , [e])/H˜−p(E , [e]) ,
for p = 0, . . . , lZe . This direct sum decomposition could be thought of as some kind of periods
for the points in J˘. Thus our nonabelian Jacobian possesses features of the classical Jacobian
as well as a period map in the spirit of Griffiths theory of VHS.
The decomposition (0.3) together with the obvious ring structure on H0(OZe) gives rise
to a reductive Lie subalgebra G˜(E , [e]) of gl(H0(OZe)). By varying (E , [e]) in J˘ we obtain the
sheaf G˜(X;L, d) of reductive Lie algebras naturally associated to J(X;L, d). This could be
viewed as a generalization of the Lie algebraic nature of the classical Jacobian.
One of the features of the sheaf G˜(X;L, d) is that it gives rise to a natural family of Higgs
structures in the sense of Simpson, [S]. The parameter space H of this family turns out to be
a toric (singular) Fano variety whose hyperplane sections are, in general, singular Calabi-Yau
varieties. This H could be viewed as a nonabelian Albanese of J(X;L, d).
It should be pointed out that H depends only on the properties of the sheaf G˜(X;L, d) of
reductive Lie algebras and the decomposition (0.3). All this can be encapsulated in the the
following trivalent graph
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where the vertical levels represent the first lZe summands of the decomposition (0.3) and
the slanted arrows represent certain degree ±1 operators which are among the generators of
G˜(X;L, d).
The features of J(X;L, d) enumerated above show that our Jacobian relates in a natural
way to
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- Lie algebras and their representations (the sheaf of reductive Lie algebras G˜(X;L, d))
-toric geometry and Calabi-Yau varieties (the nonabelian Albanese H)
-low dimensional topology (trivalent graph (0.4)).
Being such a multifaceted object it seems to us that J(X;L, d) is worthy of a serious study.
In this paper we undertake a study of the Lie algebraic aspect of our Jacobian. In the
following subsections of the introduction we summarize the key results of this paper.
§ 0.2 The center of the Lie algebra G˜(E , [e]) and geometry of Ze.
We determine the reductive algebras G˜(E , [e]) attached to points of the Jacobian J˘. It turns
out that the center of these algebras completely determines the Lie algebra G˜(E , [e]) and is
related to the geometry of the zero-locus Ze = (e = 0) associated to (E , [e]) ∈ J˘. More
precisely, we show
Theorem 0.1 The zero locus Ze = (e = 0) decomposes into the disjoint union
Ze =
ν⋃
i=1
Z(i)e , (0.5)
where ν is the dimension of the center of the Lie algebra G˜(E , [e]) attached to (E , [e]) ∈ J˘. Fur-
thermore, the Lie algebra G˜(E , [e]) and hence, its center act on the subspace H˜−lΓ(E , [e]) of the
filtration of H0(OZe) in (0.2). This action of the center determines the weight decomposition
H˜−lΓ(E , [e]) =
ν⊕
i=1
Vi(E , [e])
which possesses the following properties:
1) H0(O
Z
(i)
e
) ∼= Vi(E , [e]) ·H
0(OZe),
2) one has a natural isomorphism
G˜(E , [e]) ∼=
ν⊕
i=1
gl(Vi(E , [e])) . (0.6)
This result establishes a precise dictionary between the decomposition of the Lie algebra
G˜(E , [e]) into the direct sum of matrix algebras and the geometric decomposition of Z into
the disjoint union of subschemes in (0.5).
It turns out that the Lie algebra G˜(E , [e]) also controls the properties of the derivative
of the period map associated to J˘.
Theorem 0.2 The derivative of the period map attached to J˘ is injective precisely at the
points (E , [e]) for which G˜(E , [e]) ∼= gld′(C), where d′ = dim(H˜−lΓ(E , [e])) and where H˜−lΓ(E , [e])
is as in the filtration in (0.2).
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This is a version of the Infinitesimal Torelli Theorem for J(X;L, d). Thus in our story the
Infinitesimal Torelli property, i.e. the injectivity of the differential of the period map, has a
precise geometric meaning: it fails exactly when the decomposition (0.5) is non-trivial.
These results constitute a semisimple aspect of the representation theory of G˜(E , [e]) in a
sense that it takes into account the action on the space H0(OZe) of the center of G˜(E , [e]),
which is composed of semisimple elements. There is also a nilpotent aspect which is much
more involved.
§ 0.3 Nilpotent aspect of G(E , [e])
Let G(E , [e]) be the semisimple part of G˜(E , [e]). From the construction of the Lie algebra
G(E , [e]) it follows that we can attach a nilpotent element D+(v) of G(E , [e]) with every
vertical2 tangent vector v of J˘ at a point (E , [e]) ∈ J˘. On the diagrammatic representation
(0.4) the elements D+(v) are depicted by the right-handed arrows. As v runs through the
space Tπ(E , [e]) of the vertical tangent vectors of J˘ at (E , [e]) we obtain the linear map
D+(E,[e]) : Tπ(E , [e]) −→ N (G(E , [e])) (0.7)
into the nilpotent cone N (G(E , [e])) of G(E , [e]).
From the well-known fact that N (G(E , [e])) is partitioned into a finite set of nilpotent
orbits we deduce that the map D+(E,[e]) assigns to (E , [e]) a finite collection of nilpotent orbits
of N (G(E , [e])). These are the orbits intersecting the image of D+(E,[e]). Varying (E , [e]) in the
suitable subvarieties of J˘ we deduce the following.
Theorem 0.3 The Jacobian J(X;L, d) gives rise to a finite collection V of quasi-projective
subvarieties of X [d] such that every Γ ∈ V determines a finite collection O(Γ) of nilpotent
orbits in sld′
Γ
(C), where d′Γ ≤ d is an integer intrinsically associated to Γ.
Recalling that nilpotent orbits in sln(C) are parametrized by the set of partitions Pn
of n, the above result can be rephrased by saying that every Γ in V distinguishes a finite
collection P (Γ) of partitions of d′Γ. Since partitions of n also parametrize isomorphism classes
of irreducible representations of the symmetric group Sn we obtain the following equivalent
version of Theorem 0.3.
Theorem 0.4 The Jacobian J(X;L, d) gives rise to a finite collection V of quasi-projective
subvarieties of X [d] such that every Γ ∈ V determines a finite collection Rd′Γ(Γ) of irreducible
representations of the symmetric group Sd′Γ , where d
′
Γ ≤ d is an integer intrinsically associated
to Γ.
One way to express this result is by saying that the Jacobian J(X;L, d) elevates a single
topological invariant d, the degree of the second Chern class of sheaves parametrized by certain
subvarieties of J(X;L, d), to the level of modules of symmetric groups. Thus our Jacobian
gives rise to new invariants with values in the categories of modules of symmetric groups.
But there is more to it. The partitions distinguished by J(X;L, d) contain a great deal of
geometry of subschemes parametrized by Γ’s in Theorem 0.3. In down to earth terms one can
say that the partitions picked out by points (E , [e]) of J˘ yield equations defining the image of
Ze under certain morphisms into appropriate projective spaces.
2throughout the paper ‘vertical’ means in the direction of the fibres of the projection π in (0.1).
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The process of obtaining these equations is somewhat evocative of the classical method
of Petri (see [Mu] for an overview). However, the essential ingredient in our approach is
representation theoretic. It turns on the use of sl2-subalgebras of G(E , [e]) associated to the
nilpotent elements D+(E,[e])(v), the values of the mapD
+
(E,[e]) in (0.7). The operatorD
+
(E,[e])(v) in
our considerations plays the role of the operator L in the Lefschetz decomposition in the Hodge
theory. Completing it to an sl2-subalgebra of G(E , [e]) in an appropriate way and considering
its representation on H0(OZe), gives a sort of Lefschetz decomposition of H
0(OZe). This
combined with the orthogonal decomposition in (0.3) yields a bigrading of H0(OZe) thus
revealing a much finer structure than the initial grading (0.3).
Once this bigrading is in place, writing down the equations defining Ze in a certain pro-
jective space is rather straightforward. This is discussed in details in §9. The equations
themselves can be complicated and, in general, not very illuminating. What is essential
in our approach is that this complicated set of equations is encoded in an appropriate sl2-
decomposition of H0(OZe). This in turn can be neatly “packaged” in the properties of the
partitions singled out by the points (E , [e]) of J˘ “polarized” by operators D+(E,[e])(v), with v
varying in Tπ(E , [e]) as in (0.7).
To summarize, one can say that the nilpotent aspect of the representation theory of
G(X;L, d) provides new geometric insights as well as new invariants of the representation
theoretic nature.
This turns out to be only a part of the story. In fact, we can go further by relating
J(X;L, d) to the category of perverse sheaves on X [d].
Theorem 0.5 The Jacobian J(X;L, d) determines a finite collection P(X;L, d) of perverse
sheaves on X [d]. These perverse sheaves are parametrized by pairs (Γ, λ), where Γ is a subva-
riety in V as in Theorem 0.3 and λ is a partition in P (Γ).
This result subsumes two previous theorems since the perverse sheaves C(Γ, λ) inP(X;L, d)
have the following properties:
a) C(Γ, λ) is the Intersection Cohomology complex IC(Γ,Lλ) associated to the local system
Lλ on Γ.
b) The local system Lλ corresponds to a representation
ρΓ,λ : π1(Γ, [Z]) −→ Aut(H
•(Bλ,C)) (0.8)
of the fundamental group π1(Γ, [Z]) of Γ based at a point [Z] ∈ Γ and where H
•(Bλ,C) is
the cohomology ring (with coefficients in C) of a Springer fibre3 Bλ over the nilpotent orbit
Oλ of sld′Γ(C) corresponding to the partition λ.
c) The representation ρΓ,λ admits the following factorization
ρΓ,λ : π1(Γ, [Z])
ρ′
−→ Sd′Γ
spλ−→ Aut(H•(Bλ,C)) , (0.9)
where Sd′Γ
spλ−→ Aut(H•(Bλ,C)) is the Springer representation of the Weyl group W = Sd′Γ of
sld′Γ(C) on the cohomology of a Springer fibre Bλ.
3 a Springer fibre Bλ is a fibre of the Springer resolution
σ : N˜ −→N (sld′
Γ
(C))
of the nilpotent cone N (sld′
Γ
(C)) of sld′
Γ
(C) and where a fibre Bλ is taken over the nilpotent orbit Oλ in
N (sld′
Γ
(C)) corresponding to a partition λ of d′Γ.
Using the fact that the category of perverse sheaves is semisimple, the collection P(X;L, d)
gives rise to a distinguished collection, denoted C(X;L, d), of irreducible perverse sheaves on
X [d]. This in turn defines the abelian category A(X;L, d) whose objects are isomorphic to
finite direct sums of complexes of the form C[n], where C ∈ C(X;L, d) and n ∈ Z.
This construction parallels the construction of local systems on the classical Jacobian.
Recall that if J(C) is the Jacobian of a smooth projective curve C, then isomorphism
classes of irreducible local systems on J(C) are parametrized by the group of characters
Hom(H1(J(C)),C
×). So we suggest to view the collection of irreducible perverse sheaves
C(X;L, d) as a nonabelian analogue of the group of characters of the classical Jacobian,
while the abelian category A(X;L, d) could be envisaged as an analogue of the group-ring of
Hom(H1(J(C)),C
×).
Though objects of A(X;L, d) are complexes of sheaves on the Hilbert scheme X [d], they
really descend from J(X;L, d) and one of the ways to remember this is the following
Theorem 0.6 Let
◦
J (X;L, d) = J(X;L, d) \ Θ(X;L, d) be the complement of the theta-
divisor Θ(X;L, d) in J(X;L, d) and let T ∗◦
J(X;L,d)/X[d]
be the sheaf of relative differentials of
◦
J (X;L, d) over X [d]. Then there is a natural map
exp
(∫ )
: H0(T ∗◦
J(X;L,d)/X[d]
) −→ A(X;L, d) .
The map in the above theorem could be viewed as a reincarnation of the classical map
H0(T ∗J(C)) −→ Hom(H1(J(C)),C
×) ,
where T ∗J(C) is the cotangent bundle of J(C). This map sends a holomorphic 1-form ω on
J(C) to the exponential of the linear functional∫
(ω) : H1(J(C)) −→ C
given by integrating ω over 1-cycles on J(C) (the notation ‘exp(
∫
)’ in Theorem 0.6 is an
allusion to this classical map).
Relations of the Hilbert schemes of points of surfaces to partitions is not new. Notably,
Haiman’s work on the Macdonald positivity conjecture, [Hai], makes an essential use of such a
relation. The same goes for an appearance of perverse sheaves on X [d]: the work of Go¨ttsche
and Soergel, [Go-So], uses the decomposition theorem of [BBD] for the direct image of the
Intersection cohomology complex IC(X [d]) under the Hilbert-Chow morphism to compute
the cohomology of Hilbert schemes. In both of these works the partitions appear from the
outset because the authors exploit the points of the Hilbert scheme corresponding to the zero-
dimensional subschemes Z of X, where the points in Z are allowed to collide according to the
pattern determined by partitions. In our constructions it is essential to work over the open
part Confd(X) of X
[d], parametrizing configurations of d distinct points of X. So there are
no partitions seen on the level of the Hilbert scheme. The partitions become visible only on
the Jacobian J(X;L, d) via the Lie algebraic invariants attached to it. One can say that our
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constructions turn a configuration of distinct points with no interesting structure on it into
a dynamical object. The dynamics is given by certain linear operators acting on the space
of complex valued functions on a configuration. In particular, the operators D+(v) obtained
as values of the morphism D+ in (0.7) give rise to the “propagations” and “collisions” in the
direct sum decomposition (0.3). This is not an actual, physical, collision of points in a config-
uration but rather algebro-geometric constraints for a configuration to lie on hypersurfaces in
the appropriate projective spaces. The partitions attached to the nilpotent operators D+(v)
can be viewed as a combinatorial (or representation theoretic) measure of this phenomenon,
while the perverse sheaves in Theorem 0.5 could be envisaged as its categorical manifestation.
§ 0.4 From J(X ;L, d) to Affine Lie algebras.
One of the major developments of the last 15 years about the Hilbert schemes of points
of complex projective surfaces is the discovery of Grojnowski and Nakajima of the action of
affine Lie algebras on the direct sum of the cohomology rings (with rational coefficients) of the
Hilbert schemes X [n](n ∈ Z+) (see [N] and the references therein for more details). However,
as Nakajima points out in the Introduction of [N], until now one has no good explanation of
this phenomenon. In this subsection we explain how our Jacobian can be used to address this
problem.
It is clear that formally we can replace the Lie algebra G(E , [e]) attached to a point
(E , [e]) ∈ J(X;L, d) by its loop Lie algebra G(E , [e])[z−1, z], where z is a formal variable.
However, there is a more natural and explicit reason for appearance of loop Lie algebras in
our story. To explain this we recall that the Lie algebra G˜(E , [e]) is obtained as follows.
For every h in the summandH0(E , [e]) of the decomposition (0.3), we consider the operator
D(h) of multiplication by h in the ring H0(OZe). Decomposing this operator according to the
direct sum in (0.3) yields a triangular decomposition
D(h) = D−(h) +D0(h) +D+(h) , (0.10)
where D±(h) are linear operators of degree ±1 with respect to the grading in (0.3) and D0(h)
is a grading preserving operator. In particular, the operators D+(h), for h ∈ H0(E , [e]), are
essentially the same as the values of the morphism in (0.7), due to the canonical identification
of the relative tangent space Tπ(E , [e]) with a codimension one subspace of H
0(E , [e]).
It is quite natural and immediate to turn (0.10) into a loop
D(h, z) = z−1D−(h) +D0(h) + zD+(h) , (0.11)
where z is a formal parameter. Morally, this natural one-parameter deformation of the mul-
tiplication in H0(OZe) is behind the following loop version of the map (0.7):
LD+(E,[e]) :
◦
T π (E , [e]) −→ Gr(G(E , [e])) , (0.12)
whereGr(G(E , [e])) is the loop or Infinite Grassmannian of the semisimple Lie algebra G(E , [e])
and
◦
Tπ (E , [e]) is an appropriate Zariski open subset of the vertical tangent space Tπ(E , [e])
of J(X;L, d) at (E , [e]) . This gives the following ‘loop’ version of Theorem 0.3
Theorem 0.7 The Jacobian J(X;L, d) gives rise to a finite collection V (the same as in
Theorem 0.3) of subvarieties Γ of X [d]. Every such Γ determines a finite collection LO(Γ)
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of orbits of the Infinite Grassmannian Gr(SLd′Γ(C)) of SLd
′
Γ
(C), where d′Γ is the same as in
Theorem 0.3.
Taking the Intersection Cohomology complexes IC(O) of the orbits O in LO(Γ), for every
Γ in V, we pass to the category of perverse sheaves on Gr(SLd′Γ(C)). A beautiful and profound
result of Ginzburg, [Gi], and Mirkovicˇ and Vilonen, [M-V], which establishes an equivalence
between the category of perverse sheaves (subject to a certain equivariance condition) on
the Infinite Grassmannian Gr(G) of a semisimple Lie group G and the category of finite
dimensional representations of the Langlands dual group LG of G, gives a Langlands dual
version of Theorem 0.3.
Theorem 0.8 For every subvariety Γ in V in Theorem 0.7 the Jacobian J(X;L, d) deter-
mines a finite collection LR(Γ) of irreducible representations of the Langlands dual group
LSLd′Γ(C) = PGLd
′
Γ
(C).
In retrospect a connection of our Jacobian with the Langlands duality could have been
foreseen. After all, the nature of J(X;L, d) as the moduli space of pairs (E , [e]) resembles
the moduli space of pairs of Drinfeld in [Dr]. The fundamental difference is that the groups
SLd′Γ(C) and their Langlands duals in our story have nothing to do with the structure group
(GL2(C)) of bundles parametrized by J(X;L, d). These groups rather reflect the geometric
underpinnings of our construction related to the Hilbert scheme X [d]. Noting this difference,
we also point out one of the key features of J(X;L, d):
it transforms the vertical vector fields of J(X;L, d) (i.e. sections of the relative tangent sheaf
Tπ = TJ(X;L,d)/X[d]) to perverse sheaves on X
[d].
This feature is essentially the map in Theorem 0.6 and it can be viewed as a “tangent”
version of Grothendieck’s “functions-faisceaux dictionnaire”, which plays an important role
in a reformulation of the classical, number theoretic, Langlands correspondence into the geo-
metric one (see [Fr], for an excellent introduction to the subject of the geometric Langlands
program).
§ 0.5 Concluding remarks and speculations
The results of the paper show that the Lie algebraic aspects of our Jacobian are useful in
addressing various issues related to algebro-geometric properties of configurations of points
on surfaces. It also enables us to attach to the degree of the second Chern class of vector
bundles such objects as irreducible representations of symmetric groups and perverse sheaves
of the representation theoretic origin. In fact, we believe that the tools developed in the
paper allow one to transfer virtually any object/invariant of the geometric representation
theory to the realm of smooth projective surfaces. For example, one should be able to have
a version of Theorem 0.4, where the representations of the symmetric groups are replaced by
the representations of the corresponding Hecke algebras as well as Affine Hecke algebras.
To our mind all these invariants fit into a sort of ‘secondary’ type invariants for vector
bundles in the sense of Bott and Chern in [B-C]. Indeed, our construction begins by replacing
the second Chern class of a bundle E (of rank 2) by its geometric realization, i.e. the zero-
locus Z of a suitable global section e of E . This is followed by a distinguished orthogonal
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decomposition (0.3) of the space of functions H0(OZ) on Z. The decomposition gives rise to
the Lie subalgebra G˜(E , [e]) of gl(H0(OZ)) which is intrinsically associated to the pair (E , [e]).
This Lie subalgebra could be viewed as the ‘secondary’ structure Lie algebra associated to E .
While the structure group (GL2(C)) with its Lie algebra provide the topological invariants of
E , i.e. its Chern classes, the secondary structure Lie algebra detects various algebro-geometric
properties of the subscheme Z. For example, Theorem 0.1 can be interpreted as a statement
of reduction of the secondary structure Lie algebra to a proper Lie subalgebra of gl(H0(OZ))
(see (0.6)). A geometric significance of such a reduction is the decomposition of Z in (0.5).
Furthermore, if the structure group and its Lie algebra yield the Chern invariants of E by
evaluating the basic structure group-invariant polynomials on a curvature form of E , it is
plausible to expect that our secondary Lie algebra should provide many more representation
theoretic invariants of (E , [e]), which would reflect properties of geometric representatives of
the Chern invariants of E . Other theorems stated in the introduction could be viewed as a
confirmation of this heuristic reasoning.
Theorem 0.4 and Theorem 0.5 could also be viewed as two kinds of categorifications of
the second Chern class of rank 2 vector bundles on projective surfaces. The latter result
and the tools developed to obtain it suggest that there might be a categorification of the
representation of affine Lie algebras on the direct sum of the cohomology rings of the Hilbert
schemes discovered by I.Grojnowski and H.Nakajima (see the discussion in §0.4)
The results of §0.4 indicate a relation of our Jacobian to the Langlands duality. On the
other hand it is conceptually sound to suggest that a formulation of the geometric Langlands
program for higher dimensional varieties could involve correspondences in the middle dimen-
sion.4 Now the very idea of the Jacobian as a tool to study correspondences goes back to
A.Weil (see [W]). In fact, one of our main motivations for introducing and studying J(X;L, d)
was to study correspondences in the case of projective surfaces. Thus what emerges from our
considerations is the following triangular relation
J(X;L, d)
vvnnn
nnn
nnn
nnn
((QQ
QQQ
QQQ
QQQ
QQQ
Q
Correspondences
of X
//Langlands Duality
(0.13)
A precise discussion of these interrelations will appear elsewhere but we hope that the results
and tools developed in this paper will convince the reader that the nonabelian Jacobian
J(X;L, d) exhibits strong ties with the base of the above triangle.
§ 0.6 Organization of the paper
There is a number of different topics discussed in the paper and we would like to summarize
here how they fit together in our exposition.
To begin with it is not very realistic to make this paper self-contained since it draws heavily
on the results of [R1]. However, for the convenience of the reader §1 is devoted to a concise
summary of the main properties of our nonabelian Jacobian obtained in that paper. This
is also a place to introduce the main notation and conventions used throughout the paper.
4 what we have in mind here is that correspondences in the middle dimension could be taken as a geometric
substitute for the Galois side of the Langlands correspondence.
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Thus it is with §2 that this paper truly begins. The essential results here are Lemma 2.1 and
its geometric realization in Corollary 2.3. These results are of technical nature and are in
preparation for the determination of the Lie algebras attached to points of J(X;L, d).
In §3 these Lie algebras are explicitly determined. This is done in two stages:
-in §3.1 we consider the center of the Lie algebras in question; the geometric consequences of
this study are given in Corollary 3.13;
-in §3.2 we determine the semisimple part of the Lie algebras attached to points of J(X;L, d):
the main technical result here is Proposition 3.14.
A combination of these two stages constitutes the results of Theorem 0.1 of the Introduction.
In §4 we switch to a more geometric point of view on our constructions by defining the
period maps for our Jacobian. We show that the period maps satisfy Griffiths transversality
condition (Proposition 4.4) and compute their differentials in terms of the operators D±(h)
of the triangular decomposition in (0.10). This gives a purely algebraic formulas to compute
the derivatives of our period maps (Lemma 4.7, Proposition 4.9) and links the geometry of
the periods maps with the Lie algebraic considerations of the previous sections.
In §4.3 we define Torelli property for our period maps and show that it is entirely controlled
by the center of the Lie algebras attached to points of J(X;L, d) (Corollary 4.15, Theorem
4.16).
Next three sections are devoted to sl2-subalgebras associated to the operators D
±(h) of
the triangular decomposition in (0.10).
In §5.1 we consider sl2-subalgebras associated to the operators D
+(h). This gives rise to
bigraded structures on H0(OZe) in (0.3). The main properties of these bigradings and the
action of D+(h) are given in Proposition 5.2. In §5.2 we give a sheaf version of the above
structures.
In §6 we consider the adjoint action of the sl2-subalgebras in §5 on the sheaf of Lie algebras
attached to J(X;L, d). This results in a bigraded structure of the Lie algebras attached to
points of J(X;L, d). The properties of this bigrading can be found in Lemma 6.2 and in
Proposition-Definition 6.7.
In §7 we change from operator D+(h) to D−(h) and consider sl2-subalgebras associated to
D−(h). The formalism is of course the same and the main issue here is the interaction of the
two structures. In Proposition 7.5 and Corollary 7.6 it is shown how the two sl2-structures are
related. The result is reminiscent of the Hodge-Riemann bilinear relations in Hodge theory.
In §8 we return to geometric considerations. In particular, we show how to use sl2-
subalgebras studied in previous sections to define a stratification of the relative tangent sheaf
of J(X;L, d). The resulting strata are indexed by certain upper triangular, integer-valued
matrices which we call multiplicity matrices (Definition 8.5, Proposition 8.6) or, equivalently,
by partitions associated to the nilpotent operators D+(h) (Proposition 8.14).
§9 is devoted to applications of the theory built so far to various algebro-geometric ques-
tions concerning configurations of points on X.
In §§9.2- 9.3 we present a general method of using sl2-subalgebras considered in §5 to
obtain equations of hypersurfaces cutting out configurations in an appropriate projective
space. In §9.5 the general method is applied to a particular case : complete intersections
on a K3-surface. In this case everything can be computed quite explicitly. In particular,
one obtains a complete list of very simple quadratic hypersurfaces (of rank ≤ 4) cutting out
complete intersections (see Proposition 9.16). This gives a hyperplane section version of Mark
Green’s theorem on quadrics of rank 4 in the ideal of a canonical curve in [Gr].
13
In §9.6 the sl2-subalgebras considered in §7 are put to use to study geometry of configura-
tions of points on X with respect to the adjoint linear system |L+KX |. Our considerations
show how the partition associated to the nilpotent operator D−(h) in (0.10) determines a
special subvariety in P(H0(OX(L+KX))
∗), passing through the image of a configuration un-
der the morphism defined by |L+KX |. This is Theorem 9.23 which generalizes a well-known
classical result saying that d points (d ≥ 4) in general position in the projective space Pd−3
lie on a rational normal curve.
In §10 we return to general considerations with the intention to use nilpotent elements
D+(h) in a more conceptual way. This leads to a relation of J(X;L, d) to the nilpotent cone
and the Springer resolution of simple Lie algebras of type sln. The main results in §10.2 are
Proposition 10.4 and Theorem 10.5 (which is equivalent to Theorem 0.3 of the Introduction).
In §10.3 the Springer resolution and Springer fibres are used to construct perverse sheaves
on the Hilbert scheme X [d] (Theorem 10.9). This yields the collection P(X;L, d) of perverse
sheaves on X [d] as in Theorem 0.5 of the Introduction.
In §10.4 the collection P(X;L, d) is put to use to construct the abelian category A(X;L, d)
appearing in Theorem 0.6. The relation of relative differentials of J(X;L, d) with objects of
A(X;L, d) (the map exp(
∫
) in Theorem 0.6) is given in Theorem 10.16 (see also Proposition
10.14 and Remark 10.13).
In §11 a relation of J(X;L, d) and the Infinite Grassmannian of type SLn(C) is established
(Proposition 11.8). This leads to Theorem 0.7 and Theorem 0.8 of the Introduction (stated
respectively as Proposition 11.9 and Proposition 11.10).
Acknowledgments. It is a pleasure to thank Vladimir Roubtsov for his unflagging in-
terest to this work. Our thanks go to the referee of [R1] who also suggested in his report a
possible connection of our Jacobian with perverse sheaves.
§ 1 Nonabelian Jacobian J(X;L, d): main properties
In this section we introduce the main objects of our study and recall the main results of [R1].
§ 1.1 Construction of J(X ;L, d).
By analogy with the classical Jacobian of a smooth projective curve our Jacobian is supposed
to be the parameter space of a certain distinguished family of torsion free sheaves of rank 2
over X, having the Chern invariants (L, d). Its formal definition is as follows.
One starts with the Hilbert scheme X [d] of closed zero-dimensional subschemes ofX having
length d. Over X [d] there is the universal scheme Z of such subschemes
Z
p1
  
  
  
   p2
##H
HH
HH
HH
HH
H

 // X ×X [d]
X X [d]
(1.1)
where pi(i = 1, 2) is the restriction to Z of the projections pri, i = 1, 2, of the Cartesian
product X × X [d] onto the corresponding factor. For a point ξ ∈ X [d], the fibre p∗2(ξ) is
isomorphic via p1 with the subscheme Zξ of X corresponding to ξ, i.e.
Zξ = p1∗(p
∗
2(ξ)). (1.2)
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In the sequel we often make no distinction between Zξ and the fibre p
∗
2(ξ) itself. If Z is a
closed subscheme of dimension zero and length d, then [Z] will denote the corresponding point
in the Hilbert scheme X [d].
The next step is to fix a line bundle OX(L) corresponding to a divisor L on X. It will be
assumed throughout the paper that OX(L) satisfies the following condition
H0(OX (−L)) = H
1(OX(−L)) = 0. (1.3)
We are aiming at geometric applications, where the divisor L will be sufficiently positive (e.g.
L is ample), so the above condition is quite natural.
Once a divisor L and a positive integer d are fixed we consider the following morphism of
sheaves on X [d]
H0(OX(L+KX))⊗OX[d]
ρ // p2∗
(
p∗1OX(L+KX)
)
. (1.4)
We define
J(X;L, d) := Proj(S•cokerρ), (1.5)
where S•cokerρ is the symmetric algebra of cokerρ. By definition J(X;L, d) comes with the
natural projection
π : J(X;L, d) −→ X [d] (1.6)
and the invertible sheaf OJ(X;L,d)(1) such that the direct image
π∗OJ(X;L,d)(1) = cokerρ (1.7)
(when X,L and d are fixed and no ambiguity is likely, we will omit these parameters in the
notation for the Jacobian and simply write J instead of J(X;L, d)).
Observe that the set of closed points of the fibre of π over a point [Z] in X [d] is naturally
homeomorphic to the projective space P(H1(IZ(L+KX))
∗). By Serre duality on X
H1(IZ(L+KX))
∗ = Ext1(IZ(L+KX),O(KX )) = Ext
1(IZ(L),OX ). (1.8)
To simplify the notations the last space will be denoted by Ext1Z throughout the paper. Thus
the set of closed points of J(X;L, d) is in one to one correspondence with the set of pairs
([Z], [α]), where [Z] ∈ X [d] and [α] ∈ P(Ext1Z). Alternatively, a pair ([Z], [α]) can be thought
of as the pair (E , [e]), where E is the torsion free sheaf sitting in the middle of the extension
sequence defined by the class α in Ext1Z
0 //OX //E //IZ(L) //0 (1.9)
and where [e] is the point in the projective space P(H0(E)) corresponding to the image of
H0(OX) under the monomorphism in (1.9). Thus closed points of J(X;L, d) parametrize
the set of pairs (E , [e]), where E is a torsion free sheaf on X having rank 2 and the Chern
invariants (L, d), and [e] is a one-dimensional subspace of H0(E), whose generator e is a global
section of E with the scheme of zeros Ze = (e = 0) having dimension 0. As it was explained in
[R1], p.439, our Jacobian J(X;L, d) is the moduli stack of such pairs. From this description
it follows that we have a morphism of stacks
h : J(X;L, d) //MX(2, L, d), (1.10)
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where MX(2, L, d) is the moduli stack of torsion free sheaves on X having rank 2, fixed
determinantOX(L) and the second Chern class of degree d. This morphism sends a pair (E , [e])
in J(X;L, d) to the point [E ] ∈ MX(2, L, d), corresponding to the sheaf E . In particular,
the fibre of h over a point [E ] in MX(2, L, d) is the Zariski open subset UE of P(H
0(E))
parametrizing sections of E (up to a non-zero scalar multiple) having 0-dimensional locus of
zeros.
Putting together (1.6) and (1.10) we obtain the following diagram
J(X;L, d)
π
yyttt
ttt
ttt
t
h
''OO
OOO
OOO
OOO
X [d] MX(2, L, d)
(1.11)
Thus J(X;L, d) can be thought of as a kind of thickening of X [d] and MX(2, L, d). In
both cases the thickening is obtained by inserting over the points, of either the Hilbert scheme
X [d] or the moduli stack MX(2, L, d), of rational fibres: the projective space P(Ext
1
Z) over a
point [Z] ∈ X [d] and the Zariski open subset UE of P(H
0(E)) over a point [E ] in MX(2, L, d).
Another, equivalent, way of saying this is that through every point (E , [e]) of J(X;L, d)
pass two rational subvarieties, UE and P(Ext
1
Ze
), which are respectively the fibre of h over [E ]
and the fibre of π over [Ze]. These subvarieties have the following geometric meaning:
- the subvariety UE is the space of rationally equivalent geometric realizations of the second
Chern class of E ,
-the subvariety P(Ext1Ze) is the space of natural deformations of the pair (E , [e]).
§ 1.2 A stratification of J(X ;L, d).
The Hilbert scheme X [d] acquires a distinguished stratification by the degeneracy loci of the
morphism ρ in (1.4). Namely, set Dr(L, d) to be the subscheme of zeros of the exterior power
∧d−rρ of ρ of degree (d− r). Set-theoretically Dr(L, d) is the subset
{ξ ∈ X [d] | dim(coker(ρ(ξ))) ≥ r + 1}. (1.12)
Denote by Γrd(L) the subschemeD
r(L, d) taken with its reduced structure, i.e. set-theoretically
Γrd(L) is the same as the set in (1.12), but as a subscheme of X
[d] it is defined by the radical
of the ideal sheaf of Dr(L, d). In particular, all Γrd(L)’s are reduced closed subschemes of X
[d]
and they give a stratification of X [d]:
X [d] ⊃ Γ0d(L) ⊃ Γ
1
d(L) ⊃ . . . ⊃ Γ
r
d(L) ⊃ Γ
r+1
d (L) ⊃ Γ
d−1
d (L) ⊃ Γ
d
d = ∅. (1.13)
Denote by
◦
Γrd (L) the complement Γ
r
d(L) \Γ
r+1
d (L). This is a Zariski open subset of Γ
r
d(L). If
◦
Γrd(L) 6= ∅, then it is well-known that Γ
r+1
d (L) is contained in the singular locus of Γ
r
d (see e.g.
[ACGH], Ch2). In particular, the smooth part reg(Γrd(L)) of Γ
r
d(L) is equal to reg(
◦
Γrd(L)),
the smooth part of
◦
Γrd(L).
The stratification (1.13) can be lifted via the projection π in (1.6) to define the stratification
of J(X;L, d):
J(X;L, d) = J0 ⊃ J1 ⊃ . . . ⊃ Jr ⊃ Jr+1 ⊃ . . . (1.14)
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where Jr = Proj(S•coker(ρ)⊗OΓr
d
(L)). In particular, the stratum
◦
Jr = Jr \ Jr+1 (1.15)
is a Pr-bundle over
◦
Γrd(L).
§ 1.3 A nonabelian theta-divisor Θ(X ;L, d).
For a closed subscheme Z ⊂ X with [Z] ∈
◦
Γrd(L), the integer
δ(L,Z) := h1(IZ(L+KX)) = r + 1 (1.16)
is called the index of L-speciality of Z. Following Tyurin, [Ty] (see also [R1], Definition 1.1),
we define the notion of L-stability.
Definition 1.1 A zero-dimensional subscheme Z of X is called L-stable iff
δ(L,Z ′) < δ(L,Z) ,
for any proper subscheme Z ′ of Z.
Denote by sX
[d]
lci the subscheme of X
[d] parametrizing L-stable subschemes which are local
complete intersections (lci). The two conditions are open so it is a Zariski open subset of X [d].
Let J
sX
[d]
lci
= π−1(sX
[d]
lci) be the part of J(X;L, d) lying over
sX
[d]
lci . It was shown in [R1],
§1.2, that JsX[d]
lci
carries a distinguished Cartier divisor denoted Θ(X;L, d) and called the
theta-divisor of J(X;L, d). The closed points of Θ(X;L, d) parametrize pairs (E , [e]), where
the sheaf E is not locally free. Scheme-theoretically, Θ(X;L, d) is the subscheme of zeros of a
distinguished section of the invertible sheaf OJ(X;L,d)(d)⊗π
∗L, for some line bundle L on X [d]
(see [R1], (1.19)). In particular, the fibre ΘZ of Θ(X;L, d) over [Z] ∈
sX
[d]
lci is a hypersurface
of degree d in P(Ext1Z). Furthermore, one can show that set-theoretically ΘZ is the union of
hyperplanes Hz in P(Ext
1
Z), where z runs through the set of closed points in Z. Thus the
divisor Θ(X;L, d) captures geometry of zero-dimensional subschemes of X parametrized by
the underlying points of the Hilbert scheme X [d].
Remark 1.2 Let J′
sX
[d]
lci
be the complement of Θ(X;L, d) in JsX[d]
lci
. Then the restriction of
the morphism h in (1.10) to J′
sX
[d]
lci
gives the morphism
h′ : J′
sX
[d]
lci
//BX(2, L, d), (1.17)
where BX(2, L, d) is the moduli stack of locally free sheaves on X having rank 2 and the Chern
invariants (L, d).
From now on we will be working over sX
[d]
lci . By Definition 1.1 we have an inclusion
sX
[d]
lci ⊂ Γ
0
d(L), provided d ≥ 2. Setting
′Γrd(L) =
sX
[d]
lci
⋂
Γrd(L) and
′
◦
Γrd(L) =
′Γrd(L) \
′Γr+1d (L) ,
(1.18)
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we obtain the stratification
sX
[d]
lci =
⋃
r≥0
′
◦
Γrd(L) (1.19)
of sX
[d]
lci by locally closed sets
′
◦
Γrd(L). Taking the inverse image by π of this stratification, we
obtain the stratification
JsX[d]
lci
= π−1(sX
[d]
lci) =
⋃
r≥0
′
◦
Jr , (1.20)
where ′
◦
Jr = π−1(′
◦
Γrd(L)) is a P
r-bundle over ′
◦
Γrd(L).
§ 1.4 The sheaf F˜ on J(X ;L, d).
Recall the universal scheme Z in (1.1) and set
F = p2∗OZ (1.21)
to be the direct image of the structure sheaf OZ of Z with respect to the projection p2 in
(1.1). This is a locally free sheaf of rank d on X [d].
Let
F˜ = π∗F (1.22)
be the pullback of F under the projection π in (1.6). This is also a locally free sheaf of rank
d on J(X;L, d).
One of the main points of the constructions in [R1] is a distinguished subsheaf H˜ of F˜⊗OJr
defined for every stratum Jr in (1.14) (see [R1],§1.3, for details). Since F˜ is a sheaf of rings,
the multiplication in F˜ gives rise to a distinguished filtration of F˜ ⊗ OJr
0 = H˜0 ⊂ H˜−1 ⊂ . . . ⊂ H˜−i ⊂ . . . ⊂ F˜ ⊗ OJr , (1.23)
where
H˜−1 = H˜ and H˜−i = im
(
SiH˜ // F˜ ⊗ OJr
)
(1.24)
is the image of the morphism
mi : S
iH˜ //F˜ ⊗ OJr (1.25)
induced by the multiplication in F˜ , where SiH˜ is the i-th symmetric power of H˜.
Fix a stratum Γrd(L) in (1.13) such that the open part
′
◦
Γrd(L), defined by (1.18), is non-
empty and consider the smooth part reg(′Γrd(L)) of
′Γrd(L) (recall from the discussion following
(1.13) that reg(′Γrd(L)) is contained in
′
◦
Γrd(L)). Denote by
Cr(L, d) := π0(reg(
′Γrd(L))) (1.26)
the set of connected components of reg(′Γrd(L)). This is also the set of connected components
of reg(′Jr), the smooth locus of ′Jr = π−1(′Γrd(L)). For every connected component Γ ∈
Cr(L, d), denote by
JΓ := π
−1(Γ) (1.27)
the corresponding connected component of reg(′Jr).
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Fix Γ ∈ Cr(L, d) and consider the restriction of the filtration (1.23) to JΓ. The sheaves
H˜−i⊗OJΓ are non-zero and torsion free, for every i ≥ 1. So their ranks are well-defined. Set
hi−1Γ = rk(H˜−i ⊗OJΓ)− rk(H˜−i+1 ⊗OJΓ) , (1.28)
for every i ≥ 1.
Denote by lΓ the largest index i for which h
i−1
Γ 6= 0 and call it the length of the filtration
of H˜−• ⊗ OJΓ . Thus on JΓ the filtration (1.23) stabilizes at H˜−lΓ ⊗ OJΓ . We also agree to
assign to F˜ ⊗ OJΓ the index −(lΓ + 1) and use the notation
F˜ ⊗ OJΓ = H˜−lΓ−1 . (1.29)
So the filtration (1.23) restricted to JΓ has the following form
0 = H˜0⊗OJΓ ⊂ H˜−1⊗OJΓ ⊂ . . . ⊂ H˜−lΓ+1⊗OJΓ ⊂ H˜−lΓ⊗OJΓ ⊂ H˜−lΓ−1 = F˜⊗OJΓ . (1.30)
Lemma 1.3 Set
hΓ = (h
0
Γ, . . . , h
lΓ−1
Γ , h
lΓ
Γ )
and call it the Hilbert vector of Γ.
The Hilbert vector hΓ and its components h
i
Γ, (i = 0, . . . , lΓ), have the following properties:
1) hΓ is a composition of d, i.e.
lΓ∑
i=0
hiΓ = d ,
2) h0Γ = rk(H˜−1 ⊗OJΓ) = rk(H˜⊗OJΓ) = r + 1,
3) hiΓ > 0, for i = 0, . . . , lΓ − 1, and h
lΓ
Γ ≥ 0.
Proof. From the defining equations (1.28) it follows
lΓ∑
i=0
hiΓ = rk(F˜ ⊗ OJΓ) = d .
The second assertion follows from [R1], Proposition 1.4, and 3) is obvious. ✷
Let C(d) be the set of compositions of d. From Lemma 1.3 it follows that the assignment
of the Hilbert vector hΓ to the components Γ in C
r(L, d) gives a map
h(L, d, r) : Cr(L, d) //C(d) . (1.31)
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Remark 1.4 The sheaves H˜−i in (1.23) and hence their ranks are related to the geometry of
the underlying points of the Hilbert scheme. This is the content of [R1], Remark 1.5, which
we reproduce here for convenience of the reader.
Let ([Z], [α]) be a point of JΓ. The fibre H˜([Z], [α]) of H˜ at ([Z], [α]) can be viewed as
a linear system on Z. It is always base point free, since H˜([Z], [α]) contains the constant
functions on Z (see [R1], Remark 1.3). Thus H˜([Z], [α]) defines a morphism
κ([Z], [α]) : Z //P(H˜([Z], [α])∗) . (1.32)
Hence the Hilbert function of the image Z ′(α) of κ([Z], [α]) is given by the ranks of H˜−i’s at
([Z], [α]), for i = 1, . . . , lΓ.
From Remark 1.4 it follows that the Hilbert vector hΓ encodes the Hilbert function of the
image of κ([Z], [α]), for all ([Z], [α]) varying in the complement of the singularity loci of the
sheaves H˜−i, for i = 1, . . . , lΓ. This is a non-empty Zariski open subset of JΓ which we denote
by J′Γ. Set
Γ(0) = π(J′Γ) (1.33)
to be its image under the projection π in (1.6). This is a Zariski open subset of Γ. The
following lemma relates J′Γ and the complement of the theta-divisor in JΓ.
Lemma 1.5 Let ΘΓ(0) = Θ(X;L, d) ∩ π
−1(Γ(0)) be the theta-divisor over Γ(0) and let
J
(0)
Γ = π
−1(Γ(0)) \ΘΓ(0)
be its complement in π−1(Γ(0)). Then J
(0)
Γ ⊂ J
′
Γ.
Proof. Let [Z] ∈ Γ(0) and let JZ (resp. ΘZ) be the fibre of JΓ (resp. ΘΓ(0)) over [Z]. By
definition J′Γ intersects JZ along a non-empty Zariski open set. In particular, there is [α] in
JZ \ΘZ such that ([Z], [α]) ∈ J
′
Γ. Hence the ranks of the sheaves H˜−i at ([Z], [α]) are given
by
rk(H˜−i([Z], [α])) =
i−1∑
k=0
hkΓ , (1.34)
for i = 1, . . . , lΓ. We claim that the left hand side of (1.34) stays constant for all [β] ∈
(JZ \ ΘZ). This will give the assertion of the lemma. In fact, we claim that the following
holds.
Claim 1.6 For any [α], [β] ∈ (JZ \ΘZ) one has an isomorphism
φ[α],[β] : H˜([Z], [α]) //H˜([Z], [β])
which induces isomorphisms
φi[α],[β] : H˜−i([Z], [α])
//H˜−i([Z], [β]) ,
for every i = 1, . . . , lΓ.
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Proof of Claim 1.6. From [R1], Proposition 1.4, α induces an isomorphism
H˜([Z], [α])
α //Ext1Z (1.35)
This can be seen explicitly by recalling that
Ext1Z = Ext
1(IZ(L),OX )
can be identified as a subspace of H0(Ext2(OZ(L),OX )) (see [R1], (1.16)). The latter space
is H0(ωZ ⊗OX(−L−KX)), where ωZ is the dualizing sheaf of Z. Since Z is a local complete
intersection, ωZ is invertible and we think of Ext
1
Z as a linear subspace of sections of an
invertible sheaf on Z. Furthermore, α is an extension class corresponding to a locally free
sheaf Eα sitting in the middle of the short exact sequence
0 //OX //Eα //IZ(L) //0
defined by α. This is equivalent to α being nowhere vanishing5 on Z. Hence (1.35) implies
the following identification
H˜([Z], [α]) =
{ γ
α
∣∣∣ γ ∈ Ext1Z} . (1.36)
Define φ[α],[β] to be the multiplication by
α
β
to obtain the isomorphism
α
β : H˜([Z], [α])
//H˜([Z], [β]) . (1.37)
This proves the first assertion of the claim.
From (1.37) it also follows
H˜([Z], [β]) =
α
β
H˜([Z], [α]) . (1.38)
This implies
H˜−i([Z], [β]) =
(
α
β
)i
H˜−i([Z], [α]) , (1.39)
for every i ≥ 1. Thus taking φi[α],[β] to be the multiplication by
(
α
β
)i
, yields the second
assertion of the claim. ✷
As a consequence we deduce the following.
Corollary 1.7 For every Γ ∈ Cr(L, d), there exists a non-empty Zariski open subset Γ(0) ⊂ Γ
(defined in (1.33)) such that on the open part
J
(0)
Γ = π
−1(Γ(0)) \ΘΓ(0)
5as a section of ωZ ⊗OX(−L−KX).
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of JΓ all non-zero sheaves of the filtration H˜−• in (1.23) are locally free and their ranks are
determined by the Hilbert vector
hΓ = (h
0
Γ, . . . , h
lΓ−1
Γ , h
lΓ
Γ )
from Lemma 1.3 by the formula
rk(H˜−i ⊗OJ(0)Γ
) =
i−1∑
k=0
hkΓ .
From Remark 1.4 it follows that our considerations are non-trivial provided
r ≥ 1 . (1.40)
This will be assumed for the rest of the paper.
§ 1.5 Orthogonal decomposition of F˜ .
The filtration H˜−• in (1.23) acquires more structure over the points of Γ
r
d(L) corresponding
to the reduced subschemes of X. Let Confd(X) be the locus of the Hilbert scheme X
[d]
parametrizing the subschemes of d distinct points of X. This is a Zariski open subset of X [d],
since it can be described as the complement of the branching divisor of the ramified covering
p2 : Z //X [d]
in (1.1). The subschemes Z of X, with [Z] ∈ Confd(X), will be called configurations (of d
points) on X.
We are interested in the connected components Γ ∈ Cr(L, d) having a non-empty inter-
section with Confd(X).
Definition 1.8 A component Γ ∈ Cr(L, d) is called admissible if
Γ ∩ Confd(X) 6= ∅ .
The set of admissible components in Cr(L, d) will be denoted by Cradm(L, d).
For a subset Y in X [d] we denote by Yconf the intersection Y ∩ Confd(X). In particular,
for Γ ∈ Cr(L, d), the subset Γconf is Zariski open in Γ and it is non-empty if and only if
Γ ∈ Cradm(L, d) . The subset Γconf will be called the configuration subset of Γ.
We will now recall why configurations are important in our constructions (see [R1], §2, for
details). The sheaf F (resp. F˜) admits the trace morphism
Tr : F = p2∗OZ //OX[d] (resp. T˜ r : F˜
//OJ(X;L,d)) (1.41)
It can be used to define the bilinear, symmetric pairing q (resp. q˜) on F (resp. F˜)
q(f, g) = Tr(fg) (resp. q˜(f, g) = T˜ r(fg)), (1.42)
for every pair (f, g) of local sections of F (resp. F˜).
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This pairing is non-degenerate precisely over Confd(X). Using it we obtain a natural
splitting of the filtration H˜−• ⊗ OJΓ in (1.30) on a certain Zariski open subset of JΓ(0)
conf
=
π−1(Γ
(0)
conf ), for every admissible component Γ ∈ C
r
adm(L, d), where Γ
(0) is a Zariski open
subset of Γ defined in (1.33). More precisely, set
Fi =
(
H˜−i ⊗OΓ(0)
conf
)⊥
(1.43)
to be the subsheaf of F˜ ⊗ O
Γ
(0)
conf
orthogonal to H˜−i ⊗ OΓ(0)
conf
with respect to the quadratic
form q˜ in (1.42). It was shown in [R1], Corollary 2.4, that there exists a non-empty Zariski
open subset J˘Γ of JΓ subject to the following properties:
(a) the open set J˘Γ lies over Γ
(0)
conf , i.e. the morphism π in (1.6) restricted to J˘Γ gives the
surjective morphism
π : J˘Γ //Γ
(0)
conf , (1.44)
(b) J˘Γ lies in the complement of the theta-divisor, i.e.
J˘Γ ⊂ J
(0)
Γ , (1.45)
where J
(0)
Γ is as in Lemma 1.5,
(c) F˜ , restricted to J˘Γ, admits the orthogonal direct sum decomposition
F˜ ⊗ OJ˘Γ = H˜−i ⊗OJ˘Γ ⊕ F
i ⊗OJ˘Γ , (1.46)
for every i = 0, 1, . . . , lΓ + 1.
This gives rise to the filtration
F˜ ⊗ OJ˘Γ = F
0 ⊗OJ˘Γ ⊃ F
1 ⊗OJ˘Γ ⊃ . . . ⊃ F
lΓ ⊗OJ˘Γ ⊃ F
lΓ+1 = 0. (1.47)
Putting together the filtrations H˜−• ⊗OJ˘Γ and F
• ⊗OJ˘Γ , we define the subsheaves
Hi−1 =
(
H˜−i ⊗OJ˘Γ
)
∩
(
Fi−1 ⊗OJ˘Γ
)
, for i = 1, . . . , lΓ + 1. (1.48)
This definition together with (1.46) yield the following decomposition of F˜ ⊗ OJ˘Γ into the
orthogonal sum
F˜ ⊗ OJ˘Γ =
lΓ⊕
p=0
Hp. (1.49)
Remark 1.9 1) Observe that the ranks of the summands Hp’s in (1.49) form the Hilbert
vector hΓ as defined in Lemma 1.3, i.e.
rk(Hp) = hpΓ. (1.50)
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This follows from the definition of hpΓ in (1.28), the inclusion (1.45) and the orthogonal
decomposition
H˜−i ⊗OJ˘Γ =
i−1⊕
p=0
Hp. (1.51)
In particular, for i = 1 one obtains
H˜ = H˜−1 = H
0. (1.52)
2) From the orthogonal decomposition (1.49) it follows that the subsheaves Fi of the filtra-
tion F• in (1.47) admit the following orthogonal decomposition
Fi =
lΓ⊕
p=i
Hp. (1.53)
The decomposition (1.49) together with the multiplicative structure of F˜ play the crucial
role in our considerations. In particular, they give rise to the sheaf of Lie algebras G˜ whose
definition will be recalled in the next subsection. We close this one by giving the dual version
of the filtration H˜−• in (1.23) which coincides with the filtration F
• once restricted to J˘Γ.
However, it has a virtue of being more geometric.
The starting point of the dual construction is another natural sheaf on X [d] which takes
account of the divisor L. Namely, we consider the sheaf
F(L) = p2∗ (p
∗
1OX(L+KX)) , (1.54)
where pi(i = 1, 2) are as in (1.1). Taking its pullback via π in (1.6) we obtain the sheaf
F˜(L) = π∗ (F(L)) . (1.55)
In [R1], §1.3, it was shown that there is a natural morphism
Rr : F˜ ⊗ OJr //H
0(L+KX)
∗ ⊗OJr(1), (1.56)
where OJr(1) is the restriction to J
r of the tautological invertible sheaf OJ(X;L,d)(1) (see (1.7)
for notation). In particular, the subsheaf H˜, encountered in §1.4, is defined in [R1], (1.21), as
the kernel of Rr. Furthermore, we have morphisms
R˜ri : S
iH˜
mi //F˜ ⊗ OJr
Rr //H0(L+KX)
∗ ⊗OJr(1), (1.57)
where mi is as in (1.25).
Dualizing and tensoring with OJr(1) yields
H0(L+KX)⊗OJr //
(
SiH˜
)∗
⊗OJr(1)
Setting F˜i to be the kernel of this morphism, we obtain the following filtration
H0(L+KX)⊗OJr = F˜1 ⊃ F˜2 ⊃ . . . ⊃ F˜i ⊃ F˜i+1 ⊃ . . .
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Each F˜i contains the sheaf J˜Z = π
∗
(
pr2∗
(
JZ ⊗ pr
∗
1OX(L+KX)
))
, where JZ is the sheaf
of ideals of the universal subscheme Z in X ×X [d] (see (1.1) for notation) and prj(j = 1, 2)
are the projections of X × X [d] onto the corresponding factor.6 Factoring out by J˜Z , one
obtains the following filtration of F˜(L):
F˜(L)⊗OJr = F0 ⊃ F1 ⊃ . . . ⊃ Fi ⊃ Fi+1 ⊃ . . . (1.58)
where
Fi = F˜i
/
J˜Z . (1.59)
To relate this filtration to the one in (1.47) one observes that there is a natural morphism
R˜ : F˜ ⊗ OJr //(F˜(L))
∗ ⊗OJr(1) (1.60)
(see [R1], (1.27) and (1.19) for details). Furthermore, this morphism is an isomorphism
precisely on the complement of the theta-divisor Θ(X;L, d), since the latter is defined by the
vanishing of the determinant of R˜ (see the formula for Θ(X;L, d) below [R1], (1.19)). Taking
the dual of R˜, we obtain a natural identification of F˜(L) ⊗ OJr(−1) with F˜
∗ ⊗ OJr on the
complement of the theta divisor in Jr. Restricting further to the configurations and using the
self-duality7 of F˜ over Confd(X), we obtain a natural identification of F˜(L) ⊗OJr(−1) and
F˜ ⊗ OJr over the complement
π−1(Γ
(0)
conf ) \Θ(X;L, d),
for every admissible component Γ ∈ Cradm(L, d). In particular, this identification holds on J˘Γ
in view of the inclusion in (1.45).
With the above identification in hand, we can transfer the filtration F• ⊗ OJ˘Γ(−1) of
F˜(L)⊗OJ˘Γ(−1) in (1.58) (twisted by OJ˘Γ(−1)) to a filtration of F˜ ⊗OJ˘Γ . The point is that
the resulting filtration is the filtration F•, defined previously in (1.47) via orthogonality (see
more detailed discussion in [R1], §2).
By definition, the filtration H˜−• is related to the geometry of the morphisms κ([Z], [α])
in (1.32) associated to the linear systems
∣∣∣H˜([Z], [α])∣∣∣ on Z, as [Z] varies through the points
of the admissible components Γ. On the other hand the filtration F• in (1.47), in view
of its identification with F• ⊗ OJ˘Γ(−1), reflects geometric properties of the subschemes Z
(parametrized by Γ) with respect to the adjoint linear system |L+KX | on X. Thus the
orthogonal decomposition (1.49) contains information about the geometry of the subschemes
Z with respect to both linear systems.
§ 1.6 The sheaf of the Lie algebras G˜Γ.
To attach Lie algebras to points of J(X;L, d) we view local sections of the sheaf H˜ = H˜−1 in
(1.23) as operators of the multiplication in the sheaf of rings F˜ , i.e. we consider the inclusion
D : H˜ //End(F˜) (1.61)
which sends a local section t of H˜ to the operator D(t) of the multiplication by t in F˜ .
6 the inclusion π∗
(
pr2∗
(
JZ ⊗ pr
∗
1OX(L+KX)
))
⊂ F˜i is proved in [R1], Proposition 1.6.
7the self-duality of F˜ over Confd(X) is provided by the quadratic form q˜ in (1.42).
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Over the configuration subset Γ
(0)
conf of an admissible component Γ ∈ C
r
adm(L, d) we have
defined the subscheme J˘Γ (see (1.44) for notation), where the orthogonal decomposition (1.49)
holds. Using this decomposition we write
D(t) = D−(t) +D0(t) +D+(t) , (1.62)
where the components D±(t) have degree ±1, while D0(t) is of degree 0, with respect to the
grading in (1.49) (see [R1], Remark 3.8, for more details). Thus on J˘Γ the morphism D in
(1.61) admits the triangular decomposition
D = D− +D0 +D+ (1.63)
and we define G˜Γ to be the subsheaf of Lie subalgebras of End(F˜) generated by the subsheaves
D±(H˜) and D0(H˜).
It was observed in [R1], §7, that G˜Γ is a sheaf of reductive Lie algebras and its represen-
tation theory is intimately related to the geometry of the subschemes of X parametrized by
Γ.
The main objective of this paper is to pursue the investigation of this relation. Our
considerations logically fall into two parts. The first one seeks to use the representation theory
of G˜Γ to gain an insight into geometry of the subschemes of X parametrized by Γ. The second
uses various representation theoretic constructions related to G˜Γ to obtain interesting objects
(e.g. sheaves, complexes of sheaves) on J(X;L, d) or on the underlying Hilbert scheme X [d].
§ 1.7 Conventions and notation
In this section we summarize all notation and conventions introduced so far and which will
be used throughout the rest of the paper.
§ 1.7.0. The Chern datum (L, d), consisting of a divisor L (up to the rational equivalence)
on X and a positive integer d, is fixed once and for all. The divisor L is always subject
to the vanishing assumptions in (1.3).
§ 1.7.1. The Hilbert scheme (resp. Jacobian) X [d] (resp. J(X;L, d)) is equipped with
the stratification defined in (1.13) (resp. (1.14)).
We always consider the strata Γrd with r ≥ 1 and
′
◦
Γrd non-empty (see (1.18) for notation).
For such a stratum Γrd we denote by reg(
′
◦
Γrd) its smooth part and we let C
r(L, d) to be
the set of its connected components. Furthermore, we denote by Cradm(L, d) the set of
admissible components (see Definition1.8) of reg(′
◦
Γrd).
§ 1.7.2. For a component Γ ∈ Cradm(L, d), we set
JΓ = π
−1(Γ) and ΘΓ = Θ(X;L, d) ∩ JΓ, (1.64)
where π is the morphism defined in (1.6). Set J′Γ to be the largest Zariski open subset
of JΓ over which all non-zero sheaves of the filtration in (1.30) are locally free and let
Γ(0) = π(J′Γ)
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be the corresponding Zariski open subset of Γ.
Denote by J
(0)
Γ the complement of the theta-divisor in π
−1(Γ(0)). From Corollary 1.7 it
follows that all non-zero sheaves in the filtration in (1.30) are locally free over J
(0)
Γ and
their ranks are determined by the Hilbert vector (see Lemma 1.3)
hΓ = (h
0
Γ, . . . , h
lΓ−1
Γ , h
lΓ
Γ ) (1.65)
by the formula in Corollary 1.7.
§ 1.7.3. For a component Γ ∈ Cradm(L, d), denote by J˘Γ the largest Zariski open subset of
J
(0)
Γ over which the orthogonal decomposition (1.49) holds. It is known that it projects
onto Γ
(0)
conf (see (1.44)), i.e. the morphism
π : J˘Γ //Γ
(0)
conf
(1.66)
is surjective. In the sequel, to simplify the notation, we set
Γ˘ := Γ
(0)
conf . (1.67)
§ 1.7.4. For an admissible component Γ in Cr(L, d), we always denote by G˜Γ the sheaf
of reductive Lie algebras defined in §1.6. Its semisimple part [G˜Γ, G˜Γ] will be denoted
by GΓ.
§ 1.7.5. Working over an admissible component Γ most of the time we consider sheaves
over J˘Γ. So, to simplify the writing, we often omit tensoring with OJ˘Γ in the notation
of restriction to J˘Γ of a sheaf defined on a larger space. Thus, for example, the filtration
H˜−• in (1.23) will be considered over J˘Γ, unless said otherwise, and we will continue to
write H˜−• instead of the more cumbersome H˜−• ⊗OJ˘Γ .
§ 1.7.6. At certain parts of the paper we will need to distinguished between locally free
sheaf on a variety and the corresponding vector bundle. To do this we use capital
calligraphic letter for the former and the same capital letter, but in Roman type, for
the latter. Thus, if we have a variety Y with a locally free sheaf A on it, then we denote
by A the corresponding vector bundle over Y .
§ 2 Some properties of the filtration H˜−•
We fix a stratum Γrd in (1.13) according to the conventions in §1.7 and consider an admissible
component Γ in Cradm(L, d).
Lemma 2.1 Let [Z] ∈ Γ and let JZ = π
−1([Z]) be the fibre of π over [Z]. Denote by J
(0)
Z the
complement of the theta-divisor
ΘZ = Θ(X;L, d) ∩ JZ
in JZ.
Then
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1) The rank rk(H˜−i) of the sheaf H˜−i in (1.30) is constant along J
(0)
Z , for all i ≥ 1.
2) H˜−lΓ ⊗OJ(0)
Z
is a trivial subbundle of F˜ ⊗ O
J
(0)
Z
= H0(OZ)⊗OJ(0)
Z
.
Proof. The first assertion is a restatement of Claim 1.6. To see the second assertion we take
two distinct points [α] and [β] in J
(0)
Z and we go back to the identity
H˜([Z], [β]) =
α
β
H˜([Z], [α])
in (1.38). Write
α
β
=
1
β
α
=
1
1 + t
,
where t = βα − 1 is in H˜([Z], [α]). This gives the identity
H˜([Z], [β]) =
1
1 + t
H˜([Z], [α]) .
Hence every element h ∈ H˜([Z], [β]) can be written in the form
h =
1
1 + t
s , (2.1)
for some s ∈ H˜([Z], [α]). In particular, for β in a small neighborhood8 of α, we can expand
(2.1) in a convergent power series
h =
∞∑
n=0
tns ,
where the terms of the series are in H˜−lΓ([Z], [α]), for all n ≥ 0. This implies that H˜([Z], [β]) ⊂
H˜−lΓ([Z], [α]). Since H˜−lΓ([Z], [α]) is closed under the multiplication in H
0(OZ), we obtain
an inclusion
H˜−lΓ([Z], [β]) ⊂ H˜−lΓ([Z], [α]) .
By the first part of the lemma the dimensions of the two vector spaces are equal. This yields
an equality
H˜−lΓ([Z], [β]) = H˜−lΓ([Z], [α]) , (2.2)
for all [β] in a small open neighborhood of [α]. Since J
(0)
Z is path connected, it follows that
the equality (2.2) holds for all [β] ∈ J
(0)
Z . ✷
Remark 2.2 The subring H˜−lΓ([Z], [α]) of H
0(OZ) has the following geometric meaning.
Recall the morphism
κ([Z], [α]) : Z //P(H˜([Z], [α])∗)
in (1.32) and let Z ′(α) be the image of κ([Z], [α]). Then the space H˜−lΓ([Z], [α]) is isomorphic
to H0(OZ′(α)) with the isomorphism given by the pullback by κ([Z], [α]). More precisely, we
have
Z ′(α) = Spec(H˜−lΓ([Z], [α])) (2.3)
8in the complex topology of Ext1Z .
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and
(κ([Z], [α]))∗ : H0(OZ′(α)) //H˜−lΓ([Z], [α])
is an isomorphism.
From (2.3) and Lemma 2.1,2), it also follows that the scheme Z ′(α) is independent of
[α] ∈ J
(0)
Z . In the sequel it will be denoted by Z
′.
Corollary 2.3 Let Γ(0) be as in §1.7 and let ZΓ(0) be the universal subscheme over Γ
(0).
There exists a subsheaf F ′ of F ⊗OΓ(0) such that
π∗F ′ = H˜−lΓ ⊗OJ(0)Γ
. (2.4)
Furthermore, F ′ is a subsheaf of subrings of F ⊗OΓ(0) and one has the following factorization
ZΓ(0)
f //
p2
""E
EE
EE
EE
E
Z ′
Γ(0)
p′2||yy
yy
yy
yy
Γ(0)
(2.5)
where Z ′
Γ(0)
= Spec(F ′) and
f : ZΓ(0) // Z
′
Γ(0)
is the morphism corresponding to the inclusion of sheaves of rings F ′ →֒ F ⊗ OΓ(0) . In
particular, one has a canonical identification
F ′ = p′2∗OZ′
Γ(0)
.
Proof. Set
d′Γ = rk(H˜−lΓ ⊗OJ(0)Γ
) (2.6)
and let
GrΓ(0) = Gr(d
′
Γ,F ⊗OΓ(0)) (2.7)
be the relative Grassmannian of d′Γ-planes in F ⊗OΓ(0) . We have the diagram
J
(0)
Γ
γ˜ //
π
!!C
CC
CC
CC
C
GrΓ(0)
pr
Γ(0)||xx
xx
xx
xx
x
Γ(0)
(2.8)
where the morphism γ˜ corresponds to the inclusion
H˜−lΓ ⊗OJ(0)Γ
→֒ F˜ ⊗ O
J
(0)
Γ
= π∗(F ⊗OΓ(0)) .
The morphism γ˜ sends a closed point ([Z], [α]) of J
(0)
Γ to the d
′
Γ-plane H˜−lΓ([Z], [α]) of
H0(OZ) = F([Z]), the fibre of F at [Z]. From Lemma 2.1, 2), it follows that the morphism
γ˜ is constant along the fibres of π. Hence it factors through Γ(0) yielding a section
γ : Γ(0) −→ GrΓ(0)
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of the natural projection prΓ(0) in (2.8), i.e. we have
γ˜ = γ ◦ π and prΓ(0) ◦ γ = idΓ(0) . (2.9)
Let U be the universal subbundle of pr∗
Γ(0)
(F⊗OΓ(0)) on the relative GrassmannianGrΓ(0) .
Applying γ∗ to the inclusion
U →֒ pr∗
Γ(0)
(F ⊗OΓ(0))
gives the subbundle
F ′ = γ∗U →֒ γ∗
(
pr∗
Γ(0)
(F ⊗OΓ(0))
)
= (prΓ(0) ◦ γ)
∗
(
F ⊗OΓ(0)
)
= F ⊗OΓ(0) , (2.10)
where the last equality comes from the second identity in (2.9).
Next we check that the sheaf F ′ is subject to the identity (2.4) of the corollary. For this
we apply π∗ to the equalities in (2.10) to obtain
π∗F ′ = π∗(γ∗U) = (γ ◦ π)∗U = γ˜∗U = H˜−lΓ ⊗OJ(0)Γ
,
where the third equality comes from the first identity in (2.9), while the last one follows from
the definition of the morphism γ˜ in (2.8).
From the equality π∗F ′ = H˜−lΓ ⊗ OJ(0)Γ
and the fact that the latter sheaf is a subsheaf
of subrings of F˜ ⊗ O
J
(0)
Γ
it follows that F ′ is a sheaf of subrings of F ⊗ OΓ(0) . Hence the
monomorphism
F ′ →֒ F ⊗ OΓ(0)
of sheaves of rings defines a surjective morphism of schemes
f : ZΓ(0) = Spec(F ⊗OΓ(0)) −→ Spec(F
′) = Z ′
Γ(0)
over Γ(0). This yields the commutative diagram asserted in (2.5). ✷
Recall the notation of Γ˘ and J˘Γ in §1.7. By definition over J˘Γ the orthogonal decomposition
(1.49) holds. In particular, we have
F˜ ⊗ OJ˘Γ = H˜−lΓ ⊗OJ˘Γ ⊕H
lΓ . (2.11)
From Corollary 2.3 it follows easily that this decomposition is the pullback by π of the or-
thogonal decomposition
F ⊗OΓ˘ = F
′ ⊗OΓ˘ ⊕
(
F ′ ⊗OΓ˘
)⊥
, (2.12)
where
(
F ′ ⊗ OΓ˘
)⊥
is the subsheaf of F ⊗ OΓ˘ orthogonal to F
′ ⊗ OΓ˘ with respect to the
quadratic form q in (1.42), i.e. the following holds
HlΓ = π∗
((
F ′ ⊗OΓ˘
)⊥)
, (2.13)
F˜ ⊗ OJ˘Γ = π
∗(F ′ ⊗OΓ˘)⊕ π
∗
((
F ′ ⊗OΓ˘
)⊥)
. (2.14)
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Remark 2.4 From the algebro-geometric perspective of the factorization in (2.5) the above
decomposition and its constituents can be described as follows.
Let [Z] be a point in Γ˘ and consider the diagram (2.5) over it. This gives the morphism
f : Z = p−12 ([Z]) −→ Z
′ = p′−12 ([Z]) (2.15)
which on the level of the rings of functions translates into the injective homomorphism of rings
F ′([Z]) = H0(OZ′) −→ H
0(OZ) = F([Z]) (2.16)
given by the pullback f∗ of functions. In particular, in the decomposition
H0(OZ) = H˜−lΓ([Z], [α]) ⊕H
lΓ([Z], [α]) (2.17)
the summand H˜−lΓ([Z], [α]) is identified with H
0(OZ′) via the pullback in (2.16), for every
[α] in J˘Γ lying over [Z]. With this condition on [α], assumed for the rest of this discussion,
the space space H˜−lΓ([Z], [α]) (resp. H
lΓ([Z], [α])) is independent of [α] and we denote it by
H˜−lΓ([Z]) (resp. H
lΓ([Z])) (this is proved in Lemma 2.1,2)).
To describe the orthogonal complement HlΓ([Z]) of H˜−lΓ([Z]) in H
0(OZ) we set Zz′ =
f−1(z′), for every closed point of Z ′. Then Z admits the following decomposition
Z =
∑
z′∈Z′
Zz′ . (2.18)
Let
δZz′ =
∑
z∈Zz′
δz = f
∗(δz′)
be the pullback of the delta-function on Z ′ supported at z′. These functions form a basis of
H˜−lΓ([Z], [α]) as z
′ runs through the closed points of Z ′. Furthermore, every h ∈ H0(OZ) can
be written uniquely
h =
∑
z′∈Z′
hZz′ ,
where for each z′ ∈ Z ′ the component hZz′ = hδZz′ is supported on Zz′. With these prelimi-
naries in mind, we can now describe the space HlΓ([Z]) as follows
HlΓ([Z]) =
{
h ∈ H0(OZ)
∣∣Tr(hZz′ ) = 0, ∀z′ ∈ Z ′} , (2.19)
where Tr stands for the trace morphism in (1.41).
§ 3 The sheaf of Lie algebras G˜Γ
In this section we establish the basic properties of the sheaf G˜Γ (see §1.6 for its definition).
From [R1], Proposition 7.2, we know that it is a sheaf of reductive Lie algebras. By the
structure theorem of reductive Lie algebras (see e.g. [Bour]) one obtains the following decom-
position
G˜Γ = CΓ ⊕ GΓ, (3.1)
where CΓ is the center of G˜Γ and GΓ = [G˜Γ, G˜Γ] is a sheaf of semisimple Lie algebras.
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By definition, G˜Γ comes together with a faithful representation on H˜−lΓ, i.e. G˜Γ is defined
as a subsheaf of End(H˜−lΓ).
One of the features of G˜Γ is that it comes along with a distinguished subsheaf of Cartan
subalgebras determined by the image of the morphism D defined in (1.61). Namely, define
the subsheaf C(H˜) of G˜Γ to be the centralizer of D(H˜), i.e. a local section x of G˜Γ belongs
to C(H˜) if and only if
[x,D(t)] = 0, for any local section t of H˜. (3.2)
Proposition 3.1 C(H˜) is a subsheaf of Cartan subalgebras of G˜Γ.
Proof. This is the result of [R1], Lemma 7.5. ✷
Remark 3.2 The proof of Lemma 7.5 in [R1] implies that C(H˜) can be naturally identified
with a subsheaf of π∗F ′, where F ′ is as in Corollary 2.3. Furthermore, it acts on
π∗F ′ = H˜−lΓ
via the multiplication in H˜−lΓ .
The sheaf C(H˜) decomposes according to the structure decomposition (3.1)
C(H˜) = CΓ ⊕HΓ, (3.3)
where
HΓ = C(H˜) ∩ GΓ (3.4)
is a subsheaf of Cartan subalgebras of GΓ.
§ 3.1 The center CΓ of G˜Γ
We will investigate the action of the center CΓ on the sheaf H˜−lΓ. To begin with consider
the situation fibrewise.
Fix ([Z], [α]) ∈ J˘Γ and let
c = C([Z], [α]) (3.5)
be the fibre of CΓ at ([Z], [α]).
Consider the affine version of the morphism κ([Z], [α]) in (1.32):
Z −→ H˜([Z], [α])
∗
for which we use the same notation. Denote by
Z ′ = Spec(H˜−lΓ([Z], [α])) = Spec(F
′([Z])), (3.6)
where F ′([Z]) denotes the fibre of F ′ at [Z] and where the last equality in (3.6) comes from
the identity (2.4) in Corollary 2.3. In particular, we have a natural identification
H˜−lΓ([Z], [α])
∼= H0(OZ′). (3.7)
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In the sequel we use freely this identification, by switching frequently from one space to
another, without explicitly invoking this isomorphism. Thus, for example, the fact that the
action of G˜Γ([Z], [α]) on H˜−lΓ([Z], [α]) implies the action onH
0(OZ′) will be taken for granted.
Consider the action of the center c on H0(OZ′). It is known that this action is semisimple.
Thus we obtain the following weight decomposition
H0(OZ′) =
⊕
λ∈c∗
Vλ([Z], [α]), (3.8)
where Vλ([Z], [α]) is the weight space corresponding to a weight λ and the direct sum is taken
over the weights of this action.
Proposition 3.3 1) The weight spaces Vλ([Z], [α]) are ideals in H
0(OZ′),
2) Vλ([Z], [α]) · Vµ([Z], [α]) = 0, for any two weights λ 6= µ occurring in (3.8).
Proof. 1) By Remark 3.2 the center c can be viewed as a subspace of H0(OZ′) and its action
is identified with the multiplication in H0(OZ′). Hence we have
h(fv) = f(hv), (3.9)
for any f, v ∈ H0(OZ′) and any h ∈ c, where the operation in (3.9) is the multiplication in
H0(OZ′). In particular, if v ∈ Vλ([Z], [α]) we obtain
h(fv) = λ(h)(fv),
for all h ∈ c. Hence fv ∈ Vλ([Z], [α]), for all f ∈ H
0(OZ′). This shows that Vλ([Z], [α]) is an
ideal in H0(OZ′).
2) Take v ∈ Vλ([Z], [α]) and v
′ ∈ Vµ([Z], [α]) and consider the product vv
′ in H0(OZ′).
Applying h ∈ c to vv′ gives
h(vv′) = (hv)v′ = λ(h)vv′
as well as
h(vv′) = v(hv′) = µ(h)vv′.
These two equalities yield
(µ(h) − λ(h))vv′ = 0, ∀h ∈ c.
If λ 6= µ, then the above implies
vv′ = 0, ∀v ∈ Vλ([Z], [α]), ∀v
′ ∈ Vµ([Z], [α]).
This proves the second assertion of the proposition. ✷
Lemma 3.4 Let Z ′(λ,α) be the subscheme of Z ′ corresponding to the ideal Vλ([Z], [α]) and let
Z ′(λ,α) be its complement in Z
′. Then
Vλ([Z], [α]) =
⊕
p′
Cδp′ , (3.10)
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where the sum is taken over the distinct closed points of Z ′(λ,α) and δp′ is the delta-function
supported at p′.
Furthermore, the elements of c, viewed as functions on Z ′, are constant on Z ′(λ,α). More
precisely, if h ∈ c, then
h(p′) = λ(h),
for all closed points p′ in Z ′(λ,α).
Proof. The functions in Vλ([Z], [α]) must vanish on Z
′(λ,α). Hence their support is in Z ′(λ,α).
This implies an inclusion
Vλ([Z], [α]) ⊂
⊕
p′
Cδp′ ,
where the sum is taken over the distinct closed points of Z ′(λ,α). On the other hand every δp′ ,
the delta function having support at a closed point p′ of Z ′(λ,α), vanishes on Z
′(λ,α) and hence
belongs to Vλ([Z], [α]). This proves the equality (3.10).
To prove the second assertion consider the action of h ∈ c on δp′ ’s in (3.10)
h(δp′) = λ(h)δp′ . (3.11)
On the other hand since h acts on H0(OZ′) by multiplication the left hand side in (3.11) can
be written as follows
h(δp′) = hδp′ = h(p
′)δp′ .
This and (3.11) imply
λ(h) = h(p′),
for every closed point of Z ′(λ,α). ✷
The ring H˜−lΓ([Z], [α]), viewed as a subring of H
0(OZ) (see (1.30)), is generated by the
the subspace H˜([Z], [α]). So it is natural to ask for a relation of the weight spaces Vλ([Z], [α])
in (3.8) and H˜([Z], [α]). The following proposition answers this question.
Proposition 3.5 Set
H˜λ([Z], [α]) = Vλ([Z], [α])
⋂
H˜([Z], [α]).
Then
H˜([Z], [α]) =
⊕
λ∈c∗
H˜λ([Z], [α])
and
Vλ([Z], [α]) = im
(
S•
(
H˜λ([Z], [α])
)
−→ H˜−lΓ([Z], [α]) = H
0(OZ′)
)
,
for every weight λ occurring in the decomposition (3.8).
Proof. Let t ∈ H˜([Z], [α]). Decompose it according to the weight decomposition in (3.8):
t =
∑
λ∈c∗
tλ, (3.12)
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where tλ is the component of t in Vλ([Z], [α]), for every weight λ occurring in (3.8). We claim
that each tλ is in H˜λ([Z], [α]). To see this recall that the elements of H˜ are characterized
by the property of being annihilated by the operators D−(t′) in the triangular decomposition
(1.62), for any local section t′ of H˜ (see [R1], Remark 7.8). Applying D−(t′) to the both sides
in (3.12) yields
0 = D−(t′)(t) =
∑
λ∈c∗
D−(t′)(tλ). (3.13)
But by definitionD−(t′) are in G˜Γ([Z], [α]), the fibre of G˜Γ at ([Z], [α]), for all t
′ in H˜([Z], [α]).
Hence D−(t′) commute with c, for all t′ in H˜([Z], [α]). This implies that D−(t′)(tλ) ∈
Vλ([Z], [α]), for every λ in the sum of (3.13). Combining this with the equation (3.13) yields
D−(t′)(tλ) = 0,
for every t′ ∈ H˜([Z], [α]). Using [R1], Remark 7.8, once again, we obtain that tλ ∈ H˜([Z], [α]),
for every λ.
Turning to the second assertion we use the fact that Vλ([Z], [α]) is an ideal in H˜−lΓ([Z], [α])
and hence closed under the multiplication. This gives an inclusion
im
(
S•
(
H˜λ([Z], [α])
)
−→ H˜−lΓ([Z], [α])
)
⊂ Vλ([Z], [α]). (3.14)
On the other hand
H˜−lΓ([Z], [α]) = im
(
S•
(
H˜([Z], [α])
)
−→ H˜−lΓ([Z], [α])
)
and from the weight decomposition (3.8) and Proposition 3.3, 2), it follows
(i) S•
(
H˜([Z], [α])
)
=
⊗
λ S
•
(
H˜λ([Z], [α])
)
(ii) H˜−lΓ([Z], [α]) = im
(⊗
λ S
•
(
H˜λ([Z], [α])
)
−→ H˜−lΓ([Z], [α])
)
=
⊕
λ im
(
S•
(
H˜λ([Z], [α])
)
−→ H˜−lΓ([Z], [α])
)
.
This together with (3.14) yield the asserted equality
Vλ([Z], [α]) = im
(
S•
(
H˜λ([Z], [α])
)
−→ H˜−lΓ([Z], [α])
)
.
✷
By Remark 3.2 we can identify c with a subspace of H˜−lΓ([Z], [α]) = H
0(OZ′). Our next
task will be to locate the center c as a subspace of H0(OZ′).
Proposition 3.6 Let
δZ′
(λ,α)
=
∑
p′∈Z′
(λ,α)
δp′ ,
where the sum is taken over the closed points of the subscheme Z ′(λ,α) of Z
′ defined in Lemma
3.4, and let c˜ be the span of these functions in H0(OZ′) = H˜−lΓ([Z], [α]). Then
1) c˜ ⊂ H˜([Z], [α]).
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2) c˜ =
⊕
λCδZ′(λ,α)
.
3) c˜ is a subring of H˜−lΓ([Z], [α]).
4) The morphism D in (1.61) identifies c˜ with c.
Proof.
To prove the the first assertion it is enough to show that δZ′
(λ,α)
belongs to H˜([Z], [α]), for
every weight λ occurring in the decomposition (3.8). For this observe that Proposition 3.3,
2), implies
Z ′(λ,α)
⋂
Z ′(µ,α) = ∅,
for all λ 6= µ. This and the direct sum (3.8) give the decomposition of Z ′ into the disjoint
union
Z ′ =
⋃
λ
Z ′(λ,α)
over the weights in (3.8). In particular, the constant function 1 ∈ H0(OZ′) can be written as
follows
1 =
∑
λ
δZ′
(λ,α)
.
This is the weight decomposition of 1 because δZ′
(λ,α)
∈ Vλ([Z], [α]), for every λ. Further-
more, the constant 1 lies in H˜([Z], [α]) ( see [R1], Remark 1.3) and by Proposition 3.5 its
λ-components δZ′
(λ,α)
∈ H˜λ([Z], [α]), for all λ.
The argument above also shows that the family of functions δZ′
(λ,α)
, as λ runs through the
distinct weights in (3.8), is linear independent in H˜([Z], [α]). This yields the second assertion.
From the above it also follows that 1 is contained in c˜, while the identities
δZ′
(λ,α)
δZ′
(µ,α)
= 0, for λ 6= µ, δ2Z′
(λ,α)
= δZ′
(λ,α)
assure that c˜ is closed under the multiplication. This proves the third assertion.
Turning to the last assertion we observe that by the second assertion of Lemma 3.4 the
center c is identified with a subspace of the space c˜. So it will be enough to check that the
morphism D takes the functions δZ′
(λ,α)
to c. Indeed, the operator D(δZ′
(λ,α)
) is the operator
of multiplication by δZ′
(λ,α)
in the ring H0(O′Z) and it acts as the identity on Vλ([Z], [α]) and
by zero on all other weight spaces in (3.8). Hence D(δZ′
(λ,α)
) belongs to the center c, for every
λ in (3.8). ✷
Set
J˘Z = π
−1([Z]) (3.15)
to be the fibre of J˘Γ over [Z] ∈ Γ˘, where π and Γ˘ are as defined in (1.67). We will now show
that the weight decomposition (3.8) does not depend on [α] ∈ J˘Z .
Lemma 3.7 The center c = CΓ([Z], [α]) and the weight decomposition (3.8) do not depend
on [α] ∈ J˘Z .
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Proof. First observe that the independence of the center on a point in J˘Z implies the same for
the weight decomposition (3.8). So only the first assertion needs to be proved. In order to do
this we take [α] and [β] to be two distinct points of J˘Z and let c[α] and c[β] be the centers of
the Lie algebras G˜Γ([Z], [α]) and G˜Γ([Z], [β]), respectively. To relate the two centers we use
their explicit description as subspaces of H˜([Z], [α]) and H˜([Z], [β]), respectively, obtained
in Proposition 3.6. So our first step will be to relate the weight decomposition of H0(OZ′)
under the c[α]-action with the subspace H˜([Z], [β]) (recall that by Corollary 2.3 we have
H0(OZ′) = H˜−lΓ([Z], [α]) = H˜−lΓ([Z], [β])). For this we use the identity
H˜([Z], [β]) =
α
β
H˜([Z], [α])
in (1.38). Putting it together with the c[α]-weight decomposition of H˜([Z], [α]) in Proposition
3.5, we obtain
H˜([Z], [β]) =
⊕
λ
α
β
H˜λ([Z], [α]). (3.16)
Since Vλ([Z], [α]) is an ideal ( Proposition 3.3, 1)), it follows that
α
β
H˜λ([Z], [α]) ⊂ Vλ([Z], [α]).
This and (3.16) give an inclusion
H˜([Z], [β])
⋂
Vλ([Z], [α]) ⊃
α
β
H˜λ([Z], [α]),
for every weight λ occurring in (3.16). However, the equality in (3.16) implies that the above
inclusion is actually an equality
H˜([Z], [β])
⋂
Vλ([Z], [α]) =
α
β
H˜λ([Z], [α]), (3.17)
for every weight λ in the decomposition (3.16) .
The equality in (3.17) generalizes to the entire filtration H˜−•([Z], [β]). In fact, set(
H˜λ([Z], [α])
)
−i
= im
(
Si
(
H˜λ([Z], [α])
)
−→ H0(OZ′)
)
.
From Proposition 3.5 it follows that(
H˜λ([Z], [α])
)
−i
= Vλ([Z], [α])
⋂
H˜−i([Z], [α]).
This together with the weight decomposition (3.8) yield
H˜−i([Z], [α]) =
⊕
λ
(
H˜λ([Z], [α])
)
−i
. (3.18)
Using the identity
H˜−i([Z], [β]) =
(
α
β
)i
H˜−i([Z], [α])
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in (1.39) together with the decomposition in (3.18), we deduce the identity analogous to the
one in (3.17):
H˜−i([Z], [β])
⋂
Vλ([Z], [α]) =
(
α
β
)i (
H˜λ([Z], [α])
)
−i
, (3.19)
for every i ≥ 1. This yields the decomposition
H˜−i([Z], [β]) =
⊕
λ
H˜−i([Z], [β])
⋂
Vλ([Z], [α]). (3.20)
With these considerations accomplished, we proceed to relating the centers c[α] and c[β].
From Proposition 3.6 we know that c[α] is spanned by the operators D(δZ′
(λ,α)
) as λ runs
through the weights of the decomposition in (3.8). So to show the inclusion c[α] ⊂ c[β] it
would be enough to prove
D(δZ′
(λ,α)
) ∈ c[β], ∀λ. (3.21)
Exchanging the roles of α and β will give the opposite inclusion and hence the equality
c[α] = c[β]. Thus our argument will be completed once we show (3.21).
Proof of (3.21) : take the element βα ∈ H˜([Z], [α]) and write it according to the weight
decomposition in (3.5):
β
α
=
∑
λ
(
β
α
)
λ
, (3.22)
where
(
β
α
)
λ
∈ H˜λ([Z], [α]) is the λ-component of
β
α
, for every weight λ occurring in the
decomposition (3.8).
Multiplying (3.22) by αβ we obtain
1 =
∑
λ
α
β
(
β
α
)
λ
.
From the identity in (3.17) it follows that
α
β
(
β
α
)
λ
∈ H˜([Z], [β])
⋂
Vλ([Z], [α]). On the other
hand, from the proof of Proposition 3.6 we know that the λ-components of 1 are δZ′
(λ,α)
’s.
Hence the equality
δZ′
(λ,α)
=
α
β
(
β
α
)
λ
,
for every weight λ in (3.8). This implies that the elements δZ′
(λ,α)
are all in H˜([Z], [β]). Hence
the operators D(δZ′
(λ,α)
) are in the Lie algebra G˜Γ([Z], [β]).
It remains to see that D(δZ′
(λ,α)
) are central in the Lie algebra G˜Γ([Z], [β]). This is done
by examining their action on the filtration H˜−•([Z], [β]).
Recall that for every λ the operator of multiplication D(δZ′
(λ,α)
) acts on Vλ([Z], [α]) as the
identity idVλ([Z],[α]) and by zero on all other weight spaces in (3.8). In view of the decomposi-
tion in (3.20) this implies that the multiplication by δZ′
(λ,α)
preserves H˜−i([Z], [β]), for every
i ≥ 1. Hence D+(δZ′
(λ,α)
) = 0 in G˜Γ([Z], [β]). Since D
−(·) and D+(·) are adjoint to each other
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with respect to the quadratic form q˜ defined in (1.42) (see [R1], Lemma 3.7), it follows that
D−(δZ′
(λ,α)
) = 0 in G˜Γ([Z], [β]) as well. Hence we obtain
D(δZ′
(λ,α)
) = D0(δZ′
(λ,α)
) (3.23)
in G˜Γ([Z], [β]). From this identity it follows that D(δZ′(λ,α)) is central in G˜Γ([Z], [β]). Indeed,
by definition the Lie algebra G˜Γ([Z], [β]) is generated by elements D
±(t), D0(t) as t varies in
the vector space H˜([Z], [β]) and we have the triangular decomposition
D(t) = D−(t) +D0(t) +D+(t)
as recalled in §1.6. From the commutativity of the multiplication in H0(OZ′) it follows
0 = [D(δZ′
(λ,α)
),D(t)] = [D0(δZ′
(λ,α)
),D(t)] =
[D0(δZ′
(λ,α)
),D−(t)] + [D0(δZ′
(λ,α)
),D0(t)] + [D0(δZ′
(λ,α)
),D+(t)],
where on the right hand side we have the sum of operators of degree −1, 0, 1 with respect
to the grading provided by the orthogonal decomposition in (1.49). This implies that the
component of each degree on the right hand side vanishes. Thus D(δZ′
(λ,α)
) = D0(δZ′
(λ,α)
)
commutes with D±(t),D0(t), for every t ∈ H˜([Z], [β]). Hence D(δZ′
(λ,α)
) is in the center c[β].
This completes the proof of (3.21) and of the proposition. ✷
Remark 3.8 From Lemma 3.7 it follows that the subschemes Z ′(λ,α) (resp. Z ′(λ,α)) introduced
in Lemma 3.4 are independent of [α] varying in the fibre J˘Z of J˘Γ over [Z]. So from now on
we denote them by Z ′λ (resp. Z ′λ).The same goes for the weight spaces Vλ([Z], [α]) in (3.8) -
they will be denoted Vλ([Z]). With this notation the weight decomposition (3.8) takes the form
H0(OZ′) =
⊕
λ∈c∗
Vλ([Z]). (3.24)
Analogously, the functions δZ′
(λ,α)
defined in Proposition 3.6 will be denoted by δZ′
λ
. From
Proposition 3.6 the operators D(δZ′
λ
) form a basis of the center c. Furthermore, D(δZ′
λ
) acts
on the decomposition in (3.24) as the identity idVλ([Z]) on Vλ([Z]) and by zero on all other
summands.
We will now sheafify the above results. In what follows we use an additional hypothesis
that the rank of the sheaf of centers CΓ is constant
9 on J˘Γ. After a complete description of
the sheaf G˜Γ (see Corollary 3.18) this assumption will be superfluous.
Proposition 3.9 Assume the rank of CΓ to be constant on J˘Γ. Then there exists a subsheaf
F ′c of the sheaf F
′⊗OΓ˘ ( the sheaf F
′ is defined in Corollary 2.3) such that its pullback π∗F ′c
is a subsheaf of H˜ which is identified with the center CΓ via the morphism D in (1.61), i.e.
D(π∗F ′c) = CΓ.
Furthermore, F ′c is a subsheaf of subrings of F
′ ⊗OΓ˘.
9the rank of CΓ is a priori constant on some non-empty Zariski open subset of J˘Γ.
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Proof. From Proposition 3.6, 4) it follows that there is a subsheaf F˜ ′c of H˜ such that
D(F˜ ′c) = CΓ. (3.25)
Furthermore, by Lemma 3.7 the restriction of F˜ ′c to fibres of the morphism
π : J˘Γ −→ Γ˘
is the trivial bundle. So we are in the situation analogous to the one in Corollary 2.3. Arguing
as in the proof there, we obtain that there is a subsheaf F ′c of F
′ ⊗OΓ˘ such that
π∗(F ′c) = F˜
′
c .
This together with (3.25) give the equality
D(π∗F ′c) = CΓ.
From Proposition 3.6 it also follows that F˜ ′c = π
∗(F ′c) is a subsheaf of subrings of F˜
′ =
π∗(F ′ ⊗OΓ˘). This yields that F
′
c is a subsheaf of subrings of F
′ ⊗OΓ˘ as well. ✷
Corollary 3.10 The sheaf F ′c of Proposition 3.9 determines the scheme
Z ′c = Spec(F
′
c)
over Γ˘ with the structure morphism
p′c : Z
′
c −→ Γ˘
and a surjective morphism of Γ˘-schemes
f ′c : Z
′
Γ˘
−→ Z ′c ,
where Z ′
Γ˘
= Spec(F ′ ⊗OΓ˘), i.e. one has the commutative diagram
Z ′
Γ˘
f ′c //
p′2 >
>>
>>
>>
>
Z ′c
p′c  



Γ˘
where all morphisms are surjective.
Proof. The inclusion of the sheaves of rings
F ′c →֒ F
′ ⊗OΓ˘
determines a surjective morphism
f ′c : Z
′
Γ˘
= Spec(F ′ ⊗OΓ˘) −→ Spec(F
′
c) = Z
′
c
which by definition commutes with the structure morphisms (which are respectively p′2 and
p′c) onto Γ˘. ✷
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Definition 3.11 The scheme Z ′c = Spec(F
′
c) defined in Corollary 3.10 will be called the
scheme of central weights of Γ. It is a finite scheme over Γ˘ with the structure morphism
p′c : Z
′
c −→ Γ˘
such that
p′c∗OZ′c = F
′
c
∼= CΓ.
In particular, deg(p′c) = rk(CΓ).
Denote by ZΓ˘ the part of the universal scheme Z in (1.1) lying over Γ˘. This means that
ZΓ˘ = Spec(F ⊗OΓ˘) and it comes with the structure morphism
p2 : ZΓ˘ −→ Γ˘ (3.26)
which is an unramified covering of degree d.
In Corollary 2.3 we found that this covering factors through the scheme Z ′
Γ˘
= Spec(F ′),
while the discussion above gives further factorization imposed by the center CΓ of G˜Γ. This
is summarized in the following commutative diagram of various morphisms introduced so far.
ZΓ˘
f //
p2
  @
@@
@@
@@
@
Z ′
Γ˘
f ′c //
p′2

Z ′c
p′c~~
~~
~~
~~
Γ˘
(3.27)
Remark 3.12 By construction all morphisms in the above diagram are surjective, finite and
flat. Since the morphism p2 in (3.27) is unramified it follows that all other morphisms are
unramified coverings as well.
Set fc = f
′
c ◦ f to be the composition of the horizontal arrows in (3.27) and consider the
resulting factorization of ZΓ˘ through the scheme of central weights Z
′
c
ZΓ˘
fc //
p2
?
??
??
??
?
Z ′c
p′c    
  
  
  
Γ˘
(3.28)
The scheme of central weights Z ′c parametrizes the weights of the action of the center CΓ on
the sheaf F ′ = p′2∗OZ′
Γ˘
, where p′2 is as in (3.27). The meaning of the factorization in (3.28)
is that it decomposes the configurations on X (the fibres of p2) parametrized by Γ˘ into the
disjoint union of subconfigurations. The following statement summarizes some of the basic
properties of this decomposition.
Corollary 3.13 For every [Z] ∈ Γ˘ the factorization in (3.28) gives a decomposition of the
configuration Z into the disjoint union of subschemes (subconfigurations) given by the formula
Z =
∑
λ∈p′−1c ([Z])
f−1(Z ′λ),
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where Z ′λ = f
′−1
c ({λ}), for λ ∈ p
′−1
c ([Z]).
For a weight λ, let Zλ = f
−1
c ({λ}) = f
−1(Z ′λ) be the subscheme of Z corresponding to this
weight and let
δZλ = f
∗(δZ′
λ
)
be the pullback by f of the delta-functions defined in Remark 3.8 . Then the subshemes Zλ
have the following properties.
(i) H0(OZλ)
∼= Vλ([Z])⊕ δZλ ·H
lΓ([Z], [α]), where Vλ([Z]) is the weight space corresponding
to λ in the weight decomposition of H0(OZ′) in (3.24), where Z
′ = f(Z) = p′−12 ([Z]),
the fibre of p′2 over [Z] in the diagram (3.27).
(ii) Ext1Zλ := Ext
1(IZλ(L),OX )
∼= H˜λ([Z], [α]), for some [α] ∈ J˘Z , where IZλ is the sheaf
of ideals of Zλ on X, H˜λ([Z], [α]) is as in Proposition 3.5 and J˘Z is as in (3.15).
(iii) There is a natural morphism
pλ : J˘Z −→ P(Ext
1
Zλ
)
which sends a point [α] ∈ J˘Z to the extension class [αλ] (up to a non-zero scalar)
0 //OX //Eαλ
//IZλ(L)
//0
where the sheaf Eαλ is locally free of rank 2 and having Chern invariants (L, dλ) with
dλ = degZλ.
(iv) The filtration H˜−•([Zλ], [αλ]) as well as the orthogonal decomposition
H0(OZλ) =
⊕
p≥0
Hp([Zλ], [αλ])
are obtained from the one’s for ([Z], [α]) using the isomorphism in (i). More precisely,
H˜−i([Zλ], [αλ]) ∼= H˜−i([Z], [α])
⋂
Vλ([Z]), ∀i ≤ lΓ
Hp([Zλ], [αλ]) ∼= H
p([Z], [α])
⋂
Vλ([Z]), ∀p ≤ lZλ − 1,
where lZλ(≤ lΓ) is the length of the filtration H˜−•([Zλ], [αλ]). Furthermore,
HlZλ ∼= δZλ ·H
lΓ([Z], [α]).
Proof. Set Zλ to be the subscheme of Z complementary to Zλ. The two subschemes give rise
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to the following commutative diagram of sheaves on Z
0

JZλ
 ""E
EE
EE
EE
E
0 // JZλ //
""E
EE
EE
EE
E
OZ //

OZλ // 0
OZλ

0
(3.29)
where JZλ (resp. JZλ) is the sheaf of ideals of Zλ (resp. Z
λ) in Z. This implies the
identification
JZλ
∼= OZλ (3.30)
which in turn gives an isomorphism
H0(OZλ)
∼= H0(JZλ). (3.31)
By definition Zλ = f−1(Z ′λ), where Z ′λ is as in Remark 3.8. From the proof of Lemma 3.4
the latter subscheme is defined by the ideal Vλ([Z]). This implies
H0(JZλ) = Vλ([Z]) ·H
0(OZ). (3.32)
We know (see Remark 2.4) that
H0(OZ) = H˜−lΓ([Z], [α]) ⊕H
lΓ([Z], [α]) ∼= H0(OZ′)⊕H
lΓ([Z], [α]).
Substituting this in (3.32) we obtain
H0(JZλ) = Vλ([Z])⊕ Vλ([Z]) ·H
lΓ([Z], [α]). (3.33)
On the other hand the multiplication of HlΓ([Z], [α]) by elements of H˜−lΓ([Z], [α]) preserves
HlΓ([Z], [α]). Furthermore, the functions in Vλ([Z]) lie in H˜−lΓ([Z], [α]) and have support in
Zλ. This gives the inclusion
Vλ([Z]) ·H
lΓ([Z], [α]) ⊂ δZλ ·H
lΓ([Z], [α]).
The inclusion in the opposite direction is obvious since δZλ ∈ Vλ([Z]). Thus we obtain the
equality
Vλ([Z]) ·H
lΓ([Z], [α]) = δZλ ·H
lΓ([Z], [α]).
Combining it with (3.33) and (3.31) we deduce the first assertion.
To see the second assertion recall that an extension class α ∈ Ext1Z defines the cup-product
H0(OZ)
α //Ext2(OZ ,OX(−L)) = H
0(OZ(KX + L))
∗, (3.34)
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where the equality is the Serre Duality on X (see [R1], §1.2, for details). Furthermore, if [α]
belongs to the complement of the theta-divisor the homomorphism above is an isomorphism.
Composing it with the dual of the restriction map
ρ(Z) : H0(OX(KX + L)) −→ H
0(OZ(KX + L))
we obtain the homomorphism
Rr([Z], [α]) : H0(OZ) −→ H
0(OX(KX + L))
∗ (3.35)
which is the value of the morphism Rr in (1.56) at ([Z], [α]) in J˘Γ. By definition the kernel
of this homomorphism is H˜([Z], [α]) (see [R1], (1.21), for details) and α in (3.34) restricted
to H˜([Z], [α]) induces the isomorphism
H˜([Z], [α])
α //Ext1Z (3.36)
which we already encountered in (1.35).
To calculate Ext1Zλ we use the direct sum decomposition
H0(OZ) = H
0(JZλ)⊕H
0(JZλ)
and its twisted version
H0(OZ(KX + L)) = H
0(JZλ(KX + L))⊕H
0(JZλ(KX + L))
coming from the diagram (3.29) (resp. (3.29) tensored with OX(KX+L)). Substituting these
equalities in (3.34) yields the isomorphism
H0(JZλ)
α //H0(JZλ(KX + L))
∗.
Using the isomorphism in (3.31) we deduce the isomorphism
H0(OZλ) −→ H
0(OZλ(KX + L))
∗. (3.37)
This homomorphism will be denoted by αλ. Combining it with the dual of the restriction
homomorphism
ρ(Zλ) : H
0(OX(KX + L)) −→ H
0(OZλ(KX + L))
yields the following diagram
0

Ext1Zλ

H0(OZλ)
αλ //
((QQ
QQQ
QQQ
QQQ
QQ
H0(OZλ(KX + L))
∗
ρ(Zλ)
∗

H0(OX(KX + L))
∗
(3.38)
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Set
Rrλ([Z], [α]) = ρ(Zλ)
∗ ◦ αλ
and observe that (3.38) implies the isomorphism
αλ : ker(R
r
λ([Z], [α])) −→ Ext
1
Zλ
. (3.39)
On the other hand using the identification (3.31) we can identify the homomorphismRrλ([Z], [α])
with the restriction of Rr([Z], [α]) in (3.35) to the subspace H0(JZλ). This identification al-
lows us to calculate ker(Rrλ([Z], [α])) as follows:
ker(Rrλ([Z], [α])) = H
0(JZλ)
⋂
H˜([Z], [α]) =(
Vλ([Z])⊕ δZλ ·H
lΓ([Z], [α])
)⋂
H˜([Z], [α]) =
(
Vλ([Z])
)⋂
H˜([Z], [α]) = H˜λ([Z], [α]),
where the second equality follows from the first assertion of the corollary, while the last one
is the defining identity in Proposition 3.5. Thus the isomorphism in (3.39) takes the form
αλ : H˜λ([Z], [α])) −→ Ext
1
Zλ
(3.40)
as stated in (ii) of the corollary.
For part (iii) we observe that the function δZλ belongs to H˜λ([Z], [α]) (Proposition 3.6).
The isomorphism in (3.31) identifies it with the unit 1Zλ of the ring H
0(OZλ). Applying to
it the isomorphism in (3.40) we obtain an extension class in Ext1Zλ which we denote by αλ
(the notation is justified since with this notation the homomorphism in (3.40) becomes the
multiplication by this extension class). Since αλ 6= 0 we obtain the map
J˘Z −→ P(Ext
1
Zλ
)
which sends [α] ∈ J˘Z to the point [αλ] ∈ P(Ext
1
Zλ
). Furthermore, the extension class αλ is
nowhere vanishing on Zλ. This implies by a lemma of Serre, [O-S-S], Lemma 5.1.2, that the
sheaf Eαλ sitting in the middle of the exact sequence in (iii) is locally free.
Turning to (iv) we recall from §1.4, (1.24), that the filtration H˜−•([Zλ], [αλ]) is defined as
follows:
H˜−1([Zλ], [αλ]) ∼= H˜λ([Z], [α]) and H˜−i([Zλ], [αλ]) = im(S
i(H˜λ([Z], [α])) −→ H
0(OZλ)),
(3.41)
where the first isomorphism is provided by (ii). From the proof of Lemma 3.7, (3.18), it
follows that
im(Si(H˜λ([Z], [α])) −→ H
0(OZλ))
∼= H˜−i([Z], [α])
⋂
Vλ([Z]).
This and (3.41) imply the identification
H˜−i([Zλ], [αλ]) ∼= H˜−i([Z], [α])
⋂
Vλ([Z]).
In particular, one sees that the length lZλ of the filtration H˜−•([Zλ], [αλ]) is the smallest index
i for which Vλ([Z]) ⊂ H˜−i([Z], [α]).
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From the proof of Lemma 3.7 it also follows that the center of G˜Γ([Z], [α]) acts by endo-
morphisms of degree 0 on the orthogonal decomposition
H0(OZ) =
lΓ⊕
p=0
Hp([Z], [α])
(see (3.23)). This implies that the summands Hp([Z], [α]) admit the weight decomposition
Hp([Z], [α]) =
⊕
λ
Vλ([Z])
⋂
Hp([Z], [α]).
This implies the identification
Hp([Zλ], [αλ]) ∼= Vλ([Z])
⋂
Hp([Z], [α]),
for all p ≤ lZλ − 1 as asserted in (iv).
Finally, combining this with the isomorphism in (i) yields the orthogonal decomposition
H0(OZλ)
∼= Vλ([Z])⊕ δZλ ·H
lΓ([Z], [α]) = (3.42)(⊕lΓ−1
p=0 Vλ([Z])
⋂
Hp([Z], [α])
)
⊕ δZλ ·H
lΓ([Z], [α]) =(⊕lZλ−1
p=0 Vλ([Z])
⋂
Hp([Z], [α])
)
⊕ δZλ ·H
lΓ([Z], [α]) ∼=(⊕lZλ−1
p=0 H
p([Zλ], [αλ])
)
⊕ δZλ ·H
lΓ([Z], [α])
which implies the last assertion in (iv). ✷
§ 3.2 The sheaf of semisimple Lie algebras GΓ
In this subsection we determine the semisimple part GΓ of the sheaf of Lie algebras G˜Γ. The
essential part of the argument is a consideration of the restriction of the sheaf GΓ to the fibres
of the projection
π : J˘Γ −→ Γ˘. (3.43)
So we fix the fibre J˘Z of the morphism π in (3.43) over a point [Z] ∈ Γ˘ and denote by
g˜([α]) = G˜([Z], [α]) (resp. g([α]) = G([Z], [α])), (3.44)
the fibre of G˜Γ (resp. GΓ) at ([Z], [α]) ∈ J˘Z . In particular, we have the structure decomposi-
tion
g˜([α]) = c⊕ g([α]),
where c is the fibre of the center CΓ at ([Z], [α]) ∈ J˘Z . We have seen in §3.1, Lemma 3.7,
that c depends only on [Z]. We show that the same holds for g([α]) and hence for g˜([α]).
Let Z ′ = Spec(H˜−lΓ([Z])) as defined
10 in (3.6) and let
H0(OZ′) =
⊕
λ
Vλ([Z]) (3.45)
be the weight decomposition of H0(OZ′) under the c-action as in (3.24). In particular, we
have
10we use the fact, proved in Lemma 2.1, 2), that H˜−lΓ is constant along J˘Z .
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(a) g˜([α]) ⊂
⊕
λ gl(Vλ([Z])),
(b) c ∼=
⊕
λCidVλ([Z])
∼= Center
(⊕
λ gl(Vλ([Z]))),
where the first inclusion is obvious, while the first isomorphism in (b) is Remark 3.8.
Proposition 3.14 If g([α]) 6= 0, for some [α] ∈ J˘Z , then
g([α]) =
⊕
λ
sl(Vλ([Z])).
In particular, g([α]) is independent of [α] ∈ J˘Z .
Proof. Let h˜([α]) be the centralizer of D(H˜([Z], [α])), where D is as in (1.61). By Proposition
3.1 this is a Cartan subalgebra of g˜([α]) and we have the decomposition
h˜([α]) = c⊕ h([α]),
where h([α]) is a Cartan subalgebra of g([α]).
From Remark 3.2 we know that h˜([α]) can be identified with a subspace of the ring of
functions H0(OZ′) and its action on H
0(OZ′) is identified with the multiplication in H
0(OZ′).
In particular, the vectors δp′(p
′ ∈ Z ′), are the weight vectors of the action of h([α]) onH0(OZ′).
Let h([α])∗ be the vector space dual to h([α]) and let R([α]) be the set of roots of g([α])
with respect to the Cartan subalgebra h([α]).
Fix the points in Z ′ in some order. This fixes the order on the basis
{δp′ | p
′ ∈ Z ′} (3.46)
and from now on we can identify gl(H0(OZ′)) with the Lie algebra gld′(C), where we put
d′ = degZ ′. (3.47)
Then the set of coroots Rˇ([α]) will be identified with a subset of integer-valued matrices in
gld′(C). Hence the set of coroots Rˇ([α]) is independent of the continuous parameter [α] ∈ J˘Z .
Since Rˇ([α]) spans the Cartan subalgebra h([α]) we deduce that h([α]) = h is independent of
[α] ∈ J˘Z . This combined with Lemma 3.7 implies
h˜([α]) = h˜ = c⊕ h (3.48)
is independent of [α] ∈ J˘Z .
Observe that the basis of H0(OZ′) fixed in (3.46) allows us to identify the space of diagonal
matrices of gld′(C) with the space of functions H
0(OZ′) on Z
′. This identification implies an
inclusion
h˜ ⊂ H0(OZ′). (3.49)
We claim that the equality holds.
Claim 3.15 h˜ = c⊕ h = H0(OZ′).
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Let us assume this and complete the proof of the proposition. For this consider the Cartan
decomposition of g([α]) with respect to h
g([α]) = h⊕

 ⊕
ξ∈R([α])
g([α])ξ

 ,
where g([α])ξ is the root space of g([α]) corresponding to a root ξ ∈ R([α]). Choose a root
vector Eξ([α]), a generator of the root space g([α])ξ , for every ξ ∈ R([α]).
Let Ep′,q′ be the endomorphism of H
0(OZ′) which takes δq′ to δp′ and kills all other vectors
of our basis in (3.46). Then the set {Ep′,q′}p′,q′∈Z′ forms the standard basis of gl(H
0(OZ′)).
We will show that the root vectors Eξ([α]) can be chosen to be in the standard basis. For this
write
Eξ([α]) =
∑
p′,q′
cp′,q′Ep′,q′ . (3.50)
Extend ξ by zero on the center c and view the roots of g([α]) as linear functions on
h˜ = c⊕ h = H0(OZ′), where the second equality is Claim 3.15. Applying ad(h) to (3.50), for
h ∈ h˜, we obtain
ξ(h)Eξ([α]) =
∑
p′,q′
cp′,q′ [h,Ep′,q′ ] =
∑
p′,q′
cp′,q′(h(p
′)− h(q′))Ep′,q′ . (3.51)
This yields
cp′,q′(h(p
′)− h(q′)− ξ(h)) = 0, ∀p′ 6= q′ ∈ Z ′ and ∀h ∈ H0(OZ′) . (3.52)
Observe that in this relation we use the identification h˜ = H0(OZ′) provided by Claim 3.15
and view h as a function on Z ′.
Set
Z ′ξ =
{
(q′, p′) ∈ Z ′ × Z ′
∣∣ cp′,q′ 6= 0} .
For every (q′, p′) ∈ Z ′ξ the equality (3.52) yields
h(p′)− h(q′)− ξ(h) = 0, ∀h ∈ H0(OZ′). (3.53)
This implies that the restrictions of the projections
ǫj : Z
′
ξ −→ Z
′
on the j-th factor of Z ′ × Z ′, for j = 1, 2, is injective.
Set Zjξ = ǫj(Z
′
ξ), for j = 1, 2, and let
lξ = ǫ2 ◦ ǫ
−1
1 : Z
1
ξ −→ Z
2
ξ (3.54)
be the corresponding bijection. With this notation in mind we rewrite (3.50) as follows
Eξ([α]) =
∑
q′∈Z1
ξ
clξ(q′),q′Elξ(q′),q′ . (3.55)
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We want to show that Z1ξ is a single point. For this examine the positions of the subsets Z
1
ξ
and Z2ξ in Z
′ relative to each other.
Case 1: Z1ξ 6= Z
2
ξ . In this situation we can find a point p
′ in Z ′ which belongs exactly to one
of these sets, say p′ ∈ Z1ξ and p
′ 6∈ Z2ξ . Take the function δp′ and observe that the multiplication
by this function in H0(OZ′) corresponds to the endomorphism Hp′ := Ep′,p′ ∈ h˜. Applying
ad(Hp′) to (3.55) we obtain
ξ(Hp′)Eξ([α]) =
∑
q′∈Z1
ξ
clξ(q′),q′(δp′(lξ(q
′))− δp′(q
′))Elξ(q′),q′ = −clξ(p′),p′Elξ(p′),p′ .
This implies that the root vector Eξ([α]) can be chosen to be Elξ(p′),p′ , for some p
′ ∈ Z ′.
Case 2: Z1ξ = Z
2
ξ . We show that this situation is impossible. Indeed, take p
′ ∈ Z1ξ and
go through the above calculation to obtain the following
ξ(Hp′)Eξ([α]) = −clξ(p′),p′Elξ(p′),p′ + cp′,l−1
ξ
(p′)Ep′,l−1
ξ
(p′) . (3.56)
This implies
Z1ξ = {p
′, l−1ξ (p
′)} = Z2ξ = {p
′, lξ(p
′)}.
Hence Z1ξ = Z
2
ξ = {p
′, q′}, for some two distinct points p′, q′ ∈ Z ′ and lξ is the transposition
of these points. With this notation the equation (3.56) takes the following form
ξ(Hp′)Eξ([α]) = −cq′,p′Eq′,p′ + cp′,q′Ep′,q′ .
This yields the system of equations{
ξ(Hp′)cq′,p′ = −cq′,p′
ξ(Hp′)cp′,q′ = cp′,q′
which is clearly impossible.
Thus we have shown that root vectors of g([α]) can be chosen to lie in the set {Ep′,q′}p′ 6=q′∈Z′ .
Furthermore, g([α]) must preserve the subspaces
Vλ([Z]) =
⊕
p′∈Z′
λ
Cδp′ ,
for every weight λ occurring in (3.45) and where the description of Vλ([Z]) is given in Lemma
3.4. Hence the root vectors of g([α]) can be chosen to be in the subset⋃
λ
{Ep′,q′}p′ 6=q′∈Z′
λ
,
where the union is taken over the weights λ with d′λ = degZ
′
λ ≥ 2.
Fix such Z ′λ. It remains to be proved that every Ep′,q′ , for p
′ 6= q′ ∈ Z ′λ is a root vector of
g([α]).
First we show that for every p′ ∈ Z ′λ an element Ep′,q′ is a root vector of g([α]), for some
q′ ∈ Z ′λ \ {p
′}. Suppose this is not the case. Then Hp′ commutes with g([α]) and hence,
belongs to the center c of g˜([α]). By Lemma 3.4, Hp′ , viewed as a function on Z
′, must be
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constant on Z ′λ. However, Hp′ corresponds to the function δp′ . This means that Z
′
λ = {p
′}
contrary to the assumption degZ ′λ ≥ 2.
Let {p′1, . . . , p
′
d′
λ
} be an ordering of the points in Z ′λ such that the root vectors
{E1,2, . . . , Ej−1,j}
form a longest uninterrupted string of root vectors in the set {Ek,m}1≤k,m≤d′
λ
, where we write
Ek,m instead of Ep′
k
,p′m
. If j = d′λ, then we are done. Assume j < d
′
λ. Then the elements Ek,m
with 1 ≤ k 6= m ≤ j are all in g([α]) and they generate the Lie subalgebra of g([α]) which
can be identified with sl(Vj), where Vj =
⊕j
k=1Cδp′k . Furthermore, the root vectors of g([α])
which are not in sl(Vj) are of the form Es,t with s, t > j, since otherwise we could make our
string longer. Set V j =
⊕
k>j Cδp′k . Then the considerations above imply an inclusion
g([α]) ⊂ sl(Vj)⊕ sl(V
j).
From this it follows that the endomorphism
H≤j =
j∑
k=1
Hk
is in the center of g˜([α]). Hence the corresponding function
δ≤j =
j∑
k=1
δp′
k
must be constant on Z ′λ (see Lemma 3.4). But this contradicts the assumption that j < d
′
λ =
degZ ′λ.
We now turn to Claim 3.15. Identify the Cartan subalgebra h˜ = c⊕ h as a subspace
of H0(OZ′). We already know from the first part of the proof that this subspace does not
depend on [α] in J˘Z (see (3.48)). On the other hand we have an inclusion
H˜([Z], [α]) ⊂ h˜,
for all [α] ∈ J˘Z . In particular, consider a path α(ǫ) = α + ǫβ in Ext
1
Z passing through α in
the direction of β. For all ǫ ∈ C with |ǫ| sufficiently small, the points [α(ǫ)] lie in J˘Z and we
have an inclusion
H˜([Z], [α(ǫ)]) ⊂ h˜, (3.57)
for all ǫ in a small disk Bǫ around 0 ∈ C.
As in the proof of Claim 1.6, (1.38), we write
H˜([Z], [α(ǫ)]) =
α
α(ǫ)
H˜([Z], [α]) =
α
α+ ǫβ
H˜([Z], [α]) =
1
1 + ǫt
H˜([Z], [α]),
where t = βα ∈ H˜([Z], [α]). This and (3.57) imply
1
1 + ǫt
H˜([Z], [α]) ⊂ h˜, (3.58)
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for all ǫ ∈ Bǫ. Taking the ǫ-expansion we deduce that t
kH˜([Z], [α]) ⊂ h˜, for all k ∈ Z≥0 and
for all t ∈ H˜([Z], [α]). Hence H˜−lΓ([Z], [α]) = H
0(OZ′) ⊂ h˜. This together with (3.49) yield
the equality
h˜ = H0(OZ′)
asserted in Claim 3.15. ✷
At this stage we have a complete description of the Lie algebras G˜Γ([Z], [α]), for ([Z], [α]) ∈
J˘Γ, and their relation to the geometry of the underlying configurations Z ⊂ X with [Z] ∈ Γ˘.
This is summarized in the following statement.
Theorem 3.16 Let Z be a configuration on X with [Z] ∈ Γ˘, where Γ is an admissible com-
ponent in Cr(L, d) subject to the conventions in §1.7. Let J˘Z be the fibre of the projection
π : J˘Γ −→ Γ˘
over [Z] ∈ Γ˘. Then the following holds.
1) The Lie algebra G˜Γ([Z], [α]) and its center CΓ([Z], [α]), the fibres, respectively of G˜Γ
and CΓ, at ([Z], [α]), are independent of [α] ∈ J˘Z . These Lie algebras will be denoted
G˜Γ([Z]) and CΓ([Z]) respectively.
2) The subspace H˜−lΓ([Z]) = H˜−lΓ([Z], [α]) of the filtration H˜−• in (1.30) at ([Z], [α]) is
independent of [α] ∈ J˘Z and it decomposes into the direct sum
H˜−lΓ([Z]) =
⊕
λ
Vλ([Z])
of the weight spaces under the action of the center CΓ[Z], where Vλ([Z]) is the weight
space corresponding to a weight λ. Furthermore, the weights occurring in the above
decomposition form a basis of (CΓ([Z]))∗, the space dual to CΓ[Z].
3) The Lie algebra G˜Γ([Z]) has the following form
G˜Γ([Z]) =
⊕
λ
gl(Vλ([Z])).
4) The configuration Z admits a decomposition into the disjoint union
Z =
⋃
λ
Zλ
of subconfigurations Zλ indexed by the weights occurring in the weight decomposition of
H˜−lΓ([Z]) in 2). Each subconfiguration Zλ has the following properties
(i) H0(OZλ)
∼= Vλ([Z]) · H
0(OZ) where “·” stands for the multiplication in the ring
H0(OZ).
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(ii) Zλ is L-special whose index of L-speciality (defined in (1.16)) is given by the for-
mula
δ(L,Zλ) = dim
(
Vλ([Z])
⋂
H˜−1([Z], [α])
)
,
where H˜−1(([Z], [α])) = H˜([Z], [α]) is the fibre of the sheaf H˜−1 = H˜ at ([Z], [α]) ∈
J˘Γ.
Proof. Everything has been already proved. For the convenience of the reader we give the list
of references, where the proofs could be found.
Part 1) is proved in Lemma 3.7, for the center CΓ([Z]), and in Proposition 3.14, for the
Lie algebra G˜Γ([Z]).
Part 2) is proved in Lemma 2.1, Lemma 3.7. The last assertion in 2) follows from Propo-
sition 3.6, 2).
Parts 3) and 4) are Proposition 3.14 and Corollary 3.13, respectively. ✷
With the fibrewise study of G˜Γ completed we turn now to its global properties.
Proposition 3.17 1) If the sheaf of semisimple algebras GΓ= 0, then
G˜Γ = CΓ
∼= H˜⊗OJ˘Γ = H˜−lΓ,
where the second identification is given by the morphism
D : H˜ −→ G˜Γ ⊂ End(F˜)
in (1.61).
2) If the sheaf GΓ 6= 0, then it is locally free.
Proof. If GΓ= 0, then for every local section t of H˜ the components D
±(t) = 0 ([R1], Lemma
7.6). This implies that G˜Γ is abelian. Hence the first equality and the second isomorphism in
1). Furthermore, the multiplication by t preserves H˜, i.e. H˜ is a sheaf of subrings of H˜−lΓ .
Since the latter, by definition, is the subsheaf of rings in F˜ generated by H˜, we deduce the
second equality in 1).
The assertion 2) follows from a well-known fact that local deformations of a semisimple
Lie algebras are trivial. ✷
Corollary 3.18 The subsheaf of centers CΓ and the sheaf of Lie algebras G˜Γ are locally free.
Proof. The first assertion together with the structure decomposition in (3.1) and Proposition
3.17,2) imply that the sheaf G˜Γ is locally free. So it is enough to prove that CΓ is locally free.
For this we argue according to two cases in Proposition 3.17.
If GΓ= 0, then by Proposition 3.17,1), the center CΓ is isomorphic to the sheaf H˜ which
is locally free on J˘Γ.
If GΓ 6= 0, then we consider the sheaf C(H˜) which is, according to Proposition 3.1, a
subsheaf of Cartan subalgebras of G˜Γ and has the direct sum decomposition
C(H˜) = CΓ ⊕HΓ, (3.59)
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where HΓ is a subsheaf of Cartan subalgebras of GΓ (see (3.3) and (3.4)). From Claim 3.15
it follows
C(H˜) ∼= π∗(F ′) = H˜−lΓ ,
where the equality comes from Corollary 2.3. In particular, C(H˜) is locally free. This together
with the direct sum decomposition in (3.59) imply that CΓ is locally free. ✷
Remark 3.19 From Corollary 3.18 it follows that the assumption on the rank of CΓ made
in Proposition 3.9 is unnecessary.
Our study distinguishes two types of components Γ in Cradm(L, d) according to whether
the sheaf of Lie algebras G˜Γ is abelian or not. This motivates the following definition.
Definition 3.20 1) A component Γ in Cradm(L, d) is called quasi-abelian (we will often
abbreviate - q-a) if the sheaf of Lie algebras G˜Γ is abelian or, equivalently, the sheaf
GΓ= 0.
2) A configuration Z ⊂ X is called quasi-abelian if there exists a q-a component Γ ∈
Cradm(L, d) such that [Z] ∈ Γ˘.
The following statement characterizes quasi-abelian components in terms of properties of
schemes and morphisms appearing in Corollary 3.10.
Corollary 3.21 If Γ ∈ Cradm(L, d) is q-a, then the scheme of central weights Z
′
c (Definition
3.11) coincides with the scheme Z ′Γ, i.e. the morphism f
′
c in Corollary 3.10 is the identity.
In particular,
p′2 : Z
′
Γ −→ Γ˘
is an unramified covering of degree (r + 1).
Proof. From Proposition 3.17, 1), it follows that the sheaf F ′c defining the scheme Z
′
c (see
Corollary 3.10) pulled back by π coincides with H˜, i.e.
π∗F ′c = H˜.
The second equality H˜ = H˜−lΓ in Proposition 3.17, 1), and the definition of the scheme Z
′
Γ
in Corollary 2.3 imply the equality Z ′c = Z
′
Γ. ✷
On the opposite extreme of quasi-abelian components one has components Γ ∈ Cradm(L, d)
with the center CΓ being trivial.
Definition 3.22 1) A component Γ in Cradm(L, d) is called simple if the rank rk(CΓ) of
the center CΓ is equal to 1.
2) A configuration Z ⊂ X is called simple if there exists a simple component Γ ∈ Cradm(L, d)
such that [Z] ∈ Γ˘.
The above terminology is justified in view of the following result.
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Corollary 3.23 Let Γ be a simple component in Cradm(L, d). Then
G˜Γ = π
∗(gl(F ′)) = OJ˘Γ ⊕ π
∗
(
sl(F ′)
)
,
where gl(A) (resp. sl(A)) stands for the sheaf of endomorphisms (resp. traceless endomor-
phisms) of a locally free sheaf A. In particular, an admissible component Γ is simple if and
only if the sheaf GΓ is a sheaf of simple Lie algebras of type Ad′Γ , where d
′
Γ = rk(F
′).
Proof. Observe that the identity endomorphism idF˜ of F˜ is always included in H
0(G˜Γ). So
it generates the subsheaf of CΓ isomorphic to OJ˘Γ . Thus by Definition 3.22 a component
Γ ∈ Cradm(L, d) is simple if and only if
CΓ ∼= OJ˘Γ . (3.60)
This implies that we must be in the case 2) of Proposition 3.17, i.e. GΓ 6= 0 (this is because
rk(H˜) = r + 1 ≥ 2, where the inequality is our convention of r ≥ 1 in §1.7). We now apply
Proposition 3.14 to deduce the equality
GΓ = sl(π
∗F ′) = π∗(sl(F ′)) .
This together with (3.60) imply that the structure decomposition of G˜Γ is as follows
G˜Γ = OJ˘Γ ⊕ π
∗(sl(F ′)) = π∗(gl(F ′)) .
✷
A supply of simple configurations is given by the classical algebro-geometric notion of
points in general position (see e.g. [G-H]).
Corollary 3.24 Let Z be a configuration of d points on X such that the index of L-speciality
δ(L,Z) = r + 1 ≥ 2 and d ≥ r + 2. Assume Z to be in general position with respect to the
adjoint linear system |KX + L|. Then Z is simple.
Proof. Let Γ be an admissible component in Cradm(L, d) containing [Z]. Then by [R1],
Corollary 7.13, H0(OZ) is an irreducible G˜Γ([Z], [α])-module, for any α ∈ Ext
1
Z such that
([Z], [α]) ∈ J˘Γ. This implies that the center C([Z], [α]) is one dimensional. Hence the rank of
the center CΓ is equal to 1. By Definition 3.22 the component Γ is simple. ✷
The two kinds of components - quasi-abelian (Definition 3.20) and simple (Definition 3.22)
- are prototypical in a sense that a general situation can be reduced to these two types. This
is explained in the discussion below.
Let us go back to the diagram (3.27). To begin with, we explain how the reduction alluded
to above works on a fibre of the morphism p2.
Let [Z] be a point in Γ and consider the decomposition
Z =
∑
λ∈p′−1c ([Z])
Zλ (3.61)
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as in Corollary 3.13. We know that this decomposition is determined by the weight decom-
position
H0(OZ′) =
⊕
λ∈p′−1c ([Z])
Vλ([Z])
in (3.24), where Z ′ = f(Z). Denote by Λ[Z] = p
′−1
c ([Z]) the set of weights of this decomposition
and divide it into two subsets according to the dimension of the corresponding weight spaces
Λ1[Z] = {λ ∈ Λ[Z] | dim(Vλ([Z])) = 1} and Λ
≥2
[Z] = {λ ∈ Λ[Z] | dim(Vλ([Z])) ≥ 2}. (3.62)
This separates the terms in (3.61) into two parts
Z = Z1 +
∑
λ∈Λ≥2
[Z]
Zλ , (3.63)
where Z1 =
∑
λ∈Λ1
[Z]
Zλ.
On the side of the Lie algebra G˜Γ([Z], [α]) we have the following decomposition
G˜Γ([Z], [α]) = CΓ([Z], [α]) ⊕ GΓ([Z], [α]) = CΓ([Z], [α]) ⊕

 ⊕
λ∈Λ≥2
[Z]
sl(Vλ([Z]))

 , (3.64)
where the second equality comes from Proposition 3.14. Furthermore, we can write the center
in the following way
CΓ([Z], [α]) =

 ⊕
λ∈Λ1
[Z]
gl(Vλ([Z]))

 ⊕

 ⊕
λ∈Λ≥2
[Z]
CidVλ([Z])

 .
Comparing the geometric decomposition in (3.63) with the Lie algebraic decomposition
in (3.64), we see that the subconfigurations Zλ with λ ∈ Λ
≥2
[Z] are precisely the ones which
contribute simple factors into the decomposition of G˜Γ([Z], [α]), while the subconfiguration
Z1 contributes to the center of G˜Γ([Z], [α]) only. Thus on the basis of this matching between
the subconfigurations in (3.61) and the summands in (3.64) we deduce the following.
Theorem 3.25 Let Γ be a component in Cradm(L, d) and let [Z] ∈ Γ˘. Then the decomposition
Z = Z1 +
∑
λ∈Λ≥2
[Z]
Zλ
described in (3.63) provides the decomposition of Z into the disjoint union of subconfigurations
of two types
1) Zλ is simple, for all λ ∈ Λ
≥2
[Z],
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2) Z1 is quasi-abelian, provided11 Card(Λ1[Z]) ≥ 2.
Furthermore, Z is quasi-abelian (resp. simple) if and only if Λ≥2[Z] = ∅ (resp. Λ
1
[Z] = ∅ and
Card(Λ≥2[Z]) = 1).
This result generalizes readily to the whole family of configurations p2 : ZΓ˘ −→ Γ˘. To do
this consider the morphism
p′c : Z
′
c −→ Γ˘
in (3.27). Take our sheaf F ′ on Γ˘ and consider its pullback (p′c)
∗(F ′) to Z ′c. By definition Z
′
c is
the variety parametrizing the weights of the action of the center CΓ on F
′. So we can think of
points of Z ′c as pairs ([Z], λ), where [Z] ∈ Γ˘ and λ is a weight occurring in the decomposition
of H0(OZ′) in (3.24). In this way we see that the fibre (p
′
c)
∗(F ′)([Z],λ) = H
0(OZ′) at a point
([Z], λ) ∈ Z ′c comes along with a distinguished subspace Vλ([Z]), the weight subspace of
H0(OZ′) corresponding to λ. As ([Z], λ) varies in Z
′
c the subspaces Vλ([Z]) fit together to
form a distinguished subsheaf V of (p′c)
∗(F ′). Furthermore, the dimension of the fibre Vλ([Z])
of V at ([Z], λ) ∈ Z ′c is equal to the degree of the fibre Z
′
λ of the morphism
12 f ′c in (3.27) over
([Z], λ). In particular, the fibre dimension of V is constant over every connected component
of Z ′c. Hence the restriction of V to every connected component of Z
′
c is locally free.
We can now define a continuous version of the sets Λ1 and Λ2 in Theorem 3.25. Namely, set
π0(Z
′
c) to be the set of connected
13 components of Z ′c. For a connected componentW ∈ π0(Z
′
c)
denote by VW the restriction of the sheaf V to W . By analogy with (3.62) we divide the set
of components π0(Z
′
c) into two disjoint subsets
π10(Z
′
c) =
{
W ∈ π0(Z
′
c)
∣∣ rk(VW ) = 1} and π≥20 (Z ′c) = {W ∈ π0(Z ′c)∣∣ rk(VW ) ≥ 2} . (3.65)
For every connected component W ∈ π0(Z
′
c), set
Z ′W = f
′−1
c (W ) ZW = f
−1(Z ′W ) = f
−1
c (W )
to be the inverse image of W by f ′c and fc = f
′
c ◦ f respectively. This gives us the diagram
analogous to the one in (3.27)
ZW
Wf //
Wp2 !!C
CC
CC
CC
CC
Z ′W
Wf ′c //
Wp′2

W
Wp′c~~||
||
||
||
|
Γ˘
(3.66)
where Wf and Wp2 (resp.
Wf ′c and
Wp′2) denote the restrictions to ZW (resp. Z
′
W ) of the
morphisms f and p2 (resp. f
′
c and p
′
2) in (3.27). Composing the horizontal arrows in (3.66)
gives the diagram
ZW
Wfc //
Wp2   A
AA
AA
AA
A W
Wp′c 



Γ˘
(3.67)
11the assumption Card(Λ1[Z]) ≥ 2 is needed to insure that the index of L-speciality δ(L,Z
1) ≥ 2 which is
our convention in §1.7.
12the equality dim(Vλ([Z])) = degZ
′
λ follows from the fact that Vλ([Z]) can be canonically identified with
H0(OZ′
λ
) as it was done in the proof of Corollary 3.13.
13since Z ′c is smooth, this is the same as the set of irreducible components of Z
′
c.
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where Wfc =
Wf ′c ◦
Wf . With this notation in mind we have the following decomposition of
ZΓ˘ into the disjoint union
ZΓ˘ =
⊔
W∈π0(Z′c)
ZW .
Setting
Z1
Γ˘
=
⊔
W∈π10(Z
′
c)
ZW (3.68)
gives the following decomposition of ZΓ˘ into the disjoint union
ZΓ˘ = Z
1
Γ˘
⊔

 ⊔
W∈pi
≥2
0 (Z
′
c)
ZW

 . (3.69)
Thus one obtains the following “continuous” analogue of Theorem 3.25.
Theorem 3.26 Let Γ be a component in Cradm(L, d) and let Z
′
c be its scheme of central weights
(Definition 3.11). Then the decomposition
ZΓ˘ = Z
1
Γ˘
⊔

 ⊔
W∈pi
≥2
0 (Z
′
c)
ZW


described in (3.69) provides the decomposition of ZΓ˘ into the disjoint union of families of
subconfigurations of two types
1) Wfc : ZW −→W is a family of simple configurations, for all W ∈ π
≥2
0 (Z
′
c),
2) Z1 −→ Γ˘ is a family of quasi-abelian configurations, provided the covering
p′c :
⊔
W∈π10(Z
′
c)
W −→ Γ˘
has degree14 ≥ 2, i.e.
∑
W∈π10(Z
′
c)
deg(Wp′c) ≥ 2.
Furthermore, Γ is quasi-abelian (resp. simple) if and only if π≥20 (Z
′
c) = ∅ (resp. Z
′
c = Γ˘).
This result shows that the study of configurations on X can be reduced to either quasi-
abelian or simple ones. It should be also clear that the quasi-abelian configurations are quite
special and to our mind are akin to hyperelliptic divisors on curves.15 On the other hand,
if Γ is neither quasi-abelian nor simple, then the set π≥20 (Z
′
c) is not empty. So replacing the
original family p2 : ZΓ˘ −→ Γ˘ by the family
Wfc : ZW −→W
in (3.67), corresponding to a connected component W ∈ π≥20 (Z
′
c), we obtain a reduction to a
family of simple configurations. Thus in studying the components of Cr(L, d), the assumption
that the set Cradm(L, d) contains simple components is not essential.
14the degree assumption is needed for the same reason as in the footnote in Theorem 3.25, 2).
15a study of the quasi-abelian configurations will appear elsewhere.
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§ 3.3 A natural grading of GΓ
Let Γ be a component in Cradm(L, d) and let G˜Γ be the corresponding sheaf of Lie algebras on
J˘Γ. As it was recalled in §1.6 this sheaf is generated by certain local sections of End(H˜−lΓ) of
degree ±1 and 0 with respect to the grading on H˜−lΓ given by the orthogonal decomposition
H˜−lΓ =
lΓ−1⊕
p=0
Hp (3.70)
as in (1.51), for i = lΓ. Thus the sheaf G˜Γ comes along with a natural grading
G˜Γ =
lΓ−1⊕
i=−(lΓ−1)
G˜iΓ , (3.71)
where the subsheaf G˜iΓ is formed by local sections φ of G˜Γ of degree i with respect to the grad-
ing in (3.70), i.e. the restriction of φ to a summandHp is a local section ofHom(Hp ,Hp+i ),
for every p ∈ {0, 1, . . . , lΓ − 1}. With this gradation the sheaf G˜Γ becomes a sheaf of graded
Lie algebras (see [R1], (7.7), for details).
The same holds for the subsheaf GΓ = [G˜Γ, G˜Γ]:
GΓ =
lΓ−1⊕
i=−(lΓ−1)
GiΓ , (3.72)
while from the study of the center CΓ in §3.1 we know that its local sections are grading
preserving, i.e.
CΓ ⊂ G˜
0
Γ. (3.73)
Observe that G˜0Γ is the subsheaf of Lie subalgebras of G˜Γ. Then the structure decomposition
in (3.1) together with the inclusion in (3.73) give the following
G˜0Γ = CΓ ⊕ G
0
Γ. (3.74)
Furthermore, by [R1], Proposition 7.17, G0Γ is a subsheaf of reductive Lie subalgebras of GΓ
and the structure decomposition for it yields
G0Γ = C
0
Γ ⊕
sG0Γ , (3.75)
where C0Γ and
sG0Γ = [G
0
Γ,G
0
Γ] are, respectively, the center and the semisimple part of G
0
Γ.
We will now give a more detailed description of the gradation of GΓ in (3.72) in the
case of Γ being a simple component in Cradm(L, d).
By Corollary 3.23 the sheaf G˜Γ (resp. GΓ) is the pullback of gl(F
′) (resp. sl(F ′)) by the
natural projection π : J˘Γ −→ Γ˘. Thus we obtain
G˜Γ = π
∗gl(F ′) = gl
(
π∗(F ′)
)
= gl(F˜ ′) (3.76)
GΓ = π
∗sl(F ′) = sl
(
π∗(F ′)
)
= sl(F˜ ′) , (3.77)
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where we set
F˜ ′ = π∗(F ′). (3.78)
Our first step in understanding the grading (3.72) in the case of Γ being simple is to
calculate G0Γ (resp.
sG0Γ).
Proposition 3.27 Let Γ be a simple component in Cradm(L, d). Then
sG0Γ =
lΓ−1⊕
p=0
sl(Hp)
and the center C0Γ is the subsheaf of G
0
Γ , whose local sections φ have the following form
φ =
lΓ−1∑
p=0
cpidHp ,
where cp’s are local sections of OJ˘Γ such that
lΓ−1∑
p=0
cp = 0
Proof. The result follows immediately from (3.77) and the orthogonal decomposition of F˜ ′ in
(3.70). ✷
To describe other graded pieces GiΓ of GΓ in the decomposition (3.72) it is useful to make
a general observation:
each GiΓ is a G
0
Γ-module and, in particular, it is C
0
Γ-module.
We return now to the case of Γ being simple and describe GiΓ, for i 6= 0, together with
its weight decomposition under the action of C0Γ.
Set ep = idHp to be the identity endomorphism of H
p and let
C0 = C{e0, . . . , elΓ−1} (3.79)
be the complex vector space spanned by e0, . . . , elΓ−1. Denote by (C
0)∗ the dual of C0,
equipped with the basis µ0, . . . , µlΓ−1 dual to e0, . . . , elΓ−1 and set
νij = µi − µj . (3.80)
Then νij, for i 6= j, is easily seen to be the weight of C
0
Γ-action on Hom(H
j ,Hi). This gives
the following.
Proposition 3.28 Let Γ be a simple component in Cradm(L, d). Then for every i 6= 0, one
has
GiΓ =
lΓ−1⊕
p=0
Hom(Hp ,Hp+i ) ,
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where the direct sum on the right hand side is the weight decomposition of GiΓ under the action
of C0Γ with the summand Hom(H
p ,Hp+i ) being the weight-subsheaf corresponding to the
weight νp+i,p in (3.80), for p = 0, . . . , lΓ − 1. Furthermore, the summands Hom(Hp ,Hp+i )
are irreducible sG0Γ-modules.
Proof. All the assertions are immediate from (3.77), the orthogonal decomposition of F˜ ′ in
(3.70) and Proposition 3.27. ✷
Substituting the decompositions of Proposition 3.28 into (3.72) yields
GΓ = G
0
Γ ⊕

⊕
i 6=j
Hom(Hj ,Hi)

 , (3.81)
the decomposition of GΓ into the weight-sheaves of C
0
Γ-action.
Remark 3.29 Observe that the set
RlΓ = {νij | i 6= j ∈ {0, . . . , lΓ − 1}} (3.82)
can also be identified with the set of roots of sllΓ(C). Setting
Wνij =Hom(H
j ,Hi) (3.83)
the decomposition in (3.81) can be rewritten as follows
GΓ = G
0
Γ ⊕

 ⊕
ν∈RlΓ
Wν

 . (3.84)
Let us also observe that the appearance of sllΓ(C) with a distinguished set of roots RlΓ
(and its polarization) is determined by the orthogonal decomposition (3.70) and the triangular
decomposition (1.63). Indeed, the decomposition (3.70) and the operators D± in (1.63) can
be viewed as the following quiver
•0 __ •
1
__ •2 · · · • __ •
lΓ−1
(3.85)
The vertices are labeled by integers {0, 1, . . . , lΓ − 1} from left to right and represent the
summands Hp (p = 0, . . . , lΓ − 1) of the decomposition in (3.70) and the arrows between the
neighboring vertices p and (p+1) represent the action of operators D+p (the upper arrow) and
D−p+1 (lower arrow), where D
±
p is the restriction to H
p of the operators D± in (1.63).
Take the ordered set of vertices {{0}, {1}, . . . , {lΓ − 1}} of the quiver in (3.85) and form
the vector space
V = C{{0}, {1}, . . . , {lΓ − 1}}.
The vectors ep’s in C
0 in (3.79) can be thought of as endomorphisms of V fixing the p-th
vertex and annihilating all others. Thus C0 becomes a distinguished Cartan subalgebra of
gl(V ) while
h0 =


lΓ−1∑
p=0
cpep
∣∣∣∣∣∣
lΓ−1∑
p=0
cp = 0


60
gives a distinguished Cartan subalgebra of sl(V ).
From this it follows that that the set
RlΓ = {νij | i 6= j ∈ {0, . . . , lΓ − 1}}
as in (3.82) is the set of roots of sl(V ) with respect to the Cartan subalgebra h0. Furthermore,
the set
R+lΓ = {νij| 0 ≤ i < j ≤ lΓ − 1} (resp. R
−
lΓ
= {νij| lΓ − 1 ≥ i > j ≥ 0})
is a subset of positive (resp. negative) roots of RlΓ , while the roots νp = νp,p+1 (resp. −νp),
for p = 0, 1, . . . , lΓ − 2, are positive (resp. negative) simple roots of sl(V ) with respect to
the Cartan subalgebra h0. This way the edges of the quiver in (3.85) can be identified with
preferred generators of the root spaces (sl(V ))±νp (p = 0, 1, . . . , lΓ − 2), while the operators
D+p (resp. D
−
p+1), for p = 0, 1, . . . , lΓ− 2, become representations of the edges of the quiver in
the category of OJ˘Γ-modules.
§ 4 Period maps and Torelli problems
In this section we take a more geometric point of view on the orthogonal decomposition
H˜−lΓ =
lΓ−1⊕
p=0
Hp (4.1)
resulting from (1.51). Namely, we suggest to view it as a Hodge-like decomposition and view
the spaces {Hp([Z], [α])}p=0,...,lΓ−1, the fibres of the sheaves H
p’s at ([Z], [α]) ∈ J˘Γ, as periods
associated to points of J˘Γ. This allows us to define the period map(s) for J˘Γ. Furthermore,
the variation of these periods with respect to [α] is related to the multiplication in H˜−lΓ by
local sections of H˜ = H0 (see (1.52) for this equality). On the other hand, from the study of
G˜Γ in §3 we know that the multiplication in H˜−lΓ coincides with the action of the sheaf C(H˜)
of Cartan subalgebras of G˜Γ (see Remark 3.2). Hence the results about G˜Γ and its action on
H˜−lΓ can be reinterpreted as properties of the aforementioned period map.
Once the period map for J˘Γ is in place, one can formulate Torelli-type problems. One of
the main results of this section is that these problems have positive solution precisely over
simple components in the sense of Definition 3.22.
§ 4.1 Definition of the period map(s) for J˘Γ.
We begin with the sheaf F ′ defined in Corollary 2.3 and set
F˜ ′ = π∗F ′. (4.2)
This together with (2.4) give the equality
F˜ ′ = H˜−lΓ . (4.3)
Combining this with the orthogonal decomposition (4.1) we obtain
F˜ ′ = H˜−lΓ =
lΓ−1⊕
p=0
Hp . (4.4)
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Using the filtration F• in (1.47), we define
′Fp = Fp ∩ F˜ ′ (4.5)
to obtain the following filtration of F˜ ′
F˜ ′ = ′F0 ⊃ ′F1 ⊃ . . . ⊃ ′FlΓ−1 ⊃ ′FlΓ = 0. (4.6)
From the orthogonal decomposition of F˜ ′ in (4.4) and the orthogonal decomposition of Fp in
(1.53) one deduces the orthogonal decomposition
′Fp =
lΓ−1⊕
i=p
Hi. (4.7)
Set
Grp(′F•) = ′Fp/′Fp+1 , for p = 0, 1, . . . , lΓ − 1,
to be the associated graded sheaves and observe a natural identification
Grp(′F•) ∼= Hp, (4.8)
for every p = 0, 1, . . . , lΓ − 1. This isomorphism together with Remark 1.9 imply
rk(Grp(′F•)) = rk(Hp) = hpΓ . (4.9)
Define −→
h′Γ = (h
0
Γ, . . . , h
lΓ−1
Γ ) (4.10)
to be the reduced Hilbert vector of Γ (compare with the definition of hΓ in Lemma 1.3).
Consider the scheme FL−→
h′Γ
of relative partial flags of type
−→
h′Γ in F˜
′, i.e. FL−→
h′Γ
is the
scheme over Γ˘ with the structure morphism
−→
FlΓ : FL−→h′Γ
−→ Γ˘ (4.11)
such that the fibre FL−→
h′Γ
([Z]) over a closed point [Z] ∈ Γ˘ is the variety of partial flags of
type
−→
h′Γ in the vector space F˜
′([Z]), the fibre of F˜ ′ at [Z]. Recalling the identification
F˜ ′([Z]) = H0(OZ′) (4.12)
in Corollary 2.3, where Z ′ = p′−12 ([Z]) is the fibre over [Z] of p
′
2 in (2.5), we can describe the
set of closed points of FL−→
h′Γ
([Z]) as follows
FL−→
h′Γ
([Z]) = {[F ] = [H0(OZ′ )=F 0⊃F 1⊃...⊃F lΓ−1⊃F lΓ=0]|dim(F p/F p+1)=h
p
Γ, for 0≤p≤lΓ−1} . (4.13)
By the universality of FL−→
h′Γ
we have the morphism
pΓ : J˘Γ −→ FL−→h′Γ
(4.14)
of Γ˘-schemes which sends closed points ([Z], [α]) of J˘Γ to the partial flag
[′F•([Z], [α])] = [H0(OZ′ )=′F0([Z],[α])⊃′F1([Z],[α])⊃...⊃′FlΓ−1([Z],[α])⊃′FlΓ ([Z],[α])=0] (4.15)
determined by the filtration (4.6) at ([Z], [α]).
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Definition 4.1 The morphism pΓ in (4.14) is called the period map of J˘Γ.
Set
T −→
F lΓ
= T FL−→
h′Γ
/Γ˘ (4.16)
to be the relative tangent sheaf of the morphism FlΓ in (4.11). This is a locally free sheaf
on FL−→
h′Γ
, since
−→
FlΓ is a smooth morphism. Its dual T
∗
−→
F lΓ
is the relative cotangent sheaf of
−→
FlΓ. Invoking our convention in §1.7 we denote by T
∗
−→
F lΓ
(resp. T−→
F lΓ
) the relative cotangent
(resp. tangent) bundle over FL−→
h′Γ
. Thus T ∗−→
F lΓ
is the scheme over FL−→
h′Γ
with the structure
morphism
σ : T ∗−→
F lΓ
−→ FL−→
h′Γ
(4.17)
of schemes over Γ˘. In particular, the fibre of T ∗−→
F lΓ
over a point [Z] ∈ Γ˘ is the cotangent bundle
T ∗FL−→
h′Γ
([Z])
of the variety of partial flags FL−→
h′Γ
([Z]) in (4.13).
It is well-known that T ∗FL−→
h′Γ
([Z])
has the following description
T ∗FL−→
h′Γ
([Z])
=
{
([F ], x) ∈ FL−→
h′Γ
([Z])×End(H0(OZ′ ))
∣∣∣ [F ]=[H0(OZ′ )=F 0⊃...⊃F i⊃F i+1⊃...⊃F lΓ=0],x(F i)⊂F i+1 , ∀i≥0.
}
.
(4.18)
Let
Tπ = TJ˘Γ/Γ˘ (4.19)
be the relative tangent bundle16 of the natural projection
π : J˘Γ −→ Γ˘ . (4.20)
We will now define a canonical lifting of the period map pΓ in (4.14) to a morphism from
Tπ to the relative cotangent bundle T
∗
−→
F lΓ
.
Proposition 4.2 There exists a distinguished morphism
p+Γ : Tπ −→ T
∗
−→
F lΓ
(4.21)
for which the diagram
Tπ
p+Γ //
τ

T ∗−→
F lΓ
σ

J˘Γ
pΓ // FL−→
h′Γ
(4.22)
commutes.17
16according to our convention in §1.7 the relative tangent sheaf is denoted by Tpi.
17the vertical arrows in the diagram (4.22) are the natural projection.
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Proof. First we recall from [R1], Proposition 1.4, that there is a distinguished isomorphism
M : H˜/OJ˘Γ −→ Tπ . (4.23)
Also recall the morphismD in (1.61) together with its triangular decomposition (1.63). Taking
the component D+ gives the morphism
D+ : H˜ −→ GΓ ⊂ End(F˜
′) (4.24)
Since D+ vanishes18 on OJ˘Γ , we deduce that D
+ factors through the quotient H˜/OJ˘Γ . The
resulting morphism
D+ : H˜/OJ˘Γ −→ GΓ ⊂ End(F˜
′) (4.25)
still will be denoted by D+. Composing it with the inverse M−1 of M in (4.23) we obtain the
morphism
d+ : Tπ −→ GΓ ⊂ End(F˜
′) . (4.26)
Furthermore, the image of d+ is contained in the summand G1Γ of the decomposition of GΓ in
(3.72), i.e. for a tangent vector v in the fibre of Tπ at a point ([Z], [α]) ∈ J˘Γ, the endomorphism
d+([Z],[α])(v) : F˜
′([Z]) = H0(OZ′) −→ H
0(OZ′)
has degree 1 with respect to the grading in (4.1), where d+([Z],[α]) stands for the restriction of
d+ to the fibre at ([Z], [α]) and d+([Z],[α])(v) is the value of d
+
([Z],[α]) at v. Thus given a closed
point ([Z], [α], v) ∈ Tπ, the point (pΓ([Z], [α]), d
+
([Z],[α])(v)) lies, according to the description in
(4.18), in T ∗FL−→
h′Γ
([Z])
. Hence setting
p+Γ ([Z], [α], v) = (pΓ([Z], [α]), d
+
([Z],[α])(v)) (4.27)
gives a well-defined map
p+Γ : Tπ −→ T
∗
−→
F lΓ
.
Since the formula in (4.27) depends holomorphically on all parameters in ([Z], [α], v) it follows
that p+Γ is a morphism of varieties.
The commutativity of the diagram in (4.22) is part of the definition of p+Γ in (4.27). ✷
From the identification in (4.3) it also follows that F˜ ′ carries the filtration H˜−• in (1.30).
This gives rise to a companion period map which will be denoted oppΓ and called the opposite
of pΓ:
oppΓ : J˘Γ −→ FL←−h′Γ
, (4.28)
where FL←−
h′Γ
is the scheme of relative partial flags in F˜ ′ determined by the opposite reduced
Hilbert vector ←−
h′Γ = (h
lΓ−1
Γ , . . . , h
0
Γ). (4.29)
18this vanishing comes from the following two facts: (1) the inclusion OJ˘Γ →֒ H˜ takes the constant section
1J˘Γ of OJ˘Γ to the section h0 of H˜ whose value h0([Z], [α]) = 1Z ∈ H˜([Z], [α]) is the constant function of value
1 on Z, for every ([Z], [α]) ∈ J˘Γ; (2) D
+(t) = 0, for any constant function t on Z.
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This means that FL←−
h′Γ
is the scheme over Γ˘ with the structure morphism
←−
FlΓ : FL←−h′Γ
−→ Γ˘ (4.30)
such that the fibre FL←−
h′Γ
([Z]) over a closed point [Z] ∈ Γ˘ is the variety of partial flags of
type
←−
h′Γ in the vector space F˜
′([Z]) = H0(OZ′), i.e. the set of closed points of FL←−h′Γ
([Z]) is
as follows
FL←−
h′Γ
([Z]) =
{
[F ] = [H0(OZ′ )=FlΓ⊃FlΓ−1⊃...⊃F1⊃F0=0]
∣∣dim(Fp+1/Fp)=hpΓ, for 0≤p≤lΓ−1} . (4.31)
By definition, the map oppΓ in (4.28) is a morphism of schemes over Γ˘ which sends a closed
point ([Z], [α]) ∈ J˘Γ to the partial flag
oppΓ([Z], [α]) determined by the filtration H˜−•, i.e. we
have
oppΓ([Z], [α]) = [H
0(OZ′) = H˜−lΓ([Z], [α]) ⊃ . . . ⊃ H˜−1([Z], [α]) ⊃ H˜0([Z], [α]) = 0] . (4.32)
This morphism also admits a distinguished lifting
p−Γ : Tπ −→ T
∗
←−
F lΓ
(4.33)
defined19 by the formula
p−Γ ([Z], [α], v) = (
oppΓ([Z], [α]), d
−
([Z],[α])(v)) (4.34)
for every closed point ([Z], [α], v) ∈ Tπ. In this formula the morphism
d− : Tπ −→ GΓ ⊂ End(F˜
′) (4.35)
is defined by composing the inverse of M in (4.23) with the morphism
D− : H˜/OJ˘Γ −→ GΓ ⊂ End(F˜
′) (4.36)
defined in the same manner as D+ (see (4.24) and (4.25)) with the only difference of using
the component D− of the triangular decomposition in (1.63), instead of D+ used in the proof
of Proposition 4.2.
Remark 4.3 1) In the sequel the value of d± on a tangent vector v at a point ([Z], [α]) ∈ J˘Γ
will be denoted by d±(v) (with the reference to ([Z], [α]) omitted).
2) To calculate d±(v) one takes any lifting of M−1(v) ∈ H˜([Z], [α])/C{1Z} to a vector v˜
in H˜([Z], [α]). Then
d±(v) = D±(v˜) (4.37)
In the sequel we refer to such v˜ as a lifting of v.
19
T
∗
←−
FlΓ
stands for the relative cotangent bundle of the structure morphism
←−
F lΓ in (4.30).
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The two period maps, pΓ and
oppΓ, are related by taking the orthogonal complement
with respect to the quadratic form q˜ defined F˜ in (1.42), i.e. ′Fp in (4.7) is the orthogonal
complement in F˜ ′ = H˜−lΓ of H˜−p =
⊕p−1
i=0 H
i. This will be expressed as the orthogonality
between two morphisms
(oppΓ)
⊥ = pΓ . (4.38)
The liftings p±Γ are related by the operation of taking the adjoint (with respect to the quadratic
form q˜ in F˜ ′)
(·)† : End(F˜ ′) −→ End(F˜ ′) . (4.39)
In particular, for every local section t of H˜, the local sections D±(t) of End(F˜ ′) are adjoint
to each other (see [R1], §7, Definition 7.16, for more details), i.e.
(D±(t))† = D∓(t) .
This leads to the following identities:
(d±)† = d∓ and (p±)⊥,† = p∓ . (4.40)
The definition of the liftings p±Γ is based on the triangular decomposition (1.63). Hence,
these morphisms are of algebraic nature. The upshot of the subsequent discussion is to show
that they are related in an explicit functorial way to the derivatives of the period maps pΓ
and oppΓ along the directions of the fibres of the natural projection π : J˘Γ −→ Γ˘.
§ 4.2 The relative derivatives of pΓ and oppΓ
Let dπ(
oppΓ) (resp. dπ(pΓ)) be the relative differential of
oppΓ (resp. pΓ), i.e. dπ(
oppΓ) (resp.
dπ(pΓ)) is the restriction of the differential d(
oppΓ) (resp. d(pΓ)) to the relative tangent sheaf
Tπ of the natural projection
π : J˘Γ −→ Γ˘ .
Since the morphisms oppΓ and pΓ are morphisms of Γ˘-schemes their relative differentials are
morphisms between the relative tangent bundles of J˘Γ and FL←−h′Γ
and FL−→
h′Γ
respectively:
dπ(
oppΓ) : Tπ −→ T←−F lΓ
, dπ(pΓ) : Tπ −→ T−→F lΓ
. (4.41)
Equivalently, on the level of sheaves one has
dπ(
oppΓ) : Tπ −→ (
oppΓ)
∗T ←−
F lΓ
, (4.42)
dπ(pΓ) : Tπ −→ (pΓ)
∗T −→
F lΓ
. (4.43)
Proposition 4.4 The relative differentials dπ(
oppΓ) and dπ(pΓ) satisfy Griffiths transversality
condition
dπ(
oppΓ) : Tπ −→
⊕lΓ−1
m=1Hom(H˜−m/H˜−m+1 , H˜−m−1/H˜−m) , (4.44)
dπ(pΓ) : Tπ −→
⊕lΓ−1
m=1Hom(
′Fm/′Fm+1 , ′Fm−1/′Fm) .
Furthermore, let dπ(
oppΓ)m (resp. dπ(pΓ)m) be the m-th component of dπ(
oppΓ) (resp. dπ(pΓ)).
Then for any local section v of Tπ and any local section h (resp. φ) of H˜−m (resp.
′Fm) one
has the following:
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a) dπ(
oppΓ)m(v)(h) ≡ −mv˜ · h (mod H˜−m),
b) dπ(pΓ)m(v)(φ) ≡ mv˜ · φ (mod
′Fm),
where v˜ stands for an arbitrary lifting of M−1(v) to a local section of H˜ and v˜ ·h (resp. v˜ ·φ)
stands for the product in F˜ ′ and it is independent of a lifting chosen after factoring out by
H˜−m (resp.
′Fm).
Proof. It is enough to consider the situation fibrewise. For this fix a closed point [Z] ∈ Γ˘ and
let J˘[Z] be the fibre of π : J˘Γ −→ Γ˘ over [Z]. Recall that J˘[Z] is a non-empty Zariski open
subset of P(Ext1Z). So, given a point [α] ∈ J˘[Z], the fibre Tπ([Z], [α]) of Tπ at ([Z], [α]) is the
tangent space T
P(Ext1
Z
),[α] of P(Ext
1
Z) at [α].
Let v be a tangent vector of P(Ext1Z) at a point [α] ∈ J˘[Z] and let α(ǫ) be an arc in J˘[Z]
passing through [α] in the direction of v. Using a canonical identification of the tangent space
Tπ([Z], [α]) = TP(Ext1
Z
),[α] with Ext
1
Z/Cα we may choose this arc so that it comes from the
arc
α˜(ǫ) = α+ ǫβ
in Ext1Z ,where ǫ is in a small disk around 0 in C and β ∈ Ext
1
Z is such that
v ≡ β (modCα).
Using the identifications in (1.36) and (1.38) we have
H˜([Z], α(ǫ)) = H˜([Z], [α˜(ǫ)]) =
α
α+ ǫβ
H˜([Z], [α]) =
1
1 + ǫt
H˜([Z], [α]) , (4.45)
where t =
β
α
∈ H˜([Z], [α]). Furthermore, from the definition of the isomorphism M in (4.23)
it follows that t is a lifting of M−1(v) ∈ H˜([Z], [α])/C{1Z}.
By definition of H˜−m([Z], α(ǫ)) in (1.24) and (4.45) we have
H˜−m([Z], α(ǫ)) =
1
(1 + ǫt)m
H˜−m([Z], [α]) . (4.46)
This implies that for every h ∈ H˜−m([Z], [α]) the expression
h(ǫ) =
1
(1 + ǫt)m
h (4.47)
is a section of H˜−m over the arc α(ǫ). Hence, by definition, the value dπ(
oppΓ)(v) of the
relative differential of oppΓ at ([Z], [α]), along the vector v, is given by the linear maps
H˜−m([Z], [α]) −→ H
0(OZ′)/H˜−m([Z], [α]), (m = 1, . . . , lΓ − 1)
which sends h ∈ H˜−m([Z], [α]) to the vector
d
dǫ
(h(ǫ))
∣∣∣∣
ǫ=0
(mod H˜−m([Z], [α])) ≡ −mth (mod H˜−m([Z], [α])) ,
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where the last equivalence follows from the ǫ-expansion of the right hand side in (4.47).
This proves the formula a) of the proposition and implies that dπ(
oppΓ)(v) restricted to
H˜−m([Z], [α]) takes its values in the subspace H˜−m−1([Z], [α])/H˜−m([Z], [α]) of
H0(OZ′)/H˜−m([Z], [α]). Hence the Griffiths transversality condition for dπ(
oppΓ).
Turning to the formula b) of the proposition we use the orthogonality relation
′Fm([Z], [α]) =
(
H˜−m([Z], [α])
)⊥
.
Let φ ∈ ′Fm([Z], [α]). To calculate dπ(pΓ)(φ) we choose a section φ(ǫ) of
′Fm over the arc
α(ǫ) with φ(0) = φ. From (4.46) it follows
q˜(φ(ǫ),
1
(1 + ǫt)m
h) = 0, (4.48)
for all h ∈ H˜−m([Z], [α]), where q˜ stands for the bilinear symmetric form on F˜
′ defined in
(1.42). Taking the linear term of the ǫ-expansion on the left hand side of (4.48) we obtain
q˜(φ1 −mtφ, h) = 0,
for all h ∈ H˜−m([Z], [α]), where φ1 =
d
dǫ(φ(ǫ))
∣∣
ǫ=0
. Hence
φ1 −mtφ ≡ 0 (mod
′Fm([Z], [α])) .
This implies
dπ(pΓ)(v)(φ) ≡ φ1 (mod
′Fm([Z], [α])) ≡ mtφ (mod ′Fm([Z], [α]))
as asserted by the formula b) of the proposition. Since tφ ∈ ′Fm−1([Z], [α]) the above relation
also yields Griffiths transversality for dπ(pΓ). ✷
In view of the Griffiths transversality condition in (4.44) it will be convenient to introduce
graded sheaves associated to F˜ ′ relative to two filtrations H˜−• and
′F• defined in (1.30) and
(4.6) respectively. Thus we set
Gr•
H˜−•
(F˜ ′) :=
lΓ⊕
m=1
Grm
H˜−•
(F˜ ′) , (4.49)
Gr•′F•(F˜
′) :=
lΓ−1⊕
m=0
Grm′F•(F˜
′) , (4.50)
where the graded pieces are defined as follows
Grm
H˜−•
(F˜ ′) = H˜−m/H˜−m+1 , (4.51)
Grm′F•(F˜
′) = ′Fm/′Fm+1 . (4.52)
Using the translation functor in the category of graded sheaves we can rewrite the mor-
phisms in (4.44) in that category as follows.
dπ(
oppΓ) : Tπ −→ Hom
(
Gr•
H˜−•
(F˜ ′),Gr•
H˜−•
(F˜ ′)[1 ]
)
, (4.53)
dπ(pΓ) : Tπ −→ Hom
(
Gr•′F•(F˜
′),Gr•′F•(F˜
′)[−1 ]
)
,
68
where Hom is taken in the category of graded sheaves.20
We aim at relating these morphisms with the morphisms d± defined in (4.26) and (4.35)
respectively. Since the latter morphisms are defined algebraically, the virtue of such a relation
will be purely algebraic expressions for the relative differentials of our period maps.
Our first task will be to recast d± as morphisms of Tπ into the category of graded sheaves
as well. The main point here is the orthogonal decomposition in (4.4) which makes F˜ ′ itself a
graded sheaf. To stress this graded structure of F˜ ′ we will write F˜ ′•. Thus F˜ ′• is the sheaf F˜ ′
together with additional structure of the grading in (4.4). With this in mind we can rewrite
the morphisms d± as follows
d± : Tπ −→ Hom
(
F˜ ′•, F˜ ′•[±1 ]
)
, (4.54)
where Hom is taken in the category of graded sheaves.
The second observation is that the three graded sheaves F˜ ′•, Gr•
H˜−•
(F˜ ′), Gr•′F•(F˜
′) in-
volved in our consideration are naturally related.
Lemma 4.5 There are natural isomorphisms of graded sheaves
φ : F˜ ′• −→ Gr•′F•(F˜
′) ,
ψ : F˜ ′• −→ Gr•
H˜−•
(F˜ ′)[1] .
Proof. From the orthogonal decomposition in (4.7) one obtains
′Fm = ′Fm+1 ⊕Hm, ∀0 ≤ m ≤ lΓ − 1. (4.55)
This yields a canonical isomorphism
φm : Hm =
(
F˜ ′•
)m
−→ ′Fm/′Fm+1 = Grm′F•(F˜
′) ,
for every m = 0, . . . , lΓ − 1. Putting them together yields the isomorphism
φ :=
(
⊕lΓ−1m=0 φ
m
)
: F˜ ′• −→ Gr•′F•(F˜
′)
of graded sheaves.
To construct ψ we use the identities
H˜−m = H˜−m+1 ⊕H
m−1, ∀1 ≤ m ≤ lΓ, (4.56)
resulting from Remark 1.9, (1.51). This yields a canonical isomorphism
ψm−1 : Hm−1 −→ H˜−m/H˜−m+1 = Gr
m
H˜−•
(F˜ ′) =
(
Gr•
H˜−•
(F˜ ′)[1]
)m−1
,
for every m = 1, . . . , lΓ. Putting them together yields the isomorphism
ψ :=
(
⊕lΓ−1m=0 ψ
m
)
: F˜ ′• −→ Gr•
H˜−•
(F˜ ′)[1]
20for graded modules we always assume that a graded component is zero, if its degree is not in the range
of the grading. Thus, for example, for the graded module Gr•
H˜−•
(F˜ ′)[1], the component GrlΓ
H˜−•
(F˜ ′)[1] =
GrlΓ+1
H˜−•
(F˜ ′) = 0.
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of graded sheaves. ✷
Using the isomorphism ψ (resp. φ) we can relate the sheavesHom(F˜ ′•, F˜ ′•[±1 ]), the target
of the morphisms d±, with the targets of the morphisms dπ(
oppΓ) and dπ(pΓ), which are the
sheaves Hom(Gr•
H˜−•
(F˜ ′),Gr•
H˜−•
(F˜ ′)[1 ]) and Hom(Gr•′F•(F˜
′),Gr•′F•(F˜
′)[−1 ]), respectively.
Lemma 4.6 The isomorphism ψ (resp. φ) induces the isomorphism
hom(ψ) : Hom(F˜ ′•, F˜ ′•[1 ]) −→ Hom(Gr•
H˜−•
(F˜ ′),Gr•
H˜−•
(F˜ ′)[1 ]) . (4.57)
( resp. hom(φ) : Hom(F˜ ′•, F˜ ′•[−1 ]) −→ Hom(Gr•′F•(F˜
′),Gr•′F•(F˜
′)[−1 ]) .) (4.58)
Proof. To define hom(ψ) take a local section a = (ap) of Hom(F˜ ′•, F˜ ′•[1 ]) and define the
local section hom(ψ)(a) of Hom(Gr•
H˜−•
(F˜ ′),Gr•
H˜−•
(F˜ ′)[1 ]) by requiring the diagram
Hm−1
am−1 //
ψm−1

Hm
ψm

Grm
H˜−•
(F˜ ′) // Grm+1
H˜−•
(F˜ ′)
(4.59)
to commute for all m ≥ 1, i.e. the bottom horizontal arrow is (hom(ψ)(a))m given by the
formula
(hom(ψ)(a))m = ψm ◦ am−1 ◦ (ψm−1)−1 .
This clearly gives an isomorphism.
The definition of hom(φ) is completely analogous. ✷
It turns out that the straightforward relationship dπ(
oppΓ) = hom(ψ)◦d
+ (resp. dπ(pΓ) =
hom(φ) ◦ d−) is incorrect. The following version of the formulas a) and b) of Proposition
4.4 gives the correct relations between the relative derivatives of our period maps and their
algebraic counterparts - the morphisms d±.
Lemma 4.7 Let ([Z], [α]) be a closed point in J˘Γ and let v be a tangent vector in the fi-
bre (Tπ)([Z],[α]) of the relative tangent sheaf Tπ at ([Z], [α]). Denote by dπ(
oppΓ)(v) (resp.
dπ(pΓ)(v)) the relative differential of
oppΓ (resp. pΓ) at ([Z], [α]) evaluated on v. Let d
±(v)
be the evaluation of the morphisms d± on v. Then the following holds.
a) For every m ∈ {1, . . . , lΓ} the diagram
Hm−1([Z], [α])
−md+(v)//
ψm−1

Hm([Z], [α])
ψm

Grm
H˜−•
(F˜′)([Z],[α])
dpi(
oppΓ)(v)
// Grm+1
H˜−•
(F˜′)([Z],[α])
commutes.
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b) For every m ∈ {0, . . . , lΓ − 1} the diagram
Hm([Z], [α])
md−(v)//
φm

Hm−1([Z], [α])
φm−1

Grm′F•
(F˜′)([Z],[α])
dpi(pΓ)(v)// Grm−1′F• (F˜
′)([Z],[α])
commutes.
(The vertical arrows in the above diagrams are the components of the isomorphisms φ and ψ
in Lemma 4.5; all graded components are assumed to be zero, whenever their degree is not in
the range of a grading, see the footnote on page 69).
Proof. Let t be an element of H˜([Z], [α]) lifting M−1(v) ∈ H˜([Z], [α])/C{1Z}, whereM is the
isomorphism in (4.23) and 1Z is the constant function of value 1 on Z. Then the formula a)
in Proposition 4.4 reads as follows
dπ(
oppΓ)(v)(h) ≡ −mth (mod H˜−m([Z], [α])) ,
for any h ∈ Hm−1([Z], [α]) ⊂ H˜−m([Z], [α]), where the inclusion comes from (4.56).
Using the triangular decomposition (1.62) of the operator D(t) of multiplication by t, we
write th in the above formula as follows
th = D−(t)h+D0(t)h+D+(t)h. (4.60)
Furthermore, the terms D−(t)h and D0(t)h are in H˜−m([Z], [α]), for h ∈ H˜−m([Z], [α]).
Combining this together with the definition of the isomorphism ψ in the proof of Lemma 4.5,
we obtain the following equality
dπ(
oppΓ)(v)(ψ
m−1(h)) = −mψm(D+(t)h) = −mψm(d+(v)h) ,
where the last equality follows from Remark 4.3, (4.37). Hence the commutativity of the first
diagram.
For the second diagram of the lemma, we use the formula b) in Proposition 4.4 to obtain
dπ(pΓ)(v)(h) ≡ mth (mod
′Fm([Z], [α])) ,
for any h ∈ Hm([Z], [α]) ⊂ ′Fm([Z], [α]), where the inclusion comes from (4.55). Using
the decomposition for th in (4.60) once again and observing that D+(t)h and D0(t)h are in
′Fm([Z], [α]), for all h ∈ Hm([Z], [α]), we deduce
dπ(pΓ)(v)(h) ≡ mD
−(t)h (mod ′Fm([Z], [α])) .
By the definition of the isomorphism φ in Lemma 4.5 this yields
dπ(pΓ)(v)(φ
m(h)) = mφm−1(D−(t)h) = mφm−1(d−(v)h) ,
for all h ∈ Hm([Z], [α]), and where the last equality is again Remark 4.3, (4.37). Hence the
commutativity of the second diagram of the lemma. ✷
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From the diagrams in Lemma 4.7 we see that dπ(
oppΓ) (resp. dπ(pΓ)) , up to the canonical
identification provided by ψ (resp. φ), coincides not with d+ (resp. d−) as could be naively
expected, but with its scaled version, where the scaling keeps track of the degree of the grading
of sheaves. The following general result gives a functorial procedure for such scalings in the
category of graded sheaves.
Lemma 4.8 LetM• =
⊕
p∈ZM
p be a Z-graded sheaf of modules and let cM• ∈ Hom(M
•,M•)
be the “counting” endomorphism, i.e. the components of cM• are given by the formula
cmM• =
m(m+ 1)
2
idMm . (4.61)
Given a morphism of sheaves
a : A −→ Hom(M•,M•[n]) ,
for some integer n and with Hom functor taken in the category of graded sheaves, one sets
c(a) := −ad(c) ◦ a . (4.62)
Then the resulting morphism
c(a) : A −→ Hom(M•,M•[n])
has the components given by the following formula
c(a)m = −(nm+
n(n+ 1)
2
)am, ∀m ∈ Z . (4.63)
Proof. This is an elementary straightforward calculation. ✷
Applying the above formalism to d± we obtain the morphisms
c(d±) : Tπ −→ Hom(F˜
′•, F˜ ′•[±1 ]) (4.64)
subject to the scaling of the components of d± in the diagrams of Lemma 4.7. Thus we obtain
the following “algebraic” formulas for the relative differentials of the period maps pΓ and
oppΓ.
Proposition 4.9 The relative differentials dπ(
oppΓ) and dπ(pΓ)) are related to the morphisms
d± as follows:
dπ(
oppΓ) = hom(ψ) ◦ c(d
+) , (4.65)
dπ(pΓ) = hom(φ) ◦ c(d
−) ,
where hom(ψ) and hom(φ) are the isomorphisms from Lemma 4.6. Equivalently, the following
diagrams commute
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a)
Hom(F˜ ′•,F˜ ′•[1 ])
hom(ψ)

Tπ
c(d+)
55llllllllllllllll
dpi(oppΓ)
((QQ
QQQ
QQQ
QQQ
QQQ
Q
Hom(Gr•
H˜−•
(F˜ ′),Gr•
H˜−•
(F˜ ′)[1 ])
b)
Hom(F˜ ′•,F˜ ′•[−1 ])
hom(φ)

Tπ
c(d−)
55llllllllllllllll
dpi(pΓ)
((RR
RRR
RRR
RRR
RRR
R
Hom(Gr•′F•(F˜
′),Gr•′F•(F˜
′)[−1 ])
Remark 4.10 The identities in (4.65) establish the equality of relative differentials of pΓ
and oppΓ with the morphisms d
±, up to the canonical identifications determined by canonical
isomorphisms φ and ψ in Lemma 4.5. We agree on these canonical identifications (ci) and
write the identities in (4.65) as follows:
dπ(
oppΓ)
ci
= c(d+) , (4.66)
dπ(pΓ)
ci
= c(d−) .
Next we return to the liftings
p+Γ : Tπ −→ T
∗
−→
F lΓ
and p−Γ : Tπ −→ T
∗
←−
F lΓ
of pΓ and
oppΓ introduced in (4.21) and (4.33) respectively. Since they are determined in
terms of the morphisms d± we should be able to relate them to the relative differentials as
well. Indeed, first observe that we can define the morphisms
c(p+Γ ) : Tπ −→ T
∗
−→
F lΓ
and c(p−Γ ) : Tπ −→ T
∗
←−
F lΓ
(4.67)
simply by replacing d± used in formulas (4.27), (4.34) by c(d±). Following this by the opera-
tion of taking adjoint (·)† (see (4.39)) and using the notation introduced in Remark 4.10 we
deduce the following vector bundle version of the identities in (4.66).
Corollary 4.11
dπ(
oppΓ)
ci
= −c(p−)† ,
dπ(pΓ)
ci
= −c(p+)† .
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Proof. The proofs of two identities are very similar, so will do only the first one.
Let ([Z], [α], v) be a point in Tπ. By definition the value of c(p
−) at ([Z], [α], v) is as follows
c(p−)([Z], [α], v) = (oppΓ([Z], [α]), c(d
−)(v)) . (4.68)
Applying the operation of taking the adjoint yields
c(p−)†([Z], [α], v) = (oppΓ([Z], [α]), c(d
−)†(v)) . (4.69)
So it remains to calculate c(d−)†(v). From (4.63) it follows
c(d−)(v) =
lΓ−1∑
p=1
pd−p (v) , (4.70)
where d−p (v) is the p-th component of d
−(v), i.e. d−p (v) is the restriction of d
−(v) to the
summand Hp([Z], [α]). Applying (·)† yields
c(d−)†(v) =
lΓ−1∑
p=1
p(d−p )
†(v) =
lΓ−1∑
p=1
pd+p−1(v) =
lΓ−2∑
p=0
(p + 1)d+p (v) = −c(d
+)(v)
ci
= −dπ(
oppΓ)(v) ,
where the last equality follows from the first identity in (4.66). ✷
§ 4.3 Torelli problems for maps pΓ and oppΓ
Once the maps pΓ and
oppΓ are in place, it is natural to consider Torelli-type properties for
them.
Definition 4.12 1) We say that Torelli property holds for a component Γ of Cradm(L, d),
if the morphism pΓ or, equivalently,
oppΓ is an embedding.
2) We say that Infinitesimal Torelli property holds for Γ if the differential of pΓ or, equiv-
alently, the differential of oppΓ is injective at every point of J˘Γ.
The work done in the previous section allows to reformulate the Infinitesimal Torelli prop-
erty as purely algebraic property of injectivity of the morphisms d± defined in (4.26) and
(4.35) respectively.
Proposition 4.13 Let Γ be a component in Cradm(L, d). Then the following properties are
equivalent:
1) the Infinitesimal Torelli property holds for Γ,
2) the morphism
d+ : Tπ −→ Hom(F˜
′•, F˜ ′•[1 ])
is injective,
3) the morphism
d− : Tπ −→ Hom(F˜
′•, F˜ ′•[−1 ])
is injective.
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Proof. By definition pΓ (resp.
oppΓ) (see (4.14) and (4.28)) is a morphism of Γ˘-schemes. This
implies that the differential of pΓ (resp.
oppΓ) is injective if and only if the relative differential
dπ(pΓ) (resp. dπ(
oppΓ)) is injective. From Proposition 4.9 it follows that the injectivity of
dπ(pΓ) (resp. dπ(
oppΓ)) is equivalent to the injectivity of d
− (resp. d+). This gives the
equivalence between 1) and 2) (resp. 1) and 3)). The equivalence between 2) and 3) is
assured by the fact that d+ and d− are adjoint to each other (see (4.40)). ✷
The proposition above establishes a link between the Infinitesimal Torelli property for an
admissible component Γ in Cradm(L, d) and the sheaf of Lie algebras G˜Γ. Our next result
shows that the kernel of d± or, equivalently, the failure of the Infinitesimal Torelli property is
controlled by the center CΓ of G˜Γ. More precisely, recall that the sheaf of Cartan subalgebras
C(H˜) of G˜Γ (see Proposition 3.1) is naturally identified with F˜
′ (Claim 3.15). Furthermore,
the center, via this identification, is isomorphic to the subsheaf π∗F ′c of H˜ constructed in
Proposition 3.9. On the other hand H˜ is related to the relative tangent sheaf Tπ by the
isomorphism
M : H˜/OJ˘Γ −→ Tπ
which was recalled in (4.23).
Proposition 4.14 One has equalities
ker(d+) = ker(d−) = ker(dπ(pΓ)) = ker(dπ(
oppΓ))
and isomorphisms
CΓ/OJ˘Γ
∼= π∗F˜ ′c/OJ˘Γ
∼= ker(dπ(pΓ)) . (4.71)
Proof. The first assertion is a restatement of Proposition 4.13. For the second assertion
observe that the first isomorphism is given by the morphism D (see Proposition 3.9). To see
the second isomorphism in (4.71) consider a local section v of ker(d±). Choose a lifting v˜ of
M−1(v) to a local section of H˜. Then we have
D±(v˜) = 0
in the triangular decomposition (1.62) and hence D(v˜) = D0(v˜). This implies
[D0(v˜),D(t)] = [D(v˜),D(t)] = 0, (4.72)
for every local section t of H˜, and where the last equality above is the commutativity of the
multiplication in F˜ ′.
Substituting D(t) = D−(t)+D0(t)+D+(t) into (4.72) and decomposing according to the
grading of G˜Γ in (3.71) yield
[D(v˜),D±(t)] = [D(v˜),D0(t)] = 0 ,
for every local section t of H˜. Since G˜Γ is generated (as a Lie algebra) by D
±(t),D0(t), we
deduce that D(v˜) is a local section of the center CΓ. This gives an inclusion
M−1(ker(d±)) ⊂ π∗(F˜ ′c)/OJ˘Γ . (4.73)
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On the other hand, from Proposition 3.6, 2) and 4), it follows that local sections of the center
CΓ preserve the orthogonal decomposition F˜
′ in (4.4). Hence D±(t) = 0, for every local
section t of π∗(F˜ ′c). This gives an inclusion
π∗(F˜ ′c)/OJ˘Γ ⊂M
−1(ker(d±)) .
Combining this with (4.73) yields the equality
π∗(F˜ ′c)/OJ˘Γ =M
−1(ker(d±)) .
This completes the proof of the second assertion. ✷
Corollary 4.15 The Infinitesimal Torelli property holds for a component Γ in Cradm(L, d) if
and only if Γ is simple (Definition 3.22).
Proof. Follows immediately from Definition 3.22 and Proposition 4.14. ✷
One of the features of our period map(s) is that the Torelli property turns out to be
equivalent to the Infinitesimal Torelli property.
Theorem 4.16 Let Γ be a component in Cradm(L, d). Then the following statements are
equivalent:
1) the Torelli property holds for Γ,
2) the Infinitesimal Torelli property holds for Γ,
3) Γ is simple.
Proof. By Corollary 4.15 the statements 2) and 3) are equivalent. We consider the equivalence
1) and 2). It is also clear that 1) implies 2). So we turn to the implication in the other direction.
We will work with the morphism oppΓ. Since it is a Γ˘-morphism, the Torelli property holds
if and only if oppΓ is an embedding on each fibre of π : J˘Γ −→ Γ˘.
Fix [Z] ∈ Γ˘ and consider J˘Z = π
−1([Z]), the fibre of J˘Γ over [Z]. This gives the morphism
oppΓ(Z) : J˘Z −→ FL←−h′Γ
([Z])
which is the restriction of oppΓ to J˘Z and where FL←−h′Γ
([Z]) is the fibre FL←−
h′Γ
over [Z].
Assume 2) holds. Then oppΓ(Z) is an immersion. So to see that it is an embedding it is
enough to show that it is injective on closed points of J˘Z . We argue by contradiction.
Let [α] and [β] be two distinct points of J˘Z and assume
oppΓ(Z, [α]) =
oppΓ(Z, [β]). By
definition of oppΓ in (4.32) the two filtrations H˜−•([Z], [α]) and H˜−•([Z], [β]) coincide. This
implies in particular that H˜([Z], [β]) = H˜([Z], [α]). Combining this with (1.38) we obtain
α
β
H˜([Z], [α]) = H˜([Z], [α]) . (4.74)
This implies that t = αβ belongs to H˜([Z], [α]) (since 1Z ∈ H˜([Z], [α])) and the multiplication
by t preserves H˜([Z], [α]). But then the multiplication by t preserves the whole filtration
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H˜−•([Z], [α]), as follows from the definitions in (1.24). Hence D
+(t) = 0. By assumption t
is not a constant function on Z, so its projection t in H˜([Z], [α])/C{1Z} is non-zero. This
gives the non-zero tangent vector v = M(t) in Tπ at ([Z], [α]) such that d
+(v) = D+(t) = 0,
where the first equality is the definition of d+(v) (see Remark 4.3). By Proposition 4.13
this is equivalent to the failure of the Infinitesimal Torelli property. But this contradicts the
assumption that 2) holds. ✷
Once we know that the Torelli property (Definition 4.12) is equivalent to the injectivity
of morphisms
d± : Tπ −→ Hom(F˜
′•, F˜ ′•[±1 ]) =
lΓ−1⊕
p=0
Hom(Hp ,Hp±1 ) , (4.75)
we can ask the same question for its components
d±p : Tπ −→ Hom(H
p ,Hp±1 ) , (4.76)
where p = 0, . . . , lΓ − 1, with the understanding that d
−
0 = d
+
lΓ−1
= 0. Observe that the
operation of taking adjoint in (4.39) interchanges d+p with d
−
p+1, for all p ∈ {0, . . . , lΓ− 2}. So
it is enough to consider the the morphisms of the same sign, say the d+p ’s.
From the definition of the filtration H−• it follows easily that the conditions of failure of
d+p to be injective for various values of p are not independent. Namely, one has the inclusion
ker(d+p ) ⊂ ker(d
+
p+1) , (4.77)
for all p ∈ {0, . . . , lΓ − 2} (see §8, Lemma 8.1, for a proof). This suggests the following
terminology.
Definition 4.17 For a component Γ in Cradm(L, d) set
τΓ = min
{
p ∈ {0, . . . , lΓ − 2}| ker(d
+
p ) 6= 0
}
and call it Torelli index of Γ.
Remark 4.18 In view of the inclusions in (4.77) the two notions - Torelli index and Torelli
property - can become different only if the length lΓ of the filtration H˜−• is ≥ 3.
Using the terminology of Definition 4.17 and the results obtained so far one deduces the
following numerical criterion.
Corollary 4.19 A component Γ is simple if and only if the Torelli index τΓ > 0.
The non-vanishing of ker(d+τΓ), for the values of τΓ in the range
21 [1, lΓ − 2], leads to the
geometric properties of configurations similar to the ones given in Corollary 3.13 (see the proof
of Proposition 4.21) and hence to a certain hierarchy among simple components. We will not
pursue this discussion here except of distinguishing components which are on the top of this
hierarchy.
21we assume lΓ ≥ 3, see Remark 4.18.
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Definition 4.20 1) A component Γ in Cradm(L, d) is said to have strong Torelli property if
its Torelli index τΓ = lΓ−2, i.e. the morphisms d
+
p are injective for all p ∈ {0, . . . , lΓ−2}.
2) A configuration Z on X is said to have strong Torelli property if there is a component
Γ containing [Z] and having strong Torelli property.
It turns out that the configurations in general position with respect to the adjoint linear
system |KX + L| satisfy strong Torelli property. Namely, the following holds.
Proposition 4.21 Let Z be a configuration of d points on X such that the index of L-
speciality δ(L,Z) = r + 1 ≥ 2 and d ≥ r + 2. Assume Z to be in general position with
respect to the adjoint linear system |KX + L|. Then Z satisfies strong Torelli property.
Proof. Let Γ be an admissible component in Cr(L, d) containing [Z] and let J˘Z be the fibre
of J˘Γ over [Z]. Fix [α] ∈ J˘Z and consider the morphism
κ([Z], [α]) : Z −→ P(H˜([Z], [α])∗)
as in (1.32). From the proof of Corollary 7.13, [R1], it follows that κ([Z], [α]) is an em-
bedding and its image, which we continue to denote by Z, is the set of d distinct points in
general position in P(H˜([Z], [α])∗). Thus H˜−lΓ = H
0(OZ) and we consider its orthogonal
decomposition
H0(OZ) =
lΓ−1⊕
p=0
Hp([Z], [α]) . (4.78)
This comes along with the linear map
d+([Z], [α]) : Tπ([Z], [α]) −→
lΓ−2⊕
p=0
Hom(Hp([Z], [α]),Hp+1([Z], [α]))
which is the morphism d+ in (4.75) at ([Z], [α]). Our objective is to show that the p-th
component d+p ([Z], [α]) of d
+([Z], [α])
d+p ([Z], [α]) : Tπ([Z], [α]) −→ Hom(H
p([Z], [α]),Hp+1([Z], [α]))
is injective, for all p ∈ {0, . . . , lΓ − 2}.
From Theorem 4.16, Corollary 3.24 and the inclusions (4.77) it follows that the component
d+0 ([Z], [α]) is injective. So we may assume that lΓ ≥ 3 and let p0 be the smallest index for
which d+p0([Z], [α]) fails to be injective. Thus from what is said above p0 ∈ [1, lΓ − 2] and we
set
T (p0)([Z], [α]) = ker(d+p0([Z], [α])) . (4.79)
Using the isomorphism M in (4.23) and Remark 4.3, we obtain the subspace T˜ (p0)([Z], [α])
of H˜([Z], [α]), composed of elements t such that D+p0(t) = 0, where D
+
p (t) is the restriction
to Hp([Z], [α]) of the operator D+(t) in (1.62). This implies that the multiplication by t, for
all t ∈ T˜ (p0)([Z], [α]), preserves the subspace H˜−p0−1([Z], [α]) of the filtration H˜−• in (1.30)
at ([Z], [α]) as well as the summands Hp([Z], [α]) in (4.78), for all p ≥ p0 + 1. From this
point on our considerations are similar to the ones in the study of the center of G˜Γ in §3.1.
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Namely, we consider the weight decomposition of H0(OZ) under the action (by multiplication)
of T˜ (p0)([Z], [α]):
H0(OZ) =
⊕
λ∈(T˜ (p0)([Z],[α]))∗
V
(p0)
λ , (4.80)
where V
(p0)
λ is the weight space of T˜
(p0)([Z], [α])-action corresponding to a weight λ. As in
Proposition 3.3 one shows:
1) V
(p0)
λ is an ideal of H
0(OZ), for every weight λ occurring in (4.80),
2) V
(p0)
λ · V
(p0)
µ = 0, for all λ 6= µ.
Furthermore, since the action of T˜ (p0)([Z], [α]) preserves H˜−p0−1([Z], [α]) and the summands
Hp([Z], [α]), for p ≥ p0 + 1, each weight space V
(p0)
λ admits the following orthogonal decom-
position
V
(p0)
λ = V
≤p0
λ ⊕
(⊕
p>p0
V pλ
)
, (4.81)
where V ≤p0λ = V
(p0)
λ
⋂
H˜−p0−1([Z], [α]) and V
p
λ = V
(p0)
λ
⋂
Hp([Z], [α]), for p > p0.
We now turn to the geometric interpretation of the weight decomposition in (4.80). Set
Aλ to be the subscheme of Z corresponding to the ideal V
(p0)
λ and let Aλ be the subscheme
of Z complementary to Aλ. This gives the decomposition of Z
Z =
⋃
λ
Aλ (4.82)
into disjoint union of subconfigurations Aλ’s of Z, where the union is taken over the weights λ
occurring in (4.80). As in the proof of Lemma 3.4 one shows that the functions in T˜ (p0)([Z], [α])
are constant on every Aλ. In particular, each Aλ determines the codimension one subspace
Hλ ⊂ T˜
(p0)([Z], [α]) of functions vanishing on Aλ. Recalling that Z is identified via the map
κ([Z], [α]) with the subset of d points in P(H˜([Z], [α])∗), we deduce that each subconfiguration
Aλ is contained in a hyperplane in P(H˜([Z], [α])
∗). Furthermore, since Z is in general position
in P(H˜([Z], [α])∗) = Pr it follows
deg(Aλ) ≤ r, ∀λ . (4.83)
We now claim that this leads to a contradiction. Indeed, consider the last summand
HlΓ−1([Z], [α]) of the decomposition in (4.78). We can find a weight λ such that
V lΓ−1λ = V
(p0)
λ
⋂
(HlΓ−1([Z], [α])) 6= 0 .
By definition functions in V lΓ−1λ vanish on A
λ and hence they have their support in Aλ. Let
x be a non-zero element of V lΓ−1λ and let a be a point in Aλ such that x(a) 6= 0. From the
inequality in (4.83) it follows that there is ta ∈ H˜([Z], [α]) such that ta(a) 6= 0 and ta(b) = 0,
for all b ∈ Aλ \ a. This implies that the support of x · ta is {a}. Thus the delta-function δa is
in HlΓ−2([Z], [α]) ⊕HlΓ−1([Z], [α]). But the following claim implies that this is possible only
if lΓ = 2, which is contrary to the assumption that lΓ ≥ 3.
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Claim 4.22 Let Z be as above and let δa be the delta-function on Z supported at a ∈ Z. Let
δa =
lΓ−1∑
p=0
δ(p)a (4.84)
be the decomposition of δa according to the direct sum in (4.78). Then δ
(0)
a 6= 0.
Proof of Claim 4.22. Let δ
(m0)
a be the first (from the left) non-zero component in the decom-
position (4.84). To show that it lies in H˜([Z], [α]) it is enough to check that D−(t)(δ
(m0)
a ) = 0,
for all t ∈ H˜([Z], [α]), - this is a characterization of elements in H0([Z], [α]) proved in [R1],
Remark 7.8. For this we multiply δa by t ∈ H˜([Z], [α]) and decompose it according to the
direct sum in (4.78)
t · δa = D
−(t)(δ(m0)a ) + δ
′
a , (4.85)
where δ′a is the component of t · δa contained in
′Fm0([Z], [α]) =
⊕
p≥m0
Hp([Z], [α]). But
t · δa = t(a)δa is a scalar multiple of δa, for all t ∈ H˜([Z], [α]). Hence t · δa ∈
′Fm0([Z], [α]).
This and the decomposition in (4.85) imply
D−(t)(δ(m0)a ) = 0 ,
for all t ∈ H˜([Z], [α]). This completes the proof of Claim 4.22 as well as the proof of the
proposition. ✷
§ 5 sl2-structures on F˜ ′
The morphism d+ (resp. d−) considered in §4, (4.26) (resp. (4.35)), attaches intrinsically the
nilpotent endomorphism d+(v) (resp. d−(v)) to every tangent vector v in Tπ. We have seen
their importance with respect to the period maps defined for J˘Γ, for every component Γ in
Cradm(L, d). In this section we explore more subtle representation theoretic aspects of this
assignment by completing d+(v) to an sl2-triple. This is made possible by the well-known
Jacobson-Morozov theorem.22 Once such a triple is chosen, we look at its representation on
the fibre of the sheaf F˜ ′ at the point of J˘Γ underlying the tangent vector v. This yields
further, finer, decomposition of the orthogonal decomposition of F˜ ′ in (4.4). The resulting
structure is somewhat reminiscent of the linear algebra data arising in the theory of Mixed
Hodge structure.
We fix a component Γ in Cradm(L, d) and assume it to be simple.
23 As before the morphism
π : J˘Γ −→ Γ˘ stands for the natural projection and Tπ denotes its relative tangent bundle (re-
call our convention in §1.7 of distinguishing locally free sheaves and the corresponding vector
bundle). We begin by considering the situation at a closed point of Tπ and then give a sheaf
version of our construction.
22for this and other standard facts about such triples we refer to [Kos].
23see Definition 3.22; from the results in §3.2, Theorem 3.26, it follows that this assumption is inessential.
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§ 5.1 Constructions on a fibre of F˜ ′
Fix a point ([Z], [α]) ∈ J˘Γ and let v be a tangent vector in Tπ lying over ([Z], [α]). Evaluating
the morphism d+ (resp. d−) in (4.26) (resp. (4.35)) at the point ([Z], [α], v) ∈ Tπ, we
obtain the endomorphism d+(v) (resp. d−(v)) of F˜ ′([Z]), the fibre24 of F˜ ′ at ([Z], [α]). By
definition of GΓ the endomorphisms d
±(v) are nilpotent elements of GΓ([Z], [α]), the fibre of
GΓ at ([Z], [α]). By Jacobson-Morozov theorem, d
+(v) (resp. d−(v)) can be completed to an
sl2-triple {d
+(v), h, y} (resp. {y′, h′, d−(v)}), where h (resp. h′) is a semismple element of
GΓ([Z], [α]) subject to the standard relations
[h, d+(v)] = 2d+(v) [h, y] = −2y [d+(v), y] = h ,
(resp. [h′, d−(v)] = −2d−(v) [h′, y′] = 2y′ [y′, d−(v)] = h′ ) .
It is well-known that semisimple elements coming along with d+(v) (resp. d−(v)) in an
sl2-triple form a homogeneous space modeled on the nilpotent Lie algebra
g+(v) = ker(ad(d+(v))) ∩ im(ad(d+(v))) (resp. g−(v) = ker(ad(d−(v))) ∩ im(ad(d−(v))) ) ,
(5.1)
i.e. two choices for a semisimple element in an sl2-triple for d
±(v) differ by an element in
g±(v). In fact it is known that if h (resp. h′) is a semisimple element which goes along with
d+(v) (resp. d−(v)) in an sl2-triple, then any other semisimple element h˜ (resp. h˜′) for d
+(v)
(resp. d−(v)) can be taken to be of the form
h˜ = exp(ad(w))h (resp. h˜′ = exp(ad(w′))h′) ,
for some w ∈ g+(v) (resp. w′ ∈ g−(v)). Thus the set of semisimple elements for d+(v) (resp.
d−(v)) in an sl2-triple is a principle homogeneous space for the action of the unipotent group
G+(v) = {exp(ad(w)) | w ∈ g+(v)}
(resp. G−(v) = {exp(ad(w′)) | w′ ∈ g−(v)} )
(see [Kos], Theorem 3.6).
Next we bring in the grading of GΓ in (3.72). This gives the grading
GΓ([Z], [α]) =
lΓ−1⊕
i=−(lΓ−1)
GiΓ([Z], [α]) (5.2)
on the fibre GΓ([Z], [α]) of GΓ at ([Z], [α]). The fact that d
+(v) (resp. d−(v)) is of degree
1 (resp. (−1)) with respect to this grading allows us to choose h (resp. h′) to be in the
summand G0Γ([Z], [α]) and y (resp. y
′) in G−1Γ ([Z], [α]) (resp. G
1
Γ([Z], [α])). We will always
assume such a choice of h and y (resp. h′ and y′).
In this graded version of sl2-triples associated to d
+(v) (resp. d−(v)) the corresponding
semisimple elements form the homogeneous subset h0(d+(v)) (resp. h0(d−(v))) of G0Γ([Z], [α])
modeled on the nilpotent Lie subalgebra
g0+([Z], [α], v) = G
0
Γ([Z], [α])
⋂
g+(v) (resp. g0−([Z], [α], v) = G
0
Γ([Z], [α])
⋂
g−(v)) , (5.3)
24recall, by (4.2), the fibre F˜ ′([Z]) does not depend on [α].
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where g±(v) are nilpotent Lie subalgebras defined in (5.1). Furthermore, the unipotent groups
G0±([Z], [α], v) = {exp(ad(w)) | w ∈ g
0
±([Z], [α], v)} (5.4)
act simply transitively on h0(d±(v)) respectively (this can be seen by adapting the argument
in the proof of Theorem 3.6, p.987, [Kos], to the graded situation at hand). Thus h0(d+(v))
(resp. h0(d−(v)) is a principal homogeneous space for the unipotent group G0+([Z], [α], v)
(resp. G0−([Z], [α], v)).
We will now fix an sl2-triple {d
+(v), h, y} with h ∈ h0(d+(v)) and y ∈ G−1Γ ([Z], [α]), and
consider its action on F˜ ′([Z]). This gives the weight decomposition
F˜ ′([Z]) =
⊕
n∈Z
W (n) (5.5)
under the action of h, i.e. W (n) is the eigen space of h corresponding to the eigen value n of
h. Since (d+(v))lΓ = 0 it follows that the weights occurring in (5.5) are in the set
{−(lΓ − 1), . . . , (lΓ − 1)} . (5.6)
Following the convention in Hodge theory, we shift the grading of weights to the right by
(lΓ − 1) to obtain
F˜ ′([Z]) =
2(lΓ−1)⊕
n=0
V (n) , (5.7)
where V (n) =W (n− lΓ + 1), for n = 0, . . . , 2(lΓ − 1). Abusing the language it will be called
weight decomposition of F˜ ′([Z]) as well.
A choice of h in G0Γ([Z], [α]) implies that h preserves the orthogonal decomposition in
(4.4). Thus each summand Hp([Z], [α]) admits the weight decomposition
Hp([Z], [α]) =
2(lΓ−1)⊕
n=0
Hp([Z], [α])(n) , (5.8)
where Hp([Z], [α])(n) = Hp([Z], [α])
⋂
V (n). We will adopt the notation of Hodge theory by
writing the double grading above as follows
Hp,n−p([Z], [α], v, h) := Hp([Z], [α])(n) . (5.9)
The following result gives a more precise version of the decomposition in (5.8) in this bigraded
form.
Lemma 5.1 The weight decomposition in (5.8) has the following form
Hp([Z], [α]) =
p+lΓ−1⊕
n=p
Hp,n−p([Z], [α], v, h) .
Proof. We need to establish the possible range of weights of h on Hp([Z], [α]). Let m be
a positive weight of h on Hp([Z], [α]). From the properties of sl2-representations it follows
that the vectors in Hp([Z], [α]) of weight m come from some vectors of weight −m upon
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applying (d+(v))m. Such vectors are situated in the summandHp−m([Z], [α]) of the orthogonal
decomposition in (4.4). Since (p−m) is non-negative we obtain the upper bound
m ≤ p, (5.10)
for the weights of h on Hp([Z], [α]). By our shifting convention m = n − lΓ + 1, for some
n ∈ {0, . . . , 2(lΓ − 1)}. Combining this with (5.10) yields the asserted upper bound
n ≤ p+ lΓ − 1.
Let −m (m > 0) be a negative weight of h on Hp([Z], [α]). Then we can push vectors in
Hp([Z], [α]) having this weight to the weight space of weight m by applying (d+(v))m. This
will take the vectors from Hp([Z], [α]) to Hp+m([Z], [α]). Since p+m ≤ lΓ − 1 we obtain
−m = n− lΓ + 1 ≥ p− lΓ + 1,
where the equality is the shift convention. This implies n ≥ p as asserted in the lemma. ✷
The above considerations can be turned around by saying that every weight space V (n) in
(5.7) admits the orthogonal decomposition induced by (4.4)
V (n) =
lΓ−1⊕
i=0
Hi,n−i([Z], [α], v, h) .
This follows from the fact that h is in G0Γ([Z], [α]). From Lemma 5.1 this decomposition has
the following form
V (n) =
⊕
i+j=n
0≤i,j≤lΓ−1
Hi,j([Z], [α], v, h) . (5.11)
Putting together this double grading with the weight decomposition in (5.7) gives a bigrading
on F˜ ′([Z]). This fact and various properties of the weight and double gradation of F˜ ′([Z])
are summarized below.
Proposition 5.2 1) The weight and orthogonal decompositions of F˜ ′([Z]) in (5.7) and
(4.4) respectively define a bigrading on F˜ ′([Z]):
F˜ ′([Z]) =
⊕
(p,q)
Hp,q([Z], [α], v, h) , (5.12)
where the direct sum is taken over the points (p, q) ∈ Z2 lying in the square with vertices
(0, 0), (lΓ − 1, 0), (lΓ − 1, lΓ − 1), (0, lΓ − 1). (Once ([Z], [α], v) is fixed and h is chosen
the reference to these parameters will be omitted and we simply write Hp,q instead of
Hp,q([Z], [α], v, h).)
2) The endomorphism d+(v) (resp. h and y) is of type (1, 1) (resp. (0, 0) and (−1,−1))
with respect to the bigrading in (5.12), i.e.
d+(v)(Hp,q) ⊂ Hp+1,q+1 ,
for every (p, q) occurring in (5.12) (with the understanding that a graded piece Hm,n
equals zero, unless (m,n) lies in the square described in 1) of the proposition).
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3) For every integer k ∈ {0, . . . , lΓ − 1} the endomorphism d
+(v) induces the isomorphism
(d+(v))k : V (lΓ − 1− k) −→ V (lΓ − 1 + k)
which is of type (k, k) with respect to the bigrading in (5.11). In particular, one has
isomorphisms
(d+(v))k : Hp,q −→ Hp+k,q+k ,
for every (p, q) such that p+ q = lΓ − 1− k and p, q ≥ 0.
Proof. The first assertion follows from (5.11) and the range for the values of n in the weight
decomposition (5.7). For the second assertion observe that d+(v) raises a weight by 2 and has
degree 1 with respect to the orthogonal decomposition in (4.4), i.e.
d+(v)(V (n)) ⊂ V (n+ 2) and d+(v)(Hp([Z], [α])) ⊂ Hp+1([Z], [α]) .
This implies
d+(v)(Hp,q) = d+(v)(Hp([Z], [α])
⋂
V (p+ q)) ⊂ Hp+1([Z], [α])
⋂
V (p+ q + 2) = Hp+1,q+1 .
The third assertion follows from the properties of sl2-representations and part 2) of the propo-
sition. ✷
The weight spaces V (n) in (5.7) depend not only on d+(v) but also on the choice of h in
h0(d+(v)), the space defined on p.81. However, the subspaces
W n =
⊕
m≥n
V (m) (5.13)
are independent of h (this follows from the fact that the group G0+(v) in (5.4) preserves these
subspaces and acts transitively on h0(d+(v))). This way one obtains a filtration of F˜ ′([Z]):
F˜ ′([Z]) =W 0 ⊃W 1 ⊃ . . . ⊃W 2(lΓ−1) ⊃W 2lΓ−1 = 0 (5.14)
intrinsically associated to d+(v). This filtration will be called the weight filtration of d+(v) on
F˜ ′([Z]) and denoted by W •(F˜ ′([Z]), v). Its properties, summarized below, are easily derived
from Proposition 5.2.
Proposition 5.3 The weight filtration W •(F˜ ′([Z]), v) in (5.14) has the following properties.
1) The homomorphism d+(v) takes W k to W k+2, i.e. one has
d+(v)(W k) ⊂W k+2 ,
for every k ≥ 0.
2) Set
GrkW •(F˜
′([Z])) =W k/W k+1 .
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The orthogonal decomposition (4.4) induces a grading on GrkW •(F˜
′([Z]))
GrkW •(F˜
′([Z])) =
lΓ−1⊕
i=0
Gri,k−iW • (F˜
′([Z])) ,
where the summands are defined as follows
Gri,k−iW • (F˜
′([Z])) = Hi([Z], [α])
⋂
W k/Hi([Z], [α])
⋂
W k+1 =
(⊕
m≥k
Hi,m−i
)
/
( ⊕
m≥k+1
Hi,m−i
)
.
3) The associated graded vector space
GrW •(F˜
′([Z])) =
2(lΓ−1)⊕
k=0
GrkW •(F˜
′([Z])) =
2(lΓ−1)⊕
k=0
W k/W k+1
of F˜ ′([Z]) with respect to the weight filtration W • in (5.14), together with the grading
in 2), acquires the bigrading
GrW •(F˜
′([Z])) =
⊕
(p,q)
Grp,qW •(F˜
′([Z])) , (5.15)
where the direct sum is taken over the points (p, q) ∈ Z2 lying in the square described in
Proposition 5.2, 1).
4) The endomorphism d+(v) induces the homomorphism
gr(d+(v)) : GrW •(F˜
′([Z])) −→ GrW •(F˜
′([Z]))
which has type (1,1) with respect to the double grading in 3), i.e. one has
gr(d+(v))(Grp,qW •(F˜
′([Z]))) ⊂ Grp+1,q+1W • (F˜
′([Z])) ,
for every (p, q) occurring in the decomposition in (5.15).
5) For every integer k ∈ {0, . . . , lΓ − 1} the endomorphism gr(d
+(v)) induces the isomor-
phism
(gr(d+(v)))k : GrlΓ−1−kW • (F˜
′([Z])) −→ GrlΓ−1+kW • (F˜
′([Z]))
which is of type (k, k) with respect to the bigrading in 3). In particular, one has isomor-
phisms
(gr(d+(v)))k : Grp,qW •(F˜
′([Z])) −→ Grp+k,q+kW • (F˜
′([Z])) ,
for every (p, q) such that p+ q = lΓ − 1− k and p, q ≥ 0.
85
§ 5.2 Sheaf version of the constructions in §5.1
We will be working on the relative tangent bundle Tπ of the natural projection
π : J˘Γ −→ Γ˘ .
Thus Tπ is a scheme over J˘Γ with the structure projection
τ : Tπ −→ J˘Γ , (5.16)
whose fibre Tπ([Z], [α]) over a point ([Z], [α]) ∈ J˘Γ is the vector space of vertical
25 tangent
vectors of J˘Γ at ([Z], [α]).
We begin by building the scheme parametrizing the sl2-triples discussed in §5.1. For this
consider the pullback τ∗GΓ of the sheaf of semisimple algebras
26 GΓ. The morphisms d
±
defined in (4.26) and (4.35) give rise to two distinguished sections of τ∗GΓ. We will denote
them by d±⋄ . Thus the value of d
±
⋄ at a closed point ([Z], [α], v) ∈ Tπ are the nilpotent elements
d±(v) in GΓ([Z], [α]) considered in §5.1.
The sections d±⋄ define the morphisms of sheaves
ad(d±⋄ ) : τ
∗GΓ −→ τ
∗GΓ , (5.17)
whose value at ([Z], [α], v) ∈ Tπ is
ad(d±(v)) : GΓ([Z], [α]) −→ GΓ([Z], [α]) . (5.18)
From now on we consider the section d+⋄ only. The morphism ad(d
+
⋄ ) gives rise to two
subsheaves ker(ad(d+⋄ )) and im(ad(d
+
⋄ )) of τ
∗GΓ. Set
G(d+) = ker(ad(d+⋄ ))
⋂
im(ad(d+⋄ )) . (5.19)
Taking account of the grading of GΓ in (3.72) and the fact that d
+
⋄ is a section of τ
∗G1Γ we
obtain a grading on G(d+):
G(d+) =
lΓ−1⊕
i=−(lΓ−1)
Gi(d+) , (5.20)
where Gi(d+) = G(d+)
⋂
τ∗GiΓ. We will be interested in degree zero part
G0(d+) = G(d+)
⋂
τ∗G0Γ . (5.21)
This is a sheaf of nilpotent Lie algebras whose fibre at a point ([Z], [α], v) ∈ Tπ is the subalgebra
g0+([Z], [α], v) defined in (5.3).
Taking Exp = exp ◦ad of G0(d+) we obtain the subsheaf of Aut(GΓ) which will be denoted
by G0(d+). This is a sheaf of unipotent groups whose fibre at ([Z], [α], v) ∈ Tπ is the group
25this terminology is explained in the footnote on page 7.
26since the component Γ is assumed to be simple, the sheaf GΓ, by Corollary 3.23, is actually a sheaf of
simple Lie algebras. But this will not matter in the constructions below.
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G0+([Z], [α], v) defined in (5.4). We can now define a scheme over Tπ which parametrizes sl2-
triples having the values of d+ as nil-positive elements. This scheme is denoted by h0(d+)
and it is defined by the following incidence relation.
h0(d+) =
{
([Z],[α],v,h)∈Tpi×J˘Γ
G0Γ
∣∣∣ {d+(v),h,y} is an sl2-triple, where d+(v) is nil-positive,h∈G0Γ([Z],[α]) is semisimple, and y∈G−1Γ ([Z],[α]) is nil-negative elements
}
,
(5.22)
where G0Γ is considered here as a scheme over J˘Γ and Tπ ×J˘Γ G
0
Γ is the fibre product of
J˘Γ-schemes Tπ and G0Γ.
The projection
η+1 : h
0(d+) −→ Tπ (5.23)
makes h0(d+) a G0(d+)-principal homogeneous fibration over Tπ, whose fibre over a closed
point ([Z], [α], v) is the homogeneous space h0(d+(v)) introduced in §5.1, p.81.
Set
τ+ = τ ◦ η+1 : h
0(d+)
η+1−→ Tπ
τ
−→ J˘Γ (5.24)
and consider the pullback (τ+)∗GΓ. From the definition of the scheme h
0(d+) in (5.22) it
follows that (τ+)∗GΓ comes equipped with three distinguished sections which will be denoted
by s+, s0, s−. Their values at a closed point ([Z], [α], v, h) ∈ h0(d+) are respectively:
s+([Z], [α], v, h) = d+(v), s0([Z], [α], v, h) = h and s−([Z], [α], v, h) is uniquely determined
by the requirement that
{d+(v), h, s−([Z], [α], v, h)} (5.25)
is an sl2-triple with d
+(v) and h being respectively its nil-positive and semisimple elements.
Thus h0(d+) carries a “universal” sl2-triple spanned by the sections s
+, s0, s−.
Remark 5.4 By construction, the section s+ is the pullback by η+1 of the section d
+
⋄ , i.e. we
have
s+ = (η+1 )
∗d+⋄ .
To define a sheaf version of the weight decomposition in (5.5) consider the pullback
(τ+)∗F˜ ′. By definition the sheaf GΓ comes together with its faithful representation on F˜
′,
i.e. it is defined as a subsheaf27 of End(F˜ ′). In particular, we think of sections s±, s0 as
endomorphisms of the sheaf (τ+)∗F˜ ′. Furthermore, the endomorphism
s0 : (τ+)∗F˜ ′ −→ (τ+)∗F˜ ′ (5.26)
is semisimple with integer eigen values and its eigen sheaves provide the sheaf version of the
weight decomposition in (5.5). More precisely, define the weight sheaf W(n) corresponding
to a weight n ∈ Z by the formula
W(n) = ker(s0 − nid(τ+)∗F˜ ′) . (5.27)
This gives a decomposition of (τ+)∗F˜ ′ into the direct sum of the subsheaves W(n) (n ∈
Z). From the orthogonal decomposition (4.4) and the condition that the values of s+ are
endomorphisms of degree 1 with respect to this decomposition, it follows that (s+)lΓ = 0.
27from Corollary 3.23 we know that GΓ = sl(F˜
′).
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This implies that the weights of s0 belong to the set {−(lΓ − 1), . . . , lΓ − 1}. This yields the
following sheaf version of (5.5):
(τ+)∗F˜ ′ =
lΓ−1⊕
n=−(lΓ−1)
W(n) . (5.28)
Setting V(n) :=W(n − lΓ + 1), for n = 0, 1, . . . , 2(lΓ − 1), gives the decomposition
(τ+)∗F˜ ′ =
2(lΓ−1)⊕
n=0
V(n) . (5.29)
This decomposition will be called the (shifted) weight decomposition of (τ+)∗F˜ ′.
The sheaf (τ+)∗F˜ ′ continues to have the orthogonal decomposition
(τ+)∗F˜ ′ =
lΓ−1⊕
p=0
(τ+)∗Hp (5.30)
and the sections s±, s0 have respectively degrees ±1, 0, relative to this decomposition.
Define the sheaves Hp,q as follows:
Hp,q = (τ+)∗Hp
⋂
V(p + q) . (5.31)
Then the sheaf version of Lemma 5.1 takes the form
(τ+)∗Hp =
p+lΓ−1⊕
n=p
Hp,n−p , (5.32)
for every p = 0, . . . , lΓ − 1. This implies the sheaf version of the bigraded decomposition in
(5.11):
V(n) =
⊕
i+j=n
0≤i,j≤lΓ−1
Hi,j . (5.33)
Finally, the sheaf analogue of Proposition 5.2 is as follows.
Proposition 5.5 1) The weight and the orthogonal decompositions of (τ+)∗F˜ ′ in (5.29)
and (5.30) respectively define a bigrading on (τ+)∗F˜ ′:
(τ+)∗F˜ ′ =
⊕
(p,q)
Hp,q , (5.34)
where the sheaves Hp,q are as in (5.31) and where the direct sum is taken over the points
(p, q) ∈ Z2 lying in the square with vertices (0, 0), (lΓ− 1, 0), (lΓ − 1, lΓ − 1), (0, lΓ − 1).
2) The sections s± (resp. s0 ) viewed as endomorphisms of (τ+)∗F˜ ′ are of type (±1,±1)
(resp. (0, 0) ) with respect to the bigrading in (5.34), i.e.
s±(Hp,q) ⊂ Hp±1,q±1 (resp. s0(Hp,q) ⊂ Hp,q) ,
for every (p, q) occurring in (5.34), with the understanding that a graded piece Hm,n
equals zero, unless (m,n) lies in the square described in 1) of the proposition.
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3) For every integer k ∈ {0, . . . , lΓ − 1} the endomorphism s
+ induces the isomorphism
(s+)k : V(lΓ − 1− k) −→ V(lΓ − 1 + k)
which is of type (k, k) with respect to the bigrading in (5.34). In particular, one has
isomorphisms
(s+)k : Hp,q −→ Hp+k,q+k ,
for every (p, q) such that p+ q = lΓ − 1− k and p, q ≥ 0.
Next we turn to the sheaf analogue of the weight filtration (5.14). For this we set
Vn =
⊕
m≥n
V(m) . (5.35)
We know that Vn is constant along the fibres of η+1 in (5.23) (this follows from the definition
of h0(d+) and the fact that the spaces in (5.13) are independent of a semisimple element
which is used to define them). This implies that there is a sheaf Wn on Tπ such that
Vn = (η+1 )
∗Wn . (5.36)
This way we obtain a filtration of τ∗F˜ ′:
τ∗F˜ ′ =W0 ⊃ W1 ⊃ . . . ⊃ W2(lΓ−1) ⊃ W2lΓ−1 = 0 (5.37)
which will be called the weight filtration of τ∗F˜ ′ associated to d+ or, simply, the weight
filtration of d+.
This filtration and the orthogonal decomposition
τ∗F˜ ′ =
lΓ−1⊕
p=0
τ∗Hp , (5.38)
obtained as the pullback by τ of (4.4), give the following sheaf version of Proposition 5.3.
Proposition-Definition 5.6 The sheaf τ∗GΓ comes along with a distinguished section d
+
⋄ .
This section, viewed as an endomorphism of the sheaf τ∗F˜ ′, gives rise to the following struc-
tures.
1) d+⋄ defines the weight filtration W
• as in (5.37) and d+⋄ acts on it by shifting the index
of the filtration by 2, i.e. one has
d+⋄ (W
k) ⊂ Wk+2 ,
for every k ≥ 0.
2) Set
GrkW•(τ
∗F˜ ′) =Wk/Wk+1 .
The orthogonal decomposition in (5.30) induces a grading on GrkW•(τ
∗F˜ ′)
GrkW•(τ
∗F˜ ′) =
⊕
i
Gri,k−iW• (τ
∗F˜ ′) ,
where the summands are defined as follows
Gri,k−iW• (τ
∗F˜ ′) = τ∗(Hi)
⋂
Wk/τ∗(Hi)
⋂
Wk+1 .
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3) The associated graded sheaf
GrW•(τ
∗F˜ ′) =
2(lΓ−1)⊕
k=0
GrkW•(τ
∗F˜ ′) =
2(lΓ−1)⊕
k=0
Wk/Wk+1
of τ∗F˜ ′, defined with respect to the weight filtration W•, together with the grading in 2),
acquires the bigrading
GrW•(τ
∗F˜ ′) =
⊕
(p,q)
Grp,qW•(τ
∗F˜ ′) , (5.39)
where the direct sum is taken over the points (p, q) ∈ Z2 lying in the square described in
Proposition 5.5, 1).
4) The endomorphism d+⋄ induces the endomorphism
gr(d+⋄ ) : GrW•(τ
∗F˜ ′) −→ GrW•(τ
∗F˜ ′)
which has type (1,1) with respect to the double grading in 3), i.e. one has
gr(d+⋄ )
(
Grp,qW•(τ
∗F˜ ′)
)
⊂ Grp+1,q+1W• (τ
∗F˜ ′) ,
for every (p, q) occurring in the decomposition in (5.15).
5) For every integer k ∈ {0, . . . , lΓ−1} the endomorphism gr(d
+
⋄ ) induces the isomorphism
(gr(d+⋄ ))
k : GrlΓ−1−kW• (F˜
′) −→ GrlΓ−1+kW• (F˜
′([Z]))
which is of type (k, k) with respect to the bigrading in 3). In particular, one has isomor-
phisms
(gr(d+⋄ ))
k : Grp,qW•(τ
∗F˜ ′) −→ Grp+k,q+kW• (τ
∗F˜ ′) ,
for every (p, q) such that p+ q = lΓ − 1− k and p, q ≥ 0.
The data of τ∗F˜ ′ together with d+⋄ and its weight filtration W
•, the orthogonal decomposition
in (5.38), the associated sheaf GrW•(τ
∗F˜ ′) in 3) with its bigrading in (5.15) and the endo-
morphism gr(d+⋄ ) will be called sl2-structure of F˜
′ associated to d+ or the natural positive
sl2-structure of F˜
′.
Remark 5.7 The terminology ‘natural’ and ‘positive’ refers implicitly to a possibility of vary-
ing our construction. This is obvious for ‘positive’, since replacing d+ by d−, one arrives to
the negative sl2-structure on F˜
′ (see §7 for details).
The adjective ‘natural’ comes from the fact that we can modify d+⋄ by introducing param-
eters in the definition of d+ (resp. d−). Namely, one considers the morphism
d+z : Tπ −→ End(F˜) , (5.40)
where z = (z0, z1, . . . , zlΓ−2) ∈ C
lΓ−1 and d+z =
∑lΓ−2
p=0 zpd
+
p . Thus one has ‘moduli’ of positive
(resp. negative) sl2-structures on F˜
′.
Besides this simple variation of d±⋄ one can also vary it by “turning” on the action of
the neutral summand G0Γ in the decomposition of GΓ in (3.72). More precisely, for a vertical
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tangent vector v at a point ([Z], [α]) ∈ J˘Γ, instead of taking d
±(v) one can take d±(xv(v)),
where xv is an element of G0Γ([Z], [α]) naturally associated to v (e.g. there is a canonical way
to lift v to an element v˜ ∈ H˜([Z], [α]), so one could take xv = D
0(v˜)). Once the neutral
element xv is chosen, all edges of the graph in (0.4) are colored by operators in GΓ([Z], [α])
- the vertical edges are colored by xv and the right (resp. left) handed arrows in (0.4) are
colored by d+(v) (resp. d−(v)). This allows us to associate operators with every path of the
graph in (0.4). This is what we called path-operators in [R1], §6. In particular, if a path is
a loop, then the corresponding operator is of degree 0 and we can modify our tangent vector
v by the action of such loop-operators. Thus sl2-structures of F˜
′ have not only continuous
parameters but also the discrete ones indexed by loops of the trivalent graph in (0.4). We will
address these variational aspects of sl2-structures elsewhere.
§ 6 sl2-structures on GΓ
The construction of sl2-structure in the previous section could have been done for any locally
free sheaf of graded modules equipped with a compatible graded action of the sheaf of graded
Lie algebras GΓ, where the grading on GΓ is as described in §3.3, (3.72). We have chosen
to do it for the sheaf F˜ ′, rather than to give a functorial treatment, since this sheaf arises
naturally, it comes with the natural graded action of GΓ and this action is closely tied with the
geometry of X. However, there is another natural choice - the sheaf of graded Lie algebras GΓ
itself, equipped with the adjoint action. This object is ‘principal’ in the category of graded
sheaves of modules with graded GΓ-action in a sense that all other objects in this category
as well as their sl2-structures are representations of this one. Thus it is important to have a
good description of sl2-structures on GΓ. This is the subject of the present section.
We begin by recall the grading
GΓ =
lΓ−1⊕
i=−(lΓ−1)
GiΓ (6.1)
introduced in §3.3, (3.72).
Remark 6.1 This grading can be viewed as twisted orthogonal decomposition of GΓ in the
following sense.
The sheaf GΓ can be equipped with the quadratic form determined by the fibrewise Killing
form. We will call it the Killing form of GΓ. With respect to this form the summands G
i
Γ
and GjΓ are orthogonal, unless j = −i. In this, latter case, the Killing form induces a
non-degenerate pairing
GiΓ × G
−i
Γ −→ OJ˘Γ . (6.2)
Next recall that GΓ carries an involution
(·)† : GΓ −→ GΓ (6.3)
defined by taking the adjoint x† of a local section x of GΓ.
This involution interchanges the summands in (6.1) of opposite sign, i.e. one has
(GiΓ)
† = G−iΓ , (6.4)
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for every i ∈ {−(lΓ − 1), . . . , (lΓ − 1)}. Thus the decomposition (6.1) is orthogonal, up to the
twist by the involution (·)†.
Our construction of a natural (positive) sl2-structure on GΓ follows the same steps as the
considerations in §5.2.
We begin by taking the pullback τ∗GΓ of the sheaf GΓ via the natural projection τ in
(5.16). As it was pointed out in §5.2, the sheaf τ∗GΓ comes together with the tautological
section d+⋄ . Then we go further by lifting GΓ from J˘Γ to h
0(d+), the scheme defined in (5.22).
The sheaf (τ+)∗GΓ (see (5.24), for the definition of τ
+) continues to have the twisted
orthogonal decomposition
(τ+)∗GΓ =
lΓ−1⊕
i=−(lΓ−1)
(τ+)∗GiΓ . (6.5)
But in addition, it is equipped with the ‘universal’ sl2-triple {s
+, s0, s−}, where the sections
s±, s0 are defined in (5.25). Observe that these sections are the sections of the summands
(τ+)∗G±1Γ and (τ
+)∗G0Γ respectively. We consider the decomposition of (τ
+)∗GΓ under the
adjoint action of this sl2-triple.
The operator ad(s0) acts semisimply and gives the decomposition
(τ+)∗GΓ =
2(lΓ−1)⊕
n=−2(lΓ−1)
GΓ(n) (6.6)
into the weight subsheaves GΓ(n) of ad(s
0). The range for the weights in (6.6) comes from
the fact
(ad(s+))2lΓ−1 = 0 (6.7)
which in turn is the result of s+ being a section of (τ+)∗G1Γ and the grading in (6.5).
The weight decomposition (6.6) together with the twisted orthogonal decomposition in
(6.5) gives rise to a bigrading on (τ+)∗GΓ
(τ+)∗GΓ =
⊕
(p,q)
Gp,qΓ , (6.8)
where Gp,qΓ = (τ
+)∗GpΓ
⋂
GΓ(p+ q). The result below establishes the range for (p, q) of this
bigrading.
Lemma 6.2 1) For every p in the twisted orthogonal decomposition in (6.5) the following
holds
(τ+)∗GpΓ =
lΓ−1⊕
q=−(lΓ−1)
Gp,qΓ .
2) The direct sum
(τ+)∗GΓ =
⊕
(p,q)
Gp,qΓ
is taken over the points (p, q) ∈ Z2 lying in the square with vertices (−(lΓ − 1),−(lΓ −
1)), ((lΓ − 1),−(lΓ − 1)), ((lΓ − 1), (lΓ − 1)), (−(lΓ − 1), (lΓ − 1)).
92
3) For every n ∈ {−2(lΓ−1), . . . , 2(lΓ−1)}, the weight-subsheaf GΓ(n) in (6.6) decomposes
as follows:
GΓ(n) =
⊕
p+q=n
0≤|p|, |q|≤lΓ−1
Gp,qΓ .
Proof. From (5.32) we know that the weights of s0 on (τ+)∗Hm are in the set
{m− (lΓ − 1), . . . ,m} . (6.9)
A local section of (τ+)∗GpΓ takes (τ
+)∗Hm to (τ+)∗Hm+p. Thus the weights are shifted from
the set in (6.9) to the set {m+p− (lΓ−1), . . . ,m+p}. This implies that the possible weights
of ad(s0) on (τ+)∗GpΓ are in the set
{p− (lΓ − 1), . . . , p + (lΓ − 1)} . (6.10)
Thus the range for the index q in Gp,qΓ = (τ
+)∗GpΓ
⋂
GΓ(p+q) is in the set {−(lΓ−1), . . . , (lΓ−
1)} as asserted.
Combining the first assertion with the range of the grading in (6.5) we deduce the second
statement. The third assertion follows from the definition of the bigraded pieces Gp,qΓ and 2)
of the lemma. ✷
Next proposition summarizes some basic properties of the double grading of (τ+)∗GΓ in
(6.8).
Proposition 6.3 1) For every (p, q) the summand Gp,qΓ in (6.8) acts on (τ
+)∗F˜ ′ by en-
domorphisms of type (p, q) with respect to the bigrading of (τ+)∗F˜ ′ in (5.34), i.e. one
has
Gp,qΓ ⊗H
s,t −→ Hs+p,t+q ,
for every (s, t) in (5.34).
2) The bigrading in (6.8) turns (τ+)∗GΓ into a sheaf of bigraded Lie algebras, i.e. the Lie
algebra bracket in (τ+)∗GΓ satisfies the following relations
[Gp,qΓ ,G
p′,q′
Γ ] ⊂ G
p+p′,q+q′
Γ ,
for all (p, q) and (p′, q′) in (6.8).
3) Summands Gp,qΓ and G
p′,q′
Γ are orthogonal with respect to the Killing form on (τ
+)∗GΓ,
unless (p′, q′) = −(p, q). In this case the pairing
Gp,qΓ × G
−p,−q
Γ −→ Oh0(d+) ,
induced by the Killing form, is non-degenerate and defines an isomorphism
G−p,−qΓ
∼= (G
p,q
Γ )
∗ .
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Proof. The properties 1) and 2) are immediate from the definitions of the double gradings in
question. The property 3) follows from the (twisted) orthogonality of the decompositions in
(6.5) and (6.6). ✷
From the definition of the bigrading in (6.8) it also follows that s+ (resp. s0 and s−) is
a section of G1,1Γ (resp. G
0,0
Γ and G
−1,−1
Γ ). This fact and other basic properties of ad(s
+)
following from the theory of sl2-representations are recorded below.
Proposition 6.4 1) The adjoint action of s+ (resp. s0 and s−) induces the morphism
ad(s+) (resp. ad(s0), ad(s−)) : (τ+)∗GΓ −→ (τ
+)∗GΓ
which has type (1, 1) (resp. (0, 0) and (−1,−1)) with respect to the bigrading in (6.8).
2) For every integer p ∈ [0, 2(lΓ − 1)], one has an isomorphism
(ad(s+))p : GΓ(−p) −→ GΓ(p)
which is of type (p, p) with respect to the bigrading in Lemma 6.2, 3). In particular, it
induces isomorphisms on the bigraded components
(ad(s+))p : Gs,−s−pΓ −→ G
s+p,−s
Γ ,
for every integer s ∈ [−(lΓ − 1), (lΓ − 1)− p].
Next we define the weight filtration associated to the weight decomposition in (6.6) by
setting
Gˆ
[n]
Γ =
⊕
m≥n
GΓ(m) . (6.11)
These subsheaves are sheaves of Lie subalgebras of (τ+)∗GΓ. Furthermore, as we observed
in §5.2 these sheaves are constant along the fibres of the projection η+1 in (5.23) and hence
they descend to Tπ to give the weight filtration of τ
∗GΓ associated to d
+
⋄ :
τ∗GΓ = G
[−2(lΓ−1)]
Γ ⊃ . . . ⊃ G
[n]
Γ ⊃ G
[n+1]
Γ ⊃ . . . ⊃ G
[2(lΓ−1)]
Γ ⊃ G
[2lΓ−1]
Γ = 0 , (6.12)
where the subsheaves G
[n]
Γ ’s above are such that their pullback by η
+
1 gives the subsheaves
Gˆ
[n]
Γ in (6.11):
(η+1 )
∗G
[n]
Γ = Gˆ
[n]
Γ =
⊕
m≥n
GΓ(m) . (6.13)
The following properties of the filtration G
[•]
Γ in (6.12) are immediate from its definition
and properties of the weight decomposition in (6.6).
Lemma 6.5 1) Each sheaf G
[n]
Γ in the filtration (6.12) is a subsheaf of Lie subalgebras of
τ∗GΓ.
2) The Lie bracket in τ∗GΓ satisfies the following relations
[G
[m]
Γ ,G
[n]
Γ ] ⊂ G
[m+n]
Γ ,
for all m,n.
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Define the associated graded sheaf
Gr(τ∗GΓ) =
2(lΓ−1)⊕
n=−2(lΓ−1)
Grn(τ∗GΓ) , (6.14)
where Grn(τ∗GΓ) = G
[n]
Γ /G
[n+1]
Γ .
Proposition 6.6 1) Gr(τ∗GΓ) is a sheaf of graded Lie algebras.
2) The Killing form on τ∗GΓ induces a non-degenerate quadratic form on Gr(τ
∗GΓ) which
coincides with the Killing form on Gr(τ∗GΓ). In particular, the direct sum in (6.14) is
a twisted orthogonal decomposition in the sense of Remark 6.1.
Proof. Lemma 6.5, 2), implies that the Lie bracket on τ∗GΓ descends to Gr(τ
∗GΓ).
The part 2) of the proposition follows readily from 1). Indeed, let x be a local section of
Grn(τ∗GΓ), for some integer n ∈ [−2(lΓ − 1), 2(lΓ − 1)], and let x˜ be an arbitrary lifting
of x to a local section of G
[n]
Γ . Then ad(x˜) induces an action on the graded sheaf Gr(τ
∗GΓ)
which, by 1) of the proposition, coincides with ad(x). This implies that the Killing form on
τ∗GΓ descends to the Killing form on Gr(τ
∗GΓ).
To see the twisted orthogonality of the grading in (6.14) we take local sections x and y
of Grm(τ∗GΓ) and Gr
n(τ∗GΓ) respectively. Then ad(x) ◦ ad(y) shifts the degree of the
grading in (6.14) by (m+ n). In particular, ad(x) ◦ ad(y) is nilpotent, unless m+ n = 0.
This and the definition of the Killing form imply
〈x, y〉 = Tr(ad(x) ◦ ad(y)) = 0 ,
for all local sections x and y as above, unless m + n = 0. In this latter case, for x 6= 0
choose a lifting x˜ of x to a local section of G
[m]
Γ . Then we know that x˜ is not a local section
of G
[m+1]
Γ . Then from Proposition 6.3, 3) and 4), it follows that there exists a local section y˜
of G
[−m]
Γ such that
〈x˜, y˜〉 6= 0 ,
where 〈·, ·〉 stands for the pairing given by the Killing form in τ∗GΓ. Let y be the image of
y˜ under the natural projection
G[−m]Γ −→ G
[−m]
Γ /G
[−m+1]
Γ = Gr
−m(τ∗GΓ) .
Then from the first part of 2) we deduce
〈x, y〉 = 〈x˜, y˜〉 6= 0
which proves that the pairing
Grm(τ∗GΓ)×Gr
−m(τ∗GΓ) −→ OTpi
induced by the Killing form in τ∗GΓ is non-degenerate. ✷
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Next we take into account the twisted orthogonal decomposition of τ∗GΓ
τ∗GΓ =
lΓ−1⊕
i=−(lΓ−1)
τ∗GiΓ (6.15)
obtained by applying τ∗ to the decomposition in (6.1). This together with the filtration G
[•]
Γ
in (6.12) define a bigrading on Gr(τ∗GΓ). Namely, set
Grp,q(τ∗GΓ) = τ
∗GpΓ
⋂
G
[p+q]
Γ /τ
∗GpΓ
⋂
G
[p+q+1]
Γ . (6.16)
From Lemma 6.2 we obtain that Gr(τ∗GΓ) admits the following bigrading
Gr(τ∗GΓ) =
⊕
p,q
Grp,q(τ∗GΓ) , (6.17)
where the points (p, q) ∈ Z2 lie in the square described in Lemma 6.2, 2).
Recall that the sheaf τ∗GΓ is equipped with the section d
+
⋄ and its pullback via η
+
1 in
(5.23) gives the section s+ of (τ+)∗GΓ (see Remark 5.4). This implies that all the properties
of s+ described in Proposition 6.4 have their analogues for d+⋄ . We summarize this together
with the preceding discussion below.
Proposition-Definition 6.7 The sheaf τ∗GΓ comes along with a distinguished section d
+
⋄
which gives rise to the following structures.
1) d+⋄ defines the weight filtration G
[•]
Γ of τ
∗GΓ as in (6.12) and which has the properties
described in Lemma 6.5. Furthermore, d+⋄ is a section of G
[2]
Γ and its adjoint action
shifts the index of the filtration by 2, i.e. one has
ad(d+⋄ )(G
[n]
Γ ) ⊂ G
[n+2]
Γ .
2) The filtration G
[•]
Γ together with the twisted orthogonal decomposition of τ
∗GΓ in (6.15)
gives rise to the bigrading
Gr(τ∗GΓ) =
⊕
p,q
Grp,q(τ∗GΓ)
of the associated graded sheaf Gr(τ∗GΓ), where Gr
p,q(τ∗GΓ) are defined in (6.16) and
the direct sum is taken over the points (p, q) ∈ Z2 lying in the square described in
Lemma 6.2, 2). This bigrading turns Gr(τ∗GΓ) into a sheaf of bigraded Lie algebras
with respect to the Lie bracket induced from τ∗GΓ.
3) Let d+⋄ be the image of d
+
⋄ under the natural projection
G
[2]
Γ −→ G
[2]
Γ /G
[3]
Γ .
Then d+⋄ is a section of Gr
1,1(τ∗GΓ) and its adjoint action has the following properties.
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(i) ad(d+⋄ )(Gr
p,q(τ∗GΓ)) ⊂ Gr
p+1,q+1(τ∗GΓ) , for every (p, q) occurring in the
double graded direct sum in 2).
(ii) For every integer k ∈ [0, 2(lΓ − 1)], one has the isomorphism
(ad(d+⋄ ))
k : Gr−k(τ∗GΓ) −→ Gr
k(τ∗GΓ)
which has type (k, k) with respect to the bigrading in 2). In particular, it induces
isomorphisms
(ad(d+⋄ ))
k : Grp,q(τ∗GΓ) −→ Gr
p+k,q+k(τ∗GΓ) ,
for every (p, q) such that p+ q = −k and p ∈ {−(lΓ − 1), . . . , (lΓ − 1)− k}.
The data of τ∗GΓ together with the section d
+
⋄ and its weight filtration G
[•]
Γ , the twisted
orthogonal decomposition in (6.15), the associated graded sheaf Gr(τ∗GΓ) in (6.14) with its
bigrading in 2) and the section d+⋄ will be called sl2-structure of GΓ associated to d
+.
The essential point in defining the sl2-structure of GΓ was to view the morphism
d+ : Tπ −→ GΓ
defined in (4.26) as a distinguished section of τ∗GΓ, where
τ : Tπ −→ J˘Γ
is the natural projection. But of course the morphism contains more information. Indeed, by
going to a point ([Z], [α], v) of Tπ we have taken just a single value d
+(v) of d+ at ([Z], [α]).
Though clearly intrinsically attached to ([Z], [α], v), it ignores completely all other values of
d+ at ([Z], [α]). We will now remedy this by taking the pullback by τ of the whole morphism
d+. In other words we consider the morphism
τ∗(d+) : τ∗Tπ −→ τ
∗GΓ . (6.18)
Remark 6.8 Besides the above, formal, reason there is also a geometric reason to consider
the morphism τ∗(d+). This is based on the geometric point of view on the morphism d+.
Namely, consider GΓ as a vector bundle over J˘Γ and view d+ as a map of bundles over J˘Γ.
This gives the following commutative diagram of morphisms
Tπ
d+ //
τ   @
@@
@@
@@
@ GΓ
γ
~~}}
}}
}}
}}
J˘Γ
(6.19)
where τ and γ are the natural projections.
Consider now the relative (with respect to the projection τ) differential dτ (d
+) of the
morphism d+. This gives the morphism
dτ (d
+) : Tτ −→ (d
+)∗Tγ , (6.20)
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where Tτ (resp. Tγ) is the relative tangent sheaf of τ (resp. γ). Since Tπ and GΓ are vector
bundles over J˘Γ and τ (resp. γ) is its natural projection we have
Tτ = τ
∗(Tπ) (resp. Tγ = γ
∗(GΓ)) (6.21)
and the morphism in (6.20) becomes
dτ (d
+) : τ∗(Tπ) −→ (d
+)∗(γ∗(GΓ)) = τ
∗(GΓ) , (6.22)
where the last equality comes from the commutativity of the diagram in (6.19). Finally, since
d+ is linear along the fibres of the projections, this is nothing but the morphism τ∗(d+) in
(6.18). Thus we have
dτ (d
+) = τ∗(d+) . (6.23)
In view of this equality we will denote this morphism by d+τ .
We have seen that the sheaf τ∗(GΓ) together with the section d+⋄ carries a rich structure
described in Proposition-Definition 6.7. A part of this structure is the weight filtration in
(6.12). Using the morphism d+τ this filtration can be transplanted to τ
∗(Tπ). This becomes
especially pertinent in case of Γ being simple, since in this case the Infinitesimal Torelli prop-
erty holds (see §4.3, Corollary 4.15) and it makes the morphism d+τ injective ( see Proposition
4.13). Thus, in a nut-shell, we have that the relative tangent space Tπ([Z], [α]) of J˘Γ at a
point ([Z], [α]) ∈ J˘Γ acquires a filtration intrinsically associated with every tangent vector
v ∈ Tπ([Z], [α]) or, even better, with every point of the projective space P(Tπ([Z], [α])). In
what follows we establish some basic properties of these filtrations.
First we recall that the morphism d+τ takes values in the summand τ
∗G1Γ of the twisted
orthogonal decomposition in (6.15). The weight filtration G
[•]
Γ in (6.12) induces the weight
filtration on τ∗G1Γ. Due to Lemma 6.2, 1), this gives the following
τ∗G1Γ = G
1,[2−lΓ]
Γ ⊃ G
1,[3−lΓ]
Γ ⊃ . . . ⊃ G
1,[lΓ]
Γ ⊃ G
1,[lΓ+1]
Γ = 0 , (6.24)
where G
1,[n]
Γ = τ
∗G1Γ
⋂
G
[n]
Γ . Transferring this filtration to τ
∗(Tπ) via the morphism d
+
τ
gives the filtration W•(τ∗(Tπ), d
+) on τ∗(Tπ), where one sets
Wn(τ∗(Tπ), d
+) = (d+τ )
−1(G
1,[n]
Γ ) . (6.25)
Definition 6.9 The filtration W•(τ∗(Tπ), d
+) will be called the weight filtration of τ∗(Tπ)
associated to d+ or simply, the d+-filtration of τ∗(Tπ).
Proposition 6.10 The d+-filtration of τ∗(Tπ) has the following form:
τ∗(Tπ) =W
0(τ∗(Tπ), d
+) ⊃ . . . ⊃ W lΓ(τ∗(Tπ), d
+) ⊃ W lΓ+1(τ∗(Tπ), d
+) = 0 . (6.26)
Proof. The assertion is equivalent to saying that the image of d+τ is contained in G
1,[0]
Γ of
the filtration in (6.24). To see this observe that the sheaf τ∗(Tπ) comes with the tautological
section which will be denoted by i0, i.e. for a point ([Z], [α], v) ∈ Tπ the value i0([Z], [α], v) = v.
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Consider its image d+τ (i0). This is now a section of τ
∗G1Γ. This is of course the distinguished
section d+⋄ of τ
∗GΓ defining the sl2-structure in Proposition-Definition 6.7, so from now on
we use the notation d+⋄ instead of d
+
τ (i0).
We know that d+⋄ is a section of G
1,[2]
Γ of the weight filtration (6.24). Furthermore, the
image of d+τ is a subsheaf of commutative Lie subalgebras
28 of τ∗GΓ. In particular, the image
of d+τ commutes with the section d
+
⋄ . Thus we have an inclusion
im(d+τ ) ⊂ ker(ad(d
+
⋄ )) . (6.27)
From the properties of sl2-representations and the definition of the filtration G
[•]
Γ (see (6.11),
(6.13)) it follows that ker(ad(d+⋄ )) ⊂G
[0]
Γ . ✷
§ 7 Involution on GΓ
In the two preceding sections we considered sl2-triples of GΓ arising from nilpotent elements
d+(v), for v being tangent vectors in the relative tangent sheaf Tπ and d
+ is the morphism
defined in (4.26). However, it was explicitly indicated in the beginning of §5 that we also
have a choice of working with elements d−(v), the values of the morphism d− in (4.35). Such
a choice leads to sl2-triples {e, h, d
−(v)}, where d−(v) is nil-negative, h is semisimple and e
is nil-positive elements of a triple. In addition, the grading of GΓ in (3.72) allows to take
h (resp. e) in G0Γ (resp. G
1
Γ). With these choices in mind we go through the constructions
analogous to the one’s in §5.2. There is nothing conceptually new: the objects have the same
meaning as in §5.2 with only the notational difference - we switch the sign ‘+’ to ‘−’. Thus
the scheme parametrizing all sl2-triples with values of d
− as nil-negative elements is denoted
by h0(d−). It is defined similar to h0(d+) in (5.22), i.e. this is the incidence correspondence
in Tπ ×J˘Γ G
0
Γ, parametrizing the quadruples ([Z], [α], v, h) such that the triple {e, h, d
−(v)}
is an sl2-triple with d
−(v) nil-negative, h ∈ G0Γ([Z], [α]) semisimple and e ∈ G1Γ([Z], [α])
nil-positive elements respectively. The projection of h0(d−) on the first factor of Tπ ×J˘Γ G
0
Γ
will be denoted by η−1 . Composing it with the projection τ gives the morphism
τ− = τ ◦ η−1 : h
0(d−)
η−1−→ Tπ
τ
−→ J˘Γ . (7.1)
As in §5.2 we take (τ−)∗(GΓ) and denote by (s
′)±, (s′)0 its three distinguished sections whose
values at a closed point ([Z], [α], v, h) of h0(d−) are given by the following identities:
(s′)−([Z], [α], v, h) = d−(v), (s′)0([Z], [α], v, h) = h
and (s′)+([Z], [α], v, h) is uniquely determined by h, d−(v) and the requirement that
{(s′)+([Z], [α], v, h), h, d−}
is an sl2-triple with h semisimple, d
−(v) (resp. (s′)+([Z], [α], v, h)) nil-negative (resp. positive)
elements respectively.
28recall: (1) by Remark 4.3 the values of d+τ are the same as the values of the morphism D
+ in the triangular
decomposition in (1.63), and (2) the image of D+(H˜), by [R1], Lemma 7.6, is a subsheaf of abelian Lie
subalgebra of GΓ.
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The next step is to consider the defining representation of this universal (negative) triple on
(τ−)∗F˜ ′. This gives the weight decomposition of (τ−)∗F˜ ′ under the action of the semisimple
element (s′)0:
(τ−)∗F˜ ′ =
lΓ−1⊕
n=−(lΓ−1)
W ′(n) . (7.2)
Applying the conventional shift in grading we obtain
(τ−)∗F˜ ′ =
2(lΓ−1)⊕
n=0
V ′(n) , (7.3)
where V ′(n) :=W ′(n− lΓ + 1), for n = 0, 1, . . . , 2(lΓ − 1).
The main goal of this section is to relate this weight decomposition with the one in §5.2,
(5.29). The key point here is the involution (·)† of taking the adjoint which we have already
encountered in (6.3). In particular, the involution switches from d+ to d− and vice verse, i.e.
(d±)† = d∓ ,
something we have already seen in (4.40). This implies that (·)† induces an isomorphism
i : h0(d+) −→ h0(d−) (7.4)
given by the formula
i([Z], [α], v, h) = ([Z], [α], v, h†) . (7.5)
In particular, i commutes with the projections η±1 making the following diagram
h0(d+)
i //
η+1 ##G
GG
GG
GG
GG
h0(d−)
η−1{{xx
xx
xx
xx
x
Tπ
(7.6)
commutative
Applying the involution to the universal sl2-triple {s
+, s0, s−} in §5.2 yields another sl2-
triple
{(s−)†, (s0)†, (s+)†} (7.7)
of sections of (τ+)∗GΓ. This triple is related to the universal negative triple {(s
′)+, (s′)0, (s′)−}
of sections of (τ−)∗GΓ as follows.
Lemma 7.1 The sl2-triple {(s
−)†, (s0)†, (s+)†} is equal to the pullback by i in (7.4) of the
sl2-triple {(s
′)+, (s′)0, (s′)−}. More precisely, one has
i∗((s′)±) = (s∓)† and i∗((s′)0) = (s0)† . (7.8)
Proof. Let ([Z], [α], v, h) be a closed point of h0(d+). Then by definition
(s0)†([Z], [α], v, h) = h† . (7.9)
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On the other hand, evaluating i∗((s′)0) at ([Z], [α], v, h) gives
i∗((s′)0)([Z], [α], v, h) = (s′)0(i([Z], [α], v, h)) = (s′)0([Z], [α], v, h†) = h† .
Combining this with (7.9) yields the second equality in (7.8).
Turning to the first equality in (7.8) we have
i∗((s′)−)([Z], [α], v, h) = (s′)−([Z], [α], v, h†) = d−(v) = (d+(v))† = (s+)†([Z], [α], v, h) .
Hence the equality i∗((s′)−) = (s+)†. The uniqueness of (s−)† (resp. (s′)+) guaranties the
remaining equality i∗((s′)+) = (s−)†. ✷
From the diagram in (7.6) and the definition of τ+ (resp. τ−) in (5.24) (resp. (7.1)) one
obtains
(τ+)∗F˜ ′ = i∗((τ−)∗F˜ ′) . (7.10)
Combining this with the decompositions in (5.29) and (7.3) yields two gradings on (τ+)∗F˜ ′
(τ+)∗F˜ ′ =
2(lΓ−1)⊕
n=0
V(n) =
2(lΓ−1)⊕
n=0
i∗(V ′(n)) . (7.11)
They are related by the orthogonality conditions below.
Proposition 7.2 For every n ∈ {0, 1, . . . , 2(lΓ − 1)} the following holds.
1) (V(n))⊥ =
⊕
m6=n i
∗(V ′(m)).
2) The quadratic form q˜ in F˜ ′ induces non-degenerate bilinear pairing
V(n)× i∗V ′(n) −→ Oh0(d+)
yielding an isomorphism
i∗V ′(n) = (V(n))∗ .
Proof. Let ([Z], [α], v, h) be a closed point of h0(d+). Then the fibre of (τ+)∗F˜ ′ at this point
is F˜ ′([Z], [α]), the fibre of F˜ ′ at ([Z], [α]) ∈ J˘Γ. From the equality in (7.11) it follows that
this vector space admits two weight decompositions
F˜ ′([Z], [α]) =
2(lΓ−1)⊕
n=0
V(n)([Z], [α], v, h) =
2(lΓ−1)⊕
n=0
V ′(n)([Z], [α], v, h†)
corresponding to the action of h and h† respectively. Our task will be to compare them.
Fix a summand V(n)([Z], [α], v, h). According to the shifting convention this is the weight
space of h corresponding to the weight n′ = n− lΓ + 1. For every x ∈ V(n)([Z], [α], v, h) and
y ∈ V ′(m)([Z], [α], v, h†) we have
n′q˜(x, y) = q˜(h(x), y) = q˜(x, h†(y)) = m′q˜(x, y) ,
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where m′ = m− lΓ+1. This implies that q˜(x, y) = 0, for all m
′ 6= n′. This gives an inclusion⊕
m6=n
V ′(m)([Z], [α], v, h†) ⊂ (V(n)([Z], [α], v, h))⊥ . (7.12)
On the other hand the bilinear pairing
F˜ ′([Z], [α]) × F˜ ′([Z], [α]) −→ C
induced by q˜ is non-degenerate. This together with the inclusion in (7.12) imply that the
pairing
V(n)([Z], [α], v, h) × V ′(n)([Z], [α], v, h†) −→ C (7.13)
induces an injection
V(n)([Z], [α], v, h) ⊂ (V ′(n))∗([Z], [α], v, h†) . (7.14)
Interchanging the roles of V(n) and V ′(n), we obtain an inclusion
V ′(n)([Z], [α], v, h†) ⊂ (V(n))∗([Z], [α], v, h) .
Combining this inclusion with the one in (7.14) implies that that both inclusions are equalities
and the pairing in (7.13) is perfect. Hence part 2) of the proposition is proved.
To complete the first part of the proposition we need to show that the inclusion in (7.12)
is an equality. But this follows from the equality
dim (V(n)([Z], [α], v, h)) = dim
(
(V ′(n))∗([Z], [α], v, h†)
)
and the fact that the pairing in (7.13) is perfect. ✷
As in the case of d+ we go on to define the bigrading on (τ−)∗F˜ ′. This is done by setting
′Hp,q = V ′(p + q)
⋂
(τ−)∗Hq . (7.15)
This yields
(τ−)∗Hq =
lΓ−1⊕
p=0
′Hp,q (7.16)
and hence a bigrading of (τ−)∗F˜ ′
(τ−)∗F˜ ′ =
⊕
(p,q)
′Hp,q , (7.17)
where the sum is taken over the points (p, q) ∈ Z2 lying in the same square as in Proposition
5.5.
Observe that the section (s′)− is the pullback by η−1 of d
−
⋄ , the section d
−
⋄ of τ
∗GΓ canoni-
cally attached to the morphism d−. All the properties of Proposition 5.5 hold for the bigrading
in (7.17) with the only difference that the role of s+ there is taken over by (s′)−. This is an
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endomorphism of type (−1,−1) with respect to this bigrading, i.e. (s′)− induces the mor-
phisms
(s′)− : ′Hp,q −→ ′Hp−1,q−1 , (7.18)
for every (p, q) occurring in (7.17). Thus 3) of Proposition 5.5 reads as follows:
for every integer k ∈ {0, . . . , lΓ − 1}, the endomorphism (s
′)− induces the isomorphism
((s′)−)k : V ′(lΓ − 1 + k) −→ V
′(lΓ − 1− k) (7.19)
which is of type (−k,−k) with respect to the bigrading in (7.17). In particular, one has
isomorphisms
((s′)−)k : ′Hp,q −→ ′Hp−k,q−k , (7.20)
for every (p, q) such that p+ q = lΓ − 1 + k and p, q ≥ 0.
The bigradings (5.34) and (7.17) are also related via the pullback by the isomorphism i
in (7.4). The following can be viewed as a sort of Hodge-Riemann bilinear relations between
the two bigradings.
Proposition 7.3 The sheaves Hp,q in (5.34) and i∗(′Hp
′,q′) are orthogonal with respect to the
symmetric bilinear pairing on (τ+)∗F˜ ′ induced by the quadratic form q˜ on F˜ ′, unless p = q′
and q = p′. In this latter case the pairing
Hp,q × i∗(′Hq,p) −→ Oh0(d−)
is perfect.
Proof. By definition of the bigraded sheaves in (7.15) one has
i∗(′Hp
′,q′) = i∗
(
V ′(p′ + q′)
⋂
(τ−)∗Hq
′
)
= i∗
(
V ′(p′ + q′)
)⋂
i∗
(
(τ−)∗Hq
′
)
= i∗
(
V ′(p′ + q′)
)⋂
(τ+)∗Hq
′
.
On the other hand by (5.31)
Hp,q = V(p+ q)
⋂
(τ+)∗Hp .
Using the orthogonality of the summands (τ+)∗Hq
′
and (τ+)∗Hp, for all q′ 6= p and Proposition
7.2, we obtain
i∗(′Hp
′,q′) ⊥ Hp,q
unless q′ = p and p′ + q′ = p+ q. Hence the first assertion.
The second one follows from the first and non-degeneracy of the pairing
(τ+)∗(F˜ ′)× (τ+)∗(F˜ ′) −→ Oh0(d+)
induced by q˜. ✷
Next we turn to the weight filtration associated to d−. For every n ∈ {0, . . . , 2(lΓ−1)} set
V ′n =
⊕
m≤n
V ′(m) . (7.21)
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These sheaves are constant along the fibres of the projection
η−1 : h
0(d−) −→ Tπ
for the same reason as for the sheaves Vn in (5.35) and the projection η+1 . Thus there are
sheaves W ′n on Tπ such that
(η−1 )
∗W ′n = V
′
n (7.22)
and the increasing filtration
0 =W ′−1 ⊂ W
′
0 ⊂ . . .W
′
2(lΓ−1) = τ
∗F˜ ′ (7.23)
which will be called the weight filtration of τ∗F˜ ′ associated to d−.
The properties of this filtration are similar to the ones of W• in Proposition-Definition 5.6
with the difference that d+⋄ there should be replaced by d
−
⋄ and the arrows of the corresponding
morphisms should be reversed. Thus one obtains the following.
Proposition-Definition 7.4 The sheaf τ∗GΓ comes along with a distinguished section d
−
⋄ .
This section viewed as an endomorphism of the sheaf τ∗F˜ ′ gives rise to the following struc-
tures.
1) d−⋄ defines the weight filtration W
′
• as in (7.23) and d
−
⋄ acts on it by shifting the index
of the filtration by (−2), i.e. one has
d−⋄ (W
′
k) ⊂ W
′
k−2 ,
for every k ≥ 0.
2) Set
GrkW ′•(τ
∗F˜ ′) =W ′k/W
′
k−1 .
The orthogonal decomposition in (5.38) induces a grading on GrkW ′•(τ
∗F˜ ′)
GrkW ′•(τ
∗F˜ ′) =
⊕
Grk−p,pW ′• (τ
∗F˜ ′) ,
where the summands are defined as follows
Grk−p,pW ′• (τ
∗F˜ ′) =
(
W ′k
⋂
τ∗(Hp)
)
/
(
W ′k−1
⋂
τ∗(Hp)
)
.
3) The associated graded sheaf
GrW ′•(τ
∗F˜ ′) =
2(lΓ−1)⊕
k=0
GrkW ′•(τ
∗F˜ ′) =
2(lΓ−1)⊕
k=0
W ′k/W
′
k−1
of τ∗F˜ ′ defined with respect to the weight filtration W ′• together with the grading in 2)
acquires the bigrading
GrW ′•(τ
∗F˜ ′) =
⊕
(p,q)
Grp,q
W ′•
(τ∗F˜ ′) , (7.24)
where the direct sum is taken over the points (p, q) ∈ Z2, lying in the square described
in Proposition 5.5, 1).
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4) The endomorphism d−⋄ induces the endomorphism
gr(d−⋄ ) : GrW ′•(τ
∗F˜ ′) −→ GrW ′•(τ
∗F˜ ′)
which has type (-1,-1) with respect to the double grading in 3), i.e. one has
gr(d−⋄ )(Gr
p,q
W ′•
(τ∗F˜ ′) ⊂ Grp−1,q−1
W ′•
(τ∗F˜ ′) ,
for every (p, q) occurring in the decomposition in (7.24).
5) For every integer k ∈ {0, . . . , lΓ−1}, the endomorphism gr(d
−
⋄ ) induces the isomorphism
(gr(d−⋄ ))
k : GrlΓ−1+kW ′•
(F˜ ′) −→ GrlΓ−1−kW ′• (F˜
′)
which is of type (−k,−k) with respect to the bigrading in 3). In particular, one has
isomorphisms
(gr(d−⋄ ))
k : Grp,q
W ′•
(τ∗F˜ ′) −→ Grp−k,q−k
W ′•
(τ∗F˜ ′) ,
for every (p, q) such that p+ q = lΓ − 1 + k and 0 ≤ p, q ≤ lΓ − 1.
The data of τ∗F˜ ′ together with d−⋄ and its weight filtration W
′
•, the orthogonal decom-
position in (5.38), the associated sheaf GrW ′•(τ
∗F˜ ′) in 3) with its bigrading in (7.24) and
the endomorphism gr(d−⋄ ) will be called sl2-structure of F˜
′ associated to d− or the natural
negative sl2-structure of F˜
′.
We now have two weight filtrations W• and W ′• of τ
∗F˜ ′ associated to d+ and d− respec-
tively. As in the case of the corresponding weight decompositions in Proposition 7.2 they are
related by orthogonality.
Proposition 7.5 For every n ∈ {0, 1, . . . , 2(lΓ − 1)} the following holds.
1) W ′n = (W
n+1)⊥ .
2) The bilinear pairing on τ∗F˜ ′, induced by the quadratic form q˜ on F˜ ′, defines a perfect
pairing
Wn+1 ×
(
τ∗F˜ ′/W ′n
)
−→ OTpi .
Proof. By the defining property of the filtration W• in (5.36) we have
(η+1 )
∗Wn+1 = Vn+1 =
⊕
m≥n+1
V(m) ,
where the last equality is the definition in (5.35). Applying Proposition 7.2, 1), to Vn+1 yields
((η+1 )
∗Wn+1)⊥ = (Vn+1)⊥ =
⊕
s≤n
i∗V ′(s) = i∗(V ′n) = i
∗((η−1 )
∗W ′n) = (η
+
1 )
∗W ′n ,
where the third and the fourth equalities come from (7.21) and (7.22) respectively, while the
last one is the commutativity of the diagram in (7.6). Thus we obtain the first assertion.
Turning to the second part observe that 1) implies that the pairing
Wn+1 × τ∗F˜ ′ −→ OTpi
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defined by q˜ descends to Wn+1 ×
(
τ∗F˜ ′/W ′n
)
and the induced pairing
Wn+1 ×
(
τ∗F˜ ′/W ′n
)
−→ OTpi
gives an injection
Wn+1 →֒
(
τ∗F˜ ′/W ′n
)∗
.
From Proposition 7.2, 2), the ranks of both sheaves above are equal. Hence the above inclusion
is an isomorphism. ✷
We have now two a priori distinct sl2-structures on τ
∗F˜ ′: the one is positive, associated to
d+ in Proposition-Definition 5.6, and the other one is negative, associated to d− in Proposition-
Definition 7.4. They give rise to two bigraded sheaves of modules
GrW•(τ
∗F˜ ′) =
⊕
(p,q)
Grp,qW•(τ
∗F˜ ′) , (7.25)
GrW ′•(τ
∗F˜ ′) =
⊕
(p,q)
Grp,q
W ′•
(τ∗F˜ ′) . (7.26)
These two bigradings are related as follows.
Corollary 7.6 1) For every n ∈ {0, 1, . . . , 2(lΓ − 1)}, there is a natural perfect pairing
Wn/Wn+1 ×W ′n/W
′
n−1 −→ OTpi (7.27)
inducing the perfect pairing of graded sheaves
GrW•(τ
∗F˜ ′)×GrW ′•(τ
∗F˜ ′) −→ OTpi . (7.28)
This gives rise to the duality isomorphism
GrW•(τ
∗F˜ ′) ∼=
(
GrW ′•(τ
∗F˜ ′)
)∗
. (7.29)
2) The pairing in (7.28) induces pairings of the bigraded sheaves
Grp,qW•(τ
∗F˜ ′)×Grp
′,q′
W ′•
(τ∗F˜ ′) −→ OTpi
which are identically zero, unless p′ = q and q′ = p and in that case the pairing
Grp,qW•(τ
∗F˜ ′)×Grq,pW ′•(τ
∗F˜ ′) −→ OTpi
is perfect. In particular, the duality isomorphism in (7.29) is a “braided” isomorphism
of bigraded sheaves, i.e. the isomorphism in (7.29) maps Grp,qW•(τ
∗F˜ ′) isomorphically
onto
(
Grq,p
W ′•
(τ∗F˜ ′)
)∗
.
Proof. Applying Proposition 7.5 to n and n + 1 one deduces the perfect pairing asserted in
(7.27). Putting these pairings together for all n yields the perfect pairing in (7.28).
The part 2) follows from the first part and the definitions of graded sheaves Grp,qW•(τ
∗F˜ ′)
(resp. Grp
′,q′
W ′•
(τ∗F˜ ′)) in Proposition-Definition 5.6, 3) (resp. Proposition-Definition 7.4, 3)).
✷
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§ 8 Stratification of Tπ
In this section we use the morphism d+ defined in (4.26) for geometric purposes. Throughout
this section we fix an admissible component Γ in Cr(L, d) and assume that it is not quasi-
abelian (see Definition 3.20). As before Tπ denotes the relative tangent bundle of J˘Γ over
Γ˘.
§ 8.1 Linear stratification of Tπ
This stratification arises, when we consider the morphism d+ written as in (4.75). For every
p ∈ {0, . . . , lΓ − 2} set
d+p : Tπ −→ Hom(H
p ,Hp+1 ) (8.1)
to be the p-th component of d+ and define
T (p)π = ker(d
+
p ) . (8.2)
The following result gives some basic properties of these subsheaves.
Lemma 8.1 For every p ∈ {0, . . . , lΓ − 2} the following holds
1) T
(p)
π ⊂ T
(p+1)
π ,
2) T
(lΓ−2)
π 6= Tπ .
Proof. Let v be a local section of T
(p)
π . From Remark 4.3 it follows that a local section v˜ of H˜
lifting M−1(v), where the isomorphism M is as in (4.23), is subject to the following property
D+p (v˜) = 0. (8.3)
This implies that the multiplication by v˜ preserves the subsheaf H˜−p−1 of the filtration H˜−•
in (1.30). From the definition of this filtration in (1.24) one deduces that the multiplication
by v˜ preserves H˜−q, for all q ≥ p+ 1. This in turn is equivalent to
D+q (v˜) = 0, ∀q ≥ p .
Using Remark 4.3 once again, we obtain
d+q (v) = D
+
q (v˜) = 0, ∀q ≥ p .
Hence v is a local section of T
(q)
π , for all q ≥ p, yielding the inclusion
T (p)π ⊂ T
(p+1)
π .
This proves the first assertion of the lemma. To see the second one we assume the equality
T
(lΓ−2)
π = Tπ. Then the argument of the proof of the first part implies that the multiplication
by any local section of H˜ preserves H˜−lΓ+1. But this means that the filtration in (1.30)
stabilizes at H˜−lΓ+1. This contradicts the fact that the length of the filtration is lΓ. ✷
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We switch now to the geometric point of view of bundles over J˘Γ: the subsheaves T
(p)
π in
the above lemma correspond to proper subschemes of Tπ. We denote them by T
(p)
π . Then the
inclusions in Lemma 8.1, 1), give the stratification
T (0)π ⊂ T
(1)
π ⊂ · · · ⊂ T
(lΓ−2)
π ⊂ T
(lΓ−1)
π = Tπ (8.4)
which we refer to as linear stratification of Tπ.
Remark 8.2 An admissible component Γ is simple (Definition 3.22) if and only if the stratum
T
(0)
π is the zero-section of Tπ. More generally, if τΓ is the Torelli index of Γ, then
T (0)π = · · · = T
(τΓ−1)
π
is the zero-section of Tπ.
In the extreme case of Γ, being subject to the strong Torelli property (see Definition 4.20),
the linear filtration is reduced to
T (0)π = T
(lΓ−2)
π ⊂ Tπ ,
where T
(0)
π is the zero-section of Tπ.
§ 8.2 sl2-stratification of Tπ
In this subsection we use sl2-structures discussed in §5 to produce a “non-linear” stratification
of Tπ.
From the assumption that Γ is not quasi-abelian it follows that the sheaf GΓ is non-zero.
We know that its pullback τ∗GΓ comes along with two distinguished sections d
±
⋄ . From §7
they are exchanged by the involution of taking the adjoint and their sl2-structures are related
via orthogonality. So it will be enough to consider one of them, say d+⋄ . Considering the
natural (defining) representation of GΓ on F˜
′, we view d+⋄ as an endomorphism of τ
∗F˜ ′
d+⋄ : τ
∗F˜ ′ −→ τ∗F˜ ′ (8.5)
and consider its kernel
K+ := ker(d+⋄ ) . (8.6)
From the point of view of sl2-representations this subsheaf parametrizes the highest weight
vectors. Hence the importance of this subsheaf.
Since d+⋄ is of degree 1 with respect to the orthogonal decomposition of τ
∗F˜ ′ in (5.38) its
kernel inherits this decomposition, i.e. we have
K+ =
lΓ−1⊕
p=0
(K+)p , (8.7)
where (K+)p = τ∗Hp
⋂
K+. Furthermore, the weight filtration W• defined by d+⋄ (see
Proposition-Definition 5.6, 1)) restricts to each summand (K+)p and hence produces the
weight filtration
(K+)p = (K+)p,[0] ⊃ (K+)p,[1] ⊃ . . . ⊃ (K+)p,[2(lΓ−1)] ⊃ (K+)p,[2lΓ−1] = 0 , (8.8)
where (K+)p,[m] = (K+)p
⋂
Wm. The properties of sl2-representations allow us to be more
precise about the form of these filtrations.
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Lemma 8.3 The weight filtration (K+)p,[•] has the following form
(K+)p = (K+)p,[lΓ−1] ⊃ (K+)p,[lΓ] ⊃ . . . ⊃ (K+)p,[p+lΓ−1] ⊃ (K+)p,[p+lΓ] = 0 . (8.9)
Proof. Take the pullback (η+1 )
∗(K+)p and examine the weights of s0 on it.29 Since (K+)p is
generated by highest weight vectors of the representation of the sl2-triple {s
+, s0, s−}, these
weights must be positive. On the other hand from Lemma 5.1 it follows that the weights of
s0 on the summand (τ+)∗Hp in (5.30) are at most p. Keeping in mind the shift convention
we deduce
(K+)p ⊂ W lΓ−1 and (K+)p,[m] = 0, ∀m ≥ p+ lΓ .
Hence the assertion of the lemma. ✷
The orthogonal decomposition (8.7) together with the weight filtration in (8.9) give rise to
the associated bigraded sheaf of modules
GrW•(K
+) =
lΓ−1⊕
p=0

p+lΓ−1⊕
q=lΓ−1
Grp,qW•(K
+)

 , (8.10)
where Grp,qW•(K
+) = (K+)p,[q]/(K+)p,[q+1]. Thus , for every (p, q) occurring in (8.10), the
bigraded sheaf Grp,qW•(K
+) parametrizes the highest weight vectors of weight (q − lΓ + 1)
(shifting convention) which are located in the p-th summand of the orthogonal decomposition
in (5.38). Equivalently, Grp,qW•(K
+) parametrizes irreducible sl2-representations of weight
(q − lΓ + 1) which are contained in the range [p − q + lΓ − 1, p] of the grading in (5.38).
Hence the bigraded sheaf encapsulates the decomposition of (τ+)∗F˜ ′ into the direct sum of
isotypical irreducible sl2-submodules, with the additional feature of keeping track of where
these submodules are located with respect to the grading of (τ+)∗F˜ ′ in (5.30).
With the representation theoretic meaning of the bigraded sheaf GrW•(K
+) clarified, we
turn to its geometric aspect. Namely, we use the decomposition in (8.10) to stratify Tπ
according to the ranks of its bigraded summands. To do this we need some notation.
For a point ([Z], [α], v) ∈ Tπ, we denote as before d
+(v) to be the value of d+⋄ at ([Z], [α], v)
and set
K+(v) = ker(d+(v)) =
lΓ−1⊕
p=0
(K+)p(v) (8.11)
to be the fibre of K+ as well as of its orthogonal summands (K+)p’s at ([Z], [α], v). Anal-
ogously, W•(v) will denote the fibre of W• at ([Z], [α], v). This is the weight filtration of
F˜ ′([Z]) associated to the nilpotent endomorphism d+(v). Set
Grp,qW•(v)(K
+(v)) = (K+)p,[q](v)/(K+)p,[q+1](v) (8.12)
to be the associated bigraded vector spaces, where (K+)p,[q](v) = (K+)p(v)
⋂
Wq(v).
29we use the notation of §5.2, Proposition 5.5.
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Remark 8.4 The representation theoretic meaning of these spaces is quite transparent: it
parametrizes irreducible sl2-modules of weight (q−lΓ+1) which are contained in the submodule
p⊕
k=p−q+lΓ−1
Hk([Z], [α]) ⊂ F˜ ′([Z]) =
lΓ−1⊕
k=0
H([Z], [α]) .
The sl2-action on F˜
′([Z]) is the one given by an sl2-triple in h
0(d+(v)), the fibre of h0(d+)
in (5.22) lying over ([Z], [α], v). If {d+(v), h, y} is such an sl2-triple, then the above can be
stated as follows.
Define the subspace
Mp(v, h) =
⊕
k≥0
yk
(
(K+)p(v)
)
of F˜ ′([Z]) and observe that it is invariant under the action of {d+(v), h, y}. Thus it is an
sl2-submodule of F˜
′([Z]) contained in H˜−p−1([Z], [α]). Also set S
n = Symn(C2) to be the
standard irreducible sl2-module of weight n, then we have a (non-canonical) isomorphism
Grp,qW•(v)(K
+(v)) ∼= Homsl2(S
q−lΓ+1,Mp(v, h)) , (8.13)
where Homsl2 is the Hom-functor in the category of sl2-modules.
Using the notation in (8.12) we set
µqp(v) = dim
(
Grp,lΓ−1+qW•(v) (K
+(v))
)
, 0 ≤ q ≤ p ≤ lΓ − 1 . (8.14)
From (8.13) it follows that these integers are the multiplicities of irreducible sl2-submodules
of F˜ ′([Z]) having the weight q and contained in the range [p− q, p] of the grading
F˜ ′([Z]) =
lΓ−1⊕
m=0
Hm([Z], [α]) .
We arrange the integers µqp(v) in lΓ × lΓ upper triangular matrix
M(v+) = (M(v+)qp) (8.15)
with zeros below the main diagonal, i.e. M(v+)qp = µqp, ∀0 ≤ q ≤ p ≤ lΓ− 1 and M(v
+)qp =
0, ∀0 ≤ p < q ≤ lΓ − 1.
Definition 8.5 The matrix M(v+) in (8.15) will be called the multiplicity matrix of d+ at
([Z], [α], v) or, simply, d+-multiplicity matrix of ([Z], [α], v). Its entries in the upper triangle
will be called the d+-multiplicities of ([Z], [α], v). (If no ambiguity is likely we omit the refer-
ence to ([Z], [α]) in the above terminology and simply speak about d+-multiplicity matrix and
d+-multiplicities of v).
Proposition 8.6 Let Γ be an admissible component in Cr(L, d) and assume it is not quasi-
abelian. Let Tπ be the relative tangent bundle of the natural projection
π : J˘Γ −→ Γ˘ .
Then Tπ admits a partition into a finite union of locally closed subsets on each of which the
multiplicity matrix of d+ in (8.15) is constant.
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Proof. The finiteness follow from the fact that the set of matrices in (8.15) is finite. Indeed,
all the matrix entries M(v+)qp are non-negative and
Mp(v+) :=
p∑
q=0
M(v+)qp =
p∑
q=0
µqp = dim((K
+)p(v)) ≤ rk(Hp) = hpΓ . (8.16)
Next we turn to defining the strata of the asserted partition. For this consider the strati-
fication of Tπ according to the rank of K
+:
Tπ = T
1
π ⊃ T
2
π ⊃ . . . ⊃ T
d′Γ−1
π ⊃ T
d′Γ
π ⊃ T
d′Γ+1
π = ∅ , (8.17)
where d′Γ = rk(F˜
′) and where each stratum T sπ , set theoretically, is defined as follows
T sπ =
{
([Z], [α], v) ∈ Tπ| dim(K
+(v)) = d′Γ − rk(d
+(v)) ≥ s
}
. (8.18)
Thus (8.17) is the stratification of Tπ by the degeneracy loci of the morphism d
+
⋄ in (8.5) and
each stratum is a closed subscheme of Tπ which we consider with its reduced structure.
For every locally closed part
◦
T sπ = T
s
π \ T
s+1
π
which is non-empty, consider the set Irr(
◦
T sπ) of its irreducible components. For every compo-
nent Σs ∈ Irr(
◦
T sπ) the restriction K
+⊗OΣs is a locally free sheaf of rank s. The components
in Irr(
◦
T sπ) will be called admissible strata of rank s.
Choose an admissible stratum Σs of rank s. In view of the orthogonal decomposition of
K+ in (8.7) the summands (K+)p ⊗OΣs are locally free, whenever they are non-zero. Setting
kp(Σs) = rk((K+)p ⊗OΣs) , (8.19)
we obtain the vector
c(Σs) = (k0(Σs), k1(Σs), . . . , klΓ−1(Σs)) . (8.20)
This is a composition of s, i.e.
|c(Σs)| =
lΓ−1∑
p=0
kp(Σs) = s (8.21)
Thus we obtain a map
c : Irr(
◦
T sπ) −→ ClΓ(s) , (8.22)
where ClΓ(s) is the set of compositions of s having lΓ parts (the parts here are allowed to be
zero).
Let K = (k0, k1, . . . , klΓ−1) be a composition lying in the image of the map c in (8.22)
and let Σs be an admissible stratum of rank s with c(Σs) = K. We can now stratify such
a Σs according to the ranks of the subsheaves (K+)p,[lΓ−1+q] ⊗ OΣs of the filtration in (8.9)
restricted to Σs, for q = 0, . . . , p, i. e. Σs can be partitioned into the disjoint union of locally
closed strata on each of which the ranks of the sheaves (K+)p,[lΓ−1+q] ⊗OΣs are constant for
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all 0 ≤ q ≤ p ≤ lΓ − 1. This in turn implies that on these strata the ranks of the quotient
sheaves
Grp,lΓ−1+qW• (K
+) = (K+)p,[lΓ−1+q]/(K+)p,[lΓ+q]
are constant for all 0 ≤ q ≤ p ≤ lΓ − 1. These ranks arranged in an upper triangular matrix
yield the d+-multiplicity matrices which are constant on each of these strata. ✷
Remark 8.7 1) For every point ([Z], [α], v) ∈ Tπ the endomorphism d
+(v) annihilates the
summandHlΓ−1 and the subspace c˜ of H˜([Z], [α]) = H0([Z], [α]) described in Proposition
3.6. This implies that
T sπ = Tπ ,
for all s ≤ hlΓ−1Γ + rk(CΓ), where h
lΓ−1
Γ = rk(H
lΓ−1).
2) A component Γ is simple (Definition 3.22) if and only if the stratum T
d′Γ
π is the zero
section of Tπ (this is seen by combining Corollary 4.15 and Proposition 4.13).
3) The strata in Proposition 8.6 are indexed by d+-multiplicity matrices (Definition 8.5).
Given such a matrix, say A = (Aqp), denote by Σ(A) a stratum of Tπ on which the
d+-multiplicity matrix is constant and equals the matrix A. From this matrix we can
read off the following:
a) the ranks of the bigraded summands of the bigraded sheaf GrW•(K
+) ⊗ OΣ(A) in
(8.10), i.e.
rk(Grp,lΓ−1+qW• (K
+)⊗OΣ(A)) = Aqp ,
for all 0 ≤ q ≤ p ≤ lΓ − 1.
b) The rank of the stratum Σ(A) (see the proof of Proposition 8.6) which is given by
|A| =
∑
q,pAqp, the sum of all entries of A, i.e. one has an inclusion
Σ(A) ⊂
◦
T
|A|
π = T
|A|
π \ T
|A|+1
π .
c) The composition c(Σ(A)) (see (8.20)) or, equivalently, the ranks of the sheaves
(K+)p ⊗OΣ(A), for p = 0, 1, . . . , lΓ − 1:
kp(Σ(A)) = rk((K+)p ⊗OΣ(A)) =
∑
q
Aqp .
The d+-multiplicity matrix A of a stratum Σ(A) can be viewed as a bigraded version of
the Hilbert vector hΓ (see Lemma 1.3) of the admissible component underlying Σ(A).
The passage from the d+-multiplicity matrix A to the composition
c(Σ(A)) = (k0(Σ(A)), . . . , klΓ−1(Σ(A))
gives the obvious inequalities
kp(Σ(A)) ≤ hpΓ, ∀0 ≤ p ≤ lΓ − 1 .
Furthermore, klΓ−1(Σ(A)) = hlΓ−1Γ and the other inequalities are strict unless Σ(A) is
contained in one of the “linear” strata T
(p)
π of Tπ described in (8.4).
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Let MlΓ(Z+) be the semi-ring of lΓ × lΓ-matrices with non-negative integer coefficients
and let B+lΓ(Z+) the subset of MlΓ(Z+) consisting of upper triangular matrices. The result of
Proposition 8.6 suggests the following terminology.
Definition 8.8 A matrix A in B+lΓ(Z+) is called admissible if there is a stratum in Proposition
8.6, whose d+-multiplicity matrix is A. The set of all admissible matrices in B+lΓ(Z+) will be
denoted by B+admlΓ (Z+).
Remark 8.9 Replacing d+⋄ by d
−
⋄ gives us the kernel
K− = ker(d−⋄ ) =
lΓ−1⊕
p=0
(K−)p . (8.23)
Using the filtration W ′• in (7.23) and keeping in mind that the weights of the negative sl2-
structure are distributed in the same way as for the positive one (see Proposition 7.3) , we
obtain the following induced filtration on each summand (K−)p
0 = (K−)[p−1],p ⊂ (K−)[p],p ⊂ (K−)[p+1],p ⊂ · · · ⊂ (K−)[lΓ−1],p = (K−)p , (8.24)
where (K−)[m],p = (K−)p
⋂
W ′m. This leads to the associated bigraded sheaf of modules
GrW ′•(K
−) =
lΓ−1⊕
p=0
(
lΓ−1⊕
q=p
Grq,p
W ′•
(K−)
)
. (8.25)
Considering all the above at a point ([Z], [α], v) of Tπ, gives us bigraded modules
GrW ′•(v)(K
−(v)) =
lΓ−1⊕
p=0
(
lΓ−1⊕
q=p
Grq,p
W ′•(v)
(K−(v))
)
,
for every vertical tangent vector v in Tπ([Z], [α]), the fibre of Tπ over ([Z], [α]) ∈ J˘Γ.
Similar to d+(v) we set
µ′qp(v) = dim(Gr
q,p
W ′•(v)
)(K−(v))) (8.26)
and call these numbers d−-multiplicities of v. As in (8.15) we arrange them in a matrix, but
this time the lower triangular one,
M(v−) = (M(v−)qp) (8.27)
with M(v−)qp = µ
′
qp(v), for all 0 ≤ p ≤ q ≤ lΓ − 1, and zeros above the main diagonal.
The matrix M(v−) will be called the multiplicity matrix of d− at ([Z], [α], v) or, simply, d−-
multiplicity matrix of v.
Using bilinear pairings in Proposition 7.3 together with properties of sl2-representations it
is not difficult to see that d−- and d+-multiplicities of v are related as follows
µ′qp(v) = µ(lΓ−1−q)(lΓ−1−q+p) , (8.28)
for all 0 ≤ p ≤ q ≤ lΓ − 1.
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We will now give an alternative description of the stratification in Proposition 8.6. It is
based on the well-known correspondence between nilpotent elements of sln(C) and partitions
of n. Recall that given a nilpotent element x in sln(C) one assigns to it the partition of n
by taking the Jordan form of x and arranging the sizes of its Jordan blocks in the decreasing
order. In our situation to every point ([Z], [α], v) in Tπ we assign the nilpotent element d
+(v)
of the Lie algebra GΓ([Z], [α]). Using the defining representation of GΓ([Z], [α]) on F˜
′([Z])
we view d+(v) as a nilpotent element of sl(F˜ ′([Z])) and we let λ(v) to be the partition of
d′Γ = rk(F˜
′) associated to it. Below we show that this partition is completely determined by
the d+-multiplicity matrixM(v+) in (8.15). To do this we introduce some additional notation.
Given the matrix M(v+) we assign partitions to its column vectors by setting
λ(p)(v) = (1µ0p(v)2µ1p(v) . . . (p+ 1)µpp(v)), for p = 0, . . . , lΓ − 1 , (8.29)
where the notation mk means that the part m occurs in a given partition k times.30
Lemma 8.10 The partition λ(v) corresponding to d+(v) is the union of partitions λ(p)(v)’s
in (8.29)
λ(v) =
lΓ−1⋃
p=0
λ(p)(v) (8.30)
(recall: the union λ ∪ µ of two partitions is defined by the partition whose parts are those of
λ and µ, arranged in the decreasing order).
Proof. Observe that for every p = 0, 1, . . . , lΓ−1, the partition λ(p)(v) records the dimensions
of the summands of the graded module
GrW•(v)((K
+)p(v)) =
p⊕
q=0
Grp,lΓ−1+qW•(v) (K
+(v)) . (8.31)
We claim that this module contributes to the Jordan form of d+(v) the Jordan blocks of
sizes prescribed by the partition λ(p)(v). Indeed, from the properties of sl2-representations
it follows that the summand Grp,lΓ−1+qW•(v) (K
+(v)) parametrizes irreducible sl2-submodules of
F˜ ′([Z]) of weight q whose highest weight vectors are contained in Hp([Z], [α]). Each such
submodule contributes a Jordan block of size (q + 1) in the Jordan form of d+(v). Hence we
have µqp(v) = dimGr
p,lΓ−1+q
W•(v) (K
+(v)) Jordan blocks of size (q + 1). Varying q from 0 to p
gives Jordan blocks of the Jordan form of d+(v) prescribed by the partition λ(p)(v). Varying
p from 0 to lΓ − 1 gives all Jordan blocks in the Jordan form of d
+(v). ✷
The following lemma records some properties of the partitions λ(p)(v)’s.
Lemma 8.11 The partitions λ(p)(v), for p = 0, . . . , lΓ − 1, are subject to the following prop-
erties.
30one calls k the multiplicity of the part m in a partition; for this and other standard notation and facts
about partitions our reference is [Mac].
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1) λ(p)(v) = (1µ0p(v)2µ1p(v) . . . (p + 1)µpp(v)). Its weight
∣∣λ(p)(v)∣∣ (the sum of all its parts)
and its length l(λ(p)(v)) (the number of parts) are as follows
∣∣∣λ(p)(v)∣∣∣ = p∑
q=0
(q + 1)µqp(v), l(λ
(p)(v)) =
p∑
q=0
µqp(v) = dim((K
+)p(v)) .
2) The components hpΓ, for p ≤ lΓ−1, of the Hilbert vector hΓ (see Lemma 1.3 for definition)
of Γ are as follows
hpΓ =
∑
t≥p
t∑
s=t−p
µst(v) =
∑
t≥p
(λ(p)(v))′t−p+1 ,
where λ′ denotes the partition conjugate of a partition λ.
3)
∑lΓ−1
p=0
∣∣λ(p)(v)∣∣ = d′Γ where d′Γ is the rank of F˜ ′.
Proof. The part 1) is the definition of λ(p)(v) and all the formulas follow directly from it. The
part 3) is a consequence of Lemma 8.10. To see part 2) we use the diagrammatic representation
of partitions following the convention of [Mac].
Consider the vertical levels numbered from left to right by integers {0, . . . , lΓ − 1}. This
should be thought as a visualization of the orthogonal decomposition of F˜ ′ in (4.4). Place the
diagram λ(t)(v) so that its first column is at the vertical level labeled by t. Reflect the diagram
with respect to this level (the rows of the reflected diagram now go from the right, starting at
the level t, to the left). The value hpΓ, which is the rank of H
p, has now the following pictorial
description: it is the total number of boxes of the reflected diagrams which one finds on the
level p. It is clear that such boxes are contributed by the rows of the partitions λ(t)(v)’s, for
t ≥ p, which arrive to the level p. Hence, for t ≥ p, the contribution of λ(t)(v) is given by
parts which are ≥ (t− p+ 1). This gives the first equality in 2).
The second equality in 2) is an obvious transposition: the boxes of rows of λ(t)(v) (t ≥ p)
counted above form the (t− p+1)-st column of λ(t)(v) or, equivalently, the (t− p+1)-st row
of the transposed partition (λ(t)(v))′. ✷
The partition λ(v) corresponding to d+(v) reflects the presence of grading given by the
orthogonal decomposition of F˜ ′ in (4.4). So it will be useful to formalize some of the properties
of λ(v) by a notion of graded partition.
Definition 8.12 Let n be a positive integer and let
−→
h = (h0, . . . , hl−1) be a composition of n
whose parts hp are positive for all p ∈ {0, . . . , l−1}. A partition λ of n is said to be
−→
h -graded,
if a sequence of partitions {λ(p)}p=0,...,l−1 is given such that
a) λ =
⋃l−1
p=0 λ
(p) ,
b) the diagram of each partition λ(p) is contained in the diagram of the partition ((p+1)hp),
which is an hp × (p+ 1) rectangle.
The set of all
−→
h -graded partitions of n will be denoted by Pn(
−→
h ).
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Remark 8.13 The partition λ(v) associated to d+(v) comes together with the sequence of
partitions {λ(p)(v)}p=0,...,lΓ−1 defined in Lemma 8.11, 1). Taking the integer d
′
Γ and its com-
position
−→
h′Γ = (h
0
Γ, . . . , h
lΓ−1
Γ ), and using Lemmas 8.10, 8.11, we obtain the conditions a) and
b) of Definition 8.12. Thus the partitions λ(v) belong to Pd′Γ(
−→
h′Γ) and the assignment of λ(v)
to ([Z], [α], v) ∈ Tπ defines a map
Tπ −→ Pd′Γ(
−→
h′Γ) . (8.32)
The image of this map will be denoted by P ad′Γ
(
−→
h′Γ) and its elements will be called admissible
−→
h′Γ-graded partitions of d
′
Γ.
From Lemma 8.10 it follows that we have a bijection between the set of admissible par-
titions P ad′Γ
(
−→
h′Γ) and the set of admissible matrices B
+adm
lΓ
(Z+) defined in Definition 8.8. In
particular, given an admissible graded partition λ ∈ P ad′Γ
(
−→
h′Γ), we denote by Mλ the corre-
sponding admissible matrix. In view of this identification Proposition 8.6 can be reformulated
as follows.
Proposition 8.14 Let Γ and Tπ be as in Proposition 8.6. Then there is a stratification of
Tπ given by the finite union of locally closed sets T
λ
π indexed by the admissible partitions
λ ∈ P ad′Γ
(
−→
h′Γ). Each stratum T
λ
π parametrizes points ([Z], [α], v) of Tπ for which the Jordan
form of d+(v) is constant and prescribed by the partition λ. This stratum is the same as the
one in Proposition 8.6 and it is labeled by the d+-multiplicity matrix Mλ.
Corollary 8.15 There is a unique stratum T λπ in Proposition 8.14, which is a non-empty
Zariski open subset of Tπ. The corresponding partition in P
a
d′Γ
(
−→
h′Γ) will be denoted by λΓ and
the corresponding d+-multiplicity matrix MλΓ will be denoted by MΓ.
Proof. This follows immediately from the irreducibility of Tπ. ✷
§ 9 Configurations and theirs equations
In previous sections we have seen how the nilpotent elements of GΓ, given by the values of
morphisms d± (see (4.26) and (4.35)), give rise to very rich algebraic and geometric structures
on J(X;L, d) (to be more precise on the relative tangent sheaf Tπ). These are sl2-structures in
§§5,6 and the stratification in §8 respectively. However, it is not clear yet that these nilpotent
elements are useful for elucidating the properties of configurations on X, as it is the case
with central elements of CΓ, the center of G˜Γ (see, for example, Corollary 3.13, Theorem
3.16). This section addresses this question and it can be viewed as a concrete application of
the theory developed so far. Namely, we show how to use sl2-subalgebras associated to the
nilpotent elements, given by the values of morphisms d±, to write down equations defining
configurations arising from geometric considerations.
The way to produce these equations is somewhat evocative of the classical method of Petri,
which gives explicit equations of hypersurfaces of degree 2 (quadrics) and 3 (cubics) through
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a canonical curve.31 We also give explicit equations for hypersurfaces (of all degrees) passing
through a given configuration. The equations, in general, might be quite complicated and not
very illuminating. What is essential and different in our approach is that the main ingredient
in getting those equations is representation theoretic. Namely, we exploit the decomposition of
the space of functions on a configuration into the irreducible sl2-submodules under the action
of sl2-subalgebras, associated to the nilpotent elements of GΓ defined by the values of d
±.
This point of view on obtaining equations of projective embeddings, to our knowledge, is new
and seems to be quite fruitful for gaining insight into projective properties of configurations
of points on surfaces, geometry of curves on surfaces and surfaces themselves (see §§§9.4, 9.5,
9.6).
§ 9.1 Geometric set-up
In this subsection we recall a geometric context of our constructions. Let Γ be a component
in Cradm(L, d) and let ([Z], [α]) be a point in J˘Γ (see §1.7 for notation). This gives a short
exact sequence of sheaves on X
0 //OX //E[α] //IZ(L) //0 (9.1)
corresponding to the extension class α ∈ Ext1Z = Ext
1(IZ(L),OX), where IZ is the sheaf of
ideals of Z on X. The sheaf E[α] sitting in the middle of (9.1) is locally free of rank 2 with
Chern classes
c1(E[α]) = L and c2(E[α]) = d . (9.2)
From (9.1) it follows that E[α] comes with a distinguished global section which we call e.
This is the image of 1 ∈ H0(OX) under the monomorphism in (9.1). The epimorphism in that
sequence can be now identified with the exterior product with the section e, i.e. the sequence
(9.1) can be alternatively viewed as the Koszul sequence for the pair (E[α], e)
0 //OX
e //E[α]
∧e //IZ(L) //0 . (9.3)
We will now give a description of the space Ext1Z in terms of geometry related to (E[α], e).
For this we assume that it has another global section, say e′, such that the subscheme
C = (e ∧ e′ = 0) (9.4)
is a smooth irreducible curve.32 This situation is given by the following exact sequence of
sheaves
0 //OX ⊕OX
(e,e′) //E[α] //OC(L|C − Z)
//0 , (9.5)
where Z and L|C , the restriction of L to C, are viewed as divisors on C.
Lemma 9.1 Let (E[α], e), Z, and C be as above and assume X to be a regular surface, i.e.
the irregularity q(X) = h1(OX) = 0. Then one has the following.
1) The restriction of sections e, e′ to C give rise to two sections s, s′ of the line bundle
OC(Z) on C. The subspace P (s, s
′) of H0(OC(Z)) spanned by these sections generates
OC(Z), i.e. the linear pencil |P (s, s
′)| on C is base point free.
31see e.g., Mumford’s survey, [Mu], and the references therein for more details.
32this holds if E[α] is, for example, generated by its global sections.
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2) There is a natural identification
Ext1Z
∼= H0(OC(Z))/Cs . (9.6)
Proof. Taking the restriction of the sequence in (9.5) to C gives the sequence
0 //OC(Z) //E[α] ⊗OC //OC(L|C − Z)
//0 (9.7)
from which it follows that the monomorphism in (9.5) factors through OC(Z). Furthermore,
the resulting morphism
OX ⊕OX −→ OC(Z)
is surjective. Denoting the image of (1, 0) ∈ H0(OX )⊕H
0(OX) (resp. (0, 1)) by s (resp. s
′),
we obtain the first part of the lemma.
The second part can be seen as follows. Put together the Koszul sequence in (9.3) and
the sequence (9.5) to obtain the following commutative diagram
0 // OX
e //

E[α]
∧e // IZ(L) //

0
0 // OX ⊕OX

(e,e′) // E[α] // OC(L|C − Z)
// 0
OX
(9.8)
This yields the following short exact sequence
0 //OX
w //IZ(L) //OC(L|C − Z)
//0 , (9.9)
where w = e ∧ e′ is viewed as a section of OX(L) defining the curve C.
Tensoring with the canonical bundle OX(KX) of X we obtain
0 //OX(KX)
w //IZ(L+KX) //OC(L+KX)⊗OC(−Z) //0 . (9.10)
By the adjunction formula OC(L + KX) = ΩC is the canonical bundle of C, so the last
sheaf in (9.10) is ΩC ⊗ OC(−Z). With this in mind we consider the long exact sequence of
cohomology groups of (9.10) to obtain
0 //H1(IZ(L+KX)) //H
1(ΩC ⊗OC(−Z)) //H
2(OX(KX)) //0 ,
where the injectivity on the left is the assumption of X being regular and the surjectivity on
the right comes from our basic vanishing conditions on OX(L) in (1.3). Dualizing this last
sequence and using Serre duality give the following
0 Ext1Z
oo H0(OC(Z))oo H
0(OX )oo 0 ,oo (9.11)
where the injection on the right is given by the multiplication by the section s of OC(Z)
defined in the part 1) of the lemma. This yields the asserted identification
Ext1Z
∼= H0(OC(Z))/Cs . ✷
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From the identification (9.6) it follows that a point ([Z], [α]) in J˘Γ with the sheaf E[α]
subject to the hypothesis of Lemma 9.1 is equivalent to the following geometric set-up:
1) a smooth irreducible curve C in the linear system |L| together with a line bundle OC(D)
2) A flag [s] ∈ |P (s)| ⊂ |OC(D)| in the linear system of OC(D) subject to the following
properties:
(i) s is a global section of OC(D) such that (s = 0) = Z
(ii) |P (s)| is a base point free linear pencil such that the line P (s)/Cs inH0(OC(D))/Cs
corresponds to the line Cα in Ext1Z under the isomorphism in Lemma 9.1.
Equivalently, these data defines the morphism
κC : C −→ P(H
0(OC(D))
∗) (9.12)
together with a pencil |P (s)| of hyperplanes with the one, Hs, corresponding to s. In partic-
ular, the morphism κ([Z], [α]) in (1.32) is nothing but the restriction κC |Z of κC to Z
κC |Z : Z −→ Hs = P(
(
H0(OC(D))/Cs
)∗
) (9.13)
together with the explicit identifications
H˜([Z], [α]) =
{ γ
α
∣∣∣ γ ∈ Ext1Z} =
{
t
s′
(mod IZ)
∣∣∣∣ t ∈ H0(OC(D))
}
= H0(OC(D))/Cs , (9.14)
where s′ is a lifting to H0(OC(D)) of the generator of the line P (s)/Cs corresponding to α
under the isomorphism in Lemma 9.1, 2), and IZ stands for the ideal of rational functions
on C vanishing on Z. The first equality in (9.14) comes from (1.36), while the second comes
from the isomorphism in Lemma 9.1, 2).
The identifications in (9.14) allow us to view the symmetric algebra S•(H˜([Z], [α])) as the
ring of (non-homogeneous) polynomials on (H0(OC(D))/Cs)
∗, while the filtration H˜−•([Z], [α])
contains all the information about the quotient of this polynomial ring by the ideal of poly-
nomials vanishing on Z ′, the image of Z under the morphism κC |Z in (9.13). Hence the
relevance of our filtration H˜−• in (1.30) to the morphism κC in (9.12) and to the geometry
of curves on X.
Remark 9.2 One can go from the geometric set-up above to the bundle (of rank 2) point
of view by taking a two dimensional subspace P of H0(OC(D)) such that the corresponding
linear subsystem |P | of |OC(D)| is base point free. This is done by looking at the morphism
of sheaves on X
P ⊗OX −→ OC(D) . (9.15)
The kernel of this morphism is a sheaf of rank 2 on X and the surjectivity in (9.15) guaranties
that the kernel, call it S, is locally free. Thus we have a short exact sequence
0 // S // P ⊗OX // OC(D) // 0 , (9.16)
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whose dual is the sequence analogous to the one in (9.5). In particular, the dual S∗ of S
is a locally free sheaf on X having rank 2 and the Chern invariants L and d = deg(D).
Furthermore, it comes with a distinguished two-dimensional subspace P ∗ of sections.
There seem to be an incongruity here, since taking a pair (S∗, P ∗) and going back to the
geometric set-up, the space P ∗ is identified with a subspace of H0(OC(D)) which should be
the one we started with. However, this space is P . This seeming contradiction is settled by
the fact that dim(P ) = 2 and P ∗ can be identified with P upon choosing an isomorphism∧2 P ∼= C.
The construction of the vector bundle S in (9.15) is a two-dimensional analogue of Lazars-
feld’s construction in [Laz] and in Tyurin’s work, [Ty]. In this two dimensional form it also
was used by Donagi and Morrison in [D-Mo].
§ 9.2 sl2-basis of H0(OZ′)
Let Γ be a component of Cradm(L, d) and assume it to be simple (Definition 3.22). From §3,
Theorem 3.26, it follows that this assumption is inessential and we make it to simplify the
discussion only.
Let ([Z], [α]) be a point of J˘Γ and consider the filtration H˜−• in (1.30) at ([Z], [α]). We
know that in the resulting filtration H˜−•([Z], [α]) of H
0(OZ) the subspace H˜−lΓ([Z], [α]) is
a subring and, by Corollary 2.3, it depends on [Z] only. This subspace is isomorphic to the
space of functions on Z ′, the image of Z under the morphism
κ([Z], [α]) : Z −→ Z ′ ⊂ P(H˜([Z], [α])
∗
) (9.17)
in Remark 1.4, (1.32), i.e. one has
H0(OZ′) ∼= H˜−lΓ([Z], [α]) ⊂ H
0(OZ) , (9.18)
where the isomorphism is given by the pullback κ∗([Z], [α]).
We aim at writing down equations defining the image Z ′ in the projective space
P(H˜([Z], [α])
∗
). The main ingredient of our approach is representation theoretic. It consists
of using our Lie algebraic considerations from §5 to construct a particular basis for H0(OZ′).
Namely, let v be a non-zero vertical tangent vector33 of J˘Γ at ([Z], [α]) and consider the
endomorphism
d+(v) : H0(OZ′) ∼=
lΓ−1⊕
p=0
Hp([Z], [α]) −→
lΓ−1⊕
p=0
Hp([Z], [α]) ∼= H0(OZ′) (9.19)
which is the value of the morphism d+ in (4.26) at the point ([Z], [α], v) of the relative tangent
bundle Tπ of π.
We know that d+(v) is nilpotent. Let λ(v) be the partition of d′Γ = deg(Z
′) corresponding
to d+(v). From Lemma 8.10 we know that it can be written as follows
λ(v) =
lΓ−1⋃
p=0
λ(p)(v) ,
33‘vertical’ as usual refers to being tangent along the fibres of the natural projection π : J˘Γ −→ Γ˘.
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where each λ(p)(v) = (1µ0p(v)2µ1p(v) . . . (p + 1)µpp(v)) is as in Lemma 8.11, 1). Since v is fixed
in this discussion we will often omit it in the notation above.
From the properties of sl2-representations it follows that for every q ≤ p with µqp 6=
0, we can choose elements y
(1)
qp , . . . , y
(µqp)
qp in the summand Hp−q([Z], [α]) of the orthogonal
decomposition of H0(OZ′) in (9.19) such that the family of vectors
Bqp(v) =
{
(d+(v))my(s)qp
∣∣∣ 1 ≤ s ≤ µqp, 0 ≤ m ≤ q} (9.20)
is linearly independent in H0(OZ′). Taking the union
B(v) =
⋃
(q,p)
Bqp(v) (9.21)
over all (q, p) subject to 0 ≤ q ≤ p ≤ lΓ − 1, with the convention that Bqp = ∅, whenever
µqp = 0, we obtain a basis of H
0(OZ′).
In the next step of our construction we modify our basis by replacing the operator d+(v) by
multiplication by an appropriate element of H˜([Z], [α]). More precisely, recall the isomorphism
M in (4.23) of the relative tangent sheaf Tπ and H˜/OJ˘Γ . We takeM
−1(v) ∈ H˜([Z], [α])/C{1Z}
and let v˜ be its lifting to H˜([Z], [α]). By Remark 4.3
d+(v) = D+(v˜) ,
where D+(v˜) is the positive component of the multiplication operator D(v˜) as in (1.62).
Replacing the operator d+(v) by the multiplication by v˜ we obtain the families of vectors
B˜qp(v˜) =
{
(v˜)my(s)qp
∣∣∣ 1 ≤ s ≤ µqp, 0 ≤ m ≤ q} (9.22)
which are still linearly independent in H0(OZ′). Taking the union
B˜(v˜) =
⋃
(q,p)
B˜qp(v˜) (9.23)
gives us a basis of H0(OZ′). Furthermore, by construction the basis is adapted to the filtration
H˜−•([Z], [α]) of H
0(OZ′) in a sense that the set
B˜p(v˜) =
{
(v˜)my
(s)
qp′ ∈ Bqp′(v˜)
∣∣∣m+ p′ − q ≤ p, µqp′ 6= 0, 1 ≤ s ≤ µqp′} (9.24)
is a basis of the subspace H˜−p−1([Z], [α]), for every p = 0, . . . , lΓ − 1. In particular, the set
B˜0(v˜) =
{
y(s)pp
∣∣∣ 1 ≤ s ≤ µpp, 0 ≤ p ≤ lΓ − 1, µpp 6= 0} (9.25)
is a basis of H˜−1([Z], [α]) = H˜([Z], [α]) (this last equality comes from the definition of the
filtration H˜−• in (1.24)).
Remark 9.3 To simplify the notation the elements y
(s)
pp will be denoted by y
(s)
p . Thus in the
sequel the basis in (9.25) will be given in the following form
B˜0(v˜) =
{
y(s)p
∣∣∣ 1 ≤ s ≤ µpp, 0 ≤ p ≤ lΓ − 1, µpp 6= 0} . (9.26)
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We summarize the above discussion in the following statement.
Proposition-Definition 9.4 Let Γ be a simple component in Cradm(L, d) and let ([Z], [α]) be
a point in J˘Γ together with the filtration H˜−•([Z], [α]) and the orthogonal decomposition
H˜−lΓ([Z]) =
lΓ−1⊕
p=0
Hp([Z], [α]) .
Let t be an element of H˜([Z], [α]) which is non-constant, viewed as a function on Z, and let
D+(t) be the positive component in the decomposition of the operator of multiplication by t
(see (1.62)). Let λ(t) =
⋃lΓ−1
p=0 λ
(p)(t) be the partition associated to D+(t), where the partitions
λ(p)(t) are defined (see Lemma 8.11) as follows34
λ(p)(t) = (1µ0p(t)2µ1p(t) . . . (p+ 1)µpp(t)), for every p ∈ {0, . . . , lΓ − 1} .
Then for every (q, p), with 0 ≤ q ≤ p ≤ lΓ−1 and µqp 6= 0, there exist elements y
(1)
qp , . . . , y
(µqp)
qp ∈
Hp−q([Z], [α]) subject to the following properties:
1) the set of elements
B˜qp(t) =
{
tmy(s)qp
∣∣∣ 1 ≤ s ≤ µqp, 0 ≤ m ≤ q}
is linearly independent in H˜−lΓ([Z]) and is contained in H˜−p−1([Z], [α]);
2) the union
B˜(t) =
⋃
(q,p)
B˜qp(t)
is a basis of H˜−lΓ([Z]);
3) for every p ∈ {0, . . . , lΓ − 1}, the set
B˜p(t) =
{
tmy
(s)
qp′ ∈ Bqp′(t)
∣∣∣m+ p′ − q ≤ p, µqp′ 6= 0, 1 ≤ s ≤ µqp′}
is a basis of the subspace H˜−p−1([Z], [α]). In particular, the set
B˜0(t) =
{
y(s)p
∣∣∣ 1 ≤ s ≤ µpp, 0 ≤ p ≤ lΓ − 1, µpp 6= 0}
is a basis of H˜([Z], [α]).
The basis B˜(t) in 2) will be called an sl2-basis of H˜−lΓ([Z]) associated to D
+(t). In view of
the identification of H˜−lΓ([Z]) with H
0(OZ′) in (9.18) this basis will be also called an sl2-basis
of H0(OZ′) associated to D
+(t).
34if no ambiguity is likely, the parameter t will be omitted from the above notation.
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§ 9.3 Equations defining Z ′
We now return to the morphism κ([Z], [α]) in (9.17) and show how to use the basis B˜(t)
in Proposition-Definition 9.4 for writing down equations defining the image Z ′ of κ([Z], [α]).
The main idea is very simple. The basis B˜0(t) can be used to construct the monomial basis
for the symmetric algebra S•(H˜([Z], [α])). Restricting a monomial to Z ′ gives an element of
H0(OZ′). If it is non-zero we can express it uniquely with respect to the basis B˜(t). Such
expressions lead to non-homogeneous equations defining Z ′ in H˜([Z], [α])∗. Furthermore,
using the identification of H˜([Z], [α]) with Ext1Z in (1.35) one obtains homogeneous equations
defining Z ′ in the projective space P((Ext1Z)
∗).
To realize the strategy outlined above we fix the set of indeterminates
Y = {Ysp| 0 ≤ p ≤ lΓ − 1, µpp 6= 0, 1 ≤ s ≤ µpp} . (9.27)
Observe that the indexing corresponds to the basis elements in B˜0(t), the basis of H˜([Z], [α])
in Proposition-Definition 9.4, 3). So one should think of Y as a basis for the space of lin-
ear functionals on (H˜([Z], [α]))∗. Thus when we evaluate them on Z ′ we obtain a basis of
H˜([Z], [α]). We agree on the following matching
Ysp|Z′ = y
(s)
p , (9.28)
for all Ysp ∈ Y.
The element t lies in H˜([Z], [α]) and hence can be expressed uniquely in terms of the basis
B˜0(t)
t =
∑
sp
cspy
(s)
p .
This implies that t is the restriction to Z ′ of the linear function
T =
∑
sp
cspYsp . (9.29)
The monomials in the indeterminates Ysp give a basis for the algebra of polynomial func-
tions on H˜([Z], [α])∗. Let m = (msp) be a multi-degree (the indexing is the same as for
indeterminates) and let
Ym =
∏
s,p
Y
msp
sp (9.30)
be the corresponding monomial. Substituting for Ysp the elements y
(s)
p ’s of the basis B˜0(t) in
(9.26), we obtain the element
ym =
∏
s,p
(y(s)p )
msp (9.31)
in H0(OZ′). If we set
|m| =
∑
s,p
msp
to be the total degree of Ym in (9.30), then we have ym ∈ H˜−|m|([Z], [α]). If this element is
zero, then of course Ym = 0 is already an equation for Z ′ in H˜([Z], [α])∗. Otherwise, ym can
be expressed uniquely in terms of the basis B˜|m|−1(t) (see Proposition-Definition 9.4)
ym =
∑
aksji (m)t
ky
(s)
ji , (9.32)
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where the sum is taken over (j, i, k, s) such that k + i− j ≤ |m| − 1 and 1 ≤ s ≤ µji.
For every element y
(s)
qp of the basis B˜(t) choose its lifting P
(s)
qp in the symmetric alge-
bra S•(H˜([Z], [α])), i.e. P
(s)
qp is a polynomial function in the indeterminates of the set Y
which, when restricted to Z ′, is equal to y
(s)
qp . Since by definition y
(s)
qp lies in Hp−q([Z], [α]) ⊂
H˜−(p−q)−1 (for this inclusion see (1.51)), we can choose P
(s)
qp in Sp−q+1(H˜([Z], [α])). With
such a choice made once and for all and the lifting T of t in (9.29), we obtain
F (m) = Ym −
∑
aksqp(m)T
kP (s)qp (9.33)
a polynomial vanishing on Z ′.
At this stage the polynomials F (m) are non-homogeneous. To have homogeneous poly-
nomials vanishing on Z ′, recall that the elements of H˜([Z], [α]) can be identified as fractions
of elements in Ext1Z (see (1.36)). So to homogenize our polynomials we set
T = {Tsp| 0 ≤ p ≤ lΓ − 1, µpp 6= 0, 1 ≤ s ≤ µpp} (9.34)
to be the basis of linear functionals on (Ext1Z)
∗ corresponding to the basis Y in (9.27) under
the isomorphism in (1.35). Since α ∈ Ext1Z , it also can be viewed as a linear functional on
(Ext1Z)
∗ and as such it will be denoted by Tα. This and (1.36) yield the following fractional
form for the elements in Y
Ysp =
Tsp
Tα
. (9.35)
Substituting into (9.33) and multiplying by T
|m|
α yields
H(m) = T |m|α F (m) = T
m −
∑
aksqp(m)T˜
kQ(s)qp T
|m|−k−p+q−1
α , (9.36)
where Tm =
∏
(s,p)(Tsp)
msp is the monomial of multi-degree m in the set of indeterminates T,
T˜ is the linear form corresponding to T , i.e. T = T˜Tα , and Q
(s)
qp = T
p−q+1
α P
(s)
qp the homogenized
form of P
(s)
qp . These H(m)’s are now homogeneous forms (in the set of indeterminates T) of
degree |m| vanishing on Z ′.
Of course in such a generality this is of limited use. However, the above considerations give
an algebro-geometric interpretation of the multiplicities µqp in the definition of the partitions
λ(p)(t) or, equivalently, of the corresponding multiplicity matrix (see Definition 8.5).
Proposition 9.5 Let ([Z], [α]) and t be as in Proposition-Definition 9.4 and let µqp(t) be the
multiplicities associated to the nilpotent endomorphism D+(t) (see Proposition-Definition 9.4
for notation).
Let µqp(t) 6= 0 and let Q
(s)
qp , (s = 1, . . . , µqp(t)) be the homogeneous polynomials of degree
(p−q+1) appearing in the equations (9.36). Then there exist homogeneous forms A
(s)
qp subject
to the following properties.
1) The degree ν
(s)
qp = deg(A
(s)
qp ) is at most (p + 1).
2) Let T˜ and Tα be as in (9.36) then the homogeneous form
G(s)qp = (T˜ )
q+1Q(s)qp − T
p+2−ν
(s)
qp
α A
(s)
qp (9.37)
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of degree (p + 2) vanishes on Z ′, for every s ∈ {1, . . . , µqp(t)}. Furthermore, these
forms are linearly independent in Sp+2Ext1Z. In particular, dim(Ip+2(Z
′)) ≥ µqp, for
all 0 ≤ q ≤ p, where In(Z
′) stands for the subspace of homogeneous polynomials of
degree n on (Ext1Z)
∗ vanishing on Z ′.
Proof. By definition of the elements y
(s)
qp in the set Bqp in (9.20) we have
(D+(t))q+1(y(s)qp ) = 0, ∀1 ≤ s ≤ µqp . (9.38)
Replacing D+(t) by the multiplication by t, yields the following
tq+1y(s)qp ∈ H˜−p−1([Z], [α]), ∀1 ≤ s ≤ µqp . (9.39)
Using the notation in (9.33) we obtain polynomials in the set of indeterminates Y (see (9.27))
T q+1P (s)qp −B
(s)
qp , for s ∈ {1, . . . , µqp} (9.40)
which vanish on Z ′ (here T and P
(s)
qp are as in (9.33)) and where B
(s)
qp is a polynomial whose
degree is at most (p + 1). Homogenizing, as it was done in (9.36), gives the forms G
(s)
qp , as
asserted in (9.37), where A
(s)
qp , the homogenization of the polynomials B
(s)
qp , are subject to the
asserted properties.
To see the linear independence of the forms G
(s)
qp (s = 1, . . . , µqp(t)) in (9.37) consider the
relation in Sp+2Ext1Z
µqp(t)∑
s=0
csG
(s)
qp = 0 ,
for some constants cs ∈ C. Substituting the expressions of G
(s)
qp from (9.37) yields
(T˜ )q+1
µqp(t)∑
s=0
csQ
(s)
qp −
µqp(t)∑
s=0
csT
p+2−ν
(s)
qp
α A
(s)
qp = 0 . (9.41)
From this it follows that
µqp(t)∑
s=0
csQ
(s)
qp = T
m
α F , (9.42)
for some integer m ≥ 1 and some homogeneous polynomial F of degree (p − q + 1 − m).
Dehomogenizing, i.e. dividing by T p−q+1α , and evaluating on Z ′ yields the following
µqp(t)∑
s=0
csy
(s)
qp ∈ H˜−(p−q+1−m)([Z], [α]) ⊂ H˜−(p−q)([Z], [α]) . (9.43)
But by construction the elements y
(s)
qp (s = 1, . . . , µqp(t)) are linearly independent inH
p−q([Z], [α])
which is orthogonal to H˜−(p−q)([Z], [α]) in H˜−(p−q)−1([Z], [α]) (see (1.51)). This implies that
the constants cs must be all equal to 0. ✷
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Remark 9.6 Assume that ([Z], [α]) satisfies the geometric set-up described in §9.1. This
means that Z lies on a smooth curve C in the linear system |L| and there is a base point free
linear pencil |P (σ, σ′)| in |L| generated by two global sections σ, σ′ of OC(Z) subject to the
following conditions
1) Z = (σ = 0),
2) the quotient space P (σ, σ′)/Cσ ⊂ H0(OC(Z))/Cσ is identified with the line Cα ⊂ Ext
1
Z
under the isomorphism (9.6) in Lemma 9.1, and we assume that the extension class α
corresponds to the coset σ′mod(Cσ) under this identification.
In particular, in this set-up we have the following description of H˜([Z], [α])
H˜([Z], [α]) ∼=
{ x
σ′
(mod IZ)
∣∣∣ x ∈ H0(OC(Z))} , (9.44)
where IZ stands for the ideal of rational functions on C vanishing on Z. Thus the morphism
κ([Z], [α]) in (9.17) is the restriction of the morphism κC in (9.12) to Z. Equivalently, the
configuration Z ′ = κC(Z) is the hyperplane section of the curve C
′, the image of κC , cut out
by the hyperplane Hσ of P(H
0(OC(Z))
∗), corresponding to the section σ. Thus the equations
in (9.36) are equations defining a hyperplane section of the curve C ′. More precisely, the set T
in (9.34) is a set of homogeneous coordinates in Hσ = P((H
0(OC(Z))/Cσ)
∗). In particular,
the linear form Tα in (9.36) can be identified with the linear form σ′, the restriction of σ
′
to the subspace (H0(OC(Z))/Cσ)
∗ of H0(OC(Z))
∗ (here we view σ′ as a linear function on
H0(OC(Z))
∗). With this in mind the homogeneous forms in (9.36) take the following form
H(m) = Tm −
∑
aksqp(m)T˜
kQ(s)qp σ
′|m|−k−p+q−1 . (9.45)
§ 9.4 µ00 and multi-secant planes
In Proposition 9.5 we have given an interpretation of the multiplicities µqp(t) in terms of
equations defining Z ′ (all the notation in that proposition are preserved and used freely here).
In this subsection we give an interpretation of the first multiplicity µ00(t) in terms of geometric
properties of the configuration Z ′ in the projective space P(H˜([Z], [α])∗).
We take a non-constant function t in H˜([Z], [α]) and consider the endomorphism
D+(t) : H0(OZ′) −→ H
0(OZ′) . (9.46)
Its kernel K+(t) is the same as the fibre of the sheaf K+ in (8.6) at the point ([Z], [α],M(t))
of Tπ, where t is the projection of t to H˜([Z], [α])/C and M(t) is the image of t under the
isomorphism M in (4.23). In particular, K+(t) admits the orthogonal decomposition
K+(t) =
lΓ−1⊕
p=0
(K+(t))p ,
where (K+(t))p is the fibre of the sheaf (K+)p (see (8.7) for notation) at ([Z], [α],M(t)). From
Lemma 8.3 it follows that the multiplicity µ00(t) is equal to the dimension of the summand
(K+(t))0.
126
Lemma 9.7 The multiplication by t restricted to (K+(t))0 coincides with the operator D0(t)
in the triangular decomposition (1.62) and hence gives rise to the linear map
D(t) : (K+(t))0 −→ H˜([Z], [α]) .
Proof. The operator D−(t) vanishes on the summand H0([Z], [α]). Hence D(t) restricted to
(K+(t))0 equals D0(t). ✷
The assertion of the above lemma written out explicitly gives the following relation
tx = D0(t)(x), ∀x ∈ (K+(t))0 . (9.47)
We will now apply this relation to a particular choice of t to derive some geometric conse-
quences. First we observe that µ00(t) is an upper continuous function of t ∈ H˜([Z], [α]) and it
takes integer values in the interval35 [1, r+1]. Also observe that the upper bound is achieved
precisely when t ∈ C1. This follows from the assumption of Γ being simple. Set
µ00([Z], [α]) = min
{
µ00(t)| t ∈ H˜([Z], [α])
}
. (9.48)
From what is said above this constant is the generic value of d+-multiplicity µ00(t) as t varies
through H˜([Z], [α]), i.e. this value is taken on a non-empty Zariski open subset of H˜([Z], [α]).
The following result gives a geometric meaning of this number.
Lemma 9.8 Let Z ′ be the image of the morphism κ([Z], [α]) as in (9.17). Then Z ′ admits a
decomposition
Z ′ = Z ′1 + Z
′
2
subject to the following properties.
1) Z ′1 and Z
′
2 are disjoint.
2) Z ′1 spans a hyperplane in P(H˜([Z], [α])
∗).
3) Z ′2 spans the projective subspace of P(H˜([Z], [α])
∗) whose dimension is at most r + 1−
µ00([Z], [α]).
Proof. Choose a subset Z ′0 of Z
′ consisting of r points spanning a hyperplane in P(H˜([Z], [α])∗)
and let t be a linear function on H˜([Z], [α])∗ defining the span of Z ′0. Restricting t to Z
′ gives
a non-constant function on Z ′ which we continue to denote by t. By construction it belongs
to H˜([Z], [α]) and it vanishes on the subset Z ′0. We now apply the relation (9.47) to it. This
implies that D0(t)(x) vanishes on Z ′0 as well. Hence it must be a scalar multiple of t and we
obtain
D0(t)(x) = ξ(x)t, ∀x ∈ (K+(t))0 , (9.49)
where ξ(x) is a scalar. From this it follows that ξ is a linear function on (K+(t))0. Hence
D0(t)(x) = 0, ∀x ∈ ker(ξ) .
35recall: H0([Z], [α]) = H˜([Z], [α]) and dimH˜([Z], [α]) = r + 1 is the index of L-speciality of Z. Hence the
upper bound of the interval of [1, r + 1]. The lower bound comes from the fact that D+(t) annihilates the
subspace C{1Z} ⊂ H˜([Z], [α]) of constant functions.
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Substituting this in (9.47) we obtain
tx = 0, ∀x ∈ ker(ξ) . (9.50)
This relation yields the asserted decomposition. Indeed, define Z ′1 to be the subset of Z
′,
where t vanishes. Observe that Z ′1 is a proper subset of Z
′ containing Z ′0. In particular, the
span of Z ′1 is a hyperplane in P(H˜([Z], [α])
∗).
Define Z ′2 to be the complement of Z
′
1 in Z
′. From (9.50) it follows that x ∈ H˜([Z], [α])
vanishes on Z ′2 if and only if x ∈ ker(ξ). Hence the span of Z
′
2 in P(H˜([Z], [α])
∗) is a projective
subspace of dimension (r + 1− µ00(t)). ✷
Corollary 9.9 Let t be as in the proof of Lemma 9.8 and let
Z ′ = Z ′1 + Z
′
2
be the decomposition of Z ′ corresponding to t. Then one obtains the decomposition
Z = Z1 + Z2
of Z, where Zi = (κ([Z], [α]))
−1(Z ′i) (i = 1, 2). Furthermore, the indexes of L-speciality of
these subconfigurations are as follows
δ(L,Z1) = µ00(t)− 1 and δ(L,Z2) = 1 .
Proof. The argument is the same as in the proof of Corollary 3.13. Namely, set JZi (i = 1, 2)
to be the ideal sheaves on Z of subconfigurations Zi (i = 1, 2). Then we have the direct sum
decomposition
H0(OZ) = H
0(JZ1)⊕H
0(JZ2)
and the isomorphisms
H0(OZ1)
∼= H0(JZ2), H
0(OZ2)
∼= H0(JZ1) .
All this follows from a diagram similar to the one in (3.29). Continuing to argue as in the proof
of Corollary 3.13, (ii), we have that the index of L-speciality of Z1 (resp. Z2) is computed
as the dimension of the space H0(JZ2)
⋂
H˜([Z], [α]) (resp. H0(JZ1)
⋂
H˜([Z], [α])). From the
proof of Lemma 9.8 it follows
H0(JZ2)
⋂
H˜([Z], [α]) = ker(ξ) and H0(JZ1)
⋂
H˜([Z], [α]) = C{t} .
Hence the assertion of the corollary. ✷
Applying the above result to the geometric set-up in §9.1 we obtain the following.
Corollary 9.10 Let C be a smooth curve in the linear system |L| and let Z be a configuration
of degree d on C such that the line bundle OC(Z) is special and base point free. Then we can
choose a base point free linear pencil |P (σ, σ′)| in the linear system
∣∣H0(OC(Z))∣∣ which defines
a point ([Z], [α]) of the Jacobian J(X;L, d) as described in Remark 9.6 and identifies the space
H˜([Z], [α]) with the space of fractions of the form
f =
x
σ′
∣∣∣
Z
, for x ∈ H0(OC(Z))
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(see (9.44)). Furthermore, there exists a non-zero section x ∈ H0(OC(Z)) such that the
element t =
x
σ′
∣∣∣
Z
∈ H˜([Z], [α]) defines the decomposition
Z = Z1 + Z2
as in Corollary 9.9, where Zi (i = 1, 2) are special divisors on C such that h
0(OC(Z1)) = µ00(t)
and h0(OC(Z2)) = 2.
Proof. Only the last assertion needs to be proved. The speciality of Zi (i = 1, 2) follows from
the speciality of Z. To see the formulas for h0(OC(Zi)) (i = 1, 2), use the exact sequence
analogous to the one in (9.10) with Z1,2 in place of Z there. The associated cohomology
sequence gives
0 //H1(IZi(L+KX)
//H1(ΩC ⊗OC(−Zi)) //H
2(OX(KX)) //0 , (9.51)
for i = 1, 2, where we used the assumption of the geometric set-up of X being a regular surface
(see Lemma 9.1). This exact sequence together with Serre duality and the definition of index
of L-speciality (see (1.16)) gives the formula
h0(OC(Zi)) = δ(L,Zi) + 1 ,
for i = 1, 2. Substituting the values of δ(L,Zi) from Corollary 9.9 yields the asserted formulas.
✷
The next result gives the value of generic multiplicity µ00([Z], [α]) (see (9.48)) in the case
Z is in general position with respect to the adjoint linear system |L+KX |.
Corollary 9.11 Let ([Z], [α]) be a point of J(X;L, d), where Z is a configuration of d points
in general position with respect to the adjoint linear system |L+KX |. Assume that the index
of L-speciality δ(L,Z) = r + 1 ≥ 2 and degZ ≥ 2r + 1. Then µ00([Z], [α]) = 1.
Proof. From [R1], Corollary 7.13, it follows that the map κ([Z], [α]) in (9.17) is an embedding
and its image Z ′ is a set of d distinct points in general position in the projective space
P(H˜([Z], [α])∗).
Assume µ00([Z], [α]) ≥ 2. Applying Lemma 9.8 yields a decomposition
Z ′ = Z ′1 + Z
′
2 , (9.52)
where Z ′1 and Z
′
2 span respectively a hyperplane and a subspace of dimension ≤ (r + 1 −
µ00([Z], [α])) ≤ r− 1 in P(H˜([Z], [α])
∗), where the second inequality is the consequence of the
assumption µ00([Z], [α]) ≥ 2. The fact that Z
′ is in general position in P(H˜([Z], [α])∗) implies
that degZ ′i ≤ r, for i = 1, 2. This together with decomposition in (9.52) imply
d = degZ ′ = degZ ′1 + degZ
′
2 ≤ 2r
contrary to the hypothesis that d ≥ 2r + 1. ✷
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§ 9.5 Complete intersections on K3-surfaces
In this subsection we apply our theory to configurations which are complete intersections on a
K3-surface. In particular, we give a complete set of very simple explicit quadratic equations
defining such configurations - the quadrics in question are of rank ≤ 4. This in turn leads to
recovering quadrics through canonical curve which have a much more simpler form then the
ones obtained by Petri’s method (see [Mu]).
Let X be a K3-surface and let OX(L) be a very ample line bundle on X. Consider a
configuration Z on X which is a complete intersection of two smooth curves C1 and C2 in the
linear system |L|. Let γi (i = 1, 2) be sections of H
0(OX(L) defining the curves Ci (i = 1, 2),
i.e. Ci = (γi = 0), for i = 1, 2. It has been shown in [R1], §5.2, that the space of extensions
Ext1Z is identified as follows
Ext1Z = H
0(OX(L))/C{γ1, γ2} . (9.53)
It has been also shown that the orthogonal decomposition of H0(OZ) at a point ([Z], [α]) for
a general choice of α has the following form
H0(OZ) =H
0([Z], [α]) ⊕H1([Z], [α]) ⊕H2([Z], [α]) , (9.54)
where dimH0([Z], [α]) = L
2
2 , dimH
1([Z], [α]) = L
2
2 − 1 dimH
2([Z], [α]) = 1.
Let Z be a general complete intersection as above. Then it is well-known that it is in
general position in P((Ext1Z)
∗).
Lemma 9.12 Let ([Z], [α], v) be a closed point of the relative tangent sheaf of J(X;L, d) with
respect to the projection π in (1.6), with Z being a general complete intersection as above.
Then, for a sufficiently general vector v, the partition λ(v) associated to d+(v) (see §8 for
details and notation) is as follows
λ(v) = (3 2
d
2
−2 1) ,
where d = L2 = degZ. Furthermore, the partitions λ(p)’s (p = 0, 1, 2) in the decomposition
(8.30) are as follows
λ(0) = (1), λ(1) = (2
d
2
−2), λ(2) = (3) .
Proof. The weight of the orthogonal decomposition, i.e. the number of summands in it, is 3.
So (d+(v))3 = 0 and the parts of λ(v) are at most 3. Since dimH2([Z], [α]) = 1 it follows that
the multiplicity of 3 can be at most 1 and, for a general v, it must be 1, because (d+(v))2 6= 0,
for a general v.
To see the multiplicities of 1 and 2 we consider the restriction of d+(v) to the summand
H0([Z], [α])
d+(v) : H0([Z], [α]) −→ H1([Z], [α]) . (9.55)
From Corollary 9.11 it follows that the kernel (K+(v))0 of this homomorphism is precisely
the subspace of constants C{1Z}. Hence multiplicity of 1 in the partition λ(v) is 1. Since the
dimension of H0([Z], [α]) equals d2 , it follows that the part 2 occurs in λ(v) with multiplicity
(d2 − 2).
The last assertion follows immediately from the definition of the partitions λ(p)’s in (8.29)
and the first part of the proof. ✷
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We aim at writing down quadratic equations defining Z in the projective space P((Ext1Z)
∗) =
P((H0(OX(L)/C{γ1, γ2})
∗). Our guide is the general strategy outlined in §9.3. So we begin
by writing quadratic equations determining the image of κ([Z], [α]) in P(H˜([Z], [α])∗) and then
use the explicit identifications in Lemma 9.1 to pass to the equations in
P((H0(OX(L)/C{γ1, γ2})
∗). We also know from the same lemma that κ([Z], [α]), in the
case at hand, is an embedding, so we will not distinguish Z and its image under κ([Z], [α]).
Set g = d2+1. This is the genus of smooth curves in the linear system |L|. Fix g−1 distinct
points z1, . . . , zg−1 in Z and view them as linear functionals on H˜([Z], [α]). The assumption
that Z is in general position is equivalent to {z1, . . . , zg−1} being a basis of H˜([Z], [α])
∗. Let
{x1, . . . , xg−1} be the basis of H˜([Z], [α]) dual to {z1, . . . , zg−1}, i.e.
xi(zj) = δij , ∀i, j . (9.56)
Let H([Z], [α]) be the subspace of H˜([Z], [α]) orthogonal to the constant 1Z ∈ H˜([Z], [α]).
We examine the operators D+(xi) restricted to H([Z], [α]).
Lemma 9.13 D+(xi) : H([Z], [α]) −→ H
1([Z], [α]) is an isomorphism, for all i.
Proof. From the dimensions of the summands in (9.54) it follows that the spaces H([Z], [α])
and H1([Z], [α]) have the same dimension (g − 2). So it is enough to show the injectivity of
D+(xi). This in turn is deduced from the proof of Corollary 9.11 and the fact that Z is in
general position in P(H˜([Z], [α])∗). ✷
Lemma 9.14 For every i 6= j and for every k, there exists an element hijk ∈ H˜([Z], [α]) such
that qijk = xixj − xkhijk, viewed as a quadratic polynomial on H˜([Z], [α])
∗), vanishes on Z.
Proof. From Lemma 9.13 it follows that for all triples i, j, k there exists a unique element
h′ijk ∈ H([Z], [α]) such that
D+(xi)(xj) = D
+(xk)(h
′
ijk) .
Replacing the operator D+(xi) (resp. D
+(xk)) by multiplication by xi (resp. xk) we obtain
xixj − xkh′ijk = mijk , (9.57)
for some elementmijk ∈ H˜([Z], [α]), where a, for a ∈ S
•(H˜([Z], [α])), stands for the restriction
of a, viewed as a polynomial function on H˜([Z], [α])∗, to Z.
Let i 6= j. Then the left hand side in (9.57) vanishes on the set {zs | s 6= k}. Hence mijk
vanishes on this set as well. Since this set spans the hyperplane in H˜([Z], [α])∗ corresponding
to the linear functional xk we obtain
mijk = cijkxk ,
for some cijk ∈ C. Substituting this in (9.57) gives
qijk = xixj − xk(h
′
ijk + cijk)
which vanishes on Z. Setting hijk = h
′
ijk + cijk yields the assertion. ✷
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Fix k, say k = 1, and consider the set of quadratic polynomials
Q([Z], [α]) = {qij = xixj − x1hij1| 2 ≤ i < j ≤ g − 1 } , (9.58)
where qij = qij1 are as in Lemma 9.14. This set is non-empty if g ≥ 4, and then, it gives us(
g−2
2
)
linear independent polynomials in S2(H˜([Z], [α])). Thus we proved the following.
Lemma 9.15 Let g ≥ 4. Then the image κ([Z], [α]) : Z →֒ P(H˜([Z], [α])∗) lies on
(
g−2
2
)
linearly independent quadrics given by the set Q([Z], [α]) in (9.58).
For the rest of this discussion we assume g ≥ 4 and use the considerations of §9.1 to
identify the map κ([Z], [α]) with a hyperplane section of the canonical embedding of one of
the smooth curves in |L| passing through Z.
Recall that Z is a complete intersection of two smooth curves C1 and C2 in | L |. Fix
C1 = (γ1 = 0), where γi (i = 1, 2) are sections corresponding to the divisors Ci (i = 1, 2).
Then by definition Z lies on C1 and the line bundle OC1(Z) = OC1(C2) = OC1(L) = ΩC1 is
the canonical line bundle of C1.
Let γ2 be the restriction of γ2 to C1. Then it is a section of ΩC1 defining Z. Applying the
identification (9.6) to this situation yields
Ext1Z
∼= H0(ΩC1)/Cγ2 . (9.59)
Then a choice of an extension class α is determined by a choice of another section, say
ω0 ∈ H
0(ΩC1), such that the linear pencil generated by ω0 and γ2 is base point free and the
coset ω0 (modCγ2) in H
0(ΩC1)/Cγ2 goes over to α under the isomorphism in (9.59). With
this in mind the identification in (9.14) yields
H˜([Z], [α]) =
{
ω
ω0
∣∣∣∣
Z
∣∣∣∣ω ∈ H0(ΩC1)
}
, (9.60)
where ωω0
∣∣∣
Z
stands for the restriction of the rational function ωω0 on C1 to Z. In particular,
the basis {x1, . . . , xg−1} has the form
xi =
ωi
ω0
∣∣∣∣
Z
,
where ω1, . . . , ωg−1 are linearly independent sections of ΩC1 . Similarly, hijk in Lemma 9.14,
viewed as a function on Z, will be of the form
hijk =
ωijk
ω0
∣∣∣∣
Z
,
for some sections ωijk of ΩC1 . Substituting all this in the expressions of qij in (9.58) we obtain
the set of quadratic polynomials
Q2(Z) =
{
ωiωj − ω1ωij1 ∈ S
2H0(ΩC1)
∣∣ 2 ≤ i < j ≤ g − 1, } (9.61)
vanishing on Z. We now claim that this set gives a basis of the space of quadratic forms
vanishing on Z. Indeed, let
κC1 : C1 −→ P(H
0(ΩC1)
∗) = Pg−1
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be the canonical map of C1. In our case it is an embedding, so we identify C1 and its image
under κC1 . Then the configuration Z is the hyperplane section of C1 obtained by intersecting
C1 with the hyperplane HZ corresponding to the section γ2 ∈ H
0(ΩC1) defining Z. Thus we
have
Z ⊂ HZ = P((H
0(ΩC1)/Cγ2)
∗) .
Set IZ to be the sheaf of ideals of Z in HZ and denote by ωi the restriction of ωi, viewed
as a section of OPg−1(1), to the hyperplane HZ .
Proposition 9.16 The set of quadrics
Q2(Z) =
{
ωiωj − ω1ωij1 ∈ H
0(OHZ (2))
∣∣ 2 ≤ i < j ≤ g − 1}
forms a basis of H0(IZ(2)), the space of quadrics in HZ vanishing on Z.
Proof. From Lemma 9.15 it follows that the set Q2(Z) consists of
(g−2
2
)
linearly independent
quadrics. The assertion now follows from the fact that the dimension of H0(IZ(2)) is equal
to
(g−2
2
)
. Indeed, let IC1 be the sheaf of ideals of C1 in P
g−1. Then we have the following
exact sequence relating the ideal sheaves of C1 and its hyperplane section Z
0 //IC1(−1)
γ2 //IC1 //IZ //0 ,
where the monomorphism is the multiplication by γ2, viewed here as a section of OPg−1(1),
and the epimorphism is the restriction to the hyperplane HZ . Tensoring with OPg−1(2) and
taking the associated sequence of cohomology groups gives the isomorphism
H0(IC1(2))
∼= H0(IZ(2)) . (9.62)
Now a classical result of Max Noether (see e.g. [G-H], p.253) yields the count
h0(IC1(2)) =
(
g − 2
2
)
.
✷
Remark 9.17 Observe that the quadrics in Q2(Z) are all of rank ≤ 4. Thus we recover
a hyperplane section version of Mark Green’s theorem on the generation of the ideal of a
canonical curve by quadrics of rank 4, [Gr].
Next we lift quadrics from the hyperplaneHZ to P
g−1 and obtain quadrics passing through
the curve C1. More precisely, we go back to the set of sections ω1, . . . , ωg−1 of ΩC1 . Adding
to them the section γ2 gives a basis for H
0(ΩC1).
Corollary 9.18 Let {γ2, ω1, . . . , ωg−1} be a basis of H
0(ΩC1) as above and let ωij = ωij1,
where ωij1 are as in (9.61). Then there is a unique choice of sections ω
′
ij in H
0(ΩC1) such
that the quadratic polynomials
Q2(C1) =
{
q˜ij = ωiωj − ω1ωij + γ2ω
′
ij ∈ S
2H0(ΩC1)
∣∣ 2 ≤ i < j ≤ g − 1}
form a basis of H0(IC1(2)), the space of quadratic forms vanishing on C1.
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Proof. Consider γ2 as a section of OPg−1(1) defining the hyperplane HZ . This gives the
following exact sequence of sheaves on Pg−1
0 //OPg−1(−1)
γ2 //OPg−1 //OHZ //0 .
Tensoring it with OPg−1(2) and passing to the cohomology sequence yields
0 //H0(OPg−1(1))
γ2 //H0(OPg−1(2))
//H0(OHZ (2))
//0 . (9.63)
The isomorphism in (9.62) implies that for every 2 ≤ i < j ≤ g − 1 there exists unique
polynomial q˜ij in H
0(IC1(2)) whose restriction to the hyperplane HZ gives the polynomial
(ωiωj − ω1ωij). On the other hand the polynomial ωiωj − ω1ωij has the same restriction to
HZ as q˜ij. From the exact sequence (9.63) it follows that they differ by a multiple of γ2 and
this multiple is unique. ✷
We can lift our equations further, to obtain quadratic equations through the surface itself.
Namely, choose a lifting {γi+2}i=1,...,g−1 to H
0(OX(L)) of the elements {ω1, . . . , ωg−1} in
H0(ΩC1) = H
0(OC1(L)) = H
0(OX(L))/Cγ1. Completing it by γ1 and γ2 we obtain a basis
{γ1, γ2, γ3, . . . , γg+1} of H
0(OX(L)).
Corollary 9.19 Let {γ1, γ2, γ3, . . . , γg+1} be a basis of H
0(OX(L)) as above and let γij and
γ′ij be liftings to H
0(OX(L)) of sections ωij and ω
′
ij in Corollary 9.18. Then there is a unique
choice of sections γ′′ij in H
0(OX(L)) such that the homogeneous quadratic polynomials
Q2(X) =
{
γi+2γj+2 − γ3γij + γ2γ
′
ij + γ1γ
′′
ij ∈ S
2H0(OX(L))
∣∣ 2 ≤ i < j ≤ g − 1}
form a basis of the space of quadratic forms vanishing on X.
Proof. The argument is analogous to the one in the proof of Corollary 9.18, i.e. we relate the
embedding of X in the projective space Pg = P(H0(OX(L))
∗) to its hyperplane section C1,
determined by the section γ1. This gives the following exact sequence relating the ideal sheaf
IX of X in P
g with the ideal sheaf IC1 of C1 in the hyperplane Hγ1 = P((H
0(OX(L))/Cγ1)
∗)
0 //IX(−1)
γ1 //IX //IC1 //0 .
Tensoring with OPg(2) and taking the resulting cohomology sequence yields an isomorphism
H0(IX(2)) ∼= H
0(IC1(2)) .
This implies that the polynomials q˜ij in Corollary 9.18 are the restrictions of the quadrics
Qij(1 ≤ i < j ≤ g − 1) in S
2H0(OX(L)), forming a basis of H
0(IX(2)). On the other hand,
from the expressions of q˜ij in Corollary 9.18, we see that they are the restrictions the quadratic
polynomials
γi+2γj+2 − γ3γij + γ2γ
′
ij . (9.64)
From the exact sequence
0 //H0(OPg (1))
γ1 //H0(OPg(2)) //H
0(OHγ1 (2))
//0
relating quadrics in Pg with quadrics in the hyperplane Hγ1 it follows that the difference
between Qij and the polynomial in (9.64) is a multiple of γ1. Hence the assertion of the
corollary. ✷
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§ 9.6 Adjoint linear system |L+KX | and geometry of Z
It was mentioned that the orthogonal decomposition in (9.19) should contain information
not only about geometry of the morphism κ([Z], [α]) in (9.17) but also about geometry of
configurations with respect to the adjoint linear system |L+KX | (see the discussion in the
end of §1.5). In this section we take up the considerations of an sl2-triple associated to the
operator d−(v), for ([Z], [α], v) in the relative tangent bundle Tπ of J˘Γ, for an admissible
component Γ in Cr(L, d). It turns out that geometry behind the action of such an sl2-triple
concerns the image of Z with respect to the adjoint linear system |L+KX |. Throughout this
discussion we assume
Z is in general position with respect to |L+KX | and d > r + 2 . (9.65)
These assumptions imply that the linear system |L+KX | defines an embedding
Z →֒ P((H0(L+KX)/H
0(IZ(L+KX)))
∗) := Pd−r−2Z , (9.66)
where IZ is the sheaf of ideals of Z on X. So we will not make a distinction between Z and its
image in Pd−r−2Z . Thus Z will be viewed here, simultaneously, as a configuration of d points
on X and a configuration of d points in general position in the projective space Pd−r−2Z .
Recall the filtration
F˜(L)([Z], [α]) = H0(OZ(L+KX)) = F0([Z], [α]) ⊃ F1([Z], [α]) ⊃ · · · ⊃ FlΓ([Z], [α]) = 0 ,
(9.67)
discussed in §1.5, (1.58). By construction
F1([Z], [α]) = H
0(L+KX)/H
0(IZ(L+KX)) ,
so the filtration in (9.67) gives a filtration of H0(L+KX)/H
0(IZ(L+KX))
H0(L+KX)/H
0(IZ(L+KX)) = F1([Z], [α]) ⊃ · · · ⊃ FlΓ([Z], [α]) = 0 . (9.68)
Arguing as in the case of d+(v) in §9.2, we choose a basis of H0(L+KX)/H
0(IZ(L+KX ))
adapted to the action of an sl2-triple associated to d
−(v). More precisely, let
λ(v) = (λ1(v), λ2(v), . . . , λs(v)) (9.69)
be the partition associated to d−(v) viewed as a nilpotent endomorphism of H0(OZ). We use
the usual diagrammatic representation of λ(v) as an array of boxes aligned in horizontal rows,
from top to bottom, with λi(v) boxes in the i-th row (see [Mac] for details). However, since
the operator d−(v) moves the index of the grading
H0(OZ) =
lΓ−1⊕
p=0
Hp([Z], [α]) (9.70)
from right to left, it will be convenient for our purposes to think of boxes in the diagram of
λ(v) running from right to left as well. Thus we fix an sl2-triple s associated to d
−(v) (v 6= 0)
as described in §7 and define a basis of H0(OZ) adapted to this sl2-triple as follows.
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We fill in the boxes in the first column of λ(v) with highest weight vectors f1, . . . , fs of
the action of s on H0(OZ), where the vector fi is placed in the box of the i-th row. Then
the remaining boxes of λ(v) are filled with vectors of the form (d−(v))m(fi), with m running
from 1 to λi(v) − 1 in the rows with λi(v) ≥ 2. Furthermore, we can choose vectors fi’s to
be homogeneous with respect to the grading in (9.70), i.e. each fi belongs to a particular
summand, say Hpi([Z], [α]), of the decomposition in (9.70). Hence, setting deg(fi) = pi, the
vectors (d−(v))m(fi) acquire grading
deg((d−(v))m(fi)) = deg(fi)−m = pi −m. (9.71)
This degree will be attached to the corresponding box of λ(v). Thus the degree of boxes in
the i-th row runs (from right to left) from deg(fi) to deg(fi)− λi(v) + 1.
Next we replace the operator d−(v) by the multiplication by an element v˜ in H˜([Z], [α])
lifting v (see Remark 4.3, 2)). This gives us a basis of H0(OZ) composed of vectors v˜
mfi (i =
1, . . . , s; m = 0, . . . , λi(v)− 1), with vector v˜
mfi sitting in the i-th row and (m+1)-st column
(counting from the right).
We now use the identification of H0(OZ) with H
0(OZ(L+KX) provided by the morphism
in (1.60) (see the discussion following (1.60)). For every i ∈ {1, . . . , s}, denote by φi the vector
in H0(OZ(L+KX) corresponding to fi under this identification. Then the elements
v˜mφi (i = 1, . . . , s; m = 0, . . . , λi(v)− 1) (9.72)
form a distinguished basis of H0(OZ(L + KX)). Furthermore, this basis is adapted to the
filtration F•([Z], [α]) in (9.67) in a sense that v˜
mφi lies in the subspace Fpi−m([Z], [α]), for
every i and m in (9.72). This follows from the fact that under the identification of H0(OZ)
with H0(OZ(L+KX) the filtration F
•([Z], [α]), the fibre at ([Z], [α]) of the filtration in (1.47),
corresponds to the filtration F•([Z], [α]) ([R1], Lemma 2.1).
Since we are interested only in a basis of F1([Z], [α]) = H
0(L + KX)/H
0(IZ(L + KX)),
the basis in (9.72) has to be modified by suppressing the elements sitting in the boxes of λ(v)
having degree 0. This means that we need to leave out all those elements in (9.72) which
project to a basis of F0([Z], [α])/F1([Z], [α]) ∼= H
0([Z], [α]).
On the level of partitions the desired modification is achieved by erasing the boxes36 of
λ(v) of degree 0. Denote the resulting partition of d− r − 1 by λˆ(v):
λˆ(v) = (λˆ1(v), λˆ2(v), . . . , λˆs′(v)) (9.73)
and call it truncation of λ(v). From the definition it follows that the parts of λˆ(v) and λ(v)
are related as follows
λi(v)− λˆi(v) = 0 or 1, for every 1 ≤ i ≤ s
′ ,
where s′ is the length of λˆ(v). That length is related to the length s of λ(v) by the formula
s′ = s− µ′(lΓ−1)0(v) = s− µ00(v) , (9.74)
where the first equality is the definition of the d−-multiplicities37 in (8.26), while the second
comes from (8.28).
36the number of boxes erased is r + 1, the dimension of H0([Z], [α]).
37the d−-multiplicity µ′(lΓ−1)0(v) counts precisely the number of rows of λ(v) consisting of a single box having
degree 0.
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From the considerations above one deduces the following basis forH0(L+KX)/H
0(IZ(L+
KX)).
Lemma 9.20 Set φim = v˜
mφi, for i = 1, . . . , s
′ and m = 0, . . . , λˆi(v) − 1, where v˜
mφi’s are
as in (9.72). Then the set of elements
B(v) =
{
φim ∈ H
0(L+KX)/H
0(IZ(L+KX))
∣∣ i = 1, . . . , s′; m = 0, . . . , λˆi(v) − 1} (9.75)
is a basis of H0(L+KX)/H
0(IZ(L+KX)) such that for every i,m in (9.75), φim lies in the
subspace Fpi−m([Z], [α]), where pi is as in (9.71).
We will also view elements φim in (9.75) as homogeneous coordinates of the projective
space Pd−r−2Z (see (9.66) for notation). As such they will be denoted by Xim. Thus thinking
of Z as a configuration of points in the projective space Pd−r−2Z we have
Xim|Z = φim, ∀i,m . (9.76)
Our objective now is to use homogeneous coordinates Xim to write down equations of subva-
rieties in Pd−r−2Z passing through Z. The following result illustrates what we have in mind.
Lemma 9.21 Let
B∗(v) =
{
Vim ∈
(
H0(L+KX)/H
0(IZ(L+KX))
)∗∣∣∣ i = 1, . . . , s′; m = 0, . . . , λˆi(v)− 1}
be the basis of
(
H0(L+KX)/H
0(IZ(L+KX))
)∗
dual to the basis {Xim} i=1,...,s′
m=0,...,λˆi(v)−1
.
For every part λˆi(v) ≥ 2 of the partition λˆ(v) in (9.73) the configuration Z ⊂ P
d−r−2
Z is
contained in the cone over a rational normal curve Ci lying in the projective space
Pi = Span
{
Vij | j = 0, . . . , λˆi(v)− 1
}
(9.77)
with the vertex of the cone being the complementary projective subspace Πi in P
d−r−2
Z cut out
by the hyperplanes
Xij = 0, for j = 0, . . . , λˆi(v)− 1.
Proof. If λˆi(v) = 2, then Pi = P
1 and Πi is a complementary projective subspace of codimen-
sion 2. Then the cone in the assertion is the whole projective space Pd−r−2Z . So we assume
λˆi(v) ≥ 3 and write the 2× (λˆi(v) − 1)-matrix
Mi(v) =
(
Xi(λˆi(v)−2) · · · Xi0
Xi(λˆi(v)−1) · · · Xi1
)
. (9.78)
The 2×2-minors of this matrix are homogeneous quadratic polynomials in Xi0, . . . ,Xi(λˆi(v)−1).
Setting them to be equal to zero gives
(λˆi(v)−1
2
)
quadrics in Pd−r−2Z which are all singular along
the subspace Πi, while their restrictions to the subspace Pi in (9.77) cut out a rational normal
curve in Pi. Hence the 2×2-minors of Mi(v) in (9.78) cut out the cone asserted in the lemma.
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It remains to check that the cone contains Z or, equivalently, that the 2 × 2-minors of
Mi(v) vanish on Z. This is insured by the relations in (9.76) and the definition of φim in
Lemma 9.20. Indeed, let z ∈ Z. Then its homogeneous coordinates in Pd−r−2Z are given by
Xim(z) = φim(z) = (v˜(z))
mφi(z) , (9.79)
where the first equality is (9.76) and the second comes from the definition of φim in Lemma
9.20. From (9.79) it follows
(XimXi(m′+1) −Xim′Xi(m+1))(z) = (v˜(z))
m+m′+1φ2i (z)− (v˜(z))
m+m′+1φ2i (z) = 0 ,
for every m 6= m′. ✷
To complete our considerations we introduce the following geometric realization of a par-
tition. Let µ = (µ1, µ2, . . . , µt) be a partition with µt ≥ 1. To such a partition we associate
the vector bundle over P1
Gµ =
t⊕
i=1
OP1(µi − 1) . (9.80)
Denote by P(µ) the projectivization of the dual G∗µ of Gµ. It comes with the natural projection
πµ : P(µ) −→ P
1 .
On P(µ) we choose OP(µ)(1) so that the direct image
πµ∗(OP(µ)(1)) = Gµ .
Observe that Gµ is generated by its global sections, so OP(µ)(1) defines a morphism
ψµ : P(µ) −→ P
|µ|−1 , (9.81)
where |µ| =
∑t
i=1 µi is the weight of the partition µ. Denote by Yµ the image of ψµ and call
it µ-scroll.
Remark 9.22 1) If µt ≥ 2, then OP(µ)(1) is very ample and Yµ is a rational normal scroll
of dimension t in P|µ|−1.
2) If µ contains 1 with multiplicity m1 ≥ 1, then one has the following possibilities
µ =


(1t), if m1 = t,
(µ1, . . . , µt−m1 , 1, . . . , 1︸ ︷︷ ︸
m1−times
), if 1 ≤ m1 < t.
In the first case Yµ = P
t−1 and in the second Yµ is the cone over a rational normal scroll
Yµ′ with the vertex Sing(Yµ) = P
m1−1 and where
µ′ = (µ1, . . . , µt−m1) .
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If µ = (|µ|), |µ| ≥ 2, then Yµ is a rational normal curve in P
|µ|−1. So a µ-scroll is a natural
generalization of a rational normal curve.
A well-known result of the old Italian school of algebraic geometry states that d points
in general position in Pd−3 lie on a rational normal curve (see e.g. [G-H]). The preceding
considerations lead to the following generalization of this classical result.
Theorem 9.23 Let Z be a configuration of d points on X with d > r + 2 and r ≥ 1 ,where
r + 1 is the index of L-speciality of Z (see (1.16)). Assume Z to be in general position with
respect to the adjoint linear system |L+KX |.
Let Γ be an admissible component of Cr(L, d) containing [Z] and let ([Z], [α], v), with
v 6= 0, be a point of the relative tangent bundle Tπ of J˘Γ over Γ˘. Let
λ(v) = (λ1(v), . . . , λs(v))
be the partition of d associated to d−(v) and let
λˆ(v) = (λˆ1(v), λˆ2(v), . . . λˆs′(v))
be the truncation of λ(v) defined in (9.73). Then the image of Z with respect to |L+KX | lies
on a λˆ(v)-scroll in the projective space Pd−r−2Z (see (9.66) for notation).
Proof. If λˆ(v) = (1s
′
) with s′ = d−r−1, then the λˆ(v)-scroll Yλˆ(v) = P
d−r−2
Z and the assertion
of the theorem is trivial.
Assume λˆ(v) 6= (1s
′
) and write
λˆ(v) = (λˆ1(v), . . . , λˆs′−m1(v), 1, . . . , 1︸ ︷︷ ︸
m1−times
) , (9.82)
where m1 is the multiplicity of 1 in λˆ(v).
Applying Lemma 9.21 to every λˆi(v), for i = 1, . . . , s
′ −m1, we obtain Yλˆ(v) as the cone
over a rational normal scroll Yλˆ′(v) with the vertex of the cone Sing(Yλˆ(v)) = P
m1−1 and where
λˆ′(v) = (λˆ1(v), . . . , λˆs′−m1(v)) .
The rational normal scroll Yλˆ′(v) is contained in the projective subspace P of P
d−r−2
Z spanned
by the set of points{
Vij ∈ B
∗(v)| i = 1, . . . , s′ −m1, j = 0, . . . , λˆi(v)− 1
}
,
where B∗(v) is as defined in Lemma 9.21, and the vertex of the cone Sing(Yλˆ(v)) is the
complementary subspace cut out by the linear equations
Xij = 0, i = 1, . . . , s
′ −m1, j = 0, . . . , λˆi(v)− 1 .
✷
Remark 9.24 1) The case λˆ(v) = (1s
′
) in the proof of Theorem 9.23 holds if and only if
lΓ = 2, h
1
Γ = r and d = 2r + 1.
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2) Let lΓ ≥ 3. Then the multiplicity m1(λˆ(v)) of 1 in λˆ(v) is given by the following formula
m1(λˆ(v)) = µ
′
(lΓ−1)1
(v) + µ′(lΓ−2)0(v) , (9.83)
where µ′qp are the d
−-multiplicities of v defined in (8.26).
3) Let Z be a configuration of d points with d ≥ 4 and let [Z] be in
◦
Γ1d, the first non-trivial
(with respect to our constructions) stratum of the stratification in (1.13). Assume, in
addition, that Z is in general position with respect to the adjoint linear system |L+KX |.
Then for every point ([Z], [α], v) of the relative tangent sheaf of J˘ over X [d] with v 6= 0,
the partition λ(v) has the following form
λ(v) = (d− 1, 1) .
Its truncation λˆ(v) = (d − 2). Then Theorem 9.23 implies that the image of Z under
the linear system |L+KX | lies on a rational normal curve in P
d−3
Z (see the notation
in (9.66)), thus recovering the classical result. Furthermore, the rational normal curve
acquires an additional meaning - it can be recovered as the closure of the image of the
period map pΓ (see §4, (4.14), for notation) over [Z] ∈ Γ˘, where Γ is an admissible
component in C1(L, d) containing [Z].
§ 10 Representation theoretic constructions
The preceding sections show that the Lie theoretic aspects of the Jacobian J(X;L, d) provide
new methods and insights in the study of geometry of surfaces. Starting from this section
we change the logic of our investigations - we make use of the sheaves of Lie algebras GΓ,
for admissible components Γ ∈ Cr(L, d), to construct various objects (sheaves, complexes of
sheaves, constructible functions), either on J(X;L, d) or on the Hilbert scheme X [d], which
can serve as new invariants for vector bundles on X as well as for X itself. Our basic tool
for this will be the morphisms d± encountered in §4, (4.26), (4.35). These morphisms relate
our Jacobian to such fundamental objects in the Geometric representation theory as nilpotent
orbits, Springer resolution and Springer fibres.
§ 10.1 Basic set-up
Let Γ be an admissible component in Cr(L, d) and assume it to be simple (Definition 3.22).
Thus we tacitly assume that the set of simple components in Cr(L, d) is nonempty. From
§3.2, Theorem 3.26, it follows that this is the essential case to consider.
By Corollary 3.23 the sheaf of Lie algebras GΓ attached to J˘Γ (see §1.6 for notation) has
the following description
GΓ = π
∗sl(F ′) , (10.1)
where π is the natural projection
π : J˘Γ −→ Γ˘ (10.2)
and sl(F ′) stands for the sheaf of germs of traceless endomorphisms of F ′ (see Corollary 2.3
for the definition of F ′).
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Let Tπ be the relative tangent sheaf of the morphism π and let Tπ be the corresponding
vector bundle, i.e. it is a fibre space over J˘Γ with the natural projection
τ : Tπ −→ J˘Γ (10.3)
whose fibre over a point ([Z], [α]) ∈ J˘Γ is the space Tπ([Z], [α]) = Tπ([Z], [α]) of vertical
tangent vectors of J˘Γ at ([Z], [α]).
In §4, (4.26) and (4.35), we defined morphisms of sheaves
d± : Tπ −→ GΓ .
In this section GΓ will be often viewed as a vector bundle over J˘Γ. Then d
± can be viewed
as morphisms of J˘Γ-schemes
Tπ
d± //
τ   @
@@
@@
@@
@ GΓ
γ
~~}}
}}
}}
}}
J˘Γ
(10.4)
as it has been already done in Remark 6.8. The fact that GΓ is the pullback of sl(F
′) (see
(10.1)) allows further to associate to d± morphisms of schemes over Γ˘. More precisely, set
G′Γ = sl(F
′) (10.5)
and view it as a bundle over Γ˘ with the natural projection
γ′ : G′Γ −→ Γ˘ . (10.6)
We can now identify GΓ as the fibre-product
GΓ = G
′
Γ
×Γ˘ J˘Γ . (10.7)
Composing (10.4) with the projection π in (10.2) yields the commutative diagram
Tπ
′d± //
π˜
>
>>
>>
>>
> G
′
Γ
γ′  
  
  
  
Γ˘
(10.8)
where the notation is as follows
a) π˜ : Tπ −→ Γ˘ is the composition π˜ = π ◦ τ ,
b) ′d± : Tπ −→ G
′
Γ is the composition of d
± in (10.4) with the projection
GΓ = G
′
Γ ×Γ˘ J˘Γ −→ G
′
Γ .
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Denote by
N ′Γ =N (G
′
Γ) (10.9)
the subscheme of nilpotent elements of G′Γ and call it nilpotent cone of G′Γ. Then we know
that the morphisms ′d± take their values in N ′Γ. Hence the diagram in (10.8) takes the
following form
Tπ
′d± //
π˜
>
>>
>>
>>
>
N ′Γ
γ′ 



Γ˘
(10.10)
The adjoint action38 of G′Γ = SL(F
′) on N ′Γ divides it into G
′
Γ-orbits. Our first task will
be to clarify this orbit structure.
§ 10.2 The orbit structure of N ′Γ
In this subsection we describe some basic properties of the orbits of the G′Γ-action on N ′Γ.
Fix such an orbit and denote it O(N ′Γ) and consider the restriction
γ′
O(N ′Γ)
: O(N ′Γ) −→ Γ˘ (10.11)
of γ′ in (10.10) to O(N ′Γ).
Lemma 10.1 An orbit O(N ′Γ) is a fibre bundle over Γ˘, whose fibre is modeled on a fixed
nilpotent orbit of sld′Γ(C), where d
′
Γ = rk(F
′).
Proof. Choose a covering {Ui}i∈I of Γ˘ trivializing F
′, i.e. the restriction F ′ |Ui is isomorphic
to the trivial bundle Ui ×C
d′Γ and let
φi : F
′ |Ui
∼=
−→ Ui ×C
d′Γ (10.12)
be such a trivialization. Set
φij : Uij −→ GLd′Γ(C) (10.13)
to be the corresponding transition functions of F ′.
The trivializations φi’s induce the trivializations
ψi : sl(F
′) |Ui
∼=
−→ Ui × sld′Γ(C) (10.14)
with the transition functions
ψij : Uij −→ Aut(sld′Γ(C)) (10.15)
given by conjugation by φij, i.e. we have
ψij(u)(A) = φij(u)A(φij(u))
−1 , (10.16)
for every u ∈ Uij and every A ∈ sld′Γ(C).
38 in this case it is the usual conjugation.
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Let N = N (sld′
Γ
(C)) be the nilpotent cone of sld′Γ(C), i.e. N is the subvariety of
nilpotent endomorphisms of Cd
′
Γ . The trivializations ψi’s in (10.14) induce the trivializations
ψi : N ′Γ
∣∣
Ui
−→ Ui ×N , (10.17)
where N ′Γ |Ui= γ
′−1(Ui) is the inverse image of Ui under the morphism γ
′ in (10.10).
Set
O(N ′Γ)
∣∣
Ui
= O(N ′Γ)
⋂
(N ′Γ
∣∣
Ui
) . (10.18)
Then ψi in (10.17) maps O(N ′Γ)
∣∣
Ui
onto a subset of Ui ×N of the form Ui ×Oi, for some
nilpotent orbit Oi of N . On the intersection Uij the two isomorphisms ψi and ψj are related
by the transition function ψij
Uij ×Oi
O(N ′Γ)
∣∣
Uij
ψi
88qqqqqqqqqq
ψj &&MM
MMM
MMM
MM
Uij ×Oj
idUij×ψij
OO
(10.19)
Explicitly, for a section s of O(N ′Γ) over Uij, we have
ψi(s(u)) = (u,Ai(u)) ∈ Uij ×Oi ⊂ Uij × sld′Γ(C)
ψj(s(u)) = (u,Aj(u)) ∈ Uij ×Oj ⊂ Uij × sld′Γ(C) ,
for every u ∈ Uij. These are related by conjugation (10.16)
Ai(u) = φijAj(u)(φij(u))
−1, ∀u ∈ Uij . (10.20)
This implies that Ai(u) and Aj(u) are in the same nilpotent orbit of sld′Γ(C). Hence Oi = Oj ,
for all i, j ∈ I with Uij = Ui
⋂
Uj 6= ∅, and to O(N ′Γ) we can associate a unique nilpotent
orbit O of sld′Γ(C) such that O(N
′
Γ) is the fibre bundle over Γ˘ with fibres isomorphic to O
and the transition functions ψij ’s in (10.15) ✷
Corollary 10.2 The orbits of N ′Γ under the adjoint (=conjugation) action of SL(F
′) are in
bijective correspondence with nilpotent orbits of sld′Γ(C). This correspondence will be denoted
as follows
O ←→ O(N ′Γ) , (10.21)
for every nilpotent orbit O of sld′Γ(C).
Proof. Follows immediately from Lemma 10.1 ✷
Remark 10.3 It is well known that nilpotent orbits of sld′Γ(C) are in bijective correspondence
with the set of partitions of d′Γ (see e.g. [C-Gi]). For a partition µ of d
′
Γ, denote by Oµ the
corresponding nilpotent orbit of sld′Γ(C). Then Oµ(N
′
Γ) will denote the orbit associated to
Oµ by the correspondence in Corollary 10.2.
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Let us return to the diagram in (10.10). For a nilpotent orbit Oµ(N ′Γ) define
Oµ(Tπ) := (
′d+)−1(Oµ(N ′Γ)) . (10.22)
This gives a partition of Tπ into the disjoint union of locally closed strata Oµ(Tπ). The above
considerations imply the following.
Proposition 10.4 Let Γ be an admissible component in Cr(L, d) and assume it to be simple
in the sense of Definition 3.22. Then Γ determines a finite collection of partitions
P (Γ) =
{
µ ∈ Pd′Γ
∣∣∣Oµ(Tπ) 6= ∅} ,
where Pd′Γ denotes the set of partitions of d
′
Γ. Equivalently, every admissible, simple component
Γ in Cr(L, d) determines the finite collection of nilpotent orbits in sld′Γ(C)
O(Γ) = {Oµ|µ ∈ P (Γ)} .
Furthermore, there exists a unique partition in P (Γ) denoted µΓ such that the corresponding
stratum OµΓ(Tπ) is a dense Zariski open subset of Tπ.
Proof. All but the last assertion is a combination of Corollary 10.2, Remark 10.3 and (10.22).
The last assertion follows from the fact that Tπ is irreducible. ✷
This result yields Theorem 0.3 stated in the introduction. More precisely, we have the
following
Theorem 10.5 Let Vr(L, d) denotes the set of admissible, simple components of Cr(L, d)
and let
V(X;L, d) =
⋃
r≥1
Vr(L, d) .
Then the set V(X;L, d) is finite and every Γ in it determines a distinguished collection of
nilpotent orbits O(Γ) of sld′Γ(C) as in Proposition 10.4.
Proof. For every r ≥ 1, the set Vr(L, d) is finite, since there are finitely many components in
Cr(L, d). On the other hand, by definition of the index of L-speciality (see (1.16)) r ≤ d .
This yields the finiteness of V(L, d). The second assertion is the content of Proposition 10.4.
✷
The stratification of Tπ defined by the strata in (10.22) should be compared to the one in
Proposition 8.14. The latter stratification is given by the strata T λ’s indexed by the set of
admissible
−→
h′Γ-graded partitions λ in P
a
d′Γ
(
−→
h′Γ) (see Remark 8.13). The partitions in P (Γ) of
Proposition 10.4 do not have the finer structure of
−→
h′Γ-grading. More precisely, we have the
forgetful map
FΓ : P
a
d′Γ
(
−→
h′Γ) −→ P (Γ) (10.23)
which sends an
−→
h′Γ-graded partition
λ =
lΓ−1⋃
p=0
λ(p)
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with λ(p) = (1µ0p2µ1p . . . (p + 1)µpp) (p = 0, . . . , lΓ − 1), to the partition FΓ(λ), where one
forgets the grading. This partition is given in terms of multiplicities by the following formula
FΓ(λ) = (1
M0(λ)2M1(λ) . . . (lΓ)
MlΓ−1(λ)) , (10.24)
where
Ms(λ) =
lΓ−1∑
p=s
µsp, for s = 0, . . . , lΓ − 1 . (10.25)
It is clear, that given a partition µ ∈ P (Γ), there might be several ways to define
−→
h′Γ-grading
on it. The inverse image F−1Γ (µ) gives all such structures on µ, determined by the morphisms
d±.
Using the above notation, we can express a relation between the stratification in Proposi-
tion 8.14 and the one given by the strata Oµ(Tπ) in (10.22).
Proposition 10.6 Let µ be a partition in the set P (Γ) of Proposition 10.4. Then
Oµ(Tπ) =
⋃
λ∈F−1Γ (µ)
T λ ,
where T λ are strata of Proposition 8.14. Furthermore, the partition µ is related to the parti-
tions λ in F−1Γ (µ) by the formula in (10.25).
This relation and the results of §9 show that the partitions in Proposition 10.4 distin-
guished by the nonabelian Jacobian J(X;L, d) are closely related to various algebro-geometric
properties of configurations of points on X as well as curves in the linear system |L|.
§ 10.3 Perverse sheaves and J(X ;L, d)
In the previous subsection we have seen how J(X;L, d) distinguishes a finite collection V(X;L, d)
of subvarieties Γ of the Hilbert scheme X [d] with the property that to each Γ in V(X;L, d) one
can attach a finite collection of partitions P (Γ) of d′Γ as described in Proposition 10.4. Re-
calling that the partitions of d′Γ also parametrize irreducible representations of the symmetric
group Sd′Γ we obtain an equivalent version of Theorem 10.5 formulated as Theorem 0.4 in the
Introduction. This theorem attaches to each Γ in V(X;L, d) a finite collection
Rd′Γ(Γ) = {Sµ | µ ∈ P (Γ)} (10.26)
of irreducible Sd′Γ-modules Sµ (up to an isomorphism) indexed by the set of partitions P (Γ)
in Proposition 10.4.
Thinking of Γ as a variety parametrizing geometric representatives of the second Chern
class of rank 2 bundles on X, one can view Theorem 0.4 as a way of elevating the topological
invariant - the degree of the second Chern class - to the category of modules of symmetric
groups.
In this subsection we go further: we attach to each Γ in V(X;L, d) a collection of the
Intersection cohomology complexes on the Hilbert scheme X [d], thus elevating the degree d of
the second Chern class to the category of perverse sheaves on X [d]. This will prove Theorem
0.5 stated in the Introduction.
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Our construction is based on the Springer resolution
σ : N˜ −→N (10.27)
of the nilpotent cone N of sld′Γ(C) and a well-known fact in the geometric representation
theory39 which realizes the cohomology groups of fibers of σ (Springer fibres) as modules of
the Weyl group W of sld′Γ(C).
In our case we deal with the variety N ′Γ which is fibred over Γ˘ by the nilpotent cones
isomorphic to N . So we need a relative version of Springer resolution. For this we continue
to view G′Γ as a vector bundle over Γ˘ and define the relative flag variety BΓ of G
′
Γ.
By definition this variety comes with the natural projection
βΓ : BΓ −→ Γ˘ (10.28)
such that the fibre BZ of βΓ over a point [Z] ∈ Γ is the variety of Borel subalgebras of
G′Γ([Z]) = sl(F
′([Z])), where F ′([Z]) is the fibre of F ′ at [Z]. Set
N˜ ′Γ := T
∗
βΓ
= T ∗
BΓ/Γ˘
(10.29)
to be the relative cotangent bundle of βΓ. Its closed points can be described as the following
incidence correspondence
N˜ ′Γ =
{
([Z], x,b) ∈N ′Γ ×BΓ
∣∣∣b is a Borel subalgebra in G′Γ([Z]), x ∈ b ∩N ′Γ([Z])} .
This gives the following commutative diagram
N˜ ′Γ
σΓ
~~}}
}}
}}
}} σ′Γ
  @
@@
@@
@@
@
N ′Γ
γ′Γ !!C
CC
CC
CC
C
BΓ
βΓ
}}||
||
||
||
|
Γ˘
(10.30)
The morphism
σΓ : N˜ ′Γ −→N
′
Γ (10.31)
in the above diagram is the relative Springer resolution of N ′Γ, i.e. for every [Z] ∈ Γ˘, the
restriction σΓ,[Z] of σΓ to the fibre N˜
′
Γ([Z]) = (βΓ ◦σ
′
Γ)
−1([Z]) of N˜ ′Γ over [Z] is the Springer
resolution
σΓ,[Z] : N˜
′
Γ([Z]) −→N
′
Γ([Z]) (10.32)
of the nilpotent cone N ′Γ([Z]) in G
′
Γ([Z]) = sl(F
′([Z])).
Let Oµ(N ′Γ) be a nilpotent orbit in N
′
Γ and let
σΓ : O˜µ(N ′Γ) = σ
−1
Γ (Oµ(N
′
Γ)) −→ Oµ(N
′
Γ) (10.33)
39for this and other basic facts of the geometric representation theory our reference is [C-Gi].
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be the Springer resolution over the nilpotent orbit Oµ(N ′Γ). From Lemma 10.1 and the
properties of the Springer resolution it follows that this is a fibre bundle over Oµ(N ′Γ) with
fibres modeled on a Springer fibre of σ in (10.27) over the nilpotent orbit Oµ in sld′Γ(C). In
particular, taking the i-th direct image of the constant sheaf C on O˜µ(N ′Γ) we obtain
L˜iΓ,µ = R
iσΓ∗C (10.34)
local systems on Oµ(N ′Γ), for i = 0, . . . , 2bµ, where bµ is the complex dimension of a Springer
fibre of σ in (10.27) over the nilpotent orbit Oµ.
Remark 10.7 Let B be the flag variety of sld′Γ(C), i.e. the variety parametrizing Borel
subalgebras of sld′Γ(C). Recall that for a nilpotent element x ∈ Oµ, the Springer fibre Bx
over x of the Springer resolution σ in (10.27) is naturally identified with the subvariety of B
parametrizing Borel subalgebras of sld′Γ(C) containing x. It is known that Bx is an equidi-
mensional variety of complex dimension
bµ = dim(B)−
1
2
dimOµ .
In our case dimCB =
1
2d
′
Γ(d
′
Γ − 1). Substituting into the above formula we obtain
bµ =
1
2
[d′Γ(d
′
Γ − 1)− dimOµ] . (10.35)
Furthermore, if µ = (µ1 ≥ µ2 ≥ · · · ≥ µs), then one has the following formula ([C-Gi], Lemma
4.4.2)
dimOµ = (d
′
Γ)
2 −
s∑
k=1
(2k − 1)µk .
Substituting into (10.35) yields
bµ =
1
2
(
s∑
k=1
(2k − 1)µk − d
′
Γ) =
s∑
k=1
kµk − d
′
Γ =
s∑
k=1
(k − 1)µk . (10.36)
Lemma 10.8 The local systems L˜iΓ,µ’s in (10.34) are the pullback under γ
′ (see (10.30))
of the local systems on Γ˘, i.e. for every i ∈ {0, . . . , 2bµ} there exists a unique, up to an
isomorphism, local system LiΓ,µ on Γ˘ such that
L˜iΓ,µ = γ
′∗LiΓ,µ .
Proof. Fix a base point ([Z0], x0) ∈ Oµ(N ′Γ). Then the local systems L˜
i
Γ,µ correspond to
representations
ρ˜i : π1(Oµ(N ′Γ), ([Z0], x0)) −→ Aut(H
i(B([Z0],x0),C)) (10.37)
of the fundamental group π1(Oµ(N ′Γ), ([Z0], x0)) of Oµ(N
′
Γ) based at ([Z0], x0), and where
Aut(H i(B([Z0],x0),C)) is the group of automorphisms of the i-th cohomology group of the
Springer fibre B([Z0],x0), the fibre of σΓ over ([Z0], x0).
147
From Lemma 10.1 it follows that π1(Oµ(N ′Γ), ([Z0], x0)) fits into the following long exact
sequence of groups
π1(Oµ, x0) //π1(Oµ(N
′
Γ), ([Z0], x0))
//π1(Γ˘, [Z0])
//π0(Oµ, x0) , (10.38)
where we identified the fibre γ′−1
Oµ(N ′Γ)
([Z]) of γ′
Oµ(N ′Γ)
in (10.11) with the orbit Oµ in
sl(F ′([Z])). It is well-known that Oµ is connected and simply connected (see [C-Gi]), i.e. one
has
π0(Oµ, x0) = π1(Oµ, x0) = {1} .
This together with (10.38) yield an isomorphism
π1(Oµ(N ′Γ), ([Z0], x0))
∼= π1(Γ˘, [Z0]) . (10.39)
This isomorphism combined with (10.37) gives representations
ρiΓ,µ : π1(Γ˘, [Z0]) −→ Aut(H
i(B([Z0],x0),C)) , (10.40)
for i = 0, . . . , 2bµ.
Let LiΓ,µ (i = 0, . . . , 2bµ) be the local systems on Γ˘ corresponding to the representations
ρiΓ,µ in (10.40). Then by definition we have
L˜iΓ,µ = γ
′∗
Γ L
i
Γ,µ ,
for every i ∈ {0, . . . , 2bµ}. ✷
Denote by PiΓ,µ the Intersection cohomology complex IC(Γ˘,L
i
Γ,µ) of Deligne-Goresky-
MacPherson extended by zero to the entire Hilbert scheme X [d]. This is an object of the
bounded derived category of constructible sheaves Dbc(X
[d]) on X [d] which is characterized by
the following properties.
a) PiΓ,µ is supported on the closure Γ˘ = Γ of Γ in X
[d] , (10.41)
b) PiΓ,µ
∣∣∣
Γ˘
= LiΓ,µ[dimΓ] ,
c) Hk(PiΓ,µ) = 0, if k < −dim(Γ) ,
d) dim
(
supp(Hk(PiΓ,µ))
)
< −k, if k > −dim(Γ) ,
e) dim
(
supp(Hk((PiΓ,µ)
V D))
)
< −k, if k > −dim(Γ) ,
where (·)V D stands for the Verdier dual complex.
Putting the complexes PiΓ,µ together, we obtain the graded perverse sheaf
P•Γ,µ =
2bµ⊕
i=0
PiΓ,µ (10.42)
which is the extension by zero to X [d] of the Intersection cohomology complex IC(Γ˘,L•Γ,µ),
where L• =
⊕2bµ
i=0 L
i
Γ,µ. Thus we obtain the following
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Theorem 10.9 Let V(X;L, d) be the collection of admissible, simple components as in The-
orem 10.5. Then every Γ in V(X;L, d) determines the finite collection
P(Γ) =
{
P•Γ,µ
∣∣µ ∈ P (Γ)}
of graded perverse sheaves P•Γ,µ on X
[d] indexed by the set of partitions P (Γ) as in Proposition
10.4.
Taking the union of the collections P(Γ), as Γ runs through the set V(X;L, d), we obtain
the finite collection
P(X;L, d) =
{
P•Γ,µ
∣∣µ ∈ P (Γ), Γ ∈ V(X;L, d)} (10.43)
of perverse sheaves on X [d] intrinsically associated to (X,L, d). This is Theorem 0.5 of the
Introduction.
Remark 10.10 It is clear that one can construct complexes P•Γ,µ for any partition µ of d
′
Γ.
The main point of distinguishing the collection P(Γ) is that the complexes of this collection
pick out partitions of d′Γ which are relevant to the geometry of configurations of X parametrized
by Γ˘. Indeed, in §9 we have seen how partitions in P (Γ) are related to the equations defin-
ing configurations parametrized by Γ˘. So, heuristically, one could say that perverse sheaves
P•Γ,µ (µ ∈ P (Γ)) condense in them those equations: the equations themselves might be quite
complicated (see e.g. (9.36)) and one might want, for various purposes, to “package” them
neatly in the form of perverse sheaves.
It was pointed out in the Introduction that the complexes in P(Γ) also contain information
about irreducible representations in the collection Rd′Γ(Γ) in (10.26). To see this recall that
one of the fundamental properties of the Springer resolution in (10.27) is that the cohomology
ring of the Springer fibres, the fibres of σ in (10.27), supports representations of the Weyl
group W of the Lie algebra in question. In our situation the Lie algebra is sld′Γ(C). Hence
the Weyl group
W = Sd′Γ
is the symmetric group Sd′Γ and Springer theory yields representations
sp•µ : Sd′Γ −→ Aut(H
•(σ−1(x),C)) , (10.44)
where x is a point of the nilpotent orbit Oµ of sld′Γ(C) corresponding to a partition µ of d
′
Γ. In
particular, one knows (see [C-Gi]) that the top degree cohomology group40 H2bµ(σ−1(x),C)
is an irreducible Sd′Γ-module corresponding to µ.
The above discussion shows that the fibres of the cohomology sheaves of complexes P•Γ,µ
are Sd′Γ-modules. In fact, this Sd
′
Γ
-module structure is compatible with the action of the
fundamental group π1(Γ˘, [Z0]) given by the representations in (10.40). This is the meaning of
the following statement.
40recall: bµ = dimC(σ
−1(x)).
149
Proposition 10.11 Let µ be a partition in P (Γ) as in Proposition 10.4. Set
ρ•Γ,µ =
2bµ⊕
i=0
ρiΓ,µ , (10.45)
where ρiΓ,µ’s are as in (10.40) and bµ is the complex dimension of Springer fibers over the
nilpotent orbit Oµ. Then the representation
ρ•Γ,µ : π1(Γ˘, [Z0]) −→ Aut(H
•(B([Z0],x0),C))
factors through the Springer representation sp•µ in (10.44).
Proof. Recall the universal scheme Z in (1.1) and consider its subscheme ZΓ˘ = p
−1
2 (Γ˘) lying
over Γ˘ together with the unramified covering
p2 : ZΓ˘ −→ Γ˘ .
From Corollary 2.3, (2.5), this factors as follows
ZΓ˘
f //
p2
>
>>
>>
>>
>
Z ′
Γ˘
p′2    
  
  
  
Γ˘
(10.46)
The morphism p′2, by Remark 3.12, is an unramified covering of degree d
′
Γ, so its fibre over a
point [Z] ∈ Γ˘ is the set Z ′ of d′Γ distinct points. Hence we obtain a group homomorphism
ρp′2 : π1(Γ˘, [Z]) −→ Aut(Z
′) , (10.47)
where Aut(Z ′) is viewed as the set of all possible orderings of Z ′.
We also recall that the fibre G′Γ([Z]) of G
′
Γ over [Z] can be identified with sl(H
0(OZ′)) and
H0(OZ′) is identified with a Cartan subalgebra of gl(H
0(OZ′)) via the multiplicative action
of H0(OZ′) on itself (see Remark 3.2). Thus the subspace
hZ′ =
{
f ∈ H0(OZ′)
∣∣Tr(f) = ∑
z′∈Z′
f(z′) = 0
}
(10.48)
can be identified with a Cartan subalgebra of sl(H0(OZ′)). In particular, permutations of Z
′
act on the space H0(OZ′) (resp. hZ′) by the rule
(w∗f)(z) = f(w−1(z)), ∀z ∈ Z ′ . (10.49)
Hence the representation
Aut(Z ′) −→ Aut(hZ′) . (10.50)
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This representation determines and is determined by the permutation action of Aut(Z ′) on
the set41 B(hZ′) of Borel subalgebras of sl(H
0(OZ′)) containing hZ′ . Thus we obtain the
representation
sprs : Aut(Z
′) −→ Aut(B(hZ′)) . (10.51)
Identifying Aut(Z ′) with the Weyl group of sl(H0(OZ′) andB(hZ′) with a Springer fibre over a
regular semisimple element of sl(H0(OZ′), we see that sprs in (10.51) is the Springer represen-
tation over the set of regular semisimple elements slrs(H0(OZ′)) of sl(H
0(OZ′)). Combining
this with (10.47) yields
ρΓ,rs = sprs ◦ ρp′2 : π1(Γ˘, [Z]) −→ Aut(B(hZ′)) (10.52)
which is the assertion of the proposition over the orbit of regular semisimple elements of
sl(H0(OZ′)).
Next recall that the Springer resolution in (10.27) is a part of the universal resolution
([C-Gi], 3.1.31)
s˜l(H0(OZ′))
pr1
wwnnn
nnn
nnn
nnn pr2
%%KK
KKK
KKK
KK
sl(H0(OZ′)) B[Z]
(10.53)
where B[Z] is the variety of Borel subalgebras of sl(H
0(OZ′)) and s˜l(H
0(OZ′)) is the incidence
correspondence
s˜l(H0(OZ′)) =
{
(x,b) ∈ sl(H0(OZ′))×B[Z]
∣∣x ∈ b} . (10.54)
The set of regular semisimple elements slrs(H0(OZ′)) is a dense Zariski open subset of
sl(H0(OZ′)) and the Springer representation sp
•
µ in (10.44) over the nilpotent orbit Oµ can
be obtained as the limit of Springer representations
sprs,h : Sd′Γ −→ Aut(pr
−1
1 (h))
on the fibres of pr1 in (10.53) over h, regular semisimple, converging to Oµ (see [C-Gi], 3.4).
Hence the representation ρ•Γ,µ in (10.45), which is the limit of the representations ρΓ,rs,h, for
h ∈ hZ′ converging to Oµ, can now be expressed as follows
ρ•Γ,µ = lim
h→Oµ
ρΓ,rs,h = lim
h→Oµ
sprs,h ◦ ρp′2 =
(
lim
h→Oµ
sprs,h
)
◦ ρp′2 = sp
•
µ ◦ ρp′2 ,
where the second equality is the validity of the proposition over regular semisimple elements
obtained in (10.52). ✷
41the set B(hZ′) can be identified with the set of orderings of eigen spaces of hZ′ -action on H
0(OZ′). Those
eigen spaces are generated by the delta-functions δz′ , for z
′ ∈ Z′. Thus B(hZ′) has a natural identification
with the set of orderings of Z′.
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§ 10.4 Abelian category A(X ;L, d)
The collection of perverse sheaves P(X;L, d) introduced in (10.43) gives rise to a distinguished
full abelian subcategory of the bounded derived category Dbc(X
[d]) of constructible sheaves on
X [d]. This is defined as follows.
For every P•Γ,µ in P(X;L, d) consider its components P
i
Γ,µ as in (10.42) and take its
irreducible constituents in the category of perverse sheaves on X [d]. More precisely, since PiΓ,µ
is essentially the intersection cohomology complex IC(Γ˘,LiΓ,µ), the irreducible constituents of
PiΓ,µ are given by the decomposition of L
i
Γ,µ into the direct sum of irreducible local systems,
i.e. we go back to the representation ρiΓ,µ in (10.40) and decompose H
i(B([Z0],x0),C) into the
direct sum of irreducible π1(Γ˘, [Z0])-modules
H i(B([Z0],x0),C) =
⊕
χ
M iχ,Γ,µ ⊗ V
i
χ,Γ,µ , (10.55)
where V iχ,Γ,µ’s are irreducible π1(Γ˘, [Z0])-modules occurring in H
i(B([Z0],x0),C) and M
i
χ,Γ,µ’s
are their respective multiplicity modules
M iχ,Γ,µ = Homπ1(Γ˘,[Z0])(V
i
χ,Γ,µ,H
i(B([Z0],x0),C)) . (10.56)
From Proposition 10.11 we know that the representation ρiΓ,µ factors through the repre-
sentation ρp′2 . Hence the irreducible modules V
i
χ,Γ,µ are parametrized by irreducible characters
of the finite subgroup
Im(ρp′2) ⊂ Aut(Z
′) ∼= Sd′Γ .
Set ΞiΓ,µ to be the collection of irreducible characters occurring in the decomposition
(10.55). For every χ ∈ ΞiΓ,µ, we have the representation
ρiχ,Γ,µ : π1(Γ˘, [Z0]) −→ Aut(V
i
χ,Γ,µ) . (10.57)
The corresponding local system on Γ˘ will be denoted by LiΓ,µ,χ. This defines the Intersection
cohomology complex IC(Γ˘,LiΓ,µ,χ). Its extension by zero to the whole of X
[d] will be denoted
by CiΓ,µ,χ. This now is an irreducible perverse sheaf on X
[d] and we have
PiΓ,µ =
⊕
χ∈ΞiΓ,µ
M iχ,Γ,µ ⊗ C
i
Γ,µ,χ , (10.58)
the decomposition of PiΓ,µ into the direct sum of its irreducible constituents. Thus for every
pair (Γ, µ) we have the finite collection
CΓ,µ =
{
CiΓ,µ,χ
∣∣ i = 0, . . . , 2bµ, χ ∈ ΞiΓ,µ} (10.59)
of irreducible perverse sheaves on X [d]. Taking the union of these collections, as µ runs
through the set P (Γ) defined in Proposition 10.4, and Γ runs through V(X;L, d) in Theorem
10.5, we obtain the collection
C(X;L, d) =
⋃
µ∈P (Γ),Γ∈V(X;L,d)
CΓ,µ (10.60)
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of irreducible perverse sheaves on X [d] intrinsically associated to (X,L, d).
We now define the abelian category A(X;L, d) as the full subcategory of the derived
category of constructible sheaves on X [d] generated by the finite collection C(X;L, d), i.e.
objects of A(X;L, d) are isomorphic to finite direct sums of objects in C(X;L, d) and their
various translations.
Definition 10.12 1) Elements of the collection C(X;L, d) will be called irreducible non-
abelian characters of J(X;L, d).
2) The abelian category A(X;L, d) will be called the category of non-abelian characters of
J(X;L, d) and objects of A(X;L, d) will be called non-abelian characters of J(X;L, d).
Remark 10.13 Recall that for a smooth irreducible curve C its Jacobian J(C) is an abelian
variety and its fundamental group π1(J(C)) = H1(J(C),Z) is just the first homology group of
J(C). Thus irreducible local systems on J(C) are given by homomorphisms or characters
H1(J(C),Z) −→ C
×
and the group of characters Hom(H1(J(C),Z),C
×) parametrizes isomorphism classes of local
systems on J(C).
With the above in mind, the collection C(X;L, d) defined in (10.60) can be envisaged as a
non-abelian analogue of Hom(H1(J(C),Z),C
×), while the abelian category A(X;L, d) can be
viewed as an analogue of the group-ring of Hom(H1(J(C),Z),C
×). This, hopefully, justifies
the terminology in Definition 10.12.
Though the objects of the abelian category A(X;L, d) are complexes of sheaves on the
Hilbert scheme X [d], one should really keep in mind that they descended from the Jacobian
J(X;L, d). There is even more subtle connection which relates the sections of the relative
tangent/cotangent sheaf of J(X;L, d) \Θ(X;L, d) with the abelian category A(X;L, d).
Proposition 10.14 Let Γ be a component in V(X;L, d) and let Tπ,Γ be the relative tangent
sheaf of the projection π : J˘Γ −→ Γ˘. Then there is a natural map
exp
(∫
Γ
)
: H0(J˘Γ,Tπ,Γ) −→ A(X;L, d) . (10.61)
Proof. Let θ be a section of Tπ,Γ. Interpreting it geometrically, we view θ as the corresponding
morphism
θ : J˘Γ −→ Tπ,Γ
of Γ˘-schemes. We now consider the intersection of the image of θ with the strata Oµ(Tπ,Γ)
defined in (10.22). Denote by P (Γ, θ) the subset of partitions µ in P (Γ) (see Proposition
10.4 for notation) such that θ−1(Oµ(Tπ,Γ)) is non-empty. The map exp(
∫
Γ) we are after can
now be defined by sending θ to the direct sum of perverse sheaves P•Γ,µ as in (10.42), where
µ ∈ P (Γ, θ):
exp
(∫
Γ
)
(θ) =
⊕
µ∈P (Γ,θ)
P•Γ,µ =
⊕
µ∈P (Γ,θ)

 2bµ⊕
i=0

 ⊕
χ∈ΞiΓ,µ
M iχ,Γ,µ ⊗ C
i
Γ,µ,χ



 . (10.62)
✷
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Remark 10.15 The notation exp(
∫
Γ) is an allusion to the operation of integration followed
by the exponential. This comes from pursuing the analogy with the classical Jacobian made
in Remark 10.13. Namely, in the classical case one has a map
H0(J(C),ΩJ(C)) −→ Hom(H1(J(C),Z),C
×) (10.63)
which sends a holomorphic 1-form ω on J(C) to the exponential of the linear functional∫
ω : H1(J(C),Z) −→ C
given by integrating ω over 1-cycles on J(C).
The map exp(
∫
Γ) in (10.61) clearly has the same flavor, except that in our story we are
“integrating” (relative) vector fields on J(X;L, d). However, the relative tangent sheaf Tπ,Γ
is self-dual42 and naturally isomorphic to the relative cotangent bundle T ∗π,Γ. This gives an
identification
H0(J˘Γ,T
∗
π,Γ)
∼= H0(J˘Γ,Tπ,Γ) . (10.64)
With this identification in mind, we can say that in the map (10.61) we are “integrating” the
(relative) 1-forms after all
exp
(∫
Γ
)
: H0(J˘Γ,T
∗
π,Γ) −→ A(X;L, d) , (10.65)
thus making Proposition 10.14 conceptually analogous to the classical map (10.63).
One can put the maps in (10.65) together as Γ varies in V(X;L, d) to obtain the following.
Theorem 10.16 Let
◦
J (X;L, d) = J(X;L, d) \ Θ(X;L, d) be the complement of the theta-
divisor Θ(X;L, d) in J(X;L, d) and let A(X;L, d) be the category of non-abelian characters
of J(X;L, d) (see Definition 10.12). Then there is a natural map
exp
(∫ )
: H0(T ∗◦
J(X;L,d)/X[d]
) −→ A(X;L, d) , (10.66)
where T ∗◦
J(X;L,d)/X[d]
is the relative cotangent sheaf of
◦
J (X;L, d) over X [d].
Proof. Let ω be a global section of T ∗◦
J(X;L,d)/X[d]
. For every Γ in V(X;L, d) denote by ωΓ the
restriction of ω to J˘Γ. This is a section of T
∗
J˘Γ/Γ˘
and exp(
∫
Γ)(ωΓ) has been defined in (10.65).
One can now define
exp
(∫ )
(ω) =
⊕
Γ∈V(X;L,d)
exp
(∫
Γ
)
(ωΓ) =
⊕
Γ∈V(X;L,d)

 ⊕
µ∈P (Γ,θΓ)
P•Γ,µ

 , (10.67)
where θΓ is the section of the relative tangent sheaf TJ˘Γ/Γ˘ corresponding to ωΓ under the
isomorphism in (10.64) and P (Γ, θΓ) is the subset of P (Γ) defined in the proof of Proposition
10.14. ✷
42the self-duality of Tpi,Γ comes from the isomorphism M in (4.23) and the identification of the quotient-
sheaf H˜/OJ˘Γ with the orthogonal complement H = (OJ˘Γ)
⊥ of OJ˘Γ in H˜. Now the quadratic form q˜ in (1.42)
restricts to a non-degenerate quadratic form on H, thus making it self-dual.
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§ 10.5 Generalized Macdonald functions on X [d]
Here we define several invariants inspired by the well-known constructions in the theory of
symmetric functions and the theory of representations of symmetric groups.
By construction, the Intersection cohomology complexes P•Γ,µ are endowed with an action
of the symmetric group Sd′Γ . Hence the cohomology sheaves
Hj,iΓ,µ := H
j(PiΓ,µ) (10.68)
are Sd′Γ-sheaves, for every i, j.
Let Pd′Γ be the set of partitions of d
′
Γ and let λ be a partition in Pd′Γ . Denote by Sλ an
irreducible Sd′Γ-module corresponding to λ and, for every closed point [Z] ∈ X
[d], define
m
(i,j)
λ,µ,Γ([Z]) = dimCHomSd′
Γ
(Sλ,H
j,i
Γ,µ([Z])) , (10.69)
where Hj,iΓ,µ([Z]) is the fibre of H
j,i
Γ,µ in (10.68) at [Z]. This defines constructible functions on
X [d]
m
(i,j)
λ,µ,Γ : X
[d] −→ Z+ (10.70)
which assigns to [Z] ∈ X [d] the value m
(i,j)
λ,µ,Γ([Z]) in (10.69).
By definition of PiΓ,µ, the functions m
(i,j)
λ,µ,Γ are identically zero unless i ∈ {0, . . . , 2bµ} and
j ∈ {−dimCΓ, . . . ,−1} (see (10.41), a)-d)), where bµ is as in Remark 10.7. Furthermore, from
(10.41), a), it follows that the support of m
(i,j)
λ,µ,Γ is contained in the closure Γ of Γ in X
[d].
Using the functions m
(i,j)
λ,µ,Γ as coefficients, we define polynomials Pλ,µ,Γ in two variables q
and t
Pλ,µ,Γ =
∑
i,k
n
(i,k)
λ,µ,Γq
itk , (10.71)
where i = 0, . . . , 2bµ and k = 0, . . . , dimCΓ − 1, and the coefficients n
(i,k)
λ,µ,Γ are constructible
functions on X [d] defined by the following identity
n
(i,k)
λ,µ,Γ = m
(i,k−dimCΓ)
λ,µ,Γ (k = 0, . . . , dimCΓ− 1) . (10.72)
These polynomials will be called generalized Kostka-Macdonald coefficients of Γ.
The final step of our construction is to put together the generalized Kostka-Macdonald
coefficients for various λ. Namely, consider the graded ring
Λ =
∞⊕
n=0
Λn
of symmetric functions in infinitely many formal variables x = (xk)k∈N, where Λ
n is the
subspace of Λ of homogeneous symmetric functions of degree n. Let{
sλ|λ ∈ Pd′Γ
}
(10.73)
be the basis of Λd
′
Γ formed by Schur functions43 sλ (λ ∈ Pd′Γ).
43for basic facts and terminology concerning symmetric functions our reference is [Mac].
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Define the function
MΓ,µ : X
[d] −→ Λd
′
Γ [q, t] (10.74)
by the following identity
MΓ,µ =
∑
λ∈Pd′
Γ
Pλ,µ,Γsλ . (10.75)
This way we obtain a collection of functions
M(X;L, d) = {MΓ,µ|Γ ∈ V(X;L, d), µ ∈ P (Γ)} (10.76)
intrinsically associated to (X,L, d), where V(X;L, d) is as in Theorem 10.5 and P (Γ) is as in
Proposition 10.4).
Remark 10.17 Our definitions (10.69), (10.71) and (10.75), as well as the terminology, are
modeled on the ones in the work of Haiman, [Hai], where he introduced Kostka-Macdonald
coefficients as graded character multiplicities of certain doubly graded Sn-modules, for every
partition µ of n (see [Hai], 2.2, for more details). In our situation it is the cohomology sheaf
H•(P•Γ,µ) on X
[d] which is double graded and endowed with Sd′Γ-action. So our constructions
can be viewed as a natural generalization of Haiman’s bigraded modules and the functions
MΓ,µ in (10.76) can be considered as an analogue of Macdonald functions.
Below we summarize properties of functions MΓ,µ defined in (10.75).
Proposition-Definition 10.18 Let Γ be a component of the set V(X;L, d) in Theorem 10.5
and let µ be a partition in P (Γ), the set defined in Proposition 10.4. Then the function MΓ,µ
has the following properties
1) MΓ,µ is a constructible function on X
[d] with values in Λd
′
Γ [q, t].
2) The support of MΓ,µ is contained in the closure Γ of Γ in X
[d].
3) For every [Z] ∈ Γ˘, the value MΓ,µ([Z]) is the q-polynomial with coefficients in Λ
d′Γ
MΓ,µ([Z])(x; q, t) =MΓ,µ([Z])(x; q, 0)
which computes the graded character of the cohomology ring of a Springer fibre over the
nilpotent orbit Oµ of sld′Γ(C) (see (10.80) below for precise expression).
The function MΓ,µ will be called Macdonald function of X
[d] of type (Γ, µ).
Proof. All the properties ofMΓ,µ, but the last one, are immediate from the definition of MΓ,µ.
For the last assertion use (10.41), b), to deduce
Hj,i
∣∣
Γ˘
=
{
LiΓ,µ, if j = −dimCΓ,
0, otherwise.
(10.77)
This implies that the coefficients n
(i,k)
λ,µ,Γ([Z]) = 0, unless k = 0, and the generalized Kostka-
Macdonald coefficients Pλ,µ,Γ evaluated at [Z] ∈ Γ˘ have the following form
Pλ,µ,Γ(q, t)([Z]) = Pλ,µ,Γ(q, 0)([Z]) =
2bµ∑
i=0
n
(i,0)
λ,µ,Γ([Z])q
i =
2bµ∑
i=0
m
(i,−dimCΓ)
λ,µ,Γ ([Z])q
i ,
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where, by (10.69), the coefficient m
(i,−dimCΓ)
λ,µ,Γ ([Z]) is the multiplicity of the irreducible Sd′Γ-
module Sλ in the Sd′Γ-module H
i(B([Z], x),C) and where B([Z], x) is the Springer fibre of
the morphism σΓ in (10.31) over a point ([Z], x) in the nilpotent orbit Oµ(N ′Γ) (see (10.33)).
Hence Pλ,µ,Γ(q, 0)([Z]) is the graded character multiplicity of the irreducible module Sλ in the
graded Sd′Γ-module
H•(B([Z], x),C) =
2bµ⊕
i=0
H i(B([Z], x),C)
and it can be written as follows
Pλ,µ,Γ(q, 0)([Z]) =
2bµ∑
i=0
〈χλ, ch(H i(B([Z], x),C))〉qi , (10.78)
where χλ is the character of Sλ, ch(H
i(B([Z], x),C)) is the character of H i(B([Z], x),C) and
〈·, ·〉 stands for the standard pairing in the ring of characters R(Sd′Γ) of the symmetric group
Sd′Γ . Setting
ch(H•(B([Z], x),C), q) =
2bµ∑
i=0
ch(H i(B([Z], x),C))qi
to be the graded character of the cohomology ring H•(B([Z], x),C), we can rewrite (10.78)
in the following way
Pλ,µ,Γ(q, 0)([Z]) = 〈χ
λ, ch(H•(B([Z], x),C), q)〉 . (10.79)
Hence the generalized Macdonald function evaluated at [Z] ∈ Γ˘ gives the graded character of
the cohomology ring of the Springer fibre B([Z], x)
MΓ,µ([Z])(x; q, t) =MΓ,µ([Z])(x; q, 0) =
∑
λ∈Pd′
Γ
〈χλ, ch(H•(B([Z], x),C), q)〉sλ . (10.80)
✷
Remark 10.19 The set of M(X;L, d) of generalized Macdonald functions defined in (10.76),
can be viewed as a functional counterpart of the collection of perverse sheaves P(X;L, d) in
(10.43). They are related by a sort of ‘character’ map
χ(X;L,d) : P(X;L, d) −→M(X;L, d) (10.81)
sending every Intersection cohomology complex P•Γ,µ in P(X;L, d) to its generalized Macdon-
ald function MΓ,µ defined in (10.75), i.e.
χ(X;L,d)(P
•
Γ,µ) =MΓ,µ , (10.82)
for every Γ ∈ V(L, d) and every µ ∈ P (Γ).
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§ 11 J(X;L, d) and the Langlands Duality
This section corresponds to the discussion in §0.4 of the Introduction. For Γ an admissible,
simple component of Cr(L, d), we consider the relative Infinite Grassmannian over Γ˘ associated
to the sheaf of Lie algebras G′Γ (see (10.5) for notation). Then we show that there is a natural
map of a certain Zariski open subset of the relative tangent bundle Tπ of J˘Γ over Γ˘ to this
relative Infinite Grassmannian. This establishes, via the geometric Satake isomorphism, a
link of our nonabelian Jacobian with the Langlands Duality.
§ 11.1 Some preliminaries
In this subsection we fix notation and recall some known facts about Infinite Grassmannians.
Our references on the subject are [Gi], [Lu], [P-S].
We fix Γ in the collection V(X;L, d) defined in Theorem 10.5 and consider the locally free
sheaf
F ′ = p′2∗(OZ′) , (11.1)
where Z ′ and p′2 are as in (10.46).
Set
G′Γ = sl(F
′) , (11.2)
the sheaf of germs of traceless endomorphisms of F ′ and let
G′Γ = SL(F
′) (11.3)
be the corresponding sheaf of Lie groups. This will be regarded as a fibre bundle over Γ˘ with
the natural projection
̟ : G′Γ −→ Γ˘ . (11.4)
Let k = C[t−1, t] be the ring of complex valued Laurent polynomials in a variable t and
let o = C[t] be its subring of polynomials in t. Consider the scheme G′relΓ (k) of ‘vertical’
k-valued points of G′Γ, where by vertical k-valued point we mean a morphism
Spec(k) −→ G′Γ
for which the diagram
Spec(k) //

G′Γ
̟

Spec(C) // Γ˘
commutes. Thus G′relΓ (k) comes with natural projection
̟(k) : G′relΓ (k) −→ Γ˘ , (11.5)
whose fibre G′relΓ (k)([Z]) over a point [Z] ∈ Γ˘ is the group of k-valued points of the group
G′
Γ, [Z]
= SL(H0(OZ′)), the fibre of ̟ in (11.4) over [Z] and where Z
′ is the fibre over [Z]
of p′2 in (10.46).
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Replacing k by o gives the scheme G′relΓ (o) and the coset space
GrΓ = G
′rel
Γ (k)/G
′rel
Γ (o) (11.6)
which we call the Infinite Grassmannian of G′Γ. Thus GrΓ is a scheme over Γ˘ with the
natural projection
ω : GrΓ −→ Γ˘ , (11.7)
whose fibres are modeled on the Infinite Grassmannian of SLd′Γ .
We now give a description of GrΓ which will reveal its ind-scheme structure. For this
consider the sheaf G′Γ(k) (resp. G
′
Γ(o)) of Lie algebras over Γ˘ with the bracket operation
defined in the usual way, i.e.
[x⊗ P, y ⊗Q] = [x, y]⊗ PQ , (11.8)
for any local sections x, y of G′Γ and any P,Q ∈ k.
Let [Z] be a closed point of Γ˘. Following Lusztig in [Lu], we consider o-submodules L of
G′Γ([Z])(k) = sl(H
0(OZ′))(k) of maximal rank and which are closed under the Lie bracket
in (11.8). For such an L one defines its ‘dual’ L∨ whose elements x are characterized by the
condition
〈x, y〉 ∈ o , (11.9)
for all elements y of L, and where 〈·, ·〉 denotes the k-valued Killing form of G′Γ(k).
With these notions in mind one has the following description of GrΓ. Let Grass(G
′
Γ(k))
be the set whose points are pairs ([Z],L), where [Z] is a closed point of Γ˘ and L is an o-
submodule of G′Γ([Z])(k). Then we have a map
G′relΓ (k) −→ Grass(G
′
Γ(k)) (11.10)
which takes a local section a of the fibration̟(k) in (11.5) to the local section ofGrass(G′Γ(k))
defined by the o-submodule Ad(a)(G′Γ(o)) of G
′
Γ(k), where Ad(a) denotes the adjoint action
of G′relΓ (k) on G
′
Γ(k). According to [Lu], this establishes a bijection of GrΓ in (11.6) with the
set Grass0(G′Γ(k)) of pairs ([Z],L), where [Z] is a closed point of Γ˘ and L is an o-submodule
of maximal rank in G′Γ([Z])(k) which is closed under the Lie bracket and self-dual, i.e. L = L
∨.
Using this description of GrΓ, one obtains the following stratification of GrΓ byG
′rel
Γ (o)-
stable subschemes
GrΓ(1) ⊂ GrΓ(2) ⊂ . . . ⊂ GrΓ(i) ⊂ . . . (11.11)
where each stratum GrΓ(i) is a finite dimensional algebraic variety defined as follows
GrΓ(i) =
{
([Z],L) ∈ Grass0(G′Γ(k))
∣∣∣ tiG′Γ([Z])(o) ⊂ L ⊂ t−iG′Γ([Z])(o)} . (11.12)
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§ 11.2 G′relΓ (o)-orbits of GrΓ
By construction in §11.1, the ind-scheme GrΓ is a fibre space over Γ˘ with the natural projec-
tion
ω : GrΓ −→ Γ˘
in (11.7). The fibres of ω are modeled on the Infinite Grassmannian Gr of SLd′Γ(C).
From the description in (11.6) of GrΓ as a quotient, it follows that GrΓ admits a natural
left action of G′relΓ (o) and our goal is to understand the orbits of this action.
By definitionG′relΓ (o) acts fibrewise on the fibration ω and its action on the fibres amounts
to the action of SLd′Γ(o) on Gr. It is well-known that SLd
′
Γ
(o)-orbits of Gr are indexed by
coweights (up to the action of the Weyl group) of SLd′Γ with respect to a maximal torus of
SLd′Γ (see [P-S]). It turns out that the same holds in our relative situation. To be more
precise, we need to describe the relative, fibre version, of the coweight lattice and the Weyl
group. This in turn will clarify the structure of the bundles G′Γ andG
′
Γ as well as the structure
of the Infinite Grassmannian GrΓ.
Let us return to the morphism
p′2 : Z
′
Γ −→ Γ˘
in (10.46) and recall that the direct image F ′ = p′2∗(OZ′Γ) can be identified, via the multiplica-
tive action of F ′ on itself, with the subsheaf of Cartan subalgebras of gl(F ′). So we think of
F ′ as a subsheaf of gl(F ′) and define
HΓ = F
′
⋂
G′Γ , (11.13)
where G′Γ = sl(F
′) is as in (11.2). This is a subsheaf of Cartan subalgebras in G′Γ or, more
geometrically, it is a vector bundle over Γ˘ which fits into the following commutative diagram
HΓ

 //
γ′0 ?
??
??
??
?
G′Γ
γ′
  
  
  
  
Γ˘
(11.14)
where γ′0 is the restriction to HΓ of γ′, the projection of G′Γ onto Γ˘ in (10.8). Thus the fibres
of γ′0 are Cartan subalgebras in the fibres of γ′, i.e. for a point [Z] ∈ Γ˘, the fibre HΓ,[Z] of
HΓ over [Z] is a Cartan subalgebra in sl(H0(OZ′)), the fibre of γ′ over [Z].
Remark 11.1 The fibre HΓ,[Z], as a subspace of H
0(OZ′), is identified with the subspace of
functions on Z ′ whose trace is 0, i.e.
HΓ,[Z] =
{
f ∈ H0(OZ′)
∣∣ ∑
z′∈Z′
f(z′) = 0
}
. (11.15)
We will now describe the scheme of roots and coroots of G′Γ with respect to the subsheaf
of Cartan subalgebras HΓ.
First remark, that viewing F ′∗, the dual of F ′, as a scheme over Γ˘, we have the natural
inclusion
ev : Z ′ →֒ F ′∗ (11.16)
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of Γ˘-schemes given by evaluating functions on the underlying points, i. e. on the fibre Z ′ of
Z ′ over a point [Z] ∈ Γ˘, the above inclusion
evZ : Z
′ →֒ (F ′([Z]))∗
sends a point z′ ∈ Z ′ to the linear function evZ(z
′) on F ′([Z]) = H0(OZ′), the fibre of F
′ at
[Z], defined by evaluation at z′:
evZ(z
′)(f) = f(z′), ∀f ∈ H0(OZ′) .
Viewing the dual H∗Γ of HΓ as a quotient bundle of F ′∗ induces the morphism
ev′ : Z ′ −→H∗Γ . (11.17)
Denote its image by ΦΓ and observe that the fibres of ΦΓ over Γ˘ are weights of fibres
44 G′Γ
with respect to the Cartan subalgebras given by the fibres of the sheaf HΓ. So the subvariety
ΦΓ is the scheme of weights of G′Γ with respect to the subsheaf of Cartan subalgebras HΓ.
Observe that ev′ is still an inclusion, so ΦΓ is isomorphic to Z
′, thus giving a representation
theoretic meaning of the scheme Z ′.
It should also be observed that the weights parametrized by the scheme ΦΓ span the sheaf
of weight lattices of G′Γ with respect to the sheaf of Cartan subalgebras HΓ. This is the
content of the following result.
Proposition 11.2 Let ΛΓ be Z-span of ΦΓ in H∗Γ. Then ΛΓ is the sheaf of weight lattices
of G′Γ with respect to the subsheaf of Cartan subalgebras HΓ. Furthermore, the isomorphism
ev′ : Z ′ −→ ΦΓ
induces the isomorphism of sheaves
p′2∗(ZZ′)/ZΓ˘
∼= ΛΓ , (11.18)
where ZZ′ (resp. ZΓ˘) denotes the constant sheaf Z on Z
′ (resp. Γ˘).
Remark 11.3 Set ΛˇΓ to be the subset of integer valued functions inHΓ. This is a fibre space
over Γ˘ whose fibre over a point [Z] ∈ Γ˘ is the lattice
ΛˇΓ,[Z] =
{
f ∈HΓ,[Z]
∣∣ f(z′) ∈ Z, ∀z′ ∈ Z ′} .
Thus the fibre space ΛˇΓ is the sheaf of the coweight lattices of G′Γ with respect to the subsheaf
of Cartan subalgebras HΓ.
Set (Z ′)2 = Z ′ ×Γ˘ Z
′ to be the fibre product of Z ′ with itself over Γ˘ and let ∆Z′ be the
diagonal in (Z ′)2. Define
Z ′(2) = (Z ′)2 \∆Z′ (11.19)
to be the complement of the diagonal in (Z ′)2. The following statement gives the representa-
tion theoretic meaning of this scheme.
44these are the Lie algebras sl(H0(OZ′)), for [Z] ∈ Γ˘.
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Proposition-Definition 11.4 There is a natural morphism
ev(2) : Z ′(2) −→H∗Γ ,
whose image RΓ parametrizes the roots of G′Γ with respect to the subsheaf of Cartan subalge-
bras HΓ.
The scheme RΓ will be called the root variety of G′Γ with respect to the subsheaf of Cartan
subalgebras HΓ.
Proof. Consider the fibre product of the morphism ev′ in (11.17)
(ev′)2 : (Z ′)2 −→H∗Γ ×Γ˘H
∗
Γ
and compose it with the “difference” morphism
δ :H∗Γ ×Γ˘H
∗
Γ −→H∗Γ
defined by δ(x, y) = x − y, for any local sections x and y of H∗Γ. The resulting morphism
restricted to Z ′(2) will be denoted by ev(2).
To see the second assertion it is enough to consider the restriction ev
(2)
Z of ev
(2) to the
fibre of Z ′(2) over a point [Z] ∈ Γ˘
ev
(2)
Z : Z
′(2) −→H∗Γ,[Z] .
This map sends a pair of distinct points (p′, q′) ∈ Z ′(2) to the functional
rp′,q′ = evZ(p
′)− evZ(q
′)
which acts on H0(OZ′) as follows
rp′,q′(f) = f(p
′)− f(q′) . (11.20)
We claim that rp′,q′ , for (p
′, q′) ∈ Z ′(2), are roots of sl(H0(OZ′)) with respect to the Cartan
subalgebra HΓ,[Z]. Indeed, the action (by multiplication) of HΓ,[Z] on H
0(OZ′) determines
the basis of H0(OZ′) consisting of the delta-functions δp′ , for p
′ ∈ Z ′. Then for every pair
(p′, q′) ∈ Z ′(2) the endomorphism Ep′,q′ ∈ sl(H
0(OZ′)) which sends δq′ to δp′ and annihilates
all other basis vectors, is a root vector of sl(H0(OZ′)) with respect to the Cartan subalgebra
HΓ,[Z]. The root vectors Ep′,q′ , as (p
′, q′) runs trough Z ′(2), are linearly independent and give
a complete set of representatives of the root spaces of sl(H0(OZ′)). Furthermore, the action
of HΓ,[Z] on Ep′,q′ is as described in (11.20), i.e. rp′,q′ is a root of sl(H
0(OZ′)) with respect
to the Cartan subalgebra HΓ,[Z], for every (p
′, q′) ∈ Z ′(2). ✷
From the above proof it also follows that the groups of automorphisms of fibres of the
covering
p′2 : Z
′
Γ −→ Γ˘
are naturally identified with the Weyl groups of the fibres of G′Γ. Furthermore, the way these
fibre groups fit together to form a fibre bundle of groups over Γ˘ is given by the representation
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ρp′2 which was already used in the proof of Proposition 10.11, (10.47). More precisely, fix a
point [Z] in Γ˘ and let
˜˘
Γ −→ Γ˘ (11.21)
be the universal covering of Γ˘. Then the fibre bundle W Γ of the Weyl groups of G′Γ with
respect to the subsheaf of Cartan subalgebras HΓ can be described as follows
W Γ =
˜˘
Γ×(π1(Γ˘,[Z]),ρp′
2
) Aut(Z
′) , (11.22)
where the action of π1(Γ˘, [Z]) on the first factor is by the deck transformations and on the
second via the representation ρp′2 in (10.47).
Remark 11.5 The fibre bundle W Γ can be viewed as the abstract Weyl group of G′Γ with
respect to the subsheaf of Cartan subalgebras HΓ. The actual action of W Γ on the variety
of roots RΓ is given via the identification Z ′(2) with RΓ provided by Proposition-Definition
11.4. In particular, this identification over the fixed point [Z] ∈ Γ˘ induces the representation
ρrootsp′2
: π1(Γ˘, [Z]) −→ Aut(RΓ,[Z]) , (11.23)
where RΓ,[Z] is the fibre of RΓ over [Z]. This gives the following description of the variety of
roots
RΓ =
˜˘
Γ×(π1(Γ˘,[Z]),ρroots
p′
2
)RΓ,[Z] . (11.24)
The analogous description holds for all relative objects related to the bundle of Lie algebras
G′Γ discussed so far. For example, we have the induced representation
ρCartanp′2
: π1(Γ˘, [Z]) −→ Aut(HΓ,[Z]) (11.25)
giving the identification
HΓ =
˜˘
Γ×(π1(Γ˘,[Z]),ρCartan
p′2
)HΓ,[Z] . (11.26)
The representation (11.25) gives rise to the representation on the coweight lattice
ρcoweights
p′2
: π1(Γ˘, [Z]) −→ Aut(ΛˇΓ,[Z]) , (11.27)
where ΛˇΓ,[Z] is the fibre of the sheaf of coweight lattices ΛˇΓ introduced in Remark 11.3. This
gives the following identification
ΛˇΓ =
˜˘
Γ×
(π1(Γ˘,[Z]),ρ
coweights
p′2
)
ΛˇΓ,[Z] . (11.28)
It is well-known that the representation of the Weyl group on a Cartan subalgebra of a
semisimple Lie algebra lifts to a representation on the whole Lie algebra. Thus the represen-
tation ρCartanp′2
in (11.25) lifts to the representation
ρlap′2
: π1(Γ˘, [Z]) −→ Aut
(
sl(H0(OZ′))
)
. (11.29)
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This yields the following identification of G′Γ as a fibre bundle over Γ˘:
G′Γ =
˜˘
Γ×(π1(Γ˘,[Z]),ρla
p′
2
) sl(H
0(OZ′)) . (11.30)
The same representation will give the description of the fibre bundle of groups G′Γ in (11.3):
G′Γ =
˜˘
Γ×(π1(Γ˘,[Z]),ρla
p′
2
) SL(H
0(OZ′)) . (11.31)
We can now identify the Infinite Grassmannian GrΓ as a fibre bundle induced by repre-
sentation of the fundamental group of Γ˘ as well.
Theorem 11.6 Let Gr[Z] be the Infinite Grassmannian of SL(H
0(OZ′)). Then the repre-
sentation ρlap′2
in (11.29) determines the representation
ρloop
p′2
: π1(Γ˘, [Z]) −→ Aut(Gr[Z])
which gives rise to the following identification
GrΓ =
˜˘
Γ×
(π1(Γ˘,[Z]),ρ
loop
p′
2
)
Gr[Z] . (11.32)
Proof. The representation ρlap′2
in (11.30) gives representation
ρkp′2
: π1(Γ˘, [Z]) −→ Aut
(
SL(H0(OZ′))(k)
)
. (11.33)
Replacing k by o yields the representation
ρop′2
: π1(Γ˘, [Z]) −→ Aut
(
SL(H0(OZ′))(o)
)
. (11.34)
These representation together with the description of G′Γ in (11.31) give the following
G′relΓ (k) =
˜˘
Γ×(π1(Γ˘,[Z]),ρk
p′
2
) SL(H
0(OZ′))(k) , (11.35)
G′relΓ (o) =
˜˘
Γ×(π1(Γ˘,[Z]),ρo
p′
2
) SL(H
0(OZ′))(o) .
Viewing the Infinite Grassmannian GrΓ (resp. Gr[Z]) as the quotient in (11.6)
(resp. Gr[Z] = SL(H
0(OZ′))(k)/SL(H
0(OZ′))(o) ), we obtain
GrΓ =
˜˘
Γ×
(π1(Γ˘,[Z]),ρ
loop
p′
2
)
Gr[Z] ,
where the representation
ρloop
p′2
: π1(Γ˘, [Z]) −→ Aut(Gr[Z])
is the representation induced by representations in (11.33) and (11.34) on the quotientGr[Z] =
SL(H0(OZ′))(k)/SL(H
0(OZ′))(o). ✷
The description of GrΓ given in Theorem 11.6 completely determines the structure of
G′relΓ (o)-orbits of GrΓ.
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Corollary 11.7 Let [Z] be a point in Γ˘ as in Theorem 11.6 and let W Γ,[Z] and ΛˇΓ,[Z] be the
Weyl group and the coweight lattice of sl(H0(OZ′)) respectively.
Let λˇ ∈ ΛˇΓ,[Z] be a coweight of sl(H
0(OZ′)) and let [λˇ] be its W Γ,[Z]-orbit in ΛˇΓ,[Z]. Set
O[λˇ],[Z] to be the SL(H
0(OZ′))(o)-orbit in Gr[Z] corresponding to [λˇ]. Then
O[λˇ],Γ =
˜˘
Γ×
(π1(Γ˘,[Z]),ρ
loop
p′
2
)
O[λˇ],[Z] (11.36)
is an G′relΓ (o)-orbit of GrΓ. Furthermore, every G
′rel
Γ (o)-orbit of GrΓ arises in this way. In
particular, one has a bijective correspondence between the set of G′relΓ (o)-orbits of GrΓ and
the cosets of the quotient ΛˇΓ,[Z]/W Γ,[Z].
Proof. The representation ρloop
p′2
in Theorem 11.6 induces the representation
ρloopp′2
: π1(Γ˘, [Z]) −→ Aut(O[λˇ],[Z])
thus giving sense to the right hand side in (11.36). The fact that it is an G′relΓ (o)-orbit of
GrΓ follows from the description of G
′rel
Γ (o) in (11.35).
It is well-known (see [P-S], Ch8) that O[λˇ],[Z], as [λˇ] runs through the set ΛˇΓ,[Z]/W Γ,[Z],
form a complete set of SL(H0(OZ′))(o)-orbits in Gr[Z]. Hence the last two assertions of the
corollary. ✷
§ 11.3 Relating J˘Γ and GrΓ
In this subsection we construct a ‘loop’ analogue of the morphism d+ in (4.26). For this we
recall the linear stratification of Tπ in (8.4) and set
◦
T π= Tπ \ T
(lΓ−2)
π . (11.37)
Next we show how to go from
◦
T π to the points of the Infinite Grassmannian GrΓ.
Proposition 11.8 There is a natural map of Γ˘-schemes
Ld+ :
◦
T π−→ GrΓ
such that the following holds.
1) On every stratum
◦
T λπ=
◦
Tπ
⋂
T λπ , where T
λ
π is as in Proposition 8.14, the map Ld
+ is a
morphism and it is constant along the fibres of the projection τ : Tπ −→ J˘Γ.
2) There exists a positive integer n such that the image of Ld+ is contained in the stratum
GrΓ(nlΓ) of the stratification of GrΓ in (11.11).
Proof. Both Tπ and GrΓ are fibre bundles over Γ˘ so it will be enough to show that there is
a natural map on the fibres over Γ˘.
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Let [Z] ∈ Γ˘ and let J˘Z be the fibre of J˘Γ over [Z]. Denote by TJ˘Z the tangent bundle of
J˘Z . This is the fibre over [Z] of the natural projection
π˜ : Tπ −→ Γ˘
(see (10.8) for notation). Denote by
◦
T J˘Z the intersection of TJ˘Z with
◦
T π. Our objective is to
construct a map
Ld+([Z]) :
◦
T J˘Z−→ GrΓ([Z]) ,
where GrΓ([Z]) is the Infinite Grassmannian of SL(H
0(OZ′)), the fibre of GrΓ over [Z].
Using the description of GrΓ([Z]) as a subset of Grass
(
sl(H0(OZ′))(k)
)
(see §11.1), our
strategy is to define a map of
◦
T J˘Z into Grass
(
sl(H0(OZ′))(k)
)
and then to check that it
lands into the subset Grass0
(
sl(H0(OZ′))(k)
)
.
Let v be a tangent vector of J˘Z at a point [α] ∈ J˘Z such that d
+
p (v) 6= 0, for all p ∈ [0, lΓ−2],
i.e. we are at the point ([Z], [α], v) of
◦
Tπ. Identifying sl(H
0(OZ′))(k) with
45 GΓ([Z], [α])(k),
we define Ld+([Z])([α], v) := L([Z], [α], v), the value of Ld+ at ([Z], [α], v), as the o-submodule
of GΓ([Z], [α])(k) generated, as a Lie algebra, by G
0
Γ([Z], [α]) and D
±(v, t), where
D+(v, t) =
lΓ−2∑
p=0
tapd+p (v) and D
−(v, t) =
lΓ−2∑
p=0
t−apd−p+1(v) , (11.38)
with the exponents ap defined by
ap = tr(hp+1(v)) − tr(hp(v)) , (11.39)
where h(v) is a semisimple element of G0Γ([Z], [α]) which comes along with d
+(v) in an sl2-
triple46 in GΓ([Z], [α]). Observe that the (graded) trace of h(v) depends on d
+(v) only.
We need to verify now that L([Z], [α], v) is in Grass0
(
sl(H0(OZ′))(k)
)
. This is done by
giving an explicit description of this submodule. The essential ingredient of this description is
the decomposition of GΓ obtained in §3.3, (3.84), which says that GΓ([Z], [α]) can be written
as the following direct sum of G0Γ([Z], [α])-submodules
GΓ([Z], [α]) = G0Γ([Z], [α]) ⊕

 ⊕
ν∈RlΓ
Wν([Z], [α])

 , (11.40)
where RlΓ is the set of roots of sllΓ as in (3.82), and the summands Wν([Z], [α])) are the
fibres at ([Z], [α]) of the sheaves Wν ’s in (3.83).
Recall that the set of roots RlΓ comes with a preferred choice of simple roots νp (p =
0, . . . , lΓ− 2) (see Remark 3.29). Now we use the exponents ap defined in (11.39) to associate
to our tangent vector v the coroot vˇ of sllΓ defined as follows
νp(vˇ) = ap , (11.41)
45recall from (10.1): GΓ = π
∗sl(F ′).
46see §5 for details about sl2-triples associated to d
+(v).
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for p = 0, . . . , lΓ−2. This and Proposition 3.28 imply the following description of L([Z], [α], v):
L([Z], [α], v) = G0Γ([Z], [α])(o) ⊕

 ⊕
ν∈RlΓ
tν(vˇ)Wν([Z], [α])(o)

 . (11.42)
From this identity it follows immediately that L([Z], [α], v) is closed under the bracket oper-
ation and is self-dual. Hence L([Z], [α], v) ∈ GrΓ([Z]) and the assignment
◦
T π∋ ([Z], [α], v) 7−→ L([Z], [α], v) ∈ GrΓ (11.43)
gives a well-defined map of
◦
Tπ into GrΓ. Furthermore, L([Z], [α], v) depends on v only
through the exponents ap in (11.39) and these are constant, for all v in a stratum T
λ
π as in
Proposition 8.14. Hence the map in (11.43) is constant along the fibres of the projection τ on
every stratum
◦
T λπ . Since the assignment in (11.43) varies holomorphically with respect to the
parameters ([Z], [α]), it follows that Ld+ is a morphism of Γ˘-schemes on every stratum
◦
T λπ .
This completes the proof of the first part of the proposition.
Turning to the part 2), recall from Lemma 5.1 that the weights w(h(v)) of h(v) on
Hp([Z], [α]) are bounded as follows
p− lΓ + 1 ≤ w(h(v)) ≤ p .
Hence the trace of h(v) on Hp([Z], [α]) is subject to the following inequalities
(p− lΓ + 1)h
p
Γ ≤ tr(hp(v)) ≤ ph
p
Γ ,
where hpΓ = rk(H
p). This implies
ap = tr(hp+1(v))− tr(hp(v)) ≤ (p+ 1)h
p+1
Γ − (p− lΓ + 1)h
p
Γ = lΓh
p
Γ + (p + 1)(h
p+1
Γ − h
p
Γ) ,
ap = tr(hp+1(v)) − tr(hp(v)) ≥ (p+ 2− lΓ)h
p+1
Γ − ph
p
Γ = −(lΓ − 2)h
p+1
Γ + p(h
p+1
Γ − h
p
Γ) .
From these inequalities it follows
− 2hmaxΓ lΓ ≤ ap ≤ 2h
max
Γ lΓ , (11.44)
for p = 0, . . . , lΓ − 2, where
hmaxΓ = max
{
hpΓ
∣∣ p = 0, . . . , lΓ − 1} .
This and the grading in (3.72) imply
L([Z], [α], v) ∈ GrΓ([Z])(2h
max
Γ l
2
Γ) , (11.45)
for all ([Z], [α], v) ∈
◦
Tπ. ✷
The map Ld+ together with the orbit structure of the Infinite Grassmannian imply the
following.
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Proposition 11.9 Let Γ be an admissible, simple component of Cr(L, d). Then it determines
a distinguished collection LO(Γ) of G′relΓ (o)-orbits of the Infinite Grassmannian GrΓ. These
are G′relΓ (o)-orbits intersecting the image of the map Ld
+ in Proposition 11.8.
Proof. By Proposition 11.8 the image of Ld+ is contained in the stratum GrΓ(nlΓ) which is
a G′relΓ (o)-stable, finite dimensional algebraic subvariety of GrΓ. If we choose a base point
[Z] ∈ Γ˘, then, using the results and notation of §11.2, this stratum can be written as follows
GrΓ(nlΓ) =
˜˘
Γ×
(π1(Γ˘,[Z]),ρ
loop
p′
2
)
Gr[Z](nlΓ) ,
where Gr[Z](nlΓ) is the corresponding stratum of Gr[Z], the Infinite Grassmannian of
SL(H0(OZ′)), and ρ
loop
p′2
is the representation of the fundamental group in Theorem 11.6. This
implies that GrΓ(nlΓ) consists of G
′rel
Γ (o)-orbits induced by the representation ρ
loop
p′2
from the
SL(H0(OZ′))(o)-orbits ofGr[Z](nlΓ). It is known that the latter set of orbits is finite.
47 Hence
GrΓ(nlΓ) consists of finitely many G
′rel
Γ (o)-orbits of GrΓ. The finite collection LO(Γ) of the
corollary consists of the orbits of GrΓ(nlΓ) having nonempty intersection with the image of
the map Ld+. In view of Corollary 11.7 this collection can be described as follows:
LO(Γ) =
{
[λˇ] ∈ ΛˇΓ,[Z]/W Γ,[Z]
∣∣O[λˇ],Γ⋂Ld+( ◦T π) 6= ∅} . (11.46)
✷
We appeal now to the profound and beautiful geometric version of the Satake isomor-
phism proved by Ginzburg in [Gi] and Mirkovicˇ and Vilonen in [M-V]. In our case their result
says that the tensor category P (Gr) of SLd′Γ(o)-equivariant perverse sheaves on the Infinite
Grassmannian Gr of SLd′Γ(C) is equivalent to the tensor category RepLSLd′
Γ
(C) of finite di-
mensional representations of the Langlands dual group LSLd′Γ(C)(= PGLd
′
Γ
(C)) of SLd′Γ(C).
Combining this with Proposition 11.9 we obtain the following result stated as Theorem 0.8 in
the Introduction.
Proposition 11.10 Let V(X;L, d) be the collection of admissible simple components as in
Theorem 10.5. Then every Γ in V(X;L, d) determines the finite collection LR(Γ) of irreducible
representations of the Langlands dual group LSLd′Γ(C) = PGLd
′
Γ
(C). Furthermore, upon a
choice of a base point [Z] in Γ the set LR(Γ) is identified, via geometric Satake isomorphism,
with the set LO(Γ) in Proposition 11.9 (see (11.47) below for the precise relation).
Proof. Once a base point [Z] ∈ Γ is fixed, Corollary 11.7 says that the lattice of coweights
ΛˇΓ,[Z] of sl(H
0(OZ′)) factored out by the action of its Weyl group W Γ,[Z] parametrizes
the SL(H0(OZ′))(o)-orbits of the Infinite Grassmannian Gr[Z] of SL(H
0(OZ′)) as well as
G′relΓ (o)-orbits of the Infinite Grassmannian GrΓ.
Let O[λˇ] be the SL(H
0(OZ′))(o)-orbit of Gr[Z] corresponding to the coset
[λˇ] ∈ ΛˇΓ,[Z]/W Γ,[Z] of a coweight λˇ in ΛˇΓ,[Z]. Let IC(O[λˇ],C) be the Intersection coho-
mology complex of Deligne-Goresky-MacPherson corresponding to the trivial local system C
47see [P-S], Ch8, or [Gi], Proposition 1.2.2.
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on O[λˇ]. This is a complex supported on the closure O[λˇ] of O[λˇ] inGr[Z]. Denote by IC(O[λˇ])
its extension by zero to the whole of Gr[Z]. This is an SL(H
0(OZ′))(o)-equivariant perverse
sheaf on Gr[Z] and the geometric Satake isomorphism sends it to the object denoted V[λˇ]
of the category RepLSL(H0(OZ′ )) of finite dimensional representations of the Langlands dual
group LSL(H0(OZ′)) of SL(H
0(OZ′)). Thus setting
LR(Γ) =
{
V[λˇ]
∣∣∣ [λˇ] ∈ LO(Γ)} , (11.47)
where LO(Γ) is as in Proposition 11.9, yields the assertion. ✷
The geometric Satake isomorphism of Ginzburg, Mirkovicˇ and Vilonen, also tells us
that the functor sending the perverse sheaf IC(O[λˇ]) to the object V[λˇ] of the category
RepLSL(H0(OZ′ )) is the hypercohomology functor, i.e. V[λˇ] is isomorphic to H
•(IC(O[λˇ])),
the hypercohomology of the bounded constructible complex of sheaves IC(O[λˇ]). We will
show now that in our relative version the functor produces local systems on Γ˘, for every
Γ ∈ V(X;L, d).
Let Γ be a component of V(X;L, d). Fix a base point [Z] ∈ Γ˘ and let λˇ be a coweight
in ΛˇΓ,[Z]. Then the description of the orbit O[λˇ],Γ in Corollary 11.7, (11.36), implies that
H•(IC(O[λˇ],[Z])) is a π1(Γ˘, [Z])-module. Namely, the representation ρ
loop
p′2
in (11.36) induces
the representation
H•(ρloop
p′2
) : π1(Γ˘, [Z]) −→ Aut
(
H•(IC(O[λˇ],[Z]))
)
. (11.48)
This representation gives rise to the local system on Γ˘ which will be denoted L•
Γ,[λˇ]
.
Let IC(Γ˘,L•
Γ,[λˇ]
) be the Intersection cohomology complex of Deligne-Goresky-MacPherson
and let P•
Γ,[λˇ]
be its extension by zero to the entire Hilbert scheme. Thus for every Γ in
V(X;L, d) we obtained a distinguished collection
Pˇ(Γ) =
{
P•
Γ,[λˇ]
∣∣∣ [λˇ] ∈ LO(Γ)} (11.49)
of perverse sheaves on X [d] parametrized by the set LO(Γ) in (11.46).
Taking the union of these collections as Γ runs through V(X;L, d), we obtain the collection
Pˇ(X;L, d) =
⋃
Γ∈V(X;L,d)
Pˇ(Γ) . (11.50)
Repeating the same construction as in §10.4, yields the collection Cˇ(X;L, d) of irreducible
perverse sheaves CˇΓ,[λˇ],ζ on X
[d], indexed by Γ ∈ V(X;L, d), [λˇ] ∈ LO(Γ) and irreducible
π1(Γ˘, [Z])-submodules ζ of H
•(IC(O[λˇ],[Z])) in the representation H
•(ρloop
p′2
) in (11.48).
Similar to §10.4, we use the collection Cˇ(X;L, d) to define the abelian category Aˇ(X;L, d).
This is the full abelian subcategory of Dbc(X
[d]) whose objects are isomorphic to finite direct
sums of complexes of the form Cˇ[n], where Cˇ ∈ Cˇ(X;L, d) and n ∈ Z.
Definition 11.11 1) The perverse sheaves in Cˇ(X;L, d) are called irreducible non-abelian
coweights of J(X;L, d).
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2) The abelian category Aˇ(X;L, d) is called the category of non-abelian coweights of J(X;L, d).
As in Theorem 10.16 we can relate J(X;L, d) with Aˇ(X;L, d) via the “exponential inte-
gration” of relative 1-forms on
◦
J (X;L, d) = J(X;L, d) \Θ(X;L, d).
Theorem 11.12 Let Aˇ(X;L, d) be the category of non-abelian coweights of J(X;L, d) (see
Definition 11.11). Then there is a natural map
ˇexp
(∫ )
: H0(T ∗◦
J(X;L,d)/X[d]
) −→ Aˇ(X;L, d) , (11.51)
where T ∗◦
J(X;L,d)/X[d]
is the relative cotangent sheaf of
◦
J (X;L, d) over X [d].
Proof. Let ω be a global section of T ∗◦
J(X;L,d)/X[d]
. For every Γ in V(X;L, d), let ωΓ be the
restriction of ω to J˘Γ. By Remark 10.15, (10.64), we have a natural isomorphism
H0(T ∗
J˘Γ/Γ˘
) ∼= H0(TJ˘Γ/Γ˘) .
Let θΓ be the section of TJ˘Γ/Γ˘ corresponding to ωΓ under the above isomorphism. We view
θΓ as the corresponding morphism
θΓ : J˘Γ −→ TJ˘Γ/Γ˘ (11.52)
of Γ˘-schemes. At this stage we recall that the map Ld+ in Proposition 11.8 is defined only on
the complement of the linear stratum T
(lΓ−2)
J˘Γ/Γ˘
in (8.4). So we distinguish two cases.
Case 1: θΓ(J˘Γ) ⊂ T
(lΓ−2)
J˘Γ/Γ˘
.
In this case we send ωΓ to the zero object of Aˇ(X;L, d), i.e. we define
ˇexp
(∫
Γ
)
(ωΓ) = 0 . (11.53)
Case 2: θΓ(J˘Γ) 6⊂ T
(lΓ−2)
J˘Γ/Γ˘
.
In this case there is non-empty Zariski open subset U of J˘Γ such that θΓ(U) is contained in
◦
T J˘Γ/Γ˘, the complement of T
(lΓ−2)
J˘Γ/Γ˘
in TJ˘Γ/Γ˘. Composing θΓ with Ld
+ yields the map
Ld+ ◦ θΓ : U −→ GrΓ .
Set LO(Γ, θΓ) to be the collection of orbits of GrΓ intersecting Ld
+ ◦ θΓ(U). This is a
subset of LO(Γ) in Proposition 11.9. Using the identification in (11.46) we set
ˇexp
(∫
Γ
)
(ωΓ) =
⊕
[λˇ]∈LO(Γ,θΓ)
P•
Γ,[λˇ]
, (11.54)
where P•
Γ,[λˇ]
are perverse sheaves from the the collection Pˇ(Γ) in (11.49). Combining the
definitions (11.53) and (11.54) we define
ˇexp
(∫ )
(ω) =
⊕
Γ∈V(X;L,d)
ˇexp
(∫
Γ
)
(ωΓ)
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✷It is plausible that the categories A(X;L, d) and Aˇ(X;L, d) are functorially related. Such
hypothetical functors could be viewed as a manifestation of the Langlands duality for surfaces.
This and other issues concerning these categories will be treated elsewhere.
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