An approach is pmposed for identifying a linear single-input single-output model from the frequency response of a system with unknown order. The approach involves representing the transfer function as the ratio of linearlycombined Chebyshev polynomials and solving an overdetermined linear equation set.
I. Introduction
A fundamental problem often encountered in studying dynamic systems involves identifying a linear transfer-function model from a system's frequency response. Consider a general singleinput single-output system with the Laplacedomain transfer function G(s). The objective is to fit the l i a r model Assume that N samples of G(j@ are known; i.e. G ( W . k = 0, 1, -a. N-1. Also, assume that N 2 ~+ 2 . In the practical case, m and n am rarely known. How one can estimate these is discussed in Section III.
II. Fltting Algorithms
A number of methods are possible for solving the above problem. In this section, we describe three approaches.
Method 1: Linear Least-Squares A straightforward method of identifying an optimal model is to set +,=8,=si and directly fit equation (1) to the system samples. Let G, and GM, represent G(joJ and G J j a . respectively. Equation (1) is expanded and G, substituted for 
III. Discussion
Several issues must bc addressed when using and comparing the fitting algorithms. A question is: which formulation provides better numerical results? "hiis issue is discussed here; also discussed is the problem of choosing n and m.
OlQl-2216/B3/$3.00 0 lW3 IEEE As recognized by Richardson and Formenti [3] , the Method 1 algorithm has poor numerical properties. This is primarily caused by the basis functions so, SI, a-, sk not forming an orthogonal set [5] thus causing the matrix in (2) to be numerically ill-conditioned. Methods 2 and 3 address the numerical sensitivity problem by normalizing frequencies and using the orthogonal Chebyshev polynomials as the basis functions. The advantage of this is discussed in [ The difference between Methods 2 and 3 is in how the leastsquares problem is solved. With Method 2, an over-determined approach is taken. In the presence of additive Gaussian white noise, this method will produce optimal parameter estimates. Method 3 uses a different approach that requires squaring of the data G,. Because of this squaring, noise associated with the data causes a bias resulting in non-optimum parameter estimates. To alleviate this problem, Adcock [4] recommends subtracting the noise variance from the squared data but in many cases, the variance is unknown.
With all the proposed algorithms, n and m are assumed known. In many identification problems, the order is unknown. It is our experience that it is best to over-estimate the model order and use a model-order reduction technique such as that described in [6] to remove extra terms. Under noisy conditions, the extra degrees of freedom provided by overestimating the model order tend to fit to the effects of the noise and nonlinearities, allowing the remaining parameters to fit to the actual signal. This same effect has been observed in fitting to time-domain data [7]. The following example demonstrates these and other effects. 
IV. Conclusion
This paper has demonstrated the advantage of formulating a transfer function model as a ratio of linearcombined Chebyshev polynomials when fitting to a system's frequency response. From the example, it appears that solving the system using a linear least-squares approach results in a more accurate model than solving the system as proposed in [4] . The penalty is that a more numerically intensive problem must be solved; but, with a modem computer this is often not an issue. The value of overestimating the model order (even when it is known) during fitting has also been demonstrated.
V. References
Example: Consider the 9 pole, 8 zero system described in Table I , which is a reduced-order linearized version of a power system electromechanical oscillatory model. 
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The data set used is 2048 impulse response samples calculated at intervals of 0.05 seconds. Gaussian white noise is added to these so that the signal-to-noise ratio is 20 dB. The discrete fourier transform (DFT) is then used to estimate the frequency response. Both the noise and the DFT tend to cause errors in
