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1 Introduction
What is the long-run growth path of an economy? Do persistent and transitory shocks to
economic output correlate? How do private consumption and investment react to periods
of economic crises, and which fractions of their reaction can be attributed to permanent
and transitory components? These are key questions in the field of macroeconomic re-
search, and, at least since the seminal work of Harvey (1985), unobserved components
(UC) models, that decompose a time series into its long-run trend and a transitory cycle,
are often the first choice among empirical researchers to assess them.
UC models are widely applied to decompose GDP and to study the cyclical deviations
from its long-run trend (Morley et al.; 2003; Morley and Piger; 2012), to estimate the
persistent part of industrial production and measure the business cycle (Weber; 2011), to
decompose personal consumption into its long-run and cyclical part (Morley; 2007), and
to estimate long-run investment (Harvey and Trimbur; 2003). By allowing for correlated
permanent and transitory shocks, Morley et al. (2003) and Weber (2011) draw inference
on the (causal) relation between trend and cycle shocks.
Empirical results differ due to various aspects of model specification. Particularly, the per-
sistence properties of the unobserved components are of crucial importance. Usually, the
trend is assumed to be integrated of order one (I(1)) as in the aforementioned approaches.
In contrast, the double drift model of Clark (1987) and its generalization to correlated
unobserved components by Oh and Zivot (2006), among others, specify a trend that is
integrated of order two. This is more in line with earlier, less model-based approaches
as the Hodrick and Prescott (1997, HP) filter (cf. Go´mez; 1999, 2001). In yet another
approach, building on a specification with structural breaks, Perron and Wada (2009)
find the stochastic part of the model to be I(0) for US GDP. Furthermore, Wada (2012)
demonstrates that assuming a random walk trend when the true series is I(0) often yields
a spurious correlation of -1 or 1 for the estimated innovations. Generalizing earlier UC
models that assume orthogonality of the different components, Balke and Wohar (2002)
and Morley et al. (2003) show identifiability of the unobserved components when correla-
tion among the short- and long-run shocks is allowed. The latter authors find substantial
evidence that short- and long-run shocks are highly negatively correlated for US GDP. On
the other hand, allowing for correlation among the shocks poses a new problem, as the
correlated UC model often produces a volatile trend together with a noisy cycle, thereby
contradicting macroeconomic theory (Weber; 2011).
Focusing on key macroeconomic indicators, the assumption of integer integration orders
(0, 1, or 2) has been contested for several variables. Most prominently, inflation rates are
best modelled by an integration order d between zero and one (Hassler and Wolters; 1995;
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Baillie; 1996; Tschernig et al.; 2013; Hartl et al.; 2020). For real GDP, Mu¨ller and Watson
(2017) find that the likelihood is flat around d = 1, yielding a 90% confidence interval for
d that is given by [0.51, 1.44]. Inference for d > 1 is found in Chambers (1998) for low
frequency transformations of income, consumption, investment, exports, and imports for
the UK.
If an economic variable violates the assumption of integer integration orders, then the
classic UC model misspecifies the long-run dynamics. This poses three major problems.
First, since the dynamic specification of the components is responsible for the whole de-
composition, misspecifying the long-run dynamics is likely to bias both, trend and cycle
estimates. Second, since the consistency argument in Morley et al. (2003) for correlated
trend and cycle shocks as well as the consistency proof in Chang et al. (2009) for data
with a common stochastic trend requires that the series under study are I(1), a violation
may cause inconsistent parameter estimates. And third, since the current UC framework
ignores the presence of I(d) variables, d ∈ R+, and specifies its long-run dynamic charac-
teristics typically based on prior unit root tests, model selection uncertainty is not taken
into account.
We tackle these problems by deriving a fractional trend-cycle decomposition, where the
long-run component is allowed to be fractionally integrated (I(d)), d ∈ R+, whereas the
fractional lag operator Ld = 1−∆d+ of Johansen (2008), that is defined in (3), enters the lag
polynomial of the cyclical component. Since d is defined on a continuous support and enters
the likelihood function as an unknown parameter, our model allows for an endogenous
estimation of the long-run dynamic characteristics, avoids prior unit root testing and takes
into account model selection uncertainty with respect to d. In UC models fractionally
integrated processes allow for richer dynamics of both, trend and cycle components. The
canonical (reduced) form of the fractional trend-cycle model exhibits a fractional ARIMA
representation in the fractional lag operator Ld. We discuss identification and show that
consistency and asymptotic normality carries over from the ARFIMA estimator of Hualde
and Robinson (2011) and Nielsen (2015). Contrary to the correlated UC model, that
requires an autoregressive cycle of order p ≥ 2 to uniquely identify trend and cycle, our
model is identified for any p ≥ 0 whenever d 6= 1. Finally, we assess the state space
representation of the fractional trend-cycle model and propose a computationally efficient
modification of the Kalman filter for the estimation of the latent long- and short-run
components.
We also contribute to the empirical macroeconomic literature on trend-cycle decompo-
sitions by applying our fractional trend-cycle decomposition to US GDP, industrial pro-
duction, private investment, and personal consumption. Our model nests a wide class
of UC models and allows to draw inference on the proper specification of the long-run
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component for the four series under study. We contrast the trend and cycle estimates
from integer-integrated UC models with the results from our fractional decomposition and
state differences regarding shape, smoothness, variance and importance of the different
components. Especially for industrial production we obtain a decomposition that is in
line with economic theory, as the cyclical component captures all NBER recession periods,
whereas the correlated UC model clearly fails to produce a plausible cycle. For all time
series under study, we estimate a continuous increase of the cyclical components in periods
of economic upswing, where the correlated UC model produces a noisy cycle that sharply
increases before the economy is hit by a recession.
The structure of the paper is as follows. Section 2 details the fractional UC model, relates
it to well-established trend-cycle decompositions, derives the reduced form, and discusses
identification. Section 3 derives the state space representation, proposes a computation-
ally efficient modified Kalman filter for the estimation of the latent fractional trend and
cycle, and discusses parameter estimation. In section 4 the model is applied to decompose
macroeconomic aggregates. Section 5 concludes.
2 A fractional trend-cycle decomposition
We define a fractional trend-cycle decomposition of a scalar time series {yt}nt=1 as the sum
of a long-run component τt and a cycle component ct
yt = τt + ct, t = 1, ..., n. (1)
The long-run component τt is characterized by an autocovariance function that decays
more slowly than with an exponential rate and, therefore, captures the long-run dynamics
of a time series, whereas the cycle component ct is I(0) and accounts for transitory fluctu-
ations of a series around its trend. In contrast to the bulk of the literature on unobserved
components models that specifies the stochastic trend component typically as a nonsta-
tionary process integrated of order 1 or 2 – most often as a random walk – we suggest a
more general formulation. τt is specified as a combination of a linear deterministic process
and a fractionally integrated series
τt = µ0 + µ1t+ xt, ∆
d
+xt = ηt, (2)
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where µ0 and µ1 are constants, ηt ∼ i.i.d. N(0, σ2η), and d ∈ R+. The fractional difference
operator ∆d is defined as
∆d = (1− L)d =
∞∑
j=0
pij(d)L
j, pij(d) =

j−d−1
j
pij−1(d) j = 1, 2, ...,
1 j = 0,
(3)
and a +-subscript denotes a truncation of an operator at t ≤ 0, e.g. for an arbitrary process
zt, ∆
d
+zt =
∑t−1
j=0 pij(d)zt−j (Johansen; 2008, def. 1). The fractional long-run component
xt adds flexibility to the weighting of past shocks for d ∈ R+ and nests the classic integer
integrated specifications for d ∈ N. The memory parameter d determines the rate at which
the autocovariance function of xt decays, and a higher d implies a slower decay. For d < 1
xt is mean-reverting, while d ∈ [1, 2) yields the aggregate of a mean-reverting process.
Throughout the paper, we adopt the type II definition of fractional integration (Marinucci
and Robinson; 1999) that assumes zero starting values for all fractional processes, and, as
a consequence, allows for a smooth treatment of the asymptotically stationary (d < 0.5)
and the nonstationary (d ≥ 0.5) case. Due to the type II definition of fractional integration
the inverse of the fractional difference operator ∆−d+ = (1−L)−d+ exists for all d, such that
we can write
xt = ∆
−d
+ ηt =
t−1∑
j=0
ϕj(d)ηt−j ϕj(d) =

j+d−1
j
ϕj−1(d) j = 1, 2, ...,
1 j = 0.
Turning to the transitory component, we allow for an AR(p) process in the fractional lag
operator
φ(Ld)ct = εt, (4)
where φ(Ld) = 1−φ1Ld− ...−φpLpd, Ld = 1−∆d+ is the fractional lag operator (Johansen;
2008, eq. 2), and εt ∼ i.i.d. N(0, σ2ε). For stability of the fractional lag polynomial φ(Ld)
the condition of Johansen (2008, cor. 6) is required to hold. It implies that the roots of
|φ(z)| = 0 lie outside the image Cd of the unit disk under the mapping z 7→ 1− (1−z)d. In
fractional models Ld plays the role of the standard lag operator L1 = L, since (1−Ld)xt =
∆d+xt ∼ I(0). For an arbitrary process zt, Ldzt = −
∑t−1
j=1 pij(d)zt−j is a weighted sum
of past zt, and hence Ld qualifies as a lag operator. Furthermore, by definition the filter
φ(Ld) preserves the integration order of a series since d > 0.
We do not exclude contemporaneous correlation between trend and cycle innovations.
Hence, we allow ρ = Corr(ηt, εt) 6= 0, which directly implies E(ηtεt) = σηε 6= 0. For
different time indexes we restrict the cross-correlation to be zero, E(ηtεs) = 0 ∀t 6= s.
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Thus, the long- and short-run shocks are i.i.d. N distributed with non-diagonal variance Q(
ηt
εt
)
∼ i.i.d. N(0, Q), Q =
[
σ2η σηε
σηε σ
2
ε
]
.
Our model is very general in terms of its long-run dynamic characteristics, as it nests
the well-known framework of Harvey (1985) for d = 1, where the long-run component is
a random walk with drift, and ct is an autoregressive process of finite order. Correlated
shocks as in Balke and Wohar (2002), Morley et al. (2003), and Weber (2011) are explicitly
allowed. For d = 2, one obtains the double-drift unobserved components model of Clark
(1987), and a fractional plus noise decomposition as proposed in Harvey (2002) is obtained
by setting d ∈ R+, p = 0.
As shown in (6) below, similar to the classic UC-ARMA model that exhibits an ARIMA
representation (Morley et al.; 2003, eq. 2b) the canonical form of our fractional trend-cycle
model is an ARIMA(p, d, n − 1) model in the fractional lag operator. To see this, note
that (1 − Ld)[φ(Ld)−1]+εt = θε+(Ld)εt is a stable moving average process in the fractional
lag operator (cf. Johansen; 2008), such that we can write
∆d+(yt − µ0 − µ1t) = ηt + (1− Ld)[φ(Ld)−1]+εt = θu+(Ld)ut, (5)
φ(Ld)∆
d
+(yt − µ0 − µ1t) = φ(Ld)ηt + (1− Ld)εt = ψ+(Ld)ut, (6)
where ψ+(Ld) = φ(Ld)θ
u
+(Ld) is a truncated moving average polynomial of infinite order
that results from the aggregation of φ(Ld)ηt + (1 − Ld)εt. Its existence together with
a recursive formula for the coefficients ψj is shown in appendix B. ut ∼ N(0, σ2u) holds
the disturbances and is Gaussian white noise with σ2u = σ
2
η + σ
2
ε + 2σηε, which follows
from Granger and Morris (1976, p. 248f) for contemporaneously dependent εt, ηt, and
θu+(Ld) =
∑t−1
i=0 θ
u
i L
i
d, θ0 = 1, θ
u
i =
σε
σu
θεi for all i > 0. While aggregating MA processes in
the standard lag operator yields an MA process whose lag length equals the maximum lag
order of its aggregates, this does not hold in general for the aggregation of MA processes
in the fractional lag operator Ld, since L
i
dut, L
j
dut are not independent for i, j > 1, i 6= j.
Only for p = 1 equation (6) becomes an ARIMA(1, d, 1) in the fractional lag operator,
since ηt + εt and Ld(φ1ηt + εt) are independent. For d ∈ N the model in (6) nests the
integer-integrated ARIMA models. Due to the inclusion of the fractional lag operator (6)
differs from the standard ARFIMA model. Nonetheless, (6) exhibits an ARFIMA(n − 1,
d, n− 1) representation as φ(Ld) can be written as an AR(n− 1) polynomial.
Our fractional trend-cycle model can be seen as a generalization of the decomposition of
Beveridge and Nelson (1981) to the fractional domain. To see this, consider (5) from which
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one obtains directly
(1− Ld)(yt − µ0 − µ1t) = θu+(Ld)ut = θu+(1)ut − (1− Ld)
t−2∑
k=0
Lkdut
t−1∑
j=k+1
θuj ,
such that multiplication with ∆−b+ yields the long- and short-run components
xBNt = ∆
−d
+ θ
u
+(1)ut = xt, c
BN
t = −
t−2∑
k=0
Lkdut
t−1∑
j=k+1
θuj = ct. (7)
Equality of the decomposition of Beveridge and Nelson (1981) and the UC model in (1), (2),
and (4) was shown in Morley et al. (2003) for d = 1. Note that xBNt and c
BN
t are identical
to the unobserved components in (2) and (4) for any d, which follows immediately from
plugging Ld = 1 in (5). Consequently, the fractional trend-cycle decomposition generalizes
the I(1) Beveridge-Nelson decomposition to the class of ARIMA models in the fractional
lag operator.
For d = 1 Morley et al. (2003) demonstrate that the integer-integrated UC model is not
identified for p = 1, d = 1, σηε 6= 0. In that case, imposing the restriction σηε = 0 yields
a decomposition that is different to the one of Beveridge and Nelson (1981). The same is
shown by Weber (2011) for the simultaneous unobserved components model identified by
heteroscedasticity and by Trenkler and Weber (2016) for the multivariate UC model.
In fact, d = 1 is the only case where the unobserved components model is not identified for
p = 1. In any other case, where d ∈ R+, d 6= 1, we show in the following that the model
parameters φ(Ld), d, ση, σε, and σηε can be uniquely recovered from (6), which is sufficient
for identification. Since φ(Ld) and d are obtained directly from the model in its canonical
form, we consider ση, σε, and σηε on which identification of the unobserved components
model crucially depends.
For d 6= 1 the parameters ση, σε, and σηε are obtained from the autocovariance function
of ψ(Ld)ut for any p ≥ 0, whereas p ≥ 2 is required for d = 1, as Morley et al. (2003)
demonstrate. To see this, we consider p = 2, for which
γ0 = Var [ψ(Ld)ut] = σ
2
η
{
1 +
t−1∑
k=1
[(φ1 + 2φ2)pik(d)− φ2pik(2d)]2
}
+ σ2ε
t−1∑
k=0
pik(d)
2
+ 2σηε
{
1 +
t−1∑
k=1
[(φ1 + 2φ2)pik(d)− φ2pik(2d)]pik(d)
}
,
γj = Cov[ψ(Ld)ut, ψ(Ld)ut−j] = σ2η
{
[(φ1 + 2φ2)pij(d)− φ2pij(2d)]
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+
t−1∑
k=j+1
[(φ1 + 2φ2)pik(d)− φ2pik(2d)] [(φ1 + 2φ2)pik−j(d)− φ2pik−j(2d)]
}
+ σ2ε
t−1∑
k=j
pik(d)pik−j(d) + σηε
{
pij(d) +
t−1∑
k=j
[(φ1 + 2φ2)pik(d)− φ2pik(2d)]pik−j(d)
+
t−1∑
k=j+1
[(φ1 + 2φ2)pik−j(d)− φ2pik−j(2d)]pik(d)
}
.
Note that d = 1 implies pij(d) = 0 ∀j > 1 and pij(2d) = 0 ∀j > 2. If now φ2 = 0,
then γj = 0 ∀j > 1, and hence the model is not identified, as also Morley et al. (2003)
demonstrate. For d 6= 1 the model is identified for any p ≥ 0, since γ2 6= 0. Contrary to
the I(2)-model of Oh et al. (2008) with three shocks that requires p ≥ 4, our model is
identified for any p ≥ 0 when d = 2, since γ0, γ1, γ2 are different from 0 which is sufficient
for the identification of ση, σε, and σηε.
3 State space representation and estimation
In this section we derive a state space representation for the fractional trend-cycle decom-
position together with a modified Kalman filter estimator for the unobserved components.
Furthermore, we discuss the maximum likelihood estimator for the unknown model pa-
rameters and show that consistency carries over from the ARFIMA estimator of Hualde
and Robinson (2011) and Nielsen (2015).
There exists a finite-order state space representation of (2) and (4) for fixed sample size n,
since any type II fractionally integrated process exhibits an autoregressive representation
of order n − 1. Thus, an exact state space representation of the fractionally integrated
system yields a state vector of dimension k ≥ 2n for d /∈ N. Estimation of τt, ct via the
Kalman filter then involves the inversion of the k × k conditional state variance for each
t = 1, ..., n, which slows down the Kalman filter substantially for large n.
Consequently, different approximations for fractionally integrated processes in state space
form have been considered (cf. e.g. Chan and Palma; 1998; Palma; 2007, for truncated MA
and AR approximations). Hartl and Weigand (2019) study ARMA(v, w) approximations
with v, w ∈ {2, 3, 4} for fractional processes. Hartl et al. (2020) then correct for the
resulting approximation error of the ARMA approximations for fractionally integrated
trends. Their approach keeps the state dimension manageable and is feasible from a
computational perspective, as it only requires to calculate the inverse of Var[(y1, ...., yn)
′]
once. Furthermore, it yields the identical likelihood function as the exact state space model
but is computationally superior. We generalize their method to the fractional trend-cycle
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model in the following, and thereby provide a computationally feasible exact Kalman filter
estimator for τt, ct.
To begin with, collect all model parameters in θ = (d, φ1, ..., φp, ση, σηε, σε)
′ and define Eθ,
Varθ, Covθ as the moments given the parameter vector θ. Define Ft as the σ-field generated
by y1, ...., yt and let zt|s = Eθ(zt|Fs) for any random variable zt. Then the prediction error
of the Kalman filter for the exact state space model of (1), (2), and (4) is
vt+1 = yt+1 − Eθ(yt+1|Ft) = yt+1 − µ0 − µ1(t+ 1)− xt+1|t − ct+1|t. (8)
Let x˜t and c˜t denote the approximate long-run and cyclical components defined in detail
in (12) and (13) below. We will show that the following relationships for the conditional
expectations hold
x˜t+1|t = xt+1|t − xt , (9)
c˜t+1|t = ct+1|t − ct , (10)
where xt , 
c
t denote the approximation errors of the Kalman filter estimates and are Ft-
measurable. Then (8) can be rewritten as
vt+1 = yt+1 − µ0 − µ1(t+ 1)− xt − ct − x˜t+1|t − c˜t+1|t = y¨t+1 − Eθ(y¨t+1|Ft), (11)
with y¨t+1 = yt+1 − xt − ct as the approximation-corrected yt. Therefore, the prediction
errors of the approximation-corrected model and the exact state space model are the same.
Next we derive (9) and (10).
The long-run component xt in (2) is approximated by an ARMA(v, w) process x˜t =
[a(L, d)−1m(L, d)]+ηt =
∑t−1
j=0 bj(d)ηt−j where a0 = m0 = 1 and, therefore, b0 = 1. a(L, d)
is an AR polynomial of order v, whereas m(L, d) is a MA polynomial of order w. This
yields an approximation error
xt − x˜t =
t−1∑
j=1
(ϕj(d)− bj(d))ηt−j. (12)
The ARMA coefficients are obtained beforehand by minimizing the mean squared error
between the Wold representations xt =
∑t−1
j=0 ϕj(d)ηt−j and x˜t =
∑t−1
j=0 bj(d)ηt−j for a fixed
d and sample size n. A continuous function that maps from the integration order d to
its ARMA coefficients is then obtained by optimizing over a grid of d and smoothing the
outcomes using splines. Hence, optimization of the likelihood for the fractional trend-cycle
decomposition is conducted over the scalar fractional integration order d, and does not
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involve the estimation of any parameters in a(L, d), m(L, d), such that the dimension of
the parameter vector θ is kept small during the optimization. Details together with a large
simulation study are contained in Hartl and Weigand (2019).
The cyclical component ct can be expressed as an AR(n − 1) process in the standard lag
operator φ(Ld)ct = δ+(L, d, φ)ct that is initialized deterministically with ct = 0 ∀t ≤ 0 and
where δ+(L, d, φ) results from
φ(Ld)ct =
 p∑
j=0
φj
(
−
∞∑
k=1
pik(d)L
k
)j
+
ct =
t−1∑
j=0
δjct−j.
An approximation for the fractional cyclical component is obtained by truncating δ(L, d, φ)
after lag l, δ˜(L, d, φ) =
∑l
j=0 δjL
j, δ˜(L, d, φ)c˜t = εt. Note that δ(L, d, φ), δ˜(L, d, φ) solely
depend on d and φ1, ..., φp. Define ω+(L, d, φ) = [δ(L, d, φ)]
−1
+ , ω˜+(L, d, φ) = [δ˜(L, d, φ)]
−1
+
as moving average lag polynomials of ct, c˜t in the standard lag operator L. The approxi-
mation error is then given by
ct − c˜t =
( t−1∑
j=0
δjL
j
)−1
+
−
(
l∑
j=0
δjL
j
)−1
+
 εt = t−1∑
j=0
(ωj − ω˜j) εt−j. (13)
With these approximations and an expression for the resulting approximation error at
hand, we are ready to derive the impact of the two approximations on the Kalman filter
estimates of τt and ct. Note that
Covθ(yt, ηt−j) = ϕj(d)σ2η + ωjσηε, (14)
Covθ(yt, εt−j) = ϕj(d)σηε + ωjσ2ε , (15)
Covθ(yt, yt−j) =
t−j−1∑
k=0
ϕk(d)ϕk+j(d)σ
2
η +
t−j−1∑
k=0
(ωkϕk+j(d) + ϕk(d)ωk+j)σηε
+
t−j−1∑
k=0
ωkωk+jσ
2
ε , (16)
and define y1:t = (y1, ..., yt)
′ − (Eθ[y1], ...,Eθ[yt])′, η1:t = (η1, ..., ηt)′, and ε1:t = (ε1, ..., εt)′.
Then the joint distribution can be stated asη1:tε1:t
y1:t
 ∼ N
0,
 σ
2
ηI σηεI Ση1:ty1:t
σηεI σ
2
εI Σε1:ty1:t
Σ ′η1:ty1:t Σ
′
ε1:ty1:t
Σy1:t

 , (17)
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where Ση1:ty1:t = Covθ(η1:t, y1:t), Σε1:ty1:t = Covθ(ε1:t, y1:t), and Σy1:t = Varθ(y1:t) with
entries from equations (14), (15), and (16).
Let ej be a t-dimensional unit vector with a one at column j and zeros elsewhere. Then
computing the conditional expectation for (12) and (13) respectively delivers
x˜t+1|t = xt+1|t + Eθ[x˜t+1 − xt+1|Ft] = xt+1|t −
t∑
j=1
(ϕj(d)− bj(d)) Eθ[ηt+1−j|Ft] =
= xt+1|t −
t∑
j=1
(ϕj(d)− bj(d))et+1−jΣη1:ty1:tΣ−1y1:ty1:t = xt+1|t − xt ,
c˜t+1|t = ct+1|t + Eθ[c˜t+1 − ct+1|Ft] = ct+1|t −
t∑
j=1
(ωj − ω˜j) Eθ(εt+1−j|Ft) =
= ct+1|t −
t∑
j=1
(ωj − ω˜j)et+1−jΣε1:ty1:tΣ−1y1:ty1:t = ct+1|t − ct ,
where xt , 
c
t are the approximation errors in (9), (10), and the last step follows from
lemma 1 in Durbin and Koopman (2012). It is easy to see that the approximation errors
xt =
∑t
j=1(ϕj(d)− bj(d))et+1−jΣη1:ty1:tΣ−1y1:ty1:t and ct =
∑t
j=1(ωj− ω˜j)et+1−jΣε1:ty1:tΣ−1y1:ty1:t
solely depend on the parameters θ and y1, ..., yt. Hence, they are Ft-measurable and can
be computed precisely.
Define the approximation-corrected y¨t+1 = yt+1− xt − ct . Then the prediction error of the
exact state space model and of the approximation-corrected, truncated state space model
are identical, which proves (11). Thus they have the same conditional log likelihood given
a set of parameters θ. Consequently, maximization of the conditional log likelihood of
the approximation-corrected truncated model solves the same optimization problem as for
the exact state space representation but reduces the dimension of the state vector. The
state space representation of the approximation-corrected truncated model is derived in
appendix C.
The exact choice of v, w for the ARMA approximation of the fractional trend component
and l for the truncation of the fractional lag operator does not affect the equality in (11),
since the approximation-correction yields the exact likelihood function that is identical
with a non-truncated model but is computationally superior. Nonetheless, numerical op-
timization takes longer when v, w, l are chosen too big, as the Kalman filter then has to
invert high-dimensional covariance matrices. As a rule-of-thumb, we suggest v = w = 4,
which keeps the dimension of the state vector small and is found to resemble the dynamics
of fractionally integrated Gaussian noise ∆d+ηt well, as it yields a better fit than autoregres-
sive and moving average processes of order 50 (Hartl and Weigand; 2019). For the cyclical
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component we suggest l = 10. We use this specification in all empirical applications that
follow.
Finally we comment on the estimation of θ via maximum likelihood (ML). Under the
prerequisites derived in Hualde and Robinson (2011, Assumptions A.1-A.3) the conditional
sum-of-squares estimator of (6), that is asymptotically equivalent to the ML estimator, is
consistent and asymptotically normally distributed. As they show, imposing stationarity
and invertibility on θu+(Ld) together with ut being white noise is sufficient for consistency
and asymptotic normality. Similar results are obtained by Nielsen (2015). Since the ML
estimator has the same limit distribution as the conditional sum-of-squares estimator, and
since our model in its reduced form satisfies the conditions of Hualde and Robinson (2011)
and Nielsen (2015), their asymptotic results hold for the ML estimator of the reduced form
in (6).
Under identification, the asymptotic results carry over from the reduced form in (6) to the
structural form in (1), (2), and (4). As shown in section 2, the parameters of the structural
form θ can be uniquely recovered from (6) for any p if d 6= 1 (and for any p ≥ 2 if d = 1 as
shown in Morley et al. (2003)). Therefore, the maximum likelihood estimator of θ based
on the probability density function of the prediction errors in (8) is consistent.
Consequently, three different model formulations of the fractional trend-cycle decomposi-
tion yield consistent estimates for θ in (1), (2), and (4) via maximum likelihood, namely
the reduced form model in (6), the exact state space representation based on yt and the
approximation-corrected truncated model based on y¨t. The latter model allows to estimate
τt and ct directly via the Kalman filter and is computationally superior to the exact state
space representation. Therefore, it forms the basis of our empirical analysis in the next
section.
4 Empirical applications
We apply our fractional trend-cycle decomposition in (1), (2), and (4) to extract long-run
and transitory components from real GDP, industrial production, gross private domestic
investment, and personal consumption expenditures for the US. Trend-cycle decomposi-
tions of real economic output are typically conducted to estimate the cyclical deviation of
output from its long-run growth path. Examples are Harvey and Trimbur (2003); Gar-
ratt et al. (2006); Perron and Wada (2009) for log US real GDP and Clark (1987); Stock
and Watson (1999); Weber (2011) for log US real industrial production. Morley (2007)
estimates the long-run component of personal consumption, whereas Harvey and Trimbur
(2003) also consider US investment. Hence, our results from the fractional trend-cycle
model can easily be compared and checked against widely used alternatives.
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In our application several advantages of the fractional trend-cycle decomposition become
apparent. From a methodological perspective the endogenous treatment of the integration
order neither requires assumptions about the persistence of a series nor prior unit root
testing or differencing. Furthermore, fractional trends offer additional flexibility in mod-
elling the permanent component, which directly affects the estimation of the transitory
cycle. From an empirical perspective, we contribute to the literature by providing new
insights on the persistence of long-run output, investment and consumption, when the
trend component is not restricted to be I(1). In addition, we study cyclical adjustments
during economic recessions and comment on the correlation structure between permanent
and transitory shocks. Finally, we investigate how establishing the fractional lag operator
affects the estimate of the cyclical component. Since d > 0, Ldεt is a weighted sum of past
εt that is I(0). Consequently, the fractional lag operator allows for a more flexible way of
modelling the short-run properties of a series while preserving the integration order.
The data was downloaded from the Federal Reserve Bank of St. Louis (mnemonics: GDPC1,
INDPRO, PCECC96, GPDIC1), is in quarterly frequency and spans from 1961:1 to 2018:4.
All series are seasonally and inflation adjusted and enter the dataset in logs.
To estimate the unknown parameters θ in (1), (2), and (4) we draw 100 combinations
of starting values from uniform distributions with appropriate support and maximize the
log likelihood of the fractional trend-cycle model via the Nelder-Mead algorithm up to a
certain relative tolerance. We ignore the approximation-correction, that has a negligible
impact on the performance of the ML estimator as shown in Hartl and Weigand (2019), for
the estimation of the starting values to speed up the computations. Next, the parameters
corresponding to the greatest log likelihood are set as starting values for a finer maximiza-
tion via the exact approximation-corrected method discussed in section 2. p is chosen via
the Bayesian Information Criterion (BIC).
To study the impact of fractional trends and cycles we introduce a benchmark model that
restricts d = 1 in (2) and (4). Hence, we contrast the fractional trend-cycle model with
the I(1) correlated unobserved components model studied in Morley et al. (2003) and
Weber (2011). The restricted model is given in equation (18) below and will be called T-C
specification in the following. We will refer to the unrestricted model, that is given in (19),
as FT-FC specification
τ
(T )
t = µ
(T )
0 + µ
(T )
1 t+ ∆
−1
+ η
(T )
t , φ
(C)(L)c
(C)
t = ε
(C)
t , (18)
τ
(FT )
t = µ
(FT )
0 + µ
(FT )
1 t+ ∆
−d
+ η
(FT )
t , φ
(FC)(Ld)c
(FC)
t = ε
(FC)
t . (19)
Both models allow for correlated permanent and transitory shocks, ρ = Corr(ηt, εt) 6= 0.
Estimation results together with the log likelihoods are reported in table 1.
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GDP: gradual cyclical upswing
For log GDP, empirical evidence for the exact value of the persistence parameter d is mixed.
Diebold and Rudebusch (1989) and Tschernig et al. (2013) estimate d to be slightly smaller
than one, whereas Mu¨ller and Watson (2017) find that the likelihood is flat around d = 1,
such that a 90% confidence interval yields d ∈ [0.51, 1.44]. From the exact local Whittle
estimator of Shimotsu and Phillips (2005) and the method of Geweke and Porter-Hudak
(1983) we obtain dˆEW = 1.24 and dˆGPH = 1.24 with tuning parameter α = 0.65 as in
Shimotsu and Phillips (2005).
For the fractional trend-cycle model the ML estimator yields dˆFT−FC = 1.32, implying that
log US real GDP is a non-stable, nonstationary fractional process. As figure 5 shows, the
log likelihood is considerably flat around dˆFT−FC , which explains the different results for
the persistence parameter in the literature and confirms the findings in Mu¨ller and Watson
(2017). Nonetheless, most of the probability mass clearly lies at d ≥ 1. Contrary to the
benchmark, the FT-FC specification attributes more volatility to the transitory shocks,
whereas ση is estimated to be smaller than in the T-C specification.
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Figure 1: Trend-cycle decompositions for log US real GDP with correlated innovations.
The left plot sketches the trend component estimate from the restricted model (18) (T-C,
with d = 1) in black, dashed, together with the trend component from the unrestricted
model (19) (FT-FC, with d 6= 1 allowed) in gray, solid. The plots on the right-hand side
show the cyclical components for the unrestricted and the restricted model. Shaded areas
correspond to NBER recession periods.
Figure 1 plots the decompositions from the T-C and the FT-FC specification in (18) and
(19). At first glance, it demonstrates that the T-C and the FT-FC decomposition for
log US real GDP yield rather similar results, which may be due to the flat likelihood of
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the FT-FC model around d = 1.32, and the results coincide with the literature (cf. e.g.
Morley et al.; 2003; Sinclair; 2009). As economic theory suggests, both cyclical components
decline during the NBER recession periods. The FT-FC specification suggests a gradual
cyclical upswing in non-recession periods and therefore captures an important feature of
the business cycle, contrary to the cyclical T-C component that exhibits a steep increase
right before a recession period. Similar cycle estimates as from the FT-FC specification
are obtained from the nonlinear regime-switching UC-FP-UR model of Morley and Piger
(2012). Thereby, the parsimonious parametrization of the FT-FC model together with its
ability to resemble nonlinear dynamics foster its generality. Furthermore, the fractional
trend component is smoother than its I(1) counterpart, as ση in table 1 shows. As explained
in Weber (2011), the strong negative correlation between ηt and εt is typically interpreted
as causal impact from long-run shocks to the transitory component, where a positive trend
shift yields a negative cyclical adjustment that vanishes over time due to the stationary
nature of the transitory component. However, Weber (2011) also finds significant negative
effects in the reverse direction.
Industrial production: plausible cycles in recessions
For log US industrial production we find dˆEW = 1.18 and dˆGPH = 1.26 which indicates a
violation of the I(1) assumption of the unobserved components model. This is confirmed
by the fractional trend-cycle model, for which the ML estimator yields dˆFT−FC = 1.66. As
figure 5 shows, the likelihood is steep around dˆ.
Figure 2 plots the unobserved components estimates from the T-C and the FT-FC spec-
ification for log US industrial production. Since dˆFT−FC = 1.66 is considerably large,
whereas σˆFT−FCη = 0.14 is relatively small compared to the benchmark σˆ
T−C
η = 8.09, the
fractional trend-cycle decomposition yields a smooth trend that only slightly drops dur-
ing economic recessions, whereas the I(1) counterpart is more erratic. The small ratio
σˆFT−FCη /σˆ
FT−FC
ε may serve as an explanation for the differences between dˆ
FT−FC and the
nonparametric estimates dˆEW , dˆGPH , since a small signal-to-noise ratio can downward-bias
the latter estimators (cf. Sun and Phillips; 2004).
The cyclical component from the FT-FC specification is in line with the one obtained for
log US real GDP, as it captures the dynamics from the business cycle well. It sharply drops
during the NBER recession periods and recovers continuously in the aftermath, whereas
the T-C cycle tends to increase during economic recessions, thereby contradicting economic
theory. The results of Weber (2011), who shows that a sufficiently long AR polynomial
(in his case p = 10 for monthly industrial production) can produce a more plausible cycle
in an I(1) correlated UC setup, are in line with the fractional cycle specification that can
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Figure 2: Trend-cycle decompositions for log US real industrial production with correlated
innovations. The left plot sketches the trend component estimate from the restricted
model (18) (T-C, with d = 1) in black, dashed, together with the trend component from
the unrestricted model (19) (FT-FC, with d 6= 1 allowed) in gray, solid. The plots on
the right-hand side show the cyclical components for the unrestricted and the restricted
model. Shaded areas correspond to NBER recession periods.
be interpreted as an autoregressive process of order n− 1.
Investment: strong cyclical variation
Turning to log US real gross private domestic investment, the nonparametric estimators
yield dˆEW = 1.12 and dˆGPH = 1.15, whereas the maximum likelihood estimator for the
fractional trend-cycle decomposition returns a slightly larger dˆFT−FC = 1.28 as shown in
table 1. The likelihood is relatively steep around dˆFT−FC = 1.28, as figure 5 indicates.
Figure 3 shows that the FT-FC specification produces a smoother trend than the T-C
benchmark and attributes a larger fraction of total variation to the cyclical component.
More in line with economic theory, long-run investment from the FT-FC model is almost
linear during economic upswings, whereas the T-C estimate peaks directly before the
NBER recession periods. This is especially striking in the 2000s. There, the T-C model
ascribes a permanent character to development before and in the great recession. The
FT-FC model instead finds a strong cyclical upswing before the great recession, followed
by a pronounced slump of the cycle. Regarding the debate on the nature and effects of
the recession, this leads to clearly different conclusions.
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Figure 3: Trend-cycle decompositions for log US real gross private domestic investment
with correlated innovations. The left plot sketches the trend component estimate from
the restricted model (18) (T-C, with d = 1) in black, dashed, together with the trend
component from the unrestricted model (19) (FT-FC, with d 6= 1 allowed) in gray, solid.
The plots on the right-hand side show the cyclical components for the unrestricted and
the restricted model. Shaded areas correspond to NBER recession periods.
Consumption: smooth trend
Finally, for log US real personal consumption we estimate dˆEW = 1.40 and dˆGPH = 1.37 via
the nonparametric estimators. Similarly, the fractional trend-cycle model yields dˆFT−FC =
1.44, as table 1 shows.
Contrary to the results obtained for investment, the fractional decomposition attributes
less variation to the cyclical component than the T-C benchmark. Hence, transitory con-
sumption is estimated to be less volatile over the business cycle in the FT-FC framework.
We find this more to be in line with economic theory than the results obtained from the
T-C model, which indicate excessive overconsumption directly before a recession period.
Structural breaks and longer cycles
Since Perron and Wada (2009) find that the stochastic long-run component of US GDP is
well described by an I(0) process when a trend break in 1973:1 is introduced, we check the
impact of the Perron and Wada (2009) break on our fractional trend-cycle decomposition.
Diebold and Inoue (2001) argue that structural breaks and fractional trends can easily
be confused. Hence, the robustness check clarifies whether the better performance of the
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Figure 4: Trend-cycle decompositions for log US real personal consumption expenditures
with correlated innovations. The left plot sketches the trend component estimate from
the restricted model (18) (T-C, with d = 1) in black, dashed, together with the trend
component from the unrestricted model (19) (FT-FC, with d 6= 1 allowed) in gray, solid.
The plots on the right-hand side show the cyclical components for the unrestricted and
the restricted model. Shaded areas correspond to NBER recession periods.
fractional trend-cycle decomposition results from an ignored trend break.
Table 2 reports the parameter estimates when a trend break in 1973:1 is allowed. As it
shows, neither the integration order estimates dˆ, nor the autoregressive parameters and
variance parameters differ substantially. The correlation between long- and short-run
shocks is estimated to be slightly weaker when a trend break is introduced. The likelihood
ratio (LR) test suggests that introducing a structural break in 1973:1 does not significantly
improve the goodness of fit for GDP (p-value: 0.05), industrial production (p-value: 0.12),
investment (p-value: 0.38), and personal consumption (p-value: 0.09).
The trend-cycle decompositions in figures 1 – 4 remain largely unaffected by the structural
break, as figure 6 in appendix A shows.
As a second robustness check, we include further lags to the cyclical polynomial by setting
p = 4. In a non-fractional setting this implies that the cycle component contains lagged
information from four quarters, which we consider as the maximum lag length of a cyclical
component for quarterly data. By adding additional lags to the cyclical polynomial, we
investigate if an increased flexibility of the cycle yields the same integration order estimates,
or if the estimated fractional integration orders dˆ are just an artifact from a too restrictive
parametrization of ct. Estimation results are given in table 3 in appendix A. For industrial
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production, investment, and consumption additional lags have no significant impact. For
GDP, slightly different autoregressive coefficients for the cycle are obtained, but they do
not increase the overall fit of the model significantly, as a comparison of the likelihoods
shows. Furthermore the estimated integration order is quite similar. The trend-cycle
decompositions are sketched in figure 7. Since differences between the decompositions
presented above and those contained in figure 7 are negligible, we conclude that our results
are robust to additional lags of the cyclical lag polynomials.
5 Conclusion
We generalized unobserved components models to the fractional domain by modelling the
long-run component as a fractionally integrated series together with a cyclical component
where the fractional lag operator enters the lag polynomial. We derived the reduced
form representation, related the model to the decomposition of Beveridge and Nelson
(1981), and showed that the model is uniquely identified independent of the lag length
of the cyclical polynomial for d 6= 1. With the modified Kalman filter for the truncated,
approximation-corrected state space representation of our fractional UC model we proposed
a computationally feasible exact estimator for the latent components.
In an application to various macroeconomic series for the US, estimates for the cyclical
component from the fractional trend-cycle model were often found to better capture the
business cycle dynamics than those of a benchmark correlated unobserved components
model with an I(1) trend. E.g. for industrial production, the fractional trend-cycle model
was shown to produce a cycle that is in line with economic theory. Furthermore, the
fractional UC models estimated a smoother trend.
The fractional trend-cycle model offers a variety of opportunities for future research. The
model may be generalized to the multivariate case, where fractional trends of different
persistence with correlated innovations are allowed. A multivariate fractional trend-cycle
model would then allow to estimate common fractional trends of cointegrated variables
and test for polynomial cointegration. Furthermore, inferential methods that test for the
number of common trends or the equality of integration orders could be established. As
shown in Diebold and Inoue (2001), fractionally integrated processes and structural breaks
are related, since the former class of processes can produce level shifts and since structural
breaks can be misinterpreted as I(d) processes. Hence, combining both concepts, e.g. in a
fractional UC model with regime switching, can be a fruitful challenge for future research.
To applied researchers, the model offers a flexible data-driven method to treat permanent
and transitory components in macroeconomic and financial applications. It provides a
solution for many issues of model specification that caused uncertainty and debates about
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realistic trend-cycle decompositions and estimation of recessions. Based on that, also the
interaction of trends and cycles can be analyzed.
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A Graphs and tables
GDP ind. production investment consumption
T-C FT-FC T-C FT-FC T-C FT-FC T-C FT-FC
d 1.32 1.66 1.28 1.44
(0.12) (0.18) (0.08) (0.07)
φ1 1.29 0.68 0.51 0.80 1.61 0.90 1.19 0.45
(0.21) (0.29) (0.11) (0.16) (0.15) (0.08) (0.28) (0.16)
φ2 -0.58 0.05 -0.67 -0.39 0.13
(0.18) (0.04) (0.15) (0.23) (0.05)
φ3 0.06
(0.02)
σ2η 1.45 0.36 8.09 0.14 7.01 0.51 1.82 0.33
σηε -0.95 -0.60 -4.71 -0.45 2.57 -2.11 -1.41 -0.39
σ2ε 0.65 1.06 2.75 1.71 1.29 16.14 1.14 0.47
ρ -0.98 -0.97 -1 -0.92 0.85 -0.74 -0.98 -0.99
logL -261.01 -260.53 -370.50 -370.03 -629.06 -629.10 -208.12 -199.31
Table 1: Estimation results for the trend-cycle decomposition for log US real GDP, log
US real industrial production, log US real gross private domestic investment, and log
US real personal consumption expenditures. T-C distinguishes between an I(1) trend
and an autoregressive cycle, and FT-FC between a fractionally integrated trend and an
autoregressive cycle with fractional lag operator. ρ denotes correlation between permanent
and transitory shocks. logL is the log likelihood. Standard errors are in parentheses.
20
GDP ind. production investment consumption
Est. Std.Err. Est. Std.Err. Est. Std.Err. Est. Std.Err.
d 1.26 0.16 1.65 0.10 1.27 0.09 1.43 0.07
φ1 0.76 0.22 0.82 0.08 0.92 0.04 0.44 0.15
φ2 0.13 0.04
φ3 0.06 0.02
σ2η 0.41 0.12 0.43 0.35
σηε -0.71 -0.37 -1.56 -0.41
σ2ε 1.27 1.66 15.61 0.50
ρ -0.97 -0.85 -0.60 -0.99
log L -258.55 -368.81 -628.72 -197.89
Table 2: Robustness check: Estimation results for the trend-cycle decomposition for log US
real GDP, log US real industrial production, log US real gross private domestic investment,
and log US real personal consumption expenditures with a trend break in 1973:1. ρ denotes
correlation between permanent and transitory shocks. logL is the log likelihood.
GDP ind. production investment consumption
Est. Std.Err. Est. Std.Err. Est, Std.Err. Est. Std.Err.
d 1.22 0.09 1.71 0.14 1.05 0.41 1.47 0.08
φ1 0.64 0.33 0.76 0.12 1.05 0.23 0.40 0.17
φ2 0.28 0.18 -0.04 0.04 -0.06 0.16 0.14 0.08
φ3 -0.32 0.15 0.03 0.01 -0.01 0.08 0.07 0.03
φ4 -0.05 0.13 0.00 0.01 -0.06 0.08 0.01 0.01
σ2η 0.66 0.17 2.32 0.32
σηε -0.22 -0.52 -6.01 -0.37
σ2ε 0.18 1.61 22.31 0.41
ρ -0.64 -0.99 -0.84 -1
log L -260.32 -365.04 -628.55 -198.88
Table 3: Robustness check: Estimation results for the trend-cycle decomposition for log US
real GDP, log US real industrial production, log US real gross private domestic investment,
and log US real personal consumption expenditures with four autoregressive lags. ρ denotes
correlation between permanent and transitory shocks. logL is the log likelihood.
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Figure 5: Log Likelihood of the fractional trend-cycle decomposition of log US real GDP
(d ∈ [0.74, 1.74]), log US industrial production (d ∈ [1.15, 2.15]), log US real gross private
domestic investment (d ∈ [0.78, 1.78]), and log US real personal consumption expenditures
(d ∈ [0.94, 1.94]). The remaining parameters in θ are fixed and given in table 1.
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Figure 6: Robustness check: Trend-cycle decompositions for log US real GDP (GDPC1),
log US real industrial production (INDPRO), log US real gross private domestic invest-
ment (GPDIC1), and log US real personal consumption expenditures (PCECC96) with
correlated innovations. The left plots sketch the trend component estimates from the un-
restricted models (19) (FT-FC) with a trend break in 1973:1. The plots on the right-hand
side show the cyclical components for the model with structural break. Shaded areas
correspond to NBER recession periods.
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Figure 7: Robustness check: Trend-cycle decompositions for log US real GDP (GDPC1),
log US real industrial production (INDPRO), log US real gross private domestic invest-
ment (GPDIC1), and log US real personal consumption expenditures (PCECC96) with
correlated innovations. The left plots sketch the trend component estimates from the
unrestricted models (19) (FT-FC). The plots on the right-hand side show the cyclical
components with four autoregressive lags. Shaded areas correspond to NBER recession
periods.
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B Univariate moving average representation of aggre-
gated model
We consider the aggregation of two moving average (MA) processes in the lag operator Ld
with generic lag polynomials h(Ld) and h˜(Ld) of order q and q˜, respectively,
zt = h(Ld)ηt + h˜(Ld)εt, (20)
with the white noise processes(
ηt
εt
)
∼ i.i.d.(0, Q), Q =
[
σ2η σηε
σηε σ
2
ε
]
.
In what follows, set p = max(q, q˜) and let hi = 0 for all i > q, h˜i = 0 for all i > q˜. We first
derive the MA representation in the standard lag operator L = L1. Next we derive the
MA representation in the fractional lag operator Ld which is in general not of finite order.
To rewrite (20) in the conventional lag operator L define
Lkd = (1−∆d+)k =
( ∞∑
i=k
ςk,i(d)L
i
)
+
,
insert it into (20), and rearrange terms
zt = ηt + εt +
p∑
k=1
(
hk
t−1∑
i=k
ςk,i(d)ηt−i + h˜k
t−1∑
i=k
ςk,i(d)εt−i
)
= ηt + εt +
p∑
k=1
t−1∑
i=k
ςk,i(d)
(
hkηt−i + h˜kεt−i
)
.
Redefining the sum indexes we obtain
zt = ηt + εt +
t−1∑
l=1
ηt−l
(
l∑
k=1
ςk,l(d)hk
)
+
t−1∑
l=1
εt−l
(
l∑
k=1
ςk,l(d)h˜k
)
(21)
=
t−1∑
l=0
gl ηt−l +
t−1∑
l=0
g˜l εt−l, (22)
with g0 = g˜0 = 1 and gl =
∑l
k=1 ςk,l(d)hk and g˜l =
∑l
k=1 ςk,l(d)h˜k, l = 1, 2, . . . , t− 1. Note
that both moving average processes are of order n − 1 for a given sample size n. If (22)
can be aggregated, there exists a univariate moving average process of order less or equal
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to n− 1
zt = c(L)ut, ut ∼ i.i.d.(0, σ2u).
To compute the coefficients ci, note that Cov(zt, clut−l) = Cov(zt, glηt−l + g˜lεt−l), which
gives
c2l σ
2
u = g
2
l σ
2
η + g˜
2
l σ
2
ε + 2glg˜lσηε, l = 0, 1, . . . , t− 1. (23)
To make the dependence of c2l on the parameters of the fractional moving average polyno-
mials explicit insert gl and g˜l into (23). This delivers for l ≥ 1
c2l σ
2
u =
(
l∑
k=1
ςk,l(d)hk
)2
σ2η +
(
l∑
k=1
ςk,l(d)h˜k
)2
σ2ε + 2
(
l∑
k=1
ςk,l(d)hk
)(
l∑
k=1
ςk,l(d)h˜k
)
σηε
=
l∑
k=1
l∑
i=1
ςk,l(d)ςi,l(d)
(
hkhiσ
2
η + h˜kh˜iσ
2
ε + 2σηεhkh˜i
)
, (24)
with c0 = 1, σ
2
u = σ
2
η + σ
2
ε + 2σηε. Solving for cl yields the MA coefficients for ut.
Next we derive the univariate moving average representation in the fractional lag operator
which is typically of infinite order
zt = ψ+(Ld)ut. (25)
If (25) exists, then it can be rewritten similarly to (21) in the standard lag operator as
zt = ut +
t−1∑
l=1
ut−l
(
l∑
k=1
ςk,l(d)ψk
)
.
For such a representation to exist, there must exist parameters ψi, i = 1, . . . , qu such that
cl =
l∑
k=1
ςk,l(d)ψk, l = 1, 2, . . . , t− 1,
while (23) holds. Solving for ψl delivers
ψl =
cl −
∑l−1
k=1 ςk,l(d)ψk
ςl,l(d)
. (26)
Obviously, the order of the moving average polynomial in the fractional lag operator would
only be of finite order qu if
cl =
l−1∑
k=1
ςk,l(d)ψk, l > qu. (27)
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In general this is not the case. In order to represent the ψl, l = 1, ..., qu, in terms of the
parameters hj, j = 1, ..., q, and h˜k, k = 1, ..., q˜, of the moving average polynomials in Ld,
one inserts (24) into (26) and obtains
ψl =
√∑l
k=1
∑l
i=1 ςk,l(d)ςi,l(d)
(
hkhiσ2η + h˜kh˜iσ
2
ε + 2σηεhkh˜i
)
/σu −
∑l−1
k=1 ςk,l(d)ψk
ςl,l(d)
. (28)
Since only ψ1, ..., ψl−1 enter (28), ψl can be calculated recursively, where the first coefficient
is ψ1 = σ
−1
u
√
h21σ
2
η + h˜
2
1σ
2
ε + 2h1h˜1σηε and σu =
√
σ2η + σ
2
ε + 2σηε.
C State space representation
In this section we derive a state space representation of the univariate fractional trend plus
cycle model in (1). Since for fixed sample size n every fractionally integrated process of
type II exhibits a finite-order autoregressive representation of length n− 1, an exact state
space form of the system (1), (2), and (4) exists, but is computationally infeasible for large
n, as discussed at the beginning of section 3. As a solution, we derive an approximate
version of the system (1), (2), and (4) and directly correct for the resulting approximation
error. Define
y˜t = τ˜t + c˜t (29)
τ˜t = µ0 + µ1t+ x˜t, x˜t = [a(L, d)
−1m(L, d)]+ηt = b+(L, d)ηt, (30)
δ˜+(L, d, φ)c˜t = εt, c˜t = [δ˜(L, d, φ)
−1]+εt = ω˜+(L, d, φ)εt, (31)
where the approximation errors for (30) and (31) are given in (12) and (13), a(L, d) and
m(L, d) are the ARMA(v, w) polynomials that approximate the fractional difference op-
erator in (2) and δ˜(L, d, φ) truncates the fractional lag polynomial φ(Ld) =
∑p
i=0 φiL
i
d =∑∞
i=0 δiL
i in (4) after lag l. Note that from (9), (10) it follows that Eθ(xt+1− x˜t+1|Ft) = xt ,
Eθ(ct+1− c˜t+1|Ft) = ct , and consequently Eθ(y˜t+1|Ft) = Eθ(yt+1|Ft)− τt − ct = Eθ(y¨t+1|Ft)
as defined in section 3.
The state equation for the stochastic long-run component x˜t is then given by
αxt =

x˜t
x˜t−1
...
x˜t−u+1
x˜t−u

=

a1 1 0 · · · 0
a2 0 1 · · · 0
...
...
...
. . .
...
au−1 0 0 · · · 1
au 0 0 · · · 0


x˜t−1
x˜t−2
...
x˜t−u
x˜t−u−1

+

1
m1
...
mu−2
mu−1

ηt = T
xαxt−1 +R
xηt,
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where u = max(v, w + 1).
The state equation for the cycle follows immediately
αct =

c˜t
c˜t−1
...
c˜t−l+1
 =

δ˜1 · · · δ˜l−1 δ˜l
1 · · · 0 0
...
. . .
...
...
0 · · · 1 0


c˜t−1
c˜t−2
...
c˜t−l
+

1
0
...
0
 εt = T cαct−1 +Rcεt.
Deterministic terms are incorporated as usual (see, e.g. Durbin and Koopman; 2012, ch.
3.2.1) via αµt .
Finally, the observations equation is given by
y˜t =
(
Zµ Zx Zc
)α
µ
t
αxt
αct
 = Zαt,
where Zµ =
(
1 0
)
, Zτ =
(
1 0 · · · 0
)
, and Zc =
(
1 0 · · · 0
)
. Since the Kalman
filter estimates Eθ(y˜t+1|Ft) = Eθ(y¨t+1|Ft), and since the resulting prediction error is iden-
tical to the one of the exact representation as shown in (11), the maximum likelihood
estimator for the unknown parameters θ based on the approximation-corrected truncated
state space model (29) - (31) is identical to the one based on the exact representation (1),
(2), and (4).
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