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ABSTRACT

At this time there is a need for new fabrication techniques for engineering complex biological structures
related to regenerative medicine, in vitro tissue analysis, and pharmaceutical testing with the purpose of
placing specific cells in specific target locations. Right now, there is no enough conventional cell
seeding methods that can achieve it. In order to achieve it, bio-fabrication, which is a delivery
mechanism capable of placing biomaterials, cells, and bioactive macromolecules in specific target
locations, comes to play an important role in this area. Among different approaches, bioprinting is one
of the most useful processes that use drop-on-demand delivery mechanisms capable of fabricating
biological structures. This research presents an experimental study where six factors with two levels
each one, are involved in the bioprinting process that are analyzed using the Design of Experiments
(DOE) and Taguchi Method in order to find those critical factors that are significant into process that
may require some improvements. The six factors with their levels considered in this experiment are:
Suspension Method (Medium, PBS), Cartridge Cleaning Method (Pressure, Sonicator), Density
(cells/ml) (500K, 1000K), Printer (HP 640C, HP 330), Dot Size (mm2) (3.46, 15.76), and Printing Times
(1,5). Furthermore, it is expected to find the optimal operating conditions, that put together can reach the
maximum output which in this case is to reach the greatest amount of printed cells. Finally, confirmation
runs are conducted to test the accuracy of each approach to determine which method is better.
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CHAPTER 1

INTRODUCTION
1.1

BACKGROUND
The ever increasing need for organ donation and restore of damaged tissues has lead to a new

branch of medicine that attempts to change the course of chronic diseases and regenerate failing organ
systems. There are approximately 60, 000 people waiting for kidney transplants, 3,000 for heart
transplants, and 17, 000 for liver transplants just in the United States. Most likely, a huge number of those
patients who are on the waiting list will die before a donor can be found. To address this issue, tissue
engineering has become a promising approach to repair injured or ill organs in vivo by using cell
transplantation. Tissue engineering is an interdisciplinary field that applies and combines the principles of
engineering and life sciences toward the development of biological substitutes that restore, maintain, or
improve tissue function or a whole organ [1].
In the field of tissue engineering, biofabrication is an emerging technology that seeks to combine
living and non-living components of biological structures in a controller manner. Two of the most used
technologies are robotic spotting systems and inkjet printing. Robotic spotting systems were developed for
precise microscale deposition of biological substrates, but because of the cost and complexity, these
systems were not well accepted in research. Desktop inkjet printers began to be used for researchers as a
low-cost alternative for controlled delivery of both living and non-living components of biological
structures. Because of that, bioprinting technology is an emerging technology that consists of
simultaneous deposition of cells, biomaterial, and growth factors under pressure through a microscale
nozzle.
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1.2

THESIS MOTIVATION
The motivation for doing this thesis relies in that nowadays, it exists the huge need in finding

better approaches to address the lack of organ donations, waiting lists, and injured tissues. The U.S.
national patient waiting list for organ transplantation consists of more than 80, 000 patients, of which 17
will die today [2]. There is a need to find out alternative solutions that can help with these issues in order
to help people go over these situations. Because of that, it is important to focus on bioprinting process,
since it can be a promising approach to deal with these issues. Another reason to do this research is
because, in reality, there are not many studies like this one, so it can be helpful to analyze the results of it
and see how this information can be used to improve the bioprinting process.

1.3

HYPOTHESES AND OBJECTIVE
The main objective of this research is to test the two experimental design methodologies to

determine its best operating conditions to maximize the amount of printed cells. In order to contribute to
the debate about which method is more efficient, a comparison between the two methods output is made.
Performance of Fractional Factorial design and Taguchi method is tested in terms of accuracy in
finding their optimal operating conditions to make final conclusions regarding which methodology is
more accurate.

1.4

PROCESS DESCRIPTION
Bioprinting process consists of cell suspension (Bio-Ink) process described later in section 3.1.

Before allocating the cell suspension into the print cartridges, they have to be rinsed many times and
cleaned with 70% ethanol solution [2]. A specific pattern is designed using Microsoft Power Point. Figure
1.1 shows the pattern used in this experiment. The response variable (output) is the average of the amount
of printed cells of the three dots.
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Figure 1.1: Pattern Used in this Experiment
1.5

IMPORTANCE OF THE RESEARCH
This research attempts to contribute facts that may help a researcher decide which methodology,

Design of Experiments or Taguchi Method, is better for making a final decision of which are the best
operating conditions. It is expected that by looking at the analysis and results of this work, it will help a
researcher in being able to decide accurately which method helps him or her the best.

1.6

THESIS ORGANIZATION
The entire research is organized into six chapters. Chapter 1 presents the background and objective

of the research as the hypotheses and importance as well. Chapter 2 talks about literature review, where it
describes what is tissue engineering and what are its applications and limitations. Furthermore, it presents
a review of what is the bioprinting process with its applications and limitations. Finally, it describes the
performance of each method being analyzed. Chapter 3 describes the materials and methods needed in the
bioprinting process. Chapter 4 gives the complete description of the two methods being used. Chapter 5
talks about data analysis and results obtained by using the statistical software Minitab 16. Chapter 6
presents the conclusions and discussions as future work as well.
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CHAPTER 2

LITERATURE REVIEW
2.1

INTRODUCTION
This chapter presents four major sections. The first section is a review about what tissue

engineering is and what are its applications and limitations. The second section presents a review
regarding to bioprinting in terms of what kind of bioprinting processes exist. Furthermore, it covers the
applications and limitations that it may have. The third and fourth section describe at detail the two
experimental methods analyzed in the present work. They present several studies where both methods are
applied and evaluated in terms of their efficiency.

2.2

TISSUE ENGINEERING
Replacement of failed organs or tissues has become an emerging issue because of the lack of organ

transplantations and huge waiting lists. A promising approach to solve this, or at least trying to face up
this issue, is the application of tissue engineering. It was introduced to the medicine world in 1987. Its
basic definition was: "Tissue Engineering is the application of the principles and methods of engineering
and life sciences toward the fundamental understanding of structure-function relationships in normal and
pathologic mammalian tissue and the development of biological substitutes to restore, maintain, or
improve function [3].” This approach has the potential of widespread use for in vitro applications, such as
the use of perfused 3D human tissue for toxicological research, drug testing and screening, or
personalized medicine [2].
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2.2.1 APPLICATIONS AND LIMITATIONS
Tissue engineering has shown to be a great promise in the application of a large number of
conditions, such as birth defects, musculoskeletal disorders, Alzheimer's and Parkinson's diseases,
diabetes, heart disease, liver and kidney failure, and spinal cord injuries. Besides all these, it could be
useful for drug discovery and development, and toxicological assessment. As it was mentioned before,
tissue engineering can be applied in patients suffering of kidney failure. A patient who was on an endstage renal disease only had some painful options, such as dialysis, which is poorly tolerated, or wait for a
transplantation of human kidney. This last option was limited due to the availability of donor organs, so,
here is where tissue engineering came to play an important role by using stem cells and generation of
histocompatible tissue.
Liver failure represents the cause of death for over 40,000 individuals in the United States per year
[4]. Some current treatments to deal with this disease are the administration of fluids and serum proteins,
but these are largely palliative. The most successful is the liver transplantation, so it remains as the
standard of care for liver disease patients. Due to the limited supply of transplantable livers, a number of
different approaches have been investigated, such as the use of cell-based therapies. They provide
temporary support, such as bioartificial liver devices, permanent interventions like cell transplantation,
and implantable tissue engineered liver constructs [4].
One of the most common diseases is the cardiovascular disease. The treatments more used to face
this disease are organ transplantation, surgical reconstruction, mechanical or synthetic devices, or the
administration of metabolic products [5]. Many pivotal studies support the tissue-engineered therapy
because it can be a successful treatment. Treatments, such as endothelial cell seeding of vascular grafts,
tissue-engineered vascular conduits, generation of heart valve leaflets, cardiomyoplasty, genetic
manipulation, and in vitro conditions, are highly recommended.
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Table 2.1: Tissue Engineering Applications
Disease
End-Stage Renal Disease

•
•
•
•
•
•
•
•
•

Liver Disease
Cardiovascular Disease

Application
Use of stem cells
Generation of histocompatible tissues
Cell-based Therapy
Endothelial cell seeding of vascular grafts
Tissue-engineered vascular conduits
Generation of heart valve leaflets
Cardiomyoplasty
Genetic manipulation
In vitro conditions

Despite of all these progresses, tissue engineering suffers from reoccurring drawbacks. Some of
them are:

2.3

•

Cell penetration and adhesion may not be very effective.

•

Organs and tissues are generally complex.

•

Absence of built-in vascularization while using scaffold-bases strategy.

BIOPRINTING PROCESS
Some time ago, an ordinary inkjet printer has swapped out its ink cartridges for a cargo of cells

with the purpose of creating living tissue. The dream of some scientists and engineers is to use a
specialized bio-inkjet printer to grow new body parts for organ transplants or tissues for making
regenerative medicine that repairs ailing bodies. They expect to take one step further and use the stem
cells to grow organs layer by layer and have an entirely new way of making organs for future use or
replacement. They suggest that if there are cells available from the patient who needs the replacement,
then there will be no need for organ donor lists anymore. This emerging technology in the field of tissue
engineering and regenerative medicine is known as Bio-printing process. Basically, its process consists of
simultaneous deposition of cells, biomaterial, and growth factors under pressure through a micro-scale
nozzle [3].
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Figure 2.1: Bioprinting Process [6]
2.3.1 TYPES OF BIOPRINTING PROCESS
Thermal, piezoelectric, and mechanical are the three major types of drop-on-demand bioprinters.
All of them have the same basic structure. It is needed that a cartridge is filled with the material to be
printed, which is then forced through a microfluid chamber to an output orifice. The material is also
known as "bio-ink" [7].
The thermal inkjets (a) use a heating element adjacent to the ink reservoir. This produces a
rapidly rise in temperature in the reservoir. This effect creates a bubble in the reservoir that forces a small
amount of ink through the output orifice [7]. Piezoelectric inkjets (b) use a material that changes shape
with voltage in order to push the ink through the output orifice. Mechanical inkjets (c) use a pressure
source behind the reservoir to produce a force on the reservoir. Then, a gate opens to allow ink to flow
through the output orifice. The two most common printing methods under the mechanical bioprinting are
air pressure and pump-based systems.
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Figure 2.2: Types of Bioprinting Process [7]
2.3.2 APPLICATIONS AND LIMITATIONS
Bioprinting has shown to be an active topic of research. A few laboratory prototypes have
demonstrated on how it can be applied in different medical areas, such as printing medication, new skin,
cartilage and bones (like skull fragments), replacement tissue (such as blood vessels and heart tissue), and
even complete replacement organs (such as kidney and embryonic stem cells) [6]. Table 2.2 shows a few
applications:

Table 2.2: Bioprinting Applications
Printing Medication
Printing Skin
Printing Cartilages and Bones

•
•
•
•
•
•
•

Printing Replacement Tissue
Printing Human Embryonic Cells
8

Application
Print own medicine at home
Laser-printed skin cells
Bone-like material that acts as a scaffold
Stem Cells
Heart Patch
Sheets of cardiac tissue
Test drugs

•
•

Studying Cancer with Printed Cells

Grow replacement organs
Test treatments

Even though bioprinting has been proved to be successful, this technology still faces some
challenges. One of the biggest challenges is cell aggregation and sedimentation in the print cartridge
reservoir [8]. Another challenge is clogging of ejected cells at the nozzle. Another kind of limitation is
that this process has to be approved by the FDA, since every person has unique DNA and consequently,
will have unique bone, tissue and organs, so there may be additional regulatory approvals required. There
are also other societal factors involved, such as if a marathon runner should be allowed to have additional
bioprinted muscles to enhance their performance, if body parts can be easily replaced, or people will opt
to stay perpetually young through replacement instead of aging normally [8]. These are only a few of the
concerns that have to be taken into account.

2.4

DESIGN OF EXPERIMENTS
In every discipline, it is common to use the performance of experiments in order to collect useful

data that can help to improve or analyze data related to that discipline. For example, environmental
scientists perform experiments and collect data to determine the effect of toxic substances in animals [9].
Before fully understanding about an experiment, a person needs to have a good understanding of what a
process is. A process is conformed by inputs that are factors or process variables, such as people,
materials, methods, environment, machines, procedures, and so on. Basically, it is the transformation of
inputs into outputs [9]. Figure 2.3 describes a general model of a process. Conducting experiments have a
lot of purposes, such as determining how a variable can be affected by changing the value of one variable
or measurement. Another purpose is to analyze if a difference between the mean of a variable exists for
various groups.
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Controllable Factors
(X1)

Input (s)

(X2) ....(Xn)

Output (s)

PROCESS
(Z1)

(Z2)

….(Zn)
Uncontrollable Factors

Figure 2.3: Model of a Process

To design an experiment, an experimenter has to determine the variables to be measured, the
settings for those variables, the order in which multiple variables trials are run, and in general, sets up the
experiment so that data can be obtained to help answer appropriate questions [10]. There are several steps
to be followed in order to design an experiment.

Steps for conducting an experiment are:
•

Defining the goals for the experiment - Research hypothesis can be defined.

•

Determining the response variable - It is the main variable of interest.

•

Factors - Define the independent variables for the problem. In some cases, variables are called
uncontrolled variables if the experimenter does not have control of them.

•

Levels - For each factor, a different level must be chosen by the experimenter.
Design of Experiments (DOE) was firstly introduced in the early 1900s. It was developed in

England by Ronald A. Fisher. He led the initial applications in the field of agriculture. It was not until
1980 that this methodology was set up and run by specialists within an organization. The standard process
is shown in Figure 2.4. The objective in many cases may be to develop a robust process, that is, a process
affected minimally by external sources of variability [9]. Individual and interactive effects of many factors
that affect the output can be determined by applying this methodology, since it provides a full insight of
10

interaction between design elements. DOE come across two types of process variables (factors):
qualitative and quantitative factors [9]. Quantitative factors are set up in a range of settings that can be
measured and controlled during the experiment, such as speed, temperature, etc. Qualitative factors are
discrete in nature, such as type of raw material, type of supplier, type of catalyst, etc. Three basic
principles have to be followed for an experimental design to reduce or even remove experimental bias:
randomization, replication, and blocking. Randomization describes a process where the outcomes do not
follow a deterministic pattern. Replication is the number of experimental trials to be run for a process.
Blocking eliminates the effect of variation due to noise factors, so it improves the efficiency of
experimental design.

Define
Problem(s)	


Determine
Objectives	


Brainstorm	


Design
Experiment	


Conduct
Experiment
& Collect
Data	


Analyze
Data	


Interpret
Results	


Verify
Predicted
Results	


Figure 2.4: Design of Experiments Process
A process development can result in improved process yield, reduced variability and closer
conformance to nominal or target requirements, reduced development time, and reduced overall costs by
applying this technique. It is not only useful in process development but in the design of new products as
well. It can be evaluated and compared by using basic design configuration and material alternatives.
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Selection of design parameters and key product design parameters, and formulation of new products are
only a few of the applications.

2.4.1 FRACTIONAL FACTORIAL DESIGN

Due to lack of adequate time, resources, and budget, a full factorial design may not be possible to
perform. Here, the experimenter can assume that certain higher interactions (third-order and higher) are
not important, and then, information on the main effects and two-order interactions can be obtained by
running only a fraction of the full factorial experiment [9]. Fractional factorial designs are the most
commonly used in the industry. They are generally represented as:

l(k-p)

Eq. 2.1

Where:
•

l is the number of levels of each factor

•

k is the number of factors

•

p describes the size of the fraction of the full factorial

Fractional factorial designs are widely used in screening experiments, which are experiments
where many factors are considered, and the main objective is to identify those factors that have large
effects. Once those factors are identified, they are investigated more deeply in subsequent experiments.
The successful use of fractional factorial designs is based on three key ideas [10]:
1. The sparsity of effects principle – When there are several variables, the system or process
is likely to be driven primary by some of the main effects and low-order interactions [10].
2. The projection property – Fractional factorial designs can be projected into stronger
(larger) designs in the subset of significant factors [10].
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3. Sequential experimentation – It is possible to combine the runs of two (or more) fractional
factorials to assemble sequentially a larger design to estimate the factor effects and
interactions of interest [10].
2.4.1.1 THE GENERAL 2K-P FRACTIONAL FACTORIAL DESIGN
A 2k fractional factorial design containing 2k-p runs is called a 1/2p fraction of the 2k design, or,
more simply, a 2k-p fractional factorial design [10]. To obtain the best possible alias relationships, it is
important to be careful in selecting the p generators. A criterion to select a good generator is by selecting
the highest possible resolution as a result of a 2k-p design.
Table 2.3: Criterion to Select Generators
Resolution
l
ll
lll
lV

V

Vl

Ability
Not useful: an experiment of
exactly one run only tests one
level of a factor
Not useful: main effects are
confounded with other main
effects
Estimate main effects, but these
may be confounded with twofactor interactions
Estimate main effects
unconfounded by two-factor
interactions
Estimate two-factor interaction
effects, but these may be
confounded with other twofactor interactions
Estimate main effects
unconfounded by three-factor
interactions
Estimate two-factor interaction
effects unconfounded by twofactor interactions
Estimate three-factor interaction
effects, but these may be
confounded with other threefactor interactions

Example
21-1 with defining relation I = A

Estimate main effects

26 − 1 with defining relation
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22 − 1 with defining relation
I = AB
23 − 1 with defining relation
I = ABC
24 − 1 with defining relation
I = ABCD

25 − 1 with defining relation
I = ABCDE

unconfounded by four-factor (or
less) interactions
Estimate two-factor interaction
effects unconfounded by threefactor interactions
Estimate three-factor interaction
effects, but these may be
confounded with other threefactor interactions

I = ABCDEF

2.4.1.2 THE GENERAL 2K-P FRACTIONAL FACTORIAL DESIGN APPLICATIONS
The fractional factorial design is applied to identify the significant welding parameters and
determines the optimal parameter settings, which gave minimum crack length. In this study, the response
of interest was crack length measured in centimeters. Five main factors were taken into account, which are
current (A), bead length (B), electrode make (C), V-groove angle (D), and welding method (E). Only
two-order interactions were identified from doing a brainstorming session that are A × B and B × C. As it
was mentioned before, a fractional factorial design was used, since the number of factors are more than
four. The design resolution of this design is lll, which means that it is a 2(5-2) fractional factorial design
that is confounded with two-factor interactions [9].
Table 2.4: List of Factors and Their Ranges for the Experiment
Welding Parameters
Labels
Low Level

High Level

A

110

135

B

20

30

C

X

Y

D

45

60

E

1

2

Current
Bead Length
Electrode Make
V-groove Angle
Welding Method
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First of all, normality assumptions were checked. According to a normal probability plot of
residuals, it suggests that the data follows a normal distribution. Significant main and interaction effects
were determined followed by the selection of optimal welding parameter settings, which yields minimum
crack length. A Pareto plot of effects was used to identify the most important main and interaction effects.

Table 2.5: Uncoded Design Matrix with Response Values
Standard
Order

C

B

A

D=AC

E=ABC

Crack Length

1 (5)

X

20

110

60

1

9

12

2 (3)

Y

20

110

45

2

7

8

3 (8)

X

30

110

60

2

7

5

4 (2)

Y

30

110

45

1

13.5

12

5 (60

X

20

135

45

2

10

9

6 (1)

Y

20

135

60

1

6.5

8

7 (7)

X

20

135

45

1

7

6

8 (4)

Y

20

135

60

2

7.5

8

Note: ( ) represents the order in which the experimental runs were carried out.
After doing the analysis, it was found that the main effects A and E and interaction effect BC were
considered to be real. An interaction plot was used to analyze the interaction between B and C. The
optimal settings for minimizing crack length are: current (135), bead length (30), electrode make (X), vgroove angle (60), and welding method (2). After getting the optimal settings, three confirmatory trials
were performed, giving a result of a significant reduction in scrap and rework was achieved.
It is analyzed the censored life data using a fractional factorial design in a spin-on-filter case study.
Spin-on-filter (SOF) is a component of oil-operated generator sets and automobiles. Its basic function is
to filter the lubrication oil and fuel. It prevents the plugging and restriction of injectors. It was decided to
study eight factors, with seven factors with two levels and one factor with three levels. Table 2.6 shows
the factors and levels [16].
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Table 2.6: Factors and Their Levels

The experiment was designed to study the main effects and an interaction of a two-level factor
with a three-level factor in a 27 × 31 design.
Table 2.7: Layout and Outcomes of the Experiment

The optimal operating conditions were selected in term of maximizing the SOF’s life. Table 2.8
shows optimal operating conditions.
Table 2.8: Recommended Optimal Operating Conditions
FACTOR

Level

A

B

C

D

E

F

G

H

2

3

1

2

2

1

2

1
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It is presented a 24-1 fractional factorial design applied to a synthesis of ZSM-5 zeolite, using
ethanol as template. The experiment was conformed of eight experiments, with each experiment run
twice. The response variable was the relative crystallinity of ZSM-samples. Since a full factorial design
requires many experiments, a fractional factorial design with resolution lV was chosen. Figure 2.9 shows
the experimental factors with their levels [17].
Table 2.9: Experimental Factors and Levels

The experiment runs were randomized in order to minimize possible systematic errors. One
particular interest was to determine the optimum gel composition, so to get this information, a
mathematical model was applied. It establishes a relationship between the response and factors.
Y= b0 + b1X1 + b2X2 + b3X3 + b4X4 + b12X1X2 + b13X1X3 + b14X1X4

Eq. 2.2

Where:
•

Y= Response Variable

•

b1, b2, b3, b4 = Coefficients of the codded variables X1, X2, X3, and X4 respectively

•

b12, b13, b14= Coefficients of interaction effects with two variables
Analysis of variance was performed in order to analyze how the experimental factors affect the

ZSM-5 yields. Results are shown in Table 2.10. The p-value approach was used to determine whicheffects
are statistically significant. The rule is that if that p-value is less than 0.05, it means that this variance is
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statistically significant. From the table, it can be seen that the main effects and two-way interactions terms
are important in the process.

Table 2.10: Analysis of Varianc

e
Table 2.11 was used to determine the coefficients in order to get the mathematical model. The
mathematical model was the following:
Y= 50.50 – 6.08X1 + 14.77X2 + 7.39X3 + 7.66X4 + 16.72X1X2 – 12.49X1X3 - 13.67X1X4
Table 2.11: Estimated Regression Coefficients for Y

From the previous analysis, it was found that the optimal operating conditions were: X1 (-1), X2 (1), X3 (+1), and X4 (+1).
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It is presented a fractional factorial design applied in antiviral drug studies. A biological system
with Herpes simplex virus type 1 (HSV-1) and five antivirus drugs were investigated with the use of this
design. The output of this study was the percentage of virus-infected cells after the treatment. It consists
of a 16-run fractional factorial design and an 18-run orthogonal array. The objective of this research is to
learn what effects the five drugs had on the virus, with special interest on the interactions among the
drugs. Reproducibility was a big issue due to the large batch-to-batch variation. The final design was
conformed of three levels and 34 runs so that it was possible to conduct the experiment using a single
batch or cell samples to reduce cost and variation [18].
Table 2.12: Factors and Levels of Antiviral Drug Experiment

The 16-run design is a half fractional factorial design with resolution V and is defined by E= BCD.
With this design, an estimation of all the linear and interaction effects among the five drugs can be found.
The 18-run orthogonal array allowed the estimation of linear and quadratic effects of the drugs. By putting
these two designs together, a 34-run composite design was achieved that may estimate the linear,
quadratic, and interaction effects among the five drugs. Furthermore, this composite design was small
enough to be able to conduct the experiment with a single batch of cell samples, saving cost and time.
The results of this study were that HSV-1 infection could be suppressed by using a combination of
Interferon drugs and chemical drugs. It suggests that interactions between the Interferon drug group and
chemical drug group are significant, but interactions between the two groups are not significant. Ribavirin
(D) and Acyclovir (E) were identified as very effective drugs. The remaining drugs had much smaller
effects compared with Ribavirin and Acyclovir. Interactions between D and E, and A, B, and C were

19

significant. Optimal operating conditions are found to be for A at a low level and for B, C, D, and E at a
high level.

Table 2.13: Design and Data of the Antiviral Drug Experiment

Table 2.14: Summary Table of the Reviewed Fractional Factorial Design
Application
Antiviral drug studies

Synthesis of ZSM-5
zeolite using ethanol as
template

Researchers
Ding, Xu, Hopper,
Yang, and Ho et al.
(2012)

Description
Minimizing the
percentage of virusinfected cells after
receiving treatment
analyzing five antivirus
drugs
Zhang, Wang, and Yang Optimize the synthesis
et al. (2009)
of ZSM-5 zeolite using
ethanol as template
20

Approach
2(5-1) Fractional Factorial
Design
L-18 Orthogonal
Design
ANOVA- Analysis of
Variance
4-1
2 Fractional Factorial
Design
Regression Analysis

Analyze the censored
life data in a spin-onfilter case study
Identify the significant
welding parameters and
determine the optimal
parameter settings

analyzing four
controllable factors
Dharmadhikari,
Optimize the censored
Kharhikar, Ratnaparkhi, life data analyzing eight
and Prasad et al. (2007) controllable factors
Antony et al. (2003)

Optimize crack length
analyzing five control
factors

ANOVA- Analysis of
Variance
(8-1)
2 × 31 Fractional
Factorial Design
ANOVA- Analysis of
Variance
(5-2)
2 Fractional Factorial
Design
ANOVA-Analysis of
Variance
Model Adequacy

2.4.2 TAGUCHI METHOD
Taguchi methods have been widely used in Japanese products for improving the quality since
1960. Many companies found out that the old methods for ensuring quality were not as effective as the
Japanese methods. Basically, the old methods relied on just inspecting products and rejecting those
products that did not fall within a certain acceptance range. An effort to improve product quality and
design robustness, the United States and Europe adopted this approach. Robust design is an "engineering
methodology for improving productivity during research and development so that high-quality products
can be produced quickly and at low cost" [11]. This methodology is focused on improving the quality of a
product by analyzing the variation without eliminating the causes.
This approach was based on conventional statistical tools together with some guidelines in order to
design experiments and analyzing the results of these experiments. Taguchi's approach to quality control
applies to the entire process of developing and manufacturing a product—from the initial concept, through
design and engineering, to manufacturing and production [11].
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2.4.2.1 TAGUCHI’S QUALITY LOSS FUNCTION
Quality Loss Function was defined in order to measure quality. It is a continuous function that is
defined in terms of the deviation of a design parameter from an ideal or target value. It can be represented
in terms of the quadratic relationship:
L=k (y - m)2

Eq. 2.3

Where:
•

y= Critical performance parameter value

•

L= Loss associated with a particular parameter y

•

m= Nominal value of the parameter specification

•

k= Constant that depends on the cost at the specification limits

Figure 2.4: Quality Loss Function [11]
Quality loss function can be minimized by monitoring the process variables during production and
adjust the process in order to reduce manufacturing errors so that response parameters fall within the
specified tolerances. Product and process engineers are in charge of reducing the variation by applying
quality control techniques. The ultimate goal is to build quality into the product during the design stage.
According to Taguchi, quality can be achieved with the application of a three-stage process, which
are system design, parameter design, and tolerance design. The system design stage is where new ideas,
concepts, and knowledge in the areas of science and technology are utilized by the design team to
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determine the right combination of materials, parts, processes, and design factors that will satisfy
functional and economical specifications [11]. Appropriate design factor levels are found in the parameter
design stage to make the system less sensitive to variations in uncontrollable noise factors. Two types of
factors that affect a product or a process are control factors and noise factors. Control factors are
controlled easily, such as material choice, cycle time, or temperature. Noise factors are difficult or
impossible to control. Outer noise, inner noise, and between product noise are three types of noise factors.

Table 2.15: Examples of Noise and Control Factors [11]
Outer Noise

Inner Noise
Between Product Noise
Controllable Factors

Product Design
Consumer’s usage conditions
Low temperature
High temperature
Shock
Vibration
Humidity
Deterioration of parts
Deterioration of material
Oxidation
Piece to piece variation
Shear modulus
Allowable stress
All design parameters, e.g,
• dimensions
• material selection

Process Design
Ambient temperature
Humidity
Seasons
Operators
Voltage change
Machinery aging
Tool wear
Deterioration
Process to process variation
All process design parameters
All process setting parameters

Analysis of the signal-to-noise (SN) is the preferred parameter setting where factor levels that
maximize the appropriate SN ratio are optimal. Three different types of SN ratios exist depending on the
desired performance response.
•

Smaller the better (for making the system response as small as possible):
!

−10log  (!
•

!
!
!!! 𝑦

Eq. 2.4

Nominal the best (for reducing variability around a target):
!!

10log  (! ! )
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Eq. 2.5

•

Larger the better (for making the system response as large as possible):
!

−10log  (!  

!
!
!!! ! ! )

Eq. 2.6

Tolerances for products or processes are defined in the tolerance design stage. It is established in
order to minimize the sum of the manufacturing and lifetime costs of the product or process. Orthogonal
Arrays (OAs) are employed in the Taguchi method. The most used OAs are L4, L9, L12, L18, and L27.
Some of them are listed in Table 2.16. Factors and their corresponding levels are indicated in the columns
in the OA. Each row represents an experimental run that is performed at the given factor settings. The
bulk of the effort to plan a robust design experiment is to select properly the number of levels and
quantities.

Figure 2.5: Commonly Used Orthogonal Arrays [11]

2.4.2.2 TAGUCHI METHOD APPLICATIONS
The Taguchi method is applied to optimize vibratory drill machining conditions for hard-to-cut
materials. In this study, the drilling depth was defined as an input signal and the cut volume as a response
factor. Work materials were made as the noise factor, and four machining conditions and four tool
conditions were used as control factors [19].
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Figure 2.6: Parameter Diagram
Optimal conditions were determined based on the S/N ratio of the smaller-the-better
characteristics. The following response graph shows a cross section obtained by cutting a
multidimensional response curve in the axial direction of each factor.

Figure 2.7: Response Graph for Signal Noise Ratio of Smaller-is-Better Characteristics
From the response graph, the optimal operating conditions were defined based on smaller-thebetter characteristic, which are cutting oil (water-insoluble), cutting speed (medium), traverse (large),
number of steps (one), groove ratio (large), web thickness (small), tool material (material c), and tip-end
angle (large).
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It is performed the Taguchi design method to study the performance of P10 TiN coated carbide
inserted in semi-finishing and finishing end milling of hardened AISI H13 tool steel (50±3 HRC) at high
cutting speed regime. Three control factors are analyzed: cutting speed, feed rate, and depth of cut on the
tool life. In this study, a L18 Orthogonal Array is selected to arrange the three factors involved in the
experiment. Each factor is tested at 3 levels; Factor A is the cutting speed measured in meters/minute
(m/min), its three levels are 224, 280, and 355; Factor B is the feed rate which is measured in mm/tooth,
its three levels are 0.1, 0.16, and 0.25; finally, Factor C is the radial depth of cut measured in millimeters
(mm) and is tested at three levels 0.3, 0.5, and 0.8. Tool life, resultant force, and surface roughness are the
response variables of this study. Plotting the results for each trial derived conclusions and analyzed what
combination performs the best in terms of the response variables. The final conclusion of the authors state
that the major contributors to tool failure mode are feed rate and depth of cut for the tested range of
cutting speed, feed rate, and depth of cut [20].
It is applied the Taguchi method to optimize a process in a sequencing batch biofilm reactor where
the anaerobic treatment of complex chemical wastewater is developed. Two uncontrollable (noise factors)
are included into the analysis, which are the volatile fatty acids (VFA) and alkalinity, each of these tested
at two levels. At the same time, five controllable factors were used, which are organic loading rate (OLR),
inlet pH, biodegradability (BOD/COD ratio), temperature, and sulfate concentration. Thirty-two anaerobic
experiments are conducted with a different combination of factors, and the results in terms of substrate
degradation rates are processed in Qualitek-4 software to study the main effect of individual factors,
interaction between the individual factors, and signal-to-noise (S/N) ratio analysis. By considering noise
factors, the optimal conditions for the efficient performance of the anaerobic system in treating complex
wastewater were defined. The use of higher organic loading rate of 3.5 Kg COD/m3 day, neutral pH with
high biodegradability (BOD/COD ratio of 0.5), along with mesophilic temperature range (40°C), and low
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sulfate concentration (700 mg/L) gives the optimal conditions. Further validation experiments are carried
out to confirm the enhanced process performance [21].
It is studied the application of the Taguchi methodology for the part routing selection in
generalized group technology. An important application for group technology is cellular manufacturing
(CM) that can be used to enhance flexibility and efficiency in small-to-medium lot production
environment. The most complicated step in the design of a CM system is the cell formation (CF) problem.
It involves grouping parts into families and machines into cells. The CF problem gets more complicated
because parts are assigned with alternative routings. It is suggested that formulating and solving them
separately could obtain a better solution. The Taguchi method is applied as an optimization technique to
get back to the simple CF problem, which can be solved by any of the numerous CF procedures.
Furthermore, the main effect of each part and analysis of variance (ANOVA) are introduced as sensitivity
analysis as well. Six machines (labeled MI-M6) and ten parts (labeled P1-P10) are considered in this
study. Parts P1, P2, P4, P6, P8, P9, and P10 are analyzed at 2 levels each one (two alternative routings).
Part P5 is analyzed at 4 levels with four alternatives routing: R51, R52, R53 and R54. Parts P3 and P7 do
not have alternatives routing. The optimum level (routing) for each factor (part) is reached when the
highest value of CP measure is attained [22].
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Figure 2.8: The Part-Machine Incidence Matrix and The L16 (41 × 27) Array
The Taguchi method is applied to improve the production process of synthetic bone grafts
for several reasons. Many different process variables can be examined simultaneously. It is very efficient
and easy to apply, so that it does not require large amounts of time of resources to conduct a given set of
experiments. The current application of the Taguchi method was successful in optimizing the mechanical properties of the Si-mHA synthetic bone grafts. The compression strength was doubled while
maintaining the appropriate porosity level and microstructure for bioactivity. The mean value of the
compression strength obtained was 5.8 MPa with a density of 0.515gm/cm3. Three levels of porosity were
identified namely, macro-, meso-, and micro- porosity. The mean values of pore sizes were 400, 100 and 6
m, respectively [23]
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Table 2.16: Experimental Conditions

It is reported on an optimization of turning process by the effects of machining parameters
applying Taguchi methods to improve quality. Three machining parameters are used, which are spindle
speed, feed rate, and depth of cut. Each parameter is designed with three levels. Signal-to-noise ratio is
used to minimize the quality characteristic variation due to uncontrollable parameter. Larger is better
signal-to-noise characteristic is used since maximum material removal rate is desired. Based on S/N ratio
optimal conditions are; spindle speed (347 rpm), feed rate (0.458 mm/rev), and depth of cut (1.1 mm)
[24].

S.No

Table 2.17: Design of Experiment
Spindle Speed (rpm)
Feed Rate (mm/rev)

Depth of Cut (mm)

216

0.388

1.1

216

0.418

1

216

0.458

0.9

347

0.388

1

347

0.418

0.9

1
2
3
4
5
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347

0.458

1.1

536

0.388

0.9

536

0.418

1.1

536

0.458

1

6
7
8
9
Table 2.18: Summary Table of the Reviewed Taguchi Method
Application
Turning Process

Scaffold Production
Process

Researchers
Taneja, Bector, &
Kumar et al. (2012)

Ajaal, Tawfik & Smith,
Reginald et.al. (2009)

Part routing selection in
generalized group
technology

Hachicha, Masmoudi,
& Haddar et al (2008)

Anaerobic treatment of
complex chemical
wastewater

Mohan et al. (2005)

Semi-finish and finish
of end milling
machining process

Ghani et al. (2004)

Vibratory drill
machining conditions
for hard-to-cut materials

Description
Optimization of turning
process by the effects of
machining parameters
to improve quality
Optimization the
scaffold production
process for artificial
bone grafts
Study the application of
Taguchi methodology
for the part routing
selection in generalized
group technology.
Robust the wastewater
treatment process
analyzing five
controllable and two
noise factors
Study about the effect
of three factors on the
tool life as well as the
performance of the
tested carbides

Ryoichi et al. (2003)
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Optimize vibratory drill
machining conditions
for hard-to-cut materials

Approach
L-9 Orthogonal Array
S/N ratios
Main Effects
L-9 Orthogonal Array
S/N Ratios
Analysis of Means
L-16 Orthogonal Array
S/N ratios
Main Effects
ANOVA
Sensitivity Analysis
L-16 for controllable
factors, L-4 for noise
factors, and S/N ratios +
main effects over the
mean
L-18 Orthogonal Array
and Plots of the
response at each run

L-8 Orthogonal Array
Main Effects
S/N ratios

2.5 COMPARISONS AND CRITIQUES BEWTWEEN FRACTIONAL FACTORIAL DESIGN
AND TAGUCHI
The Taguchi method has generated several discussions and controversy about the performance of
the methodology and its statistical foundations for data analysis. A good point about this methodology is
that it provides information about the interactions between the noise factors and the controllable factors by
the use of the crossed array design. A major problem that the Taguchi approach has is that due to the use
of an external array in the experimental design for the analysis of the noise factors, it can lead to a very
large experiment, and sometimes, the size of the inner array sacrifices the resolution of the experiment.
According to Montgomery's point of view, the signal to noise ratios are problematic because they may
result in confounding the location and dispersion effects and they often do not produce the desires result
of finding a solution to the robust parameter design problem that minimizes the transmitted variability of
the noise factors to the controllable ones. It is recommended to apply the response surface model [22].
The Factorial designs test every possible factor-level combination; a fractional factorial design
involves only a specific subset or fraction of these combinations. It is designed to have fewer runs. This
methodology is possible because of the sparsity-of-effects principle that states that for most systems, only
main effects and lower-order interactions have a significant effect, whereas higher-order interactions are
relatively insignificant. The existence of factor confounding is a disadvantage of this approach. This is
due of the reduced number of runs, and refers to main effects or interactions in the design that are
combined or correlated with other factor effects or interactions [11].

Table 2.19: Comparison Between Fractional Factorial Design and Taguchi Method
Characteristic
Process Knowledge

Combinations of Inputs Tested

Fractional Factorial Design
Assume no understanding of the
fundamental mechanisms
governing the process
Test all combinations of input
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Taguchi Method
Assume a certain understanding
of the process and the
interactions that are likely to exist
between inputs.
Test a small fraction of all

levels, or some symmetrical
subset
Noise Factors
Understanding of Variability

Confirming Experiment

Ignores noise factors
Ignores variability in the process;
it assumes a deterministic nature
to the system, and finds
combinations of input variables
that maximize or minimize
output, as the case may be.
Require no confirming
experiment, since all
combinations of inputs were
tested
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possible combinations, but in a
manner that
allow to calculate the affects of
all inputs on the output.
Make use of Noise Factors to test
robustness of the system and find
optimal inputs.
Assume a stochastic nature to the
system; it looks at both the levels
of output and the variability of
the output; it lets to select levels
of input variables to maximize or
minimize output or to minimize
variability of output
Recommends a confirming
experiment

CHAPTER 3

MATERIALS AND METHODS
3.1 MATERIALS

3.1.1 CELL SUSPENSION PROCESS (BIO-INK)
Human prostate epithelial cells HPEC cells were cultured in Eagle’s Minimal Essential Medium
(EMEM) supplemented with 10% fetal bovine serum (FBS), 2 mM glutamine, and 100 U penicillin, 0.1
mg/l streptomycin. They were maintained in the incubator at 5% CO2 and 37 0C. The protocol to prepare
the cell suspension is the following [12]:
All equipment and solution must be sterile before coming in contact with the cells.
1.

Remove and discard the spent cell culture media from the culture vessel.

2.

Wash cells using a balanced salt solution (FBS) without calcium and magnesium (approximately 2
mL per 10 cm2 culture surface area). Gently add wash solution to the side of the vessel opposite
the attached cell layer to avoid disturbing the cell layer, and rock the vessel back and forth
several times.
Note: The wash step removes any traces of serum, calcium, and magnesium that would inhibit
the action of the dissociation reagent.

3.

Remove and discard the wash solution from the culture vessel

4.

Add the pre-warmed dissociation reagent such as trypsin or TrypLETM to the side of the flask; use
enough reagents to cover the cell layer (approximately 0.5 mL per 10 cm2). Gently rock the
container to get complete coverage of the cell layer.

5.

Incubate the culture vessel at room temperature for approximately 5 minutes. Note that the actual
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incubation time varies with the cell line used.
6.

Observe the cells under the microscope for detachment. If cells are less than 90% detached,
increase the incubation time a few more minutes, checking for dissociation every 30 seconds.
You may also tap the vessel to expedite cell detachment.

7.

When ≥ 90% of the cells have detached, tilt the vessel for a minimal length of time to allow the
cells to drain. Add the equivalent of 2 volumes (twice the volume used for the dissociation
reagent) of pre-warmed complete growth medium (EMEM). Disperse the medium by pipetting
over the cell layer surface several times.

8.

Transfer the cells to a 15-mL conical tube and centrifuge then at 200 × g for 5 to 10 minutes. Note
that the centrifuge speed and time vary based on the cell type.

9.

Resuspend the cell pellet in a minimal volume of pre-warmed complete growth medium (EMEM)
and remove a sample for counting.

10.

Determine the total number of cells and percent viability using a hemocytometer, cell counter and
Trypan Blue exclusion (Described in section 3.1.1). If necessary, add growth media to the cells to
achieve the desired cell concentration and recount the cells.

11.

Dilute cell suspension to the seeding density desired.

a)

b)

c)

Figure 3.1: Reagents - a) EMEM b) PBS c) Trypsin
3.1.2

COUNTING CELLS IN A HEMOYTOMETER
The following protocol provides general steps on how to use the hemacytometer [12].
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1. Clean the chamber and cover slip with alcohol. Dry and fix the coverslip in position.
2. Harvest the cells. Add 10 μL of the cells to the hemacytometer. Do not overfill.
3. Place the chamber in the inverted microscope under a 10X objective. Use phase contrast
to distinguish the cells.
4. Count the cells in the large, central gridded square (1 mm2). The gridded square is circled
in the graphic below. Multiply by 104 to estimate the number of cells per mL. Prepare duplicate
samples and average the count.

Figure 3.2: Hemocytometer Chamber [12]
3.1.3

CELL CULTURE LABORATORY REQUIREMENTS
It is extremely necessary to prioritize the specific needs of a cell culture laboratory. By doing so, it

will improve working conditions, reduce fatigue, enable more sophisticated analyses to be made, or
generally make the working environment more attractive. There is a real need in setting up a proper
laboratory because of saving time, the greater technical efficiency in terms of asepsis, quality of data,
analytical capability, sample requirements, the number of people who would use the device, the available
budget and potential cost benefits, and the special requirements of one’s own procedures [13].
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3.1.3.1 LAMINAR-FLOW HOOD
Unless one has appropriately isolated, and cleaned the accommodations with restricted access, it is
possible to carry out aseptic procedures without laminar flow hood. The following check list should be
considered when purchasing and installing a new hood:
•

Size

•

Installation

•

Servicing

•

Functional Efficiency

•

Noise Level

•

Interior

•

Screen

•

Comfort

Figure 3.3: Laminar-Flow Hood

3.1.3.2 STERILE LIQUID HANDLING
Pipettes: Pipettes should be of the blowout variety, wide tipped for fast delivery, and graduated to
the tip, with the maximum point of the scale at the top rather than the tip. Pipettes are collected into
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pipette cylinders or hods for disinfection, one per workstation.
Pipette Controllers: Simple pipetting is one of the most frequent tasks required in the routine
handling of cultures. Although a rubber bulb or other proprietary pipetting devices are cheap and simple
to use, speed, accuracy, and reproducibility are greatly enhanced by a motorized pipette controller [13].
Pipettors. These devices originated from Eppendorf micropipettes used for dispensing 10 to 200
μL [13].
Syringes. Although it is not recommended that syringes and needles are used extensively in
normal handling (for reasons of safety, sterility, and problems with shear stress in the needle when cells
are handled), syringes are used for filtration in conjunction with syringe filter adapters and with needles.
The syringes may be required for extraction of reagents (drugs, antibiotics, or radioisotopes) from sealed
vials [14].
Aspiration pump. Suction from a peristaltic pump may be used to remove spent medium or other
reagents [14].

Figure 3.4: Sterile Liquid Handling
3.1.3.3 INVERTED MICROSCOPE
A simple inverted microscope is essential. It cannot be overemphasized that it is vital to look at
cultures regularly to detect morphological changes and the possibility of microbiological contamination
[14].
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Figure 3.5: Inverted Microscope
3.1.3.4 CENTRIFUGE
Centrifugation is required to increase the concentration of cells or to wash off a reagent. Usually, a
small centrifuge is sufficient for most purposes.

Figure 3.6: Centrifuge
3.1.3.5 HEMOCYTOMETER SLIDE
It is a simple method that uses an engraved graticule slide with a thick coverslip. It has the added
benefit of allowing cell viability to be determined by dye exclusion. Another benefit is that it is the
cheapest option.

Figure 3.7: Hemocytometer Slide

38

3.1.3.5 INCUBATOR
The requirements for an incubator are that it should be large enough, around 50 to 200 L (1.5 - 6
ft3) per person, and should have forced-air circulation, temperature to within +/- 0.2 C, and a safety
thermostat that cuts off the incubator in cases it overheats, or, better, that regulates the incubator if the
first thermostat fails [14].

Figure 3.8: Incubator
3.1.3.6 CULTURE VESSELS
Culture vessels are determined depending on the number of cells required, whether the cell is
grown in monolayer or suspension, and the sampling regime.

Figure 3.9: Petri Dish
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3.1.3.7 MODIFIED DESKTOP PRINTER
Modified desktop printers are widely used in the Bioprinting process. The printer hardware is
reverse-engineered or modified to bioprint depending on the bioprinting application. A printer can be
modified, for example by using a bioprinting stage on one side of the printer and feeding paper through
the other side by bypassing the paper checks [7]. The major modification made to desktop printers is the
addition of a Z-axis in the paper tray (Boland et al., 2006). The addition of this axis is needed in order to
lower the printing area with each successive layer. For this research, a Hewlett-Packard Deskjet (HP)
690C and HP 330 are modified. It was added a trigger switch and solenoid that allow overriding the
normal operation of the printer, forcing it to print without any paper loaded in the machine. Then, a signal
indicates that the paper is loaded in the paper roller before it will begin printing.

a)

b)

Figure 3.10 Modified Desktop Printers - a) HP 690 b) HP 330

3.2 METHODS
3.2.1 FRACTIONAL FACTORIAL DESIGN
The process analyzed in this thesis consists of six controllable factors involved in the bioprinting
process described in section 1.5. The six controllable factors are suspension method (A), cartridge
cleaning method (B), density (C), printer (D), dot size (E), and printing times (F). The level values for the
factors are presented in Table 3.1 with their respective levels and measure units. The response variable
(output) is the amount of printed cells.
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Table 3.1: Controllable Factors and Respective Level Value
Factor
A

Name
Suspension Method

B

Cartridge Cleaning Method

C

Density (cells/ml)

D

Printer

E

Dot Size (mm2)

F

Printing Times

Level
(-1) Medium
(1) PBS
(-1) Pressure
(1) Sonicator
(-1) 500000
(1) 1000000
(-1) HP 690C
(1) HP 330
(-1) 3.46
(1) 15.76
(-1) 1
(1) 5

Due to resources and time constraints, a full factorial design was not reachable, so a 1/4 fractional
factorial design was analyzed. A 32-runs fractional factorial design is obtained using Minitab 16 software.
These 32 runs are conformed by 16 runs with 2 replicates that belong to a 2(6-2) resolution lV fractional
factorial design. The design generators are E = ABC and F = BCD. Based on these design generators, the
Alias structure is in Table 3.2.

Table 3.2: Alias Structure of the Fractional Factorial Design
Alias Structure
I + ABCE + ADEF + BCDF
A + BCE + DEF + ABCDF
B + ACE + CDF + ABDEF
C + ABE + BDF + ACDEF
D + AEF + BCF + ABCDE
E + ABC + ADF + BCDEF
F + ADE + BCD + ABCEF
AB + CE + ACDF + BDEF
AC + BE + ABDF + CDEF
AD + EF + ABCF + BCDE
AE + BC + DF + ABCDEF
AF + DE + ABCD + BCEF
BD + CF + ABEF + ACDE
BF + CD + ABDE + ACEF
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ABD + ACF + BEF + CDE
ABF + ACD + BDE + CEF

Figure 3.11: Experimental Design Matrix
Randomization is respected for this approach. The following can be seen in Figure 3.11; the
standard order column (C1) indicates the run order that the experiment has to follow. The run order
column (C2) represents the natural run order to be used in the experiment. The third column is used if
there are center points. The fourth column is used to specify if a run belongs to a block. The following
columns belong to the experimental conditions for each combination.

3.2.1.1 MODEL ADEQUACY
Model adequacy checking is very important since one of the assumptions is that residuals have to
follow a normal distribution and have equal variances. To check that, a probability plot is used to make
sure residuals follow a normal distribution. To check equal variances, a test is conducted to analyze if
residuals have equal variances. Then, if model adequacy is satisfied, the data analysis can be continued.

42

3.2.2 TAGUCHI METHOD DESIGN

An internal array for controllable factors and external array for noise factors are designed with the
Taguchi Method. The process being analyzed consists of six controllable factors and one noise factor. For
this purpose, the noise factor is related to the cartridge since it has an issue of clogging, and because of
that, in some cases, cells are not printed properly. The six controllable factors are suspension method (A),
cartridge cleaning method (B), density (C), printer (D), dot size (E), and printing times (F). The levvalues
for the factors are presented in Table 3.3 with their respective levels and measure units.

Table 3.3: Controllable Factors, Noise Factors, and Respective Level Values
Factor
A

Name
Suspension Method

B

Cartridge Cleaning Method

C

Density (cells/ml)

D

Printer

E

Dot Size (mm2)

F

Printing Times

Noise Factor

Level
(-1) Medium
(1) PBS
(-1) Pressure
(1) Sonicator
(-1) 500000
(1) 1000000
(-1) HP 690C
(1) HP 330
(-1) 3.46
(1) 15.76
(-1) 1
(1) 5
(-1) Previously Cleaned
Cartridge
(1) Newly Cleaned
Cartridge

Minitab 16 software was used to generate a L-16 orthogonal array with two replicates. S/N ratio
characteristic for this study is "Larger-the-better" since a maximum amount of printed cells is desired.
Equation 2.6 is applied to obtain the S/N ratio of every experiment run.
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Figure 3.12: Experimental Design Matrix
3.2.3 CONFIRMATION RUNS
Once optimal conditions have been established, confirmation runs were conducted. These
confirmation runs help to compare the predicted responses to the experimental responses obtained while
conducting these runs. Six additional experimental runs were conducted using the optimal conditions
obtained in the first stage of the analysis of data.

Table 3.4: Confirmation Runs Example for the Fractional Factorial Design
Run

Suspension
Method

Cartridge
Cleaning
Method

Density
(Cells/ml)

Printer

Dot
Size
(mm2)

Printing
Times

Printed
Cells

1

PBS

Pressure

500,000

HP 330

3.46

5

P1

2

PBS

Pressure

500,000

HP 330

3.46

5

P2

3

PBS

Pressure

500,000

HP 330

3.46

5

P3

4

PBS

Pressure

500,000

HP 330

3.46

5

P4

5

PBS

Pressure

500,000

HP 330

3.46

5

P5

6

PBS

Pressure

500,000

HP 330

3.46

5

P6
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Table 3.5: Confirmation Runs Example for the Taguchi Design
Run

Suspension
Method

Cartridge
Cleaning
Method

Density
(Cells/ml)

Printer

Dot
Size
(mm2)

Printing
Times

Printed
Cells

1

PBS

Sonicator

500,000

HP 690C

15.76

5

P1

2

PBS

Sonicator

500,000

HP 690C

15.76

5

P2

3

PBS

Sonicator

500,000

HP 690C

15.76

5

P3

4

PBS

Sonicator

500,000

HP 690C

15.76

5

P4

5

PBS

Sonicator

500,000

HP 690C

15.76

5

P5

6

PBS

Sonicator

500,000

HP 690C

15.76

5

P6

3.2.4

EVALUATION OF THE FRACTIONAL FACTORIAL AND TAGUCHI APPROACHES
Confidence Intervals (CI) are used to evaluate the accuracy of each experimental method to predict

its own responses in terms of controllable and noise factors. The hypotheses presented in section 1.3 are
tested for these purposes. For this study, it is selected the t-test approach as the statistic method to evaluate
the performance of the Fractional Factorial and Taguchi approach. The CI equation to calculate the
sample variability range is the following:

(Χ − 𝑡∝   
!

!

  ,   Χ +    𝑡∝   
!
!

!
!

)    

Eq. 3.1

The hypotheses look for equality or inequality between the expected value predicted with the response
model of each design, so it has to be stated that the hypotheses test applied is a Two-tailed test. The steps
to evaluate both methodologies can be listed as follows:
1. Obtain the output measurement from the confirmation runs.
2. Calculate the mean and standard deviation for all sets of six confirmation runs with the two DOE
methods used.
3. Determine the individual hypothesis.
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4. Compute the CI using equation 4.1 to test the sample variability.
5. Draw the boxplot of the CI and hypothesis testing results. Minitab 16 is used for this purpose.
6. Conclude by rejecting H0’s or not rejecting H0’s. The P-value approach is used from Minitab 16.
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CHAPTER 4

RESULTS AND ANALYSIS
4.1

INTRODUCTION
Results obtained from applying the methodology described in chapter 4 are presented in the

present chapter. Fractional Factorial Design and Taguchi methods are analyzed and optimal operation
conditions are found and validated with the hypothesis testing. This chapter is divided into 5 sections; the
first section is the current introduction, the second one describes the statistical analysis and results from
the Fractional Factorial approach, the third presents as well the analysis and results for the Taguchi
approach, while the fourth section describes results of the confirmation runs, and the fifth section contains
the confidence interval results to establish which hypotheses must be rejected and which ones can not be
rejected.
4.2 STATISTICAL ANALYSIS AND RESULTS FROM THE FRACTIONAL FACTORIAL
DESIGN
The amount of printed cells is analyzed using the Fractional Factorial application inside Minitab
16. The structure of the experiment is described in detail in section 3.2.1 and the results for response
variable is shown in Figure 4.1. Before conducting any analysis, model adequacy is checked. A
probability plot is used to check if data follows a normal distribution. According to Figure 4.2, the P-value
(0.503) is bigger than 0.05, so this means that data is normally distributed. To check if data has equal
variances, a test is conducted giving a P-value (0.505) bigger than 0.05, so this means that data has equal
variances. Analysis of Variance (ANOVA) table is obtained to analyze the main effects and interaction
factors. Table 4.1 presents the ANOVA table for the amount of cells response variable being analyzed
with a Fractional Factorial design using Minitab 16.
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Figure 4.1: Fractional Factorial Experiment for the Amount of Printed Cells

Figure 4.2: Probability Plot of Residuals
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Figure 4.3: Test for Equal Variances of Residuals
According to the ANOVA results, applying the P-value approach and a 5% significance level, it
can be seen that printer and interaction between suspension method and printer are significant. Since the
P-value is less that 0.05, it can be concluded that the printer has a big effect in the process as well the
interaction between suspension method and printer. The main effects and interaction plots are used to
determine optimal operating conditions.
Table 4.1 ANOVA Table
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Figure 4.4: Main Effects and Interaction Plots
Optimal operating conditions according to the main effects plot are the following:
•

Cartridge Cleaning Method – Pressure

•

Density (Cells/ml) – 500,000

•

Dot Size (mm2) – 3.46

•

Printing Times – 5

From ANOVA table an interaction between suspension method and printer exists, so an interaction
plot is used to determine the optimal operating conditions, which are the following:
•

Suspension Method – PBS

•

Printer – HP 330

The expected amount of printed cells obtained by Fractional Factorial Design using these
parameters values is an average of 316 cells.

4.3 STATISTICAL ANALYSIS AND RESULTS FROM THE TAGUCHI DESIGN
The amount of printed cells response variable is analyzed using the Taguchi approach with the
application of Minitab 16. Effects on the Signal-to-Noise ratios, standard deviation, and mean from the
50

levels are obtained by using the software. The final Taguchi design for the amount of printed cells is
presented in figure 4.3.

Figure 4.5: Taguchi Experiment for the Amount of Printed Cells
S/N factors are calculated following a “larger the better” approach. S/N ratios of the amount of
printed cells are presented in table 5.2. The factor that induces more variation, according to results, is
printer (D). Figure 4.4 represents a visual form, the effect of the factor on the S/N ratio. Therefore, the
first parameter of the optimal conditions is the low level (HP 690) of D to maximize the output.

Table 4.2: Resultants Effects of the S/N Ratios from the Amount of Printed Cells Response
Level

Suspension
Method

1
2
Delta
Rank

49.42
49.49
0.07
3

Cartridge
Cleaning
Method
49.46
49.45
0.01
5

Density
(Cell/ml)

Printer

Dot Size

Printing
Times

49.50
49.41
0.08
2

49.54
49.37
0.18
1

49.45
49.46
0.01
6

49.42
49.49
0.07
4
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Figure 4.6: Main Effects of the S/N Ratios
Interactions are analyzed to detect if the selected parameter is not affected in its performance by
interaction. Figure 4.5 presents the interaction plot for the S/N ratio effect. It can be observed that printer
HP 690 gives higher S/N ratios.

Figure 4.7: Interaction Plot for S/N Ratios
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Then, the highest effect on the standard deviation is obtained. The table 4.3 describes the results
obtained for the standard deviation effects.

Table 4.3: Standard Deviation Effects
Level

Suspension
Method

1
2
Delta
Rank

8.87
6.09
2.78
3

Cartridge
Cleaning
Method
9.68
5.28
4.39
1

Density
(Cell/ml)

Printer

Dot Size

Printing
Times

5.79
9.17
3.37
2

7.35
7.62
0.269
6

7.99
6.97
1.013
5

8.35
6.61
1.74
4

The standard deviation results show that cartridge-cleaning method (B) has the highest rank, so it
is selected as the standard deviation factor. The level that minimizes the standard deviation is the lower
one, corresponding to sonicator. Figure 4.6 represents the standard deviation effects.

Figure 4.8: Standard Deviation Effects Plot
As it is done in the S/N effects, the interaction of factor B with other controllable factors is
observed. Figure 4.7 represents the interaction plot for the standard deviation effects.
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Figure 4.9: Interaction Plot for Standard Deviation Effects
The remaining factors A, C, E, and F are declared as the mean adjuster factors. The mean effects
table is obtained using the software. Table 4.4 presents the mean effects.

Table 4.4: Main Effects
Level

Suspension
Method

1
2
Delta
Rank

296.6
298.5
1.9
3

Cartridge
Cleaning
Method
298.1
297.1
1.0
5

Density
(Cell/ml)

Printer

Dot Size

Printing
Times

298.7
296.4
2.3
2

300.8
294.3
6.4
1

297.6
297.5
0.1
6

296.7
298.4
1.8
4

The number one in terms of the mean effects is the printer, but it is already the signal-to noise
factor, so density, which is ranked second, is selected as the first mean adjuster factor. The highest effect
from this factor is obtained by using the low level (500,000). The second mean adjuster is the suspension
method. Its objective is to maximize the amount of printed cells; the high level (PBS) of the suspension
method is selected. The third mean adjuster factor is the printing times. The high level (5) of this factor is
selected in order to maximize the output. The next one, in terms of the mean effects, is the cartridge
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cleaning method, but it is the standard deviation factor, so dot size, which is ranked sixth, is selected as
the fourth mean adjuster. The highest effect from this factor is obtained by using the high level (15.76).
Also, the analysis of the interactions between factors is conducted for mean effects.

Figure 4.10: Mean Effects Plot

Figure 4.11: Mean Effects Interaction Plot
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The optimal condition set by the analysis is:
A = PBS

B= Sonicator

C= 500,000 cells/ml

D= HP 690C E= 15.76 mm2

F= 5

Based on the experimental design, and the methodology described in 3.2.2, 32 runs are evaluated
using the Taguchi Predictor of the software to predict their S/N ratio, mean, and standard deviation to
verify that any other combination gives a better prediction in terms of the output. These predictions are
looked to find higher S/N ratios, lower standard deviations, and higher means.

Table 4.5: Predicted Results Using the Taguchi Approach
Run

Suspension
Method

Cartridge Cleaning
Method

Density
(cell/ml)

Printer

Dot
Size

Printing
Times

S/N

Std
Dev

Mean

1

Medium

Pressure

500000

HP690C

3.46

1

49.52

9.615

300.5

2

Medium

Pressure

500000

HP330

3.46

5

49.41

8.144

295.8

3

Medium

Pressure

1000000

HP690C

15.76

1

49.43

14.00

298.3

4

Medium

Pressure

1000000

HP330

15.76

5

49.32

12.53

293.6

5

Medium

Sonicator

500000

HP690C

15.76

5

49.57

4.494

301.4

6

Medium

Sonicator

500000

HP330

15.76

1

49.33

6.504

293.2

7

Medium

Sonicator

1000000

HP690C

3.46

5

49.49

6.856

298.9

8

Medium

Sonicator

1000000

HP330

3.46

1

49.25

8.865

290.7

9

PBS

Sonicator

500000

HP690C

15.76

5

49.85

1.28

308.3

10

PBS

Pressure

500000

HP330

15.76

1

49.41

8.115

296.1

11

PBS

Pressure

1000000

HP690C

3.46

5

49.57

8.467

301.9

12

PBS

Pressure

1000000

HP330

3.46

1

49.33

10.47

293.7

13

PBS

Sonicator

500000

HP690C

3.46

1

49.58

2.440

301.4

14

PBS

Sonicator

500000

HP330

3.46

5

49.47

2.968

296.8

15

PBS

Sonicator

1000000

HP690C

15.76

1

49.49

6.827

299.2

16

PBS

Sonicator

1000000

HP340

15.76

5

49.38

5.356

294.5

17

Medium

Pressure

500000

HP690C

3.46

1

49.69

3.415

305.5

18

Medium

Pressure

500000

HP330

3.46

5

49.30

14.93

292.7

19

Medium

Pressure

1000000

HP690C

15.76

1

49.02

31.62

287.2

20

Medium

Pressure

1000000

HP330

15.76

5

49.45

5.560

297.2

21

Medium

Sonicator

500000

HP690C

15.76

5

49.35

4.5

293.7

22

Medium

Sonicator

500000

HP330

15.76

1

49.69

2.893

305.2

23

Medium

Sonicator

1000000

HP690C

3.46

5

49.69

3.774

305.2

24

Medium

Sonicator

1000000

HP330

3.46

1

49.11

5.315

285.7

25

PBS

Pressure

500000

HP690C

15.76

5

49.67

4.031

304.7

26

PBS

Pressure

500000

HP330

15.76

1

49.45

3.559

297

27

PBS

Sonicator

500000

HP690C

15.76

5

49.78

2.380

310.5

28

PBS

Pressure

1000000

HP330

3.46

1

49.27

11.95

291.5
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29

PBS

Sonicator

500000

HP690C

3.46

1

49.67

4.573

304.7

30

PBS

Sonicator

500000

HP330

3.46

5

49.11

9.486

286

31

PBS

Sonicator

1000000

HP690C

15.76

1

49.43

4.509

296.5

32

PBS

Sonicator

1000000

HP330

15.76

5

49.51

8.261

299.2

According to the predicted results table, there are not any changes between the suggested optimal
settings and the predicted optimal ones, so it can be concluded that the final setting for the process to
obtain the maximum amount of printed cells is:
A = PBS

B= Sonicator

C= 500,000 cells/ml

E= 15.76 mm2

D= HP 690C

F= 5

The expected amount of printed cells obtained by the prediction results table using these
parameters values is an average of 309 cells.

4.4 CONFIRMATION RUNS
Optimal operating conditions are obtained using the Fractional Factorial Design and Taguchi
method with the application of Minitab 16. These sets of conditions must be validated in order to be able
to say that these sets are accurate. Table 4.6 and 4.7 present the confirmation runs with the optimal
operating conditions by the Fractional Factorial and Taguchi approach, respectively. Six replicates are
conducted with the optimal conditions sets for each controllable factor.

Table 4.6: Confirmation Runs Example for the Fractional Factorial Design
Run

Suspension
Method

Cartridge
Cleaning
Method

Density
(Cells/ml)

Printer

Dot
Size
(mm2)

Printing
Times

Printed
Cells

1

PBS

Pressure

500,000

HP 330

3.46

5

305

2

PBS

Pressure

500,000

HP 330

3.46

5

313

3

PBS

Pressure

500,000

HP 330

3.46

5

301

4

PBS

Pressure

500,000

HP 330

3.46

5

320

5

PBS

Pressure

500,000

HP 330

3.46

5

317
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6

PBS

Pressure

500,000

HP 330

3.46

5

303

Expected Amount of Printed Cells is 316 cells
Table 4.7: Confirmation Runs Example for the Taguchi Design
Run

Suspension
Method

Cartridge
Cleaning
Method

Density
(Cells/ml)

Printer

Dot
Size
(mm2)

Printing
Times

Printed
Cells

1

PBS

Sonicator

500,000

HP 690C

15.76

5

291

2

PBS

Sonicator

500,000

HP 690C

15.76

5

295

3

PBS

Sonicator

500,000

HP 690C

15.76

5

304

4

PBS

Sonicator

500,000

HP 690C

15.76

5

298

5

PBS

Sonicator

500,000

HP 690C

15.76

5

290

6

PBS

Sonicator

500,000

HP 690C

15.76

5

301

Expected Amount of Printed Cells is 309 cells
4.5 EVALUATION OF OPTIMAL OPERATING CONDITIONS
Confidence intervals (CI) analysis is performed using the t-test available in the Minitab 16
statistical software. The six results from the confirmation runs are taken as the sample to test the accuracy
of the two methodologies presented.

4.5.1 EVALUATION OF THE FRACTIONAL FACTORIAL DESIGN
The amount of printed cells expected by the Fractional Factorial approach indicates an average of
316 cells. Before calculating the CI, normality is checked in order to perform the analysis. The data has to
follow a normal distribution to be able to calculate the CI. From Figure 4.10, it is seen that the P-value is
bigger (0.802) than 0.05, so this means that data follows a normal distribution. The CI table results and
boxplots are presented in Table 4.8 and Figure 4.11, respectively. The hypotheses are declared as:
H0: μ (Confirmation Runs) = μ (Expected Amount of Cells) = 316
H1:	
 μ (Confirmation Runs) ≠μ (Expected Amount of Cells) = 316
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The confidence level is set at 95%; thus α= 0.05.

Figure 4.12: Normality Test
Table 4.8: Statistical Results from the CI Analysis Using the Fractional Factorial Approach
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Figure 4.13: Boxplot of the CI Analysis from the Fractional Factorial Approach
Decision: P-value is bigger (0.114) than 0.05, so final decision is Do not Reject H0.
Conclusion: There is not enough evidence to say that Fractional Factorial design is not accurate with a 5%
confidence level.

4.5.2 Evaluation of the Taguchi Method
The same t-test approach and software are used to analyze and validate the optimal operating
conditions are obtained from the Taguchi approach. The amount of printed cells from the Taguchi method
indicates an average of 309 cells. Normality test is performed in order to comply with the assumption of
normality. From Figure 4.12, it is seen that the P-value is bigger (0.521) than 0.05, so this means that data
follows a normal distribution. The hypotheses are the following:
H0: μ (Confirmation Runs) = μ (Expected Amount of Cells) = 309
H1:	
 μ (Confirmation Runs) ≠μ (Expected Amount of Cells) = 309
The confidence level is set at 95%, so α=0.05. Table 4.9 represents the statistical data to test the
declared hypothesis. Figure 4.13 demonstrates the graphic representation of the CI.
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Figure 4.14: Normality Test for Taguchi Confirmation Runs
Table 4.9: Statistical Results from the CI Analysis Using the Taguchi Approach

Decision: P-value is less (0.003) than 0.05, so final decision is Reject H0.
Conclusion: There is enough evidence to say that Taguchi method is not accurate with a 5% confidence
level.
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Figure 4.15: Boxplot of the CI Analysis from the Taguchi Approach
A summary of the results obtained in terms of the P-value CI, and expected (E(y)) is presented in
Table 4.10.

Table 4.10: Statistical Analysis Results
Fractional Factorial Approach

Taguchi Approach

P-value

CI

E(y)

P-value

CI

E(y)

0.114

301.53 318.13

316

0.003

290.69 302.31

309

Response
Variable
Amount of
Printed Cells

4.5.3 EVALUATION OF COMPARISON BETWEEN FRACTIONAL FACTORIAL AND
TAGUCHI APPROACH
A 2-t test is performed in order to compare the Fractional Factorial approach and Taguchi method
in terms of the output from the confirmation runs. The hypotheses are tested as follows:

62

H0: μ (Fractional Factorial Confirmation Runs) = μ (Taguchi Confirmation Runs)
H1:	
 μ (Fractional Factorial Confirmation Runs) ≠μ (Taguchi Confirmation Runs)
The confidence level is set at 95%, so α=0.05. Table 4.11 represents the statistical data to test the
declared hypothesis. Figure 4.14 demonstrates the graphic representation.

Table 4.11: Statistical Results of Comparison between Fractional Factorial Approach and Taguchi

Decision: P-value is less (0.007) than 0.05, so final decision is Reject H0.
Conclusion: There is enough evidence to say that Fractional Factorial design is statistically different than
Taguchi method with a 5% confidence level.

63

Figure 4.16: Boxplot of Comparison between Fractional Factorial Approach and Taguchi
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CHAPTER 5

CONCLUSIONS AND RECOMMENDATIONS
5.1

INTRODUCTION
Two experimental design methods have been evaluated in the present work. This chapter ends this

work by concluding with the statistical analysis and understanding the results obtained in chapter five.
This chapter is divided into five sections: the first section is the current introduction; the second part
presents a summary of the work performed throughout the development of this work; the third section
contains the discussion about the results; the fourth section presents the conclusions from the discussion
section, while the last section provides recommendations for future work.
5.2

RESEARCH SUMMARY
Two different methods are applied in order to design a process by using two different statistical

experiments. Their objective is to find the best factor level conditions to maximize the response variable
(output). The two methods are the Fractional Factorial Design and the Taguchi approach. Hypotheses are
declared in order to test any difference between the expected response and the average from the results
obtained in the confirmation runs.
Several authors are studied to understand each of the approaches in their practical applications.
Some of the reviewed articles, where the Fractional factorial design is utilized, suggest that in order to
perform studies with this approach, the use of ANOVA analysis to understand the behavior of the
response model is helpful. The ANOVA table shows the significance of factors and interactions. The
regression analysis is applied to obtain the relationship among variables. Similarly, some other authors are
studied in terms the effectiveness of the Taguchi method. Some reviewed articles suggest obtaining the
best optimal operating conditions using only the signal-to-noise ratios. Some others suggest combining
these ratios with the effects on the mean. Once Fractional Factorial design and Taguchi method are
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comprehended, two experiments are designed using one of these methods for each of them. The design of
experiments is applied in this work to find the optimal operating conditions in the bioprinting process
taking into account six controllable factors and one noise factor. The data collection using the experiments
is performed and the methodology proposed by each approach is conducted to optimize the response
variable being analyzed (Amount of Printed Cells).
According to the Fractional Factorial approach, the selection of the best parameter conditions
begins with the calculation of the ANOVA table, depending on the fitting of the response model. From the
ANOVA table, the significance of each factor and interaction is analyzed in terms of P-values. The main
effect and interaction plots are applied to find the best operating conditions. For Taguchi, the best
operating conditions are found by selecting a signal-to-noise factor, then a standard deviation factor, and
finally, the mean adjuster factors. The levels of the selected factors are chosen to maximize the S/N ratio,
minimize the standard deviation, and adjust the mean to a specific level or optimal. A prediction set is
obtained to check if the suggested set of conditions remains the same as the optimal operating conditions.
Confirmation runs and t-test analysis are conducted to validate each parameter conditions. The
expected value from the experimental response and the sample obtained from the confirmation runs are
compared using the Confidence Interval statistical test and the P-values to conclude which of the two
methods has a higher accuracy to predict responses.

5.3

DISCUSSION OF RESULTS
The statistical analysis results of the experimental data from the Fractional Factorial design and

Taguchi method are presented in chapter 5 and summarized in Table 5.1. Each row in this table represents
a confirmation run using the optimal operating conditions. Also, it specifies the response variable being
optimized, the expected response according to the model, the Confidence Interval (CI) obtained in chapter
4, and the P-value to derive final conclusions. This P-value has to be greater than the confidence level
(0.05) to state that there is not enough evidence to say that the expected value and the mean from
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confirmation runs sample are statistically different. This represents that the prediction of the model is
accurate.

Table 5.1: Summary Table of Data Analysis
Dot
Size
(mm2)
3.46

Printing
Times

PBS

Parameters Conditions
Cartridge
Density
Printer
Cleaning
(Cell/ml)
Method
Pressure
500,000
HP 330

PBS

Sonicator

15.76

5

Suspension
Method

500,000

HP
690C

5

Response
Variable

Expected
Response
Variable

CI

Pvalue

Hypothesis
Decision

Amount
of Printed
Cells
Amount
of Printed
Cells

316

301.53
318.13
290.69
302.31

0.114

Not
Significant

0.003

Significant

309

The first row in Table 5.1 represents the optimal operating conditions corresponding to the amount
of printed cells using the Fractional Factorial design. The expected amount of printed cells is 316 cells.
After running the six replicates under these conditions, the CI for this sample ranges from 301.53 cells to
318.13 cells. It can be seen that the expected response is inside the CI, so this represents that the expected
value and the interval from the sample are statistically equal. Looking at the P-value that is greater (0.114)
than the confidence level (0.05), this means that there is not enough evidence to say that there is a
significant difference between the expected value and the amount of cells obtained from the confirmation
runs; H0 cannot be rejected, so the response variable model results are accurate.
The second row in Table 5.1 represents the optimal operating conditions corresponding to the
amount of printed cells using the Taguchi method. The expected amount of printed cells is 309 cells. After
running the six replicates under these conditions, the CI for this sample ranges from 290.69 cells to 302.31
cells. It can be seen that the expected response is outside the CI, so this represents that there is a
significant difference between the predictions from the model and the outcomes of the confirmation runs.
Looking at the P-value, which is less (0.003) than the confidence level (0.05); this means that there is
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enough evidence for significant difference between the expected value and the amount of cells obtained
from the confirmation runs. H0 is rejected, so the results of response variable model are not accurate.
In terms of the comparison between Fractional Factorial design and Taguchi, it can be seen based
on the P-value (0.007) that is less than 0.05 that these two approaches are statistically different.

5.4

CONLUSION
Two approaches have been presented in this work to find out which is the most recommendable

method in order to design an experiment where controllable factors and one noise factor are analyzed as
part of the study to optimize the process. The accuracy of these methods is tested based on real
experimental data to define which method performs better. The best operating conditions are detected to
optimize a response variable, which is to maximize the amount of printed cells. Final results establish that
the Fractional Factorial Design has a better level of accuracy than the Taguchi method. Furthermore, it
offers better response outcomes than the Taguchi method.

5.5

FUTURE WORK
Along the development of the present thesis several factors have been identified to complement

the analysis performed. These factors are listed in this section to promote future research and studies that
may give the present thesis stronger basements regarding the conclusions derived and to improve even
more the quality of the analysis. These factors are:
•

Related to the bioink preparation; the volatility, viscosity, cell type, and surfactants can be
taken into account in the analysis.

•

In terms of substrate; the material, impact, environmental control and wettability can be
part of the analysis.
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APPENDICES

APPENDIX-1 LINEAR GRAPHS

1

3

2

Figure A1.1: L4 (23) Array

Figure A.1.2: L8 (27) Array

Figure A1.3: L16 (215) Array
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APPENDIX A-2 PICTURES

Figure A2.1: Water Bath

Figure A2.2: HP 330 Cartridge

Figure A2.3: Sonicator

Figure A2.4: Filter
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Figure A2.5: Aspiration Pump

Figure A2.6: Printed Cells
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