1 This paper describes the technology, concepts and development of Computer Storm, a live audio-visual piece created for a gestural instrument, the 'AirSticks'. The AirSticks allow the composition, performance and improvisation of live electronic music and graphics using movements captured by handheld motion controllers. In this piece, the AirSticks are combined with commodity depth sensors, and a custom visualisation system 'Confluence' which generates graphics from music and motion in real-time. The hardware used to display the images within the performance space is also described, as well as an overview of the resulting performance, which explores harmony across music, visuals and movement, and investigates our complex relationship with technology.
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INTRODUCTION
This paper will explore two audio-visual performance works. The first, Computer Rain [2] , is part of an hour-long show, and makes use of the custom gestural instrument 'the AirSticks' and visualisation system, 'Confluence.' The goal of this first work is to explore the way sound, movement and visuals can 'harmonise' [3, 4] . This piece is one of the opening numbers of a larger show, and so the relationship between sound, movement and visuals was developed to be as transparent as possible, in order to establish a starting point, or 'tonal centre,' from which the show can develop. The AirSticks -a gestural instrument that allows the composition and performance of electronic music through movement -is used to navigate a virtual environment. A depth sensor is used to incorporate a digital avatar of the performer into the interactive graphics, which are projected onto a 'scrim' -a transparent projection screen -between the performer and the audience (see figure 1) .
Computer Storm -a sequel to Computer Rain -builds on the previous work by exploring the projection of the greater performance area, including the audience, as opposed to the solo image of the performer present in the original. This invites interaction from the audience members as their movement and position in the performance space also affects the visuals. It also features an updated graphics engine, and more sophisticated harmonic mappings between sound, visuals and performer movements.
In this paper, we elaborate on the technology behind the Computer Rain and Computer Storm performances, and discuss concepts and metaphors that emerge from exploring this unique combination of technologies.
BACKGROUND
From Alexander Scriabin's 'color organs', to the early digital sonic animations of John Whitney [4] , to the synaesthetic laser works of Robin Fox [7] , audio-visual artists have been exploring the concept of 'harmony' in their work. Often, audio-visual artists will use a single source of data to manipulate both the audio and visual elements of their work [3] , and interest is created by directing or composing for the tension between these modes. It is rare though, that the source of data used to control both electronic sight and sound is captured from the movements of a live performer, short of simply controlling the system with a keyboard. Several audio-visual pieces such as Stalkers' Pixel Mountain [8] , use a dancer's movement to interact with projection mapped video. Further developments of this system devised by Andrew Johnston and Andrew Bluff have incorporated sound and visual generation into this tracking by piping motion data into a fluid simulation and a granular synthesiser simultaneously [9] . In their 2017 work Blue Space, Linda Walsh and Andrew Bluff present an audio-visual piece in which visuals are blown magically onto a scrim using an oboe, with played musical phrases and their visual representations morphed through the movement of the oboe's bell [10] .
The addition of motion tracking in works such as these adds a new dimension to the concept of audio-visual 'harmony' previously explored by artists such as Whitney, Bill Alves [4] and Ryo Ikeshiro [3] . By extending the metaphor of sonic relationships into the 'harmonic' relation between Figure 2 : The Razer Hydra Gaming Controllers sound and visuals, these artists were able to explore the tension and resolution that the relationship of these two elements can create. This interplay becomes even more alluring and complex once we also include the element of physical movement. We don't only find tension and resolution within the music, visuals and movements of the performer, but across all three elements -especially when all three are linked through the single data source of motion capture technology [3] . Considering this metaphor of harmony across sound, visuals and movement can help musicians, visual artists and dancers find new ways to collaborate and communicate their ideas in creating new audio-visual gestural performances.
THE AIRSTICKS
The AirSticks are designed to take full advantage of the performance possibilities that open up when a percussionist is not required to strike a surface, while still maintaining a clear relationship between performer gesture and computer-generated sounds [5, 6] . The AirSticks give the performer control over complex sound textures at the same time as allowing them to time and execute precise rhythmic gestures. The AirSticks are currently made up of the Razer Hydra Gaming Controllers [11] (see figure 2 ) and the custom AirSticks MIDI software [1] designed by Mark Havryliv.
The software captures and analyses position and orientation data from the two controllers and outputs MIDI and OSC data. It features a triggering system which allows the performer to play a sound by striking through the air. When the performer's wrist passes a particular angle of rotation -a movement resembling a strike -a MIDI note-on signal is generated. Velocity and attack parameters are generated by analysing how quickly the sensor crosses the strike point. Note sustain is determined by how long the performer holds the controller past the strike point, with the release being controlled by the velocity of the movement back up.
These MIDI parameters are accompanied by information on button presses, some discrete and some continuous. Along with a 'MIDI Trainer' function, this data provides a plethora of mapping possibilities within such music programs as MAX/MSP [12] and Ableton Live [13] . This same MIDI and OSC data can also be routed to an interactive visual application.
The creative choice paralysis [14] often felt when dealing with the overwhelming range of possibilities in mapping movement and sound through a gestural instrument such as the AirSticks is often referred to as the 'mapping problem' [15] . To tackle this problem, similar metaphors of harmonic tension and resolution to those adopted by audio-visual artists have also been deployed by digital musical instrument designers [16] . At the start of most solo performances on the AirSticks, simple, transparent, 'one-to-one relationships' are revealed to the audience to introduce the technology, and give them a sense of consonance between movement and sound, which are then later broken to create forms of multidimensional tension and resolution.
The AirSticks have been used in dozens of performances in bands, with visual artists and with dancers. They have been used to control drum synthesis, play melodic virtual instruments, sample and manipulate acoustic instruments in real time, and control interactive visuals. The resulting synthesised and aligned point cloud is then streamed over a network connection into Confluence's second component -an interactive visualisation software created using the Unity video-game engine [18] . The point cloud from LiveScan3D is streamed into a Unity particle system that runs on the GPU, which can be manipulated using the AirSticks via OSC and MIDI messages. This allows the performer to creatively manipulate a live 3D representation of their environment through both gestural and musical data (see figure 3 ). Mappings can be devised which create tension and resolution with the sonic mappings that are being controlled through the same performance gestures. A short throw projector is then used to project the image onto a scrim placed between the performer and the audience, which allows for simultaneous viewing and interactivity on both sides of the displayed graphics.
A mapping system built in the Unity scene allows the performer to configure the behaviour of the visual environment using only the AirSticks, whilst the behaviour of the sonic manipulation is also being tuned. This facilitates a high level of integration between the audio and the graphical systems, as both systems are mapped to the same gestures simultaneously. This results in the creation of harmonious audio-visual 'instrument' mappings, which will now be discussed.
MAPPINGS FOR COMPUTER RAIN
Computer Rain loosely explores the concept of streams of data about our online presence and how we interact with this data. It features three different mappings that allow control over sound and visuals. A sound file with MIDI markers is used to switch through these mappings and serves as a timeline for controlling the progression of the piece.
Mapping 1 allows the performer to control the movement of solid white particles floating on the scrim in front of the performer (see figure 1) . The right hand's height determines how great a force is placed on the particles to clump together and form the shape of the performer's body. The left hand forces the particles side to side. The same movement allows the performer to play the main melody over a bed of cut-up rhythmic samples of an old struggling computer's hard-drive, with the pitch mapped from left to right. Other movements control only sound: a strike with the right hand triggers a kick drum synth, whose timbre and panning can be manipulated through hand position and rotation, while delay and reverb are controlled by the height of the left and right hands, respectively. A button on the left hand also triggers a percussive 'hi-hat' pattern. Mapping 2 reveals several 'clones' which appear on the scrim in front of the performer (see figure 4 ). They grow in number throughout the track but always keep space for the performer to be seen between them. The AirSticks are used to 'remix' and 'beat repeat' a prerecorded backing track through filtering, panning and repitching --with each strike of the right hand changing the colour of the clones. The performer 'dances' with his avatars as they mirror his every movement. A microphone is also set up for this piece, used to 'grab', 'slice' and effect the vocals of the performer in real-time.
Mapping 3 is a return to the setting of Part 1, but with different coloured particles, birthed from the dispersion of the clones. The performer continues to manipulate live vocals as the track and particles fade out.
FUTURE WORK
Computer Storm extends on the technology and concepts of Computer Rain. A new, more complex mapping between movement, sound and visuals allows the performer to improvise more with the source material, and incorporates more control over the movement of the sound around the room.
With this latest development of the technology involving the audience's image also being introduced to the interactive visualisation system, themes of the surveillance, data, privacy and self-knowledge are being explored in greater depth. The presence of the audience and the manipulation of their image by the performer in Computer Storm is essential in exploring our personal relationship with data and surveillance, as a stream of data, represented by colourful particles, travel downwards like water drops consuming the performer. This flow of data has its own force, but can also be controlled by the performer and clump to form a 3D image of the performance space, revealing that this stream of data indeed makes up the identity of a group of individuals. Computer Storm ultimately investigates the tension and resolution in the relationship that we have with technology and uses an interactive audio-visual gestural system to explore this through performance.
