The possibility of applying machine learning for the classification of malicious requests to a Web application is considered. This approach excludes the use of deterministic analysis systems (for example, expert systems), and is based on the application of a cascade of neural networks or perceptrons on an approximate model to the real human brain. The main idea of the work is to enable to describe complex attack vectors consisting of feature sets, abstract terms for compiling a training sample, controlling the quality of recognition and classifying each of the layers (networks) participating in the work, with the ability to adjust not the entire network, but only a small part of it, in the training of which a mistake or inaccuracy crept in. The design of the developed network can be described as a cascaded, scalable neural network.
Introduction
Today, the security of web applications is one of the key tasks of the information security area. Most sites available on the Internet have different vulnerabilities and are regularly exposed to various types of attacks. And if an untargeted attack can be recognized by most of the intrusion detection systems on the market, targeted attacks prepared by malicious user rather than bot attacks are difficult to recognize at times because of the impossibility of predicting all possible vectors of attacks and the tools used.
In view of the fact that the task of detecting attacks can be considered as a classification (or recognition) task, neural networks are increasingly being used to solve it. As a method for detecting malicious actions against a web system, neural networks are trained on examples of attacks of each class and, in the sequel, are used to recognize whether the observed actions belong to any attack classes. One of the problems of constructing such systems with the use of neural networks is that it is necessary to build a feature space that will allow us to separate the classes of attacks among themselves, as well as separate them from normal behavior. The second problem is the detection of attacks during their non-standard conduct, when applying an attack unknown to the neural network (a bunch of attacks), as well as deliberately "tricking" the network with a malicious user [1] .
At this point in time in commercial intrusion detection systems, adaptability to unknown attacks is virtually nonexistent. And the identification of an attack happens(possible) on final stage, and not at the stage of possible prevention.
When using neural networks to recognize something, the question of vectorization and normalization is always acute.
Normalization is a set of actions that allows you to bring certain standards to the agreed norm, remove noise and highlight a certain essence, based on which the neural network will already do some conclusions.
Vectorization, in turn, is the representation of certain characteristics in the form of a vector with which the neural network itself can directly work.
Theoretical part
To build a classifier, it is necessary to determine which parameters influence the decision about which class belongs to a particular sample [2] . In solving this problem, the following problems can arise. First, if the number of parameters is small, then a situation may arise in which the same set of source data corresponds to examples in different classes. Then it is impossible to train the neural network, and the system will not work correctly (it is impossible to find a minimum that corresponds to such a set of initial data). A prerequisite is that the source data must be consistent. To solve this problem, it is necessary to increase the dimensionality of the feature space (the number of components of the input vector corresponding to the sample). But with the increase in the dimension of the feature space, a situation may arise where the number of examples may become insufficient for learning the network, and instead of generalizing, it will simply remember the examples from the training sample and not be able to function correctly. Thus, when determining the characteristics, it is necessary to find a compromise with their number.
Further, it is necessary to determine the way in which the input data is presented for the neural network, that is, to determine the method of rationing. Normalization is necessary, since neural networks work with data represented by numbers in the range 0..1, and the source data can have an arbitrary range or even be non-numerical data. Various methods are possible, ranging from a simple linear transformation to the required range and ending with multidimensional analysis of parameters and nonlinear normalization, depending on the effect of the parameters on each other.
If in the field of pattern recognition and text everything is conditionally simple -certain algorithms for processing natural languages are used or noise reduction algorithms are used on the image, then in the field of data protection and intrusion detection things are somewhat more complicated.
When we talk about the processing of natural languages, we are talking about the correspondence of some words to the semantic load and its emotional coloring, as well as the context. And, using knowledge of synonyms, it is possible to build a primary graph of the correspondence of words to synonyms and a second graph of contexts for complex speech turns that will solve the problem with a sufficiently high level of quality. The problems of typos can be easily solved using a Hamming correction.
The Hamming distance is the number of positions in which the corresponding symbols of two words of the same length are different. In a more general case, the Hamming distance is applied to strings of the same length of any q-ary alphabets and serves as a metric of difference (a function defining the distance in a metric space) of objects of the same dimension. Initially, the metric was formulated to determine the measure of the difference between code combinations (binary vectors) in the vector space of code sequences, in this case the Hamming distance d (x, y) between two binary sequences (vectors) x and y of length n is the number of positions in which they are different. For example, d {1011101, 1001001} = 2.
Also, the use of convolutional code can show good results for solving the problem of typs. A convolutional code is an error correcting code in which, at each cycle of the encoder's operation, the k characters of the input semi-infinite sequence are converted to n> k symbols output, and the previous m symbols also participate in the conversion; the linearity property is fulfilled (if the two encoded sequences x and y correspond to the code sequences X and Y, then the encoded sequence ax + by corresponds to aX + bY).
Fig. 1 -General convolutional code coding scheme
At each cycle of the encoder's operation, 'k' information symbols enter its input, along with the symbols stored in the shift registers, go to the inputs of those adders with which there is a connection. The result of the addition is 'n' code symbols ready for transmission. Then, in each shift register, a shift occurs: all cells are shifted to the right by one digit, with the leftmost cells filled with input symbols, and the extreme right ones being erased. After that, the tact repeats. The initial state of the registers is known in advance (usually zero).
Despite the good results of these methods, they concern only the issues of recognizing texts and images outside the "aggressive" environment -in such an environment as forums or comments, or the recognition of any images on the flow. Consider the case where a person (in the context of an article an intruder) intentionally distorts and attempts to confuse a neural network, adding more and more sophisticated noises to images or words.
Practical part
Lets pretend that we have an attacker who attacks the system and is currently collecting information on the availability of the ability to implement SQL code for execution. It substitutes the following parameters for the query parameters -UNION SELECT @@ version. In this version, normalization is not needed, since we easily translate words into a vector, comparing them with a dictionary and writing into the vector each word that was found in its slot. The vector of signs is ready, the neural network recognizes in it an attempt to make an attack and successfully reflects it. This scheme works in theory. However, as for practical data, there are a huge number of circumvention techniques by modifying the query externally, but without changing its essence. By coding and obfuscation, for example, an attacker can take the query above and convert it, for example, to: U / ** / N / ** / I / ** / O / ** / N + S / ** / E / ** / L / ** / E / ** / C / ** / T / ** / + @ / ** / @ / ** / 0x76657273696f6e. As you can see, this text, if we make an ordinary vectorization on it, does not give anything, we get an empty vector of unknown words.
Fig. 2 -Scheme of a neural network with an additional group of neurons
The first way to solve this problem is to remove all the characters that are "noisy", and try to normalize the text. However, in practice the options to make such noisiness are hundreds, if not thousands. And if we force the system to delete all suspicious characters, we will still get a vague set at the output with a high chance. Since certain symbols in different languages mean different, we get an incorrect vector, and, consequently, the result of the network operation. For example, the symbol + in SQL and in PHP carries a different semantic load, you can not make the normalization so that the algorithm understands the nature of the query even before the work of the neural network.
The proposed solution to this problem is as follows. When learning a network, it is always necessary to form two vectors. The first vector is a vector that remains only with uppercase characters and words longer than 1. The second vector is the set of all symbols. In the first case, we not only cut out certain symbols, but also replace them with spaces, and in the second case we take into account each character that is not a letter, the digits are excluded from the analysis altogether.
With this approach, we have a more detailed neural network trained in small features. But the most important thing is that in this case it becomes possible not to solve the problems of normalization in order to avoid circumvention of the neural network and, consequently, the entire intrusion detection system. We can isolate another group of neurons on the network itself to teach it all the signs of attempts to deceive, showing it a sample of the attacks containing these same detours for each specific case.
Thus, relying on what attack vector the attacker is trying to hide, we are still able to classify any types of attacks and their aggregations as before, and also include more severe countermeasures against the attacks on the part of the user, knowing that this is not a false triggering, but a deliberate attempt to bypass the chain of actions from a simple query to a conscious attempt to deceive the intrusion detection system.
Conclusions
The most commonly used methods for normalizing and vectorizing data do not give the necessary result when used in intrusion detection systems because they are not designed to deliberately distort the signs of an attack.
The proposed solution is based on the allocation of an additional group of neurons in the first layer of the network, which are trained in all possible signs of attempts to bypass the system for all vectors of attack.
