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On the manifold of positive definite matrices, a Riemannian met-
ric Kφ is associated with a positive kernel function φ on (0,∞) ×
(0,∞) by defining KφD (H, K) = ∑i,j φ(λi, λj)−1Tr PiHPjK , where D
is a foot pointwith the spectral decompositionD = ∑i λiPi andH, K
areHermitianmatrices (tangent vectors).Weare concernedwith the
caseφ(x, y) = M(x, y)θ whereM(x, y) is amean of scalars x, y > 0.
We clarify the isometric structure among such kernel metrics and
discuss the convergence properties of geodesic distances and geo-
desic shortest curves along each isometric line ofmetrics. Themetric
corresponding to the square of the logarithmic mean shows up as
the attractor of the whole metrics concerned.
© 2011 Elsevier Inc. All rights reserved.
0. Introduction
The n × n positive definite complex matrices Pn form an open subset of the space Hn of n × n
Hermitian matrices regarded as the Euclidean space of dimension n2. In fact,Hn is a real subspace of
the Hilbert spaceMn consisting of n × n complex matrices with the Hilbert–Schmidt inner product〈X, Y〉HS := Tr X∗Y and the Hilbert–Schmidt norm ‖X‖HS for X, Y ∈ Mn. Consequently, Pn naturally
has a smooth Riemannian manifold structure so that the tangent space at any foot point is identified
withHn. A Riemannian metric KD(H, K) is a family of inner products onHn depending smoothly on
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the foot pointD.Whenφ(x, y) is a smooth positive kernel function on (0,∞)×(0,∞), one can define
a Riemannian metric Kφ on Pn by
K
φ
D (H, K) :=
k∑
i,j=1
φ(λi, λj)
−1Tr PiHPjK, D ∈ Pn, H, K ∈ Hn, (0.1)
where D has the spectral decomposition
∑k
i=1 λiPi.
The above type of Riemannian metrics on the positive definite matrices have been studied by
many authors. The most studied Riemannian metric on Pn is the case where the kernel function is
φ(x, y) := xy, so the metric is given as
KD(H, K) := TrD−1HD−1K.
This appeared as a geometry ofmultivariate Gaussian distributions [23,19] and has played a significant
role in the recent development of the geometric matrix mean [15,17,5,4]. In fact, the unique geodesic
shortest curve joining A, B ∈ Pn with respect to this metric is
γ (t) = A#t B := A1/2(A−1/2BA−1/2)tA1/2, 0 ≤ t ≤ 1, (0.2)
and the geodesic midpoint γ (1/2) is exactly the geometric mean [22,1]
A# B := A1/2(A−1/2BA−1/2)tA1/2.
A powerful idea in matrix means is to introduce a matrix mean as the geodesic midpoint of A, B ∈ Pn
whenever the geodesic shortest curve jointing A, B exists and is unique. The idea further extends to a
matrix mean of several variables A1, . . . , Ak ∈ Pn by taking the minimizer (the geodesic barycenter)
of
∑k
i=1 δ2(A, Ai), the square sum of the geodesic distances from Ai. In particular, the monotonicity
propertyof the several variable geometricmeanhas recentlybeenestablished in [16,6] viaprobabilistic
methods.
A distinguished class of Riemannian metrics on Pn (or rather restricted on the set of n × n density
matrices Dn := {D ∈ Pn : TrD = 1}) is the monotone metrics due to [21]. This is the case where
the kernel functions φ is given as φ(x, y) := f (x/y)y for a symmetric operator monotone function
f : (0,∞) → (0,∞), where symmetry of f means that xf (x−1) = f (x), x > 0, so the metric is given
as
K
f
D(H, K) := 〈H, f (LDR−1D )RDK〉HS,
where LD andRD are the leftmultiplication and the rightmultiplication operators. In fact, itwas proved
in [21] that the Riemannian metrics on Dn, n ∈ N, determined by operator monotone functions as
above are characterized by the monotonicity under completely positive and trace preserving maps
β :Mn →Mm in such a way that
Kβ(D)(β(H), β(H)) ≤ KD(H,H), D ∈ Dn, H ∈ Hn.
Amonotone metric Kf on Dn is often called a quantum Fisher information and it plays an essential role
in quantum information geometry.
Including the above two important cases,most Riemannianmetrics onPn orDn appearing inmatrix
analysis and quantum information are among kernel metrics Kφ given in (0.1) whose kernel functions
φ are given as powers of certain mean functions of two positive scalars. From this point of view, in the
previous paper [11] we attempted to develop a rather general theory of Riemannian metrics on Pn of
the form (0.1) with φ(x, y) = M(x, y)θ whereM(x, y) is a symmetric homogeneous mean of x, y > 0
and θ is a real constant. In the paper we found two special isometric families of Riemannian metrics,
from which the following two parametrized families of curves showed up as geodesic shortest curves
for corresponding metrics:
μα(t) = ((1 − t)Aα + tBα)1/α, 0 ≤ t ≤ 1, α 
= 0, (0.3)
γκ(t) = (Aκ #t Bκ)1/κ = (Aκ/2(A−κ/2BκA−κ/2)tAκ/2)1/κ , 0 ≤ t ≤ 1, κ > 0. (0.4)
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Moreover, we discussed in [11] the comparison of geodesic distances for two metrics in terms of the
corresponding means and the degrees of power.
The present paper is a continuation of the previous [11]. The stress here is on the existence of
geodesic shortest curves and their convergence properties for such Riemannian metrics on Pn as
introduced above. In Section 1 we prove the existence of a geodesic shortest curve joining A, B ∈ Pn
with respect to the metric Kφ with φ(x, y) = M(x, y)θ under a certain assumption on A, B and θ .
In particular, a geodesic shortest curve joining A, B exists if A, B are commuting or if θ is sufficiently
near 2. In Section 2 we completely characterize when the functional calculus D ∈ Pn → F(D) ∈ Pn
by a C∞ homeomorphism F from (0,∞) onto itself gives an isometric transformation between two
Riemannian manifolds Pn with a scalar multiple of K
φ and Pn with K
ψ , where φ = Mθ and ψ = Nτ
as above. From the characterization it turns out that, for any metric Kψ withψ = Nτ , we have a one-
parameter isometric family of metrics starting from Kψ and converging to a distinguished metric K∗
corresponding to the square of the logarithmic mean. There are two different types for the isometric
families depending on τ 
= 2 or τ = 2, and the two isometric families obtained in [11] are special
examples of each type. In Section 3weprove that the geodesic distances and geodesic curves ofmetrics
in eachone-parameter isometric family convergealong the isometric line to thoseof the limitingmetric
K∗. The convergences
lim
α→0μα(t) = limκ↘0 γκ(t) = γ∗(t) := exp((1 − t) log A + t log B) (0.5)
for the families of quasi-arithmetic mean curves (0.3) and of quasi-geometric mean curves (0.4) are
two particular cases of the general convergence result. The limiting curve γ∗ is the geodesic shortest
curve for K∗. In this way, we obtain the Riemannian geometric interpretation of the fact that the curve
γ∗ shows up as the common limit of various curves in Pn related to means, which may be considered
as a kind of universal Lie–Trotter formula. This is somewhat the same flavor of finding matrix means
approaching to the Riemannian barycenter (the geometric mean) discussed in [16,6]. Moreover, the
midpoint γ∗(1/2) in the limit (0.5) is sometimes called the Log-Euclidean mean of A, B, and its various
properties are found in [3].
1. Riemannian metrics induced by mean functions
For eachD ∈ Pn the leftmultiplication and the rightmultiplication operators LD andRD are defined as
LDX := DX and RDX := XD for X ∈Mn, which are commuting positive operators on the Hilbert space
(Mn, 〈·, ·〉HS) with the Hilbert–Schmidt inner product 〈X, Y〉HS := Tr X∗Y and the Hilbert–Schmidt
norm ‖X‖HS := (Tr X∗X)1/2. For a kernel function φ : (0,∞) × (0,∞) → (0,∞), a positive
operator φ(LD, RD) on (Mn, 〈·, ·〉HS) is associated to each D ∈ Pn with the spectral decomposition
D = ∑ki=1 λiPi by
φ(LD, RD)X :=
k∑
i,j=1
φ(λi, λj)PiXPj, X ∈Mn.
When φ is symmetric, i.e., φ(x, y) = φ(y, x) and φ(x, y) is smooth in x and y, a Riemannian metric
Kφ on the manifold Pn defined by (0.1) is
K
φ
D (H, K) :=
〈
H, φ(LD, RD)
−1K
〉
HS
=
k∑
i,j=1
φ(λi, λj)
−1Tr PiHPjK
for D ∈ Pn and H, K ∈ Hn. With the Schur (or Hadamard ) product ◦ one can also write
φ(LD, RD)
−1/2H = U
⎛
⎜⎝
⎡
⎣ 1√
φ(λi, λj)
⎤
⎦
ij
◦ (U∗HU)
⎞
⎟⎠U∗,
K
φ
D (H,H) =
∥∥∥φ(LD, RD)−1/2H∥∥∥2
HS
=
∥∥∥∥∥∥∥
⎡
⎣ 1√
φ(λi, λj)
⎤
⎦
ij
◦ (U∗HU)
∥∥∥∥∥∥∥
2
HS
, (1.1)
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where D = UDiag(λ1, . . . , λn)U∗ is the diagonalization with a unitary U.
When γ : [0, 1] → Pn is a C1 curve (or more generally, a continuous and piecewise C1 curve), the
length of γ with respect to the above metric Kφ is given by
Lφ(γ ) :=
∫ 1
0
√
K
φ
γ (t)(γ
′(t), γ ′(t)) dt =
∫ 1
0
∥∥∥φ(Lγ (t), Rγ (t))−1/2γ ′(t)∥∥∥
HS
dt, (1.2)
which is independentof thechoiceof theparametrizationofγ . ThegeodesicdistancebetweenA, B ∈ Pn
with respect to Kφ is given by
δφ(A, B) := inf
{
Lφ(γ ) : γ is a C1 curve from A to B
}
. (1.3)
The definition is equivalent when the infimum is taken over all smooth curves γ from A to B. A C1
curve γ from A to B is called a geodesic shortest curve (or a segment) joining A, Bwith respect to Kφ if it
satisfies Lφ(γ ) = δφ(A, B). For a geodesic shortest curve γ , one can choose a smooth parametrization;
in fact, the parametrization of constant speed is smooth (see [13, Section IV.3, 20, Section 5.6]).
In this paper it is essential to deal with absolutely continuous curves. Recall that a curve γ :
[0, 1] → Pn is absolutely continuous if γ (t) is differentiable for a.e. t ∈ [0, 1] (with respect to the
Lebesgue measure) and γ ′(t) is integrable in the sense that
∫ 1
0 ‖γ ′(t)‖HS dt < +∞. The length of
such a curve γ can be also defined by (1.2) and is finite (see [20, p. 121] for example). Moreover, note
that the definition of δφ(A, B) in (1.3) is equivalent even when the infimum is taken over all absolutely
continuous curves γ from A to B.
A function M : (0,∞) × (0,∞) → (0,∞) is said to be a symmetric homogeneous mean if, for
every x, y > 0,
• M(x, y) = M(y, x),
• M(αx, αy) = αM(x, y) for all α > 0,
• M(x, y) is non-decreasing in x, y,
• min{x, y} ≤ M(x, y) ≤ max{x, y}.
We denote byM0 the set of all symmetric homogeneous means which are smooth, i.e., M(x, 1) is
smooth in x > 0. In this paper, as in the previous paper [11], we are concerned with the Riemannian
metrics Kφ , where φ is a power of anM ∈M0 with degree θ ∈ R, i.e., φ(x, y) := M(x, y)θ .
In the rest of this section we discuss the geodesic distance δφ(A, B) and geodesic shortest curves
for metrics Kφ given above. First, recall [11, Theorem 3.1] that, for φ(x, y) := M(x, y)θ withM ∈ M0
and θ ∈ R, the Riemannian manifold (Pn, Kφ) is complete (i.e., the metric δφ(·, ·) is complete) if and
only if θ = 2. Hence, in the case θ = 2, for any A, B ∈ Pn there is a geodesic shortest curve joining
A, B with respect to Kφ . Although we have no strong evidence, it may be conjectured that a geodesic
shortest curve joining A, B exists and is even unique (up to parametrization) for every Riemannian
metric Kφ as above and for every A, B ∈ Pn. However, our knowledge in this direction is quite limited
at the moment. The unique existence of a geodesic shortest curve is known in [11, Theorem 4.10] only
when A, B are commuting, θ = 1, and moreover M is an operator monotone mean (i.e., M(x, 1) is
an operator monotone function) different from the arithmetic mean. For the existence of a geodesic
shortest curve we have the following two results; both situations are still rather restricted. The first
result is an extension of [11, Theorem 4.10] except the uniqueness assertion mentioned just above.
From now on we will use the re-parametrization α = (2 − θ)/2 of the degree parameter θ ∈ R,
which makes the expression of geodesic distances and geodesic shortest curves simpler.
Theorem 1.1. Let φ(x, y) := M(x, y)2(1−α) with M ∈M0 and α ∈ R. If A, B ∈ Pn are commuting, then
δφ(A, B) =
⎧⎨
⎩
1
|α| ‖Aα − Bα‖HS if α 
= 0,
‖ log A − log B‖HS if α = 0,
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and a geodesic shortest curve from A to B is given by
γA,B(t) :=
{
((1 − t)Aα + tBα)1/α, 0 ≤ t ≤ 1 if α 
= 0,
exp((1 − t) log A + t log B), 0 ≤ t ≤ 1 if α = 0,
independently of the choice of M ∈M0.
Proof. We prove only the case α 
= 0 since the proof in the case α = 0 is essentially same. We may
assume that A, B are diagonal matrices. Let γ : [0, 1] → Pn be a C1 curve from A to B. Then one
can fix diagonalization γ (t) = U(t)Diag(λ1(t), . . . , λn(t))U(t)∗, 0 ≤ t ≤ 1, in such a way that the
eigenvalues λ1(t) ≤ · · · ≤ λn(t) and unitary matrices U(t) are C1 except for branching points (at
most countable) of the eigenvalues (see [12]). For each t except such branching points, as in the proof
of [11, Lemma 3.2], we have∥∥∥φ(Lγ (t), Rγ (t))−1/2γ ′(t)∥∥∥
HS
=
∥∥∥∥∥∥
[
1
M(λi(t), λj(t))1−α
]
ij
◦ (U(t)∗γ ′(t)U(t))
∥∥∥∥∥∥
HS
≥
√√√√√ n∑
i=1
(
λ′i(t)
λi(t)1−α
)2
.
Define
ξ(t) := Diag
(
1
α
λ1(t)
α, . . . ,
1
α
λn(t)
α
)
, 0 ≤ t ≤ 1,
which is a continuous curve from α−1Aα to α−1Bα . Since
ξ ′(t) = Diag
(
λ1(t)
α−1λ′1(t), . . . , λn(t)α−1λ′n(t)
)
except for a countable set, we have
Lφ(γ ) ≥
∫ 1
0
‖ξ ′(t)‖HS dt ≥
∥∥∥∥
∫ 1
0
ξ ′(t) dt
∥∥∥∥
HS
= 1|α| ‖A
α − Bα‖HS.
Furthermore, let
γA,B(t) := ((1 − t)Aα + tBα)1/α
= Diag
(
((1 − t)λα1 + tμα1 )1/α, . . . , ((1 − t)λαn + tμαn )1/α
)
,
where A = Diag(λ1, . . . , λn) and B = Diag(μ1, . . . , μn). Then one can directly compute
Lφ(γA,B) = 1|α|
√√√√ n∑
i=1
(
λαi − μαi
)2 = 1|α| ‖Aα − Bα‖HS.
Hence the desired conclusion in the case α 
= 0 follows. 
Proposition 1.2. For ρ > 1 let Pn(ρ) := {A ∈ Pn : ρ−1I ≤ A ≤ ρI}. Assume that α ∈ R and ρ > 1
satisfy
ρ|α−1|(ρ − 1)|α| < 1
3
√
n
. (1.4)
Then for any M ∈ M0 and for any A, B ∈ Pn(ρ), there exists a geodesic shortest curve joining A, B with
respect to Kφ where φ(x, y) := M(x, y)2(1−α).
Proof. By [11, Theorem 3.1] we may consider the case α 
= 0. Let φ := M2(1−α) with any M ∈ M0.
For every A, B ∈ Pn(ρ) consider the line segment γ0(t) := (1 − t)A + tB, 0 ≤ t ≤ 1. Then for every
t ∈ [0, 1], with the diagonalization γ0(t) = UDiag(λ1, . . . , λn)U∗ we have
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‖φ(Lγ0(t), Rγ0(t))−1/2γ ′0(t)‖HS =
∥∥∥∥∥∥∥
⎡
⎣ 1√
φ(λi, λj)
⎤
⎦
ij
◦ (B − A)
∥∥∥∥∥∥∥
HS
≤ max
x,y∈[α−1,α]
M(x, y)α−1(‖A − I‖HS + ‖B − I‖HS)
≤ ρ|α−1| · 2√n(ρ − 1),
since |A − I| ≤ (ρ − 1)I and |B − I| ≤ (ρ − 1)I. Hence, letting ρ0 := √nρ|α−1|(ρ − 1), we have
δφ(A, B) ≤ Lφ(γ0) < 2ρ0
and similarly δφ(A, I) < ρ0 for allM ∈ M0 and all A, B ∈ Pn(ρ). For each A, B ∈ Pn(ρ) we choose a
sequence {γk} of C1 curves from A to B (depending on φ = M2(1−α)) such that Lφ(γk) → δφ(A, B) as
k → ∞. Here, each γk has the parametrization of constant speed. By Theorem 1.1, for every t ∈ [0, 1]
we have
1
|α| ‖γk(t)
α − I‖HS = δφ(γk(t), I) ≤ δφ(A, γk(t)) + δφ(A, I)
≤ Lφ(γk) + δφ(A, I)−→ δφ(A, B) + δφ(A, I) as k → ∞.
Hence it may be assumed that |α|−1‖γk(t)α − I‖HS < 3ρ0 for all k ≥ 1 and all t ∈ [0, 1]. Then we
have
‖γk(t)α − I‖ ≤ ‖γk(t)α − I‖HS < 3ρ0|α|,
where ‖ · ‖ denotes the operator norm. Assumption (1.4) means that 3ρ0|α| < 1. Therefore,
(1 − 3ρ0|α|)I ≤ γk(t)α ≤ (1 + 3ρ0|α|)I
so that
R−1I ≤ γk(t) ≤ RI, k ≥ 1, 0 ≤ t ≤ 1, (1.5)
where
R := (1 − 3ρ0|α|)−1/|α|.
Since γk is of constant speed, we have, for every k ≥ 1 and every t ∈ [0, 1],
Lφ(γk) =
√
K
φ
γk(t)
(γ ′k(t), γ ′k(t)) =
∥∥∥∥∥∥∥
⎡
⎣ 1√
φ(λi, λj)
⎤
⎦
ij
◦ (U∗γ ′k(t)U)
∥∥∥∥∥∥∥
HS
(1.6)
with the diagonalization γk(t) = UDiag(λ1, . . . , λn)U∗. From (1.5) and (1.6) together with Lφ(γk) →
δφ(A, B) < 2ρ0 we see that there exists a C > 0 such that
‖γ ′k(t)‖HS ≤ C, k ≥ 1, 0 ≤ t ≤ 1. (1.7)
Let L1([0, 1];Hn) denote the L1-space of Hn (∼= Rn2 )-valued integrable functions with respect
to the Lebesgue measure on [0, 1] with the norm ‖f‖L1 :=
∫ 1
0 ‖f (t)‖HS dt. It follows from (1.7) that
{γ ′k} is relatively compact in L1([0, 1];Hn) in the weak topology. So, by taking a subsequence, we
may assume that {γ ′k} itself converges to an η ∈ L1([0, 1];Hn) in the weak topology. Then it is easily
verified from (1.7) that ‖η(t)‖HS ≤ C a.e. t ∈ [0, 1]. Define
γ (t) := A +
∫ t
0
η(s) ds, 0 ≤ t ≤ 1,
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which is differentiable with γ ′(t) = η(t) for a.e. t ∈ [0, 1]. We have
γ (t) = lim
k→∞
(
A +
∫ t
0
γ ′k(s) ds
)
= lim
k→∞ γk(t), 0 ≤ t ≤ 1, (1.8)
which implies from (1.5) that
R−1I ≤ γ (t) ≤ RI, 0 ≤ t ≤ 1. (1.9)
Hence γ is an absolutely continuous curve inside Pn joining A, B.
Thanks to (1.7), for every t ∈ [0, 1] we estimate〈
γ ′k(t), φ(Lγ (t), Rγ (t))−1γ ′k(t)
〉
HS
=
〈
γ ′k(t),
(
φ(Lγ (t), Rγ (t))
−1 − φ(Lγk(t), Rγk(t))−1
)
γ ′k(t)
〉
HS
+
〈
γ ′k(t), φ(Lγk(t), Rγk(t))−1γ ′k(t)
〉
HS
≤ C2
∥∥∥φ(Lγ (t), Rγ (t))−1 − φ(Lγk(t), Rγk(t))−1
∥∥∥+ Kφγk(t)(γ ′k(t), γ ′k(t))
and hence∥∥∥φ(Lγ (t), Rγ (t))−1/2γ ′k(t)
∥∥∥
≤ C
∥∥∥φ(Lγ (t), Rγ (t))−1 − φ(Lγk(t), Rγk(t))−1
∥∥∥1/2 +
√
K
φ
γk(t)
(γ ′k(t), γ ′k(t)), (1.10)
where the norm ‖ · ‖ denotes the operator norm as an operator on (Hn, 〈·, ·〉HS). From (1.5) and (1.9)
we notice that∥∥∥φ(Lγ (t), Rγ (t))−1/2∥∥∥ ≤ R|α−1|, (1.11)
∥∥∥φ(Lγ (t), Rγ (t))−1 − φ(Lγk(t), Rγk(t))−1
∥∥∥ ≤ 2R2|α−1|.
Approximating φ(x, y)−1 by polynomials in x, y uniformly for (x, y) ∈ [R−1, R]2 and applying (1.8)
one can show that
lim
k→∞
∥∥∥φ(Lγ (t), Rγ (t))−1 − φ(Lγk(t), Rγk(t))−1
∥∥∥ = 0, 0 ≤ t ≤ 1.
Hence the dominated convergence theorem implies that
lim
k→∞
∫ 1
0
∥∥∥φ(Lγ (t), Rγ (t))−1 − φ(Lγk(t), Rγk(t))−1
∥∥∥1/2 dt = 0. (1.12)
Furthermore, thanks to (1.11) one can define a bounded operator A on L1([0, 1];Hn) by
(Af )(t) := φ(Lγ (t), Rγ (t))−1/2f (t), f ∈ L1([0, 1];Hn), 0 ≤ t ≤ 1.
Since Aγ ′k → Aγ ′ in the weak topology, it follows that ‖Aγ ′‖L1 ≤ lim infk→∞ ‖Aγ ′k‖L1 , that is,∫ 1
0
∥∥∥φ(Lγ (t), Rγ (t))−1/2γ ′(t)∥∥∥
HS
dt ≤ lim inf
k→∞
∫ 1
0
∥∥∥φ(Lγ (t), Rγ (t))−1/2γ ′k(t)
∥∥∥
HS
dt. (1.13)
Since ∫ 1
0
√
K
φ
γk(t)
(γ ′k(t), γ ′k(t)) dt = Lφ(γk) −→ δφ(A, B) as k → ∞,
it follows from (1.10), (1.12) and (1.13) together that Lφ(γ ) ≤ δφ(A, B) and hence Lφ(γ ) = δφ(A, B).
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Finally, thanks to Aγ ′k → Aγ ′ in the weak topology, (1.10) and (1.13) once again, we have for every
t ∈ [0, 1]∫ t
0
∥∥∥φ(Lγ (s), Rγ (s))−1/2γ ′(s)∥∥∥
HS
ds ≤ lim inf
k→∞
∫ t
0
∥∥∥φ(Lγ (s), Rγ (s))−1/2γ ′k(s)
∥∥∥
HS
ds
≤ lim inf
k→∞
∫ t
0
√
K
φ
γk(s)
(γ ′k(s), γ ′k(s)) ds
= tδφ(A, B) = tLφ(γ ).
Hence
√
K
φ
γ (t)(γ
′(t), γ ′(t)) = Lφ(γ ) for a.e. t ∈ [0, 1], that is, γ has constant speed almost every-
where. Recall a general fact [13, Theorem IV.3.6, 20, Theorem 14] that a geodesic shortest curve in a
smooth Riemannian manifold is locally unique and it is smooth if it has constant speed. From this we
see that γ is a smooth geodesic shortest curve joining A, B. 
Remark that for any ρ > 1, (1.4) is satisfied if |α| is sufficiently small, and for any α ∈ R, (1.4) is
satisfied if ρ is sufficiently near 1. The main point of the above proof is to show that approximating
curves γk stay in a compact range as (1.5), where assumption (1.4) is essential. So it seems difficult to
apply the above method without assumption like (1.4).
2. Characterization of isometric transformations
LetM,N ∈M0 and α, β ∈ R. Set two kernel functions
φ(x, y) := M(x, y)2(1−α), ψ(x, y) := N(x, y)2(1−β), x, y > 0,
and the corresponding Riemannian metrics on Pn
K
φ
D (H, K) :=
〈
H, φ(LD, RD)
−1K
〉
HS
, K
ψ
D (H, K) :=
〈
H, ψ(LD, RD)
−1K
〉
HS
for D ∈ Pn and H, K ∈ Hn. Moreover, let F be a smooth function from (0,∞) onto itself. Assume that
F ′(x) 
= 0 for all x > 0, so F is a C∞ homeomorphism from (0,∞) onto itself. The aim of this section
is to characterize when the functional calculus
D ∈ Pn → F(D) ∈ Pn
gives an isometric transformation between two Riemannian manifolds Pn with a scalar multiple of
metric Kφ and Pn with K
ψ . The most natural transformations on Pn from the operator/matrix theory
viewpoint are those defined via functional calculus as treated here.
Theorem 2.1. Under the above assumptions and with κ > 0, the transformation D ∈ Pn → F(D) ∈ Pn
is isometric from (Pn, κ
2Kφ) onto (Pn, K
ψ) if and only if one of the following holds:
(i) α = β = 1 and F(x) = κx, x > 0. (In this case, Kφ, Kψ are the Euclidean metric irrelevantly to
M,N.)
(ii) α 
= 0, 1, β = 1, and
F(x) = κ|α| x
α, x > 0,
M(x, y) =
(
α(x − y)
xα − yα
) 1
1−α
, x, y > 0.
(In this case, Kψ is the Euclidean metric irrelevantly to N, and Kφ is a pull-back of the Euclidean
metric.)
(iii) α = 1, β 
= 0, 1, and
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F(x) = (κ|β|x)1/β, x > 0,
N(x, y) =
(
β(x − y)
xβ − yβ
) 1
1−β
, x, y > 0.
(This is the case where the roles of φ and ψ in (ii) are exchanged.)
(iv) α, β 
= 0, 1 and
F(x) =
(
κ
∣∣∣∣∣βα
∣∣∣∣∣
)1/β
xα/β, x > 0,
M(x, y) =
(
α
β
· x − y
xα/β − yα/β
) 1
1−α
N
(
xα/β, yα/β
) 1−β
1−α , x, y > 0.
(v) α = β = 0 and either
F(x) = cxκ , x > 0 with a constant c > 0,
M(x, y) = κ(x − y)
xκ − yκ N(x
κ , yκ), x, y > 0,
or
F(x) = cx−κ , x > 0 with a constant c > 0,
M(x, y) = κ(y − x)
x−κ − y−κ N(x
−κ , y−κ), x, y > 0.
Proof. For any C1 curve γ : [0, 1] → Pn let ξ(t) := F(γ (t)). With the diagonalization γ (t) =
UDiag(λ1, . . . , λn)U
∗ for each fixed t ∈ [0, 1], we have (see (1.1) and [11, (2.8)])
K
φ
γ (t)(γ
′(t), γ ′(t)) =
∥∥∥∥∥∥∥
⎡
⎣ 1√
φ(λi, λj)
⎤
⎦
ij
◦ (U∗γ ′(t)U)
∥∥∥∥∥∥∥
2
HS
,
K
ψ
ξ(t)(ξ
′(t), ξ ′(t)) =
∥∥∥∥∥∥∥
⎡
⎣ F[1](λi, λj)√
ψ(F(λi), F(λj))
⎤
⎦
ij
◦ (U∗γ ′(t)U)
∥∥∥∥∥∥∥
2
HS
,
where F[1](x, y) is the divided difference of F given by
F[1](x, y) :=
{
F(x)−F(y)
x−y if x 
= y,
F ′(x) if x = y.
Here, the eigenvalues ofγ (t) can be arbitrary positive numbers andU∗γ ′(t)U can be arbitrary element
ofHn as γ is arbitrary. Hence one can see that D → F(D) is isometric from (Pn, κ2Kφ) onto (Pn, Kψ)
if and only if
F[1](x, y)√
ψ(F(x), F(y))
= ± κ√
φ(x, y)
(2.1)
for all x, y > 0. Letting x = y in (2.1) gives
F ′(x)
F(x)1−β
= ± κ
x1−α
, x > 0. (2.2)
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Note [11, Theorem 3.1] that (Pn, K
φ) is complete if and only if α = 0. Hence the cases α = 0 
= β
and α 
= 0 = β cannot occur as far as Kψ is isometric to κ2Kφ . Hence we may consider the cases
α, β 
= 0 and α = β = 0 below. To make discussions clearer, we further divide the case α, β 
= 0
into the four cases α = β = 1, α 
= 1 = β , α = 1 
= β , and α, β 
= 1.
(1) Caseα = β = 1. Eq. (2.2) is simply F ′(x) = ±κ , which is solved as F(x) = ±κx+cwith c ∈ R.
Since F maps (0,∞) onto itself and κ > 0 by assumption, only F(x) = κx is possible. Conversely,
(2.1) is satisfied for this F with α = β = 1.
(2) Case α 
= 0, 1 and β = 1. Eq. (2.2) is F ′(x) = ±κxα−1, which is solved as
F(x) = ±κ
α
(xα + c) with c ∈ R.
By the assumptions on F and α, F is determined as in (ii). Inserting the form of F into (2.1) determines
M as in (ii). Conversely, (2.1) is satisfied for these F andM with β = 1.
(3) Case α = 1 and β 
= 0, 1. Eq. (2.2) is F ′(x)/F(x)1−β = ±κ , which is solved as
1
β
F(x)β = ±κx + c with c ∈ R.
Hence F and N are determined as in (iii) similarly to the above case. Conversely, (2.1) is satisfied for
these F and N with α = 1.
(4) Case α, β 
= 0, 1. The solution of (2.2) is
1
β
F(x)β = ±κ
α
(xα + c) with c ∈ R.
Hence F is determined as in (iv). This and (2.1) determine M from N as stated. Conversely, (2.1) is
satisfied if F , N, andM are given as in (iv).
(5) Case α = β = 0. Eq. (2.2) is solved as F(x) = cxκ or F(x) = cx−κ with c > 0. These and (2.1)
determineM from N as respectively stated in (v). Conversely, (2.1) is satisfied if F , N, andM are given
as in (v). 
Remark 2.2. Theorem 2.1 contains both Theorems 2.1 and 3.3 of [11]. Indeed, [11, Theorem 2.1] is just
case (ii) and [11, Theorem 3.3] is a particular case of (v) with N(x, y) = √xy.
Remark 2.3. The relation betweenM and N in (iv) is rephrased as
N(x, y) =
(
β
α
· x − y
xβ/α − yβ/α
) 1
1−β
M
(
xβ/α, yβ/α
) 1−α
1−β
so that the relation is completely symmetric forM and N. The relations betweenM2(1−α) and N2(1−β)
given in (i)–(iv) define an equivalence relation on the set of kernel functions {Mθ : M ∈ M0, θ ∈
R \ {2}}. On the other hand, the two relations betweenM and N in (v) are unified as the first one with
κ ∈ R \ {0}, which defines an equivalence relation onM0.
3. Two kinds of isometric families of Riemannian metrics and their convergence property
By taking account of cases (iv) and (v) of Theorem 2.1, for eachN ∈M0,α ∈ R\{0, 1},β ∈ R\{0},
and κ ∈ R \ {0}, we introduce the following two kinds of kernel functions:
Nα,β(x, y) :=
(
α
β
· x − y
xα/β − yα/β
) 1
1−α
N
(
xα/β, yα/β
) 1−β
1−α , (3.1)
Nκ(x, y) := κ(x − y)
xκ − yκ N(x
κ , yκ), x, y > 0. (3.2)
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In particular, when β = 1, Nα,1’s are Stolarsky means (see [24,8,7,11])
Sα(x, y) :=
(
α(x − y)
xα − yα
) 1
1−α
,
which interpolate the following familiar means:
S2(x, y) = MA(x, y) := x + y
2
(arithmetic mean),
S1/2(x, y) = M√ (x, y) :=
(√
x + √y
2
)2
(root mean),
S−1(x, y) = MG(x, y) := √xy (geometric mean).
Furthermore, Sα for α = 0, 1 are understood as
S0(x, y) := lim
α→0 Sα(x, y) = ML(x, y) :=
x − y
log x − log y (logarithmic mean),
S1(x, y) := lim
α→1 Sα(x, y) =
1
e
(
xx
yy
) 1
x−y
(identric mean).
So we may define Nα,1 for α = 0, 1 as S0 and S1, respectively.
Proposition 3.1. Let Nα,β and Nκ be defined for each N, α, β , and κ as specified above. Then the following
hold:
(a) For any α ∈ R \ {0, 1} and β ∈ R \ {0},
Nα,β(x, y) = Sα/β(x, y)
β−α
(1−α)β N
(
xα/β, yα/β
) 1−β
1−α ,
lim
α→0Nα,β(x, y) = ML(x, y).
Furthermore, if either 0 < α ≤ β ≤ 1 or 0 > α ≥ β , then Nα,β ∈M0.
(b) For any κ ∈ R \ {0},
Nκ(x, y) = S2−2κ(x, y)1−κN(xκ , yκ),
lim
κ→0Nκ(x, y) = ML(x, y).
Furthermore, if 0 < κ ≤ 1, then Nκ ∈M0.
Proof. The first expression in (a) is seen by a simple computation, from which the assertion for con-
vergence follows immediately. If β = 1, then Nα,1 = Sα ∈M0 for all α ∈ R as mentioned before the
proposition. If either 0 < α ≤ β < 1or 0 > α ≥ β , thenα/β , (1−β)/(1−α), and (β−α)/(1−α)β
are all nonnegative, and soNα,β ∈M0 is easily verified. Hence (a) follows. The proof of (b) is similar. 
By Theorem 2.1 and Proposition 3.1 we see that if N ∈ M0 and β ≤ 1 with β 
= 0, then KN
2(1−α)
α,β
for β ≥ α > 0 or β ≤ α < 0 is a one-parameter family of isometric Riemannian metrics on Pn
starting from KN
2(1−β)
(at α = β) and converging to KM2L as α → 0. Also, for each N ∈ M0, KN2κ for
1 ≥ α > 0 is a one-parameter family of Riemannian metrics on Pn starting from KN2 (at κ = 1) and
converging to KM
2
L as κ ↘ 0. It is remarkable that the Riemannian metric KM2L corresponding to the
square of the logarithmicmean is the common limiting point of both one-parameter families. But KM
2
L
itself is not isometric to any other Riemannian metric KN
θ
on Pn where N ∈ M0 and θ ∈ R. So we
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may consider KM
2
L as a kind of attractor for all Riemannian metrics on Pn corresponding to powers of
mean functions.
We note also that KM
2
L is a unique Riemannian metric with degree 2 that is a pull-back of the
Euclideanmetric (see [11, Theorem 2.1]); however it did not appear in case (ii) of Theorem 2.1 because
the pull-back is given by the transformation D ∈ Pn → log D ∈ Hn that is not inside Pn. From this
transformationwe immediately see that, for every A, B ∈ Pn, a unique geodesic shortest curve joining
A, B with respect to KM
2
L is given by
γA,B(t) := exp((1 − t) log A + t log B), 0 ≤ t ≤ 1,
and the geodesic distance between A, B is
δM2L
(A, B) = ‖ log A − log B‖HS.
In the rest of this section we will prove two theorems, which say that KM
2
L is indeed a limit point
(attractor) not only in the sense of Riemannian metrics but also in that of geodesic distances and
geodesic shortest curves as well. To show this, we first give a lemma.
Lemma 3.2. Let N ∈M0 and R > 1 be arbitrary.
(a) For each β ≤ 1 with β 
= 0 let Nα,β be in (3.1) for 0 < α ≤ β or 0 > α ≥ β . Then
Nα,β(x, y)
2(1−α)
ML(x, y)2
−→ 1 uniformly for x, y ∈ [R−1, R]
as α ↘ 0 for 0 < α ≤ β or α ↗ 0 for 0 > α ≥ β .
(b) Let Nκ be in (3.2) for 0 < κ ≤ 1. Then
Nκ(x, y)
2
ML(x, y)2
−→ 1 uniformly for x, y ∈ [R−1, R]
as κ ↘ 0.
Proof. (a) By homogeneity and symmetry, letting ν := α/β > 0, we have
max
x,y∈[R−1,R]
Nα,β(x, y)
2(1−α)
ML(x, y)2
= max
x,y∈[R−1,R], x≥y
y−2α Nα,β(x/y, 1)
2(1−α)
ML(x/y, 1)2
≤ R2|α| max
x∈[1,R2]
ν2
(
x−1
xν−1
)2
N(xν, 1)2(1−β)(
x−1
log x
)2
≤ R2|α|N(R2ν, 1)2(1−β)
(
max
x∈[1,R2]
ν log x
xν − 1
)2
= R2|α|N(R2ν, 1)2(1−β)
(
max
t∈[0,2ν log R]
t
et − 1
)2
≤ R2|α|N(R2ν, 1)2(1−β) −→ 1
and
min
x,y∈[R−1,R]
Nα,β(x, y)
2(1−α)
ML(x, y)2
≥ R−2|α|N(R−2ν, 1)2(1−β)
(
min
t∈[0,2ν log R]
t
et − 1
)2
≥ R−2|α|N(R−2ν, 1)2(1−β)
(
2ν log R
e2ν log R − 1
)2
−→ 1
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as α → 0 and so ν → 0.
(b) Similarly, we have
max
x,y∈[R−1,R]
Nκ(x, y)
2
ML(x, y)2
= max
x,y∈[R−1,R], x≥y
Nκ(x/y, 1)
2
ML(x/y, 1)2
= max
x∈[1,R2]
κ2
(
x−1
xκ−1
)2
N(xκ , 1)2(
x−1
log x
)2
≤ N(R2κ , 1)2
(
max
x∈[1,R2]
κ log x
xκ − 1
)2
≤ N(R2κ , 1)2 −→ 1
and
min
x,y∈[R−1,R]
Nκ(x, y)
2
ML(x, y)2
≥ N(R−2κ , 1)2
(
2κ log R
e2κ log R − 1
)2
−→ 1
as κ ↘ 0. 
Theorem 3.3. Let N ∈M0 and A, B ∈ Pn be arbitrary.
(a) For each β ≤ 1 with β 
= 0 let Nα,β be in (3.1) for 0 < α ≤ β or 0 > α ≥ β . Then
lim
α→0 δN2(1−α)α,β (A, B) = limα→0 δN2(1−β) (Aα,β, Bα,β) = ‖ log A − log B‖HS,
where α → 0means α ↘ 0 for 0 < α ≤ β or α ↗ 0 for 0 > α ≥ β , and
Aα,β :=
(
β
α
)1/β
Aα/β, Bα,β :=
(
β
α
)1/β
Bα/β. (3.3)
(b) Let Nκ be in (3.2) for 0 < κ ≤ 1. Then
lim
κ↘0 δN2κ (A, B) = limκ↘0
1
κ
δN2(A
κ , Bκ) = ‖ log A − log B‖HS.
Proof. (a) Assume that 0 < α ≤ β ≤ 1 or 0 > α ≥ β . Since Theorem 2.1 implies that
δ
N
2(1−α)
α,β
(A, B) = δN2(1−β) (Aα,β, Bα,β), it suffices to prove that
lim
α→0 δN2(1−α)α,β (A, B) = δM2L (A, B). (3.4)
By Theorem 1.1 and [11, Lemma 3.2],
δ
N
2(1−α)
α,β
(A, B) ≤ δ
N
2(1−α)
α,β
(A, I) + δ
N
2(1−α)
α,β
(B, I) = 1|α|
(‖Aα − I‖HS + ‖Bα − I‖HS) ,
δM2L
(A, B) ≤ δM2L (A, I) + δM2L (B, I) = ‖ log A‖HS + ‖ log B‖HS,
and moreover,
lim
α→0
1
|α|
(‖Aα − I‖HS + ‖Bα − I‖HS) = ‖ log A‖HS + ‖ log B‖HS.
Hence one can choose a ρ > 0 (depending on A, B) such that
‖ log A‖HS + ‖ log B‖HS < ρ, 1|α|
(‖Aα − I‖HS + ‖Bα − I‖HS) < ρ
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for allα in (0, β] or [β, 0). Let γ : [0, 1] → Pn be any C1 curve joining A, B such that LN2(1−α)α,β (γ ) < ρ .
By Theorem 1.1 again, for every t ∈ [0, 1] we have
1
|α| ‖γ (t)
α − I‖ = δ
N
2(1−α)
α,β
(γ (t), I) ≤ δ
N
2(1−α)
α,β
(A, γ (t)) + δ
N
2(1−α)
α,β
(A, I) < 2ρ,
where ‖ · ‖ denotes the operator norm. Therefore, when 2ρ|α| < 1,
(1 − 2ρ|α|)1/|α|I ≤ γ (t) ≤ (1 − 2ρ|α|)−1/|α|I.
Since limα→0(1 − 2ρ|α|)−1/|α| = e2ρ , one can choose a δ > 0 with δ < min{|β|, 1/2ρ} and an
R > e2ρ such that if 0 < α < δ (< β) or 0 > α > −δ (> β) and if γ is a C1 curve joining A, B with
L
N
2(1−α)
α,β
(γ ) < ρ , then
R−1I ≤ γ (t) ≤ RI, 0 ≤ t ≤ 1. (3.5)
Also, assume that γ is a C1 curve joining A, B such that LM2L
(γ ) < ρ . By [11, Lemma 3.2], for every
t ∈ [0, 1] we have
‖ log γ (t)‖ ≤ δM2L (γ (t), I) ≤ δM2L (A, γ (t)) + δM2L (A, I) < 2ρ
so that (3.5) holds again.
By Lemma 3.2 (a), for any ε > 0 there exists a δ0 ∈ (0, δ) such that if 0 < α < δ0 or 0 > α > −δ0
then
1 − ε
ML(x, y)
≤ 1
Nα,β(x, y)1−α
≤ 1 + ε
ML(x, y)
, x, y ∈ [R−1, R].
Assume that 0 < α < δ0 or 0 > α > −δ0, and let γ be a C1 curve joining A, B such that either
L
N
2(1−α)
α,β
(γ ) < ρ or LM2L
(γ ) < ρ . Since γ satisfies (3.5), we have
K
N
2(1−α)
α,β
γ (t) (γ
′(t), γ ′(t)) =
∥∥∥∥∥∥
[
1
Nα,β(λi, λj)1−α
]
ij
◦ (U∗γ ′(t)U)
∥∥∥∥∥∥
2
HS
≤ (1 + ε)2
∥∥∥∥∥∥
[
1
ML(λi, λj)
]
ij
◦ (U∗γ ′(t)U)
∥∥∥∥∥∥
2
HS
= (1 + ε)2KM2Lγ (t)(γ ′(t), γ ′(t))
and similarly
K
N
2(1−α)
α,β
γ (t) (γ
′(t), γ ′(t)) ≥ (1 − ε)2KM2Lγ (t)(γ ′(t), γ ′(t)),
where γ (t) = UDiag(λ1, . . . , λn)U∗ is the diagonalization for each fixed t ∈ [0, 1]. The above
inequalities imply that
(1 − ε)LM2L (γ ) ≤ LN2(1−α)α,β (γ ) ≤ (1 + ε)LM2L (γ )
wheneverα andγ satisfy the conditions stated above. Fromboth sides inequalities above it follows that
(1 − ε)δM2L (A, B) ≤ δN2(1−α)α,β (A, B) ≤ (1 + ε)δM2L (A, B)
whenever 0 < α < δ0 or 0 > α > −δ0. Hence (3.4) has been proved.
(b) The proof is similar to that of (a) by using Lemma 3.2 (b), so the details are left to the reader. 
We have the monotone convergence in Theorem 3.3 (b) under a certain assumption.
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Proposition 3.4. If N ∈ M0 and (log x/(x − 1))N(x, 1) is decreasing (resp. increasing) in x > 1, then
κ−1δN2(Aκ , Bκ) decreases (resp. increases) to ‖ log A − log B‖HS as 1 ≥ κ ↘ 0 for every A, B ∈ Pn.
Proof. Assume that (log x/(x− 1))N(x, 1) is decreasing in x > 0. If x > 1 and 0 < κ < κ ′ ≤ 1, then
log xκ
xκ − 1 N(x
κ , 1) ≥ log x
κ ′
xκ
′ − 1 N(x
κ ′ , 1)
that is,
κN(xκ , 1)
xκ − 1 ≥
κ ′N(xκ ′ , 1)
xκ
′ − 1 .
For every x > y > 0, replacing x by x/y gives
κN(xκ , yκ)
xκ − yκ ≥
κ ′N(xκ ′ , yκ ′)
xκ
′ − yκ ′ .
This implies that Nκ(x, y) ≥ Nκ ′(x, y) for all x, y > 0 if 0 < κ < κ ′ ≤ 1. Hence δN2κ (A, B) decreases
as 1 ≥ κ ↘ 0 (see [11, Theorem 4.1]). The proof of the increasing case is same with the opposite
inequalities. 
Note that N(x, y) ≤ ML(x, y) (resp., N(x, y) ≥ ML(x, y)) for x, y > 0 is necessary for the de-
creasingness (resp., increasingness) of (log x/(x − 1))N(x, 1). For example, (log x/(x − 1))MA(x, 1)
and (log x/(x − 1))M√ (x, 1) are increasing in x > 1 while (log x/(x − 1))MG(x, 1) is decreasing in
x > 1, whereMA,M
√ , andMG are the arithmetic, the root, and the geometric means, respectively, as
introduced just before Proposition 3.1.
Theorem 3.5. Let N ∈ M0 and A, B ∈ Pn be arbitrary. In the following, assume that geodesic shortest
curves are always parametrized under constant speed.
(a) For eachβ ≤ 1withβ 
= 0, if |α| is sufficiently small with 0 < α ≤ β or 0 > α ≥ β depending on
A, B (and N), then there exists a geodesic shortest curve γAα,β ,Bα,β joining Aα,β, Bα,β given in (3.3)
with respect to KN
2(1−β)
, and(
α
β
)1/α (
γAα,β ,Bα,β (t)
)β/α
, 0 ≤ t ≤ 1, (3.6)
is a geodesic shortest curve joining A, B with respect to K
N
2(1−α)
α,β . Furthermore,
lim
α→0
(
α
β
)1/α (
γAα,β ,Bα,β (t)
)β/α = exp((1 − t) log A + t log B), 0 ≤ t ≤ 1, (3.7)
where α → 0 is meant as in Theorem 3.3.
(b) For each κ ∈ (0, 1], if γAκ ,Bκ is a geodesic shortest curve joining Aκ , Bκ with respect KN2 , then(
γAκ ,Bκ (t)
)1/κ
, 0 ≤ t ≤ 1,
is a geodesic shortest curve joining A, B with respect to KN
2
κ . Furthermore,
lim
κ↘0
(
γAκ ,Bκ (t)
)1/κ = exp((1 − t) log A + t log B), 0 ≤ t ≤ 1. (3.8)
Proof. (a) When A, B ∈ Pn are fixed and |α| is small with 0 < α ≤ β or 0 > α ≥ β , we see
by Lemma 3.2 (a) that δ
N
2(1−α)
α,β
(A, B) is bounded from above. Hence in the same way as in the proof of
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Proposition 1.2, one can prove that there exists a geodesic shortest curve γα (of constant speed) joining
A, B with respect to K
N
2(1−α)
α,β whenever |α| is sufficiently small with 0 < α ≤ β or 0 > α ≥ β . Then,
via the isometric transformation in Theorem 2.1 (iv), one can define a geodesic shortest curve joining
Aα,β, Bα,β given in (3.3) with respect to K
N2(1−β) by
γAα,β ,Bα,β (t) :=
(
β
α
)1/β
(γα(t))
α/β, 0 ≤ t ≤ 1,
so that γα is conversely written as (3.6). What remains to prove is
lim
α→0 γα(t) = γ∗(t) := exp((1 − t) log A + t log B), 0 ≤ t ≤ 1. (3.9)
By Theorems 1.1 and 3.3 (a) we have
1
|α| ‖γα(t)
α − I‖ = δ
N
2(1−α)
α,β
(γα(t), I) ≤ δN2(1−α)α,β (A, B) + δN2(1−α)α,β (A, I)
−→ ‖ log A − log B‖HS + ‖ log A‖HS as α → 0.
Hence as in the proofs of Proposition 1.2 and Theorem 3.3 (a), one can choose a δ > 0 with δ < |β|,
an R > 1, and C > 0 such that if 0 < α < δ (< β) or 0 > α > −δ (> β) then
R−1I ≤ γα(t) ≤ RI, ‖γ ′α(t)‖HS ≤ C, 0 ≤ t ≤ 1. (3.10)
To prove (3.9), it suffices to show that γ ′α → γ ′∗ in L1([0, 1];Hn) in theweak topology. Since {γ ′α : α ∈
(0, δ) or (−δ, 0)} is relatively compact in the weak topology, we may show that if η ∈ L1([0, 1];Hn)
is a limit point of {γ ′α} as α → 0 in the weak topology, then η = γ ′∗. So, let α(k) be a sequence
in (0, β] or [β, 0) with α(k) ↘ 0 or α(k) ↗ 0 such that γ ′α(k) → η in the weak topology. Define
γ (t) := A + ∫ t0 η(s) ds for t ∈ [0, 1]. Then we have
γ (t) = lim
k→∞
(
A +
∫ t
0
γ ′α(k)(s) ds
)
= lim
k→∞ γα(k)(t), 0 ≤ t ≤ 1. (3.11)
From this and (3.10) it follows that
R−1 ≤ γ (t) ≤ RI, t ∈ [0, 1], (3.12)
and hence γ (t) ∈ Pn for all t ∈ [0, 1]. Now, to prove that γ = γ∗, we proceed as in the proof of
Proposition 1.2 with slight complication.
Write γk := γα(k), φk(x, y) := Nα(k),β(x, y)2(1−α(k)), and φ(x, y) := ML(x, y)2 for short. Thanks
to (3.10) we estimate〈
γ ′k(t), φ(Lγ (t), Rγ (t))−1γ ′k(t)
〉
HS
=
〈
γ ′k(t),
(
φ(Lγ (t), Rγ (t))
−1 − φ(Lγk(t), Rγk(t))−1
)
γ ′k(t)
〉
HS
+
〈
γ ′k(t),
(
φ(Lγk(t), Rγk(t))
−1 − φk(Lγk(t), Rγk(t))−1
)
γ ′k(t)
〉
HS
+
〈
γ ′k(t), φk(Lγk(t), Rγk(t))−1γ ′k(t)
〉
HS
≤ C2
∥∥∥φ(Lγ (t), Rγ (t))−1 − φ(Lγk(t), Rγk(t))−1
∥∥∥
+ C2
∥∥∥φ(Lγk(t), Rγk(t))−1 − φk(Lγk(t), Rγk(t))−1
∥∥∥
+ Kφkγk(t)(γ ′k(t), γ ′k(t))
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and hence∥∥∥φ(Lγ (t), Rγ (t))−1/2γ ′k(t)
∥∥∥
HS
≤ C
∥∥∥φ(Lγ (t), Rγ (t))−1 − φ(Lγk(t), Rγk(t))−1
∥∥∥1/2
+ C
∥∥∥φ(Lγk(t), Rγk(t))−1 − φk(Lγk(t), Rγk(t))−1
∥∥∥1/2
+
√
K
φk
γk(t)
(γ ′k(t), γ ′k(t)), 0 ≤ t ≤ 1. (3.13)
It follows from (3.12) that
∥∥∥φ(Lγ (t), Rγ (t))−1/2∥∥∥ ≤ R2 so that a bounded operator A on L1([0, 1];Hn)
is defined by
(Af )(t) := φ(Lγ (t), Rγ (t))−1/2f (t), f ∈ L1([0, 1];Hn), 0 ≤ t ≤ 1.
Since Aγ ′k → Aγ ′ in the weak topology, we have
LKφ (γ ) =
∫ 1
0
∥∥∥φ(Lγ (t), Rγ (t))−1/2γ ′(t)∥∥∥
HS
dt
≤ lim inf
k→∞
∫ 1
0
∥∥∥φ(Lγ (t), Rγ (t))−1/2γ ′k(t)
∥∥∥
HS
dt. (3.14)
Since we have by (3.10) and (3.12)∥∥∥φ(Lγ (t), Rγ (t))−1 − φ(Lγk(t), Rγk(t))−1
∥∥∥ ≤ 2R2
and by (3.11)
lim
k→∞
∥∥∥φ(Lγ (t), Rγ (t))−1 − φ(Lγk(t), Rγk(t))−1
∥∥∥ = 0, 0 ≤ t ≤ 1,
the dominated convergence theorem implies that
lim
k→∞
∫ 1
0
∥∥∥φ(Lγ (t), Rγ (t))−1 − φ(Lγk(t), Rγk(t))−1
∥∥∥1/2 dt = 0. (3.15)
It follows from (3.10) and Lemma 3.2 (a) that∥∥∥φ(Lγk(t), Rγk(t))−1 − φk(Lγk(t), Rγk(t))−1
∥∥∥
≤ max
x,y∈[R−1,R]
1
φk(x, y)
∣∣∣∣∣φk(x, y)φ(x, y) − 1
∣∣∣∣∣
≤ R2(1+|β|) max
x,y∈[R−1,R]
∣∣∣∣∣Nα(k),β(x, y)
2(1−α(k))
ML(x, y)2
− 1
∣∣∣∣∣ −→ 0 as k → ∞
so that∫ 1
0
∥∥φ(Lγk(t), Rγk(t))−1 − φk(Lγk(t), Rγk(t))−1∥∥1/2 dt = 0. (3.16)
Furthermore, Theorem 3.3 (a) implies that∫ 1
0
√
K
φk
γk(t)
(γ ′k(t), γ ′k(t)) dt = δφk(A, B) −→ δφ(A, B) as k → ∞. (3.17)
Combining (3.13)–(3.17) altogether implies that Lφ(γ ) ≤ δφ(A, B). Note that γ (t) has constant speed
almost everywhere as shown in the last part of the proof of Proposition 1.2. Since γ∗(t) is a unique (up
to parametrization) geodesic shortest curve joining A, B with respect to Kφ by [11, Theorem 2.1], we
obtain γ = γ∗ and hence η = γ ′∗ as we desired.
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(b) First, by [11, Theorem 3.1] note that we always have a geodesic shortest curve joining A, Bwith
respect to KN
2
for any N ∈ M0. Then the proof is similar to that of (a) based on Lemma 3.2 (b) and
Theorem 3.3 (b). The details are left to the reader. 
Remark 3.6. The convergence formulas for geodesic shortest curves in (3.7) and (3.8) may be consid-
ered as variants of the so-called Lie–Trotter formula. As another variant, it is also known [10, Theorem
4.11] that if σ is an operator mean with s := f ′(1) for the corresponding operator monotone function
f (see [14]), then
lim
κ↘0(A
κ σ Bκ)1/κ = exp((1 − s) log A + s log B)
for all A, B ∈ Pn. (In fact, this was proved in [10] in the infinite-dimensional operator setting.)
Example 3.7. (a) The Stolarsky mean Sα is Nα,β for β = 1. In [11, Theorem 2.1] we showed that, for
every α 
= 0, the geodesic distance between A, B with respect to KS2(1−α)α is
δ
S
2(1−α)
α
(A, B) = 1|α| ‖A
α − Bα‖HS
and a unique geodesic shortest curve joining A, B is
γA,B(t) = ((1 − t)Aα + tBα)1/α.
We have
lim
α→0
1
|α| ‖A
α − Bα‖HS = ‖ log A − log B‖HS,
lim
α→0
(
(1 − t)Aα + tBα)1/α = exp((1 − t) log A + t log B),
which are special cases of Theorems 3.3 (a) and 3.5 (a).
(b) When N = MG is the geometric mean, KM2G is the Riemannian metric discussed in [5,15,17–
19,23] and for κ 
= 0
Nκ(x, y) = κ(x − y)
xκ − yκ (xy)
κ/2, x, y > 0.
In [11, Theorem 3.3] we showed that, for every κ > 0,
δN2κ (A, B) =
1
κ
δMG(A
κ , Bκ) =
∥∥∥log(A−κ/2BκA−κ/2)1/κ∥∥∥
HS
and a unique shortest curve joining A, B is
γA,B(t) = (Aκ #t Bκ)1/κ ,
where #t is the tth power mean or the weighted geometric mean given in (0.2). We have
lim
κ↘0
∥∥∥log(A−κ/2BαA−κ/2)1/κ∥∥∥
HS
= ‖ log A − log B‖HS (decreasingly)
and
lim
κ↘0(A
κ #t B
κ)1/κ = exp((1 − t) log A + t log B), (3.18)
which are special cases of Theorems 3.3 (b) (also Proposition 3.4) and 3.5 (b). This is also an example
of the convergence formula in Remark 3.6.
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Remark 3.8. Let δ denote the geodesic distance on Pn with respect to the Riemannian metric K
M2G .
Note that Pn with this δ is an example of so-called NPC spaces (non-positively curved metric spaces),
whose theory has recently been developed extensively, as seen in [25]. Let w = (w1, . . . ,wm) be a
weight vector, i.e., wi ≥ 0 and ∑mi=1 wi = 1 with m ≥ 2. Given m matrices A1, . . . , Am ∈ Pn, the
weightedgeometricmeanGw(A1, . . . , Am)was introduced in [16] as auniqueminimizerof theweighted
sum of the squares of distance
∑m
i=1 wiδ2(X, Ai) for X ∈ Pn. (Unique existence of the minimizer is a
general result in NPC spaces.) In particular, whenm = 2, G(1−t,t)(A, B) = A#t B for all t ∈ [0, 1] and
A, B ∈ Pn, and the non-weighted m-variable geometric mean is the case for w = (1/m, . . . , 1/m).
By taking the logarithm of the m-variable AGH (arithmetic-geometric-harmonic) inequality [16] it is
easily verified (as in the proof of [9, Lemma 3.1]) that convergence (3.18) extends to the m-variable
geometric mean, i.e.,
lim
κ↘0
(
Gw(A
κ
1 , . . . , A
κ
m)
)1/κ = exp
⎛
⎝ m∑
i=1
wi log Ai
⎞
⎠ . (3.19)
The above right-hand side is the Log-Euclidean mean discussed in [3] in comparison with the m-
variable geometric mean (called the affine-invariant mean there). Moreover, in [26] Yamazaki has
recently proved that Gw(A1, . . . , Am) ≤ I implies Gw(Ap1, . . . , Apm) ≤ I for all p ≥ 1. By this and
the antisymmetric tensor technique in [2] (available for the m-variable geometric mean as well, see
[6]), the log-majorizations for the 2-variable weighted geometric mean in [2] can be extended to the
m-variable case:
Gw(A1, . . . , Am) ≺(log) (Gw(Aκ1 , . . . , Aκm))1/κ , 0 < κ < 1. (3.20)
(See [2] for somedetailson log-majorization.)Combining (3.19)and (3.20) implies thatGw(A1, . . . , Am)≺(log) exp(∑mi=1 wi log Ai).
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