Wireless sensor networks (WSNs) consist of numerous wireless sensor nodes, each sensor node embedding a tiny communication device enabling the nodes to communicate with each other or the base station. In this paper, we investigate the problem that communication distance must be considered in minimizing the wireless communication energy since the energy consumption is proportional to the 2nd to the 6th power of the distance. Moreover, another problem is that there is a non-uniform energy drain effect in most topologies. Known as the energy hole problem, it can result in premature termination of the entire network. To address these problems, in this paper we first propose a communication routing algorithm that can solve the energy hole problem to the maximum extent possible while minimizing the wireless communication energy by generating an energy efficient spanning tree. This algorithm is beneficial for network lifetimes defined by a high node termination percentage. For the WSNs for which the energy hole problem is critical, we propose two route switching algorithms to solve the energy hole problem; they are beneficial for network lifetimes defined by a low node termination percentage. Simulation results showed that these algorithms avoid the energy hole problem and thereby greatly extend the lifetime of WSNs by more than 3 to 6 times that of ones using direct transmission in a 20-node network and a 50-node network if the lifetime of a WSN is defined by 1% of the number of terminated nodes in the WSN.
Introduction
In recent years, wireless sensor nodes that can sense, process, and transmit environmental data have been widely used for various applications to improve and even secure people's lives. For example, the sensor nodes used for homes and buildings attempt to manage devices such as air conditioners, lights, and alarms to save electric power or warn people of fire by sensing the environmental data. Other sensor nodes utilized for infrastructure elements such as bridges and tunnels try to prevent accidents such as collapses by sensing echoes to determine if a bridge or tunnel needs maintenance. At the same time wireless sensor networks have become ubiquitous and will be applied to increasingly different uses in the future. However, as most sensor nodes in wireless sensor networks (WSNs) are powered by batteries, the battery life is a problem affecting our ability to maintain them. In many cases it is impossible to maintain sensor nodes, such as when they are deployed in tunnels, oceans, volcanoes, or other dangerous, difficult-toManuscript received January 7, 2014 . Manuscript revised May 17, 2014 . † The authors are with the Graduate School of Applied Informatics, University of Hyogo, Kobe-shi, 650-0047 Japan.
a) E-mail: zhaoqian sunny@yahoo.co.jp DOI: 10.1587/transinf.2014PAP0003 reach places. Therefore, sensor nodes should be able to run on batteries for prolonged periods without needing to be replaced, the aim being maintenance free operation. In WSNs, electric power is mainly consumed by wireless communications through sensors in the nodes and by CPUs running programs to control the sensor nodes. Since wireless communication is the dominant power consumer [1] in sensor nodes, consuming up to approximately 80% of their power [2] , the wireless communication power should be minimized to improve their energy efficiency.
As soon as a sensor node obtains sensing data, it should transmit these data to the base station directly or via other nodes by using a specific wireless communication technology such as ZigBee * . In wireless communications, energy consumption is mainly affected by communication distance and the size of transmitted data. In particular, since the energy consumption grows in proportion to the 2nd∼6th power of the communication distance [3] , [4] , it is essential to utilize an energy aware data transmission routing in order to avoid the extra energy consumption caused by long communication distance. Generally, direct data transmission may consume more energy if the distances between sensor nodes and base station are too long [5] . Therefore, if the communication distance is long, a solution for avoiding high energy consumption by applying a short communication distance route is required. Moreover, a problem existing in WSNs is the energy hole phenomenon [3] , in which it is known that a node will terminate quicker than the other nodes if it relays data more often than the others. The energy hole problem may produce non-uniform energy consumption in the WSN, resulting in a short lifetime for the entire network. Therefore, it is desirable to solve the energy hole problem. Our goal is to provide a simple, flexible solution to extend the lifetime of WSNs. To reach the goal, we first propose a communication routing algorithm that can solve the energy hole problem to the maximum extent possible while minimizing the wireless communication energy by generating an energy efficient spanning tree. Second, for the WSNs in which the energy hole problem is critical, we propose two route switching algorithms to solve the energy hole problem.
The remainder of this paper is as follows. Section 2 presents related studies and Sect. 3 defines problems needing to be solved. Section 4 introduces the communication algorithm and Sect. 5 presents the route switching algorithms. Section 6 presents the simulation results, and Sect. 7 dis-cusses the properties of the algorithms. Finally, Sect. 8 concludes the paper with a summary of the key points and a look at future work.
Related Studies
In this section, we classify a number of related studies that attempted to extend the lifetime of WSNs by reducing data size and communication distance, avoiding energy holes, and applying graph-theoretic structures.
Some studies on minimizing the amount of data have focused on how to gather data effectively, such as the sensor protocol for information via negotiation (SPIN) [6] , which takes into consideration the data negotiation between nodes to eliminate redundant data, and COUGAR [7] , which uses declarative queries to abstract query processing from the network layer functions and utilizes in-network data aggregation to conserve energy. Other studies attempted to minimize the transmission distances and the amount of data. LEACH [5] is known as a famous energy efficient protocol to reduce energy consumption of nodes by forming clusters. In each cluster, a node is selected as the cluster head to collect the data of each node, aggregate them, then send the aggregated data directly to the base station. PEGASIS [8] was proposed as a further improvement to LEACH by advantageously constructing a chain route in which each sensor node only communicates with its closest neighbors, and only one sensor node is designated to send aggregated data to the base station in each round. However, the demerit of communication protocols like LEACH and PEGASIS is that they assume that all sensor nodes were deployed far away from the base station, and consequently the communication range of the communication technologies used (e.g., ZigBee) may be exceeded. In our previous work [9] , we proposed an energy efficient communication protocol TCHR to form a tree to transmit sensing data due to a threshold distance, where TCHR assumed that sensor nodes were randomly deployed at a circular network and the base station was located in the center to adapt to actual requirements.
Another group of studies, including [3] , [10] , and [11] , concentrated on how to solve the energy hole problem. In [3] , the authors raised the energy hole problem and showed that if the energy consumption grows proportionally greater than the second power of the communication distance, nonuniform energy consumption can be prevented by judicious system designs, such as placing data sinks at strategic locations and adjusting the network radius around the sinks. The authors also stated that in such a system the energy expenditure is balanced across the network, which means that judicious system design can result in uniform energy consumption among the sensor nodes. Another solution, reported in [10] , was to attempt to mandate the sinks to move around in such a way that some load balancing is obtained across the deployment area. In [11] , the authors proposed another solution in which the number of nodes in each corona is regulated and the ratio between the node densities in two adjacent coronas is derived to mitigate the energy hole problem. Several recent studies investigated energy efficient routing and proposed methods for solving the energy hole problem [12] - [14] . Liu surveyed various problems in WSNs including the energy hole problem and routing problems and introduced representative methods for solving them [12] . Tanessakulwattana et al. proposed improving energy efficiency and solving the energy hole problem by enabling each node to send packets to neighbor nodes in different proportions so as to more evenly distribute energy consumption among the nodes [13] . In [14] , Jun et al. proposed solving the energy hole problem by enabling the nodes with more residual energy to directly communicate with the sink by utilizing cooperative transmission (CT) for range extension. Our work is different in that we propose methods not only to solve the energy hole problem but also to reduce total energy consumption and to adapt the WSN with random node distribution which are not mentioned in the above studies.
Several researchers also used graph-theoretic structures to develop efficient communication algorithms. A minimum spanning tree (MST), which contains all the nodes and whose sum of edge lengths is minimized, is beneficial for topologies requiring minimized communication distance. It can be constructed using the algorithms made by Prim, Kruskal and Dijkstra [15] . A localized MST-based topology control algorithm based on the PRIM algorithm was proposed in [16] for wireless multi-hop networks. This algorithm can reduce the communication energy while preserving the network connectivity by letting each node build its local MST independently using locally collected information and only keeping one-hop on-tree nodes as neighbors. Another algorithm to reduce the communication energy and preserve the network connectivity was proposed in [17] . This study first presented a centralized algorithm called Fault-tolerant Global Spanning Subgraph (FGS S k ) that was based on the Kruskal algorithm. In FGS S k , different components are iteratively merged until only one kconnected component remains. A localized algorithm called Fault-tolerant Local Spanning Subgraph (FLS S k ) based on FGS S k was also presented for topology control. It has been demonstrated that both FGS S k and FLS S k can preserve kvertex connectivity and minimize the maximum transmission power used in the network. Moreover, FLS S k maintains bi-directionality for all links in the topology.
Preliminaries and Problem Definitions
In this paper, we assume that in a 100 meter radius circular network, a random number of homogeneous sensor nodes were uniformly distributed in random positions and the base station is located in the center of the circular network as shown in Fig. 1 . Moreover, the node positions and the distances between nodes are known to the base station by a direct message sending from nodes after they are distributed. Since the maximum communication distance of sensor nodes that use ZigBee device is 100 m [18] , this topology ensures that each node in the WSN can reach the base station. Furthermore, we assume that the base station is always powered by a stable power source and therefore the energy consumed by the base station is not included in the wireless communication. We use a free space radio propagation model to calculate the transmitting and receiving costs for a k-bit message at a distance of d as:
which are the same as those for LEACH, where E elec = 50nJ/bit to run the transmitter or receiver circuitry and amp = 100pJ/bit/m 2 to run the transmit amplifier. In this paper, since we only focus on extending the lifetime of WSNs by making efficient routing algorithms in wireless communications, we ignore other energy consumptions such as those in CPUs and sensors. Additionally, we assume that each node has 2000 bits of data to send, as in [5] and [8] , and that the sending data size is always the same in each node. Therefore, the total energy consumption of node
is a leaf node. The energy consumption of the entire network is E sum = E(x).
In this section we will show two problems needing to be solved. First, we define network lifetime and node lifetime before showing the two problems. In a battery powered WSN, the network lifetime is defined as the number of communication rounds till α% of sensor nodes terminate, where α is specified by the system designer [19] . The node lifetime is defined as the number of communication rounds from the first sensing to the last sensing until the initial battery energy of the node is completely consumed. To extend the lifetime of networks, we should consider cases with different values of α in the network lifetime definition and choose different strategies based on the network lifetime definition. If a high sensor node termination percentage is acceptable in the definition, it means that the WSN can work even if only a small amount of sensor nodes remain working. On the other hand, if a low node termination percentage is required, it means that most of the sensor nodes must remain working to provide the WSN functions. Figure 2 shows the network lifetime images of four different wireless communication algorithms as depicted by four different lines. These were ob- tained in our preliminary simulation experiences, where the x and y axes show the node termination percentage and network lifetime, respectively. Line 1 shows the lifetime image of direct data transmission where data are directly transmitted from each node to the base station. Line 2 shows the lifetime image obtained by using a better algorithm, which could be LEACH, TCHR, or PRIM. It can be seen that most of the time, the performance shown by line 2 is better than that shown by line 1. This indicates that when attempts are made to increase the lifetime of the short lifetime nodes, the lifetime of the long lifetime nodes decreases. This is due to new data communication relations between nodes being established as a result of the network routing reconstruction required for increasing the lifetime of the short lifetime nodes. Network routing reconstruction is defined as altering the data transmission path of the nodes in the network for the purpose of extending the node lifetime and network lifetime. In this paper, we attempt to create new wireless communication routing algorithms that can obtain network lifetime images like those shown by line 3 and line 4 to meet the requirements of different network lifetime definitions. However, network routing reconstruction is required to create a uniform WSN lifetime such as that shown by line 4, i.e., to solve the energy hole problem. This is because a lifetime image like line 4 can only be obtained by network routing reconstruction since, as demonstrated in [3] , there is no way to avoid all energy holes by using only one route when applying a wireless communication model such as the one we use here (Eqs. (1) and (2)). On the other hand, network routing reconstruction is not required in creating a lifetime image like line 3 since such an image can be obtained by judicious communication route design.
First, we consider how to create line 3 to adapt to a situation where network lifetime is defined by a high node termination percentage without network routing reconstruction. In order to extend the lifetime of networks, we should minimize the energy consumption of sensor nodes and avoid energy holes by using only one energy efficient route. The method is to uniformly distribute the energy consumption of sensor nodes as much as possible by minimizing the node energy consumed not only by sending but also by relaying data. Taking the reduction of energy consumption for relaying data into account can reduce the receiving energy of the energy hole nodes to solve the energy hole problem. Furthermore, it can ensure that new energy holes will not be produced by the rise in energy consumption of other nodes.
Second, we consider how to create line 4 to adapt to a situation where the network lifetime is defined by a low node termination percentage with network routing reconstruction. In such WSNs, the node lifetimes are required to be almost the same (i.e., energy holes must be avoided to obtain network lifetime as in line 4) so that the energy of long lifetime nodes will not be wasted and the lifetime of short lifetime nodes will be increased by sacrificing the long lifetime nodes. This solution requires a number of switching routes that can be alternatively utilized with the efficient route to rest the energy hole nodes. Consequently, we define the problems in this paper as follows:
1. A problem of finding an efficient communication route that can minimize the energy consumption of sending and relaying data without network routing reconstruction. 2. A problem of finding switching routes that can uniformly distribute the energy consumption of sensor nodes to avoid energy holes with network routing reconstruction.
Next, we present conditions for avoiding energy holes in a WSN. As the energy holes are caused by unbalanced energy consumption among nodes, we focus on the energy holes caused by data communications. Note that conditions at the application program level, such as avoiding large energy consumption by application programs, are beyond the scope of this paper. Two conditions for avoiding energy holes are given here.
Routing construction viewpoint: Energy consumption
should be balanced in relaying data. This condition requires that every data-relaying node † relays the same number of nodes as much as possible to balance the energy consumed by nodes in relaying data. 2. Node lifetime viewpoint: The unbalanced remaining amount of energy in a node is balanced if the amount of energy is unbalanced. This condition requires to equalize the node lifetimes as much as possible.
Wireless Communication Route Construction
In this section, we explain how to construct an efficient wireless communication route to solve the first problem. We first introduce a wireless communication graph and then explain the algorithm and its properties.
Wireless Communication Graph
In this paper the initial wireless sensor network, the number of which is N, can be described as an undirected weighted graph G =< V, E >. Here, V = {0, . . . , N − 1} is a vertex set indicated by the sensor nodes and E is an edge set showing † In a tree route, the data-relaying nodes are referred to as internal nodes, and the nodes from which data are relayed by the data-relaying nodes are referred to as child nodes.
the data communication of two nodes. An edge in the graph is indicated by (i, j) ∈ V. Since the data sending between two nodes determines the direction of an edge, the wireless sensor network graph becomes a directed graph. We let dir(i, j) denote that the direction of edge (i, j) is from i to j. In order to calculate the energy consumption of data communication between two nodes i and j, we use the energy consumption metrics shown in Eqs. (1) and (2) to define a nonnegative weight
is the transmitting energy of node i and E R (i, j) is the receiving energy of node j. w(i, j) represents the total energy consumed by the wireless communication between nodes i and j. Actually, the value of w(i, j) is determined if the network topology is determined since its value only depends on the distance between nodes i and j.
Energy Hole Aware Energy Efficient Communication Routing Algorithm
In this subsection, we propose an energy hole aware energy efficient communication (EHAEC) routing algorithm to solve the first problem mentioned in Sect. 3. Generally, EHAEC is based on the PRIM algorithm [15] , which is an optimal algorithm to find the "minimum spanning tree" for an undirected connected weighted graph. What is different in EHAEC is that we involve a concept of "phony weight" in order to avoid energy holes as much as possible in a tree route. Suppose that edges (y i , b) with direction of dir(y i , b) exist in a "minimum spanning tree" T , y i ∈ T and i ∈ N. A phony weight P(x, b) for b ∈ T and x ∈ V\T is defined as:
The direction of edge (x, b) is dir(x, b). The phony weight P(x, b) is added to the w(x, b), where edge (x, b) may connect an unconnected node x to a node b in the tree that has already relayed data from other nodes. The idea of phony weight is to avoid a situation in which one node relays data from a lot of nodes, in order to uniformly distribute the energy consumed by sending and relaying data of all the nodes in the network. However, the phony weight P(x, b) is not actually consumed in edge (x, b) since it has already been consumed by edges (y i , b). Next, we show an example of the effect of phony weight. Figure 3 shows a procedure of forming T from T by adding a node c. In Fig. 3(a) , nodes a, b, and d were added to the tree T . Since we next try to add node c to T , we should choose either route R1 or R2 to add it † † . According to the definition of phony weight, since node b has already relayed data from node a, the other edges that may relay data to node b should add the phony weight to themselves. In Fig. 3(b) , assuming the phony weight is 2, we have P(c, b) = E R (a,b) = 2 and P(c, d) = 0; therefore, w(c, b) = 7 and w(c, d) = 6. Due to the updated weight of the edge, route R2 is selected since w(c, d) < w(c, b); thus, tree T is formed.
Next, we will explain how EHAEC works in accordance with Algorithm 1. The connected graph G of a WSN and the root r (which is the base station) are inputs of EHAEC. The output returns the spanning tree A where energy holes are avoided. In EHAEC, all vertexes not in the tree are stored in a priority queue Q. For each vertex v, key [v] is the minimum weight of any edge connecting v to a vertex in the tree. The field π[v] names the parent of v that is already in the tree. Lines 1-5 show the initializations. Line 7 extracts a vertex u ∈ Q , where the vertex u is connected with the lightest edge. For every vertex v adjacent to u but not in the tree (line 8), line 9 defines the initial weight of edge (v, u). Lines 10 and 11 are the key point to solve the energy hole problem; they show that if phony weight P(v, u) exists, the weight of edge (v, u) is updated by adding P (v, u) . Lines 12-14 show that if the weight of edge (v, u) is the lightest, the key and π fields of every vertex v are updated. Line 15 stores the parent-child vertex set to the tree A. Line 16 defines the direction of edge (v, u). Lines 17 and 18 define the phony weight; they show that excepting the root r, if a parent u is already connected to a child v, phony weight P(s, u) is defined to avoid connecting another vertex s to u, since otherwise it may cause an energy hole in vertex u (see the example in Fig. 3 ). Finally, EHAEC returns the spanning tree A in line 19. Actually, the effect of avoiding the energy hole problem in EHAEC becomes increasingly obvious with increasing WSN density. Since EHAEC applies the PRIM algorithm, the two algorithms have the same complexity, i.e., O(|E| lg |V|). Generally, EHAEC has the following property by utilizing the phony weight.
Theorem 1: EHAEC constructs a communication route that has the least energy consumption in sending and relaying data † in WSNs.
Proof:
The theorem means the following: assuming that tree T with n(n > 1) nodes constructed by EHAEC exists, x ∈ T is an internal node and y ∈ T is a leaf or internal node. In the procedure of forming tree T from T by adding a leaf node a ∈ V\T (since a is a leaf node, only the energy it consumes for sending is taken into consideration), on the assumption that edge (a, x) has the minimum weight in the current step of forming T , if the initial weight w(a, x) < w(a, y) and w(a, x) + P(a, x) > w(a, y) + P(a, y), where phony weight P ≥ 0, then node x has the least energy consumption in sending and relaying data in T compared with node x in other trees. Since the other internal nodes have the same property as node x without loss of generality, we can prove the theorem by only proving the property of node x. In fact, if w(a, x) < w(a, y) and w(a, x) + P(a, x) > w(a, y)+P(a, y), then node a will be a child of node y instead of being the child of x by taking advantage of the phony weight, E R (a,y) , which is the energy consumed by receiving data from node a and will be consumed by edge (a, y) but not edge (a, x). Note that under this condition, adding an edge (a, x) to tree T is equivalent to constructing the minimum spanning tree in PRIM. We prove the theorem by induction.
Base step: For n = 2, there are two nodes x and y in tree T . The relation of nodes x and y is dir(y, x) since node x is an internal node, hence, E(x) = E R (y,x) and E(y) = E T (y,x) . If node a is added to y in T , then E(x) = E R (y,x) and E(y) = E T (y,x) +E R (a,y) . The theorem holds since E(x) is not increased; its smallest value is E R (y,x) = E R , which is a constant due to Eq. (2).
Inductive step: We assume that the theorem holds in tree T for n = k, where k > 2. We prove the theorem holds for n = k + 1. From the assumption, all the internal nodes in T have the least energy consumption in sending and relaying data since they all have the same property as node x in the previous procedures. At n = k + 1, since node x is an internal node, x has the least energy consumption in sending and relaying data in T . When adding node a to T , since w(a, x) < w(a, y) and w(a, x) + P(a, x) > w(a, y) + P(a, y), node a will be a child of node y instead of be the child of x in T . Therefore, the energy consumption of node x is not increased in T ; x still has the least energy consumption in sending and relaying data in T . Thus, the theorem holds.
An example of EHAEC is shown in Fig. 4 . Figure 4 (a) shows a unit graph G =< V, E >, where V = {BS , a, b, c, d}, vertex BS is the root of the tree, and the others are sensor nodes that need to be connected to the tree. The weight of each edge is shown on the edge. For example, w(a, b) = 297(22) means the weight of edge (a, b) is 297μJ and the † Nodes that can send and relay data are limited to the internal nodes since a leaf node can only send data. distance between nodes a and b is 22m. In Fig.4(b) BS , as the root of a tree, attempts to find a child node with the smallest weight. The node is a, thus, a is connected to the root BS as a child node with the direction of dir(a, BS ). At this time, P = {BS , a} and P ∈ V are two nodes that can be the parent of the next child candidate C = V\P = {b, c, d}. Using the same method, node c is found to be a child by node a in Fig. 4(c) . However, due to lines 10,11 and 17,18, it is noticed that the parent a already has a child c; therefore, the weight of the edges between parent a and the remaining child candidate C = {b, d} is updated by a phony weight to avoid energy holes. In Fig. 4(d) , by using the updated weight, the extracting procedure is repeated and node b is selected as a child of BS . Similarly, node d is selected as a child of node c in Fig. 4(e) . Since all the nodes are connected by EHAEC, a spanning tree is formed that consumes the least energy in sending and relaying data when energy holes are avoided.
The PRIM algorithm is optimal since it minimizes total energy consumption for data communications in a WSN by producing a minimum spanning tree route. In contrast, EHAEC is not optimal because it does not always minimize total energy consumption for the entire network. However, EHAEC does minimize energy consumption for all the internal nodes. In tree T constructed by EHAEC, except for the base station, let I ⊂ T and L ⊂ T be the sets of all internal nodes and all leaf nodes in T , respectively. Due to Theorem 1, since all the internal nodes consume the least energy needed for sending and relaying data, the total energy consumption of nodes in set I is minimum, hence, EHAEC is optimal in set I. Note that EHAEC is not optimal in set L since some leaf nodes may use phony weights to select a longer route for data communications in order to make EHAEC optimal in set I. This increases the energy consumptions of the leaf nodes. To compare EHAEC and PRIM we prove the following two theorems, one showing the condition of that EHAEC outperforms PRIM in avoiding energy holes and the other showing the energy loss in EHAEC.
Theorem 2: For
, then edge (v, w) with dir(v, w) will be selected by EHAEC to avoid the energy hole that might exist in node u if edge (v, u) with dir(v, u) is selected by using the PRIM algorithm without phony weight. Here, d is the distance between two nodes and n u and n w are the number of child nodes of nodes u and w, respectively. (v,u) , and due to Eq. (2), we have
. Therefore, due to EHAEC, edge (v, w) is selected to avoid the energy hole in node u, i.e., the theorem holds. Proof: Since regardless of the routing methods, the value of E R in a route is a constant because the transmit data of every node can only be received once in a WSN. Compared with the PRIM algorithm an additional energy of E T (v,w) − E T (v,u) is consumed by EHAEC in one changed edge. u) ). For all the edges changed in EHAEC, the total additional energy is u) ), i.e., the theorem holds.
Route Switching Algorithms
In this section, we propose two route switching algorithms called TINORESA and COMSA to solve the second problem mentioned in Sect. 3.
Tired Node Resting Switching Algorithm
In this subsection we propose a tired node resting switching algorithm (TINORESA) to update the route obtained by EHAEC. TINORESA can find several routes to be alternatively applied with EHAEC until the lifetimes of nodes are balanced. In TINORESA, the concept of "tired nodes" is defined as the nodes that had larger than average energy consumption in the previous route. The "tired nodes" of the previous route are not allowed to relay data from child nodes in the current route in order to rest themselves. Accordingly, TINORESA applies EHAEC to form a spanning tree where the "tired nodes" do not consume spare energy. The input of TINORESA is the graph obtained by the previous route, and the output returns the new spanning tree A where the for each u ∈ Q 03 E(u) = E Tu + nE R , where n is the number of child of u 04 We show how TINORESA works. In line 01, all the vertexes that have the network connection information obtained by the previous route PREV(G, r) are stored in a priority queue Q. Lines 02∼04 calculate the average energy consumption of nodes in EHAEC. Lines 05∼09 show that, if the energy consumption E(v) of a node v is bigger than the average energy consumption E ave , the node u is defined as a "tired node," and the weight between node v and other nodes c, which are the child candidates of v, is set to infinity if node v is selected for the tree. Finally, using the updated information where "tired nodes" are rested, TINORESA calls EHAEC to create a new route. Since TINORESA goes through all the vertexes twice and applies EHAEC, the complexity of TINORESA is O(2|V| + |E| lg |V|). Moreover, since 2|V| is much smaller than |E| lg |V|, the complexity is O(|E| lg |V|). Figure 5 shows an example of TINORESA. We assume that there are five nodes and a base station in a network. In Fig. 5(1) , after several rounds of communication, nodes a and b are found to be "tired nodes". Therefore, TINORESA forms a new route in Fig. 5(2) where nodes a and b are not the parents for any nodes and thus do not relay the data, i.e., energy is saved. Similarly, after another several rounds of communication, other nodes are found to be "tired", and thus the route in Fig. 5(3∼5) is formed by TINORESA to avoid energy holes until all nodes run out of energy.
However, a problem came to light: how often should TINORESA switch the route? A trade-off should be considered in answering this question. Generally, more frequent route switching can reduce the difference in the remaining energy between the "tired nodes" and the other nodes; however, the route switching overhead is high. In contrast, less frequent route switching may increase the difference in remaining energy but the overhead is low. As the timing of the route switching, we use a threshold of the average remaining energy capacity such as route switching occurs at the time of 80%, 50% or 30% of the average energy capacity remains. Moreover, each node periodically sends information with the sensing data informing the base station how much energy remains in the node.
Complementary Switching Algorithm
In this subsection we propose a complementary switching algorithm (COMSA), which attempts to find only one switching route that can be alternately used with the route created by EHAEC, where the energy consumption of each node in COMSA is the complementary value of that in EHAEC. We define a complementary spanning tree T C as follows. In the graph G =< V, E >, E(v) denotes the energy consumed by node v ∈ V. T E =< V, E E > is a spanning tree for the G obtained by EHAEC. The complementary tree T C =< V, E C > is defined as a spanning tree for G, where E(v) + E (v) = C(v). We call C(v) the complete value and E (v) the complementary value of E(v). Moreover, max C(v) − min C(v) ≤ Δ for a constant Δ. If Δ = 0, we call T C a complete complementary spanning tree. We present COMSA to build T C from T E as follows.
Next we explain how COMSA works in accordance with Algorithm 3. Lines 1-7 show the initializations, which differ from those in EHAEC in lines 2, 3, 5, and 7. Line 2 defines the complete value C, which is the sum value of the energy consumed by the most energy consuming node in EHAEC and the achievable minimum energy consumption for the same node. Line 3 defines a trade-off value for C, since it is hard to ensure C is always the same due to the different power consumption of each node. Lines 5 and 7 initialize the energy consumption of vertex u and r, where r is the base station (which is the root of the tree). show the procedure for finding the switching route. Line 9 extracts a vertex u ∈ Q where the energy consumption of u is the smallest. Lines 10-14 show that for every vertex v adjacent to u but not in the tree, if v is the child of u, the energy consumption of u should be the complementary value of that in EHAEC; thus the π field is updated as u is the parent of each vertex v. Line 13 updates the tree T C and line 14 defines the direction of the edges. Finally, after the iteration, COMSA returns the tree T C . The complexity of COMSA is the same as that of EHAEC, i.e., O(|E| lg |V|). Figure 6 shows the routes made by EHAEC and COMSA for a 6-node WSN, where the base station is the root of a tree. The two routes are applied in the same communication rounds alternately to obtain uniform energy consumption. However, a problem is that if the value of Δ is too large, the meaning of complementary value does not exist anymore since it would not balance the energy consumption of nodes by utilizing EHAEC and COMSA alternatively. We next prove the following theorem for a bound of Δ.
Theorem 4:
In COMSA, Δ is bounded as 0 ≤ Δ < 2(max E(v) − min E(v)) to maintain the meaning of complementary value. Where v ∈ V, max E(v) and min E(v) are the energy consumption of the most and least energy consuming node in EHAEC, respectively.
Due to the explanation of complementary value in the first paragraph of this subsection, if we let max
holds, where E(v) and E (v) are the energy consumptions of node v in EHAEC and COMSA, respectively,
max C(v)−min C(v)
2 means the energy consumption difference between the most and least energy consuming node where EHAEC and COMSA are utilized alternatively (we express this condition by using the notation EHAEC+COMSA). Moreover, max E(v) − min E(v) means the energy consumption difference between the most and least energy consuming node in EHAEC.
The meaning of complementary value is maintained if and only if the energy consumption difference of EHAEC+COMSA is less than that of EHAEC. This is because the energy consumption of nodes becomes more uniform as the energy consumption difference becomes smaller.
holds, the meaning of complementary value is maintained; thus, the theorem holds.
We show how the theoretical bound of Δ affects the network lifetime. Figure 7 shows the network lifetimes of the WSNs in Fig. 6 by using EHAEC, EHAEC+COMSA, and the estimated ideal network lifetime ("Ideal" in Fig. 7 ) when there are no energy holes. Generally, the network lifetime of EHAEC+COMSA is between those of EHAEC and Ideal. As Δ approaches 0, the network lifetime of EHAEC+COMSA approaches that of the Ideal since the energy consumptions of nodes in COMSA are closer to the complementary energy consumptions of nodes in EHAEC. In contrast, as Δ approaches 2(max E(v) − min E(v)), the network lifetime of EHAEC+COMSA approaches that of EHAEC since the energy consumptions of nodes in COMSA are closer to those in EHAEC. This is because COMSA balances the remaining energy of the nodes.
Route Switching Overheads
In this subsection, we will discuss the route switching overhead in the TINORESA and COMSA algorithms. Generally, two kinds of overheads exist in route switching algorithms: cost incurred by sending route switching information and cost incurred by updating the routing table.
More specifically, the first type of overhead is the energy consumed by sending route switching information from the base station to all the nodes in the network. The base station should generate reverse data communication based on the previous route to tell every node their new parent node's address information before the route switching since the base station is the only node that knows the global address information. Generally, the overhead is less than the energy consumed in the previous data communication since the energy consumed at base station is not included.
The second type of overhead is the energy consumed by switching the communication route for each node, i.e., the energy consumption of updating the routing table. The routing table will be updated if the data transmitting relation between nodes has been changed by route switching. The energy consumed by changing nodes' connections is difficult to calculate since it depends on the energy consumed by program instructions. Therefore, we assume that it consumes energy of x for one connection change, so the overhead can be calculated by using x. Overall, TINORESA has higher overheads than COMSA since it performs more route switching operations.
Node Leaving and Joining the Network
Next we describe what happens for the proposed algorithms when a node leaves or joins the network. First, if a node leaves the network, the base station can no longer receive its data or that of its child nodes. The base station thus considers the node to be terminated and rebuilds the route to eliminate the terminated node by using one of the proposed algorithms. The energy consumption of each node changes due to changes in the route. However, route rebuilding is necessary only for an internal node termination since the termination of a leaf node does not affect the data communications of the other nodes in the network. Second, if a node joins the network, the base station adds it to the data communication route. The procedure for doing this comprises three steps. (1) The new node sends a trigger message to the base station informing the network of its entry into the network. (2) Upon receiving the message, the base station terminates usage of the current data communication route in the network and re-executes one of the proposed algorithms to generate a new route that includes the new node. (A more efficient approach would be to rebuild only part of the route instead of generating a new route. This remains for future work due to its complexity.) (3) The network begins using the new route for data communications.
Comparison with Previous Work
We compare the proposed algorithms with another algorithm proposed in [13] since it can solve the energy hole problem in an energy efficient manner and it uses the same energy consumption model used in this paper. The authors of [13] assumed that all sensor nodes are uniformly distributed in a plane and that nodes are located at the center of imaginary hexagons, so the distances between neighbor nodes are the same. Their proposed algorithm enables every node in that network topology to send its data to intermediate nodes by dividing the data into fractions so that the node energy consumptions are fairly evenly distributed. Figure  8 shows the communication patterns of our algorithms and the algorithm in [13] for a three-node network. The characters above and beneath the lines represent the amount of data transmitted and the transmission distance, respectively. Figure 8 (2) shows that node 3 transmits its data by transmitting x 31 and x 32 separately using two routes, 3 → 2 → 1 and 3 → 1. Since we and the authors of [13] assume that every node generates the same amount of data to send, k = x 32 +x 31 in Fig. 8 . Moreover, in spite of data aggregation energy consumption in [13] to match the assumption of this paper, Fig. 8 Communication patterns of the proposed algorithms and the algorithm in [13] .
the energy consumption difference of data communications which use the algorithms proposed in [13] and this paper is the energy consumption that depends on the communication distance, which is represented by amp Fig. 8 (2) with that in Fig. 8(1 Fig. 8(2) . Generally, for an N-node network, the algorithm in [13] Fig. 8(2) , the d non−one−tran is the distance between the two nodes between which x non−one−tran is transmitted, and the d one−tran is the distance between the nearest neighbor nodes between which the data fractions are transmitted, for example d 2 in Fig. 8(2) . Since d non−one−tran is always greater than d one−tran , E extra is always positive, our proposed algorithms have better performance than the algorithm in [13] regardless of whether the distances between neighbor nodes are the same or not.
Simulation Results
We performed simulations to evaluate the lifetime of the entire WSN by comparing the lifetime of each node in the routes generated by the direct data transmission, the PRIM algorithm and our proposed EHAEC, TINIRESA and COMSA. The input of the simulations is the graph G =< V, E > of the network. In the simulations, we assumed each node has 0.5J of energy capacity. We calculated the lifetime of sensor nodes by first calculating the energy consumption of each node in different routes by using Eqs. (1) and (2), and then calculate a node's data communication rounds (lifetime) as: (node energy capacity)/(node energy consumption). Moreover, in TINORESA and COMSA, we ignored the route switching overhead since the overhead value is not accurate because the second type overhead is hard to calculate. We show two simulation results for a 20-node WSN and a 50-node WSN. In the WSNs, the sensor nodes are randomly distributed such as Fig.1 shows. Figure 9 shows the simulation results for a 20-node WSN and a 50-node WSN obtained by routes generated by the direct data transmission, the PRIM algorithm, EHAEC, TINIRESA and COMSA. Table 1 and table 2 show the algo- rithms' efficiency by the direct data transmission when 1%, 50% and 100% of nodes terminated in the two simulations. The simulation results show the same tendency as that in Fig. 2 . Figure 9 shows that except for the last few nodes, PRIM, EHAEC, TINORESA, and COMSA perform much better than direct transmission in extending the communication rounds. EHAEC is more efficient than the PRIM algorithm in balancing the lifetime of each node. The results also show that TINORESA and COMSA can balance the lifetime of each node, and that TINORESA is more efficient than COMSA. Notice that TINORESA could be less efficient than COMSA if the route switching overhead is considered into the simulation since TINORESA has a larger overhead than COMSA. From the standpoint of avoiding energy holes, our proposed EHAEC, TINORESA, and COMSA can extend the lifetime to about 3.2, 3.8, and 3.8 times, respectively, that for direct data transmission when 1% of the nodes are terminated in the 20-node network. And they can extend the lifetime to about 4.8, 6.5, and 6 times, respectively, that for direct data transmission when 1% of the nodes are terminated in the 50-node network.
Comparing the lifetime of the 50-node WSN with the 20-node WSN, we can see that our algorithms are more efficient in extending WSNs' lifetime and avoiding energy holes in the dense network. This is because the edge weights and the edge weight differences become smaller in the dense network. The lighter the edge, the less energy would a node consumes. The less the edge weight differences, the more efficient of avoiding energy holes. Thus, the longer lifetime a node could have. We next show that the proposed algorithms can meet the conditions for avoiding energy holes, as mentioned in Sect. 3. First, we show that EHAEC meets the routing construction viewpoint condition. Since lines 10-16 in Algorithm 1 define the child nodes for an internal node by using phony weights, EHAEC can balance the number of child nodes between internal nodes in tree A. As an example, Fig. 10 shows the data communication routes for 50-node WSN simulation using the PRIM algorithm and EHAEC. It shows that EHAEC forms a route that results in the internal nodes having the same number of child nodes as much as possible compared with the PRIM algorithm. Next, we show that TINORESA and COMSA meet the node lifetime viewpoint condition. Since lines 5-10 in Algorithm 2 select the tired nodes and disable their abilities to relay child nodes in order to balance the energy consumption of the tired nodes, TINORESA can find several switching routes to balance the node lifetimes. Lines 11-14 of Algorithm 3 compute the complementary energy consumption tree of EHAEC, thereby enabling COMSA to balance the node lifetimes. For example, the simulation results in Fig. 9 show that TINORESA and COMSA both equalize the node lifetimes as much as possible.
Discussion
Here we describe the overhead involved in information exchange and the behaviors of the algorithms under lossy environment and estimation error conditions.
Information Exchange Overhead
Since the proposed algorithms are executed by the base station, the base station needs fairly accurate information about the communication distances between nodes and the energy remaining in each node. After the communication route is generated by the proposed algorithms, the base station sends each node information about its route to the base station. After the nodes begin using their routes, the base station needs to know how much energy remains in each node so that it can decide if the algorithms need to be reexecuted to delete a terminated node or to meet the route switching condition shown by line 6 in TINORESA. Such re-execution imposes additional energy consumption overhead, which mainly consists of three parts. The first part is the energy consumed by each node to send a message about its position to the base station so that the base station can determine the distances between nodes. The second part is the energy consumed by the base station to send a message to each node informing it of its routes as generated by the algorithms. The third part is the energy consumed periodically by each node to inform the base station of the energy it has remaining. If the energy remaining in a node is insufficient for one communication, the node is considered terminated, and the base station is notified. If an internal node is terminated or if the differences of remaining energy of nodes reach a threshold, the algorithms are re-executed to generate a new route. The amounts of these three overhead parts can be calculated by using Eqs. (1) and (2) . Since all the nodes in the network are involved in these overhead calculations, the relationship between network size (tree size) and overhead should be considered. Generally, the larger the network, the greater the overhead. We ignored these three overhead parts in the simulations for simplicity.
Behaviors under Lossy Environment and Estimation Error Conditions
To execute the proposed algorithm, the base station requires information on the communication distances, node energy consumptions, remaining energy levels, and edge weights. However, there may be information loss and edge weight estimation error in some networks. Generally, if the base station does not obtain the complete set of information for a node, it will consider the battery energy of the node is consumed up even though there are battery energy remains in the node, and the base station will not admit that node into the network as an active node. The proposed algorithms will generate a route for only the nodes for which the base station obtained a complete set of information. In this case, the network lifetime will be shorter, and there will be more energy holes in the network since the nodes that are not in the route cannot be used to relay data. Moreover, if the edge weights have estimation errors, the calculations in lines 9, 11, and 18 in Algorithm 1, lines 3 and 4 in Algorithm 2, and lines 2, 3, and 11 in Algorithm 3 will be incorrect. The algorithms will thus be unable to provide an appropriate route for the network. For example, if the distances between nodes are longer estimated than the real lengths, the edge weights will become heavier. Consequently, EHAEC will generate an incorrect route, which may result in energy holes and high energy consumption by the nodes, so the network lifetime will be shorter. For TINORESA, the timing of route switching will be earlier and the switching times will be increased. Moreover, if the timing and switching times of route switching are misestimated, TINORESA could consume more energy and lose its ability to avoid energy holes. For COMSA, the node energy consumptions may not be the actual complementary values of EHAEC if there are estimation errors, so energy holes cannot be avoided.
Conclusion
In this paper, we investigated the idea that the communication distance and the energy hole problem are the critical factors that affect the battery life of sensor nodes. These problems shorten the lifetime of wireless sensor networks and cause difficult network maintenance problems. In order to extend the lifetime of the network, we first presented a new routing algorithm EHAEC based on the PRIM algorithm for achieving energy efficient wireless communications by minimizing the energy consumption of sending and relaying data. EHAEC can avoid energy holes to the maximum extent possible without network routing reconstruction and is well suited for WSNs for which the lifetime is defined by a high node termination percentage. However, for WSNs for which the lifetime is defined by a low node termination percentage, the energy hole problem should be solved by network routing reconstruction to increase the lifetime of short lifetime nodes and balance the lifetime of each node. For that purpose, we also proposed two route switching algorithms TINORESA and COMSA to balance the energy consumption of each node in the network in order to solve the energy hole problem. TINORESA finds several switching routes to solve the problem but has high route switching overhead. In contrast, COMSA only finds one switching route and has low route switching overhead. To evaluate the algorithms' effectiveness, simulations were performed to predict the lifetime of WSNs for each of them. The simulation results showed that by avoiding energy holes, our proposed EHAEC, TINORESA, and COMSA algorithms can extend the lifetime to more than 3 to 6 times that for direct data transmission when 1% of the nodes are terminated in a 20-node network and a 50-node network. Future work includes reducing energy consumption by reducing the amount of data transmitted. For applications that support data aggregation, we will develop efficient data aggregation methods. For applications that do not support it, we will develop appropriate routing algorithms. Future work also includes developing methods for rebuilding only part of the network when a node leaves or joins the network so as to save more energy.
