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Introduction
Magnetic resonance (MR) imaging is an extremely flexible medical imaging modality, and is a standard clinical and research tool for studying many diseases, including multiple sclerosis (MS).
Through adjustment of the acquisition parameters, MR can produce images with contrast sensitive to a large variety of tissue properties. T 1 -weighted (T 1w ) images, which are primarily sensitive to the T 1 relaxation rate, are quick to acquire, even at high resolution, provide good tissue contrast, and are routinely obtained in both clinical and research imaging. However, T 1w images are non-quantitative: although the relative contrast is maintained within an image, the absolute intensity can vary arbitrarily between acquisitions, even on the same MR scanner.
It is common to approach longitudinal study of non-quantitative MR by computing derivative metrics that are less affected by changes in absolute voxel intensity, such as lesion counts or volumes. However, these metrics do not allow detailed interrogation of either local or diffuse tissue changes. Focal MS lesions contain variable disruption of tissue microstructure, edema, and inflammatory cell infiltrates, leading to heterogeneous signal on MR. 2, 3 Furthermore, even nonlesional "normal-appearing" white matter (WM) and gray matter (GM) in the MS brain exhibits pathological changes; these may be visible by eye (e.g. dirty WM) on conventional MR, or only accessible to quantitative analyses. Certainly, changes in normal-appearing tissue are not reflected in lesion volume measurements, a common metric used to evaluate multiple sclerosis disease activity. 4 The dichotomization of tissue into "lesional" vs "non-lesional" in MS may neglect considerable information in each compartment. Detailed, quantitative, assessment of tissue changes over time requires longitudinal consistency in absolute voxel intensities. A reliable method to calibrate serial T 1w images would allow this data to be studied using longitudinal techniques.
Theory

MRI
A magnetic resonance (MR) image can be described as (derivation in appendix) 5 :
, , = ⋅ , , ⋅ , , ; , # 1 where , , ; ϕ, is proportional to the net transverse magnetization, which depends on the imaging sequence parameters (e.g. field strength; repetition and echo times) and the local tissue properties ϕ (e.g. T 1 and T 2 relaxation times) at each spatial location. and are catchall terms describing constant or spatially varying intensity artifacts induced by the acquisition or reconstruction processes. can be caused by inhomogeneity in transmitted radio-frequency coil power, or receiving coil sensitivity and can be quantitatively mapped using specialized acquisitions, or estimated using algorithms such as N3 6 . and each carry the subscript , indicating they can vary acquisition-to-acquisition, even within a single scanning session, in the same person. A major contributor to variation in is the choice of amplifier gain. In most human scanners, gain is set automatically, based on a series of measurements prior to the actual acquisition ("pre-scan").
Intensity Normalization
Many common image processing and analysis procedures, including segmentation and registration, make implicit or explicit assumptions about the distribution of image intensities within and between tissue types 1, 7 ; therefore, intensity normalization is a nearly ubiquitous preprocessing step in MR image analysis. The goal of intensity normalization is to standardize these distributions, as much as possible, between scans acquired on the same instrument, those acquired on different hardware or even with different acquisition parameters, and also between participants who may exhibit differences due to pathology. 7 Shinohara et al. 1 formalize the assumption underlying intensity normalization. Intensity histograms of MR scans are often modelled as a mixture of tissue-specific densities:
where is a specific participant, ! is a particular scan, " is a specific tissue (e.g. WM, GM). The observed histogram, ℎ , is the sum of the individual tissue intensity distributions ℎ , , weighted by their abundances , , . Normalization assumes that there exists:
where an ideal histogram # , is built from universal tissue distributions # that are independent of participant or scan. The process of normalization estimates the transform ℎ , → # , . Since , , is identical between the observed and normalized histograms, this transform implies ℎ , , → # : the goal is to transform each image to make the individual tissue distributions as similar as possible to the canonical ones, and thus as similar as possible to each other.
Shah et al. 7 provide a review of several algorithms to perform MR image intensity normalization.
These range from pure linear transforms, where every voxel value is divided by the mean or median intensity of a reference, typically "normal appearing" WM (NAWM) or GM (NAGM) to more complicated approaches such as the algorithm proposed by Nyul et al 8 , which uses a piecewise linear function to map observed histograms to a standard, thereby nonlinearly warping the distributions of all tissues. WhiteStripe, proposed by Shinohara et al. 1 offers a middleground, using heuristics to identify the histogram mode corresponding to NAWM, and constructing an affine transform based on the apparent mean and standard deviation in this tissue.
The utility of eq. 2 is particularly clear for voxel-based morphometry (VBM) studies, where the goal is to estimate the tissue abundances , , . Since this is the only participant-or scanspecific term in eq. 2, intensity normalization assumes that brains differ only morphometrically; any other differences are "normalized out" as much as possible.
Intensity Calibration
Human brains differ in more than morphology. Brain tissues are different in composition between sexes 9 , ages [9] [10] [11] , and are altered by pathology [11] [12] [13] . Quantification of these changes is an important complement to morphological studies. In our own work in pediatric MS, we have studied disease-related tissue changes using quantitative or semi-quantitative MR imaging techniques, including diffusion 11 , and magnetization transfer ratio (MTR) 12 .
The majority of MR imaging data, including research data, is non-quantitative. Thus, we propose an algorithm for intensity calibration, with the goal of reducing as much as possible the technical influences on image intensity, while robustly preserving the biological ones. To this end, we will concentrate on an intensity model that is motivated by the underlying physics. We wish to estimate the transform , , → & ⋅ , , ; , ϕ , where, unlike , the proportionality constant & is consistent from scan-to-scan. For the purposes of this paper we will assume , , can be measured at scan time, or estimated from the image using existing algorithms.
This leaves computing a calibration factor " such that
This can be accomplished by identifying a stable reference that is present in every image, and using the mean or median intensity of the reference as " . Some studies have included external calibration references, normally beads with known MR properties stuck to the scalp 10, 14 , but these are not routinely utilized. For existing data, we adopt a strategy similar to that of normalization, using a tissue as our reference. However, for calibration we must be careful to select a tissue that is minimally affected by biological changes. For T 2 -weighted imaging, the cerebrospinal fluid (CSF) is a popular choice 10 , but this is suboptimal for T 1w images, where CSF has near zero intensity, and thus a poor signal to noise ratio. Additionally, segmentations of the CSF generally also include the choroid plexus, which is abnormal in MS. 15 In this paper we demonstrate calibration on T 1w images from a cohort of children and adolescents with healthy development, a monophasic acquired demyelinating syndrome (monoADS), or MS, a chronic disease characterized by repeated demyelinating attacks. Youth experience extensive WM and GM changes as part of healthy development 9 and MS pathology involves not just the obvious focal WM lesions but also diffuse WM and GM disease 16 . Both the NAWM and NAGM are abnormal on quantitative imaging 17 and histopathology 18 , and these changes significantly affect the mean, median, mode, and quartiles of both tissues 17 . These factors make both WM and GM unsuitable references for intensity calibration. 8, 16, 17 Non-brain tissues are attractive intensity references as they are less likely to be affected by disease. Orbital fat is a particularly tempting choice because it is reasonably homogenous over a significant volume, providing a number of pure tissue voxels to average, and may be less affected by susceptibility artifacts than subcutaneous fat such as in the scalp. However, orbital fat is anatomically complex and varies between individuals, with the general conal structure pierced by the optic nerve and several glands. We have previously reported an orbital fat based T 1w image normalization/calibration technique that used atlas-based segmentation, but this required extensive manual correction 19 and so was labour intensive when applied to large amounts of data.
Techniques from the emerging field of deep learning (DL) 20 offer the ability to perform fast, automatic segmentation. 21 Importantly, these algorithms can efficiently use contextual, or anatomic, information, and do not rely just on single voxel intensity. We developed and trained a DL system based on fully convolutional neural networks, to perform fully automatic orbital fat segmentation for T 1w MR calibration. Importantly, our system was trained with different types of T 1w images at different field strengths, with the goal of producing a segmentation system that is generalizable and can be widely used.
As the goal of calibration is to recover voxel intensity values that are proportional to the actual magnetization state , we compare agreement between semi-quantitative MTR images and T 1w scans normalized with WhiteStripe (nT 1w ) and calibrated with orbital fat (cT 1w ). MTR is an MR technique that, while not fully quantitative, gives consistent values using the same protocol, especially on the same hardware. 22 MTR is sensitive to myelin loss in tissue in MS, 18 and has been used in longitudinal studies to quantify demyelination and remyelination in MS, 23 as well as subtle aspects of brain tissue development 9, 24 . Although the contrast mechanisms underlying MTR and T 1w images are not identical, quantitative MT, MTR, T 1 and T 1w signal are well correlated with each other in brain, and with underlying pathology, including axon and myelin loss in MS. 18, [25] [26] [27] Indeed, MTR includes some dependence on T 1 due to direct saturation effects, and competition between MT and longitudinal relaxation. 28 T 1 relaxation itself is significantly affected by cross-relaxation (magnetization transfer) effects in WM. 29 Our software and trained models are freely available online at www.deepdiscovery.org.
Material and Methods
Data and Preprocessing
We studied scans from children and adolescents enrolled in the Canadian Pediatric
Demyelinating Disease Study (CPDDS) at the Toronto site, including healthy pediatric controls, participants who presented with monophasic demyelinating disorders, and participants with MS.
Participants were scanned at either 1.5 T with T1 w images acquired using an SPGR sequence All four raters segmented orbital fat from a randomly selected subset of T1 w scans to use as a training set for the DL algorithm. An additional set of 15 scans were segmented by all raters independently, and reserved as a test set. Finally, all available T 1w scans acquired at 1.5 T were used to test the calibration procedure.
All images were registered to the MNI152 atlas using a six-parameter rigid transform (minctracc, MINC Toolkit) and T 1w images were corrected for intensity nonuniformity (N3, MINC toolkit). Concurrent MTR imaging was available for 702 of these scans (173 participants), and these scans were used to compare agreement between MTR and nT 1w and cT 1w .
Neural Network Design
We used a fully convolutional network (CNN) design similar to the U-Net 21 , implemented in Python using Theano 31 31, 32 and custom code ( Figure 1 ). Input images were cropped to MNI coordinates z: 0-68, y: 142-225, x: 34-162, which encompassed both eyes and orbital fat on all registered scans, then symmetrically zero padded so each dimension had an extent that was a multiple of 2 4 . Input was standardized by subtracting the mean and dividing by the standard deviation on each image.
Convolution is a mathematical operation mapping one image to another, controlled by a third image, the "kernel." Convolution may also be referred to as "filtering" and the kernel as a filter.
Common examples are convolution with Gaussian kernels, termed smoothing, or blurring, and with step functions, which act as edge detectors. A CNN is composed of a number of "layers", where each layer performs several convolutions of its input, using different kernels, then transforms each output value using a non-linear "activation function". Layers are stacked, so "deeper" layers operate on the output of "shallower" layers. Importantly, in a CNN the kernels are not prespecified, but rather are learned, using an optimization process to create kernels that work well in concert to provide a desired output. Most CNNs also use some form of "downsampling," where their output image is smaller (lower resolution) than the input. One of the most efficient forms is "strided convolution" where the convolution operation is not evaluated at every input voxel; in 2 × 2 × 2 strided convolution every other x, y, and z coordinate is skipped, producing an output that is smaller by a factor of 2 3 . Downsampling decreases computational demand because each subsequent layer processes a smaller image, and also increases the effective field of view (or "receptive field") of deeper layers, even if the kernel size is kept constant.
The output of a CNN using downsampling is lower resolution than the input. This poses a problem for segmentation tasks, where we would like voxel-perfect results. The U-Net architecture 21 combines a standard CNN (the "downsampling path") with a symmetric "upsampling path" to produce a full resolution output. Figure 1 shows a diagram of the architecture we used, and Figure 2 illustrates the output of each layer for the trained CNN. Each upsampling layer takes as input low resolution data from the previous layer and higher resolution data from the corresponding layer in the downsampling path. The layer's convolutional kernels learn to combine these two sources of information to produce an optimized output at higher resolution than the input. In the upsampling path, each layer restores the resolution lost by its counterpart in the downsampling path. Thus, the output of a U-Net has the same resolution as the input and can depend on both the fine spatial information in the original image and large field of view contextual information gathered by the deeper layers of the downsampling path.
For the downsampling path we used four layers of 3D 2 × 2 × 2 strided convolutional filters with 5 × 5 × 5 kernels; these consisted of 15, 30, 60 and 120 filters, respectively. The upsampling path was symmetric, using layers of 120, 60, 30, and 15 filters, with 2 × 2 × 2 upsampling and linear interpolation of each layer's input. Standard rectified linear unit (ReLU) activation functions were used throughout; the ReLU is equal to the input value if the input is ≥ 0, or zero otherwise.
Finally, the output of the U-Net passed through two 15-filter convolutional layers with 5 × 5 × 5 kernels, no up-or down-sampling, and ReLU activation functions; and a final layer with two 1 × 1 × 1 kernels and softmax activation function. Softmax is equivalent to logistic regression, and so this final layer produced a two-class (background/orbital fat) probabilistic output.
The four factor-of-two downsampling layers, combined with 5 × 5 × 5 kernels, produced a maximum receptive field of 80 × 80 × 80, encompassing most of the input image, and allowing recognition of large features on the scale of the entire eye.
Training
The network was trained on the training set data for 100 hours using an Nvidia GeForce 970 GPU with 4 GB of RAM; early stopping was not used. Minibatch gradient descent was used with one MR volume per minibatch, using the Adam algorithm. 33 The cost function was categorical cross-entropy, with a spatial weighting function to emphasize the importance of region boundaries. This was of the form:
where D is the distance from the margin as computed by a chamfer distance transform using the Chebyshev (chessboard) distance metric, f is a parameter modifying the falloff around the margin, set to 10.0 in our experiment, and b is a background weight, set to 0.01. This results in a weighting function that decays exponentially with distance from the orbital fat margin, but has a positive nonzero value everywhere.
Evaluation
The trained network was used to produce orbital fat probability maps for each image in the test set, and these were thresholded at a value of 0.5 to produce binary segmentations. These, along with the segmentations from the three trained human readers, were compared to segmentations made by the adjudicating expert using the Jaccard index (J): 34
where A was the adjudicating expert's segmentation and B was a candidate segmentation. This metric is bounded between 0.0 (no overlap) and 1.0 (perfect agreement) and good algorithms often approach the upper bound; the distribution of such values is expected to be strongly non-Gaussian so we used beta regression 35 with models for the mean (6) and precision ( ):
Where > and ? are vectors of parameters to be estimated and < = is a column vector of covariates with < @ = 1, giving an intercept, and the rest of the vector corresponding to indicator variables appropriate to encode the groups to be compared; models were fit comparing (1) each rater individually to DL, (2) all raters pooled to DL, and (3) the pooled raters versus DL, broken down by field strength.
We prefer the Jaccard metric as it is more simply interpreted, is a true distance measure, and is more conservative, thus providing more discrimination between high performance methods. The Sørenson-Dice index (S) 36 is also widely used, and these values can be obtained from those we report using the formula:
The trained network was used to produce orbital fat segmentations for each image in the validation data set. These masks were transferred to unnormalized images, and the median intensity within each mask was computed; this was the calibration factor, " , for that image; each voxel intensity in the image was divided by " to produce calibrated (cT 1w ) images.
WhiteStripe (R library version 2.3.1) normalization was also performed on all scans, producing normalized (nT 1w ) images. WhiteStripe was provided with brain masks, as an initial assessment without them showed considerable non-brain contamination in the "NAWM" mask generated by the algorithm.
NAGM and NAWM probability maps produced by a Bayesian classifier were available as part of the standard processing for the CPDDS study. 37 These were thresholded at a value of 0.8 to produce high confidence GM (HCGM) and WM (HCWM) masks indicating areas of pure tissue, free of partial volume effect. The mean intensity of T 1w , nT 1w , cT 1w and MTR images were computed within each of these masks, for each image. Note that WhiteStripe identifies "NAWM" based solely on histogram information while the HCWM mask is based spatial image segmentation so these masks are quite different, and the mean nT 1w in HCWM is not necessarily zero.
Since these techniques produce very different intensity scales, all intensity values were standardized by subtracting the mean of HCWM across all scans, then dividing by the difference between the HCWM and HCGM means. The resulting scale has WM with a value around 0.0 and GM around -1.0.
The effects of normalization and calibration were assessed through comparison to MTR. We used linear mixed effects models to compute correlations of T 1w , nT 1w 
Results
Orbital Fat Segmentation
The DL system was successfully trained and produced segmentations that were visually similar to those of the adjudicating expert rater (Figure 3 ). Segmentation and calibration took 0.46 ± 0.011 s per scan (mean ± standard deviation while WhiteStripe normalization took 6.5 ± 2.4 s / scan. Figure 2 shows filter responses at each layer for an example input image. Typically for CNNs, kernels in the first layer generally learned to identify edges and areas of high or low intensity; subsequent layers were able to compose these simple features, providing sensitivity to more complex shapes and larger features, but at lower resolution, with the representation at the lowest resolution layers being quite abstract. The upsampling path (Figure 2 second row) subsequently restored spatial resolution, producing filters with clear sensitivity to orbital fat.
Finally (Figure 2 last row), two convolutional layers refined the features and the softmax layer produced the final two-class probabilistic segmentation.
Segmentations of the test examples produced by the DL system matched those of the adjudicating expert at least as well as did those of the trained raters, exceeding them in some cases (Table 1; Figure 4 ). On average, the DL system achieved better agreement with the adjudicating expert than did any of the trained raters ( Figure 5 , Table 1 ; mean J = 0.74 versus 0.56-0.57, p ≤ 0.0011). Both the human raters and DL tended to perform better on scans acquired at 3 T (DL J = 0.79 versus 0.71; human 0.60 versus 0.55) but neither of these differences reached significance (DL p = 0.25; human p = 0.10).
Intensity Calibration
WhiteStripe and orbital fat segmentation were successfully competed in all the scans. Values that differed from the mean by more than two standard deviations were identified and reviewed manually. Of 98 scans flagged, 42 were excluded for general image quality issues. These included severe motion (13) , mispositioned field of view (2) excess noise or other artifacts (3) and braces or other dental hardware (24) . Conventional braces cause a susceptibility artifact that causes severe distortion, signal drop and signal pile-up, usually affecting the brain. In general, orbital fat segmentation was more sensitive to artifacts from braces, while the heuristic WhiteStripe segmentation failed in the presence of motion. A further 39 scans were excluded because WhiteStripe appeared to identify GM, or tissue on the gray-white interface, instead of NAWM. These errors may be associated with disease state: no controls exhibited the issue, and failed scans were more likely to be from patients with longer disease duration (p = 0.052, Mann- Histograms were generated from the raw T 1w images for each of NAWM, NAGM and orbital fat.
These were aligned on their median values, and combined to produce global histograms ( Figure   6 ). On individual scans the orbital fat histograms were clearly noisier, due to the much smaller tissue volume compared to NAWM and NAGM, but had Gaussian-shaped unimodal distributions both at the individual scan and global levels. NAGM and NAWM showed narrower distributions overall, and generally on individual scans.
Large scan-to-scan shifts in T 1w intensity were visible in both HCWM and HCGM ( Figure 7A) , likely due to different amplifier gain settings, which are routinely chosen automatically by the scanner before each scan; these resulted in bimodal tissue intensity distributions ( Figure 7B ).
Both normalization and calibration successfully removed these artifacts (Figure 7 Figure 8D . A simple MTR versus nT 1w plot ( Figure 8C) shows that WhiteStripe successfully removed most variation from the HCWM, inducing disagreement with MTR, which does reflect biological variation. This disagreement was also induced in the NAGM through normalization. Calibrated scans showed little proportional bias overall ( Figure 8F ; R 2 = 0.00063) or in individual tissues (HCWM: R 2 = 0.036; HCGM: R 2 = -0.011), demonstrating much better disagreement with MTR than did either T 1w or nT 1w scans. Interestingly, the sign of the relationship is opposite in each tissue, and stronger in HCWM than HCGM; this remaining subtle disagreement may reflect real mechanistic differences between T 1w and MTR contrasts, specifically the greater sensitivity of MTR to myelin, 18 which is present at higher concentration in WM, and changes during healthy development and pathologically in monoADS and MS. 9, 24 Raw T 1w , MTR, cT 1w and nT 1w NAWM and NAGM intensity were modelled. Raw T 1w scans exhibiting obvious deviations from participants' other scans were removed from this analysis.
Results from the models are provided in Table 2 for NAWM and Table 3 for NAGM. Intensity was also plotted by age in Figure 9 (NAWM) and Figure 10 (NAGM). NAWM intensity showed consistent trajectories on MTR and cT 1w (Figure 9 A,C). In monoADS participants significant or nearly significant decreases in intensity were associated with both age at onset (MTR: -0.023 / year, p = 0.052; cT 1w : -0.0058 / year, p = 0.061) and disease duration (MTR: -0.057 / year, p < 10 -6 ; cT 1w : -0.0031 / year, p = 0.019). The MS group did not show significantly different trajectories to those of monoADS on either scan type. Raw T 1w also showed significant decreases in the monoADS group (age at onset: -2.2 / year, p < 10 -6 ; disease duration: -2.3 / year, p < 10 -6 ).
Unlike the other two contrasts, raw T 1w scans showed milder decreases in the MS group (age at onset: 1.7 / year, p = 0.016; disease duration: 1.1 / year, p = 0.011). WhiteStripe normalized scans generally showed opposing patterns, with significantly increasing intensity in monoADS (age at onset: 0.20 / year, p = 0.00012; disease duration: 0.25 / year, p < 10 -6 ). MS participants had decreased slopes (age at onset: -0.16 / year, p = 0.092; disease duration: -0.18 / year, p = 0.00030) but greater initial intensity (0.63, p = 0.043).
In NAGM, MTR intensity decreased with disease duration in monoADS (-0.045 / year, p < 10 -6 ) and in MS (-0.046 / year, p = 0.00081). Raw T 1w scans showed decreases in monoADS associated with both age at onset (-0.51 / year, p = 0.037) and disease duration (-0.54 /year, p = 0.008); the relationship with disease duration was also significant in MS (-0.52 / year, p = 0.036).
Orbital fat calibrated scans did not show significant relationships, but the direction of effects was consistent with MTR and raw T 1w . WhiteStripe calibrated scans showed non-significant increases in monoADS, and non-significant decreases in MS.
Figure 3: Three-axis views of orbital fat segmentations of a FLASH image at 1.5 T (left) and an MPRAGE at 3 T (right). The manual segmentation protocol was designed to conservatively identify high confidence orbital fat, suitable for use as a reference tissue. The deep learning segmentation (blue) agrees well with the adjudicating expert segmentenation, plotted on top (orange), even on the lower-quality 1.5 T scan.
Figure 4: Plot showing agreement between the expert rater and each of the deep learning system (DL) and each human rater on the test set. The
Jaccard index measures overlap, with 1.0 being perfect agreement. Filled circles are 1.5 T scans while empty ones are 3 T. Light gray lines join segmentations made on the same scan by each method. The human raters showed very similar performance. The DL system exhibited performance on par with the human raters, achieving better performance on some scans, including both scans that were scored consistently well and consistently poorly by human raters.
Figure 5:Fitted density estimates from beta regression for the Jaccard indices of the deep learning model and each rater (A), deep learning versus pooled human raters (B) and 1.5 T versus 3 T (C). The expert rater is the reference standard. The DL system exhibited better average agreement with the expert than any individual rater, or the pooled average of all raters.
Both human raters and DL showed better performance on 3 T scans, but these differences did not reach significance. 
Figure 7: Mean standardized intensity by age (left column) and corresponding histograms (right column) for T 1w images (A, B), these images normalized with WhiteStripe (C, D), calibrated using orbital fat (E,F), and MTR scans (G,H). In the raw T 1w scans artifactual variations in intensity from scan-to-scan obscure even the difference between WM and GM. Both WhiteStripe and orbital fat calibration produced clear separation between tissue types, with
WhiteStripe achieving tighter intensity distributions. However, the distribution of intensities in the calibrated scans appears more similar to that of MTR; normalization may be removing real biological differences as well as artifactual variation. 1.1 (p = 0.011) 0.00073 (p = 0.73) -0.18 (p = 0.00030) age at onset : disease duration -0.00077 (p = 0.76) 0.16 (p = 0.045) -0.00025 (p = 0.62) -0.0027 (p = 0.78) diagnosis (MS) : age at onset : disease duration 0.0022 (p = 0.66) -0.23 (p = 0.17) 0.00091 (p = 0.31) 0.016 (p = 0.40) age at onset + diagnosis (MS) : age at onset -0.048 (p = 0.0096) -0.46 (p = 0.44) -0.0089 (p = 0.068) 0.047 (p = 0.54) disease duration + diagnosis (MS) : disease duration -0.043 (p = 0.0015) -1.2 (p = 0.36) -0.0023 (p = 0.17) 0.075 (p = 0.054) Table 3 : Parameter estimates for the mixed models illustrated in Figure 10 , describing the mean intensity of NAGM on each of MTR, Raw T 1w , orbital fat calibrated T 1w , and WhiteStripe normalized T 1w imaging. Parameters with p < 0.05 are in bold, negative estimates are coloured red. Rows in the table correspond to terms in the model, with a colon indicating an interaction between two or more terms. Each column describes a mixed model fit to data from the indicated image type. MTR and raw T 1w data showed significant intensity decreases with disease duration, and raw T 1w intensity decreased with age at onset. Calibrated images did not detect significant changes. Normalized images showed a significant increase with disease duration and nearly significant increase with age at onset, again contradicting the MTR and raw T 1w imaging. 
Figure 8: Correlation (left column) and Bland-Altman (right column) plots showing the relationship between MTR and each of T 1w (A, B) WhiteStripe normalized nT 1w (C, D) and orbital fat calibrated cT 1w intensity. Bland-Altman plots assess agreement between two measures; scales with no proportional bias should show no correlation between the mean intensity and the mean difference between measures. Both normalization and calibration improve the relationship to MTR, eliminating the bimodal pattern demonstrated by the raw values. However, WhiteStripe values show considerable bias, particularly in the WM (D), as a result of using this tissue as a reference. Calibration reduces proportional bias to very low levels, which may reflect real differences in tissue sensitivity between T 1w and MTR acquisitions.
diagnosisMS
-0.11 (p = 0.21) -1.3 (p = 0.37) 0.0024 (p = 0.87) 0.87 (p = 0.17) age at onset -0.16 (p = 0.25) -0.51 (p = 0.037) -0.0013 (p = 0.58) 0.19 (p = 0.074) disease duration -0.045 (p < 10 -6 ) -0.54 (p =0.008) 0.000091 (p = 0.93)
(p < 10 -6 )
diagnosisMS : age at onset 0.0078 (p = 0.75) 0.013 (p = 0.98) -0.0035 (p = 0.44) -0.39 (p = 0.041) diagnosisMS : disease duration -0.0016 (p = 0.92) 0.022 (p = 0.94) -0.00085 (p = 0.62) -0.31 (p = 0.00065) age at onset : disease duration -0.0018 (p = 0.52) 0.068 (p = 0.19) -0.00044 (p = 0.27) -0.030 (p = 0.15) diagnosisMS : age at onset : disease duration -0.00013 (p = 0.98) -0.11 (p = 0.92) 0.00094 (p = 0.19) 0.089 (p = 0.015) age at onset + diagnosisMS : age at onset -0.0076 (p = 0.71) -0.50 (p = 0.16) -0.0048 (p = 0.21) -0.20 (p = 0.20) disease duration + diagnosisMS : disease duration -0.046 (p = 0.00081) -0.52 (p = 0.036) -0.00076 (p = 0.58) -0.036 (p = 0.62)
Discussion
Orbital Fat Segmentation with Deep Learning
We successfully trained a DL system to segment orbital fat from T 1w MRI, and used this as a reference tissue to perform calibration on serially acquired scans. While training a deep learning system for image segmentation has become commonplace, our experiment has important unique features. The orbital fat is a challenging segmentation target, as evidenced by the moderate agreement between the human raters (Table 1; Figure 4) ; the structure is small, anatomically variable, convoluted, has a high surface area to volume ratio, and is similar in intensity to nearby tissue, including subcutaneous fat ( Figure 3 ). As we wished to construct a generalizable system that could perform well on new data with minimal retraining, we used both T 1w FLASH scans acquired at 1.5 T and MPRAGE acquired at 3 T. Although these are both T 1w images, the acquisition method, underlying contrast mechanism, and resulting contrast differs substantially, and the noise characteristics are quite different at the different field strengths (Figure 3 ). Finally, we used a fully convolutional network, meaning that the trained model will work on input scans of any size. Although we performed rough rigid registration of input images to a standard space, the network is translationally invariant; it does not have access to absolute coordinates.
Combined with a difficult segmentation problem that cannot be solved using individual pixel intensity, this forced the network to learn the relative location of features and the anatomy, using the large field-of-view contextual information provided by the U net architecture.
It is common practice to use a manual segmentation as the gold standard to which algorithms are compared, however, it is likely that even manual segmentation is imperfect. To provide evidence that the algorithm performed similarly to a human rater, we had each rater manually segment the same cases in the test set. This allowed us to demonstrate that the DL segmentations were closer to those of the adjudicating expert than were those of the other human raters, and that, despite the difficulty of the task and our demands for robust and generalizable models, the algorithm performed at or above the level of a trained human.
Image Normalization and Calibration
Since conventional MR images lack an absolute scale, preprocessing often includes the application of an intensity normalization technique. Shinohara et al. 1 Our dataset had two sources of such changes: (1) healthy brain development in children involves global changes in the both WM and GM, and (2) MS is known to cause both local and diffuse changes in both WM and GM. In these circumstances, as a complement to normalization, we propose image calibration. While normalization is motivated by statistical concerns, in the Introduction we reviewed a basis for calibration rooted in the underlying physics. Additionally, to avoid introducing bias, we required a stable reference tissue. Given the challenges of studying developing brains, and the global nature of MS pathology, we used our orbital fat segmentation algorithm to segment a moderately large validation dataset, and create calibrated cT 1w images.
The characteristics of both normalized and calibrated images were compared to the raw T 1w scans, and also to MTR, which is semi-quantitative and consistent over time on the same hardware.
The raw T 1w scans exhibited artefactual shifts in image intensity from scan to scan that made them unsuitable for quantitative longitudinal analysis. Not only do the raw measurements have high variance, on most scanners the amplifier gain is set based on a prescan acquisition, which can be affected by the size and composition of the participant's head and body. Therefore, resulting intensity artifacts could be biased by disease state. Normalization and calibration both reduced or eliminated these obvious artifacts, with normalization producing visibly tighter tissue distributions, in WM and, somewhat less so, in GM.
Calibration produced good agreement with MTR, assessed using Bland-Altman plots. cT 1w intensities in GM and WM showed much reduced proportional bias relative to MTR, and what remained might reflect real differences in tissue sensitivity between the two image contrasts.
WhiteStripe succeeded in removing most of the scan-to-scan variation in image intensity.
However, as participants in our study experience real biological changes in their brain tissues, this caused disagreement with MTR.
MTR, raw T 1w and orbital fat calibrated T 1w intensity showed generally consistent changes with age, in both NAWM and NAGM (Figure 9, Figure 10) : a decrease over time, especially in NAWM, which was more severe in MS. This observation is consistent with expectations. As discussed in the Introduction, MS produces ongoing diffuse pathological changes in both the WM and GM, but even the single insult experienced in monoADS can have ongoing consequences for normal development. 11 Furthermore, as part of healthy brain development, adolescents can exhibit decreases in MTR due to differential growth of different components of the brain, such as axons and myelin. 40 In contrast, WhiteStripe normalized scans showed increasing intensity in the NAWM of and NAGM of monoADS participants, and NAWM in MS.
These changes were in conflict with those seen in MTR, raw T 1w and calibrated scans, and carried considerable statistical significance ( Table 2 ). While effect significance was reduced in calibrated scans relative to MTR, likely due to the noisiness of the orbital fat reference intensities, significance was quite high in normalized scans, albeit with the effect in the wrong direction.
We purposely chose a challenging dataset, capturing global tissue changes due to both normal brain development and pathology. In these circumstances, WhiteStripe normalization, which depends on identifying "normal" voxels within white matter, and uses an affine correction model, introduced bias. Our calibration technique, using a non-brain reference tissue and a physically motivated multiplicative calibration factor, produced values that were more consistent with both MTR and quality controlled raw T 1w images. However, WhiteStripe decreased variance more than did orbital fat-based calibration.
WhiteStripe and other normalization techniques have proven valuable in localizing subtle focal changes, work well in studies where the reference tissue(s) intensity can be assumed to be stationary, and can harmonize data acquired with different protocols on different scanners.
Calibration is more limited in scope, but, with an appropriate choice of reference tissue, allows more direct quantitative interpretation of tissue intensity. The choice between calibration or normalization, and of reference tissue, should be made with knowledge of the study population, questions being investigated, and the robustness of subsequent processing and analysis to bias.
Relation to Other Techniques
"Synthetic MRI" involves acquiring quantitative MR data that forms a reasonably complete measurement of the tissue's MR properties, from which any desired conventional contrast can be synthesized. 41 This process is beginning to become more common in clinical imaging, and provides both quantitative data and conventionally interpretable images. More recently, "image synthesis" techniques have been proposed to combine non-quantitative scans to produce either non-quantitative scans with different contrast, 42 or to approximate quantitative maps. [43] [44] [45] The latter could be considered a more ambitious form of image calibration: recovering intensity values that are equal to, not just proportional to, the underlying quantitative MR properties.
However, non-quantitative imaging provides an incomplete basis for measuring MR properties, and so image synthesis is generally an underdetermined problem. To compensate, synthesis techniques must make up for missing data with reasonable assumptions. The most common are anatomical: either using tissue segmentations and tissue-specific intensity transfer functions [43] [44] [45] or including a full multi-contrast template in the model 42 
4.4
Limitations and Future Work
Ideally, calibration would be performed using an external reference, such as fiducial markers with known MR properties. As these were not available, we chose to use a non-brain tissue:
orbital fat. This tissue is difficult to segment and consists of relatively few voxels, which contributes to relatively high variance in the calibrated values. We have assumed that the orbital fat experiences little pathological involvement, at least compared to the NAWM. Although our results support this assumption, longitudinal changes in orbital fat could be quantified using quantitative MR. In applications where the WM or GM are not affected by development or pathology, it may be preferable to use one of these tissues as a reference. WM and GM have much greater volume than orbital fat, providing more voxels to average. The intensity distributions of these tissues may also be narrower ( Figure 6 ).
We used MTR as our gold standard. Although MTR and T 1 are well correlated, and their evolution in MS is also correlated, they do not agree perfectly. An ideal gold standard for comparing normalization and calibration methods would be a complete quantitative MR study, from which images with the specific mixture of T 1 , T 2 and proton density expected in the T 1w images could be synthesized.
In our study we have chosen the most rigorous scenario for calibration, that of a single-scanner, single-protocol dataset. One of the more common applications for normalization algorithms is harmonizing multi-site or multi-protocol data. Scan calibration in these scenarios is necessarily approximate, since insufficient information is captured to fully characterize nonlinear effects caused by differences in protocol and scanner. Future work should include quantifying the tolerance of linear calibration to mildly differing scan parameters.
Conclusion
The goal of our work was to develop a scan calibration technique that yields serial images with semi-quantitative intensity values that can be reliably compared over time. We trained and characterized a deep learning-based system to quickly and robustly segment orbital fat with human-comparable performance, providing a reference tissue that is potentially less affected by MS pathology. In a challenging population we have illustrated the differences between scan calibration and a commonly used normalization technique. The orbital fat calibrated images correlated with a known semi-quantitative technique (MTR), 12 and exhibited less bias than did conventionally normalized scans. This was reflected in our longitudinal analysis, in which calibrated scans exhibited changes in tissue intensity consistent with MTR and raw scans, and with clinical expectations; normalized images showed intensity changes in the opposite direction.
Direct comparison to histopathological data was not feasible due to the lack of pathological samples from pediatric patients and the impossibility of performing serial pathological measurements in the same patient.
As T 1w scans are nearly ubiquitous, including in routine clinical protocols, calibration of this data may allow high quality semi-quantitative longitudinal studies of large-scale datasets that are not otherwise possible. Our DL algorithm was both fast and robust enough to be used conveniently on large datasets, and orbital fat provides an option for serial calibration of conventional scans.
Scan calibration is a complementary paradigm to normalization, and may be more appropriate where diffuse tissue changes are of interest.
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For most purposes, spins can be visualized as tiny magnetic moments that prefer to point in the direction of 2 @ , but can be tipped away from their equilibrium state using a 2 signal. The spins can thus be described as vectors composed of two components: (1) the magnetization parallel to 2 @ (longitudinal magnetization) and (2) perpendicular to 2 @ (transverse magnetization). In an MR experiment, the net transverse magnetization is measured, and this depends on (1) local tissue properties ( ) such as the spin density and T 1 and T 2 relaxation times; and (2) the sequence of 2 and gradient signals used in the imaging sequence ( ), such as repetition time and echo time.
For simplicity, we can group these factors into a single term, , , ; ϕ, , describing the spatial distribution of the net transverse magnetization given tissue-and sequence-specific parameters.
The measured signal in an idealized MR imaging experiment is given by: In practice, the measurement of ! * may be altered by a variety of technical factors. We can group these into effects varying spatially, , , and those that do not, . Our recovered image is then:
, , = ⋅ , , ⋅ , , ; , ϕ
Manual Segmentation of Orbital Fat
Orbital fat is divided into two compartments, (1) intraconal, which is located within the musculofascial cone and contains the intraconal fat, the optic nerve, vessels and cranial nerves and (2) extraconal, which is in the space within the orbit outside the musculofascial cone and contains extraconal fat as well as the lacrimal gland, vessels and nerves. The goal of the segmentation was to select fat in both compartments while excluding other structures: the ocular globe and lens, extraocular muscles, superior opthalmic vein, lacrimal glands and the ethmoid, sphenoid and cavernous sinuses. Readers were cautioned that tilting of the head during positioning for MRI may cause an asymmetric appearance of the two orbits and other anatomical structures, and this has to be kept in mind during segmentation.
Segmentation was performed using Display (MINC toolkit, Montreal, Canada) which provided a three-orientation display of the T 1w volume. Readers performed binary segmentation of the ocular fat making use of all three planes.
