In this paper, the following nonlinear Sturm-Liouville problem
Introduction and preliminaries
In this paper, we consider the nonlinear Sturm-Liouville boundary value problem −(p(x)u (x)) + q(x)u(x) = λf (x, u(x)), 0 ≤ x ≤ 1, α 0 u(0) + β 0 u (0) = 0, α 1 u(1) + β 1 u (1) = 0.
(1.1)
Many authors have studied the existence of positive solutions for the nonlinear boundary value problem (see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] and the references therein) in the case that the nonlinear term f (x, u) satisfies f (x, u) ≥ 0, ∀0 ≤ x ≤ 1, u ≥ 0.
(1.2)
However, few authors have considered the existence of positive solutions for nonlinear boundary value problem (1.1) in the case that the nonlinear term f does not satisfy (1.2) (see [2, 3] ).
In this paper, we discuss nonlinear Sturm-Liouville problem (1.1) by using topological methods. In the case that the nonlinear term is non-singular or singular, the global structure of the positive solution set of (1.1) is studied, and the existence of positive solutions is proved under the condition that (1.2) is not satisfied. The methods and results in this paper are different from those of [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] .
In this paper, we suppose that has only the trivial solution.
Let k(x, y) be the Green's function with respect to (1.3), i.e. (i) k(x, y) is continuous and symmetrical over [0, 1] 
For further discussion, we need some lemmas. First we give some lemmas of point set topology. [14] 
Lemma 1.2 (See
Let X be a Banach space and {C n | n = 1, 2, . . .} be a family of connected subsets of X , we define (see [15] )
Lemma 1.4. Suppose that the following conditions are satisfied:
(1) there exist z n ∈ C n (n = 1, 2, . . .) and z * ∈ X , such that z n → z * ;
Then there must exist an unbounded connected component C in D and z * ∈ C .
Proof. By the definition of D, we know that z * ∈ D. If otherwise, we assume that the connected component C in D, which passes z * , is bounded. Note that D is a closed set of X , and C ⊂ D. It follows from Lemma 1.2 that C is a closed subset of D, hence C is also a closed subset of X . It is easy to know that C is a compact set of X by (3). Take δ > 0, let U 1 be δ-neighborhood
We discuss two cases. The first case: ∂U 1 ∩ D = ∅. In this case, we know that D ∩ U 1 is a compact metric space by (3) . It is obvious that C and ∂U 1 ∩ D are non-intersecting closed subsets of X . Because of the maximal connectedness of C , there
(1.5)
The second case: ∂U 1 ∩ D = ∅. In this case, let U = U 1 , it is obvious that (1.5) holds. By z n → z * (n → +∞), without loss of generality, we can assume {z n } ⊂ U. By (2) and the connectedness of C , ∃ n 0 > 0, for any n ≥ n 0 , C n ∩ ∂U = ∅. We choose y n ∈ C n ∩ ∂U, then {y n | n ≥ n 0 } is a relative compact set of X, so there must exist y * ∈ ∂U and a subsequence {y n k } of {y n | n ≥ n 0 } such that y n k → y * . Obviously y * ∈ D. Therefore y * ∈ ∂U ∩ D, which yields a contradiction with (1.5). The proof is completed.
In the following we give the definition and property of the u 0 -bounded operator. Let E be a Banach space, P be a cone of E. Definition 1.1 (See [16] ). Let K : E → E be a linear operator, and K maps P into P. If there exists u 0 ∈ P \ {θ } such that for any ϕ ∈ P \ {θ }, there exist a natural number n and real numbers α 0 > 0,
Lemma 1.5 (see [16] Proof. It is easy to see that the Lemma 1.6 holds by the proof of Lemma 3.4 of the fourth chapter in [16] .
Global structure of positive solutions: In the case that f is not singular
In this section we consider the boundary value problem (1.1) in the case that f is not singular. We assume that
1 is continuous, and
where
It is obvious that the solution of the boundary value problem (1.1) is equivalent to the solution of the following integral equation
where k(x, y) is defined by (1.4). It is easy to know that A :
is a completely continuous operator. Evidently, the fixed point of λA is the solution of the boundary value problem (1.1).
By (H 1 ), the linearization of the boundary value problem (1.1) is
It follows from (H 0 ) (H 1 ) that λ 1 > 0, where λ 1 is the first eigenvalue of the boundary value problem (2.1) (see [4] ).
By [6] and [17] , let
By Lemma 2 of Sun [6] and [17] , we know that 
, we know that there exist d > 0 and 0 < σ < δ 1 , such that
By (2.2) and (2.3), we have Proof. For any λ > λ 1 , by virtue of (H 2 ), there exists β > 0 such that Remark 2.1. We do not assume that f (x, u) ≥ 0 when u ≥ 0 in the above two theorems (and we also do not that assume that f (x, u) is bounded from below when u ≥ 0). However, we still obtain the existence of positive solutions.
Remark 2.2.
The methods and the conditions are different from those of [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . In [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] , the authors used the cone theory. we use the methods of global structure of solutions to obtain the existence of positive solutions.
Global structure of positive solutions: In the case that f is singular
In this section we consider the boundary value problem (1.1) in the case that f (x, u) = h(x)g(u) and h is allowed to be singular at x = 0 or x = 1. i.e. h(x)dx < +∞.
It is well known that the boundary value problem (3.1) (3.2) can be converted into the following nonlinear integral equation
where k(x, y) is defined by (1.4) .
From (H 1 ) we know that the linearlization of the Eq. (3.1) is
It is obvious that the boundary value problem (3.3) (3.2) can be converted into the equivalent nonlinear integral equation
ak(x, y)h(y)u(y)dy λBu(x).
For any natural number n (n ≥ 2), we set Similarly, we know that B :
where h n (x) (n = 2, 3, . . .) is defined by (3.4) . The boundary value problem (3.5) (3.2) can be converted into the following linear integral equation
the boundary value problem (3.6) (3.2) can be converted into the following nonlinear integral equation
Let λ 1 and λ 1n (n = 2, 3, . . .) denote the first eigenvalue of the linear operator B and B n respectively, then λ 1 > 0, λ 1n > 0, and λ 1 = (r(B))
, where r(B), r(B n ) denote the spectral radius of the linear operator B and B n respectively. 
Obviously, by (H 3 ) and (3.4), it is easy to prove that the linear operator B and B n are u 0 -bounded operators.
Lemma 3.3. Suppose that (H 0 ) (H 3 )
are satisfied, then λ 1n → λ 1 (n → ∞).
Proof. By the definition of
It follows from Theorem 19.
Let λ 1n → λ 1 (n → ∞). In the following we prove λ 1 is the positive eigenvalue of B corresponding to a positive eigenfunction.
Let u λ 1n (x) be a positive eigenfunction of B n corresponding to λ 1n , i.e.
i.e. {B n u λ 1n } is bounded. For any n and Suppose that (H 0 ) (H 1 ) (H 2 ) (H 3 ) are satisfied, and 0 < m < a in (H 1 ) (H 2 ) . Then there exists an unbounded connected component C in L + which passes (λ 1 , θ), and
, the boundary value problem (3.1) (3.2) has at least a positive solution.
Proof. For any n ≥ 2, it is easy to know that the boundary value problem (3.6) (3.2) satisfies the conditions of Theorem 2.1.
Thus it follows from Theorem 2.1 that the boundary value problem (3.6) (3.2) has an unbounded connected component C 
Obviously, {λ n i } and {u n i } are bounded. It follows from the proof of Lemma 3.1 that A n uniformly converges to A on a bounded set, so
i.e. u = λAu, so D is a subset of the solution set of the boundary value problem (3.1) (3.2). It is easy to know that D ⊂ ((0, +∞) × P).
We know that (λ 1n , θ ) → (λ 1 , θ ) ∈ D by Lemma 3.3. Note that for any n ≥ 2, C 
In the following we prove that there exists ε > 0 such that u > ε, ∀ u ∈ G.
By virtue of (H 1 ), there exists δ > 0 and If (3.11) does not hold, then for any sufficiently small constant 0 < δ 1 < δ, there exist λ ≥ λ 1 + 0 , u ∈ G, n 1 ≥ n 0 , such that u = λA n 1 u, 0 < u ≤ δ 1 . By (3.12), we have (3.14)
From (3.14) and (3.10), we know that Theorem 3.1 holds. The proof is completed. Let f (x, u) = n i=1 a n u n , where a 1 > 0, a n < 0 (n > 1). It follows from Theorem 2.2 that for any λ ∈ π 2 a 1
, +∞ , the boundary value problem (3.15) has at least a positive solution. In this example, f (x, u) does not satisfy f (x, u) ≥ 0 (u ≥ 0) (when u → +∞, f (x, u) → −∞), but we can assert that the boundary value problem (3.15) has a positive solution.
