In even space dimensions, the initial value problems for some high-order focusing semilinear evolution equations with exponential nonlinearities are considered. Using the potential well method, global and nonglobal well-posedness in the energy space are obtained.
Introduction
This paper treats well-posedness of three different evolution equations. First, we consider the initial value problem for the semilinear high-order wave type equation
∂ t u + (−∆)
n u + u − f(u) = , (u, ∂ t u)| t= = (u , u ).
(1.1)
Second, we are interested on the initial value problem for the high-order heat type equation
Finally, we consider the Cauchy problem of the high-order semilinear Schrödinger type equation
Here and hereafter, ∆ n := ∆(∆ n− ) is the n-iterated Laplacian operator and u := u(t, x) is a function of the variable (t, x) ∈ ℝ + × ℝ n , valued in ℝ for the case of (1.1) or (1.2) and in ℂ for the Schrödinger case. The nonlinearity f is a regular real function satisfying the focusing sign xf(x) > for any real number x ̸ = . In the Schrödinger context, (1.3), we assume that f takes the Hamiltonian form f(x) = xg(x ) for some positive real regular function g, and we extend f to ℂ by f(z) := z |z| f(|z|). High-order semilinear and quasilinear diffusion operators occur in applications in thin film theory, nonlinear diffusion and lubrication theory, flame and wave propagation, and phase transition at critical Lifschitz points and bistable systems. See models and references in [30] .
The above evolution problems represent a natural extension of the classical semilinear wave, heat and Schrödinger equations. Naturally, the ideas and techniques which come from the study of classical nonlinear wave, heat and Schrödinger equations shall be applied in order to study high-order nonlinear ones.
In two space dimensions (n = ), every polynomial nonlinearity is subcritical for classical wave, heat and Schrödinger equations. Motivated by this fact and the so-called Moser-Trudinger type inequalities [1, 22, 42] , it was natural to consider nonlinearities with exponential growth.
For the semilinear wave equation with exponential type nonlinearity, global well-posedness in the defocusing case was established by Nakamura and Ozawa [23] for small data, Atallah [3] in the radial case, and then by Ibrahim, Majdoub and Masmoudi [9] and Struwe [40, 41] , see also [20, 21] . Scattering was established in the subcritical and critical cases [10] .
There exist similar results concerning the semilinear Schrödinger equation with exponential type nonlinearity. Global well-posedness in the defocusing case was established by Nakamura and Ozawa [24] for small data, and then by Colliander et al. [5] , see also [33, 34, 36] . Scattering was established in the subcritical case [10] . In the critical case a decay result was proved by the author [35] . Recently, scattering was obtained in the critical case [4] .
In the case of the semilinear heat equation with exponential nonlinearity, global well-posedness in some Orlicz space with small data was proved in [11] . Moreover, global well-posedness in the energy space holds [8] .
There was an increasing activity in recent years on models involving nonlinear fourth-order partial differential equations. The book by Peletier and Troy [30] presents several such models. Fourth-order equations was also subject to an increasing activity in conformal geometry through the analysis of the Paneitz and Branson-Paneitz operators.
The case n = in (1.1) corresponds to the fourth-order wave equation which is a formal extension of the classical Klein-Gordon equation. However, since ∂ t + ∆ = −(i∂ t + ∆)(i∂ t − ∆), it also inherits a Schrödinger structure which turns out to be of help. But it does not satisfy conservation of the mass nor finite speed of propagation. The equation was discussed in Levine [19] . Recent developments in arbitrary dimension were established by Levandosky, Strauss and Pausader [16-18, 27, 28] .
The fourth-order Schrödinger equation corresponds to n = in (1.3). It is a formal extension of the classical Schrödinger equation. It was introduced by Karpman and Shagalov [12, 13] to take into account the role of small high-order dispersion terms in the propagation of intense laser beams in a bulk medium with Kerr nonlinearity. See [38] for an exponential type nonlinearity. Now, for high-order wave, heat and Schrödinger equations, there are few works which give partial results. Indeed, for the Cauchy problem (1.1), there are some results of nonglobal existence of solution under sufficient conditions [7] . For the Cauchy problem (1.3), some works treat well-posedness in Sobolev spaces [6] . Basic tools which are Strichartz estimates were obtained recently [14, 15] .
The goal of this paper is to discuss global and nonglobal well-posedness of the above high-order evolution equations (1.1), (1.2) and (1.3) in the energy space H n (ℝ n ). Our essential motivations are some recent papers treating local well-posedness [37, 39] and the so-called Moser-Trudinger type inequality [32] . It is worth pointing out that the present study uses the potential well method based on the concepts of invariant sets suggested by Payne and Sattinger in [29] .
The rest of the paper is organized as follows. The next section contains the main results and some technical tools needed in the sequel. In the third section we treat the stationary problem by proving the existence of a ground state. The last three sections treat, respectively, the high-order wave, heat and Schrödinger equations by establishing either global or nonglobal existence of solutions.
Finally, we mention that C will denote a constant which may vary from line to line, and if A and B are nonnegative real numbers, A ≲ B means that A ≤ CB. C T (X) stands for C([ , T], X), where X is an abstract space. Moreover, for ≤ r ≤ ∞ and (s, T) ∈ [ , ∞) × ( , ∞), we denote the Lebesgue integral by ∫ ⋅ dx := ∫ ℝ n ⋅ dx, the Lebesgue space by L r := L r (ℝ n ), the Sobolev space by W s,p := W s,p (ℝ n ), and we define the norms
Finally, we define the derivative operator (Df )(x) := xf ὔ (x).
Background and main results
In this section we give the main results and some technical tools needed in the sequel. First, let us fix the set of nonlinearities considered along this paper. (i) Behavior on zero:
(ii) Ground state condition: there exists ε f > such that
(iii) Strong ground state condition: there exists ε f > such that
(iv) Behavior at infinity: for all α > , there exists C α > such that for all x ∈ ℝ,
in the case of (1.1),
in the case of (1.2) or (1.3).
(2.4)
We give an example for n = .
Proposition 2.1. The following function is an explicit example:
Proof. We have
Taking the derivatives of the last function, we obtain
The proof is achieved.
We introduce several notations related to the evolution equations to be considered in this note. Here and hereafter, for α, β ∈ ℝ, v ∈ H n (ℝ n , ℝ) and w ∈ H n (ℝ n , ℂ), we define the action
The following quantity will be called constraint:
The quadratic and nonlinear parts of the constraint are, respectively,
Take the minimizing problem under the constraint
Definition 2.2. We call a ground state any solution to
Finally, we denote some stable sets under the flows of the evolution equations, which will play an essential role in our study. The following sets are adopted to study the wave problem:
The next sets will be considered when treating the heat or Schrödinger problem:
The results that will be proved in this paper are listed in the following subsection.
Main results

Theorem 2.3. Let f satisfy (2.1) and (2.4). Then there exists a ground state solution to (2.5) in the following cases:
Moreover, m := m α,β is nonzero and independent of (α, β). Now, we are concerned with the wave problem (1.1).
Theorem 2.4. Assume that f satisfies
(2.1), (2.3) and (2.4) for some ε f ≥ . Let u ∈ C T * (H n ) ∩ C T * (L ) be the maximal solution to (1.
1). Then the following hold:
The next result treats the heat problem (1.2).
Theorem 2.5. Assume that f satisfies (2.1), (2.2) and (2.4). Let u ∈ C T * (H n ) be a solution to (1.2) . Then the following hold:
The last result is about the maximal solution to the Schrödinger problem (1.3).
Theorem 2.6. Assume that f takes the Hamiltonian form and verifies (2.1), (2.2) and (2.4). Let u
∈ C T * (H n ) be the maximal solution to (1.3). If there exist ( , ) ̸ = (α, β) ∈ ℝ + and t ∈ [ , T * ) such that u(t ) ∈ A + α,β , then u is global.
Tools
In what follows, we collect some estimates needed in the sequel. In order to estimate the nonlinear part of the energy in the space L t (H n x ), we will use the following Moser-Trudinger inequality [1, 22, 25, 26, 31, 42] .
Proposition 2.7. There exist two real numbers C := C n > and β := β n > such that for any u ∈ H n (ℝ n ) satisfying ‖∇ n u‖ L ≤ , we have
We recall some Sobolev injections, see [2] .
Proposition 2.8. The following continuous embeddings hold:
Let us give a classical result about ordinary differential equations.
Proposition 2.9. Let ε > . There does not exists a real function G
Proof. Assume by contradiction, the existence of such a function.
This is a Riccati inequality with blow-up time
. This contradiction achieves the proof. Now, we give some results about the above evolution problems, see [37, 39] . The fact that m α,β is independent of (α, β) implies that some sets are also independent of (α, β).
By the previous result, the union
implies that a neighborhood of zero is in A +δ α,β . Moreover, this rescaling with λ → −∞ gives that A +δ α,β is contracted to zero, and so it is connected. Now, write 
The stationary problem
The goal of this section to prove that the elliptic problem
has a ground state, meaning that it has a nontrivial positive radial solution which minimizes of the action S when K α,β vanishes. We define the quantities
By a direct calculation, we have
ii) The proof of Theorem 2.3 is based on several lemmas. (iii) In this section, for ease of notation, we write
The case (
Proof. Taking into account (2.2), we have
Moreover, by computation, we have
The last inequality is by (2.4). The two first points of the lemma follow. The last point is a consequence of the equality ∂ λ H(ϕ λ ) = LH(ϕ λ ).
The next intermediate result is the following. Proof. We have, for some p > , |rf(r)| + |F(r)| ≲ r p (e r − ). In fact, by the first inequality of (2.4), the ratio tends to zero on infinity and, using (2.1), the ratio is bounded near zero. Thus, for any q ≥ ,
T. Saanouni, High-order semilinear evolution equations Now, if q ὔ ‖ϕ n ‖ H n < β , then, by taking into account the Moser-Trudinger inequality, we have
By the interpolation inequality (see [25] )
The proof is achieved by taking q such that p − q > and using the fact that ‖∇ n ϕ n ‖ L ≲ K Q (ϕ n ).
The last auxiliary result of this section reads as follows.
Proof. Let m denote the right-hand side. Then it is sufficient to prove that m ≤ m . Take ϕ ∈ H n such that K(ϕ) < . Then, by Lemma 3.3 and the fact that lim λ→−∞ K Q (ϕ λ ) = and λ → H(ϕ λ ) is increasing, there exists λ < such that
The proof is completed.
Proof of Theorem 2.3.
The case α ̸ = . Let (ϕ n ) be a minimizing sequence, namely,
Assuming that β ̸ = and letting λ := nβ α yields
are bounded, and thus the sequence
is also bounded. The assumption (2.2) implies that (ϕ n ) is bounded in H n . Assume now that β = . Then
Thus, for any real number a ̸ = ,
Taking a < close to , we conclude that (ϕ n ) is bounded in H n . Taking into account the compact injection of the radial Sobolev space H n rad (ℝ n ) on the Lebesgue space L p (ℝ n ), for any < p < ∞, we obtain
Assume that ϕ = . Then, for some p > and a > small enough, since (ϕ n ) is bounded in H n , using MoserTrudinger inequality, we have max
By Lemma 3.3, K(ϕ n ) > for large n, which is absurd. So ϕ ̸ = . By the lower semicontinuity of the H n norm, we have K(ϕ) ≤ and H(ϕ) ≤ m. Using (3.1), we can assume that K(ϕ) = and S(ϕ) = H(ϕ) ≤ m. Therefore, ϕ is a minimizer satisfying
By a previous computation and taking into account the second equation of (2.4), we have
Thus, η = and S ὔ (ϕ) = . So, ϕ is a ground state and m is independent of α, β.
The case α = . Let (ϕ n ) be a minimizing sequence, namely,
Moreover, since α = ,
Then we may assume that ‖ϕ n ‖ L = , which implies that (ϕ n ) is bounded in H n rd , Let
By the Moser-Trudinger inequality, (2.1) and (2.4), the mean value theorem and the convexity of the exponential, for any ε > ,
and hence ϕ ̸ = . Similarly, we have
So, from the lower semicontinuity of the H norm, we have
Similarly, we have H(ϕ) ≤ m. Using (2.1), for
λ = + , we have |K N (λϕ)| = o(K Q (λϕ)) = λ K Q (ϕ). Thus, K(ϕ) < implies that there exists λ ∈ ( , ) such that K(λϕ) = , H(λϕ) ≤ H(ϕ) = ‖∇ n ϕ‖ L .
So, we may assume that K(ϕ) = and S(ϕ)
= H(ϕ) ≤ m. Thus, m = H(ϕ) = ‖∇ n ϕ‖ L > .
Now, with Lagrange multiplicator η, we have
we have ( nηβ − ) < . Taking a positive real λ yields
Finally, for λ such that e − nβλ ( nηβ − ) = − , we have a ground state, which concludes the proof.
The case (α, β) = ( , − n )
The aim of this section is to prove that (2.5) has a ground state solution in the particular case (α, β) = ( , − n ), meaning that it has a nontrivial positive radial solution which minimizes the action S when K ,− /n vanishes.
Remark 3.5.
We treat the real case; the complex one follows similarly by taking into account the Hamiltonian form of the function f .
In this subsection, for v ∈ H n (ℝ n , ℝ) and α, β ∈ ℝ, the following notation is used:
The proof is based on the following intermediate results.
Lemma 3.6. Let ̸ = ϕ n a bounded sequence of H n such that lim n K Q (ϕ n ) = . Then there exists n ∈ ℕ such that K(ϕ n ) > for all n ≥ n .
Proof. There exists some p > satisfying |rf ὔ (r)| + |f(r)| ≲ r p (e α r − ). In fact, by (2.4), the ratio is bounded at infinity and, using the assumptions on the behavior on zero, the ratio is bounded near zero. Thus, for any q ≥ ,
Moreover, using the interpolation inequality on ℝ n , namely,
Since ‖∇ n ϕ n ‖ L = K Q (ϕ n ) and (ϕ n ) is bounded in H n , taking q such that p − q > , we get for n going to infinity
The proof is achieved. 
The proof is completed by (2.3).
The following result will be useful.
Proof. Let m denote the right-hand side. Then it is sufficient to prove that m ≤ m . Take ϕ ∈ H n rd such that K(ϕ) < . Then, by Lemma 3.6 and the facts that lim λ→ K Q (λϕ) = and that λ → T(λϕ) is increasing, there exists λ ∈ ( , ) such that K(λϕ) = and T(λϕ) ≤ T(ϕ). The proof is completed.
Proof of Theorem 2.3. Let (ϕ n ) a minimizing sequence, namely satisfying (3.2).
So, for any real number a ̸ = ,
Taking ε := ε f > and a := +ε yields
We conclude, from (2.3), that (ϕ n ) is bounded in H n . Taking into account the compact injection of the radial Sobolev space H n rd on the Lebesgue space L p for any < p < ∞, we get
Second step: ϕ ̸ = . Assume, by contradiction, that ϕ = . The conditions (2.1) and (2.4) imply that for some p > and a > small enough, we have
where we used the Moser-Trudinger inequality and the fact that (ϕ n ) is bounded in H n . Thus, by Lemma 3.3, K(ϕ n ) > for large n which contradicts (3.2).
Third step: m > . Thanks to the lower semicontinuity of the H n norm, we have K(ϕ) ≤ and S(ϕ) ≤ m. Since K Q (λϕ) → as λ → , taking into account Lemmas 3.6-3.7, there exists λ ∈ ( , ) such that K(λϕ) = and T(λϕ) ≤ m. So, ϕ is a minimizer satisfying
This implies, by assumption (2.3), that
Last step: ϕ is a solution to (2.5). There exists a Lagrange multiplier η ∈ ℝ such that S ὔ (ϕ) = ηK ὔ (ϕ). Then
Thus, −L S(ϕ) > , and so η = and S ὔ (ϕ) = . Finally, ϕ is a ground state solution to (2.5).
The high-order wave type problem (1.1)
This section is devoted to prove Theorem 2.4 about either global well-posedness or finite time blow-up of the solution to the Klein-Gordon problem (1.1). So, here we assume that (2.1), (2.2) and (2.4) are satisfied. Let us start with an auxiliary result about stable sets under the flow of the wave problem. Proof. Let (u , u ) ∈ I + α,β and let u ∈ C T * (H n ) ∩ C T * (L ) be the maximal solution to (1.1). Assume that there exists a time t ∈ ( , T * ) such that (u(t ), ∂ t u(t )) ∉ I + α,β . Then, by conservation of energy, K α,β (u(t )) < . So, by a continuity argument, there exists a positive time t ∈ ( , t ) such that K α,β (u(t )) = . This contradicts the definition of m. The proof is similar in the case of I − α,β . Now, we prove the main result about the wave problem (1.1).
Proof of Theorem 2.4. (i)
Using a translation argument, we can assume that t = . Thus, S(u ) ≤ E( ) < m and, by Lemma 4.1, u(t) ∈ I − α,β for any t ∈ [ , T * ). Take the real function
From the Cauchy-Schwarz inequality, for any positive real number γ, we have
Letting ε > and γ := + ε, and using (1.1), we compute
Then, for ε > near to zero, we get
Using Lemma 3.4, for any λ > , we have
It follows that
Finally, taking λ > and ε > near to zero such that λ − ε( + λ ) > and taking into account (2.3), from the fact that K ,− /n (u) < and ε f ≥ , we get
Using Proposition 2.9, the proof of part (i) is complete.
(ii) Thanks to Proposition 2.11 and Lemma 4.1, u(t) ∈ I + , /n for any t ∈ [ , T * ). So,
Independently, since K , /n (u) > , the identity
A Gronwall argument gives
The previous inequality implies that the L norm of u does not explode in finite time. So, u is global because it is bounded in H n .
The high-order heat type problem (1.2)
In this section, we prove Theorem 2.5 about global and nonglobal existence of solution to (1.2) in the energy space. Here we suppose that the nonlinearity of the heat problem (1.2) satisfies (2.1), (2.2) and (2.4). Let us recall some quantities that we will need, namely,
First, we give stable sets under the flow of the heat problem. 
We discuss two cases.
First case: S(u ) > . By Proposition 2.11 and Lemmas 5.1 and 3.4, for any λ > , we get
Thus, for any ε > ,
Taking into account the identity
we obtain
Taking λ := aε for some a > and γ := m − S(u ), we get
On the other hand,
Since < γ < m, we choose ε > small enough so that
This choice, by (2.2), implies that the terms I and III are nonnegative. Thus,
Thanks to the Cauchy-Schwarz inequality, it follows that
In fact, if L(t) = for some positive time, we get K , (u(t)) = , which contradicts Lemma 5.1. Thus,
Taking into account Proposition 2.9, for some finite time T > , we have
Thus, T * < ∞ and u is not global. This ends the proof.
Second case: S(u ) ≤ . Using (2.2), we compute
So, thanks to the identity ∂ t S(u) = −‖∂ t u‖ L , we get
Now, the proof goes by contradiction assuming that T * = ∞. Taking into account the focusing sign of the nonlinearity, we get u = , which contradicts the fact that K , (u ) < . Indeed, we have
Claim 1. There exists t > such that
where we used (5.1) in the first estimate, the Cauchy-Schwarz inequality in the second and claim 2 in the last one. Now choosing α such that < ( +ε f )α := + ε, we get
for large time.
Thanks to Proposition 2.9, this ordinary differential inequality blows up in finite time and contradicts our assumption that the solution is global. This completes the proof of part (i).
(ii) By Proposition 2.11 and Lemma 5.1, u(t) ∈ A + , /n for any t ∈ [ , T * ). So, thanks to assumption (2.2), we have m > S(u) ≥ S − K , /n (u) = H , /n (u) = ‖∇ n u‖ L + (D − )F(u) dx .
Thus, u(t) is bounded inḢ n . Precisely,
Moreover, since ∂ t (‖u(t)‖ L ) = −K , (u) < , the L norm of u is decreasing and so ‖u(t)‖ L ≤ ‖u ‖ L . Thus, sup t∈( ,T * ) ‖u(t)‖ H n < ∞.
Then u is global.
The high-order Schrödinger type problem (1.3)
In this section, we prove Theorem 2.6 about global and nonglobal existence of a solution to (1.3). We denote H n := H n (ℝ n , ℂ) and assume throughout that the nonlinearity satisfies the Hamiltonian form, and (2.1), (2.2) and (2.4). We give stable sets under the flow of the Schrödinger problem (1.3). Proof. Let u ∈ A + α,β and let u ∈ C T * (H n ) be the maximal solution to (1.3) . Assume that u(t ) ∉ A + α,β for some time t ∈ ( , T * ). Since the Hamiltonian and the mass are conserved, we get K α,β (u(t )) < . So, by a continuity argument, there exists a positive time t ∈ ( , t ) such that K α,β (u(t )) = . This contradicts the definition of m. The proof is similar in the case of A − α,β . Proof of Theorem 2.6. By Lemmas 2.11 and 6.1, u(t) ∈ A + , /n for any t ∈ [ , T * ). Then, using (2.3), we obtain
Moreover, since the L norm of u is conserved, we have sup t∈( ,T * ) ‖u(t)‖ H n < ∞.
Thus, u is global. This ends the proof.
