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Abstract. Factor analysis (principal components analysis is a factor method) of downsizing the 
complexity of data and fixing the number of principal components to be retained in the final model. In 
this paper we present the usefulness of Principal Components Analysis in the agriculture. 
Data we have used in this paper were taken from a public database, namely the National Institute of 
Statistics of Romania. 
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INTRODUCTION 
 
Principal components analysis is a factor method which was initiated by Pearson in 
1901, and developed by Hotelling in 1933 (El-Bakry and Hazem, 2007). The method consists 
in replacing large datasets by smaller datasets. In a first step one should highlight the 
associations (correlations) between variables and determine the latent (less) variables which 
lay behind the (more) variables measured. These hidden latent variables are called factors or 
components hence the name of factor analysis (Helmy et al., 2009). 
The paper is conceived in such manner to include a theoretical section of the principal 
components analysis method, as well as its application in agriculture (http://www.uga.edu). 
 
MATERIAL AND METHODS 
 
This paper shows the usefulness of the principal components analysis method in 
agricultural, namely one takes into account in our analysis the 8 development regions of 
Romania for which one considered the hectarage of the main crops namely: cereals for grains, 
wheat and rye, barley, two-row barley, maize, potatoes, corn, sugar beet, oil plants, 
sunflowers, vegetables, totaling 9 variables which were denoted by S1, S2, S3, S4, S5, S6, S7, 
S8, S9 (see Table 1 below, http://www.insse.ro). 
One considers the set of variables x1, x2, ..., xn and one seeks to determine a new set of 
variables c1, c2, ..., cm, where ci = wi1x1 + wi2x2+…+winxn, provided m<n. Obviously the 
reversal requirement is necessary, namely being able to find variables x by means of the 
components, i.e. xi = vi1c1+vi2c2+…+vimcm. By downsizing these components one tries to 
decrease the number of variables without losing the original variables variance (Ioniţă et al., 
2010).  
For this one introduces a new variable Z as a linear combination of original variables: 
Z = a1x1 + a2x2 +…+ anxn, where a1,…,an are weights associated with the original variables. 
Previous equation is only apparently similar to the regression equations as values observed for 
the variable Z are unknown, and there is no loose term or errors (rest). 
504
  
Principal components analysis determines those ai weights that maximize the variance 
of variable Z. Since the variance may tend to infinity for values of weights conveniently 
chosen, the method determines only the weights subject to the restriction according to which 
the vector a is normalized, i.e. 


n
1 
2
i 1 a
i
 
Weights a once calculated, the variable Z is called the first principal component. 
Denoting by C the matrix of covariance (correlation) of variables X, in fact by converting the 
analysis data in principal components C = X′X, it results that dispersion of Z is a′Ca (where 
X′ is the matrix transpose of X). One seeks to maximize the variance of Z with the restriction 
a′a = 1. Thus one reaches at the general problem, namely: max a′X′Xa with restriction a′a = 
1. 
By means of the Lagrange multiplier method one will seek for the maximum of 
function F(a) = a′Ca - λ(a′a – 1) hence, in the general method, that a is the eigenvector of 
matrix C corresponding to its eigenvalue λ and a′Ca = λ. Since Var(Z) = a′Ca it results that 
Var (Z) = λ, i.e. a is the eigenvector corresponding to the highest eigenvalue λ. 
The second principal component is defined as a linear combination of variables X 
with the next highest variance: Z2 = a12x1 + a22x2 + … + an2xn. 
Thus one reaches at the second highest eigenvalue, etc. One should note that aij is the weight 
of variable i in the number j principal component (http://www.profs.info.uaic.ro). 
 
RESULTS AND DISCUSSIONS 
 
 In the first stage of the analysis one calculates descriptive statistics (mean, standard 
deviation). If the standard deviation does not show substantial differences, data should not be 
standardized. Further on one analyzes correlation coefficients matrix to see whether the 
indicators calculated are independent or not. To apply factor analysis one requires that 
correlations between variables be large enough in order that downsizing makes sense. At the 
same time the very high correlations (multicolinearity) do not lead to easily interpreted 
results, the extreme case being the singularity, the existence of perfectly correlated variables. 
It is in this sense, to suppress the “bias” one uses principal components analysis technique 
(using SPSS software version 19) in order to identify two synthetic indicators to satisfy the 
user to achieving the desired goal (http://www.spss.com). 
Tab. 1 
Correlation matrix between the nine variables 
 
 S1 S2 S3 S4 S5 S6 S7 S8 S9 
S1 1         
S2 0.953 1        
S3 0.663 0.647 1       
S4 0.870 0.715 0.323 1      
S5 0.117 0.141 -0.295 0.193 1     
S6 -0.028 0.049 -0.293 -0.040 0.938 1    
S7 0.841 0.806 0.773 0.660 -0.396 -0.517 1   
S8 0.808 0.764 0.668 0.671 -0.472 -0.563 0.962 1  
S9 0.917 0.827 0.395 0.939 0.390 0.165 0.632 0.589 1 
 
From the eigenvalues values table, one may read directly from the last column how 
much of the total variance may be explained by the retention of the two components, as 
follows (see Tab. 2): 
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- Accepting only one synthetic indicator (or component) one explains 61.17% of the total data 
variation (column % of variance) 
- Accepting two synthetic indicators one may still recover in addition 28.38% of total 
variance; 
- Therefore a total of 89.55% which is a very good result for this analysis. 
Tab. 2 
 
Number of components as well as eigenvalues  
Total Variance Explained 
Component Initial Eigenvalues Extraction Sums of Squared 
Loadings 
Rotation Sums of Squared 
Loadings 
Total % of 
Variance 
Cumulative 
% 
Total % of 
Variance 
Cumulative 
% 
Total % of 
Variance 
Cumulative 
% 
1 5.506 61.177 61.177 5.506 61.177 61.177 5.310 59.000 59.000 
2 2.554 28.380 89.557 2.554 28.380 89.557 2.750 30.557 89.557 
Extraction Method: Principal Component Analysis. 
 
Due to the features of its components (they are orthogonal), factor loadings are 
interpreted as standardized coefficients from multiple regression; in other words, they indicate 
by how many standard deviations sx one alters X if the later factor is modified by a standard 
deviation sF. Matrix elements, factor loadings loads are the correlations between components 
(columns) and the original variables (lines). 
Tab. 3 
Component Matrix 
 
 
A better view of the data is obtained by “rotating them”. This method used is 
Varimax which minimize the number of variables with high loadings on each factor, and thus 
simplifying the interpretation of factors. Loading matrix was displayed and, after its rotation, 
loading factors differences are better highlighted. Loading factors are the basis of factors’ 
name, which is paramount in factor analysis. A factor such as the latent variable should have a 
name in order to be understood, used, addressed, etc. A factor loading structure can provide 
suggestions in this regard as loads higher than 0.6 are considered important, and those under 
Component Matrixa 
    Component 
1 2 
S1 .969 .240 
S2 .912 .251 
S3 .729 -.254 
S4 .830 .323 
S5 -.122 .986 
S6 -.269 .915 
S7 .945 -.295 
S8 .917 -.345 
S9 .833 .499 
Extraction Method: Principal Component Analysis. 
a. 2 components extracted. 
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0.4 are low. Variables with large loads form the combination of baseline variables 
determining the factor, hence its name which must be meaningful. 
  Tab. 4  
Rotated Component Matrix 
Rotated Component Matrixa 
 Component 
1 2 
S1 .998 -.018 
S2 .946 .008 
S3 .639 -.433 
S4 .885 .099 
S5 .137 .984 
S6 -.024 .953 
S7 .837 -.528 
S8 .797 -.570 
S9 .934 .268 
Extraction Method: Principal Component 
Analysis.  
 Rotation Method: Varimax with Kaiser 
Normalization. 
a. Rotation converged in 3 iterations. 
 
If asked for a rotation factor, SPSS displays the variance explained by each component 
after rotation. Explained variance is the sum of squared loadings, namely Tab. 2 (Rotation 
sums of Squared Loadings). It is called communality the proportion explained by factors from 
within a variable variation. Since loads are correlations between variables and components 
and since components are orthogonal, the communality of a variable is the coefficient of 
determination R2, where the variable is forecasted by components. One may calculate the 
communality of a variable as the sum of squares loadings by factors. Initial communalities are 
1 being calculated before downsizing. 
Tab. 5  
Communality 
Communalities 
 Initial Extraction 
S1 1.000 .997 
S2 1.000 .895 
S3 1.000 .596 
S4 1.000 .793 
S5 1.000 .988 
S6 1.000 .909 
S7 1.000 .980 
S8 1.000 .960 
S9 1.000 .944 
Extraction Method: Principal 
Component Analysis. 
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Tab. 6  
Component Transformation Matrix 
 
Component Transformation 
Matrix 
Component 1 2 
1 .966 -.258 
2 .258 .966 
Extraction Method: Principal 
Component Analysis.   
 Rotation Method: Varimax with 
Kaiser Normalization.  
  
 
Fig. 1. Graphical representation of variables on the two components (cloud points) 
 
From both the Tab. 4 and Fig. 1 one may draw conclusions about the structure of factors 
(components) as follows: 
- Factor 1 correlates well with the variables S1, S2, S3, S4, S7, S8, S9 
- Factor 2 is strongly correlated with variables S5 and S6 
Variables close to an axis correlate with that principal component; one may consider that axis 
is a combination of its neighbouring variables. 
 
CONCLUSIONS 
 
 PCA is a method for multivariate data analysis, firstly appeared in psychological 
surveys which attempted to assess variables such as intelligence, then being used in more and 
more fields to extract relevant information from various data sets. 
In this paper we have attempted to demonstrate the usefulness of this method in 
agriculture by downsizing data, i.e. nine variables were used representing agricultural area 
cultivated with various crops in all development regions of Romania. While using PCA there 
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were retained only two factors, they concentrating over 80% of information derived from the 
9 variables.  
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