This paper investigates multiple imputation methods for regression models with interacting continuous and binary predictors when continuous variable may be missing. Usual implementations for parametric multiple imputation assume a multivariate normal structure for the variables, which is not satisfied for a binary variable nor its interaction with a continuous variable. To accommodate interactions, missing covariates are multiply imputed from conditional distribution in a manner consistent with the joint model. Alternative imputation methods under multivariate normal assumptions are also considered as candidate approximations and evaluated in a simulation study. The results suggest that the joint modeling procedure performs generally well across a wide range of scenarios and so do the approximation methods that incorporate interactions in the model appropriately by stratification. It is critical to include interactions in the imputation model as failure to do so may result in low coverage and bias. We apply the joint modeling approach and approximation methods in the study of childhood trauma with gender Â trauma interaction.
Introduction
Multiple imputation (MI) [1] [2] [3] is one of the most widely used methods for inference in the presence of incomplete data. Availability of MI tools in standard software packages [4] [5] [6] has made it popular for practitioners to fill in missing observations with several plausible values and then analyze the resulting data sets with standard methods for complete data. Theoretical insights underscore the importance of a multivariate perspective on generating MIs. 7 Examples include incorporating the outcome when predicting for a missing covariate, and including auxiliary variables to improve precision of imputations. 8 Similarly, when there are categorical predictors or non-additive relationships, e.g. interactions or transformations in the model, the relationship between the variables would not be strictly multivariate normal as is assumed in most MI implementations under parametric imputation models. This paper aims to develop MI methods that carefully account for such structure, using as an illustration the case when the underlying substantive model involves an interaction between binary and continuous variables.
The importance of using appropriate methods for dealing with missing covariates has long been discussed in the literature. 9 The scenario with continuous predictors was handled in Kim et al., 10 and this paper is specifically concerned with missing covariates for regression models with interacting continuous and binary predictors in the presence of interactions. This setting arises in a number of contexts, and one example where this would be applicable includes a randomized clinical trial (RCT) in which the treatment effect is related to a continuous covariate. In RCTs that compare a treatment and a control group, it is often the case that the treatment assignment is fully observed but other continuous predictors, e.g. potential treatment modifiers, are incomplete, implying that the interaction variable among the two is also missing. With non-additive relationships among variables, obtaining valid inference for the underlying parameters for multivariate distribution of the data poses special challenges.
In this paper, we propose a general method for imputing missing values of the missing covariate and interactions by deriving their conditional distribution under a joint modeling (JM) framework. We also investigate MI strategies that can be implemented with readily available software using a multivariate normal model. Building on a regression setting with two predictors and their interaction, the conditional distribution for the missing covariate is derived and used in a simulation study to evaluate the properties of estimators and to compare several approximation methods. This paper is concerned with the case in which there is a completely observed discrete predictor and a continuous predictor which may be missing. In an interaction model, when covariates are missing, the corresponding interaction term related to the missing covariates is also missing. Even if the continuous predictors are normally distributed, the presence of categorical predictors or non-additive relationships will make the joint distribution under substantive model not multivariate normal. Note, however, in the case of interaction between binary predictor and continuous predictor, the stochastic dependence disappears when conditioning on the binary variable, so imputations can be produced after stratification.
Studies have considered the extent to which the multivariate normal approximation is robust for imputation of incomplete binary data, noting that it can give good performance when adjusted appropriately, for example by adaptive rounding, or by including it in the imputation model as a dummy variable. However, there are inherent limitations given the imperfection of a normal approximation to a Bernoulli distribution. 4, [11] [12] [13] [14] With a completely observed binary predictor, there is no need for imputation of binary variables, but the binary variable and the interaction term must still be incorporated appropriately in the imputation model. We use the derived conditional distribution to handle the binary variable and the interaction in a manner consistent with the joint model.
Several approximation methods are also considered. An alternative strategy involves including the binary variable as a dummy variable ignoring its non-normality and including the interaction term as just another variable (JAV) in the imputation model under multivariate normal assumption. With a completely observed binary indicator, the interaction is already known for the observations when indicator has value zero, and the analyst may or may not fill in the zero values prior to imputation. Another alternative strategy is to impute the missing covariate and recalculate the interaction to preserve the multiplicative relationship. Finally, one can perform stratified MI, filling in values separately for the two subgroups defined by the value of the binary variable.
The following sections present and evaluate imputation methods that accommodate an interaction in the setting with a completely observed binary predictor and missing continuous predictor, along with simulation evaluations of different procedures, a real data application, and discussion. Specifically, Section 2 derives the conditional distribution for a missing covariate and uses a Markov Chain Monte Carlo (MCMC) imputation procedure based on this conditional distribution for a regression setting with a partially missing continuous predictor and a binary predictor and their interaction. In Section 3, we present the imputation procedures based on candidate approximations, and perform simulation studies in section 4 in order to evaluate and compare the performance of imputation procedures based on JM and approximation methods. Section 5 presents an application of the procedures to a study of childhood trauma. 15 Discussion and recommendations are given in Section 6.
Methods based on JM approach
In this section, we derive the conditional distribution of a missing covariate for a regression setting with a completely observed binary variable and a partially observed continuous variable and their interaction, and present the corresponding MCMC imputation procedure.
Derivation of the conditional distribution
We assume that X 1 is a binary variable that follows a Bernoulli distribution, X 2 is a continuous variable that follows a normal distribution, and Y has a linear regression relationship with X 1 , X 2 and their interaction X 12 ¼ X 1 X 2 . Parameters of X 2 may change conditionally on the value of X 1 . We define the following notation for means and variances of each group
Specifically, the joint distribution is assumed to be ! "
Therefore, the conditional distribution of ½X 2 jX 1 , Y remains normal, although the expressions for the mean and variance are complicated, with common denominators for the mean and the variance. Specifically, the conditional distribution is ½X 2 jX 1 , Y $ NðEðX 2 jX 1 , YÞ, VarðX 2 jX 1 , YÞÞ, where
Using the values of X 2 drawn from this distribution, the interaction term X 12 can be calculated by multiplying the observed X 1 and the drawn X 2 . It can be shown that this is equivalent to drawing pairs from the joint conditional distribution of X 2 and X 12 given the observed X 1 and Y.
MCMC imputation procedure for the JM procedure
The MCMC imputation procedure is based on the draws from the conditional distribution in equation (3) . In our implementation, the initial cycle is based on the completely observed cases, which is then followed by cycles in which all observed and imputed cases from the previous step are used. The MCMC algorithm draws variance parameters given the observed data, followed by the mean parameters given the drawn variance parameters. The regression error variance and regression coefficients are drawn next, after which in the final step, a missing covariate value is drawn from the conditional distribution.
Algorithm
Based on n cases Y, X 1 , X ðtÞ 2 and to complete the specification needed to derive the step of an MCMC procedure, we assume flat prior distributions for location parameters and variance parameters following an Inverse-Gamma distribution. Letting " X With m imputations, m completed data sets are created and analyzed using standard complete data methods, then combined using Rubin's rules. 2 In this section, we describe approaches making use of available software for MI under a multivariate normal assumption. Although the marginal distribution of a binary variable does not conform to a normality assumption, the fact that the binary variable is fully observed means that its primary relevance is the role it plays in conditional distributions for imputing other variables. In that context, all the available information is used in the process of imputation including its contribution to the interaction effect.
We consider two main approximate approaches to imputing interaction terms. The first, referred to as passive imputation (PSI), 13, 14, 16, 17 respects the constraint that the interaction term is the product of its component terms. In PSI one simply imputes the value of the missing covariate, X 2 based on Y and X 1 and then calculates the interaction term as X 12 . The second approach treats the interaction term as ''just another variable (JAV),'' ignoring the multiplicative constraint. Simulation studies have shown that under the assumption of multivariate normality, the unconstrained JAV approach has good coverage properties for the case when the interaction is the product of two continuous variables. 13, 16, 17 We will employ a similar approach for the case when one of the interaction components is binary, although the violation of the multivariate normal assumption is more severe, making it unclear whether the JAV approach will perform as well in this context.
In the special case when one of the components of the interaction is an indicator variable, two other factors may be considered. First, the interaction term X 12 is known to be zero whenever the indicator, X 1 ¼ 0 and is equal to the value of X 2 when X 1 ¼ 1. One thus has the option of filling in X 12 ¼ 0 for cases with X 1 ¼ 0 and X 2 missing before performing the remaining imputation and analyses. Second, the data can be stratified so that the imputation model is different depending on the value of the binary variable. This correctly accommodates the interaction structure (in analogy with using stratified regression to allow for interaction of one categorical predictor with all other covariates), but may result in loss of efficiency since only a subset of the sample is used to impute each of the missing observations. These considerations yield eight alternative MI methods for approximating the JM approach using standard multivariate normal MI approaches. Specifically, we consider constrained (PSI) vs. unconstrained (JAV), filling in or not filling in 0's and stratifying or not stratifying the imputation. These approaches are denoted as follows:
(1) JAV: Just another variable 13, 14 (also known as impute all unconstrained 17 ) -impute X 2 and X 12 under a multivariate normal model, but without requiring that the imputed value of X 1 , X 2 be equal to be the product of X 1 and the imputed value of X 2 .
(2) S-JAV: Stratified JAV, also known as impute all stratified 17 -impute X 2 and X 12 separately for two subgroups resulting from the binary variable X 1 . (3) PSI: Passive imputation, also known as impute and calculate unstratified -impute X 2 only and calculate X 1 Â X 2 . (4) S-PSI: Stratified PSI, also known as impute and calculate, stratified 17 -impute X 2 only and calculate X 12 separately for two subgroups resulting from the binary variable X 1 . JAV imputes X 2 and X 12 with all four variables (Y, X 1 , X 2 and X 12 ) in the imputation model. S-JAV stratifies and performs imputation separately for two groups resulting from X 1 ¼ 0 vs. X 1 ¼ 1. The imputation model for PSI consists of three variables (Y, X 1 and X 2 ), and X 12 is calculated based on imputed values of X 2 and observed indicator X 1 . Similarly, S-PSI constrains the interaction by imputing X 2 and calculating X 12 based on stratified data. Methods 5-8 are variations of 1-4 but with zeros filled in as ''known'' values of interaction term for all the cases with X 1 ¼ 0. In summary, JAV and S-JAV do not necessarily constrain the interaction to be a product of the two variables, but PSI and S-PSI preserve the relationship between variables by calculation.
A comparison of imputation procedures based on JM approach and approximation methods
The regression relationship (2) implies that Y is a mixture of normals with two components according to the value of X 1 . We consider a wide range of scenarios allowing different mixture proportions as well as different mean and variance assumptions. The overall sample size values, the nature of the missing data mechanism, and the percentage of missing covariate values are also varied in the simulation to evaluate the performance of procedures across a range of conditions. The data are assumed to be either missing completely at random (MCAR) or missing at random (MAR), where the MAR mechanism is generated by allowing the percentage of missing values to be different for the two subgroups dependent on the binary variable. In the MAR condition, the missingness percentage is assumed to be twice as large for the group with X 1 ¼ 1 compared to the group with X 1 ¼ 0, with overall missingness percentage being either 20% or 50%. True regression coefficients are varied in the interest of creating qualitatively different mixture distributions for Y, with the error variance taken to be either 1 or 16 to reflect degrees of overlap between mixture components in the distribution of Y. The resulting scenarios are illustrated by histograms in Supplementary materials. In summary, the following are the factors varied for the simulation:
. A factorial design on these parameters results in 576 scenarios, each of which is replicated 200 times. Bias, confidence interval (CI) width and coverage of nominal 95% CI's for regression coefficients are recorded to evaluate the performance of the various procedures. The JM procedure was implemented in R, and the eight multivariate normal approximation methods were implemented using SAS PROC MI and MIANALYZE. For each replicate data set, the corresponding 20 imputations were drawn, followed by the regression analyses of the imputed data sets with the results then combined to form a single inference. Table 1 presents the results for confidence interval coverage for each of the procedures averaged across all scenarios. Tables 2 and 3 provide summaries of the bias and confidence interval widths, respectively. The coverage probabilities for JM approach range from 0.944 to 0.953 for the four parameters 0 , 1 , 2 , and 3 , with mean bias ranging from À0.009 to 0.006, and mean CI widths between 1.13 and 1.66. Among the other procedures, JAV, S-JAV and S-PSI tend to yield close to nominal coverage. PSI had coverage ranging from 0.762 to 0.943, suggesting that it can result in lower coverage compared to other methods. As expected, PSI0 yields similar results as PSI because filling in the interactions with zeros for the X 1 ¼ 0 group does not substantially affect the results, since X 12 is not included in the imputation model and the interaction is calculated after imputation. For the stratified analyses, the SAS PROC MI procedure excludes the variable X 12 in the X 1 ¼ 0 subgroup from the analyses since all its observed values are identical, which often happens because X 12 ¼ 0 for all cases with X 1 ¼ 0. This makes some of these candidate procedures to be equivalent to one another. For example, S-JAV is equivalent to S-PSI for the X 1 ¼ 0 group, although not necessarily for X 1 ¼ 1, and therefore the two procedures yield similar results. Similarly, S-PSI0 is equivalent to S-PSI when X 1 ¼ 0, and S-JAV and S-JAV0 yield the same results as expected. Surprisingly, the only difference made by imputing zeros for interactions is for JAV0, which results in lower mean coverage and higher mean bias across the scenarios.
PSI and PSI0 have largest mean bias for each coefficient across all methods, with mean values between À0.282 and 0.162. Overall, CI widths tend to be similar across the methods, except for some cases where JAV and JAV0 results in slightly greater widths. JAV yields larger bias than JM, but greater widths explain the good coverage probabilities for JAV. In summary, the imputation procedure based on draws from the conditional distribution of missing covariate under the JM approach has good performance overall, as do procedures that take into account the interaction term in the imputation model through stratification. Figure 1 presents confidence interval coverage for all the scenarios considered in the simulation study based on each of the 576 scenarios. An ideal portrait would feature coverage at the nominal 95% level across all scenarios; deficits in coverage across multiple scenarios which shared characteristics appear as gaps in the pictures. The coverage plots illustrate that JM, S-JAV, S-PSI, S-JAV0, S-PSI0 are robust in terms of various factors considered in the simulation and results in stable nominal coverage across the scenarios. PSI and JAV0 have fluctuations in coverage probabilities, and JAV tends to work well in most scenarios but not all of the time. Investigation of the results broken down by various simulation factors suggest that JM, S-JAV, S-PSI, S-JAV0, S-PSI0 tend to be generally robust to factors considered for simulation, whereas JAV, JAV0, PSI, and PSI0 yields below nominal coverage for some scenarios. Generally, the factors that seemed to affect the results, e.g. error variance ¼ 1 (consistent with more pronounced bimodality in the mixture distributions for Y), larger percent missing data, and larger sample size (where bias can be expected to be a larger proportion of mean squared error) lead to lower coverage. In conclusion, the results suggest that JM and stratified procedures are generally robust across all parameters 0 À 3 for all the scenarios considered. However, PSI, PSI0, and JAV0 are sensitive to the scenarios, leading to lower confidence interval coverage. 5 An application to the study of childhood trauma
Next, we present an application using the Core Data Set from the National Child Traumatic Stress Network (NCTSN). 15 The data set contains records of 14,088 subject participants seen at one of 56 participating clinics in the United States. The UCLA Post Traumatic Stress Disorder Reaction Index (PTSD-RI), 18, 19 an instrument that measures post-traumatic-stress symptoms for each child, is an important clinical indicator and a key outcome in the study. We are particularly interested in a subgroup of children between the ages of 7 and 18 who have confirmed trauma exposures on the Networks Trauma History Profile form, an instrument that records for each year of childhood the presence or absence of any of twenty possible trauma types, 20 and who also have complete PTSD-RI scores. A total of 6291 youths, comprised of 2794 boys and 3497 girls, are included in this analysis. Similarly to Layne et al., 21 who investigate the total number of traumas experienced by an individual, we calculate the average number of traumas per year (labeled here as Num Traumas=Yr) experienced by a child as a measure of trauma exposure.
It was of substantive interest to NCTSN investigators to summarize evidence regarding any gender difference in the regression relationship between the PTSD-RI score and Num Traumas=Yr, i.e. whether there is an interaction between gender and Num Traumas=Yr. A subject could have experienced multiple types of trauma within a year, so the number of trauma per year could range between 0 and 20, although most individuals do not report more than a few trauma types in a given year. In our analysis, the mean value of Num Traumas=Yr was 0.960, and the standard deviation was 1.06. The outcome variable, PTSD-RI score, and the binary predictor, gender are fully observed, but the trauma history profile was not complete for 47% of the sample. We perform MI for the missing covariate and the interaction term and fit the regression model
where gender is coded 1 for boys and 0 for girls. The JM approach derived in section 2, as well as the candidate approximation methods and complete case analyses were applied to the data.
. JM: Imputation with JM approach using the conditional distribution derived in section 2.
. JAV: The binary variable gender is included in the imputation model as a dummy variable, and the interaction is imputed without forcing a constraint to preserve the relationship of the interaction as a product of the predictors. . S-JAV: Impute with all variables in the imputation model, separately for males and females without constraining the interaction to be a product. . PSI: Impute missing Num Traumas=Yr only without the interaction term in the imputation model and calculate the interaction, constraining interaction to be a product. . S-PSI: Impute Num Traumas=Yr only, separately for boys and girls, and calculate the interaction by taking the product. . The results are presented in Table 4 , where the parameter estimates in the model can be compared across procedures. The results point to a differential effect of Num Traumas=Yr by gender. Specifically, there is a widening gender gap (girls worse off than boys) as Num Traumas=Yr increases, although both genders show an increasing relationship between experience and symptoms. The signs of the parameter estimates are in the same direction across the procedures with comparable magnitudes for the most part. The gender Â trauma interaction is significant at 0.05 level (p ¼ 0.02) for JM. S-JAV, S-PSI and JAV0 give a marginally significant (p ¼ 0.09) interaction effect, and JAV, PSI, PSI0 and CC yield larger p-values with smaller magnitude of the coefficient for interaction term. As reflected in the simulation results in the previous section, PSI/PSI0 tends to behave differently from other procedures, with results deviating the most from the JM.
Without the full data available to cross check the results, it is not possible to formally assess the performance in comparison with the true parameter values. Simulation results from the previous sections suggest that JM is generally robust to various factors considered, and we also noted that procedures that take into account interaction term by stratification such as S-JAV and S-PSI also yield good coverage probabilities. The results from this analysis that involves gender Â trauma interaction seem to be in agreement with what was observed in the simulation results: JM picks up the significance of the gender Â trauma interaction (p ¼ 0.02), while other procedures give slightly weaker significance. In addition, this example illustrates that complete case analysis can lead to underestimation of the interaction effect that may exist in the relationship as suggested by results from JM. Figure 2 is a plot that overlays the estimated regression lines for all the methods. The fitted equation for JM is PTSD ¼ 26:65 À 3:77G þ 2:11T À 0:97G Â T, yielding two lines, PTSD ¼ 26:65 þ 2:11Num Traumas=Yr for girls, and PTSD ¼ 22:88 þ 1:14Num Traumas=Yr for boys. In the overlay plot, alternative procedures lie in between these two regression lines from JM illustrating that these methods might underestimate the interaction relationship.
Discussion
MI deals with missing values by filling in multiple draws from the posterior predictive distribution. This process is implemented in various available software, assuming a joint multivariate normal distribution among the variables.
When interactions are involved in regression settings, multivariate normality is not satisfied, and care is required to obtain appropriate imputation method. This paper specifically accommodates interactions in MI for regression relationships with a binary and a missing continuous predictor using a procedure based on JM approach. Several approaches are assessed in a detailed simulation study. The results suggest that the use of established methods under multivariate normality can be adapted to appropriately take into account the interactions in the imputation model with minimal bias and reasonable coverage properties.
As expected, the JM approach performs well across all the scenarios when we have a completely observed binary predictor and a missing continuous predictor in the model. Approximations under the multivariate normal assumption can perform well with nominal coverage and comparable bias and CI widths compared to JM, if the interaction is correctly specified in the imputation model. All procedures are generally robust to the scenarios we considered, for MCAR and MAR mechanisms, and with small or large sample sizes or percentages of missing data. Failure to include in the imputation model the interaction term that belongs in the substantive analysis model may lead to large bias with below nominal coverage. Filling in the interaction to be zero for all the cases when the binary indicator equals zero seems intuitively sensible but does not always yield good coverage, so it is recommended to be cautious in constraining the interaction term.
This paper illustrates the importance of accounting for interactions in the imputation model for imputing missing continuous covariates when we have a fully observed binary predictor in these regression relationships. In the context we consider, the JM approach used in this paper is the ''gold standard'' for imputation in the presence of interactions. Stratifying and then performing imputation separately for two groups implicitly take into account the interaction relationship of the stratification variable and other covariates, and generally lead to good coverage and perform well in a variety of settings considered. In the case with interaction between two continuous variables, stratification requires some degree of categorization of one of the continuous variables, which might give rise to questions about the degree to which exchangeability assumptions are met. When more interactions are involved in the substantive model, obtaining draws from conditional distributions may require approximations and iterative methods, an issue that deserves attention in future research. Especially when the binary variable is an indicator for a treatment that has been assigned at random, stratifying and imputing separately seem to be an effective way to account for interactions as such an approach not only implicitly accounts for interaction effects but also does so in a way that ensures that imputations depend only on individuals who received the same treatment.
Overall, it is not surprising that JM has better performance than alternatives in scenarios where data are generated consistent with the joint model. The application where JM was the only approach under which interaction effect was found to reach conventional levels of statistical significance suggests that the advantage of JM over other methods can meaningfully influence the interpretation of study results. It is perhaps more surprising that some of the approximation methods perform as well as they do. Here, the stratified methods (S-JAV, S-JAV0, S-PSI0) performed comparably in simulations to JM, reflecting the intuitive perspective that stratifying on a binary variable and performing separate analyses are conceptually close to the idea of fitting a joint model with interactions, the main distinction having to do with residual variance assumptions in the regression part of the model. This paper evaluated several approximations to the conditional distribution method under a JM framework. MI with chained equations 22, 23 and other related sequential regression imputation methods 13, 14, 24 are iterative procedures that offer flexibility in dealing with various types of variables, but do not reflect a JM approach for imputations, and are not examined in this paper.
The investigation is restricted to the simplest non-trivial example with two predictors, one continuous and one binary. Realistic incomplete data settings often include a larger number of variables, and we believe the research presented in this paper is a starting point for the study of imputation in settings with more covariates and their interactions and other transformations.
