An automatic image fusion module (BrainLab, Munich, Germany) is used for the fusion of the magnetic resonance (MR) imaging and computed tomography (CT) data sets. The procedure of image fusion takes 5 minutes prior to surgery. The image fusion of CT and MR imaging data visualizes the skull base and tumor margins clearly. Color display of the different data sets allows the tumor and the skull base to be distinguished easily. The fused CT data in bone window mode provides useful additional information on the osseous skull base.
Introduction
Image guidance during skull base surgery has become a routine procedure in many neurosurgical and ear-nose-throat centers, and has many advantages, particularly for surgery of large and complex tumors. [1] [2] [3] [4] [5] [6] [7] [8] [9] We previously discussed the use of image fusion of computed tomography (CT) and magnetic resonance (MR) imaging for neuronavigation in skull base surgery to provide useful anatomical information during the dissection of large tumors. 8) Such data preparation allows simulation and planning of the appropriate neurosurgical approach for complex tumors. 8) Here, we describe recent technical developments in the image guidance fusion software and illustrate the advanced intraoperative display modalities that are provided by a modern neuronavigation system.
Neuronavigation System
The VectorVision 2 (BrainLab, Munich, Germany) navigation system consists of a trolley-mounted array incorporating two infrared cameras, a mobile computer workstation with high-resolution monitor (and touchscreen technology), and handheld pointers. Infrared light-emitting diodes are positioned around the cameras. The instruments are equipped with easily attachable reflective markers, also called passive markers, that reflect the infrared light to the cameras for position calculation. This allows armless and wireless tracking of the pointers and surgical instruments. The software contains tools for virtual pointer elongation, path planning, and caliper measurement.
Adhesive skin fiducial markers are applied widely over the skull vault, with a cluster over the region of interest, before CT or MR imaging is performed. The data sets are transferred via an intranet in DICOM format to the workstation, and the position of each fiducial marker is selected either manually or automatically. The tumor imaging data are outlined, stored, and can be reconstructed in any plane. the patient-to-image registration is performed using a nonsterile pointer with the patient positioned and fixed in a standard head clamp.
After registration, the axial, coronal, and sagittal reconstructions of the pointer tip position are displayed in real-time on the monitor. The registration accuracy is calculated by the software, but the application accuracy can be checked by visual inspection for system validation. During surgery the monitor is draped and can be handled by the surgeon using the touchscreen technology.
Image Fusion
The image fusion function is used to correlate the anatomic information from two complementary image sets. In principle, the image fusion technique Image Fusion works with data for any patient. The main use is to obtain additional information for the standard CT planning data set. For example, a MR image clearly depicting a skull base tumor can be matched with a CT scan with poor enhancement of the tumor. The superior accuracy of the CT scan can thus be used for registration of the patient whereas the clearer MR image is used for intraoperative navigation with better contrast enhancement. At least one CT image set is necessary for image fusion to provide the undistorted and artifact-free information. Although it is possible to match two image sets manually, it is usually quicker to use the automatic image fusion module at first to provide an optimized starting point for any further manual adjustments. The automatic image fusion software can process different modalities (CT, MR imaging, positron emission tomography, etc.), regardless of the scan direction of the respective image sets. The image sets may be truncated provided that the region of overlap is sufficient. The software is not dependent upon particular imaging parameters such as CT and MR imaging slice ranges or specific slice thickness. A slight discrepancy in the matched sets can be identified and compensated using the anatomical structures as a reference. The automatic image fusion software computes a rigid transformation from one image set into the other such that the image sets match. Distortions of the MR images are noncritical, since they occur mainly in the boundary regions of the images and the automatic image fusion is based on the undistort- ed center regions. The algorithm is insensitive to artifacts or objects visible in only one image set (localizers, etc.). A click of the AutoFuse button in the software starts the automatic image fusion module. Successful image fusion can be achieved in most cases without manual pre-registration of the image sets. If the result is not satisfactory, the user may use the translate and rotate functions to provide a rough initial registration as the initial state for the algorithm.
Image fusion algorithm: The search space consists of all rigid transformations of one image set with respect to the other. Each rigid transformation is described by the amount of translation and rotation. The task of the automatic image fusion module is to find the unique transformation in the search space that brings the image sets into registration. The automatic image fusion module uses a similarity parameter to evaluate the quality of a particular translation and rotation. This parameter is valid for Image Fusion any statistical relationship of the image intensities. The same tissue type may have different intensities in the image sets. The similarity parameter is calculated by investigating the intensity values of a large number of image points and comparing them to the counterpart points in the other image set. The determination of the matching transformation is formulated as an optimization problem: Find a set of transformation parameters such that the similarity parameter reaches a maximum. The algorithm runs in several steps. Each step uses finer image details for the calculation of the similarity parameter than the previous one. The first step uses a few image data points, which makes the optimization fast and robust. The next iterative steps improve the match, taking into account more and more image information. An optimization algorithm is used to find the maximal value of the similarity parameter and the related transformation parameters. As evaluation of the similarity parameter is very time consuming, a search strategy has been implemented that uses as few evaluations as possible.
Completion of the image fusion: After completion of the image fusion, some misalignment of the sets may still occur due to image distortion, poor definition of the anatomical landmarks, or actual physical differences between the landmarks, because tumor growth or surgical/radiotherapy treatment may have distorted the shape of the ventricles. Therefore, further fine adjustment can be carried out manually to improve the fusion quality.
Both image sets are then used for target volume definition and treatment planning. Structures outlined in the first image set can now be displayed in the second image set, and vice versa (Fig. 1) . The image fusion function may also be repeated with any other available image set (Fig. 2) . Before starting surgery, anatomical reference structures common to both data sets are used to verify the accuracy of the fusion.
