We use available measurements to estimate the unknown parameters (variance, smoothness parameter, and covariance length) of a covariance function by maximizing the joint Gaussian log-likelihood function. To overcome cubic complexity in the linear algebra, we approximate the discretized covariance function in the hierarchical (H-) matrix format. The H-matrix format has a log-linear computational cost and storage O(kn log n), where the rank k is a small integer and n is the number of locations. The H-matrix technique allows us to work with general covariance matrices in an efficient way, since H-matrices can approximate inhomogeneous covariance functions, with a fairly general mesh that is not necessarily axes-parallel, and neither the covariance matrix itself nor its inverse have to be sparse. We demonstrate our method with Monte Carlo simulations and an application to soil moisture data. The C, C++ codes and data are freely available.
Introduction
The number of measurements that must be processed for statistical modeling in environmental applications is usually very large, and these measurements may be located irregularly across a given geographical region. This makes the computing process expensive and the data difficult to manage. These data are frequently modeled as a realization from a stationary Gaussian spatial random field. Specifically, we let Z = {Z(s 1 ), . . . , Z(s n )} , where Z(s) is a Gaussian random field indexed by a spatial location s ∈ R d , d ≥ 1. Then, we assume that Z has mean zero and a stationary parametric covariance function C(h; θ) = cov{Z(s), Z(s + h)}, where h ∈ R d is a spatial lag vector and θ ∈ R q is the unknown parameter vector of interest. Statistical inferences about θ are often based on the Gaussian log-likelihood function:
where the covariance matrix C(θ) has entries C(s i −s j ; θ), i, j = 1, . . . , n. The maximum likelihood estimator of θ is the value θ that maximizes (1) . When the sample size n is large, the evaluation of (1) becomes challenging, due to the computation of the inverse and log-determinant of the n-byn covariance matrix C(θ). Indeed, this requires O(n 2 ) memory and O(n 3 ) computational steps. Hence, scalable methods that can process larger sample sizes are needed. Stationary covariance functions, discretized on a rectangular grid, have block Toeplitz structure. This structure can be further extended to a block circulant form [22] and resolved with the Fast Fourier Transform (FFT). The computing cost in this case is O(n log n). However, this approach either does not work for data measured at irregularly spaced locations or requires expensive, nontrivial modifications.
During the past two decades, a large amount of research has been devoted to tackling the aforementioned computational challenge of developing scalable methods: for example, covariance tapering [21, 36, 60] , likelihood approximations in both the spatial [64] and spectral [19] domains, latent processes such as Gaussian predictive processes [5] and fixed-rank kriging [17] , and Gaussian Markov random-field approximations [58, 57, 42, 20] ; see [65] for a review. Each of these methods has its strengths and drawbacks. For instance, covariance tapering sometimes performs even worse than assuming independent blocks in the covariance [62] ; low-rank approximations have their own limitations [63] ; and Markov models depend on the observation locations, requiring irregular locations to be realigned on a much finer grid with missing values [66] . To further improve on these issues, other methods that have been recently developed include the nearest-neighbor Gaussian process models [18] , multiresolution Gaussian process models [51] , equivalent kriging [40] , multi-level restricted Gaussian maximum likelihood estimators [16] , and hierarchical low-rank approximations [34] . Bayesian approaches to identify unknown or uncertain parameters could be also applied [55, 56, 49, 46, 49, 52] .
In this paper, we propose using the so-called hierarchical (H-) matrices for approximating dense matrices with numerical complexity and storage O(k α n log α n), where n is the number of measurements; k n is the rank of the hierarchical matrix, which defines the quality of the approximation; and α = 1 or 2. H-matrices are suitable for general grids and are also working well for large condition numbers. Previous results [28] show that the H-matrix technique is very stable when approximating the matrix itself [59, 4, 32, 3, 12] , its inverse [3, 9] , its Cholesky decomposition [8, 7] , and the Schur complement (i.e., the conditional covariance matrix) [28, 43, 44] . Other motivating factors for applying the H-matrix technique include the following:
1. H-matrices are more general than other compressed matrix representations (see scheme in 2. The H-matrix technique allows us to compute not only the matrix-vector products (e.g., Figure 1 : Schema of approximations to the underlying dense covariance matrix (and corresponding methods). Hierarchically low-rank matrices generalize purely structure-based or global schemes with analysis-based locally adaptive schemes.
like fast multipole methods), but also the more general classes of functions, such as 3. The H-matrix technique is well-studied and has solid theory, many examples, and multiple sequential and parallel implementations;
4. The H-matrix accuracy is controllable by the rank, k. The full rank gives an exact representation;
5. The H-matrix technique preserves the structure of the matrix after the Cholesky decomposition and the inverse have been computed (see Fig. 2 );
6. There are efficient rank-truncation techniques to keep the rank small after the matrix operations; for instance, the Schur complement and matrix inverse can be approximated again in the H-matrix format. Figure 2 shows an H-matrix approximation of the covariance matrix from a discretized (n = 16, 641) exponential covariance function on the unit square, its Cholesky approximation, and its H-matrix inverse. The dark (or red) blocks indicate the dense matrices and the grey (green) blocks indicate the rank-k matrices; the number inside each block is its rank. The steps inside the blocks show the decay of the singular values in log scale. The white blocks are empty.
In the last few years, there has been great interest in numerical methods for representing and approximating large covariance matrices in the applied mathematics community [54, 12, 37, 59, 50, 3, 2, 61, 4] . Recently, the maximum likelihood estimator for parameter-fitting Gaussian observations with a Matérn covariance matrix was computed via a framework for unstructured observations in two spatial dimensions, which allowed the evaluation of the log-likelihood and its gradient with computational complexity O(n 3/2 ), where n was the number of observations; the method relied Figure 2 : Left: The H-matrix approximation of an n × n covariance matrix from a discretized exponential covariance function on the unit square, with n = 16, 641, unit variance, and length scale of 0.1. The dimensions of the densest (dark) blocks are 32 × 32 and the maximal rank is k = 13. Middle: An example of the corresponding Cholesky factor with maximal rank k = 14. Right: The inverse of the exponential covariance matrix (precision matrix) with maximal rank k = 14.
on the recursive skeletonization factorization procedure [33, 47] . However, the consequences of the approximation on the maximum likelihood estimator were not studied.
In this paper, we demonstrate that with the computing cost O(kn log n) and where k n (usually k is a small integer), we can work with much more general (i.e., not limited to sparse/circulant/structured) covariance matrices.
The rest of this paper is structured as follows. In Section 2, we introduce the H-matrix technique and review the H-matrix approximation of Matérn covariance functions. Section 3 contains the hierarchical approximation of the Gaussian likelihood function, the algorithm for parameter estimation, and a study of the theoretical properties and complexity of the approximate log-likelihood [25, 35] . Results from the Monte Carlo simulations of different test cases are reported in Section 4. An application of the hierarchical log-likelihood methodology to soil moisture data is considered in Section 5. We end the paper with a discussion in Section 6. The derivations of the theoretical results are provided in the Appendix A.
Hierarchical Approximation of Covariance Matrices
Hierarchical matrices have been described in detail [28, 27, 29, 24, 30, 43] . Applications of the H-matrix technique to the covariance matrices can be found in [37, 12, 32, 3, 2, 45, 39] .
Hierarchical matrices
In general, covariance matrices are dense and, therefore, require O(n 2 ) units of memory for the storage and O(n 2 ) FLOPS for the matrix-vector multiplication. In this section, we review the definition of H-matrices and show how to approximate covariance matrices using the H-matrix format.The H-matrix technique is defined as a hierarchical partitioning of a given matrix into sub-blocks followed by the further approximation of the majority of these sub-block by low-rank matrices (see Fig. 2 ). To define which sub-blocks can be approximated well by low-rank matrices and which cannot, a so-called admissibility condition is used. After the decomposition of the matrix into sub-blocks has been completed, an important question is how to compute the low-rank approximations. For this purpose, we propose using the Adaptive Cross Approximation (ACA) algorithm [23, 6, 11, 14, 13] , which performs the approximations with a linear complexity O(n).
Remark 2.1 Errors in the H-matrix approximation may destroy the symmetry of the symmetric positive definite covariance matrix, causing the symmetric blocks to have different ranks. As a result, the standard algorithms used to compute the Cholesky decomposition may fail. A remedy to this is defining C := 1 2 (C + C ); see also [10] . Definition 2.1 We let I be an index set and T I×I a hierarchical division of the index set product, I × I, into sub-blocks (i.e., we build the so-called block cluster tree). The set of H-matrices is
where k is the maximum rank. Here,
Blocks that satisfy the admissibility condition can be approximated by low-rank matrices; see [27] . An H-matrix approximation of C is denoted byC. The storage requirement ofC and the matrix vector multiplication cost O(kn log n), the matrix-matrix addition costs O(k 2 n log n), and matrix-matrix product, and the matrix inverse cost O(k 2 n log 2 n); see [27] .
Remark 2.2 There are two different H-matrix approximation strategies. 1) The fixed rank strategy, i.e., each sub-block has maximal rank k. We cannot determine the accuracy in each sub-block using this strategy; it could be very high or it could be very low. In this case we write H(T I×I ; k), orL(θ; k).
2) The adaptive rank strategy, i.e., where absolute accuracy (in the spectral norm) for each sub-block is ε or better (smaller). We can only approximately estimate the total computing cost and storage using this strategy. In this case, we write H(T I×I ; ε) andL(θ; ε). The fixed rank strategy is useful for a priori evaluations of the computational resources and storage memory. The adaptive rank strategy is preferable for practical approximations and is useful when the accuracy in each sub-block is crucial.
Matérn covariance functions
Among the many covariance models available, the Matérn family [48] has gained widespread interest in recent years. The Matérn form of spatial correlations was introduced into statistics as a flexible parametric class, with one parameter determining the smoothness of the underlying spatial random field [31] . The varied history of this family of models can be found in [26] .
The Matérn covariance depends only on the distance h := s − s , where s and s are any two spatial locations. The Matérn class of covariance functions is defined as
with θ = (σ 2 , , ν) ; where σ 2 is the variance; ν > 0 controls the smoothness of the random field, with larger values of ν corresponding to smoother fields; and > 0 is a spatial range parameter that measures how quickly the correlation of the random field decays with distance, with larger corresponding to a faster decay (keeping ν fixed) [32, 37] . Here K ν denotes the modified Bessel function of the second kind of order ν. When ν = 1/2, the Matérn covariance function reduces to the exponential covariance model and describes a rough field. The value ν = ∞ corresponds to a Gaussian covariance model that describes a very smooth, infinitely differentiable field. Random fields with a Matérn covariance function are ν − 1 times mean square differentiable.
Matérn covariance matrix approximation
By definition, covariance matrices are symmetric, positive semi-definite, and have positive real eigenvalues. The decay of the eigenvalues (that is, the H-matrix rank-k approximation) depends on the type of the covariance matrix and its smoothness, covariance length, computational geometry, and dimensionality. In this section, we perform numerical experiments with H-matrix approximations. To underline the fact that H-matrix representations apply to irregular meshes, we use irregularly spaced locations in the unit square:
where X ij , Y ij are i.i.d. uniform on (−0.4, 0.4) for a total of n observations; see [66] . The observations are ordered lexicographically by the ordered pair (i, j). All of the numerical experiments herein are performed on a Dell workstation with 20 processors (40 cores) and total 128 GB RAM. The parallel H-matrix library, HLIBPro [41] , was used to build the Matérn covariance matrix, compute the Cholesky factorization, solve a linear system, calculate the determinant and the quadratic form. HLIBPro is fast and efficient; see the theoretical parallel scalability in Table 1 . Here |V (T )| denotes the number of vertices, |L(T )| the number of leaves in the block-cluster tree T = T I×I , and n min the size of a block when we stop further division into sub-blocks (see Section 2.1). Usually n min = 32 or 64, since a very deep hierarchy slows down computations. Table 2 shows the H-matrix approximation errors for log |C|,C and the inverse (LL ) −1 , wherẽ L is the Cholesky factor. The errors are computed in the Frobenius and spectral norms, where C is the exact Matérn covariance matrix with ν = 0.5 and σ 2 = 1. The local accuracy in each sub-block is ε. The number of locations is n = 16,641. The last column demonstrates the total compression ratio, c.r., which is equal to 1−size(C)/size(C). The exact values are log |C| = 2.63 for = 0.0334 The parallel H-matrix accuracy and compression rates (c.r.). Number of computing cores is 40. Accuracy in each sub-block is ε; n = 16,641,C is a Matérn covariance with ν = 0.5 and σ 2 = 1. The spatial domain is the unit square with locations irregularly spaced as in (3). and log |C| = 6.36 for = 0.2337. The uniformly distributed mesh points are taken in the unit square and perturbed as in (3).
3 Hierarchical Approximation of Gaussian Likelihood
Parameter estimation
We use the H-matrix technique to approximate the Gaussian likelihood function. The H-matrix approximation of the exact log-likelihood L(θ) defined in (1) is defined byL(θ; k):
whereL(θ; k) is the rank-k H-matrix approximation of the Cholesky factor
, and v(θ) is the solution of the linear systemL(θ; k)v(θ) = Z. The H-matrix approximationL(θ; k) in (4) is the fixed rank strategy, i.e., each sub-block in the covariance matrix has a rank equal to k or smaller (and the accuracy in each sub-block is unknown).
To maximizeL(θ; k) in (4), we use Brent's method [15, 53] , also known as Brent-Dekker. The Brent-Dekker algorithm first uses the fast-converging secant method or inverse quadratic interpolation to maximizeL(θ; ·). If those do not work, then it returns to the more robust bisection method. We note that the maximization of the log-likelihood function is an ill-posed problem, since even very small perturbations in the covariance matrix C(θ) may result in huge perturbations in the logdeterminant and the log-likelihood. An alternative to
decomposition, which is more stable since it can avoid extracting square roots of diagonal elements. In our numerical experiments below we use L(θ)D(θ)L factorization.
Computational complexity and accuracy
Theorem 1 (Computational complexity for computing the hierarchical log-likelihood) We let C(θ) ∈ R n×n be approximated by an H-matrixC(θ; k) with a maximal rank k. Then, the cost of computing the log-likelihood functionL(θ; k) is O(k 2 n log 2 n) and the cost of computing the
The proof follows from the H-matrix cost estimates. The Cholesky decomposition costs O(k 2 n log 2 n).
The solution of the linear systemL(θ;
log{L ii (θ; k)} is available for free. Once we observe a realization z of the random vector Z, we can quantify the accuracy of the H-matrix approximation of the log-likelihood function. Our main theoretical result is formulated below in Theorem 2.
Theorem 2 (Accuracy of the log-likelihood) We letC(θ; k) be an H-matrix approximation of the matrix C(θ) ∈ R n×n and z a data vector. We assume z ≤ c 0 and C −1 ≤ c 1 , where c 0 , c 1 > 0 are some constants, and the spectral radius ρ(C(θ) −1 C(θ) − I) < ε < 1. Then the following statements are hold log |C(θ; k)| − log |C(θ)| ≤ −n log(1 − ε) ≈ nε for small ε,
Proof: See in the Appendix A. It has been observed that the bound n in the inequalities above is pessimistic and is hardly observed in numerical simulations [4] . Though Theorem 2 is shown for the fixed rank arithmetics, it also holds for the adaptive rank arithmetics withC(θ; ε).
Monte Carlo Simulations
We performed numerical experiments with simulated data to recover the true values of the parameters of the Matérn covariance matrix, known to be ( * , ν * , σ * ) = (0.0864, 0.5, 1.0). To build various data sets with n ∈ {128, 64, ..., 4, 2} × 1000 locations, we took a fine mesh with n 0 = 2 · 10 6 locations and randomly sampled n points from it. If locations are very close to each other, then the covariance matrix could be singular or it will be difficult to compute the Cholesky factorization. To avoid this problem, we took these 2 · 10 6 locations from the daily moisture example, which is described below in Sect. 5. Then we generated random data Z =L · ξ, where ξ ∈ R n 0 is a normal vector with zero mean and unit variance, andC =L ·L . We did it only once. After that we ran our optimization algorithm and tried to identify (recover) the "unknown" parameters ( * , ν * , σ * ). The boxplots for each parameter over 50 replicates are illustrated in Figure 3 . For the sake of reproducibility of all numerical experiments below, we stored all our generated data sets.
Remark 4.1 We did not simulate the vector Z for each of the 50 replicates. Instead, we generated only once a normal vector ξ of size n 0 = 2 · 10 6 with zero mean and unit variance and computed Z =L · ξ. We created data sets by sampling 50 times for each dimension n ∈ {2, 4, ..., 128} × 1000 from Z. As a result we obtained 50 data sets of size 2,000; 50 data sets of size 4,000, and so on. In this way we tried to mimic the experiment done with the daily moisture data, where we have only one large vector of observations. We note that the way how we create data sets may influence the behavior of boxplots and medians.
One realization of a Gaussian random field, which has a Matérn covariance function with parameters ( * , ν * , σ * ) = (0.0864, 0.5, 1.0), is presented in Fig. 3a . To build this realization we used the MATLAB function scatteredInterpolant(·) for interpolation and counturf(·) for visualization. We assumed that measurements in 2,000 locations are known. This simulation study (Fig. 3) shows that the suggested method is able to identify the unknown parameters of a Matérn covariance function on an irregular grid. A small bias, around 1%, on Fig. 3d , for the variance σ 2 can be explained by the simulation design that was employed. In Fig. 4 we present three boxplots for the H-matrix ranks k = {3, 7, 9}. The true value, denoted by a solid line, is = 0.0334. When increasing the H-matrix accuracy (rank k), the boxplot for contracts. Since the rank k appears quadratically in the complexity estimates and linearly in the storage estimate, one replicate for rank k = 9 requires 3 2 = 9 times more FLOPs than a replicate for rank k = 3, and three times more storage memory. The reason for the shrinking boxplots is that the H-matrix approximation error also decreases with increasing k. From these boxplots, we can find the optimal rank k, i.e., the computational resources and memory storage needed to reach a certain level of precision.
Application to Soil Moisture Data

Problem and data description
In climate and weather studies, numerical models play an important role in improving our knowledge of the characteristics of the climate system, and the causes behind climate variations. These numerical models describe the evolution of many variables, such as temperature, wind speed, precipitation, humidity, and pressure, by solving a set of equations. The process is usually very complicated, involving physical parameterization, initial condition configurations, numerical integration, and data output schemes. In this section, we use the proposed H-matrix methodology to investigate the spatial variability of soil moisture data, as generated by numerical models. Soil moisture is a key factor in evaluating the state of the hydrological process and has a broad range of applications in weather forecasting, crop yield prediction, and early warnings of flood and drought. It has been shown that a better characterization of soil moisture can significantly improve weather forecasting. However, numerical models often generate very large datasets due to the high spatial resolutions of the measured data, which makes the computation of the widely used Gaussian process models infeasible. Consequently, the whole region of interest must be divided into blocks of smaller size in order to fit the Gaussian process models independently to each block; alternatively, the size of the dataset must be reduced by averaging to a lower spatial resolution. Compared to fitting a consistent Gaussian process model to the entire region, it is unclear how much statistical efficiency is lost by such an approximation. Since our proposed H-matrix technique can handle large covariance matrix computations, and the parallel implementation of the algorithm significantly reduces the computational time, we are able to fit Gaussian process models to a set of large subsamples in a given spatial region. Therefore, next we explore the effect of sample size on the statistical efficiency.
We consider high-resolution soil moisture data from January 1, 2014, measured in the topsoil layer of the Mississippi River basin, U.S.A. The spatial resolution is 0.0083 degrees, and the distance of one-degree difference in this region is approximately 87.5 km. The grid consists of 1830 × 1329 = 2,432,070 locations, with missing values. Therefore, the available spatial data are not on a regular grid. We use the same model for the mean process as in Huang and Sun (2017) , and fit a zero-mean Gaussian process model with a Matérn covariance function to the residuals; see Huang and Sun (2017) for more details on the data description and exploratory data analysis.
Numerical tests with soil moisture data
To understand the uncertainty of the parameter estimation, we randomly pick up: 100 data sets of size n = 2, 000; 100 data sets of size 4, 000;... and 100 data sets of size 128, 000 from 2,432,070 available points. The distributions of the 100 parameter estimates for each n are summarized in Fig. 5 . In each iteration we solve a three-dimensional optimization problem and identify all three parameters simultaneously. The behavior and accuracy of the boxplots depend on such factors as the hierarchical matrix rank, the maximum number of iterations to achieve a certain threshold, the threshold (or residual) itself, the initial guess, the step size in each parameter in the maximization algorithm, and the maximization algorithm. For n = {2, 000, ..., 16, 000}, the medians are similar, while the sizes of the boxplots are decreasing. For n = {32, 000, ..., 128, 000}, the medians are different. A possible explanation could be that on a sufficiently fine mesh, the daily moisture data have some other fine-scale properties. We refer to work [1] , where the authors decomposed the initial large domain into 16 subdomains and estimated all three parameters in each subdomain.
One can see, that the variation between subdomains is quite high. There are regions with high variability (variance) and with low variability. A mesh with 128,000 nodes covers the domain much more uniformly than a mesh with just 2,000 and can recover much more fine details than a mesh with 2,000 nodes. These fine details may be invisible on coarser meshes, but become visible on finer meshes. Another explanation could be that the Matérn covariance function is not suitable for describing these daily moisture data. Another model or a mixture of different Matérn functions may be needed. Finally, we note that the 3D-solution is not unique -there are many triplets (ˆ ,σ,θ) which satisfy the prescribed residual 10 −6 and reducing the residual will require much more expensive iterations.
Remark 5.1 We also emphasize that only one vector Z is available and we sampled all our data sets only from this vector. In the case when many vectors Z are available (e.g., daily observations during multiple days) the behavior of boxplots could be different.
In Fig. 6 we present one realization generated from the fitted model, where the Matérn covariance function has parameters (ˆ ,ν,σ 2 ) = (1.5, 0.28, 1.45). To visualize this realization, we used the MATLAB functions scatteredInterpolant(·) for the interpolation and counturf(·) for the visualization. We used 2,000 (left) and 40,000 (right) locations. Figure 6 : One realization of random field, generated in MATLAB from soil moisture data ( * , ν * , σ * ) = (1.5, 0.28, 1.45) with 2,000 (left) and 40,000 (right) locations.
Next, we investigated the impact of the sample size n on the likelihood optimization. For simplicity, we chose one dataset for each n and plottedL/n as a function of and ν, respectively, while keeping the other parameters fixed. We found that the sample size n does have an impact on optimization. Figure 7 (left) shows the dependence of the negative log-likelihood functions, divided by n, on (on the left) and on ν (on the right). Although the minima appear within a relatively small interval in all of the cases, it is clear that the resulting log-likelihoods are more difficult to optimize for n = 2, 000 and n = 4, 000.
We now present an example to show the H-matrix inversion error I − (LL ) −1C 2 , for n = 2, 000 locations taken from the soil moisture data example in Section 5. For this data set, the estimated parameters are (ˆ ,ν,σ 2 ). Figure 8 shows the dependence of the H-matrix inversion error I − (LL ) −1C 2 of the Matérn covariance matrix (as well as the precision matrixC −1 ) on the parameters and ν, when the other two parameters are fixed. The H-matrix sub-block accuracy is ε = {10 −4 , 10 −6 }, i.e., adaptive-rank. The sizes of the corresponding H-matrices reminded almost Figure 7: Dependence of the negative log-likelihood function, divided by n, on n = {2,000, ..., 128,000} and on the parameters (left) and ν (right), in log-log scale for the soil moisture data example. the same, they varied from 4.6 MB to 5.4 MB for ε = 10 −4 , and from 6.0 MB to 6.6 MB for ε = 10 −6 , where ν ∈ (0.32, 2.25) and ∈ (0.1, 2.3). Figure 9 shows one example of the approximated covariance matrix of the soil moisture data when n = 8,000 withν = 0.325,ˆ = 0.64, andσ 2 = 0.98 in the Matérn covariance function. We used adaptive ranks in this approximation.
We fixed the accuracy (in the spectral norm) inside of each sub-block; for the matrix itself we chose ε = 10 −3 and for the Cholesky factor, ε = 10 −8 . Since the matrix sub-blocks were different sizes, and at various distances from the diagonal (singularity), we observed different ranks inside of each block. The Cholesky factorL requires higher ranks than the matrixC. In the worst case scenario, the global approximation error for the whole matrix would be a sum of all the errors in each sub-block. This explains why the total error, I − (LL ) −1C 2 , was much larger than the error in each sub-block. An alternative is using fixed ranks. Both methods have advantages and disadvantages (see Remark 2.2).
The parallel computation is extremely fast. Table 3 shows the computational time for the H-matrix approximations when n = {2,000, ..., 128,000}, computed with the parallel H-matrix toolbox, HLIBpro. It is important to note that the computing time (columns 2 and 5) and the storage cost (columns 3 and 6) are nearly linear. These numerical computations illustrate the theoretical formulas from Table 1 (column 2) .
For a better understanding of the log-likelihood behavior, we built graphics (Fig. 10) . These graphics help us to better visualize the shape of the log-likelihood function and its projections, as well as the behavior of the maximization algorithm. Additionally, we can see the impact and behavior of each term (log-determinant and quadratic form) in the log-likelihood function. For instance, the behavior of log |C| (blue dash-dot line) is monotone and non-increasing, whereas the behavior of Z C −1 Z (red dashed line) is more volatile, in that it may increase very fast. The solid black lines indicate the behavior of the negative log-likelihoods, −L( , ν = 0.325, σ 2 = 0.98; k = 11) (on the left), −L(ν, = 0.62, σ 2 = 0.98; k = 11) (in the middle), −L(σ 2 , = 0.62, ν = 0.325; k = 11) (on the right). The left figure demonstrates the dependence on , the center one on ν and the right one on σ 2 , when all other parameters remain fixed. From these figures, we can see that it is hard for the minimization algorithm to find the minima. The solid black line is almost horizontal, and many points may satisfy the residual. One possible remedy is to use a very small residual (we used 10 −6 ), but this will require many expensive iterations. We also see that the solution may depend on the initial conditions in the minimization algorithm. If the initial conditions are very far from the global minima, then the maximal number of iterations (which is also a parameter in the minimization algorithm) may not be sufficient to achieve these global maxima. 
Reproducibility of numerical results
To reproduce the presented numerical simulations, the first step is downloading the HLIB (www.hlib.org) or HLIBPro (www.hlibpro.com) libraries. Both are free for academic purposes. HLIB is a sequential, open-source C-code library, which is relatively easy to use and understand. HLIBPro is the highly tuned parallel version of HLIB, where only the header and object files are accessible.
After signing the H-matrix (HLIB or HLIBPro) license, downloading, and installing the libraries, our modules for approximating covariance matrices and computing log-likelihoods, and the soil moisture data can be downloaded from https://github.com/litvinen/HLIBCov.git.
HLIB requires not only the set of locations, but also the corresponding triangulation of the computing domains [43, 38] . The vertices of the triangles should be used as the location points. To construct a triangulation, we recommend employing the routines in MATLAB, R, or any other third-party software. HLIBPro does not require triangulation; only the coordinates of the locations are needed.
Conclusion and Discussion
We have developed a tool relying on novel constructs from linear algebra that can improve the quality of statistical forecasts, by making it possible to work with large datasets of measurements observed on unstructured grids, in particular a new method of estimating the unknown parameters of a covariance model. The statistical model includes the class of Matérn covariance matrices with three unknown parameters, , ν, and σ 2 . We applied the H-matrix technique in approximating multivariate Gaussian log-likelihood functions and Matérn covariance matrices. The H-matrix technique allowed us to drastically reduce the required memory (Table 2 ) and computing time (Table 3) . Within the H-matrix approximation, we can increase the spatial resolution, take more measurements into account, and consider larger regions with larger data sets. H-matrices require neither axes-parallel grids nor homogeneity of the covariance function.
From the H-matrix approximation of the log-likelihood, we computed the H-Cholesky factorization, the log-determinant, and a quadratic form, Z C −1 Z (Table 2) . We demonstrated the computing time, storage requirements, relative errors, and convergence of the H-matrix technique (Table 3 , Fig. 8) .
We reduced the cost of computing the log-likelihood function dramatically, from cubic to almost linear (see Table 3 ), by employing the H-matrix approximations, without significantly changing the log-likelihood, even with a small rank k. We considered both a simulated example, where we identified the known parameters, and a large, real data (soil moisture) example, where the parameters were unknown. We were able to calculate the maximum of the log-likelihood and the maximum likelihood estimator (MLE) for both examples. We were also able to compute the MLE when all of the parameters , ν, and σ 2 , were simultaneously unknown. We researched the contributions of the H-matrix approximation error and the statistical error (see Fig. 4 ) to the total error. We found a balance between the H-matrix approximation error and the statistical error; Fig. 4 . Boxplots for the estimates of , ν, and σ 2 for n = {128,000, ..., 2,000} are shown in Figure 5 .
We found how the log-likelihood function and MLE depend on the number of locations (Fig. 7) , which we varied from 2,000 to 128,000. We demonstrated that the H-matrix approximation errors are stable with respect to the Matérn parameters , ν, and σ 2 . Since the H-matrix approximation is much cheaper to store than the original matrix, a much larger number of locations can be considered. With the parallel H-matrix library HLIBPro, we were able to compute the log-likelihood function for 2,000,000 locations just in a few minutes on a desktop machine (Fig. 3) .
A Appendix
Theorem 3 Let C ∈ R N ×N , and E := C −C,C −1 E :=C −1 C − I, and for the spectral radius ρ(C −1 E) = ρ(C −1 C − I) < ε < 1. Then | log |C| − log |C|| ≤ −n log(1 − ε).
Proof: See [4] ; Ballani and Kressner observed that parameter n in the last inequality is pessimistic and is barely observable in numerical simulations.
To prove Theorem 2 we apply Theorem 3 and
where − log(1 − ε) ≈ ε for small ε.
Remark A.1 Assumption C −1 ≤ c 1 is strong. This estimation depends on the matrix C, the smoothness parameter ν, the covariance length , and the H-matrix rank k. First, we find an appropriate block-decomposition for the covariance matrix C. Second, we estimate the ranks ofC. Third, we prove that the inverse/Cholesky can also be approximated in the H-matrix format. Then we estimate ranks for the inverseC −1 and the Cholesky factorL. Finally, we estimate the H-matrix approximation accuracies; see [28] . In the worst case, the rank k will be of order n. We also note that some covariance matrices are singular, so thatC −1 andL may not exist. The computation of log |C| could be an ill-posed problem, in the sense that small perturbations in C result in large changes in log |C|.
Lemma A.1 Let z be a vector, where z ≤ c 0 , and letL −1 be an H-matrix approximation ofL such that L −1 −L −1 ≤ ε L , and letC −1 be an H-matrix approximation of C −1 such that
Proof: Follows from properties of the norm.
