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RÉSUMÉ 
Les auteurs con.sidèrent une sui.te chronvlogique de précipitations annuelles comme régi.e par un processus markovien 
de prem.ier ordre don.t la variable aléatoire ne serait pas distribuée normalement. Ils appellent coescient de persistance A 
le coescient du terme qui marqu.e l’influerme de l’ann,ée précédente ; ils proposent plusieurs modes de calcul de A, notam- 
ment par le maximum de vraisemblance, et en étudient la variation et la signi$cation en Afrique sah.élienne et tropicale. 
ABSTRACT 
A time series of ann.ual rainfalls is considered as generated by a jîrst order markovian processus random variable 
of which should not be norma.1 by distributed. Coe#cient of the term dealing zuhith the effect of the preceding year is 
called coe#cient of persistence (A) ; several zuays are proposed for computing A, especially by the maximum of likely- 
hood. Variation. and signi$can.ce of A in saheltan and tropical Africa are discussed. 
1. G@NÉRALITÉS 
Un examen, même assez superficiel, des suites chronologiques de précipitations annuelles (en années calen- 
daires) en Afrique tropicale nord, montre des séquences plus ou moins organisées d’années humides et d’années 
sèches. Il ne semble pas qu’on puisse évoquer une périodicité cyclique des précipitations annuelles dans cette zone 
et d’ailleurs la durée des relevés pluviométriques à chaque station est insuffisante pour permettre de déterminer 
d’une façon significative les durées des cycles élémentaires. 
Tout au plus pourrait-on parler de pseudo-cycles de durées variables. Il semble préférable d’introduire la notion 
de persistance qui peut décrire les courtes suites dont nous disposons d’une façon vraisemblable en tenant compte 
des séquences d’années humides et d’années sèches. 
On suppose que les valeurs successives xi d’une variable X (par exemple la pluie annuelle) sont liées aux 
valeurs successives zi (indépendantes entre elles) d’une variable aléatoire Z par un processus de Markov d’ordre 1 
xi+,=zi+,+Axi 
Bien entendu, les valeurs successives des xi ne sont pas indépendantes. A est appelé coefficient de persistance. 
On constatera que, dans le cas de la pluviométrie, le terme aléatoire Z est toujours le terme principal. Autrement ’ 
dit, l’effet de persistance reste un effet souvent non négligeable mais secondaire. 
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2. EXPOSÉ MATHÉMATIQUE SOMMAIRE 
2.1. IXTERMINATI~N Du COEFFICIENT DE PERSISTANCE 
Quelles que soient les distributions de Z ou de X, la valeur du coefficient de persistance peut être calculée par 
la mttbode des moments sur un échantillon de taille n. 
A = covariance (xi + 1, xi) / variante (x) 
Cette estimation de A est certainement biaisée, car en général l’espérance mathématique de [covar / Var] n’est 
pas égale au quotient de l’espérance mathématique de [covar] par l’espérance mat.hématique de [Var]. 
2.2. LIAISON ENTRE LES DISTRIBUTIONS DE X ET DE Z 
En partant de: 
nous pouvons écrire : 
xi+,=zi+1+Azi+A”zi-1+ . . . +Ajzi+l-j+ . . 
la suite Aj xi + r - j étant infinie si on considère la population-mère. 
Les variables Z étant indépendantes par hypothèse, les cumulants K de la population-mère de la variate X 
sont respectivement les sommes des cumulants de même ordre cle chaque terme de la suite Aj xi + 1 - j. Soit Cr le 
cumulant d’ordre r de la population-mère de la variate Z : 
K, = C, + Ar C, + . . . + Ajr Cr + . . . 
d’où, avec l’hypothèse ] A ] < 1, 
C, = K, (1 - Ar) 
La valeur du coefficient de persistance étant connue, on connaît donc tous les cumulants de la distribution 
de Z si on connaît la distribution de X, et inversement,. 
2.2.1. Si la distribution de Z est normale, celle de X est normale et inversement : la distribution normale se 
caractérise par le fait que tous les cumulant5 d’ordre 3 et plus sont nuls. 
2.2.2. Si la distribution de Z n’est pas normale, celle de X est plus aplatie que celle de Z : le coefficient d’apla- 
$ssement de la distribution de X est égal à celui de la distribution de Z multipliée par (1 - AZ)2 ] (1 - Aa) soit 
- AZ) / (1 + As). 
La distribution de X est moins asymétrique que celle de Z : le coefficient d’asymétrie de la distribution de X 
est égal à celui de la distribution de Z multiplié par 
(1 - Aa)s/a / (1 - Aa) [fig. l] 
2.2.3. Si la distribution de X, ou de Z, est bornée (borne inférieure par exemple) l’autre distribution est aussi 
bornée. x0 et zo étant les bornes, on peut écrire : 
(xi -I- 1- xo) = (zi + 1- ~0) + A. (xi - XO) 
avec 
z. = (1 - A) xo 
relation qui lie les valeurs des bornes inférieures. 
2.2.4. La relation entre les cumulants de même ordre des distributions de X et de Z montre que si l’une est connue 
par une formule mathématique, l’autre ne peut l’être que par développement limité utilisant les cumulants de la 
seconde distribution déduite de ceux de la première. 
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2.3. CALCULS POUR LE nfAxInIunf DE VRAISEnmLANCE 
On cherche en général non seulement à calculer le coefficient de persistance, mais aussi à calculer les valeurs des 
paramètres de la distribution de Z ou de la distribution de X, distribution dont on a choisi à priori la formulation 
mathématique. La méthode des moments donne (dès que la loi n’est pas normale) des estimations des paramètres 
(le coefficient de persistance étant un paramètre) pl us biaisées que la méthode du maximum de vraisemblance et 
surtout ayant des variantes d’estimation plus grandes, d’autant plus grandes qu’il y a plus de paramètres à estimer. 
L’eficacité de la méthode des moments diminue avec le nombre de paramètres calculés. 
2.3.1. Formulation de la distribution. de Z de forme con,nu.e à priori 
En appelant f (z) la fonction de densité de Z le logarithme naturel de la vraisemblance s’écrit : 
Log $p = r, Log f (Zi) 
en remplagant les xi inconnus par leurs valeurs en fonction des xi observés 
zi = xi - A xi - r 
Log 2? = C Log f (xi - A xi - 1) 
En annulant les dérivées de Log 9 par rapport à A et par rapport aux paramètres dela fonction de densité de Z, 
on obtient le système d’équations qui permet de calculer A et les autres paramètres. 
Nous développons en annexe 1 les calculs pour la distribution gausso-logarithmique, la distribution gamma 
incomplète et la distribution exponentielle généralisée. 
2.3.2. Formulation de la distribution de X de forme connue a priori 
Il n’est pas possible d’écrire la vraisemblance de l’échantillon en fonction à la fois du coefficient de persistance 
et des paramètres de la distribution de X. 
On ne peut que : 
- d’une part, calculer le coefficient de persistance par la méthode des moments ; 
- d’autre part, calculer les paramètres de la distribution de X par la méthode du maximum de vraisemblance 
bien que les valeurs xi observées ne soient pas indépendantes. En effet, on pose comme hypothèse de départ 
que le processus est stationnaire, c’est-à-dire que la distribution de xi est indépendante du rang i. 
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On serait ramené au cas 2.3.1. si on pouvait écrire la fonction de densité de Z en fonction des paramètres de la 
distribution de X. Comme on l’a vu en 2.2.4. cette écriture n’est possible qu’en développement limité, avec un trop 
grand nombre de termes : l’application de la méthode du maximum de vraisemblance, theoriquement possible, 
conduit à des équations inextricables. 
Cependant, en annexe 2, nous proposons une approximation dans le cas d’une distribution gamma incomplète. 
Des schémas du même genre pourraient être utilisés dans les cas de distribution gaussa-logarithmique ou de distri- 
bution exponentielle généralisée. 
2.4. REIURQUE 
Au lieu d’écrire le processus en indices croissants on peut l’écrire en indices décroissants : 
xi=yi+Axi-tl 
les variables Y étant aléatoires et indépendantes. 
Les variables yi et zt + i correspondent au passage de xi + i à xi ou au passage de xi à xi + 1’ 
La valeur du coefficient A est la même dans les deux cas, et la distribution de la variate Y est la même que 
celle de la variate Z. 
yr et zi + r ne sont pas des variables indépendantes, mais sont liées par la valeur - A du coefficient de corré- 
lation linéaire (la corrélation n’est linéaire que si les variates sont normales). 
Il existe une relation simple entre les Z et les Y: 
A # 0 yi - A yi - 1 = zi - A Or + i = (1 + A”) xi - A (xi - 1 + Xi + 1) 
les termes yi - r et zi correspondant au passage de xi à xi _ r ou au. passage de xr _ i à xi 
zi - yi = A (xi + 1 - xi - 1) A # 0 
ZI et yi étant des variables aléatoires indépendantes, de même distribution. Il s’ensuit que la distribution de 
W = xr + i - xi - r est symétrique autour de la valeur zCro, tous les cumulants d’ordre impair étant nuls. Si s est 
1. e paramètre d’échelle de la distribution de Z et de Y, et en appelant CI ,,r le cumulant d’ordre 2 r de la distribution 
de Z, les cumulants d’ordre pair de la distribution de W ont pour valeur : 
3. APPLICATION 
La recherche d’un coefficient de persistance a été effectuée sur les séries chronologiques dont nous disposions 
pour les stations pluviométriques d’Afrique entre l’équateur et le Sahara. Toutes les stations correspondant au 
climat tropical pur, sans petite saison seche, et ayant au moins 25 années consécutives de relevés ont étb utilisées, 
sauf les stations situées en bord de mer. 
Certaines suites chronologiques ont été complétées (mois manquants, ou même une année manquante si des 
stations voisines permettaient la reconstitution). Mais l’homogénéité des suites n’a pas été contrôlée. 
Au total les relevés de 179 postes, 7 523 stations années, ont, été retenus : 
Nombre de stations Nombre de stations 
annr’es 
Côte d’Inire 5 250 
Haute-Volta 29 1 271 
Mali 45 I 8aa 
Mauritanie 14 626 
Niger 24 1013 
Sénégal 36 1676 
Tchad 26 199 
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3.1. Dans un premier temps, le calcul du coefficient de persistance a été effectué par la méthode des moments, 
sans faire d’hypothèse sur la distribution de la variate indépendante Z. 
Sur la figure 2, les coefficients de persistance ont été portés en fonction de la pluviométrie moyenne observée 
à la station. 0 
La dispersion des points est très grande. Cependant nous avons tracé une courbe de variation du coefficient 
de persistance en fonction des précipitations moyennes annuelles en joignant les points médians des tranches succes- 
sives en pluviométrie. 
Il est certain que la plupart des séries chronologiques utilisées ne sont pas homogènes : ce défaut introduit 
certainement une erreur par excès dans le calcul du coefficient de persistance. Quelques séries contiennent proba- 
blement des valeurs très fausses, qui ne doivent pas avoir d’effets systématiques sur la valeur du coefficient. 
Malgré ces réticences, on peut admettre qu’entre 200 et 1 400 mm de précipitations annuelles moyennes le 
coefficient de persistance est significativement positif. 
3.2. Dans un second essai, on a utilisé le sous-programme PEGAMA ( annexe 1.2.) avec la valeur zéro pour la 
borne inférieure X0 de la distribution des X. Ce sous-programme calcule la valeur du coefficient de persistance 
par la méthode du maximum de vraisemblance en faisant comme hypothèse que la distribution de la variate Z 
est une distribution gamma incomplète. 
Les valeurs ainsi estimées du coefficient de persistance ont été reportées sur la figure 3 en regard des précipi- 
tations moyennes annuelles. Une courbe moyenne de variation du coefficient en fonction de la précipitation a été 
tracée à travers le nuage de points. On trouvera en annexe 3 le détail des résultats. 
Sous les mêmes réserves que ci-dessus, et sous réserve que les hypothèses introduites pour faire le calcul soient 
plausibles, on peut admettre que le coefficient de persistance est significativement positif entre 200 et 1 200 mm 
de précipitation annuelle moyenne. 
On voit que la dispersion des points est beaucoup moins grande sur la figure 3 que sur la figure 2. Ceci est 
certainement dû à l’emploi de la méthode du maximum de vraisemblance, plus efficace que la méthode des moments. 
Le fait que la courbe moyenne de la figure 3 se trouve en-dessous de celle de la figure 2 est dû probablement aux 
hypothèses introduites. 
3.3. On a utilisé aussi le sous-programme PEL0GN ( annexe 1 .l.), avec la valeur zéro pour la borne inférieure X0 
de la distribution de X. L’hypothèse de base est que la variate Z est distribuée suivant une loi gausso-loga- 
rithmique. Les résultats ne sont pas présentés ici : la dispersion est du même ordre que dans le cas de la figure 3, 
mais la courbe moyenne donne des valeurs de A inférieures d’environ 0,03 à celles qu’on obtient avec l’hypothèse 
de la distribution gamma. 
CONCLUSIONS 
Le problème de la persistance s’est posé en pratique lorsqu’on a voulu générer, par tirage au hasard, des 
séries de pluies annuelles en région sahélienne. Les remarques exposées au paragraphe 1 (Généralités) montrent 
qu’on pouvait se demander si on avait le droit, sans autre précaution, de tirer des valeurs dans une loi statistique 
purement au hasard pour constituer un échantillon statistique de pluies annuelles. Les valeurs successives sont 
alors indépendantes, il n’y a pas ce qui a été défini ici comme cc effet de persistance» et, suivant notre schéma, 
A est nul. 
Mais si l’effet de persistance existe réellement, cette façon de procéder ne respecte pas totalement la structure 
de la distribution des pluies annuelles. En particulier, les fameuses séries noires climatologiques, qu’on cherche 
souve.nt à imputer à un caractère cyclique des’ variations du climat, peuvent être produites, au moins partiellement, 
par le hasard lui-même, mais il est certain que l’introduction d’un effet de persistance en accentue la gravité. 
Il est donc sans doute bon, lorsqu’un calcul analogue à celui qui a été présenté met en évidence, de façon 
objective et, semble-t-il significative, une telle persistance, de procéder à l’échantillonnage fictif au moyen d’un 
processus. Mais il faut interpréter avec prudence les résultats des calculs de persistance. On a vu quelle pouvait 
en être la dispersion, même lorsqu’on utilise le maximum de vraisemblance, et que le choix de la loi de distribution 
de Z n’est pas totalement indifférent à la valeur moyenne finalement adoptée pour A. 
Cette variante de l’estimation de A exclut toute possibilité de recherche de la persistance sur une station isolée ; 
l’étude ne peut être que régionale. 
II semble enfin, du moins pour l’Afrique de l’Ouest, que le coefficient de persistance varie suivant la bande 
climatique. Maximal de 300 à 1 000 mm de précipitation moyenne, il semble un peu plus faible en zone très aride 
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et s’annule lorsque la pluviométrie dépasse 1 300-I 500 mm. Le phénomène n’est pas très net sur la figure 3 parce 
que peu de stations de plus de 1 300 mm ont été représentées. Mais si l’on considère l’ensemble des stations de Côte 
d’ivoire ayant plus de 30 ans de relevés, on trouve que pour 30 d’entre elles l’estimation de A est négative et que 
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ANNEXE 1 
CALCUL SUR LE MAXIMUM DE VRAISEMBLANCE 
1. DISTRIBUTION GAUSSO-LOGARITHMIQUE 
1.1. Hypothèse 
Les variables aléatoires et indépendantes Z sont réparties suivant une distribution gausso-logarithmique. La 
distribution de la variate X est bornée inférieurement par une valeur x0. 
La fonction de densité de Z est : 
1 1 1 - Zi Zo 2 
---== - exp - - ( Log ~ cd2n !q 2 CT2 8 1 
s paramètre d’échelle > 0 
z. paramètre de position 
G paramètre de forme > 0 
A paramètre de persistance 1 A 1 < 1 
En remplaç.ant (zi - zo) par (xi -x0) - A (xi _ r - x0) avec z. = (1 -A) x0, le logarithme naturel de la 
fonction de vraisemblance s’écrit : 
LogB =-(n-l)Log2/2 Y--(n-l)Logc-- 2 Log [(xi - xo) - A (xi - 1- x0)1 
2 
- ~0 - A (xi - 1 - x,)1)2 
2 
En posant comme condition : 
A< 
Xi - Xg 
xi - 1 - x0 quel que soit i, 





Xi - 1 - X0 
+;x 
Xi - 1 - Xg 
xi - ~0 - A (xi - 1- xe) 
2 
Xi - X0 - A (Xi - 1 - Xe) Log [xi - ~0 - A (xi - 1 - x0)] 
2 
n 
id Log 8 
22 
Xi - 1 - X0 
-7 xi - ~0 - A (xi - i- ~0) = 0 
2 
n 
de+ & xi - ~0 - A (xi _ 1 - ~0) 1 n-l --Legs = 0 s (T’ 
n 
2 
Log [xi - xo - A (xi - 1 - xc,)])2 - 3 Log s LOg [Xi 
2 2 . 
+ q (Log E)s = 0 
~0 - A (xi - 1- x0)1 
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Log [Xi - ~0 - A (xi - r- x0)] SM=--&, 
22 




xi - 1 - x0 





Xi - 1 - Xg 
xi - ~0 - A (xi _ r- ~0) LOT [xi - ~0 - A (xi - r - x,)] 
2 
d'où r Log s = SL 
En portant cette valeur dans la dérivée par rapport à o : 
02 = SM - SL2 
et dans la dérivée par rapport à A : 
02 = SL - SJ/SH 
La méthode qui semble la plus simple pour résoudre le système est de choisir une valeur de A, de calculer ce 
et 03. Si o2 est supérieure à o& la valeur choisie pour A est trop petite, sinon elle est trop grande. On essaie de 
nouvelles valeurs de A jusqu’à obtenir ce = os avec la précision que l’on désire. Il semble qu’il n’y ait qu’une 
solution au système. 
Le sous-programme PELMGN (X, SI, S, X0, PE, N) suit cette méthode de calcul en s’arrêtant dans les ité- 
rations lorsque l’erreur relative sur c2 est inférieure à I/l O*. 
Les arguments à fournir par le programme principal sont la taille N de l’échantillon, les valeurs observées de X 
rentrant en vecteur, la borne inférieure X0 de la distribution de la variate x. 
Il calcule et donne en sortie : 
- le coefficient de persistance PE (= A) ; 
- le paramètre de forme SI, et le paramètre d’échelle S de la distribution gausso-logarithmique de la variate Z. 
Tel quel, il ne calcule pas le paramètre de position de cette distribution. Pour l’avoir, il suffirait d’ajouter Z0 
dans la liste d’arguments et de mettre l’instruction : 
Z0=XM*(l.-PE) 
juste avant l’instruction RETURN. 
1.2. Hypothèse 
Les variables aléatoires et indépendantes Z sont réparties suivant une distribution gausso-logarithmique de 
paramètre de position (borne inférieure) zo connu à l’avance. 
La marche à suivre est la même que ci-dessus, en remplayant partout : 
[xi - ~0 - A (xi - r - x,)] par [xi - A xi - 1 - zO] 
Les modifications à apporter au sous-programme PELMGN sont : 
- remplacer X0 par Z0 (argument à fournir par le programme principal) dans la liste des argumeuts ; 
- remplacer l’instruction de la boucle DO 1 . . . par : 
i PE = AMIN1 (PE, (x(I) - z0)/x (1 - 1)) 
- ajouter juste avant l’instruction DO 4... 
X0=Z0/(1.-PE) 
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SUBRMUTINE PELOGN (X, SI, S, X0, PE, N) 
REAL * 82,1B,;O(4), AM, X * 4 (N), P * 4 (2) 
AM = N . 
PE = 1 . 
DW 1 1 = 2, N 
;yr~~~ 1 (PE, (X (1) - X0) / (X (1 - 1) - x0)) 
P ((3 - IFIX (SIGN (1 .) SG))) [ 2) = PE 
PE=(I .+P(l)+P(Z)-1 .)/2. 
IF ((P (1) - PE) * (P (2) 
D03J=l,4 
- PE) . GE . 0 .) GO T0 5 
C (J) = 0. DO 
D041=2,N 
A=(X(I-l)-X0)/(X(I)-X0-(X(1-1) 
B = DLBG ((X (1 - 1) - X0) / A) / AM 
C (1) = C (1) + B 
C (2) = C (2) + B * AM * B 
C (3) = C (3) + A / AM 
C (4) = C (4) + B * A 
SS= DSQRT (C (2) - C (1) * C (1)) 
= SI * SI 1 (C (1) - c (4) / c (3)) - 1 . 
IF (AINT (SG * 1 . E 4) . NE . 0 .) GM TO 2 
;FT;;N” cc (1)) 
END 
DISTRIBUTION GAMMA INCOMPLÈTE 
- X0) * PE) 
2.1. Hypothèse 
Les variables aléatoires et indépendantes Z sont réparties suivant une distribution gamma incomplète. La 
distribution de la variate X est bornée inférieurement par une valeur xo. 
La fonction de densité de Z est : 
1 
r $ (Zi - Zo)Y - I exp [ S+!I - 
Y paramètre de forme > 1 
S paramètre d’échelle > 0 
zo paramètre de position 
A paramètre de persistance 1 A J < 1 
En remplaçant (zi - zo) par (xi - xe) - A (xi - r - xo) avec : 
z,, = x0 (1 - A) 
le logarithme naturel de la fonction de vraisemblance s’écrit : 





[xi - ~0 - A (xi - r - x,)] 
2 
En posant comme condition y > 1 et : 
A< 
Xi - Xg 
Xi - 1 - Xg quel que soit i, 
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en annulant les dérivées de Log 2 par rapport à A, s et y on obtient le système d’équations du maximum de 
vraisemblance. 
n n 




der/s - - 
1 - 
8 Y + 7 ix 
[xi - ~0 - A (xi - r- x,)] = 0 
2 
der/y - (n - 1) 4” (y) - (n - 1) Log s + 2 Log [xi - ~0 - A (xi - i - x,)] = O 
2 
E n posant : 
n-l n 
lz 
(Xi-X0) SN =-& 
x 





Xi _ 1 - Xg 





Log [xi - ~0 - A (xi - r- xo)] 
2 
d’où : s = ; (SN - A SI) 
En portant cette valeur dans la dérivée par rapport à A : 
y = 1 / [l - SI / (SD (SN - A SI))] 
et dans la dérivée par rapport à y : 
y = Log y - Y! (y) = Log (SN - A SI) - SL 
La solution approchée de cette équation est, pour y > 1, avec une erreur relative maximale de I/l O4 : 
yg = 0,500 08761~ + 0,164 8852 - 0,054 4274 y 
La méthode qui semble la plus simple pour résoudre le système est de choisir une valeur de A, de calculer *f 
et yg. Si y est supérieur à yg, la valeur choisie pour A est trop petite ; sinon elle est trop grande. On essaie de nou- 
velles valeurs de A jusqu’à obtenir y = yg avec une erreur relative inférieure ou égale à l/104. Il semble qu’il n’y 
ait qu’une solution au système. 
Le sous-programme PEGAMA (X, GC,. S, X0, PE, N) suit cette méthode de calcul. 
Les arguments à fournir par le programme principal sont la taille N de l’échantillon, les valeurs observées de X 
rentrant en vecteur, la borne inférieure X0 de la distribution de la variate X. 
11 calcule et donne en sortie : 
’ - le coefficient de persistance PE (= A) ; 
- les paramètres d’échelle S et de forme GC de la distribution gamma incomplète de la variate Z. Tel quel, 
il ne calcule pas le paramètre de position de cette distribution. Pour l’avoir, il suffirait d’ajouter Z0 dans la 
liste d’arguments et de mettre, juste avant l’instruction RETURN, l’instruction : 
ZM=XM*(l .-PE) 
2.2. Hypothèse 
Les variables aléatoires et indépendantes Z sont réparties suivant une distribution gamma incomplète de 
paramètre de position (borne inférieure) zo connu à l’avance. 
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La marche à suivre est la même que ci-dessus, en remplaçant partout : 
[xi - ~0 - A (xi - r - x,)] par [xi - A xi _ r - z,,] 
Les modifications à apporter au sous-programme PEGAMA sont : 
- remplacer, sans la liste des arguments, X0 par Z0 : argument à fournir par le programme principal ; 
- supprimer l’instruction SN = O . DO de la 4e ligne ; 
- dans la boucle DO 1 . . . . supprimer l’instruction 1 SN = . . . 
l’instruction 1 PE = AMIN 1 (PE, (X(1) - Z0) / X (1 - 1)) ; 
et remplacer l’instruction PE’ = . . . par 
- après l’instruction GM TM 4 ajouter les deux instructions : 
X0 = ZO / (1 . - PE) 
SN=O.DO; 
- supprimer l’instruction SI = . . . de la 9e ligne ; 
- dans la boucle DB 3 . . . ajouter l’instruction : 
SN = SN + (X (1) - X0) 1 AM ; 
- après la fin de la boucle DO 3 . . . ajouter l’instruction : 
SI = SN + (X (1) - X (N)) / AM 
SUBR0UTINE PEGAMA (X, GC, S, X0, PE, N) 
REAL * 8 SN, SI, SD, SL, AM, X * 4 (N), P * 4 (2) 
AM=N-l.DO 
SN = 0. DO 
PE = 1 . 
DO 1 1 = 2, N 
PE = AMIN 1 (PE, (X (1) - X0 / (X (1- 1) -X0)) 
1 SN = SN + (X (1) - X0) / AM 
SI = SN + (X (1) -X (N)) / AM 
P(1) =--1. 
SG=-1. 
2 P ((3 - IFIX (SIGN (1 ., SG))) / 2 = PE 
PE=(l.+P(l)+P(2)-1.)/2. 
IF(P(l)-PE)*(P(2)-PE).GE.O.)GMT04 
SD = 0. DO 
SL = 0. DO 
D031=2,N 
SD=(X(I-1)-X0)/(X(I)-X0-PE*(X(I-1)-X0))/AM+SD 
3 SL=SL+DL0G(l .DO*(X(I)-X0-PE*(X(I-l)-XM)))/AM 
GC=l ./(l .-SI/(SN-PE*SI)/SD) 
Y=DLMG(SN-PE*SI)-SL 
SG = GC / (. 5000876 1 Y + . 1648852 - . 0544274 * Y) - 1 . 
IF (AINT (SG * 1 . E 4) . NE . 0 .) GM TO 2 
4 LTUR, PE * SI) / GC 
END 
3. DISTRIBUTION EXPONENTIELLE GÉNÉRALISÉE (DU TYPE GOODRICH) 
3.1. Hypothèse 
Les variables aleatoires et indépendantes Z sont réparties suivant une distribution exponentielle généralisée. 
La distribution de la variate X est bornée inférieurement par une valeur xe. 
La fonction de densité de Z est : 
1 q - z. w - 1 
-~ 
SC? 1 1 6 
exp [- (X$3)“‘] 
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6 paramètre de forme 0 < 6 < 1 
S paramètre d’échelle s > 0 
zo paramètre de position 
A paramètre de persistance 1 A 1 < 1 
En remplaçant (zi - ze) par (xi - x0) - A (xi - r - ~0) avec : 
z,, = x0 (1 - A) 
le logarithme naturel de la fonction de vraisemblance s’écrit : 
Log s 
LOg$P =-(n-I)F--(n -1) Log s + ($- 1) $ Logcxi 
1 
-51/8 [xi - ~0 - A (xi - 1 - ~o)]l!S 
2 
En posant comme conditions 0 < 6 < 1 et 
A< 
Xi - Xg 
Xi - 1 - Xg 
~0 - A (xi - r- x0)] 
quel que soit i. 
En annulant les dérivées de Log 2 par rapport à A, s et 8 on obtient le système d’équations du maximum de 
vraisemblance. 









+ $ & $ [xi - ~0 - A (xi - r - x0)]'/' Log [xi 
2 
E n posant : 
n 
- 1 Log s ; --- 
62 SlP z 
[xi-x,- A (xi-r -x,)]ll’ 
2 
- - xg - A (xi _ 1 - - 
SH=iy 
xi - 1- xg 






(xi _ 1 - x0) [xi - x,-, - A (xi - r - X~)I ris-l 
2 
I + SL =- 
n-l /1 
Log [xi - ~0 - A (xi - r - x0)] 
2 
n 
SM = & 
Iz 
[Xi - Xg - A (Xi - 1 - ~,)]ll’ Log [xi - ~0 - A (xi - r - xe)] 
2 
on a : s = SDS. 
%)l = 0 
x,, - A (xi - r -x0)1”’ 
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En portant cette valeur dans la dérivée par rapport à A : 
et dans la dérivée par rapport à S: 
La méthode qui nous semble la meilleure pour résoudre le système est de choisir une valeur de A, de choisir 
37, une valeur de 6 et de calculer Sa. Puis faire varier 6 de façon à trouver - = 1 avec l’erreur relative acceptée: 
6 
est positif il faut faire croître 6, sinon il faut faire décroître S. 
Ensuite la comparaison entre S, et $ permet de savoir dans quel sens il faut faire varier A. Si SY 
i I 
- - 1 
6, 
est 
positif il faut faire décroître A, sinon il faut faire croître A. Une nouvelle valeur de A étant choisie, on cherche la 
8, valeur de 8 telle que S = 1 . . . etc . . . SY et on procède par approximations successives jusqu’à trouver - = 1 avec 
6, 
l’erreur relative acceptée. 
Il semble qu’il n’y ait qu’une solution au système. 
Le sous-programme PEEXGE (X, DE, S, X0, PE, N) suit cette méthode de calcul. 
Les arguments à fournir par le programme principal sont. . la taille N de l’échantillon, les valeurs observées X 
rentrant en vecteur, la borne inférieure X0 de la distribution de la variate X. 
Il calcule et donne en sortie : 
- le coefficient de persistance PE ; 
- les paramètres d’échelle S et de forme DE de la distribution exponentielle généralisée (type Goodrich) 
de la variate Z. 
Tel quel il ne calcule pas le paramètre de position de cette distribution. Pour l’avoir, il suffirait d’ajouter ZO 
dans la liste d’arguments, et de mettre, juste, avant l’instruction RETURN, l’instruction : 
Z0 = X0 + (1 . PE) 
3.2. Hypothèse 
Les variables aléatoires et indépendantes Z sont réparties suivant une distribution exponentielle généralisée 
(type Goodrich) de paramètre de position (borne inférieure) ze connu à l’avance. 
La marche à suivre est la même que ci-dessus. 
Les modifications à apporter au sous-programme PEEXGE sont : 
- remplacer dans la liste des arguments X0 par ZO : argument à fournir par le programme principal ; 
- dans la boucle DO 1 . . . remplacer l’instruction 1 P (2) = . . . par : 
1 P (2) = AMIN 1 (P (2), (X (1) - Z0)/X(I - 1)) 
- après l’instruction GO TO 8 ajouter l’instruction : 
X0 =Z0/(1 .-PE) 
juste avant l’instruction DB 5 . . . 
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SUBR0UTINE PEEXGE (X, DE, S, X0, PE, N) 
REAL * 8 C (5), A, B, AB, AM, X * 4 (N), P * 4 (N), P * 4 (2), D * 4 (2) 
AMzN-l.DO 
P (2) = 1 . 
DM II = 2, N 
P (2) = AMIN 1 (P (2), (X (1) - X0) / (X (1 - 1) - X0)) 
PE =--1. 
DY=-1. 
P ((3 + IFIX (SIGN (1 ., DY))) / 2) = PE 
PE=(l.+P(l)+P(2)-1.)]2. 
IF (PE - P (1)) * (PE - P (2)) . GE . 0 .) GM TO 9 
D (2) = 1 . 
DE = 0. 
DZ = 1 . 
D ((3 - IFIX (SIGN (1 ., DZ))) / 2) = DE 
DE = (1 . + D (1) + D (2) - 1 .) / 2 . 
IF ((DE - D (1)) * (DE - D (2)) . GE . 0 .) GO TO 8 
D051=1,5 
C(I)=O.DO 
DO 7 1 = 2, N 
A=(X(I)-X0)-PE*(X(I-1)-X0) 
B = DL0G (A) 
IF (IDINT (B / DE / 150 . DO)) 9, 6,2 
AB = A ** (1 . DO / DE) 
C(1) =C(l)+AB/AM 
C(2)=C(2)+AB/A/AM*(X(I-1)-X0) 





IF (AINT (DZ * 5 . E 3) . NE . 0 .) GO TM 4 
DY = (1 . - C (2) / C (4) / C (1)) / DE - 1 . 
IF (AINT (DY * 5 . E 3) . NE. 0 .) GO TO 3 
S = T ** DE 
RETURN 
END 
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ANNEXE 2 
Hypothèse 
Les variables s sont réparties suivant une distribution assimilable à une distribution gamma incomplète, 
avec un coefficient de persistance A. 
Les variables Z, aléatoires et indépendantes, sont réparties suivant une distribution gamma incomplète de 
paramètres de forme y, d’échelle s et de position zo. 
Soit les paramètres de forme 8, d’échelle t, de position x’ o de la distribution gamma incompkte pouvant repré- 
senter la distribution de X ; en égalant les trois premiers cumulants de cette distribution aux trois premiers cumu- 
lants de la véritable distribution de X déduite de celle de Z : 
xl0 + t 0’ = (z. + sy) / (1 - A) 
d’où : 
t2 s = s2 y / (1 - Aa) 
2 t3 s = 2 s3 y / (1 - A3) 
x’o - 1 
A A -~ 
24 +%+A+Aa 1 
=+A+ 
,-A(, +A)” 
En utilisant les valeurs ci-dessus de t et de 8, on voit que l’erreur relative commise en utilisant les cumulants 
d’ordre r supérieur à 3 (erreur relative par rapport aux cumulants de la distribution de X déduite de celle de Z), 
est, pour /Al pas trop grand, de l’ordre de: 
A2 _ tr _ 3) + tr _ 2) A + cr - 3)2(r - ‘) A”- - (r - 2) (r - 3) A3 + A’ - ’ . . . 
La moyenne, la variante, le coefficient d’asymétrie de la distribution approximative de X sont ceux-de la 
distribution exacte ; le coefficient d’aplatissement approché est de : 
6 (1 - A%) (1 + A)a 
7 (1 + A + -W 
au lieu de 6 ’ - A” 
y 1 -j- A” 
Nous n’avons pas écrit le programme FORTRAN correspondant à cette hypothèse. Voici quelques indications 
pour le faire : 
Les équations de maximum de vraisemblance (annexe 1) utilisent la borne inférieure x0 de la distribution 
exacte de X ou la borne inférieure zo de la distribution gamma incomplète de Z. 
Supposons que nous nous fixions la valeur de la borne inférieure x’,, = 0 de la distribution approchée de X. 
E ” \ n premrere approximation, avec t 6 = x, - la dernière des équations ci-dessus donne, pour une valeur de A choisie 
a prrori, 
A (1 - 4 
“0 = - ii 1 + A + A2 
d’où le c.alcul des paramètres s et y de la distribution de Z et une nouvelle estimation de zo : 
zO = - ’ Y (1 +A+ 
La comparaison de z’e et de zo permet de vérifier si la valeur de A a été bien choisie. Et si zo # z’o à la précision 
demandée, il faut réitérer les calculs avec une nouvelle valeur de A. 
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ANNEXE 3 
VALEURS DU COEFFICIENT DE PERSISTANCE ESTIMiÉES A PARTIR DE L’HYPOTHÈSE : 
Z DISTRIBUÉ SUIVANT UNE LOI GAMMA 
N nombre d’années 
Pm module pluviomé;trique 
~0 paramètre de position (est pris égal ù zéro pour toutes les stations) 
S paramètre d’6chelle 
y paramètre de forme 
A coefficient de persistance 
Station N PIIl s Y A 
(mm) (mm) 
COTE D’IVOIRE 
BOUIWi 54 1108 48.04 21 ,oo 0,093 
Dabakala 52 1 177 29,72 43,91 - 0,107 
Ferkéssédougou 67 1355 48,60 25,53 0,084 
Korhogo 30 1352 41,32 40,28 - 0,230 































28 649 24,72 17,74 0,318 
52 1203 41,90 20,95 0,266 
30 1203 86,lO 10,73 0,223 
54 1 151 38,OO 27,96 0,079 
26 675 35,24 13,16 0,318 
40 973 21,29 54,42 - 0,189 
52 957 27,15 28,ll 0,196 
44 862 28,30 34,15 - 0,120 
52 1086 48,lO 16,04 0,289 
54 523 31,74 9,77 0,303 
54 883 33,14 18,82 0,292 
27 914 16,19 44,81 0,210 
53 1177 35,60 30,52 0,077 
52 1036 24,50 41,46 0,011 
31 805 37,73 9,05 0,569 
54 709 23,90 27,Ol 0,088 
54 869 32,31 23,43 0,133 
51 827 17,78 55,85 - 0,204 
54 1 010 32,70 30,36 0,019 
25 916 17,13 47.09 0,128 
34 829 30,20 23,39 0,139 
72 809 28,58 26,49 0,063 
54. 702 34,58 14,lO .0,302 
25 1 000 12,60 85,40 - 0,061 
32 1003 27,lC 27,33 0,265 
30 840 23,Ol 30,oo 0,188 
52 953 56,14 13,53 0,205 
53 767 30,48 22,74 0,103 
32 755 41,66 10,89 0,397 
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33.57 7,53 0,169 
42,85 17,47 0,167 
31,63 36,07 -0,055 
43,15 14,91 0,192 
37,38 13,04 0,156 
20,42 4,1,41 - 0,049 
18,54 52,00 - 0,027 
66,lO 14.79 0,229 
35,61 Il,96 0,341 
36,69 25,35 0,013 
26,64 9,Ol 0,096 
49,69 10,12 0,173 
28,09 14,41 0,184 
40,30 21,71 0,140 
31,33 6,80 0,165 
28,70 39,40 0,178 
26,78 7,70 0,161 
31.32 9,20 0,302 
27,80 37.86 0,067 
34,,62 3.77 0,372 
32,65 28,34 - 0,029 
40.19 l-l.,84 0,192 
36,28 13,35 0,153 
39,20 41,49 - 0,217 
54,40 13,04 0,363 
32,76 25,81 0,022 
40,60 24,51 0,014 
29,78 31,2X 0,071 
28,22 23,85 - 0,026 
32,41 8,2O 0,035 
32,13 13,84 0,179 
21,ll 27,73 - 0,043 
20,21 16,33 - 0,054 
69,20 4,85 0,614 
49,56 8,19 0,327 
17,45 38,24 0,078 
16,33 50.67 - 0,097 
20,24 12,68 0,108 
37,35 10,29 0,453 
53,3O 15,16 0,389 
32,79 14.58 0,183 
36,80 12,96 0,074 
27,46 4,18 0,417 
29,68 34,04 - 0,118 
35,36 13,89 0,171 
MAURITANIE 
Aioun 21 299 31,81 9,40 -0,004 
-Q% 51 277 57,72 3.78 0,222 
Boghé 55 312 33,91 7.27 0,209 
Boutilimit 52 181 44.74 4,06 0,009 
Kaédi 55 391 55,4,2 6,36 0,100 
Kiffa 52 343 61,32 4,84 0,132 
m’Bout 28 447 29,39 12,02 0,200 
Méderdra 42 246 39,044 6,35 - 0,010 
Néma 50 283 30,ll 8,18 0,130 
Rossa 39 286 54.47 4,63 0,119 
Salibaby 4*0 627 43,81 14,34 0,000 
Tamchakett 40 250 47,78 4.09 0,215 
Tidjikja 52 157 52,71 2,41 0,196 
Timbedra 43 325 34,00 8.18 0,149 
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24,47 6,14 0,057 
59,82 4,85 0,490 
79,37 A,88 0,339 
52,86 9,24 0,259 
37,99 12,38 0,041 
17,94 56,78 - 0,191 
5%,43 4,%0 0,264 
50,77 9,13 0,212 
46,40 8,06 0,202 
49,85 9,OI 0,258 
24,6I 19,98 - 0,199 
35,74 15,04 0,113 
56,54 7,62 0,143 
54,78 3,72 0,058 
31,56 21,38 - 0,125 
38,90 12,73 0,135 
35,72 9,92 0,298 
56,53 5,54 0,523 
33,24 8,71 0,267 
55,24 3,12 0,374 
57,65 6,08 0,316 
45,os 9,74 0,164 
27,47 16,94 0,048 






































56 496 35,02 12,12 0,150 
53 651 61.64, %,23 0,225 
40 475 59,40 6,67 0,172 
56 309 35,30 9,41 - 0,076 
40 501 48,02 9,96 0,044 
28 512 29.63 19,95 - 0,150 
39 1376 102.90 13,16 0,011 
55 655 56,89 10,53 0,087 
56 775 58,59 13,ll 0,006 
56 839 56,67 13,95 0,052 
34 777 13,08 76,ll - 0,284 
37 928 38,93 24,03 0,003 
43 731 44,66 14,09 0,143 
56 796 68,98 9,78 0,148 
29 456 69,14 6.02 0,092 
56 1 297 46,2O 23,43 0,161 
56 723 60.62 9,64 0,194 
52 1224 46,90 23,93 0,088 
43 844 52,53 12,12 0,249 
35 796 66.97 8,3Y 0,297 
40 494 49,51 8,56 0,146 
56 435 60.62 6,23 0,130 
56 500 60,95 6,63 0,188 
40 606 60,95 9,03 0,095 
4*3 870 SO,76 15,90 0,073 
43 1627 109,40 14,26 0,040 
56 306 51.08 5,lO 0,131 
56 1374 68.90 17,97 0,095 
24 1 216 60,90 20,55 - 0,040 
53 903 40,68 19,93 0,106 
26 725 90,26 7,13 0,107 
56 644 83,17 6,94 0,099 
56 585 71,63 7,58 0,070 
42 1 090 72,80 Il,81 0,210 
56 496 61,53 7,65 0,048 
56 1526 55,50 28,80 -0,045 
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38 459 61,34 4,84 0,34$7 
27 871 23,18 40,81 -0,082 
37 419 49,42 5,75 0,318 
21 1 301 27,40 51,87 - 0,091 
33 1138 28,90 29.71 0,248 
21 581 20,73 30,65 - 0,103 
28 315 74.31 3.73 0,123 
35 892 20,73 42,76 0,009 
30 912 42,27 21,95 - oo 
21 1 144 36,20 26,45 0,164 
26 1124 23,80 44,82 0,051 
26 633 24,55 21,71 0,164 
27 1 043 18,30 65,17 - 0,146 
27 1024 14,80 76,79 - 0,110 
31 1 008 18,lO 39,85 0,290 
21 1074 12,lO 117,84 - 0,323 
27 828 IL.59 59,99 -0,130 
27 691 25,97 24,28 0,075 
38 1128 14,30 15,78 0,039 
40 1 192 40,40 30,77 - 0,048 
26 360 56,68 4.41 0,290 
42 616 38,48 16,31 - 0,024 
27 1 054 9,50 112,37 - 0.008 
34 1 261 27,lO 49.14 - 0,083 
35 1123 21,70 45,07 0,122 
30 880 17,71 45,85 0,082 
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