I. INTRODUCTION
In the analysis of a packetized comraunication system, one needs to deal with discrete-time point processes. One may quickly conclude that most results and formulas known for continuous-time processes can be translated into their discrete time versions in obvious manner, unfortunately, this turns out not to be the case. The main problem lies in that a Poisson process lias two discrete time analogs, one is a Bernoulli sequence, and the other is a Poisson sequence. A discrete time version of an M/M/l system holds for a Bernoulli arrival sequence, whereas an M/G/<» can be translated only for a Poisson sequence as will be discussed in Sections II and III.
Important results obtained for an M/G/l system under processor sharing (PS) cannot be interpreted for the round-robin (RR) scheduling, despite the fact the notion of the PS scheduling was originally derived from RR. Thus we introduce a new notion of processor sharing.
This note is therefore intended to examine some fundamentals issues of discrete time point processes and related queueing systems. Applications of these results to modeling and performance analysis of a slotted ALOHA SYSTEM will be discussed in subsequent reports. Consider a point process X(t), and let us define X, as the number of points (arrivals) in the interval (k-l)T<t<kT. Clearly, if X(t) is a Poisson process with ratt; n, then X k is a Poisson sequence with mean
X=yT. For example, the number of messages arriving into a slotted ALOHA channel from a large number of terminals can be accurately characterized by a Poisson sequence.
Random Delay
Suppose that each element (e.g., message or job) of a discrete-time point process is passed through a "random delay" (RD) as depicted in 
In the limit k-*», we have the following equilibrium distribution n PCn) = || e' p (2.3) where 
where n r is the number of jobs in RD at a given time. If class-r messages arrivals are independent Poisson sequences with rates X , the probability of the systan state at time k is R P(n;k) = n pfn -k) r=l r r (2.5) where P r (n r ;k) takes the form of (2.1). In the limit to
The corresponding probability generating function (p.g.f.) is given by
where
Thus, the p.g.f. of the marginal distribution of the total number of messages in RD is Q(z) = exp{-p+-pz} (2.9)
which yields the distribution of n ■ J n. : r=l Thus the average run-length is
For example, the sequence of messages from a user teiminal is often modelled as a Bernoulli sequence, and the variable T is often called the "thinking time". In a discrete-time queueing system, the Bernoulli process plays a role equivalent to that of a Poisson process in a continuous-time queueing. system. (server).
■7-Definition 3.3: A queueing (scheduling) discipline is said to be a workoonserving discipline [8] if (1) the lengths of each message are not affected by the queue discipline; (2) the queue discipline cannot take advantage of possible knowledge about message arrival times or message lengths; and (3) the channel should not be idle if there are some messages to be sent.
Because of the so-called memoryless property of geometric distribution, the state of the system M/M/l under a work-conserving discipline can be defined simply by n, the number of messages in the system (either being transmitted over the channel or waiting in the queue). Suppose that the message generating probability is dependent on the system state, and we we obtain the following result by solving a discrete time version of the birth-and-death process:
Property 3.1: The equilibrium state distribution of n in the M/M/l under a work-conserving discipline, if it exists, is given by
Note the existence of the equilibrium distribution (i.e., the condition for system stability) is equivalent to the condition that the p.g.f.
is analytic inside the unxC disc |z|=l.
The unkncrwi constant is given by setting Q(l)=l:
From the above result we can also show Property 3.2: The output (departure) process with time "reversed" is a Bernoulli process with rate X(n), where n is the "current" state of the system. Thus if the arrival is a homogeneous Bernoulli process with rate X, so is the output sequence. • .
•.■ -9-distribution with mean X,
which has the p.g.f.
\it) = (l-X k (l-x)) N ' r m f" w,w r w w t w I i-^^^«»   • . -....!.,.,,...,. . 
which is a discrete analog of the Laplace-Stieltjes transform.
If $(z) can be written as a rational function of z:
we can obtain the following expansion We define the system state by the vector n={n. ,l<j<_q} where n. is the number of messages in the system which are currently in the j th (fictitious) geometric server in tht representation of Figure 4 .1. We define n(j") as ths state obtained by reducing its j component n. by one, and n(j + ) is obtained b) adding unity to the j conponent. Similarly the transition {state n(j + ,i") ^ state n) takes place if one of the j 111 elements moves to the i^1 component.
Let P[n;k] be the probability that the system is in state n at slot time k.
* Wote that this distribution takes a slightly different form from (3.3):
To calculate P[n;k+1], we note that the system equation can be written as follows; P[n;k + 1] = P[n;k]{l-X(n)-I j n.äXCn)} + P[na') ;k]X(n-l)
The steady state distribution, if it ever exists, must satisfy the balance equation . In (4.10) the new quantity e k is the probability that th a message ever reaches the k (fictitious) service stage k-1 e k = n a.
By using the recurrence equation repeatedly we obtain
Then the marginal distribution of n=n 1 +n 2 +.. .+n is given by (4.11) (4.12)
--
where L = i-1 u i 1=0 L= j ^ = I C1-F L (1)) (4.14)
The outpv (departure) process from the PS syston has the same property as M/M/l which was stated as Property 3.3.
Different Classes of Messages
The above result can be generalized to messages with different classes. Hence, the distribution of the total number of messages in the system is
In this section we discuss some statistical properties of discrete time processes observed in a system like slotted ALOHA. One of the crucial assumptions usually made in the analysis of such system is the Poisson sequence approximation of the total traffic into a channel. As the first step toward a more accurate characterization, correlation functions of the related processes are examined.
Let {X k } be a stationary discrete time point process and be passed into the RD (random delay device) and we denote the output'sequence by {Y k }. We define autocorrelation and cross-correlation functions as in the usual way:
etc. • 
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The following proof is essentially a discret-j analog of the result known for M/G/" [7] . Consider a message which has arrived by slot time k. The uniformity of Poisson process indicates that the arrival time j is uniformly distributed over k slots. The message will be still in RD at slot time k (J) with prob P[delay>k-j+l]=l-F(k-j)=F C (k-j). The probability that a message is still in RD at slot k given the condition that the job lias arrived by that slot is therefore 
CM)
Thus the probability that there are i messages in RD at time k is:
-20-By substituting (A-l) into (A-S), we obtain (2.1).
With p defined by (A-l), 1-p represents the probability that an arbitrary message which has arrived by slot k has departed already.
Therefore, the total number of messages j that have departed by the end of slot k is obtairec. by substituting 1-p for p in (A-5):
k-1 which is again a Poisson distribution but with mean X )* F(d). We can show d=0 that the number leaving RD at the end of (k-l)st slot is independent of the number of messages left at slot time k. This independence of the past departure process and current state of the system is important. It follows that the number of departures in different slots are statistically independent. Thus, we can show that the number of departure in slot k is Poisson distributed with mean XF(k-l). In the limit ?:
lm ,\F(k-l)=x. This is clearly not a rational function of z. If we allow, however, the formal passages to the limit we can represent $Cz) as See [6] for an exanple in which probability parameter a. 's are conplex.
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