Abstract-We study a noiseless broadcast link serving K users whose requests arise from a library of N files. Every user is equipped with a cache of size M files each. It has been shown that by splitting all the files into packets and placing individual packets in a random independent manner across all the caches prior to any transmission, at most N/M file transmissions are required for any set of demands from the library. The achievable delivery scheme involves linearly combining packets of different files following a greedy clique cover solution to the underlying index coding problem. This remarkable multiplicative gain of random placement and coded delivery has been established in the asymptotic regime when the number of packets per file F scales to infinity. The asymptotic coding gain obtained is roughly t = K M/N. In this paper, we initiate the finite-length analysis of random caching schemes when the number of packets F is a function of the system parameters M, N, and K . Specifically, we show that the existing random placement and clique cover delivery schemes that achieve optimality in the asymptotic regime can have at most a multiplicative gain of 2 even if the number of packets is exponential in the asymptotic gain t = K (M/N). Furthermore, for any clique cover-based coded delivery and a large class of random placement schemes that include the existing ones, we show that the number of packets required to get a multiplicative gain of (4/3)g is at least O((g/K )(N/M) g−1 ). We design a new random placement and an efficient clique cover-based delivery scheme that achieves this lower bound approximately. We also provide tight concentration results that show that the average (over the random placement involved) number of transmissions concentrates very well requiring only a polynomial number of packets in the rest of the system parameters.
I. INTRODUCTION
W IRELESS data traffic is increasing at an alarming pace dominated by video on demand services [2] , and the LTE bandwidth available has not increased to cope with the increasing demand. Recently, to tackle this problem, caching at the wireless edge has been proposed [3] , [4] . Caching could take place at small cell/WiFi access points or at end user devices [5] , [6] , by prefetching popular content at off-peak periods to alleviate peak traffic later. It has been shown that in the presence of some form of communication between caches (e.g., device-to-device or D2D communications), caching gains proportional to the aggregate cache size can be obtained [7] , [8] . However, when there is no direct communication between caches, conventional caching schemes are limited to local cache hit gains.
Consider a set of demands for distinct files arriving at the base station (in a wireless macro cell setting) where each demand corresponds to some user mobile device in the cell. For simplicity, consider the case when user mobile stations are equipped with cache memory. Files stored in a user's cache may or may not be relevant to that user's demand. However, it is possible that another user's demand is stored in the cache. This could benefit the number of files (or its equivalent in terms of bits) that the base station needs to broadcast to satisfy all demands if the cache content of every user is taken into account. The abstract problem called index coding tries to model the aspect of wireless caching systems that do not have local cache hits but their cache content (or what is called side information) overlaps with other users' demands. In an index coding problem, we have K caching mobile devices served by a noiseless broadcast channel. Each caching device requests a distinct file that is not in its cache. The broadcast transmissions can be a linear combination of files. Each user recovers its demand using the broadcast transmissions and its cache content. The objective is to find the minimum broadcast transmissions (termed as broadcast rate) given a set of demands and given the cache content for each user. The optimal solution to this problem is known to be computationally hard to approximate even when the solution 0018-9448 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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involves only linear combinations over the binary alphabet [9] . The problem can be represented as a side information graph where vertices are users and a directed edge means that one user's caching device has some other users' desired packet as cached information. This problem has received a lot of attention in the information theory literature [10] - [12] because 1) it encapsulates the difficulty of all network coding problems and 2) any linear coding scheme for index coding is equivalent to a linear interference alignment scheme. We provide an example : User 1 requests packet 1 and User 2 requests packet 2 and each user has the other users' packet. Although there is no local cache hit, the side information present at both users can be used to reduce the number of transmission by 1 by transmitting the XOR of both packets.
In another line of work, motivated by this 'index coding property' that allows using user side information to create coded multicast transmissions for users requesting different files, the problem of designing the side information is also considered. This problem has been referred to as either the coded caching or the caching-aided coded multicasting problem. Hereafter, we refer to this simply as the caching problem. The setting is the same as the index coding problem where there is a library of N files from which user requests arise and every device has a memory of size M. The difference is that there is a placement phase, which is free of cost, that involves populating all user caches with files from the library. For this problem, order optimal peak broadcast rate for the worst-case demand, order optimal average rate under uniform demand distribution and order optimal average rate under Zipf demand distribution have been characterized. However, all the achievable schemes work in the asymptotic regime when the number of packets per file scales to infinity. In this paper, we focus on the peak rate over the worst-case demand pattern. We show that existing algorithms for placement and delivery give very little gain even when the file sizes are exponentially large in the number of users, and derive lower bounds for a general class of random uncoordinated placement schemes and clique cover based delivery schemes. We also modify existing algorithms to approximately match these bounds. A detailed review of the caching problem is given below.
A. Related Work
In the caching problem, there is a common broadcasting agent serving K users through a noiseless broadcast channel. Every user requests a file from a set of N files. Each file consists of F bits or packets. Every user has a cache of size M files. Files or parts of it ('packets') are placed in every cache prior to transmissions assuming that the library of file requests is known in advance. The objective is to design a placement scheme and a delivery scheme that optimizes (or approximately optimizes) the maximum number of file transmissions required over all possible demand patterns. This problem has been well studied in the asymptotic regime when F → ∞. A deterministic caching and delivery scheme which requires K K M/N packets per file to achieve a gain of t = K M/N was proposed in [13] . Following this, a random placement scheme that allows populating user caches independently of each other was proposed in [14] . In this uncoordinated placement phase, every user caches M F/N packets of each file n ∈ [1 : N] chosen uniformly at random and independently of other caches. The delivery scheme is a greedy clique cover on the side information graph induced by the underlying index coding problem (refer Section II). Clique cover schemes have the following property: When a set of packets of possibly different files are XORed, for every file packet at least one user desiring it can recover the desired packet by using its cache contents and only this XOR transmission. For example if A + B + C was sent, there is a user wanting A that could recover it by using B and C stored in its cache and similar conditions hold for at least one user wanting B and C. The peak broadcast rate (number of file transmissions) of a specific cache configuration is the number of transmissions needed in the worst case over all demand patterns of the K users from the library. When random placement schemes are used, the broadcast rate is averaged over the randomness in caching for a given demand pattern and the worst case average rate over all demand patterns is obtained. We call this the peak average broadcast rate. The peak average rate of the greedy clique cover delivery scheme under an uncoordinated random placement was shown to be (in the limit F → ∞) [14] :
Here, R p (M) denotes the peak average broadcast rate. Note that, if coded multicasting is not used then the rate is given by K (1 − M/N) from the gain due to just local cache hits. It was shown through cut-set bounds that the result in (1) was optimal up to a constant factor. The asymptotic multiplicative gain over the uncoded setting due to coding is roughly t = K M/N. The placement and delivery algorithms that achieve this peak average rate are given in Algorithms 1 and 2 respectively. This was followed by the works of [15] and [16] where the authors analyze the case of average number of transmissions when the user demand follows a Zipf popularity distribution over the library. They provide caching and delivery schemes that achieve order optimal average number of transmissions in the asymptotic regime. The caching distribution, unlike in the worst-case, has to be designed with respect to the collective demand distribution. Interestingly, they also showed that for Zipf parameter between 0 (uniform popularity) and 1, even the peak rate scheme given above is sufficient for order optimality in the asymptotic regime F → ∞.
Algorithm 2 OldDelivery (Delivery Algorithm in [14] 
B. Our Contribution
We consider the caching problem with K users, N files in the library and a cache size of M files. We are interested in the peak broadcast rate (number of file transmissions) for the worst-case demand. Our contributions are: 1) Impossibility results for existing schemes -We show that the existing random placement scheme for this problem (Algorithm 1) and its delivery scheme (Algorithm 2) has a broadcast rate above
We prove this in Theorem 5.
2) We propose a slightly modified placement scheme (Algorithm 3) that simplifies the analysis for an efficient achievable scheme that we propose later in this paper.
It also helps simplify analysis in several places. We show that the old delivery algorithm (Algorithm 2) coupled with the new placement scheme has similar file size requirements suggesting a needed change in the delivery scheme. We show this in Theorem 6. 3) General Impossibility results-We show that, under any random placement scheme which is independent and symmetric across users (every file packet placement in a user cache is independent of its placement in other caches, every file packet has equal marginal probability of being placed in a cache), any clique cover based delivery scheme (using clique cover on the side-information graph) requires a file size of approximately (
for achieving a peak average rate of
Here, the average is over the random placement involved. We show this universal impossibility result for random placement and clique cover delivery schemes in Theorem 7. 4) Approximately Optimal Scheme -This is our main algorithmic contribution. We finally exhibit a modified delivery scheme (Algorithm 5) that improves on Algorithm 2 through an extra pre-processing step. This modified delivery scheme applied with a specific user grouping along with the new placement scheme provably achieves a rate of roughly 4K 3(g+1) with a file size of (( N/M ) g+1 (log(N/M)) g+2 (2e) g ), approximately matching the lower bound. The new placement scheme we proposed plays an important role in the analysis of this algorithm. We show this in Theorems 8 and 9. 5) Concentration Results-Since the studied placement schemes are random, it is important to consider the spread in performance due to this randomness. We show that the file size requirements for any clique cover scheme over both random placement schemes (the old and the new) is polynomial in K for the average number of transmissions to concentrate for any demand pattern. It is sufficient to have a file size of (K 3 log K ) for the random rate (over the randomness in caching) to be within a constant multiplicative factor from the mean. We prove these in Section III. 6) Numerical Results-We show the effectiveness of our new delivery scheme Algorithm 5 compared to the existing schemes through numerical results for a reasonable set of system parameters. We show that for small target gains (i.e., gain g=3), our delivery scheme achieves the number of transmissions promised by our theory (i.e., 4K 3(g+1) ) while the existing schemes almost lose all their coding gain for finite file sizes. We show this in Section VI. Remark: Consider the case when N/M is a fixed constant while K is large. For the previous delivery and random placement schemes, the number of transmissions for some demand pattern is at least K (1 − M/N)/2 even when the file size F = exp(K M/N) i.e. exponential in K . In contrast, our achievable scheme in Algorithm 5 requires only
) for a constant target coding gain of g. Essentially, the file size required by our scheme proposed in this work is a constant and does not grow with K . If N/M = (K δ ) for some 0 < δ < 1 and K large, then for a constant gain g, our scheme requires K δ(g+1) packets whereas the previous best known random caching schemes require a file size of (exp(K 1−δ )) for obtaining a gain of 2.
In Section II, we provide the definitions of two random placement schemes ('old' placement scheme used in the literature and a 'new' placement scheme) and few delivery schemes, both previously used and new. In Section III, for any clique cover delivery scheme, we show that the file size requirements are only polynomial in K under both random placement schemes for the number of transmissions to concentrate well. In Section IV, we show that the previous delivery scheme, that works asymptotically very well, gives only a constant gain (of 2) even for exponentially large file sizes. We also show that any clique cover scheme with a random placement scheme that is 'symmetric' requires file size exponential in the 'target gain'. For constant target gains, the file size requirement is polynomial in the ratio of library size to the cache memory size per user. In Section V, to bridge the gap, we design an efficient delivery scheme based on clique cover, which together with the new placement scheme, achieves the file size lower bound approximately. In Section VI, we provide numerical results to demonstrate the effectiveness of the new delivery scheme for reasonable system parameters.
II. DEFINITIONS AND ALGORITHMS

A. Problem Setup
We consider the problem of designing placement and delivery schemes when K users request files from a library of N files (N > K ) and each user has a cache of size M files. When the number of users K > N, the problem is easier and has been already dealt with in [14] . In the placement phase, a file is divided into F packets/bits. Then each packet is placed in different user caches (randomly or deterministically). We are interested in an efficient placement scheme and an efficient delivery scheme consisting of coded XOR transmissions of various packets that optimizes the peak rate over worst-case demands. An efficient delivery scheme computes the coded transmissions needed in time polynomial in parameters N, K , F, M, while an efficient placement scheme ensures F is as small as possible, in particular, polynomial in N, K and M. Let us denote a set of demands by
Definition 1: After a placement scheme, cache configuration C is given by the family of sets S n, f for all files n and It is easy to see that, XORing all the packets in the clique formed by (d
by using this XOR transmission and its cache contents. Note that, here we do not require the demands to be distinct. In all the algorithms we discuss in this work, XOR operator ⊕ operating on a set of non-distinct packets is equivalent to the XOR operator ⊕ operating only on the distinct packets.
Algorithm 4 NewDelivery
Input: Parameters K , M, N and F, caches for all users 
Proceed with the next iteration. end end Let R A (C, d) be the number of normalized file transmissions (total number of bits broadcast divided by file size F) achieved by a given generic clique cover scheme A on the side information graph induced by the placement C and demand d. In the literature, sometimes R A (C, d) is also called broadcast rate or simply rate of algorithm A. We replace A by a short italicized string to denote various algorithms. Let E c denote expectation taken over the cache configuration according to a specified random placement described by the string c. In this work, we are broadly interested in the following question:
Over
all possible random placement schemes c and clique cover delivery schemes A, what is the minimum file size F required (as a function of K , M and N) such that max
d E c [R A (C, d)] ≈ K g for a fixed target coding gain g ≤ t = K M M when N > K ?
B. New Placement and Delivery Schemes
In this section, we first provide a description for the following: 1) Algorithm 3 -A new placement scheme that is slightly different from the existing one described in Algorithm 1. This placement scheme simplifies analysis and is a part of many results in this work. The new scheme reduces lots of unwanted correlations between different packets belonging to the same file helping us in analysis in several places. Particularly, this helps us simplify many of our proofs. 2) Algorithm 4 -A new delivery scheme which is just an efficient polynomial time (in both K and F) 
F] be the exact subset of users in which the f -th packet of file requested by user k is stored.
Run Algorithm 4 with this new cache configuration.
implementation of the old delivery scheme in Algorithm 2. We prove the equivalence in this section.
3) Algorithm 5 -This is our main algorithmic contribution and this is a new delivery scheme which gives approximately the best performance among all clique cover delivery schemes when suitable random placement schemes are used. Results regarding the optimality of this scheme are proven in Section V. Remark: We assume that F is always integral in Algorithm 3. Clearly, one can first choose an integral F followed by F through the equation
Remark: Algorithm 5, our main contribution, targets a particular gain g and requires it as a part of the input. Given a target gain 0 < g ≤ t = K M/N, while Algorithm 5 efficiently optimizes the file size F to achieve g, the previous algorithm (Algorithm 2), does not attain any reasonable gain even when F is exponential in t (finite file size regime). However, in the infinite file size regime, i.e. when F → ∞, Algorithm 2 does achieve a gain of t. When C is chosen randomly, R nd (C, d) is a random variable. Let E c denote the expectation taken over the cache configuration according to a specified random placement described by the string c. Further, let E d denote the expectation over a demand distribution described by d. Let E c,d denote the expectation with respect to both. Let c op denote the 'old' random placement according to Algorithm 1. Let c np denote the 'new' random placement according to Algorithm 3. Let R md (C, d) be the random number of transmissions under Algorithm 5 given a fixed cache configuration C and demand pattern d. In this case, there is further randomness that is a part of the delivery phase. Let E md R md (C, d) denote the expected number of transmissions with respect to the randomness in Algorithm 5 for a fixed cache configuration C and demand pattern d.
2) Relationship Between Algorithm 4 and Algorithm 2:
For any cache configuration C, it is easy to see that Algorithm 4 runs in time polynomial in K and F. More specifically, the run time is O(K 2 F 2 ). This is because the main for loop runs at most K F times. Every loop requires at most K F work. However, Algorithm 2, according to the way it is implemented, checks every subset and therefore requires (2 K + K F) running time in the worst case. This is due to two reasons: 1) the number of file packets totally transmitted is (K F) and 2) the main for loop is run for every subset of [1 : K ] irrespective of whether a transmission happens inside the for loop or not. As a concrete example, consider the computational complexity issues specifically when F is large under the old placement in Algorithm 2. Every packet is in expectation present in K M/N user caches and, therefore, one needs to search for almost all subsets of size K M/N which still requires exponential time for constant M/N. Therefore, we modify the implementation of Algorithm 2, for the sake of clarity, to obtain Algorithm 4 which can be explicitly and provably seen to run in time polynomial in K and F.
We now show that Algorithm 4 performs identically to Algorithm 2 in terms of number of transmissions.
Theorem 1: The number of transmissions of Algorithm 4 is identical to the number of transmissions of Algorithm 2 for a given placement and a set of demands.
Proof: Consider Algorithm 4. It is a greedy algorithm that determines the best transmission for every packet requested by at least one user. According to the 'if' statement in the inner 'for' loop of Algorithm 4, the packets requested by user k but stored in user caches S − k get transmitted along with only the packets which are stored in all but one user cache in the set S. Therefore, we just need to show that the number of transmissions for a particular subset S in Algorithm 2 is the same as the number of transmissions when the main for loop processes only packets corresponding to set S in Algorithm 2. From now on, let us only consider packets stored in all caches in S except the requesting user k ∈ S.
For every user k, we will sort the packets in every vector V k,S−k in Algorithm 2 according to the order in which packets, requested by user k but stored in exactly S − k, are added to the set C of transmitted packets in Algorithm 4. Note that this alignment of the ordering does not impact the number of transmissions of Algorithm 2. Now, we show that the sequence of transmissions of Algorithm 2 for set S is exactly the same as the sequence of transmissions of Algorithm 4. Suppose that the sequence is not the same. Suppose the difference occurs in the i th transmission, i ≥ 1, and not until i − 1. Then, it implies that there exist users k and k such that,
Since the first i −1 transmissions happened exactly identically and V k,S−k are sorted according to the sequence of access in Algorithm 4, the i th element in V k,S−k must be (d k , f ) and the i th element in V k ,S−k must be d k , f , and therefore those will be combined in Algorithm 2 during the i th transmission leading to a contradiction. Therefore, through a proof by contradiction, the theorem holds.
From the above theorem and according to the code of Algorithm 2, the number of file transmissions under both Algorithm 2 and Algorithm 4 for a given cache configuration and demand is given by:
3) Comments on Algorithm 5: Algorithm 5 has a preprocessing step, that we call the 'pull-down phase', in addition to Algorithm 4. Algorithm 5 emulates a 'virtual' alteration of any underlying cache configuration. The change in S d k , f (S d k , f is defined in the description of Algorithm 5) happens in such a way that the algorithm pretends that a file packet is being stored in a subset of the set of user caches where it has been actually stored. We use the same notation S d k , f to represent such a 'virtual cache configuration' that will be used for the delivery. For example, if a particular packet was stored in caches {1, 2, 3, 4, 5, 6} and if g = 3, a random subset from this is chosen. So the resultant virtual cache configuration could be {1, 2, 3} after this virtual re-assignment. The re-assignment phase is what we call the 'pull down' phase. This will allow us to 'target' the gain g (which is typically smaller than the best gain possible which is K M/N) more effectively if we use Algorithm 5 for delivery. Algorithm 5 also runs in time polynomial in K , F as it depends on Algorithm 4 apart from the pre-processing step that runs in polynomial time.
III. CONCENTRATION RESULTS
Now, we state Theorems 2 and 3 regarding the concentration of R(C, d) around its mean for the two placement algorithms. Please note that the concentration results hold for any delivery algorithm that provides a clique cover on the side information graph induced by C. Therefore, we do not specify the delivery algorithm used and hence we drop A in R A (C, d) . Before that, we provide a standard technical lemma regarding concentration of martingales. 
2) (Average Lipschitz Condition)
3) (McDiarmid's Inequality) Suppose the set of random variables {X i } are independent.
Then, the following concentration result holds:
A. New Placement Scheme 
Proof: We use martingale analysis on a generic clique cover algorithm. We denote any generic clique cover algorithm by algorithm A. Clearly, the number of transmissions:
for some function h(·) where 
In the first term in (9), let us assume that the choice of Let R B (C, d) be the number of transmissions in Step 1 of Algorithm B. Clearly, the following holds:
This is because the first step of Algorithm B employs the same clique cover scheme as Algorithm A and operates on a sub-graph induced by the file packets in the system other than V . Therefore, the number of transmissions has to be reduced. Further, adding the packets of V in step 2 is a suboptimal way of improving algorithm A.
Therefore, both 
Remark: The above result shows that when
2 log K , then with probability (C, d)) ]. But, for these algorithms to have a non-trivial gain even when
with very high probability.
B. Old Placement Theorem 3: Under the old placement scheme, denoted by the string c op , and any demand distribution on d (including a singleton distribution on a specific demand), the number of transmissions for any clique cover scheme satisfies the following concentration result:
Proof: We use a similar martingale argument as in Theorem 2. Consider a generic clique cover scheme implemented by Algorithm A. As before, R(C, d) is a function of 
When the placement of file packets S 1,1 . . . S d k , f −1 is fixed, let n j packets be left among the M F/N packets allocated for the file requested by user k in user cache j . When S d k , f = S ⊆ [1 : K ], let the number of packets left for the file d k at user j 's cache be n j − 1 S ( j ). 1 S ( j ) = 1 if j ∈ S and 0 otherwise. In any realization, satisfying the first conditioning where S d k , f = S in (13), for user cache j , n j − 1 S ( j ) packets are randomly chosen from the remaining F − f packets belonging to the file requested by user k. Similarly, n j −1 S ( j ) packets are randomly chosen from the remaining F − f packets belonging to the file requested by user k for the second conditioning when S d k , f = S in (13) . Now, consider the following scheme (delivery + placement scheme) with genie aided transmission as follows: 1) Genie provides the packet (d k , f ) to all users during decoding but is not placed in any user's cache. 2) We perform the old placement. 3) Since genie provides (d k , f ) to all users for 'free', if S d k , f = S immediately after step 2, we delete the file packet (d k , f ) from the caches of users in the set S and for all users in S replace it with a new random file packet from the remaining file packets of file d k , different from the ones placed according to the old placement including the file packet (d k , f ) in step 2. We use c gp to denote 'genie-aided placement' as described above.
Let us contrast this with the old placement: In the old placement, when S d k , f = S, for every j ∈ S, (d k , f ) is placed in cache j . In the genie aided case, this space at user j has been taken over by a randomly chosen packet from file d k that has not been used by the old placement at user j . Everything else remains identical to the old placement. Genie helps every user get the file packet (d k , f ) saving one packet transmission. In addition to the old placement, |S| additional random file packets are stored. This could at most save |S| ≤ K packet transmissions from that of the old placement under any clique covering scheme. It is because every user gets at most one extra packet in its cache from file d k over and above what it originally had. Therefore,
Note that, in the above equation, conditioning of c gp until S d k , f starting with S 1,1 is with respect to step 2 (just immediately after the old placement) in the genie aided-placement. Now, we adopt another view of the genie-aided placement: It is exactly identical to performing the old placement except that, only for file d k , for each user a random set of M F/N packets are drawn from F − 1 packets that excludes the packet (d k , f ) . The genie aided placement ignores conditioning on S d k , f of the old placement. This means that:
Clearly, from (15) ,
Justification: (a): This is because of (14) and (15 
IV. FILE SIZE REQUIREMENTS UNDER NEW AND OLD PLACEMENTS
A. Requirements for Existing Delivery Schemes and Placement Schemes
Given any cache configuration C and demand d, according to Theorem 1, the number of transmissions of Algorithm 2 and Algorithm 4 are identical. According to the code of Algorithm 2, the number of file transmissions under both Algorithm 2 and Algorithm 4 for a given cache configuration and demand is given by:
We will analyze the above quantity in this section with respect to different placement schemes (Algorithm 1 and Algorithm 3). Therefore, the expected number of transmis- 
For the placement scheme in Algorithm 3, we have:
Also, for S that contain k, we have:
The expected number of transmissions for all stages S in Algorithm 2 (and Algorithm 4) with respect to any random placement c is given by:
Denote by d u the demand pattern in which all users request distinct files. We will consider this case. We assume that N > K here. We are interested in the question: How large are
Now, we show that the coding gain is at most 2, even when F is exponential in the asymptotic targeted gain t = K N M for both placement schemes, namely Algorithm 1 and Algorithm 3. Since the placement scheme in Algorithm 3 differs slightly with respect to Algorithm 1, we have the following technical result which will be useful in deriving a common proof.
Theorem 4: For placements schemes in Algorithms 3 and 1, we have:
Proof: We first observe that Pr 1
> 0 is independent of the packet (d i , f 1 ) and hence symmetric for all packets and for all caches. In the case when d 1 = d 2 , for both placement schemes, the placement across two different caches are independent of each other and the probability of placing a particular file packet is symmetric across all file packets. Hence, the result holds.
In the case when d 1 = d 2 , let us first consider the placement scheme in Algorithm 3. Every file of size F is divided into F groups each of size N/M . Across the groups the placement of file packets is independent. Therefore, if f 1 and f 2 belong to different groups, the result again holds. The interesting case is when f 1 and f 2 are in the same group. In this case, if packet f 1 is placed, then the packet f 2 cannot be placed according to the constraints of Algorithm 3. Therefore, here the product is 0 and the inequality in the result still holds.
Consider the case when d 1 = d 2 and let the placement scheme be Algorithm 1. Let |S| = s. When f 1 = f 2 , we have:
(a)-Once the file part f 1 of a file is chosen, according to Algorithm 1, the probability that another file packet f 2 will be chosen is
We now show that, the coding gain is at most 2 even when the file size is exponential in the targeted gain t = 
Under the placement scheme of Algorithm 1, for a set S of size s that includes k, define:
for any user k and the packet f of file d k . We have the following chain: 
Justifications are: (a) This is from the definition of μ(s), Theorem 4 and the inequality
, where Bi(n, p) is a binomial random variable with n random Bernoulli trials with probability p < 1.
(c) We use the following chain:
In the above, p =
gives the justification. Therefore, there is very little coding gain even if we have exponential number of file packets in t = K M/N. Note that t is the best asymptotic gain possible in previous works [14] with random placement schemes.
B. Requirements for Any Clique Cover Delivery Scheme
Let c up denote a random independent and symmetric placement algorithm that has the following properties: 1) For any packet (n, f ), the probability of placing this in a user cache k is independent of placing it in all other caches. 2) Placing of packets belonging to different files in the same cache is independent.
3) The probability of placing a packet equals M/N for a given cache. Now, we have the following result on any clique cover scheme on the side information graph induced by random caching algorithm c up and a unique set of demands d u .
Theorem 7: When user demands are distinct, for any clique cover algorithm on the side information graph induced by the random cache configuration due to c up 
The number of transmissions
implies that there is at least one clique of size g in the side information graph G induced by C and d u . Given cache configuration C and distinct demands d u , let n g denote the number of distinct cliques of size g. So we have the following chain of inequalities:
g−2 and g > 2, then the probability given by (28) is strictly less than 1/4 contradicting the assumption. Therefore, the desired implication follows. Justifications are:
There are K g ways of choosing g user caches. Since all demands are distinct, there are F g ways of choosing g file packets belonging to the files requested by the chosen users. (M/N) g−1 is the probability that a file packet wanted by one of the users is present in g − 1 other user caches. Since the demands are distinct and placement of packets belonging to different files are different, the probability of forming a g-clique is given by (M/N)  g(g−1) .
Note:
We would like to note that c up represents a broad set of schemes where every file packet is placed in a cache independently of its placement elsewhere and no file packet is given undue importance over other packets belonging to the same file.
V. EFFICIENT ACHIEVABLE SCHEMES A. Deterministic Placement Scheme With User Grouping
Now, briefly we would like to explore the file size requirements of deterministic placement schemes. In this section, we describe a variation of the deterministic caching scheme in [13] that has a similar file size requirement for a target gain of g. However, it is not clear if, for a clique cover scheme at the delivery stage, this is the best one can do with deterministic placement schemes. In other words, a lower bound for deterministic placement schemes similar to the one above is not known. Now, we give a description of a deterministic placement and delivery scheme that requires F = K g packets to get a gain of g + 1. This follows directly from the deterministic scheme of [13] . For ease of exposition we describe it here: For every file, split the file into K g packets. For every subset G ⊂ [1 : K ] such that |G| = g, we place the corresponding packet in the user caches in the subset G. The total number of files per user cache is N (
This satisfies the memory constraint because the gain g ≤ K M/N. Following the same arguments in [13] , it is easy to show that the peak transmission rate is at most :
g+1 . Now, we show a slight modification of the deterministic caching scheme mentioned above which (approximately order wise) matches the lower bound in the previous section. Let us divide the users into groups of size K = g N/M and then apply the caching and delivery scheme for each group separately. The number of file packets required is F = K g . The memory constraint would be satisfied when g ≤ K M/N = g N/M (M/N) which is true. Now, coded multicasting is done within every user group. The total number of transmissions is:
g packets.
B. New Randomized Delivery Scheme
For the deterministic scheme described previously, similar to the one in [13] , it is necessary to refresh (possibly) all the caches in a specific way when users leave or join the system that requires coordination among the caches. Now, we show that under an uncoordinated random placement scheme given by the new placement scheme in Algorithm 3 and a new randomized clique cover algorithm, it is possible to have an average peak rate (with respect to all the randomness) of about
In this section, we analyze our main delivery scheme Algorithm 5 to prove the above assertion.
We need the following lemma from [18] (see proof of Theorem 1).
Lemma 2 [18] : Consider m balls being thrown randomly uniformly and independently into n bins. When m = r (n)n log n where r(n) is ((log(n) (1)) and the number of file packets needed is
Proof: According to the placement scheme given by Algorithm 3, every file is made up of F groups of file packets. Each group has size N/M . Let us consider the j -th packet of every group. There are F such file packets. We will first analyze assuming that algorithm 5 uses only the F file packets formed by considering only the j -th packet from every group. We will finally add up the number of transmissions for every set of F packets formed using the differently numbered packet (for all j ∈ [1 : N/M ]) from every group. Clearly, this is suboptimal. Therefore, this upper bounds the performance of Algorithm 5.
Consider a file n. Let G n j be the set of F packets, each of which is the j -th packet from every group of file n according to the groups formed during the placement algorithm 3. Let S n, f, j ⊆ [1 : K ] be the subset of user caches where the f -th packet in G n j is stored. Here, 1 ≤ f ≤ F indicates the position among F packets formed by taking the j th packet from very group. Given a user cache k, the placement of packets from the set G n j are mutually independent of each other. The marginal probability of placing it is given by 1 N/M . The placement is also independent across caches. Therefore, the number of user caches in which a particular packet in G n j is placed is a binomial random variable
where Bi (m, p) is a binomial distribution with m independent trials each with probability p. Therefore, by chernoff bounds (see [19, p. 276 
9 N/M . Here, we have used the fact that g ≤ K 3 N/M . Therefore, for any j (by Markov's Inequality),
N/M implies the following condition (which can be verified by algebra):
If a file packet is stored in p caches, then the file packet is said to be on level p. This implies, that with high probability, 1
F file packets belonging to file n from G n j is stored at a level above or equal to g. We will first compute the number of transmissions due to applying Algorithm 5 only on the file packets in
We start by considering a fixed demand pattern
Applying union bound with (29) over at most K files in the demand d, we have:
Now, consider Algorithm 5. The first few steps of the algorithm, denoted henceforth as 'pull down' phase, brings every file packet stored above level g to level g. Consider a file packet (d k , f, j ) before the beginning of Algorithm 5. Given that the packet (d k , f, j ) is at a level above g, after the 'pull down' phase, the probability that it occupies any of the K g subsets is equal. This is because prior to the pull down phase, the probability that the file packet being stored in a particular cache is independent and equal to
Clearly, the probability of any one of them ( say (d k , f, j ) ) occupying a given set of g caches, after the pull down phase, is independent of the occupancy of all other file packets
g denote the occupancy after the pull down phase. Therefore after the pull down phase, which is applied only to the files in the demand vector d,
After the pull down phase in Algorithm 5, we compute the number of transmissions of Algorithm 4 using the modified S a d k , f, j after the pull down phase. It has been observed that Algorithm 4 is equivalent to Algorithm 2. After the pull down phase, all the files packets are present at file level g or below.
Let us set F = c K g log( 
(a)-This is because after the pull down phase, all the relevant file packets are at a level at most g. Consider the event E that
for all i are stored at a level above g before the beginning of Algorithm 5. Conditioned on this event being true, by (32), the pull down phase is equivalent to throwing b balls independently and uniformly randomly into K g bins. Using (30) and the fact that 2 , the pull down phase is akin to throwing m
In fact, the m balls of file d k are being thrown independently and uniformly randomly into bins satisfying S − k : |S| = g + 1, k ∈ S. We apply, Lemma 2 for a particular user k to obtain:
Please note that r (n) as in Lemma 2 is O(log K ). Now, applying a union bound over all users k to (34), we have:
This implies that all V k,S−k are bounded in size. Therefore, we have the following:
. Putting together (36), (33) and (31), we have:
Union bounding over all 1 ≤ j ≤ N/M , we have:
From ( 
In the above bad event, the number of transmissions (normalized) needed is at most K . Therefore, we have:
C. Grouping Into Smaller User Groups: Approximately Achieving the Lower Bound
We now propose a user grouping scheme similar to the one for the deterministic caching scheme which can achieve the same average number of transmissions as the scheme mentioned in the previous section but with improved file size requirement almost matching the lower bound.
We group users in groups of size K = N/M 3g(log(N/M)) and apply the new placement scheme (Algorithm 3) and delivery scheme of Algorithm 5 to each of the user groups. It can be seen that K satisfies the conditions:
Therefore, Theorem 8 is applicable. For every group, the average number of transmissions for a particular demand configuration is at most (1 + o(1) ). Adding over all groups, we have the following theorem (29) can be strengthened which we do not do here. If N/M = (K δ ) for some 0 < δ < 1 and K large, then for a constant gain g, the above result requires K δ(g+1) packets whereas the previous best known uncoordinated random caching schemes require a file size of (exp(K 1−δ )) for obtaining a gain of 2.
VI. NUMERICAL RESULTS
In this section, we provide some simulation results to demonstrate the effectiveness of Algorithm 5. According to the result in the previous section, Algorithm 5 should be applied to groups of size cN M log(N/M) for some constant c to get the best file size tradeoffs. We fix the number of users to be K = 40 for our numerical simulations. For different ratios of N/M, namely 1/3 and 1/4, we plot the number of file transmissions required by various algorithms. K = 40 roughly satisfies the condition for the size of one group (being cN M log(N/M)) under the target gains and ratios considered in the simulations. Therefore, no user grouping is used in the simulations. We compare Algorithm 4 (or equivalently Algorithm 2) with our proposed algorithm under the placement algorithm given by Algorithm 3. We would like to note that implementing Algorithm 3 or Algorithm 1 makes very little difference for the placement and every point in the plot concentrates well, with respect to the randomness involved, with even 5 runs. The plot comparing the algorithms is given in Fig. 1 It is also instructive to note that the black solid curve is above Our proposed algorithm achieves close to 4K 3 * (g+1) ≈ 13 transmissions when the target gain is 3 as per Theorem 9 when F ≈ 15000 − 20000. The existing algorithms achieve only K (1 − M/N ) transmissions losing almost all coding gain in the finite file size regimes. It is also instructive to note that the black solid curve is above the red solid curve although the target gain is 4 because the number of file packets is not enough to target a higher gain than 3.
the red solid curve although the target gain is 4 because the number of file packets is not enough to target a gain higher than 3. Therefore, targeting the right gain during the pull-down phase of Alg. 5 is very crucial for a given file size.
VII. CONCLUSION
We have analyzed random uncoordinated placement schemes along with clique cover based coded delivery schemes in the finite length regime for the caching-aided coded multicasting problem (or coded caching problem). This problem involves designing caches at user devices offline and optimizing broadcast transmissions when requests arise from a known library of popular files for the worst case demand. The previous order optimal results on the number of broadcast transmissions for any demand pattern assumed that the number of packets per file is very large (approaching infinity). We showed that existing random placement and coded delivery schemes for achieving order optimal peak broadcast rate do not give any gain even when you have exponential number of packets. Further, we showed that to get a multiplicative gain of g over the naive scheme of transmitting all packets, one needs ( g K (N/M) g−1 ) packets per file for any clique cover based scheme where N and M are the library size and cache memory size respectively. We also provide an improved random delivery scheme that achieves this lower bound approximately. We demonstrate the improvements in the file size achieved by our proposed delivery scheme through numerical simulations.
Future interesting research directions, to go beyond the bounds derived in this paper, may include designing improved deterministic placement schemes and possible use of interference alignment inspired delivery schemes (instead of simple clique cover based delivery) that optimize the file size.
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