We present a simplified, rapid, and accurate method for the measurement of the thermoelectric Thomson coefficient by the dynamical heating of a suspended wire by an alternating current. By applying a temperature gradient across the wire, we find that the response at the second harmonic of the excitation frequency is directly proportional to the Thomson coefficient. The absolute thermoelectric coefficient of a single material can therefore be extracted with high precision by a phase sensitive detector. We test our method on platinum and nickel wires and develop both analytical and numerical models to determine the leading sources of error.
INTRODUCTION
The Thomson effect was hypothesized in the year 1851 and experimentally confirmed by William Thomson (Lord Kelvin) in 1853 1, 2 . It describes the generation or absorption of heat by charge carriers when a current is carried along a thermal gradient. It is one manifestation of the thermoelectric effect, which is also responsible for the Seebeck and Peltier effects.
The Thomson coefficient µ is related to the other thermoelectric coefficients by the Thomson relations µ = T dS/dT where S is the Seebeck coefficient and T is the absolute temperature, while the Peltier coefficient is Π = ST . These relations are the result of Onsager's reciprocity theorem 3 . We would have little interest in the Thomson coefficient if it were not for the fact that it is the only thermoelectric coefficient that can be measured without reference to another material. It is therefore the only way to establish an absolute scale of thermoelectricity at temperatures above ∼120 K where superconducting materials (S = µ = 0 V/K) can be used as a reference. The Thomson heat should also be taken into account when evaluating the performance of thermoelectric devices 4 . The particular challenge in obtaining µ experimentally is to separate the Thomson heat from the Joule heat, which arises whenever a current flows through a conductor. The Joule heat is proportional to the square of the current density, and is usually at least two orders of magnitude greater than the Thomson heat.
There has been little conceptual development in the measurement of the Thomson effect since the early work of Borelius 5 . By reversing the current through a wire thermally clamped at both ends, he was able to detect the slight temperature changes due to the Thomson heat using a sensitive thermocouple. Similar apparatus was used by Lander 6 and Nystrom 7 . In this way an absolute scale of thermoelectricity was established up to 2000 K 8 .
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Today, the modern standard was established by Roberts 9 who used a differential thermocouple to measure the temperature difference between two parallel insulated wires subject to the same temperature gradient, but with current flowing through them in opposite directions. This innovation improved the reliability of the experiment, as it was no longer necessary to subtract two large measurements from each other to obtain the small Thomson-related voltage.
Roberts' technique was applied to a number of materials including Pb, Pt, and Cu, over different temperature ranges. These experiments have formed the backbone of the absolute thermoelectric scale in the temperature range up to 1400 K. For Pb in the range from 0 K to 300 K, Roberts claimed an absolute accuracy of 0.01 µV/K.
Nevertheless, Roberts' experiment is both cumbersome and time consuming. In this article we present a new, simple technique that can be employed to measure the Thomson coefficient with relative ease and rapidity by heating a suspended wire using a low frequency alternating current. We validate the technique on high-purity nickel and platinum wires and compare our experimental results to approximate analytical solutions, more accurate finite element simulations, and to direct measurements of the Seebeck coefficient.
METHODS
The heat equation of a homogeneous material through which both heat and electric current flow is:
where κ is the thermal conductivity, T is the temperature, µ is the Thomson coefficient, J is the current density, ρ is the resistivity, C V is the heat capacity per unit volume and t is time. The second and third terms are the Thomson and Joule heat generated per unit volume, respectively. We are interested in the particular case of a suspended wire of length 2l and cross-section A thermally clamped at both ends carrying a sinusoidally driven current density, J = J 1 sin ωt. The wire diameter is much less than 2l, which permits a one-dimensional treatment. The boundary conditions are such that there is a static thermal gradient imposed along the length of the wire, i.e. T (−l) = T 0 − ∆T 2 and T (l) = T 0 + ∆T 2 . In this configuration, we can use the resistance of the wire as measured between the thermally clamped ends as a probe of the self-heating. This principle has been exploited before to measure the thermal conductivity of thin wires and substrates in what is known as the "3ω technique" 10, 11 (where ∆T = 0 K), but has not until now been used to determine the Thomson coefficient.
If the resistivity of the wire depends on temperature, then under these boundary conditions the resistance of the wire oscillates due to the oscillating Joule and Thomson heating. The Joule heating is always positive and leads to resistance oscillations at frequency 2ω, since
2 (1 − cos 2ωt). There are then two contributions to the Thomson heat. The first arises from the oscillating temperature profile generated by the Joule heating. Since this profile is symmetric about x = 0, dT /dx changes sign at x = 0 and so the Thomson heat is asymmetric about x = 0. Hence the resistance oscillations induced by this term (which would be at frequencies ω and 3ω) are effectively canceled when integrated along the length of the wire. The second contribution arises from the applied static temperature gradient, dT /dx = ∆T /2l. Since this gradient is asymmetric about x = 0, finite resistance oscillations occur at a frequency ω.
The above description is not exact; temperature oscillations at higher multiples of ω also occur as the Joule The diameter is 27 mm. The sample holder is top-loaded into the PPMS chamber, which is then pumped to high vacuum. Right: schematic. The 25 µm-diameter wire under test (Ni or Pt, red lines) runs continuously between the current contacts (I), which are well thermalized to the cryostat temperature. The central part of the wire is suspended between two temperature-controlled blocks. Additional pieces of the same wire are used to link the wires crossing the blocks to the isothermal voltage contacts (V). The hot side temperature is controlled using a feedback loop between the temperature measured by the thermocouple (T h ) and the resistive heater (H).
and Thomson heat respond to the oscillatory changes in resistance.
All of the resistance oscillations are probed by the same current that causes the heating, leading to voltage signals at frequencies 3ω and 2ω arising primarily from the Joule and Thomson heating respectively. The frequency spectrum with and without the applied gradient ∆T is shown in Figure 1 . In the low frequency limit, the amplitude of the 3ω voltage is determined almost exclusively by κ, and by µ/κ for the 2ω voltage.
To be more quantitative, in the case that the resistivity can be approximated by a linear function near the temperature of interest, ρ = ρ 0 + ρ 1 T , and if κ and µ do not depend on temperature, we obtain the steady-state solution of Equation 1 (see Appendix A). The resulting voltage across the wire can be expanded to leading order in µ to give:
where ξ 2 = αI 2 R/K, R is the resistance of the wire, K = κA/2l is its thermal conductance, α = 1/R(dR/dT ) = ρ 1 /ρ is the temperature coefficient of resistance and I is the applied current. All values are taken at T 0 .
We find that the corrections are small, typically no more than 2 %−3 % in the regime where we operate. The Thomson coefficient can therefore be determined from measurement of the two voltages V 2ω and V 3ω in the limit of low frequency. The corrections can be evaluated if K is extracted from V 3ω , which depends only weakly on µ. The dimensions of the wire are not required to obtain µ, as has been observed before 12 . The only preliminary measurement necessary is the resistance of the wire as a function of temperature.
In practice, we use a finite element method incorporating the measured temperature-dependent resistance of the wire to more precisely simulate the temperature profiles and thus the voltages generated.
For comparison, we measured the Seebeck coefficient of the wires directly by a standard steady-state method involving two type-E thermocouples. The reference leads for the thermoelectric voltage are the chromel legs of the thermocouples. The absolute Seebeck coefficient of chromel is compiled from various sources and subtracted 13, 14 . The experimental configuration is shown in Figure 2 . The wire under investigation was mounted between two copper blocks. A continuous length was used between the isothermal current contacts, while additional pieces were used to connect the isothermal voltage leads in a four-point probe configuration. The current and voltage wires met on top of two copper blocks, where they were soldered in place. The cold side block (a copper cube ∼3 mm across) was glued using GE7031 varnish to the sample holder (or puck) of a Physical Properties Measurement Systems (PPMS) cryostat. The surface of the PPMS puck was electrically isolated everywhere using a slip of cigarette paper soaked in varnish. The hot side block stood on a square of glass 1 mm thick. The blocks are ∼5 mm apart. The free ends of the wires were glued to the surface of the PPMS puck and then soldered to 0.2 mm copper wire contacts. In this way we ensured that there is no contribution to the voltage measured in the wire from the Seebeck effect and that the suspended part of the wire was thermally well clamped. The hot block was heated by a small RuO 2 chip resistor and the temperature of the block was measured using a type-E fine wire thermocouple.
The resistance of the suspended wire was measured using a lockin amplifier in the range 10 K-400 K using a small (100 µA) alternating current to avoid self-heating. This served as a calibration curve. The measured value reflects almost exclusively the resistance of the part of the wire freely suspended between the blocks. The massive solder and copper blocks have such low resistance that very little signal arises from the parts of the wire within the solder.
Alternating currents of up to 100 mA were then applied to the suspended wire using a Keithley 6221 current source. The resulting voltage across the wire was measured using a lockin amplifier at 1, 2 and 3ω. A DC nanovoltmeter read the temperature of the hot side thermocouple and a software control loop adjusted the DC current applied to the chip heater to ensure stability to better than ±5 mK. Experiments were performed at 5 K or 10 K intervals in the range 25 K-400 K under high vacuum.
Our measurement protocol first took 13 logarithmically spaced points in the range 0.1 Hz-10 Hz at three different currents, focusing on the response at 3ω in order to estimate the temperature dependence of the thermal conductivity using a linear model, κ = κ 0 (T 0 ) + κ 1 (T − T 0 ), where κ 1 = dκ dT | T0 . A small temperature difference (∆T = 2 K) was applied. Exemplary data is shown in Figure 3a .
Then at the highest current, the 2ω voltages were measured for ∆T = 2 K, 6 K and 10 K over the same frequency range (Figure 3b ).
We confirmed that the 3ω voltages do not depend on ∆T as long as the average temperature is kept constant, e.g. for T 0 = 300 K, the PPMS (cold side) temperatures were 299 K, 297 K and 295 K. To save time, we did not systematically acquire 3ω voltages for ∆T = 6 K and 10 K.
Since analytical solutions of Equation 1 are limited to special cases, a finite-element, finite-difference numerical simulation of the experiment was developed in Python using the FEniCS package 15 . This was used to extract material parameters by least-squares fitting of the simulated results to the experimental data, and to test for the impact of various sources of error. The simulations are described in more detail in Appendix B. The greatest departure from the analytical solution comes from nonlinearity of the resistivity of the wire, which is much more significant in nickel than in platinum. The second most important correction arises from the relatively large heating applied, which leads to significant temperature rises in the wire (on the order of 10 K for the highest currents and temperatures). In this regime the temperature dependence of the thermal conductivity starts to play a significant role and must be included in the model.
We simulated the effect of a small finite DC offset current, as is expected from the current source employed. Simulations and experimental results showed that a signal similar in magnitude to the Thomson signal is expected in the 2ω voltage. However, this signal does not depend on ∆T and can therefore be eliminated by taking differences such as V 2ω (∆T = 10 K) − V 2ω (∆T = 2 K). These differences are shown in Figure 3c for the experimental data. The frequency dependence of these curves now resembles the thermal response seen in the 3ω data, as expected.
We also studied the effect of thermal radiation losses and found them to be insignificant over this temperature range. In the Appendix B 2 we predict an upper temperature limit to the utility of the experiment based on the simulations.
RESULTS AND DISCUSSION
At every temperature point, we acquired data sets such as the one presented in Fig. 3 and analysed them. The raw data shows that it is straightforward to obtain the small 2ω signals (∼ 1 µV) with good resolution even in the presence of the large 1ω (∼ 10 mV) and 3ω (∼ 100 µV) signals. This clearly shows the advantage of the spectral separation of the different signals and the role of phase sensitive detection.
The first step of our analysis is always to fit the 3ω data to obtain the thermal conductance K. By assuming that the literature value of resistivity 16 is correct, we obtain a sample geometric factor A/2l which allows us to obtain the thermal conductivity, κ from K = κA/2l. The values of κ for the Ni and Pt wires are shown in Figure 4 , evaluated by fitting the data using the finite el- 16 . These are compared directly at 300 K in Table I . It is worth noting here that the literature values of resistivity for both Ni and Pt are given with an uncertainty of around 3%, while the values of κ have an uncertainty of around 6%. Our derived values are well within these bounds. We reiterate at this point that the absolute value of κ is not required to obtain the Thomson coefficient, it is presented here as a check on the general validity on the experiment. The next step in the analysis is to fit the 2ω voltages to obtain values of the Thomson coefficient µ using the finite element simulations. The values of µ shown in Figure 5a and are compared to the values given by Eqn. 2. The sample dimensions do not play a role. The difference between the two methods of obtaining µ is smaller where the resistivity is more linear with temperature; and where the thermal conductivity is less temperature-dependent. These are the conditions where the approximations involved in obtaining Eqn. 2 are more closely followed. For both µ and κ we consider the values fitted to finite element simulations to be the most definitive.
To obtain the Seebeck coefficients from µ via the Kelvin relation, we perform the numerical integration S(T ) = Agreement between the values of µ obtained here and the values from Refs. 9 and 12 is quite good. When integrating to obtain the Seebeck coefficient, much of the random noise is suppressed and the temperature dependence of the curves match well over a large range. c) Ni, sim Ni from expr. A9 Pt, sim Pt from expr. A9   FIG. 4 . κ extracted from 3ω data using finite element simulations, as well as via the three leading terms of Eqn. A8. The agreement is best when the resistivity is linear in temperature and the thermal conductivity is a constant. These conditions are most closely followed for Pt in the range 150 K-400 K.
technqiue on nickel and platinum wires and compared our values to the results that have been used as a standard in recent times 9 as well as more recent efforts 12 . Phasesensitive detection has distinct advantages over DC measurement when small signals must be extracted from a large background, the most important of which is the separation of small and large signals in the spectral response. In Appendix C we discuss the challenges facing a DC implementation of this technique.
The experiment is simple and compact enough that it could be implemented in any reasonably equipped laboratory to provide a local calibration of the thermoelectric scale sufficiently accurate for most requirements. In particular it does not require the use of a direct temperature probe that might disturb the temperature profile in the wire or otherwise introduce inaccuracy. Such a technique was recently implemented in Ref. 12 , which we review briefly and compare to our work in Appendix D.
While we have relied on extensive modelling of the data using finite element simulations, we have also shown that we can determine the Thomson coefficient with reasonable accuracy using several analytical approximations. If accuracy is not paramount, only very limited computational resources are required.
The technique should also be feasible at higher temperatures. We estimate that at ∼800 K the error in µ arising from thermal radiation losses will be of order 1%, within the current level of noise. The miniature nature of the experiment helps to limit this effect.
The accuracy could no doubt be improved to be competitive with the established absolute scale 9 . Longer acquisition times could be used to reduce noise, particularly at low frequencies. Thermometers calibrated with reference to a primary standard could be used at both temperature controlled ends of the suspended wire, instead The agreement between the two methods to obtain µ is very good, suggesting that the analysis leading to expression Eqn. 2 is sound. Inset: enlargement of the high temperature data for Pt, compared to points from Refs.9 and 12. b) Seebeck coefficients of nickel and platinum as a function of temperature. Direct measurements using reference leads (whose contribution has been subtracted) are compared to S derived from the Thomson data in a) via the Kelvin relation. The offset in S(T ) arising because µ was not measured down to 0 K was chosen such that the least square error between the S(T ) curves would be minimized.
of the thermocouples that we have used for simplicity. A resistance standard could also be employed to improve the accuracy of the preliminary resistance measurement. These measures should be straightforward at a standards laboratory.
No closed form solution for Equation 1 has been found.
A full time-dependent solution to Equation 1 under sinusoidal excitation is not strictly necessary to establish µ or κ. Practically, however, some understanding of the frequency dependence is useful in order to extrapolate the spectrally separated voltages to the DC limit. In this appendix we present the various exact and approximate solutions that we have developed to treat the problem, and relate these to previous work.
Exact steady-state solution
In order to relate the oscillatory voltages in the DC limit to µ and κ, we solve Equation 1 in the case where ω → 0 and where ρ = ρ 0 + ρ 1 T . In this case, the temperature profile along the wire is given by:
where λ = µJ/2κ and ψ = λ 4κρ 1 /µ 2 − 1. The resulting voltage across the wire is:
Note that (T 0 + ρ 0 /ρ 1 ) = ρ/ρ 1 , and ρ 1 = ρα where α = 1 R dR dT is the temperature coefficient of resistance evaluated at T 0 . The voltage can then be rewritten in terms of quantities that do not depend on the wire dimensions:
where Λ = µI/2K and Ψ = Λ 4KRα/µ 2 − 1. In this formulation, it is not immediately obvious which terms correspond to the spectrally separated voltage signals at ω, 2ω and 3ω. We exploit the symmetry of the Thomson effect to isolate the signal that arises from the Thomson heat to make the following identification:
The remaining components change sign when the current is reversed. This is the behaviour expected for the undisturbed resistance as well as the additional resistance generated by Joule heating. The resistance of the undisturbed wire can be subtracted from this to leave the part of the resistance that would oscillate at 2ω. The amplitude of oscillation would be half of this value, and this amplitude is further halved in the 3ω voltage when it is mixed with the sinusoidal current. Therefore:
If we now take the ratio of these two voltages and perform a series expansion around µ, we find:
(A6) where ξ = I Rα/K. When terms in O(µ 3 ) and higher are neglected this can be rearranged to give:
where a series expansion with respect to ξ leads directly to Equation 2.
We note here also that Equation A5 shows that the 3ω voltage is not expected to depend on ∆T at all, in line with experimental observations. Equation A5 can likewise be expanded around µ to give:
The leading term in the expansion is the familiar solution of the 3ω thermal conductivity experiment, while the following terms are the corrections that are required to obtain K when the applied current is high. Fig. 6 shows κ values obtained without correction and with a correction using the three leading terms. Although there is improvement, the overlap between ranges is still imperfect. We believe this arises because of the temperature dependence of K, which is not accounted for in Eqn. A8. This is included in our finite element model (Appendix B). 6 . Calculated values for κ with and without 3rd order correction terms. The higher the current, the more necessary it becomes to take into account correction terms.
Solution in the limit J1 → 0
Consider the heat equation with a sinusoidal source term:
where Q 1 is a constant defining the amplitude of the heating, which occurs at frequency ω H . The solution to this equation with boundary conditions T (±l) = T 0 has been obtained in series 17 and closed 11 form, and we assume that the solution for boundary conditions T (±l) = T 0 ± ∆T 2 can be constructed by adding x∆T /2l. The approximation used to calculate 3ω voltages in Ref. 11 is that the oscillatory part of the Joule heating is:ρ
Hence
and ω H = 2ω. This approximation becomes exact in the limit that the applied current is so low that no heating is caused, i.e. J 1 → 0.
The 3ω voltages are:
where q 2 = 2l ωC V κ . We can also approximate the most relevant contribution to the Thomson heating as:
given the argument outlined in the introduction, that most oscillatory contributions generated by the oscillating gradient dT dx cancel out over the length of the wire. The heating is assumed to be so low that there is no appreciable deviation from this assumption, hence the same validity in the limit J 1 → 0. In this case, Q 1 = µJ 1
∆T 2l
and ω H = ω.
The 2ω voltages arising from the solution are:
where
2κ . In the low frequency limit, we obtain:
which is the first term of Eqn. 2 as well as:
which is the first term of Eqn. A8.
The above equations indicate that we expect X 3ω ∼ J and Y 2ω ∼ J 2 1 . Because we work in the regime where the current is high enough to produce a significant temperature rise in the wire (e.g. 10K at 300K), these scaling relations are not obeyed either in experimental data or in full simulations. It is necessary to use such high currents to have an observable Y 2ω voltage.
The deviations have a significant impact on the evaluation of κ using Eqn. A15, rendering the extracted values unreliable. However, it is remarkable that the formula for µ is, to first order, the same as the more accurate result obtained through series expansion of the exact steadystate solution. This arises because the deviations from pure J Even though the value of κ is unreliable, the value of µ can be extracted with little error by measuring only two voltages.
Full solution for µ = 0
We obtain a full solution for the one-dimensional Jouleonly heat equation with constant κ, C V , ρ = ρ 0 + ρ 1 T and J = J 1 sin(ωt) in the form of a series of convolution integrals. This can be computed numerically much more quickly than the finite element simulations, and is therefore of use in calculating κ and C V .
We use an integrating factor P (t) to simplify Equation 1:
If we write
then Equation 1 becomes
with boundary conditions
and initial condition T 1 (x, 0) = T 0 + x∆T0 2l . While this remains difficult to solve, if we set µ = 0 then a solution can be obtained from Ref. 18 , sec.3.5. The solution is the sum of the boundary value T b 1 (x, t) and initial value T i 1 (x, t) problems:
To obtain the solution to the boundary value problem in a slightly simplified form compared to Ref. 18 , we define Q(t) = e −P (t) −1 and exploit the following properties of Laplace transforms to recast the solution:
We also split the solution into even and odd parts with respect to x. For the new boundary conditions φ
], the general solution over the interval −l < x < l is:
For our particular problem, performing the forward and inverse Laplace transformations leads to:
These convolution integrals are quick to evaluate numerically (relative to the finite element simulations) as they need only be done once for the entire time range of interest. We split the initial value problem similarly over the initial conditions ψ 0) ] so that the generic solution reads:
Applying our particular initial condition to obtain the Fourier series coefficients gives:
This solution is of some use in the case of platinum, where the resistivity is nearly linear in temperature in a large temperature range, where κ and C V are coincidentally nearly constant.
Appendix B: Finite Element Analysis
Exact solutions to the heat equation are available only in particular simplified cases. We use a 1D finite element model to resolve the heat equation to take into account: DC offset current; thermal radiation losses; non-linear resistivity; temperature dependent physical parameters such as κ, C V and µ. All of these can be easily treated within a numerical approach.
Our finite element simulation is written in Python using FEniCS and employs a simple backward Euler finite difference to model the time-dependence of Eqn.1. The main input is the temperature dependence of the resistance of the wire. The results of the simulations have been rigorously compared to the exact solutions presented in Appendix A, where this temperature dependence takes a simple linear form. They are in perfect agreement. Once the temperature profile is obtained at any one time it is trivial to extract the voltage between the ends of the wire.
We find that a spatial resolution of 32 elements along the wire and a temporal resolution oft/128 wheret = 2π ω is enough to ensure convergence of the simulations to within 1 %-3 %, lower than the noise level in the 2ω data.
At each temperature, we adjust the input parameters κ, µ and C V to obtain the best least-squares fit to the experimental data. In practice, since the simulated 3ω voltage depends almost exclusively on κ and C V , these are adjusted in a first step. Then the value of µ is adjusted while keeping κ and C V fixed to obtain the correct 2ω voltages.
We note that the precise dimensions of the wire are not required to produce realistic values of κ and µ, as long as the combination of simulated cross-section, wire length and resistivity reproduce the experimental resistance at each temperature. This leads to the lack of geometric factors in Eqns. 2 and A8.
DC offset current
It is simple to include a finite DC offset current in the simulation such that J = J 0 + J 1 sin ωt. This models the real-world current source, where such an offset is expected. The simulations confirm our observations and expectations. There is no effect on the 3ω signal for reasonable values such that J 0 ∼ 10 −3 J 1 . There is an additional contribution to the 2ω voltage, but this does not depend on the value of ∆T and can therefore be excluded by subtracting a baseline value at each frequency.
Radiative Losses
We add a standard radiative term εσ S-B (T 4 − T 4 ref ) to the 1D simulation, scaled appropriately to reflect the real dimensions of the wire. σ S-B is the Stefan-Boltzmann constant while ε = 0.1 is an appropriate value for the emissivity for both Pt and Ni wires over a large temperature range. We perform these simulations at a number of elevated temperatures for the Pt wire, extrapolating the resistance linearly from our data, but keeping the input values of κ and µ constant. We then fit the simulated data without the radiative term to obtain the values of κ and µ that would be observed if radiation were neglected.
The results are shown in Fig. 7 . The effect of neglecting radiative loss is that κ is systematically overestimated. The error is 1 % at 410 K, 3 % at 590 K, and 10 % at 905 K. The magnitude of µ is underestimated, but the effect is much smaller, 1 % at 750 K and 3 % at a significantly higher temperature than 1000 K. It is worth mentioning that C V is even less affected, its apparent value is smaller by less than 1 % at temperatures as high as 1000 K.
Non-linear resistivity
The temperature dependence of the resistance of the wire is incorporated into the finite element model using a look-up table. This allows us to go beyond the exact solutions of the heat equation. It is particularly important in the case of nickel, where the resistance is strongly non-linear with temperature, but less so for platinum.
Temperature dependence of κ
We found that in order to fit the data more precisely, it was necessary in some temperature ranges to include the temperature dependence of κ in the simulation, such that κ(T ) ∼ κ 0 + κ 1 T . Introducing this extra parameter causes the fitting for a single value of J to be overdetermined. We therefore systematically applied three different currents to the wire at each reference temperature T 0 , in order to determine κ 0 and κ 1 .
Appendix C: DC measurement by current reversal
In principle, we could take DC measurements of the voltages V (I) and V (−I) and use Equation A3 to evaluate µ and κ. This is subject to several practical difficulties. The typical order of magnitude of V (I) is perhaps 10 mV. The Thomson signal is of the order of 1 µV, meaning that V (I) + V (−I) ∼ 1 µV. To determine this with a precision of 1 %, a resolution of 10 nV or 1 ppm is required. This is already challenging to accomplish with a DC technique.
In reality, the voltmeter output V (0) is non-zero and drifts over time. Therefore V (I)+V (−I) ∼ 1 µV+2V (0). While V (0) can also be measured, the time in between measurements with and without current is necessarily long to allow complete thermal relaxation. Maintaining 1 ppm stability over these time scales is difficult. A purely DC technique exploiting the resistance of the wire as a thermometer is therefore hard to implement. In Reference 12, the authors suspend a 0.5 mm diameter platinum wire between two posts and pass currents up to 2.5 A through it. They measure the temperature rise along the wire using type K fine-wire thermocouples. They develop a thermal model to account for heat loss by the thermocouple induced by the measurement. Joule heating causes a temperature rise of approximately 4 K, while Thomson heating generates an additional ±40 mK at most, depending on the sign of the current and location of the thermocouple. This additional temperature change is directly proportional to the Thomson coefficient. The stated voltmeter resolution is 100 nV, which corresponds to a temperature resolution of ±10 mK, or an uncertainty in the Thomson-related temperature difference of 25 %. Several thermocouple readings along the length of the wire are therefore required to reduce this uncertainty to an acceptable level.
Although the authors of Ref. 12 use a high-frequency AC current to establish a Joule-only benchmark reading, the temperature differences are still collected by measuring the thermocouple response using a DC voltmeter. This is therefore susceptible to the same kinds of problems discussed in Appendix C. Maintaining a stable reading over several hundred seconds to better than 100 nV is a challenge. A phase-sensitive alternating current technique does not suffer from these drawbacks. The thermocouple technique also requires that the sample wire is physically contacted in the middle, which introduces further uncertainty and complexity to the measurement.
