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PARALLEL UNMIXING OF HYPERSPECTRAL DATA USING COMPLEXITY
PURSUIT
Stefan A. Robila, Martin Butler
Department of Computer Science, Montclair State University, Montclair, NJ 07043, USA,
robilas@mail.montclair.edu
ABSTRACT
Accurate and fast data unmixing is key to most
applications employing hyperspectral data. Among the
large number unmixing approaches, Blind Source
Separation (BSS) has been employed successfully through a
variety of techniques, yet most of these approaches continue
to be computationally expensive due to their iterative
nature. In this context, it is imperative to seek efficient
approaches that leverage the accuracy of the algorithms
and the availability of off-the-shelf computationally
performant systems such as multi-cpu and multi core.
In this paper we tackle the spatial complexity based
unmixing, a new technique shown to outperform many BSS
solutions. We develop a new parallel algorithm that, without
decreasing the accuracy ensures significant computational
speedup when compared to the original technique. We
provide a theoretical analysis on its equivalency with the
algorithm. Furthermore we show through both complexity
analysis and experimental results that the algorithm
provides a speedup in execution linear to the number of
computing cores used.
Index Terms— Hyperspectral imagery, linear
unmixing, blind source separation, complexity pursuit, high
performance computing
1. INTRODUCTION
A recent ambitious approach for linear unsupervised
hyperspectral data unmixing is derived from Blind Source
Separation (BSS). In BSS, given a multidimensional vector
of observations, and assuming that such observations were
produced as a linear mixture of unknown sources, the goal is
to unmix the observations by regenerating the original
sources and their mixing matrix. Various traditional
algorithms such as Independent Component Analysis (ICA)
[1], Principal Component Analysis (PCA) [2], and
Nonnegative Matrix Factorization (NMF) [3] fall under the
BSS category and were proposed with various modifications
as hyperspectral unmixing techniques. More recently a new
approach to unmixing based on concepts such as
smoothness and signal complexity was proposed [4].
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Complementary to unmixing, the ability to produce
results in a timely fashion is critical. Hyperspectral images
continue to increase in size due to both spectral (i.e.
increased number of bands) and spatial (i.e. increased
number of pixels in each image) resolution enhancements
leading to ever larger data sizes. Moreover, most
unsupervised unmixing techniques often involve iterative
processes and require processing times linear or quadratic to
the size of the data. Applications using such data and aiming
to real time or close to real time speed face thus a bottleneck
on how fast a computing environment is able to process a
hyperspectral image. More and more, high performance
computing such as multi-core, multi-processor or distributed
clusters are offered as solutions in speeding up processing.
In previous research on NMF we developed a parallel
algorithm for NMF based spectral unmixing and showed
that, while the accuracy of the results is comparable to the
sequential NMF, the speedup obtained is proportional to the
number of processors used [5,6].
In this paper we tackle the complexity based unmixing
first proposed for hyperspectral data in [7] and develop new
techniques based on high performance computing that lead
to significant speedup. The paper is organized as follows. In
the second section we discuss spatial complexity pursuit and
its use for unmixing. In the next section we provide an
elegant parallel algorithm for unmixing. Section 4 includes
the experimental results. The paper ends with Conclusions,
and References.
2. COMPLEXITY PURSUIT FOR HYPERSPECTRAL
IMAGES
Complexity of an n dimensional signal s is given by [4]:
σ ሺ௦ҧ ି௦ ሻమ

ܨ ሺܛሻ ൌ ݈݊ σసభሺ௦ǁ
సభ

మ
 ି௦ ሻ



(1)

where
ݏǁ ൌ ߣݏǁିଵ  ሺͳ െ ߣሻݏିଵ
(2)
ݏҧ is the expected value for s and Ȝ is a value between 0 and
1. The formula provides a measure of the variation between
adjacent observations compared to the overall variance. A
signal with high FC value means that the observations do not
change suddenly but rather slowly. In turn, this means that
the signal is less complex.
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In case of an r x c image A, beyond the trivial approach
where the two dimensional structure is being reshaped as a
vector (allowing for direct application of the formula in Eq.
1), a direct 2-D approximation is provided by [7]:
ܨௌ ሺۯሻ ൌ ݈݊

and
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where ܰೕ is the set of immediate neighboring pixels for aij
 are the weight
(as shown shaded in Fig. 1a) and ߱
ഥ and ߱
coefficients for each of the neighbor, as given by Fig. 1b
and 1c respectively. The ߱
ഥ coefficients lead to the
neighborhood expected value, whereas the ߱
 coefficients
lead to a local complexity value. A more expanded
discussion on the role of neighborhoods and the associated
weights is available in [7]with an extension of the original
concept available in [8].
For a hyperspectral image x, formed of the bands x1, x2,
3
x , ….,xn the overall complexity can be described as [7]:
ܨௌ ሺܠሻ ൌ σୀଵ ܨௌ ሺ ܑ ܠሻ ൌ σୀଵ ݈݊

ሺ ܑܠሻ
ሺ ܑܠሻ

(6)

In previous research, it was shown that the concept of
complexity can be used to linearly unmix hyperspectral
data. Basically, if we consider the observed hyperspectral
data x and a mxn linear transform W:
Y=Wx
(7)
if Fsc(Y) has the largest value among all possible W then Y
provides an approximation of the abundances for the
endmembers that mixed to form x, and consequently:
M = W+
(8)
is a good approximation of the endmembers. (W+ denotes
the pseudoinverse of W).
To produce Y a gradient ascent on FSC was proposed.
Starting with a random matrix W an iterative approach is
followed [7]:
 ܅ൌ  ܅ Ʉܨୗେ ሺ܅ሻ
(9)
ܨୗେ ሺ܅ሻ ൌ ʹ܅۱തǤȀ܁܄۱ െ ʹ܅۱෨ǤȀ܁܃۱
(10)
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Fig.1. a) Neighborhood system for aij, b) weight values ߱
߱


3. PARALLEL SPATIAL COMPLEXITY BLIND
SOURCE SEPARATION (PSCBSS)
Due to the iterative nature of the algorithm, it is
expected that the execution of a code implementing it will
be lengthy. A complexity analysis for the iteration step leads
to O(r*c*m+r*c*m*n). Increases in any direction, such as
spatial or spectral resolution or number of extracted
endmembers will thus lead to a proportional increase in the
execution time. Furthermore, due to the large number of
matrix operations involved, it is desirable to aim for an
approach that will execute parts of the computation in
parallel.
Fig. 2 provides an overview of PBCSS algortihm
algorithm, with various stages separated to indicate where
the need for synchronization exists. For example, while
steps 1 and 2 can be computed in any manner, they need to
be completed prior to steps 3 and 4. Each of the blocks in
Fig. 2, can be parallelized. For this, we propose parallel
computation of each of the data structures involved in the
following manner:
- Compute portions of ܠത and ܠ in parallel split along the
hyperspectral bands, i.e. along n (as in Fig. 3b).
- Compute portions of ۱ത and ۱෨ in parallel along the rows,
i.e. along n (as in Fig 3a)
- Compute portions of USC, VSC, W۱ത and W۱෨ in parallel
along the rows, i.e. along m
8.
9.

where Vsc and Usc are mxn matrices that have each element
on row k V(Yk) and U(Yk) respectively, and:
்
۱ത ൌ σǡ
തതത െ  ܒܑ ܠ൯൫ܠ
തതത െ  ܒܑ ܠ൯
(11)
ǡୀଵ൫ܠ
்
ǡ
(12)
۱෨ ൌ σǡୀଵ൫ܠ෦ െ  ܒܑ ܠ൯൫ܠ෦ െ  ܒܑ ܠ൯
and xij refers to the spectra vector located at coordinates i
തതത
are computed
and j in the image and ܠ෦ܠ


componentwise in a similar fashion as the one described in
Eqs. 4 and 5 respectively.
The Spatial Complexity Blind Source Separation
(SCBSS) algorithm was further extended to include the
concept of spectral complexity [7]. Alternatively, the
algorithm was extended to include the concept of
decorrelation among the unmixed components [8]. In this
paper we focus solely on SCBSS.
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5.
6.

3.
4.

Initialize Wt
Compute ܠതt and ܠt
Compute ۱തt and ۱෨t
Compute USCt and VSCt

Compute W۱തt and W۱෨t
Update Wt with  ܨሺ܅ሻt

1.
2.

Compute FSC(W)t
Compute USCt and VSCt

Fig.2. Parallel Spatial Complexity Blind Source Separation (BSCBSS)
algorithm

Thread 1
Threaad 2

Thread k
a)
Thread 1

Thread 2

Thread k
b)
Fig.3. Distribution of data computation among the pparallel threads. a)
rowise split of the matrix data, b) bandwise split of thhe hyperspectral data

Additional parallelization can be done in the update of
W and in the computation of the objectivee function FSC. In
each of the blocks, the data is split equaally among the k
computational threads. For a split along the n dimension, we
get round(n/k), or round(n/k)-1 bands (or rrows) with some
threads depending on the size of the remindder of the division
of n by k (round(.) means rounding up the vvalue).
We note that the proposed algorithm does not lead to
any reduction in accuracy. Furthermore, thee algorithm yields
a reduction in execution time proportional to the number of
threads since each of the steps 1-9 can be done in parallel.
As with most similar approaches, we esttimate that such
speedup will not be achieved due to thee initial stage in
creating the threads, the need to synchronnize, and the fact
that although parallel, the threads will comppete for access to
common resources (memory, communicatioon buses etc).
Our algorithm was implemented in Javva and tested on a
platform configured with a pair of AMD ""Shanghai" Quad
Core Socket F Opteron 2.4 GHz with 16GB of RAM
available memory. The choice of the languuage ensures high
portability of the code, while the hardwaare configuration
allows us tests up to a large number of thrreads. Additional
work in the refinement of the algorithm alllowing us to port
it to a cluster network for full investigation of the impact the
communication stages have on the speedup is also planned.
4. EXPERIMENTAL RESUL
LTS
Three images were chosen for the experriments. The first
image (Fig. 4a) is a 100x190 pixels 169 baand subset from a
Hydice foliage scene with a spatial resoluution of 1.5m at
wavelengths from 0.4 to 2.5 μm part of the Forrest Radiance
set. Various panels are present in the sceene organized on
eight rows and of different sizes. Fig. 5a sshows the values
for FSC over 500 iterations. Both SCBSSS and PSCBSS
yielded the same values. Relative stability is achieved after
approximately 100 iterations.
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The second data set (Fig. 4b) was produced using a
Surface Optics 700 (SOC700) hyp
perspectral sensor in our
lab. The camera generates 320x32
20 pixel images on 120
bands equally spaced within the 400nm
4
and 900nm. The
image depicts a human face on a briick background. The data
is 200x200 pixels. Fig. 5b shows FSC over 500 iterations.
Both SCBSS and PSCBSS yielded the
t same values. Relative
stability is achieved after less than 50
5 iterations.
The third data (Fig. 4c) correspo
ond to a 256x256 pixels
subset of a Hyperion urban image of Palo Alto, California
with 80 spectral bands (uniform
mly extracted from the
original data from 0.4 to 2.5 μm) an
nd 30m spatial resolution.
The scene corresponds to a combination of urban
development and water with a sign
nificant number of pixels
being mixed. Fig. 5c shows the values
v
for FSC over 500
iterations. As in the case of the oth
her data sets, SCBSS and
PSCBSS yielded the same values, and stability is reached
after a small number of iterations.
To understand the speedup provided by PSCBSS we have
run the algorithm for n=m and eq
qual number of iterations
(50) while varying the number of threads
t
(splits) from 1 to
32. Fig. 6 provides the speedup in each case. This was
computed by dividing the time obtained
o
through SCBSS
(sequential) through the PSCBSS fo
or the particular run. For
reference, an “ideal” speedup is also
a
plotted as a dashed
line. The values follow closer thee thread count up to the
number of cores, and level off afterr that. Given that beyond
8 threads, the application will bassically compete to itself,
such leveling is expected. For 8 th
hreads the speedup varies
slightly from 6 to 8 depending on th
he data used.
Finally, we investigate the impact data reduction has on
the algorithm. For this, we varied the number of produced
components from 1 to 1/2 , 1/4 and
d 1/8 * n (where n is the
number of original observed bands). In tests pefromed on
Hydice data this meant that thee number of produced
components was 169, 84, 42, and
d 21 respectively. Such
simulation allows us to estiimate the algorithm’s
performance for scenes containin
ng a varied number of
materials (i.e. endmembers). Fig. 7 provides the speedup
values for the four different scenaarios as functions of the
number of threads used. To ensurre that we focus on the
iterative process, we used only thee measured time for one
iteration. Finally, Fig. 8 shows the speedup for 8 threads as
a function of the data reduction faactor. As anticipated, the
algorithm is linear on m.
dark olive parachute (nylon)
light olive parachute (nylon)

nomex kevlar (woodland)

green tenting
cotton (green woodland)

nylon (green woodland)

cotton (green)

desert BDU (nylon)

a)
b)
c)
Fig.4. Data used in the experiments a) Hydiice (169x190x100), b) Surface
Optics 700 (SOC700) (120x200x200), and c)Hyperion (80x256x256). In
he data as (n x r x c)
parenthesis, the dimensions of th

5. CONCLUSIONS
Simultaneous unmixing techniques require that large
amounts of data be shared among the network’s processing
units and synchronization stages be employed in order to
maintain data consistency from one algorithm iteration to
another. These limitations, in turn increase the
communication cost overhead often rendering cluster based
implementations inefficient. Tightly coupled multiprocessor
systems do not suffer from the same issues. While initially
parallel architectures based on shared communication bus
and memory were significantly more expensive than
commodity clusters, in recent years, multi-processor and
multi-core architectures have become mainstream
technologies in most of the off-the shelf systems. We
provided an elegant parallel algorithm that leads to
considerable speedup over the original sequential technique.
Our work can expanded to its variants and allows
hyperspectral data processing to continue its increase in
attractively for a larger and larger field of problems.

a)

b)
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